Count data and recurrent events in clinical trials, such as the number of lesions in magnetic resonance imaging in multiple sclerosis, the number of relapses in multiple sclerosis, the number of hospitalizations in heart failure, and the number of exacerbations in asthma or in chronic obstructive pulmonary disease (COPD) are often modeled by negative binomial distributions. In this manuscript we study planning and analyzing clinical trials with group sequential designs for negative binomial outcomes. We propose a group sequential testing procedure for negative binomial outcomes based on Wald-type statistics using maximum likelihood estimators. The asymptotic distribution of the proposed group sequential tests statistics are derived. The finite sample size properties of the proposed group sequential test for negative binomial outcomes and the methods for planning the respective clinical trials are assessed in a simulation study. The simulation scenarios are motivated by clinical trials in chronic heart failure and relapsing multiple sclerosis, which cover a wide range of practically relevant settings. Our research assures that the asymptotic normal theory of group sequential designs can be applied to negative binomial outcomes when the hypotheses are tested using Wald-type statistics and maximum likelihood estimators. We also propose an ad hoc method to achieve type I error rate control in small samples. The statistical methods studied in this manuscript are implemented in the R package gscounts, which is available for download on the Comprehensive R Archive Network (CRAN).
Introduction
Group sequential clinical trial designs provide a statistical framework for stopping the clinical trial early for efficacy or futility by testing the hypothesis of interest repeatedly after groups of new observations are available. Due to the repeated testing, hypothesis tests in group sequential designs have to be chosen such that they avoid type I error rate inflation. Usually, the same type of test statistics are used as for the fixed sample designs, but critical values are altered to control the type I error rate. Group sequential testing is simplified when the joint distribution of stagewise test statistics is canonical. [2] This is equivalent to the statement that the stagewise test statistics of the accumulating data have independent increments. The canonical joint distribution reduces the computational effort for the calculation of the critical values and, moreover, the theory of group sequential designs is well established for test statistics following the canonical joint distribution. However, violations of the independent increment assumption can lead to inflations of the type I error rate as demonstrated by Shoben and Emerson for longitudinal data analyses based on generalized estimating equations. [1] For a detailed discussion of group sequential designs, we refer to the comprehensive discourses by Jennison and Turnbull, by Whitehead, and by Wassmer and Brannath. [2] [3] [4] Counts and recurrent events are not uncommon in clinical trials. Examples include the number of magnetic resonance imaging (MRI) lesions and relapses in relapsing multiple sclerosis, the number of exacerbations in chronic obstructive pulmonary disease (COPD) and asthma, the monthly number of migraine days following atrial septal defect closure, the number of flares in acute gouty arthritis, and the number of hospitalizations in chronic heart failure. [5, 7, [9] [10] [11] However, for group sequential designs with count and recurrent event endpoints, the literature is sparse and the methods are currently not implemented in standard software for group sequential designs such as East and ADDPLAN . The existing literature on group sequential designs with count and recurrent event data includes models such as nonparametric models, the Poisson distribution, and Poisson processes with frailty. [12] [13] [14] [15] [16] The main focus of the available literature regarding group sequential designs with recurrent events is on nonparametric and semiparametric models where the statistical tests do not fulfill the independent increment structure.
In this manuscript we focus on group sequential designs with recurrent events modeled by a negative binomial distribution which is commonly considered to model endpoints in clinical trials in multiple sclerosis, chronic heart failure, and asthma as well as COPD. [5] [6] [7] [8] 11] We propose a group sequential Wald-type test which follows the canonical joint distribution at least asymptotically. The finite sample size performance of the test are assessed by means of a Monte Carlo simulation study with scenarios motivated by clinical trial examples. Since the canonical joint distribution only holds asymptotically, particular emphasis is put on the performance of the proposed group sequential test for the case of small sample sizes and methods for controlling the type I error are discussed. Moreover, we propose methods for planning clinical trials with a group sequential design and negative binomial outcomes. The information level for negative binomial outcomes depends not only on the sample size but also on the overdispersion parameter, the event rates, and the individual follow-up times. This provides considerable flexibility when designing a group sequential trial with negative binomial outcomes, which we discuss in detail in this manuscript.
The remainder of this manuscript is structured as follows. In Section 2 we discuss the number of hospitalizations in heart failure trials and the number of MRI lesions in relapsing-remitting multiple sclerosis trials as motivating examples for negative binomial outcomes in clinical trials. In Section 3 methods for analyzing group sequential designs with negative binomial outcomes are established and the respective planning aspects are discussed in Section 4. The operating characteristics of the methods for analyzing and planning group sequential designs with negative binomial outcomes are assessed by Monte Carlo simulation studies in Section 5. The examples are revisited in Section 6. In Section 7 we propose an ad hoc modification of the proposed Wald-type test to achieve type I error control in the case of small sample sizes. A discussion of the results and of future research is provided in Section 8.
Clinical trial examples
In this section we discuss two examples of clinical trials in which the endpoint is commonly modeled by a negative binomial distribution. Later on in this manuscript we will motivate the simulation scenarios using the examples introduced in this section. The examples cover a wide variety of clinical trial scenarios with respect to study duration, follow-up time, and study phase.
Chronic heart failure
Chronic heart failure describes a medical condition in which a patient's blood flow or blood pressure is reduced. There are three variants of this condition: heart failure with reduced ejection fraction (HFrEF), heart failure with mid-range ejection fraction (HFmrEF), and heart failure with preserved ejection fraction (HFpEF). [17] Ejection fraction is the ratio of the amount of blood pumped out of the heart and the amount of blood in the heart chamber. In clinical trials in heart failure the main treatment goals include the reduction of mortality and the number of heart failure hospitalizations. [18] In particular when the cardiovascular mortality is low, heart failure hospitalizations are an important endpoint for characterizing the efficacy of a treatment as well as the burden for patients and the health care system. Recently, the negative binomial distribution has been proposed as one model for heart failure hospitalizations in clinical trails in heart failure. [19, 11, 20] In the following we focus on heart failure hospitalizations in clinical trails in HFpEF. For more information on HFpEF we refer to the literature. [21, 22] The CHARM-Preserved trial is a double-blind, multi-center, placebo-controlled phase 3 clinical trial which assessed the efficacy of candesartan in patients with HFpEF. [23] A total of 3023 patients were randomly assigned to either candesartan (1514 patients) or placebo (1509 patients); the median follow-up time was 36.6 months. The heart failure hospitalizations observed during the CHARM-Preserved trial are listed in Table 1 . Using the negative binomial distribution, the rate ratio for recurrent heart failure hospi-talizations is estimated to beθ = 0.71. [11] In general, adaptive trial designs have been recommended as one potential design for increasing the effectiveness of clinical trials for cardiovascular diseases. [24, 25] 
Relapsing-remitting multiple sclerosis
Relapsing-remitting multiple sclerosis is a form of multiple sclerosis which is characterized by sudden worsenings of the symptoms, relapses, followed by a remission period with no or only few symptoms. The therapeutic goal for relapsing-remitting multiple sclerosis is the prevention of disease progression, i.e. the prevention of relapses and worsening of disabilities. However, in particular in early phases, the number of lesions, measured through magnetic resonance imaging (MRI), is chosen as an endpoint over the number of relapses. This is due to the number of MRI lesions generally being more sensitive to disease activity and progression which is associated with a smaller required sample size in clinical trials. More precisely, the disease activity is often measured through the number of new gadolinium-enhancing lesions on T1-weighted images or through the number of new or enlarged lesions on T2-weighted images. It is also possible to combine both types of lesions which is than referred to as the number of combined unique active MRI lesions (CUALs). For a broader discussion of this topic, see Cohen and Rudick (2007) . [27] Selmaj et al. reported an adaptive, dose-ranging, randomized phase 2 study assessing the doseresponse relationship of siponimod (the BOLD study). [28] The primary endpoint was the dose-response relationship assessed considering the number of CUALs. Table 2 lists the monthly number of CUALs at 3 months for placebo and two of the five doses from the BOLD study. The dosage of 0.25 mg per day was the smallest dose and 2 mg per day the dosage after which only a small gain in efficacy was observed. The number of combined unique active lesions was analyzed using a negative binomial model. Moreover, it is worthwhile to mention that the study consisted of two patient cohorts of which cohort one was considered for an interim analysis and for selecting additional doses for the second cohort.
Analyzing group sequential designs with negative binomial outcomes
In this section we introduce the statistical model and propose a Wald-type test for analyzing group sequential designs with negative binomial outcomes.
Statistical model and notation
We define K as the maximum number of data looks. We model the number of events of patient j = 1, . . . , n i in treatment group i = 1, 2 at data look k = 1, . . . , K as a homogeneous Poisson point process with rate λ ij . Let t ijk be the exposure time of patient j in treatment group i at look k. After an exposure time of t ijk , the number of events Y ijk of patient j in treatment group i at look k given the rate λ ij is Poisson distributed with rate t ijk λ ij , that is
The between patient heterogeneity of the event rates is modeled by assuming Gamma distributed, subject specific event rates λ ij . The Gamma distribution of λ ij has a shape α = 1/φ and rate β = 1/(φµ i ), i.e.
Then, the random variable Y ijk is marginally negative binomial distributed with rate t ijk µ i and shape parameter φ, i.e.
For y ∈ N 0 , the probability mass function of Y ijk is given by
The expected value and the variance of the random variable Y ijk are given by
As the shape parameter approaches zero, the negative binomial distribution converges to a Poisson distribution. In this manuscript we consider smaller values of µ i to be better. The statistical hypothesis testing problem of interest is
For δ ∈ (1, ∞) non-inferiority of treatment 1 compared to treatment 2 is tested and for δ ∈ (0, 1] superiority of treatment 1 compared to treatment 2 is tested. We denote the rate ratio as θ = µ 1 /µ 2 . For power calculations, we consider a rate ratio of θ * in the alternative. Let the log-rate be β i = log(µ i ).
We focus on group sequential designs which allow stopping for efficacy but not stopping for futility, because in practice it is very common to include futility stopping as nonbinding, which does not affect the efficacy stopping boundaries. [29] That means at looks k = 1, . . . , K −1 the trial is stopped for efficacy if the null hypothesis H 0 can be rejected. If the null hypothesis H 0 cannot be rejected at stop k = 1, . . . , K −1, the study is continued. However, the theoretical considerations made in this manuscript can be easily adapted to group sequential trials which allow stopping for both efficacy and futility.
In the following we discuss the Wald-type test for the hypothesis H 0 at look k = 1, . . . , K. Letβ ik be the maximum likelihood estimator of the log-rate β i andφ k be the maximum likelihood estimator of the shape parameter φ based on the data available at look k. Then, the maximum likelihood estimator for the rate µ i at look k is given byμ ik = exp(β ik ). It should be noted that in general no closed form expression is available for the maximum likelihood estimators. Moreover, the maximum likelihood rate estimator is not identical to the method of moments rate estimator which estimates a rate by the ratio of total events and total exposure time. They are only identical if the exposure times within a treatment arm are identical. More information on the maximum likelihood estimators and their calculation can be found in Appendix A. The expected Fisher information of the parameter β i at look k is given by
The expected Fisher information above is a special case of the expected Fisher information of the log-rates in a negative binomial regression model. [30] The larger the Fisher information, the smaller the uncertainty and the larger the knowledge about the parameter β i . The Fisher information increases as the shape parameter decreases, the sample size n i increases, or the exposure time t ijk increases.
The Wald-type statistic for testing the hypothesis H 0 at look k = 1, . . . , K is based on the differences of log-rates, i.e.β 1k −β 2k . Let the information level at look k be
Analogously to the Fisher information, the information level measures the knowledge available about the difference of the log-rates. The effect of shape parameter, sample size, and exposure time on the information level are as described above. The differences of log-rates is asymptotically normally distributed, i.e.
as shown by Lawless (1987) . [30] However, the information level I k depends on the shape parameter φ as well as the rates which are unknown. To construct a test statistic for H 0 using the asymptotic normality of the difference of log-rates, we replace the information level I k by a consistent estimatorÎ k and obtain the Wald-type test statistic at look k as
Since we estimate the information level by a consistent estimator, the Wald-type test statistic T k is still asymptotically normally distributed due to Slutsky's theorem. A consistent estimatorÎ k for the information level I k is obtained by plugging in the maximum likelihood rate and shape estimators into (1). The hypothesis H 0 is rejected if T k is smaller than or equal to the critical value c k for any k = 1, . . . , K. In the next subsection we discuss the calculation of the critical values c k .
Group sequential testing
In the following we recapitulate the general idea of group sequential testing and discuss how the canonical joint distribution applies to the Wald-type test defined above. A group sequential test for efficacy controls the type I error rate α if the critical values c 1 , . . . , c K are chosen such that the following equality holds
This equation itself has an infinite number of solutions in the critical values. To obtain a solution, the global significance level α is split into K local significance levels π k , k = 1, . . . , K, such that the local significance levels sum up to α, i.e. k π k = α. Then, the critical values c k , k = 1, . . . , K, are successively calculated such that
For calculating the critical value c k the joint distribution of test statistics T 1 , . . . , T k under the null hypothesis H 0 must be known. According to Scharfstein et al. [31] , the vector of Wald-type test statistics (T 1 , . . . , T k ) follows at the boundary ∂H 0 asymptotically a multivariate normal distribution with mean vector 0 ∈ R k and k × k-dimensional covariance matrix Σ k which (k 1 , k 2 )-th and (k 2 , k 1 )-th entry is given by
Here, I k is the information level at look k. This type of distribution is often referred to as the canonical joint distribution. [2] The asymptotic joint distribution is obtained even though the number of events of a patient at disjunct time periods is dependent. It is important to emphasize that estimating the log rates in the Wald-type test statistics with the maximum likelihood estimator and not with the method of moments estimator is mandatory to obtain asymptotically the canonical joint distribution. Thus, the critical value c k is calculated by solving (2) under the assumption of asymptotic normality. For k = 1, the critical value is the π 1 -quantile of a standard normal distribution, i.e. c 1 = q π 1 .
It remains to discuss how to determine the significance levels π k . The most common method for allocating the global significance level α to the look specific significance levels π k is the error spending approach. [32] An error spending function is a non-decreasing function f : [0, ∞) → [0, α] with f (0) = 0 and f (t) = α for t ≥ 1. Then, the significance levels π k at analyses k = 1, 2, . . . , K are defined by
Here, I max denotes the prespecified maximum information level at which the final analysis is performed if the trial is not stopped early for efficacy.
Determining the critical values
To calculate the critical value c k , the canonical joint distribution of the test statistic and the local significance level π k must be known. Both the canonical joint distribution and the local significance level depend on the information levels I 1 , . . . , I k . When the interim analyses are performed at information levels determined prior to the trial, the critical values can be determined prior to the trial. Then, the main issue is to monitor the information level of the clinical trial. Here, we focus on the scenarios where the information levels of the data looks are not known before the trial or differ from the assumed information levels of the planning phase. We assume that any deviation of the information levels from the pre-planned information levels are stochastically independent of the treatment effect. A violation of this assumption can result in an inflation of the type I error rate. [33] Information levels, which deviate from the pre-planned information level, are estimated during the data look and the respective critical value is calculated based on the estimated information level. The information levels are functions of the exposure times, the rates, and the shape parameter. While the exposure times at look k become known, the rates and the shape parameter remain unknown and must be estimated from the available data. LetÎ k be the plug-in estimator of the information level obtained with the maximum likelihood estimators of the rates and shape parameter calculated with the data available at look k. Then, an estimatorπ k of the significance level π k is the plug-in estimatorπ
It is important to emphasize that the information level estimatorÎ k−1 is not updated or recalculated at look k. The estimatorÎ k−1 is the information level estimator obtained at the previous look. When the theoretical information gain between looks k − 1 and k is small, it might occur that the estimated information decreases, that isÎ k <Î k−1 . In this case one would setÎ k =Î k−1 , which results inπ k = 0, and the hypothesis H 0 would not be tested at look k. Moreover, at the end of the trial, i.e. at look K, the estimated information levelÎ K usually differs from the anticipated maximum information level I max . Therefore, we define the significance level at the end of the trial aŝ
The estimated significance levels sum up to the global level α, that is kπk = α. In addition to the significance level π k , the covariance matrix Σ k of the canonical joint distribution has to be estimated to calculate the critical value c k . The (k 1 , k 2 )-th and (k 2 , k 1 )-th entry of the covariance matrix is estimated by the ratio of estimatorsÎ k 1 /Î k 2 . As for the estimation of the significance levels, the estimatorÎ k 1 only utilizes data available at look k 1 .
The maximum likelihood estimators of the rates and the shape parameter are consistent estimators. Since the Fisher information, the information levels, the information level ratios, and the local significance levels are continuous functions in the rates and the shape parameter, the respective plug-in estimators are consistent estimators, too. Thus, the discussed asymptotic considerations for the Wald-type test in group sequential designs with negative binomial outcomes are still valid.
Planning aspects of group sequential designs
An important part when planning a clinical trial is to determine the sample size. An adequately planned sample size assures that the trial is able to detect a relevant treatment effect with high probability. In group sequential designs the sample size becomes a random variable. The maximum sample size and time points of the data looks are determined. Highlighting the specifics for the case of a negative binomial outcomes, in the following we recapitulate the general approach for power and sample size planning in group sequential designs. [2] The power of a group sequential design for a given number of looks K and a set of critical values c 1 , . . . , c K is given by
Under the alternative H 1 , the asymptotic canonical joint distribution of the test statistics (T 1 , . . . , T K ) has mean vector
and covariance matrix as defined in (3). The effect θ * is fixed for the power and sample size calculation, however, the information levels are not known and to be planned. A common approach is to express the information level I k as a fraction of the maximum information I max , i.e.
The ratios w k are prespecified and denote the information fraction at which the k-th look is conducted. Then, the mean vector and the covariance of the canonical joint distribution can be simplified to only depend on the maximum information level, i.e. the mean vector is given by
and the (k 1 , k 2 )-th and (k 2 , k 1 )-th entry of the covariance matrix reduce to w k 1 /w k 2 . The maximum information level I max is now the only missing variable in the power function and the maximum information I
(1−β) max required to obtain a power of 1−β can be calculated by solving
using the canonical joint distribution. It is worth emphasizing that the power changes if the information level ratios w k , k = 1, . . . , K, change during the course of the clinical trial while the maximum information I
(1−β) max remains unchanged. As of now, we discussed calculating the maximum information I
(1−β) max required to obtain a power of 1 − β in a clinical trial with a group sequential design and negative binomial data. Next, we focus on the actual sample size. The sample sizes n 1 and n 2 required to obtain the power 1 − β can be calculated using the maximum information level I
(1−β) max . Let k = n 2 /n 1 be the randomization ratio, t ij = t ijK the exposure times at the end of the trial, and µ * 1 , µ * 2 the rates under the alternative hypothesis H 1 . Then, the sample size n 1 required to obtain a power of 1 − β is obtained by solving
This equation highlights that the sample size n 1 can only be calculated with assumptions on the exposure times t ij . Common approaches include planning the study with a minimum or in general an identical exposure time, i.e. t ij = t. In the latter case the sample size n 1 is given by
Simulation study
The theoretical considerations of group sequential designs with negative binomial data rely on the asymptotic normality of the Wald-type test and that the vector of test statistics asymptotically follows the canonical joint distribution. Therefore, in this section we assess the operating characteristics of the proposed group sequential design for negative binomial distributed outcomes for finite sample sizes by means of Monte Carlo simulation studies. The operating characteristics are the type I error rate, the power, the expected trial duration, the expected sample size, and the expected information level. Particular emphasis is put on the potential benefits of group sequential designs compared to fixed sample designs for negative binomial outcomes. The type I error rate is assessed to study whether a group sequential design inflates the type I error rate compared to a fixed sample design. Such an assessment is necessary for asymptotic tests because the sample size at the interim analyses is in general lower compared to the fixed sample design which can increase the type I error rate of a test in the group sequential design compared to the fixed sample design. The choice of simulation scenarios is motivated by the clinical trial examples discussed in Section 2. The clinical trial examples result in two very different simulation setups. The annualized rates in the scenarios motivated by the number of CUALs in relapsing-remitting multiple sclerosis is about tenfold the annualized hospitalization rates in chronic heart failure with preserved ejection fraction. Moreover, not only are the rates larger, the overdispersion is larger, too, in the scenarios motivated by multiple sclerosis trials. For negative binomial data the index of overdispersion D is equal to D = 1 + µφ. Since the rates in the scenarios for clinical trials in multiple sclerosis are much larger, the index of overdispersion is much larger for the same shape parameter. The sample size in the clinical trial in multiple sclerosis is substantially per arm smaller than the sample size in the heart failure trial (around 100 versus around 1000 patients per arm). Last but not least, in the scenarios motivated by the multiple sclerosis trial a fixed exposure time of 6 months at the end of study is assumed. In the scenarios motivated by the heart failure trial patients are uniformly recruited over a period of 15 months and followed until the study ends after 48 months, i.e. the exposure times vary between 33 and 48 months. The parameters for the simulation study are listed in Table 3 . The (interim) analyses are performed at equally spaced information times, that is I k = [32] respectively, i.e. f P (t) = min {α log (1 + (e − 1)t) , α} ,
We present the simulation results for the scenarios motivated by the number of heart failure hospitalizations and the results for the scenarios motivated by the number of lesions separately, starting with the results for the heart failure hospitalization scenarios.
Heart failure hospitalizations
In the following we study the performance of the proposed group sequential design for scenarios motivated by hospitalization due to heart failure with preserved ejection fraction. The scenarios are characterized by large sample sizes of around 1000 patients per arm, small annualized event rates of around 0.1, and unequal exposure times of several years. The first part of the Monte Carlo simulation study focuses on the assessment of the type I error rate. We consider the scenarios listed in Table 3 which cover a range of shape parameters, rates, sample sizes, and number of looks in the group sequential design. In Figure 1 the simulated type I error rates of the Wald-type test for the three designs are displayed. Each dot represents the simulated type I error rate of one scenario based on 25 000 Monte Carlo replications. In each frame of the 1 × 3 grid the type I error rate is plotted against the sample size n 1 = n 2 for a specific design. For the group sequential designs n 1 = n 2 refers to the maximum sample size if the trial is not stopped early. For the fixed sample design fewer scenarios exist because the number of analyses is not varied, i.e. only the final analysis is performed. Figure 1 shows that the Wald-type test for the group sequential design controls the type I error rate and that no systematic type I error inflation compared to the Wald-type test in the fixed sample design is detectable. However, for the group sequential design with O'Brien-Fleming-type error spending function seven out of 144 simulated type I error rates are larger than α plus two times the Monte Carlo simulation error. These are scenarios with up to five pre-planned data looks and large shape parameters. The respective scenarios have in common that they up to five data looks are performed and that the shape parameter is large. Regarding the power, the required maximum information and sample size for a power of 1 − β are calculated using the planning approach proposed in the previous section under the assumption of a four year study and an uniform recruitment during an accrual period of 1.25 years. The simulation results are listed in Table 4 . Table 4 shows that the sample size calculations described in Section 4 are accurate in the sense that they result in the test having the target power. In particular, recalculating the critical values at the time of the analysis does not affect the power as long as the information time of the analysis corresponds to the information time considered during the planning phase. The group sequential design with a Pocock-type error spending function requires a maximum information and maximum sample size between 11% and 22% larger than the fixed sample design and between 10% and 18% larger the group sequential design with a O'Brien-Fleming-type error spending function to obtain the same power. However, for the considered scenarios, the group sequential design with a Pocock-type error spending function also has a lower expected information and rejects early more often than the other two designs. These results are due to the Pocock-type error spending function allocating a larger amount of type I error to earlier interim analyses compared to O'Brien-Fleming-type error spending function. The required information and sample size of the group sequential designs with O'Brien-Fleming-type error spending function is only between 0.3% and 2.5% larger than for the fixed sample design. However, in between 19% and 89% of the times when the H 0 is rejected, the group sequential design with O'Brien-Fleming-type error spending function rejects early resulting in an expected information level of the group sequential design of between 7% and 24% smaller than the required information level of the fixed sample design. Thus, the group sequential design with O'Brien-Fleming-type error spending function results in an early rejection of the null hypothesis in one fifth of all rejections at almost no cost.
MRI lesions in relapsing multiple sclerosis
The simulation scenarios in the previous section were characterized by trial sizes in the thousands, small event rates of less than one event per patient and year, and unequal follow-up times of multiple years. In contrast, the simulation scenarios in this section are characterized by event rates of around one event per month, equal exposure times of 6 months per patient, and clinical trial sizes of around 100. The scenarios are motivated by MRI lesion counts in clinical trials in multiple sclerosis. As in the last paragraph, the results concerning the type I error rate of the Wald-type test for the fixed sample design and the group sequential design are presented first, followed by the discussion of the power related simulation results. Figure 2 shows that even in the fixed sample design the Wald-type test does not control the type I error rate, which is alignment with previously published results. [34] Moreover, the type I error rate of the Wald-type test in the group sequential designs is inflated compared to the Wald-type test in the fixed sample design. The type I error inflation is more extreme in the group sequential design with the Pocock-type error spending function. The type I error rate of the Wald-type test in group sequential designs is inflated because in group sequential designs the null hypothesis is tested several times during interim analyses with small sample sizes and the smaller the sample size, the larger the type I error inflation of the Wald-type test. However, for every design the type I error rate of the respective Wald-type test converges against the target type I error rate as the maximum sample size increases.
As in Section 5.1, the maximum information levels and the sample sizes for the power related simulation study are calculated such that the respective design is powered to the prespecified level 1 − β. The results of the simulation study are listed in Table 5 . Table  5 shows that the approach for planning group sequential designs presented in Section 4 already works for maximum sample sizes of around 80 patients per treatment arm although the planning method relies on asymptotic considerations. The relationship between the maximum information for the fixed sample design and for the group sequential design is similar to the scenarios presented in Table 4 . For the considered cases, the maximum sample size and the maximum information of a group sequential design with O'BrienFleming-type error spending function increase only between 0% and 1.4% compared to a fixed sample design. In other words, this group sequential design comes with almost no cost in sample size but at least 21% of the null hypothesis rejections occur at an interim analysis. Similarly, Pocock-type error spending requires between 10% and 15% more maximum information and sample size compared to the fixed sample design but early rejection is possible in 60% to 82% of all simulated cases.
Clinical trial examples revisited
In this section we study the effects of rejecting early in a group sequential design. We illustrate how an early rejection effects the sample size, study duration, information level, and total follow-up years. The parameters used in our illustration are motivated by the clinical trial examples from Section 2. The conclusions drawn from the examples cannot be generalized and are specific to the design parameters.
Chronic heart failure
We consider a clinical trial which is planned with a group sequential design with O'BrienFleming-type error spending function and one interim analysis at 0.5I max , powered to 80% for the alternative θ * = 0.7 under the assumption of the nuisance parameters φ = 5 and µ 2 = 0.125. Moreover, the clinical trial is planned for a duration of four years, with an accrual period of 15 months, and a planned recruitment of 1956 patients (in total). The recruitment is assumed to be uniform in the accrual period. Let τ be the time since recruiting the first patient and let I τ , n τ , and t τ be the information level, the total sample size, and the total follow-up years at time τ . Additionally, let I max , n max , and t max be the respective parameter at the end of study if the study is not stopped early for efficacy. In Figure 3 the proportions I τ /I max , n τ /n max , and t τ /t max are plotted against the time τ . Figure 3 highlights that the information level, the sample size, and the total follow-up years are not linear in the study duration τ . Moreover, at the end of the accrual period, that is after τ = 1.25 years, only 36% of the maximum information level I max has been accumulated. Thus, in this clinical trial with a group sequential design where the interim analysis is performed at an information time of 0.5I max , the number of patients would not be lowered if the trial is stopped early. The benefit of an early stopping is shortening the clinical trial by over two years. Moreover, Figure 3 depicts that the longer the trial continues, the smaller the information gain per time unit about the unknown treatment effect.
Relapsing-remitting multiple sclerosis
Motivated by the clinical trial in multiple sclerosis discussed in Section 2, in the following, the focus is on a clinical trial where the accrual period is 18 months and each patient has an identical follow-up time of 6 months. The patients are recruited uniformly throughout the accrual period. The clinical trial has a group sequential design with O'Brien-Flemingtype error spending function with one interim analysis. In total, 220 patients are included into the trial which corresponds to a power of 80% for a rate ratio θ * = 0.5 and nuisance parameters φ = 3 and µ 2 = 8.4. The sample size of a fixed sample design with the same parameters is identical. In Figure 4 the proportions I τ /I max , n τ /n max , and t τ /t max are plotted against the study time τ . Figure 4 highlights that in the studied setting of identical follow-up times of six months much can be gained with respect to sample size reduction by conducting a group sequential design instead of a fixed sample design. For example, if the trial is stopped after an interim analysis conducted at an information time of I τ /I max = 0.5, which is achieved at τ = 0.84 years, the sample size would be reduced from 220 to 122 patients. Compared to the example of a clinical trial in heart failure with multiple years of individual follow-up times, the potential for reducing the trial duration is limited since the trial runs for two years and recruiting is planned for 1.5 years.
Adjustments for small sample sizes
The type I error rate of the proposed Wald-type test for group sequential designs is inflated in the case of small sample sizes as illustrated in Figure 2 . In this section we suggest a modification of the proposed Wald-type test for group sequential designs with negative binomial outcomes with the aim to control the type I error rate in the case of small sample sizes. The modification is based on combining two modifications of Waldtype statistics which have already been proven to limit the type I error inflation in other designs. As the first modification we change the variance estimator in the Wald-type test statistic to a restricted variance estimator which estimates the variance restricted to the parameter space of the null hypothesis. This has already been shown to reduce the type I error inflation in several designs, among them also designs with negative binomial outcomes.
[ [35] [36] [37] In detail, in the context of group sequential designs the variance estimator in the Wald-type test statistic T k at look k is an estimator for the information level I k . The restricted variance estimator, i.e. an information level estimator restricted to the null hypothesis, is obtained by plugging in the restricted maximum likelihood rate and shape estimators into (1) . With l k (µ 1 , µ 2 , φ) the log-likelihood function at look k, the maximum likelihood estimators restricted to the null hypothesis H 0 are defined as
The restricted maximum likelihood estimators and the restricted information level estimator are consistent estimators under the null hypothesis and, thus, the results about the asymptotic normality of the joint distribution of the test statistics under the null hypothesis still holds. The second modification to limit the type I error rate inflation in the case of small sample sizes is to use quantiles of Student's t-distribution instead of normal quantiles as the critical value. [38] In the setting of a group sequential design this means that the critical value c k for the Wald-type test at look k is calculated by solving (2) under the assumption that the joint distribution of test statistics T 1 , . . . , T k follows a multivariate Student's t-distribution at the boundary ∂H 0 . The multivariate Student's t-distribution has a mean vector 0 ∈ R k , the same k × k-dimensional covariance matrix Σ as defined in (3), and ν degrees of freedom. There is a variety of potential choices for the number of degrees of freedom ν of the multivariate Student's t-distribution. Here, we focus on ν being the number of patients recruited at the time of the first data look. It is worth emphasizing that our proposed approach for calculating the critical values through a multivariate Student's t-distribution differs from the common approach for calculating the critical values for Student's t-test. In the literature, it has been proposed to calculate the critical value for Student's t-test at data look k through the transformation F The two approaches do not result in the same critical values. [39] In a Monte Carlo simulation study with the parameters motivated by MRI lesions in multiple sclerosis and as listed in Table 3 , we assessed the performance of the discussed modifications of the Wald-type test in group sequential designs with negative binomial outcomes. Neither of the modifications alone results in a control of the type I error rate. However, if the two proposed modifications are combined, i.e. the variance of the Wald-type test is estimated restricted to the null hypothesis and the critical values are calculated using the multivariate Student's t-distribution, the type I error of the resulting Wald-type test is not inflated in the vast majority of scenarios considered. The results are illustrated in Figure 5 for the same scenarios as in Figure 2 . 
Discussion and outlook
In this manuscript we proposed a Wald-type test based on maximum likelihood estimates for analyzing group sequential designs with negative binomial outcomes. The proposed testing procedure asymptotically follows the canonical joint distribution, that is the increments are asymptotically independent. In a simulation study with scenarios motivated by clinical trials in chronic heart failure and relapsing multiple sclerosis we assessed the finite sample size characteristics of the proposed testing procedure. The simulation study shows that the testing procedure controls the type I error rate for large sample sizes but also revealed that the testing procedure does not control the type I error rate for small sample sizes and high overdispersion. The amount of type I error inflation of the group sequential design compared to the fixed sample design depends on the number of looks, the sample size, the overdispersion, and on the error spending function. In Section 7 we suggested a modification of the proposed Wald-type test to control the type I error inflation. From the results of the simulation study we can also conclude that the planning methodology already performs well for small maximum sample sizes of around 80 patients per arm even for large overdispersion indices between 6 and 20. The proposed methodology for planning group sequential designs with negative binomial outcomes is based on the theory of the canonical joint distribution. However, the information level for negative binomial outcomes depends on the distribution parameters, i.e. the rates and the shape parameter, the sample size, but also on the exposure times of the individual patients. We discussed in detail the resulting flexibility for group sequential designs with negative binomial outcomes. Group sequential designs with negative binomial outcomes are so far not implemented in any software package for group sequential designs. Our new R package gscounts implements the methodology for planning and analyzing group sequential design with negative binomial outcomes as described in this manuscript. [40] The implementation includes the option for binding and non-binding futility stopping. Additionally, the R package gscounts also contains functions for planning fixed sample designs with negative binomial outcomes.
In this article, we considered group sequential designs, where stopping for success is based on a statistical significance test. In early phase trials, often double criteria for stopping for success are used, which are based on both statistical significance and clinical relevance. [41, 42] Group sequential designs using such double criteria are described by Gsponer et al., which also discuss a multiple sclerosis example with negative binomially distributed lesion count data. [43] The negative binomial model is a common choice to model MRI lesions in relapsingremitting multiple sclerosis as discussed in Section 2. However, since the number of MRI lesions is gathered based on MRIs which are performed every couple of weeks or months during a clinical trial, the true time points at which new or enlarging MRI lesions occur is unknown. Instead, generally only the time point at which the MRI was performed and how many new or enlarging lesions were counted are known. Asendorf et al. proposed a negative binomial integrated value autoregressive process for modeling MRI lesions in this situation. [44] As an extension of the methods presented in this manuscript, group sequential designs could be studied for negative binomial integrated value autoregressive processes.
A covariate is typically included into the analysis of clinical trials if the covariate has a strong impact on the primary outcome. The aim when including a covariate is to minimize the bias and maximize the efficiency of the statistical analysis. [45] Covariate adjustment in group sequential clinical trials has already been studied for normal linear models. [46] The natural extension of the negative binomial distribution considered in this manuscript to a model with covariates is the negative binomial regression model. [30] When the count data cannot be modeled with a parameteric distribution often quasiPoisson models are applied. In quasi-Poisson models, the rates are estimated with a method of moments estimator. [47] Test statistics based on these method of moments estimators do in general not fulfill the independent increment assumption. Thus, additional methodological work is required to extend the already existing nonparametric and semiparametric methods for group sequential designs with recurrent events by methods for the the quasi-Poisson model.
In the simulation study presented in this manuscript the interim analyses in the group sequential design were performed at the study time when prespecified information level was expected according to the true parameters. In practice the information on the nuisance parameters and the accrual rate are often not reliable enough to accurately deter-mine the study time at which a certain information level is attained prior to the trial. Therefore, clinical trials are monitored and the time point of an interim analysis is often selected based on the available data. Monitoring procedures and the potential effect on the type I error rate have already been studied extensively. [33, 48, 49] As an alternative to classical frequentist procedures a Bayesian approach has been suggested. [50] In future research procedures for monitoring group sequential designs with negative binomial outcomes should be developed.
Testing nested subgroups is statistically the same problem as testing in a group sequential design as illustrated by Spiessens and Debois. [51] Therefore, the results presented in this manuscript can also be applied to clinical trials with nested subgroups and are relevant to precision and personalized medicine.
A Maximum likelihood estimators
In this appendix we discuss the the calculation of the maximum likelihood estimators for the rates and the shape parameter. For the sake of readability, we omit the third index k in all your notations. The maximum likelihood estimators (β 1 ,β 2 ,φ) for the log-rates and the shape parameter are the solutions to the following equations [30] The solutions to those equations can be calculated using the multivariate Newton-Raphson algorithm. The maximum likelihood estimator of the rate µ i is then given byμ i = exp(β i ). Alternative method of moments estimator for the rates and log-rates arê
and log(μ
i ) and log(μ
i ), respectively. The maximum likelihood estimators and the method of moments estimators are in general only identical when the exposure times are identical within the group, that is t i = t ij .
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