It has long been hypothesized that the trial-totrial variability in neural activity patterns is not a mere byproduct of computation, but plays an important role in information processing. A steadily increasing body of evidence suggests that this activity is a hallmark of ongoing probabilistic inference employed by the brain to interpret and respond to sensory input [1, 2, 3, 4].
It has long been hypothesized that the trial-totrial variability in neural activity patterns is not a mere byproduct of computation, but plays an important role in information processing. A steadily increasing body of evidence suggests that this activity is a hallmark of ongoing probabilistic inference employed by the brain to interpret and respond to sensory input [1, 2, 3, 4] .
The neural sampling hypothesis [5] interprets the stochastic activity of neurons as sampling from an underlying probability distribution. This distribution can be shaped by sensory data to obtain an accurate probabilistic representation of the relevant data space [6] .
The abstract model of neural sampling has been shown to be compatible with biologically observed dynamical regimes of spiking neurons [7] . In these studies, high-frequency Poisson spike trains were used as a source of stochasticity. While this representation of diffuse synaptic input has become commonplace in theoretical and computational neuroscience, it often discounts the fact that cortical neurons may share a significant portion of their presynaptic partners, thus receiving correlated noise. This can have profound impact on the computation these neurons are required to perform. Importantly, the issue of shared noise channels is not only relevant in biology, but can become particularly problematic in artificial implementations of neural networks [8] which need to deal with limited bandwidth and therefore a limited amount of independent noise channels.
Here, we address this issue in the context of neural sampling. We show that a sampled Boltzmann distribution over binary random variables is indeed modified by shared input correlations, but that it remains a Boltzmann distribution, albeit with different parameters. Since the effects of shared input correlations can therefore be compensated by changing network parameters, a sampling network receiving correlated input can be trained using the same learning rules as for independent stochastic units, with no penalty to their performance in reproducing the target distribution.
For our studies we use the sampling framework established in [7] . In this framework, the firing activity of a network with N Leaky Integrate-and-Fire (LIF) neurons is represented by a vector of binary random variables, z ∈ {0, 1} N (Fig. 1A) . When neurons enter a high-conductance state (due to, e.g., background synaptic bombardment), synaptic weights can be chosen such that the network approximately samples from a Boltzmann distribution
defined by an abstract parameter set (W , b), which represent the connection matrix and bias vector, respectively (Fig. 1B) . The above equation implicitly assumes that the only correlations between states arise from the connection matrix W . This is no longer true when noise is correlated, as shared noise induces synchronous firing and silent states. To illustrate this point, we show the effect on a distribution sampled from a neuron pair with W = 0 and b = 0 (Fig. 1C) , where correlated noise shifts probability mass from mixed states (0, 1) and (1, 0) into synchronous states (0, 0) and (1, 1). This differs from simply increasing W 12 , as a weight increase only induces more synchronous firing (Fig. 1D ). In this case, probability mass shifts from (0, 0), (1, 0) and (0, 1) towards (1, 1) since W ij only affects (1, 1) pairs in Eqn. 1. In this two-neuron example, this effect can be easily counteracted by modifying b in addition to W , but it is not obvious whether and how this can be applied to larger networks.
The relationship between shared noise and parameters (W , b) becomes more intuitive when changing the state space from z ∈ {0, 1} N to z ∈ {−1, 1} N , while preserving the state distribution. In this state space, an increase in W 12 affects all states ( Fig. 1E ): The probabilities of correlated states (−1, −1) and (1, 1) increase, while the probabilities of uncorrelated states (−1, 1) and (1, −1) decrease. This mimics the effect of correlated noise (Fig. 1C) , allowing us to find a bijective mapping
between the shared noise ratio s and weight change ∆W in the {−1, 1} N space (Fig. 1F ,G) using the correlation coefficient r as an intermediate (h and g are the maps from s and ∆W to r, respectively). However, the state space {−1, 1} N appears incompatible with neuron states defined by spikes, as a neuron would need to excite a postsynaptic partner when it spikes and inhibit it otherwise. Nevertheless, it is possible to find a mapping between the network parameters in the state spaces z ∈ {0, 1} N and z ∈ {−1, 1} N (using z = (z + 1)/2) that conserves probabilities:
With these two maps (Eqn. 2 and 3), it is now possible to compensate for shared noise by an appropriate parameter modification in a spiking network, whose states reside naturally in the {0, 1} N space. The required sequence of steps and the results of this compensation are shown in Fig. 1F -H. Although some discrepancies between the target and sampled distributions remain, due to the imperfect translation between weights in the abstract model (Eqn. 1) and synaptic weights in an LIF network, the compensation of correlated noise can be seen to perform well. Disregarding the precise nature of the compensation, the mere fact that such a mapping exists demonstrates that correlated noise does not cause the sampled distribution to leave the Boltzmann family. This is essential for the ability of such networks to learn from data. For an untrained network, the existence of noise correlations simply shifts its initial position in the parameter space, leaving it amenable to the same learning rules that can be used in the correlation-free case. In other words, because in the {−1, 1}-coding the correlated noise can be compensated according to Eq. 2 by some ∆W , and because the {−1, 1}-coding can be transformed into a {0, 1}-coding while keeping the state probabilities invariant, a learning rule for Boltzmann machines will also find that distribution in the {0, 1}-coding. One such learning rule is the wake-sleep algorithm, which is Hebbian in nature and iteratively shifts the network activity such that it best reproduces the chosen set of training data. For networks whose states live in the {0, 1} N space, this learning rule can be written as
where p ij (1, 1) is shorthand for p(z i = 1, z j = 1). Fig. 1I shows the evolution of a sampling network of LIF neurons receiving correlated noise that is trained with the above learning rule. Note how the end result is even superior to the compensation technique described above, as the learning rule is applied directly to the LIF network and is therefore agnostic about discrepancies between LIF networks and Boltzmann machines.
In conclusion, we have shown that spiking networks performing neural sampling are impervious to noise correlations when appropriately trained. Therefore, if such computation happens in cortex, network plasticity does not need to take particular account of shared noise inputs. For an artificial embedding of such networks, our compensation technique allows a straightforward transfer between platforms with different architecture and bandwidth constraints. These define bijective functions g and h that can be used to compute the weight change needed to compensate the effect of correlated noise (Eqn. 2) in the {−1, 1} N space. (G) Study of the optimal compensation rule in a network with two LIF neurons. For simplicity, the ordinate represents weight changes for a network with states in the {−1, 1} 2 space, which are then translated with Eqn. 3 to corresponding parameters (W , b) for the {0, 1} 2 state space. The colormap shows the difference between the sampled and the target distribution measured by the Kullback-Leibler divergence D KL (p net ||p target ). The mapping provided by the compensation rule from Eqn. 2 is depicted by the green curve. Note that the compensation rule provides a nearly optimal parameter translation. Remaining deviations are due to differences between LIF dynamics and abstract Boltzmann machines. (H) Compensation of noise correlations in a network with two LIF neurons. The results are depicted for a set of 10 randomly drawn Boltzmann distributions over z ∈ {0, 1} 10 (error bars). For a set of randomly chosen Boltzmann distributions, a ten-neuron network performs sampling in the presence of pairwise shared noise ratios s (x-axis). The blue line marks the optimal sampling quality at s = 0. For an increasing shared noise ratio, uncompensated noise (green) induces a significant increase in sampling error. After compensation following Eqn. 2 and 3, the sampling quality is nearly completely restored. As before, remaining deviations are due to differences between LIF dynamics and abstract Boltzmann machines. (I) A 10-LIF-neuron network with shared noise sources (s = 0.3 for each neuron pair) is trained with data samples generated from a target Boltzmann distribution (blue bars). During training, the sampled distribution becomes an increasingly better approximation of the target distribution (red line). For comparison, we also show the distribution sampled by an LIF network with parameters translated directly from the Boltzmann parameters following [7] (purple). The learning algorithm is able to outperform the direct-to-LIF translation because it is impervious to the differences between LIF dynamics and those of a Boltzmann machine.
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