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The Hamiltonian of the infinite spin-& isotropic Heisenberg chain with lattice 
spacing E and nearest-neighbor interaction, corresponding to a ground state 
representation of the quasilocal algebra, acts on a Hilbert space that can be 
naturally embedded in a continuum Fock space. It is proved that as E --f 0 
this Hamiltonian converges on the latter space in the strong resolvent sense to a 
Hamiltonian describing a gas of free non-relativistic equal mass bosons. It is 
also shown that the projection on the spin wave sectors containing bound 
magnons strongly converges to zero as l + 0, even though the bound magnon 
energies converge as E -+ 0. 
1. INTRODUCTION 
In an impressive series of papers Babbitt and Thomas recently published an 
explicit and rigorous account of the dynamics and scattering theory of the 
infinite one-dimensional spin-a Heisenberg chain with isotropic nearest- 
neighbor interactions [l-5]. They first constructed an eigenfunction expansion 
for the Hamiltonian [l-3], proving completeness and orthogonality of the infinite 
chain analogues of Bethe’s finite chain eigenfunctions [6], subsequently showed 
existence and completeness of the wave operators, and obtained explicit expres- 
sions for the wave and scattering operators in terms of the phase factors occurring 
in the eigenfunctions [4], and finally proved the existence of an infinite set of 
local commuting charges entailing absence of inelastic scattering and conserva- 
tion of momenta in each channel [5], thereby rendering this model the first 
completely integrable quantum system with infinitely many degrees of freedom 
that has been explicitly and rigorously solved. 
From the point of view of statistical mechanics the anisotropic Heisenberg 
chain can also be regarded as solved since Baxter calculated the vacuum energy 
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density [7, 81. In fact, much more is known, in particular the low-lying excitation 
energies [9] and an explicit infinite set of local charges indicating that the ground 
state representation is a completely integrable quantum system [lo]. However, 
one is still far removed from a rigorous solution in the spirit of Refs. [l-5]. 
Such a solution might lead to a better understanding of the massive Thirring 
model, since papers by Luther [I I] and Liischer [IO] clearly show that these 
models are intimately related (cf. also the work of Bergknoff and Thacker [12]). 
In particular, Luther [I l] has shown that the bound magnon energies converge 
to the Dashen-Hasslacher-Neveu [ 131 bound fermion-antifermion energies of 
the massive Thirring model if anappropriate continuum limit is taken. The work 
of these authors suggests that the mathematical approach most suitable to cast 
their results in rigorous form would be to prove that the Hamiltonian corre- 
sponding to the infinite chain in its ground state representation converges in the 
strong resolvent sense to a continuum “massive Thirring Hamiltonian” as the 
lattice spacing goes to zero and suitable renormalizations are made. Of course, 
this entails first of all a precise definition of the chain Hamiltonian and a suitable 
embedding of the lattice Hilbert space into the continuum Hilbert space, which 
in the case of the anisotropic chain are already non-trivial problems. 
In this paper we propose to consider the continuum limit of the simpler iso- 
tropic chain along the lines indicated above. In this case there is no problem in 
explicitly defining the infinite chain Hamiltonian, since one may consider a 
sequence of “all spins down” finite volume vacuum vectors converging to a 
state on the quasi-local algebra that can be associated with an explicit vector and 
corresponding separable subspace of the infinite tensor product of the single 
spin site Hilbert spaces. Moreover, as shown below, there exists a natural 
embedding of the lattice Hilbert space into a continuum Hilbert space that is 
essentially a Fock space. Our main result is that on this Fock space the lattice 
Hamiltonian converges in the strong resolvent sense to a Hamiltonian that is 
unitarily equivalent to (dr),($P), i.e., the second-quantized version of the 
Hamiltonian for a free non-relativistic boson of mass one. Another result of 
interest is that the projection on the sectors containing bound magnons strongly 
converges to zero in the continuum limit. This result shows that it may happen 
that bound states occur in a lattice theory but not in the corresponding continuum 
theory. This holds true even though the energy of a complex containing N bound 
magnons converges in the continuum limit. Indeed, for a chain of spacing E 
this energy is (~~N)-l(l - cos EK), where k is a momentum in the Brillouin 
zone [-T/C, T/C] (with our convention for the Hamiltonian), which converges 
to Ka/2N for E -+ 0. However, one may argue that this dissappearance of bound 
states is understandable from a physical point of view, since the mass of a con- 
tinuum complex would be N, and therefore such a complex would be unstable 
against dissociation into N free bosons of mass one. This is to be contrasted with 
the situation for the anisotropic chain, where the binding energies do not con- 
verge to zero [l I]. 
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Although our results were inspired by the work of Babbitt and Thomas dis- 
cussed above [l-5], the proofs given here do not make use of the deep results 
on completeness and orthogonality of the eigenfunctions obtained in Ref. [3]. As 
a result this paper is self-contained and only uses some basic functional analysis 
that may be found in Ref. [14]. For additional information on the Heisenberg 
model we refer to Ref. [15], and to Section XI 14 in Ref. [16] and references 
given there. 
2. DEFINITIONS AND P~ATION 
Consider an infinite spin-+ chain with spacing c. We identify the spin sites 
with real numbers in EZ. At each site ~EEZ we have a copy of C2 with basis 
vectors ey) = (3, ek’ E (t). As the state space of our system we then take 
the separable subspace of the tensor product QoaZ C2 spanned by the ortho- 
normal vectors 
Here, we have chosen 
P = @ A:’ (2.2) 
ascz 
(“all spins down”) as the ground state of the chain, and we have set 
Z<N={mEZNIm,<.**<m,}. (2.3) 
Also, a:“’ = i(c$“ f io;‘) are the spin raising and spin lowering operators at 
site CL (Of course, (u, , uy , u,) are the Pauli matrices.) 
The dynamics of the spin chain is given by the Hamiltonian 
H, = _ & 1 (& . &-k) - 1) 
LTEEZ 
= _ & 1 (2&j_“+” + 2&y + &&(a+S - 1). 
P z (2.4) 
DEEZ 
Here, the power of E is chosen such that a sensible continuum limit results, 
and we have followed Refs. [l-5] in adding the factor 2. Clearly, the span of the 
basis vectors e, for OL E cZcN (the “N spin wave sector”) is invariant under H, . 
We therefore only need to consider one sector with a fixed but arbitrary N > 0, 
which can be identified with the sequence space S,,N = 12(cZcN). (In the sequel 
we shall often suppress the index N to ease the notation.) A straightforward 
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calculation shows that on S, we have (writing from now on OL E ~2,~ as Em with 
m E ZcN) 
(fCf)(4 = <-2 k(m)fkm) - 3 fJl (f(cm, ,..., +-1, +, + lb.., cmN> 
+f(cm, ,..., l -l , c(mi - I),..., l mN)) 1 (2.5) 
Here, it is understood that f(en) = 0 for n $Z<“, and N(m) is defined as N 
minus the number of neighboring pairs mi , m,+l (i = l,..., N - 1). Note that 
(HJ)(em) equals (-+Af)(em) f or m such that N(m) = N, where A, is the 
Laplacean on an N-dimensional cubic lattice of spacing E. 
There is a natural isometric embedding 1,: SE + 3Y of S, into the Hilbert 
space J& = L2(RcN), where 
It is defined by setting for any f E S, and x E RcN 
x, E [Em, ,4m, + 1)) 
otherwise. (2.7) 
We shall denote I,S, by SE. It is easy to verify that the projection onto Xc is 
given by 
xjE [emi, l (m, + 1)) 
otherwise. 
(2.8) 
We extend the operatorI,H,I;1 on X6 to all of 2 by setting it equal to an arbitrary 
self-adjoint operator A: ZE’ -+ ZE’ on ZE I. This operator plays no role in the 
sequel. The resulting operator on ZN will be denoted H,, N , while we shall 
again use the symbol H, to denote the direct sum of the operators HEsN on the 
Fock space @;=a sN (where of course s0 = C and HElo = 0). Note that the 
action of H, on x, N is again given by (2.5), but now cm is replaced by a vector x 
in the corresponding lattice cell. 
One can identify L,2(RN) with Z by setting for f E Ls2, 
Uf )(x) = WY’2f (4, x E RcN. (2.9) 
Clearly, J is an isometric map from L,“(RN) onto XN . We now define (for 
N > 0) 
H o.,v = J(-*AN) J-l, (2.10) 
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where d, is the Laplacean on LS2(RN), defined as the Fourier transform of the 
multiplication operator -R2. Alternatively, we could have defined HOeN as 
-& times the Laplacean on z$, = L2(RCN) with Neumann boundary conditions 
on the hyperplanes bounding RcN, but definition (2.10) clearly shows that H,,N 
is essentially the Hamiltonian for a system of N free non-relativistic bosons 
with mass one. As with H, , we shall use the symbol H, to denote the direct sum 
of the operators H,,N on @“,=, &” (where H,,,, = 0). 
3. RESULTS 
The main result is the following theorem. 
THEOREM. One has 
F+y H, = H 0 (3.1) 
in the strong resolvent sense. 
To prove the theorem we make use of a lemma whose statement requires 
some additional definitions. Introduce the sets 
B, = R>Nn -‘,‘-): 
E E 
and the Hilbert spaces 
gN = L2(R>N, A), 
x,J = L2(B,, dk). 
Evidently, g can be regarded as a closed subspace of 2 with projection 
(3.2) 
(3.3) 
where x6 is the characteristic function of B, . Now define operators I’,, , V, : 
J? + &’ by setting 
resp. 
(V,+)(x) = (2~)-~‘~ ,z 1 dk exp&%) #(k), 
N R>N 
x E RcN, (3.5) 
WC*)(x) = 
I 
(w-N’2 .; J dk exp(i~mk,) exp(&,(4) v@), 
N EC xi E remi , +i + 1)) (3.6) 
0 otherwise. 
580139/I-6 
and 
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Here, S, is the symmetric group, 
ewWoW = JJ exp(iWi , &>>9 
*<I 
o-‘(i)>o-l(j) 
where 
exp(i$(k, k.1) = _ 2 exP(iU - exP(i(k + kj)) - 1 1, 3 2 exp(ik,) - exp(i(k, + Kj)) - 1 
We are now in a position to state the lemma. 
LEMMA. The following relations hold true: 
II v, II < w VE E (0, l] 
and 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
Of course, V, is essentially Fourier transformation. The kernel of V, is a 
generalized eigenfunction of H, (cf. below). It is actually the incoming wave 
function for N free spin waves. Babbitt and Thomas [3] used a slightly different 
spectral representation for H, (with E = 1) on this spin wave sector, but it is not 
hard to see that their results imply that V, is in fact isometric on x. However, 
the much weaker relation (3.10) will be sufficient for our purposes. 
The lemma has a corollary that is of independent interest. Let F, be the 
projection on Ran V, . Then the range of the projection 
C, = 1 -FE (3.12) 
contains all the spin wave sectors in which two or more magnons are bound 
together in “complexes” in the far past (and hence [4] in the distant future). 
The corollary shows that all the bound states disappear in the continuum limit. 
COROLLARY. One has 
Am C, = 0. (3.13) 
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4. PROOFS 
We shall first prove the lemma, then the corollary, and finally the theorem. 
Proof of the lemma. The operator V, may be written as a sum of N! operators 
V,,, of the form 
(~dtw) = xi E [m, , +, + 1)) (4.1) 
0 otherwise. / 
(2*)-N’2 s,-.,.,& dk exp(~~m,-& x,M crE.otW, 
Here, U,,, is multiplication by exp(i$,(ck)), w ic h h is a unitary operator, since the 
phase factors (3.9) have unit modulus. Since the functions (2,)-Klz~N/2 exp(&k), 
n E ZN, form an orthonormal set in L2((-T/E, a/~)~, dk) we conclude using 
Bessel’s inequality that (/ V,,, (1 < 1. Hence, (3.10) follows. 
In view of (3.10), (3.11) will follow if we show that 
for the dense set of 9 E C,m(R,N) w h ose support is disjoint from the hyper- 
planes k, = 0, i = I,..., N. To prove (4.2), fix k E supp 4. We claim that 
bz exp(+,(ek)) = 1. (4.3) 
To see this, consider the generic factor exp(i$(ek, , ckJ). Setting 
t = Ek P 3 at = Ek 3 1 (4.4) 
we have a # 1 since k E supp #. From (3.9) it then follows that 
exp($(t, at)) = 1 + C(r), (4.5) 
which implies (4.3). By using the dominated convergence theorem we now 
conclude that for any x E R,N 
li+i( V,+)(x) = (V,+)(x) (pointwise). (4.6) 
Next, we assert that for E smaller than some S, > 0 
l(V,#)(x)l d C(1 + I * 12NF1T (4.7) 
where C does not depend on E E (0, 6,). Since (4.6) and (4.7) imply (4.2) by 
another application of the dominated convergence theorem, we only need to 
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show (4.7) to complete the proof of the lemma. Now from the definition of V, , 
Eq. (3.6) it is clear that 
cPN I m TN I(~7aW)l < CWN@ 1 s dk I(4JN[exp@b,(~~)) @ l19 (4.8) 
0 
provided we choose E so small that B, contains supp 4. Therefore our assertion 
follows if we prove that on the support of # the derivatives of the phase factors 
remain bounded for E - 0. These derivatives are sums of products of terms of 
the form 
(a;$:,) exp(i+(&, , l Kj)) 
(4.9) 
where k E supp 4. Now from (3.9) one sees that all but one of the resulting terms 
on the right-hand side have denominators that are O(@) with p < r + s. Hence 
these terms remain bounded for E + 0. The term resulting by differentiating 
the denominator of (3.9) r + s times has a denominator that is O(E’+~+~), but in 
this case the numerator is O(E), so that this term remains bounded too. From 
this the required boundedness follows, which proves the lemma. 1 
Proof of’ the corollary. Since (3.13) is equivalent to 
slip F, = 1, 
this follows from the inequality 
Ilf -F,f II < Il(vo - f’J K’fll + IIF,(v< - b,) Kill 
and the lemma. a 
Proof of the theorem. We first claim that for any # E %N 
H,V,# = V,&k 
where 
(f-f,I+q(k) SE c-2 ; (1 - cos &i)(P#z). 
i=l 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
Of course, this relation hinges on the fact that the kernel of V, is a generalized 
eigenfunction of HE with eigenvalue E-~ EL, (1 - cos E&) [l-3, 61. To see that it 
holds first observe that P’xCsc, so that (2.5) can be used to rewrite (HEV&)(x). 
For x such that the corresponding m, satisfies N(m,) = N the relation is obvious. 
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Now consider an m E ZCN such that N(m) < Ar. Let m, , mi+l be a neighboring 
pair in m, i.e., m,,, = m, + 1. The crux is that the integral 
exp ( &A,) exp($,(&))( 1 - 4 exp(i&,)) 
- 9 exd --i4dz+ld 1 W (4.14) 
is zero since the phase factors exp(z&) are such that the term in the square 
brackets is zero. Thus, if x is such that iV(mJ < hi, one can add a term (4.14) 
to (HET/;#)(x) for each neighboring pair in m, , and then (4.12) is obvious. To 
verify that the factor in the brackets vanishes, fix o with a(i -+ 1) < u(z) and 
consider the two terms corresponding to o and to the permutation 6 that coin- 
cides with o except that C?(Z) = o(i + 1) and G(; + 1) = u(i). By (3.8) the phase 
factors of these two terms differ by a factor exp(i#&,(,+l, , &,o,)). Using (3.9) 
one now sees that the sum of any two such terms is zero. 
Now let 
R, = (A, - f&-l, R, = (h, - f&Y, Im A0 # 0. (4.15) 
It is clearly sufficient to show that on #N (N > 0) 
Am R, = R, . (4.16) 
We note first that (4.12) and (4.13) imply 
where 
R,V, = V,ii, , (4.17) 
(R&h)(k) = A, - c-2 f (1 - cos Ek,) 1 -l (P&)(k). (4.18) i=l 
From the definition of H,, and V, it is also clear that 
R, = V,,‘,R,V;l, 
where 
(4.19) 
&t&(k) =[ A, - 4 5 K,* -l w. i=l I (4.20) 
From (4.18) and (4.20) we now conclude by using the dominated convergence 
theorem that 
s4i-n R, = R, . (4.21) 
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But then we have for any f E sN , using (4.17) and (4.19), 
ll(R, - &If II < II R(Vcl - VJ cfll + II V,(ii, - &J G’f II 
+ IIV, - VLl) %Klfll. (4.22) 
Since Ij RE I/ < j Im A,, 1-l and I/ V, I/ < N! by (3.10), the right-hand side goes 
to zero for E -+ 0 by virtue of (4.21) and (3.11). This proves (4.16) and hence 
the theorem. 1 
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