The determination of stellar parameters is essential for the study of stellar astrophysics. Spectroscopy is one of the best ways to obtain fundamental parameters of a star. In this work we are testing and developing software to work with high resolution spectra (eg. HARPS) and obtain stellar parameters in an automatic, fast and effective way.
Introduction
To determine stellar parameters there are two major techniques that we can use: spectroscopy or photometry. Using photometry we can take a field of many stars and "quickly" obtain some of the individual stellar parameters. To get parameters using spectroscopy we are obliged to spent more time to analise individual spectra of a star. The other big difference is the accuracy of the results. For the parameters we are deeling in this work we have a higher acuracy when using spectroscopy.
We determine parameters like the effective temperature T ef f , the surface gravity log g and the metallicity [M/H] using spectroscopy. The standard technique based on the iron ionization balance is used and the abundances are determined in Local Thermodynamical Equilibrium (LTE Our main purpose is to test equivalent width measurements. We will compare the calculations from DAOSPEC with the hard "hand made" measurements obtained using the IRAF a routine "splot" within the "echelle" package. We are also concerned about the reaction of DAOSPEC to different types of spectra. Therefore we will test the reaction of this code for spectra with different rates of noise and instrumental resolutions.
The Sun is used as our object of study. For this purpose we used the Kurucz Solar Atlas and produced from it several spectra with different rates of artificial noise and resolution. The noise was created using a Gaussian distribution, and the instrumental resolution was introduced using the "rotin3.f" routine in the SYNSPEC b software of Hubeny & Lanz (1994) . We measure equivalent widths of iron lines in two different regions of the visual spectrum of the sun because of the difference of the level of line population. We choose 27 in the interval [4400Å-4650Å] and 36 in the interval [6000Å-6300Å]. Note that the first interval is more line populated than the second.
In Fig. 1 we show the comparison between the measurements made by DAOSPEC (y axis) and the "hand made measurements" (x axis). In the figure we can see the slope of the linear fit to the points (dashed line -as the slope gets near 1, better results we have), the number of lines identified by DAOSPEC, the RM S and mean difference of the results. The points are all very close to the identity line (filled line). We note a slightly better result for the less line populated region of the spectrum as expected.
In Fig. 2 we show how these values displayed on the box in Fig. 1 change when fixing resolution (expressed in Full Width Half Maximum, FWHM ∼ 0.10Å) and varying the noise. We see good results except for cases with a lot of noise (e.g. s/n ∼ 10).
We have also tested stetting the noise to s/n ∼ 100 and varying the resolution. The results show that the slope of the linear fit to the points was also very close to 1, and almost all lines are well identified until we reach resolutions of FWHM around 0.50Å. Again we see best results in the less line populated region of the spectrum. 
Testing with real data
DAOSPEC seems to works well with different sets of resolutions and even with high noise levels. In this section we report the results of DAOSPEC in a big sample composed of 62 stars. The spectra was collected with the FEROS spectrograph (2.2m ESO/MPI telescope, La Silla, Chile, R = 50.000, s/n ∼ 200 − 400), on October 2004. The lines used to do this test are standard Fe I and Fe II lines used to determine stellar parameters. A list of this lines can be found in Santos et al. (2004) . One of the parameters of DAOSPEC is the wavelength interval for the calculation. Using the full individual spectrum interval we got a big dispersion on the measurements. This come from the fitting of the continuum level, therefore we used small intervals, 500Å wide, instead. The results for all of the stars were good. This can be seen in Fig. 3 where most of the points lay down near the identity line (filled line). However there seems to be a small underestimate of the measurements made by DAOSPEC with a mean value of about 3 mÅ. Using the slope obtained with our sample of 62 stars (more than 3000 lines) we can easily correct this small offset. 
Conclusions
DAOSPEC seems to be a good software for the measurement of equivalent widths. It reacts fairly well to bad resolutions and relatively high noise levels. However, we must be carefull on how to use it, as it works better using little portions of a whole spectrum at a time. There seems to be a small underestimate of the DAOSPEC measurements by about 3mÅ (mean value) that can be easily corrected.
