hand, model-building techniques taking account of van der Waals' radii and hydrogen bonding have been used to interpret ambiguous experimental data, leading Pauling & Corey to the a-helix and B-pleated sheet, and Watson & Crick to the double helix of DNA. On the other hand, the need to locate properly the structure of least free energy (properly including kinetic as well as potential energy, quantization, vibrational entropy and solvent effects) has long been recognized. The theoretical principles required were identified early in the twentieth century. All that limits the general application of these principles is the amount of computer power available. Thus approaches to the calculation of structure are primarily concerned with the development of rapid methods of calculation. and the choices of assumptions, approximations, and constraints. so that interesting problems are tractable in reasonable computer time.
There are several possible approaches: the choice is dictated by the specific problem of interest. If one wishes to compare the potential energies of a molecule in different conformations, i.e. for different rigid configurations of nuclei, then the 'state-' of-the-art' calculation is the ab initio quantum mechanical approach. Kinetic energy is included, but only in relation to electron motion. This approach is said to be free of ad hoc parameters. It exploits the variation principlewhich is to say that all electron configurations are possible-to find the most probable we change the configuration to locate that of least energy. Clearly, the way in which the electron distribution is modelled must be flexible enough to allow this, though the more flexible the model, the more computation time is required. Generally, one starts from a description of atomic orbitals as a sum of two or more Gaussian or Slater-type functions. each of varying height and spread. The more such functions used per orbital, the greater the flexibility and the better the result. Such extended basis set calculations, with as many functions as seem to give reasonable convergence (to a single answer) with increasing numbers of functions, have been applied by us to protein and nucleic acid fragments (Robson et al.. 1978 : Hillier & Robson, 1979 : Platt et al., 1981 : each conformation of a molecule of about 20 atoms takes roughly 1 h of computing time, and increases rapidly as the number of orbitals increases. If one wishes instead to take account of the kinetic energy of the nuclei, either to study conformational transitions and modes of vibration or to give a more complete account of the free energy at equilibrium, one uses Molecular Dynamics (MD) (Alder & Wainwright, 1959; McCammon et al., 1976) . which is another state-of-the-art calculation. Starting at a particular conformation and scaling the nuclear velocities to accord with the required temperature of the system, one calculates a 'genuine' time course of events by applying Newton's Laws of Motion to the nuclei. Clearly, many conformations must be explored and the potential energy, and hence forces. cannot be calculated directly by quantum-mechanical methods. Indeed, no account is given of quantization, not even of bond vibrations. Instead, potential energy functions are used, which are simple analytical functions of the distance between pairs of atoms and the types of atom (e.g. sp2 oxygen, sp3 carbon). The total energy of any configuration of the system is the sum over these pairwise interactions. Even so, it may take several hours of computer time to simulate a real process lasting IO-'Os or less.
A related and somewhat cheaper approach is Monte Carlo (MC) (Metropolis et al., 1963; Premilat & Maigret, 1976) . which neglects kinetic energy and can only be applied to equilibrium situations. Because of this neglect, however, conformations can be changed at will, without regard to conservation of momenta. Nonetheless, injudicious sampling of conformations would introduce a bias into the estimates of average properties which are the goal ofthis approach. As 'Monte Carlo' implies, this is overcome by sampling at random, until the average properties of interest converge. Nevertheless a known type of bias must be introduced, since convergence would otherwise take too long, but its effects can, and must be, abstracted later. The various types of Monte Carlo procedures are characterized by the nature of this bias: the best known is that of Metropolis et al. (1953) (see also Finney, 1982) . This approach is particularly popular for treating the solvent environment, and even infinite solutions can be modelled by surrounding each solute by, say, 350 water molecules moving in a kind of 'crystal unit cell' to avoid surface effects as in a droplet of solution. In such a study (Hagler et al., 1980) more than 20h of computer time may be required to obtain the free energy and average conformation of the system for one solute conformer.
If, as for a globular-protein-water system, the average conformation of the solute protein is also believed to be the most likely conformation, one can 'simply' minimize the potential energy as a function of conformation. A minimum in the potential energy generally corresponds to a minimum in free energy, and a minimum of low potential energy is generally a minimum of low free energy, but the conformations of lowest free energy and lowest potential energy may differ drastically due to entropy effects. Fortunately, having identified lowpotentid-energy minima, the associated free energy is fairly readily estimated (Hagler ef al., 1979) . The problem is still non-trivial for, say, a globular protein, because of the existence of multiple local minima; one assumes that only the lower energy minima are of interest. By using a number of approximations and techniques for circumventing shallow local minima (Robson & Osguthorpe, 1979; IJ .. r-9 -B,. r-6 + Ci C j . r-'
(1) where r is the interatomic distance, eij the energy at that distance, and A, B and C are atom-dependent parameters which may be interpreted as relating to van der Waals' repulsions, London dispersion forces and atomic partial charges respectively. It is recommended, because of agreement with the crystal data for peptide-like molecules (Hagler & .
At first glance it appears that no increase in the speed of use of eqn (1) is possible, though any such increase would clearly be of considerable advantage. Obviously, one could write the computer program so as to involve one division step, and the square-root calculation required to obtain the distance from the co-ordinates could be replaced by reference to a precalculated array of square roots, but the time-limiting factor is that one must calculate n(n-1)/2 interactions for any system of n atoms (or interaction centres, including nuclei, lone pairs, etc.). Nonetheless, in all the above techniques (MD. MC, minimization) there are moments when it would be efficient to reject a calculation of the energy of a probe conformation if it could be guaranteed higher in energy than some previous comparison conformation. Indeed, in the SIMPLEX procedure (Nelder & Mead, 1965) much used by us (Robson & Osguthorpe, 1979: Platt for minimization, the whole principle rests on rejection of conformations that are of higher energy. Rejection of incomplete conformations is very efficient if the interactions of atoms with previous atoms in the structure is carried out as their co-ordinates are generated, but would seem to lead to false results, because the incomplete part of the structure might introduce favourable, negative-energy interactions making rejection premature.
To circumvent this, we proceed as follows. Consider that in building up the structure from atom 1 to n the energy of the structure so far, at the ith atom, is given by:
e, = C (e, -zij)
where Zij is the precalculated lowest value that eqn. (1) can have for atoms i and j for all possible distances. that is, 2, is the minimum value of eqn.
(1) and an extra parameter to be introduced into that equation. The choice of not calculating interactions beyond a preset distance r is still possible, but Z,, must still be subtracted (and e.. set to zero): since Zij is not a function of distance, much time% still saved by such a 'distance cut-off '. Note above that en will represent the accumulating sum of energies up to the last atom, and hence the total energy of the molecule. The structure can however, be rejected at atom i if e, excedes the en value of some previous completed comparison conformation, and it is guaranteed that if the current conformation were completed, it would indeed be higher in energy than that comparison conformation. This is because. by subtracting Z, appropriate to each interaction, there can be no negative interactions to bring the energy down again: e, is always constant or increasing with i. It is easy to show that the method is completely robust, since it affects only the absolute energy. not the all-important relative values of the energy. There are problems if a function like eqn. (1) contains a zero A term. but this can be circumvented in many ways. One is to proceed as follows. Starting from co-ordinates (x,v, z) of atoms i andj:
we obtain an excellent approximation of the energy and. where it differs there is a slight enhancement of agreement with ab initio results. The maximum deviation of equibrium interatomic energy from the classic use of r (eqn. 1) is, however, only about 85 J (20cal). mol-'. However, Zi, must be precalculated with this algorithm in mind: it is now the energy of the interaction at a minimum, as a function of s.
For minimization by the SIMPLEX method, there may be up to a 100-fold enhancement of speed. A ten-residue polypeptide can be minimized in about 3 h or so on a PET microcomputer, as recently demonstrated at a symposium (Robson. 198 I) . It is also possible to prove that both MD and MC methods can similarly benefit, but the algorithms are more complex (Robson  et al., 1982) . Briefly, in MD, conformations are rejected where the conservation of energy is not satisfied in the simulation and rejection is used to control the time step to the largest and most efficient value: in MC, rejection occurs if e, exceeds the en of the comparison conformation plus an additional prespecified energy value. In minimization and MD, results are exact, whereas in MC it gives results very close to those of exact methods. In all applications, the zero-minimum approach becomes progressively more time-saving as larger molecules are involved.
