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Анотація. Правило комбінації Демпстера є найбільш відомим правилом комбінації, оскільки воно 
оперує з неповними та неточними даними. Але дане правило не може працювати за наявності за-
надто суперечливої інформації. Правило комбінації Мерфі може оперувати з суперечливими час-
тинами свідчення, воно розраховує середню базову масу. Але цей метод також має певний недолік, 
оскільки не враховує взаємозв’язок між свідченнями. Тому було запропоноване нове вдосконалене 
правило комбінації, засноване на теорії Демпстера-Шейфера, яке просте для обчислень і має ви-
соку точність.  
Ключові слова: теорія свідчень, правила комбінації, суперечливі свідчення, правило Демпстера. 
 
Аннотация. Правило комбинации Демпстера является наиболее известным правилом комбинации, 
поскольку оно оперирует с неполными и неточными данными. Но данное правило не может рабо-
тать при наличии слишком противоречивой информации. Правило комбинации Мерфи может 
оперировать с противоречивыми частями свидетельства, оно считает среднюю базовую массу. 
Но этот метод тоже имеет определенный недостаток, поскольку не учитывает взаимосвязь 
между свидетельствами. Поэтому было предложено новое усовершенствованное правило комби-
нации, основанное на теории Демпстера-Шейфера,  которое простое для вычислений и имеет вы-
сокую точность. 
Ключевые слова: теория свидетельств, правила комбинации, противоречивые свидетельства, 
правило Демпстера. 
 
Abstract. Dempster’s rule of combination is the most popular rule of combinations, because it processes 
incomplete and uncertain data. But this rule can not deal with highly conflicted information. Combination 
method of Murphy can deal with conflicting bodies of evidence, it calculates the mean of the basic proba-
bility assignment. But this method also has some disadvantage. Correlation among various evidences is 
not taken into account. It was proposed a new improved combination method. Based on the Dempster-
Shafer theory, a new method has the advantage of simple calculation and high accuracy. 
Keywords: evidence theory, combination rules, conflicting evidence, Dempster’s rule. 
 
1. Вступ 
За останнє десятиліття задача об’єднання даних, отриманих із різних джерел, стала особ-
ливо актуальною, оскільки знаходить широке застосування у таких сферах, як обробка, 
аналіз та класифікування зображень, вирішення сільськогосподарських, ресурсознавчих, 
екологічних задач, військова справа. 
У даній статті буде розглянуто декілька методів об’єднання даних, отриманих із рі-
зних суперечливих джерел інформації. Буде наголошено на тому, що, не зважаючи на чис-
ленні переваги правила комбінації Демпстера, його не можна застосовувати за наявності 
суперечливої інформації, оскільки у цьому випадку дане правило дає невірні результати. 
Буде розглянуто метод усереднення Мерфі для підрахунку середньої базової маси 
гіпотез, який може оперувати із суперечливими даними. Описуються переваги та недоліки 
даного методу. 
У даній роботі буде запропоновано новий удосконалений метод комбінування да-
них за наявності суперечливих джерел інформації, який, на відміну від методу Мерфі, вра-
ховує кореляцію між різними свідченнями та ефективно вирішує задачу комбінування да-
них [1–4]. 
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2. Основні положення теорії Демпстера-Шейфера 
За останній час застосування теорії Демпстера-Шейфера (ТДШ) дозволило досить успішно 
вирішити багато задач, які потребували об’єднання інформації із різних джерел. 
Математичний апарат теорії Демпстера-Шейфера дає можливість працювати в умо-
вах забрудненості та неповноти даних зі складними гіпотезами, пропонує просте правило 
для комбінування даних від різних джерел (спектральних каналів), дозволяє будувати ін-
тервальні оцінки достовірності гіпотез. У ТДШ ключовим поняттям є поняття “маси” 
(mass), яке є узагальненням класичного поняття ймовірності. Масою можна відокремити 
поняття відсутності довіри від недовіри. Нехай 0A  – обмежена множина, а ( 1, 2,...)iA i  – 
його підмножини, тоді базова ймовірність визначається через функцію m : 
                                                          
( ) 0,
( ) 1, ( 0,1,2,...).
oi
i
A A
m
m A i
                                           (1) 
Нехай 1m  і 2m  – базові ймовірності гіпотези, отриманої з незалежних доведень, а 1iA  
та 2 ( , 0, 1, 2,...)jA i j  – відповідні центральні елементи 1 2( ( ) 0, ( ) 0)i jm A m A . Тоді правило 
комбінації Демпстера задає нову базову ймовірність, яку можна представити за допомогою 
такої формули: 
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C m A m A  – коефіцієнт конфліктності.       (3) 
Коефіцієнт конфліктності С вказує, наскільки суперечливими між собою є джерела 
інформації (спектральні канали). С лежить в інтервалі [0; 1], чим сильніше ці протиріччя, 
тим ближче до одиниці стає величина С [5–11]. 
 
3. Комбінація даних, отриманих із суперечливих джерел інформації 
Правило комбінації Демпстера має такі дві важливі математичні властивості, як комутати-
вність та асоціативність.  
Але правило комбінації Демпстера має певний недолік. Його не можна застосовува-
ти при занадто суперечливих джерелах інформації, оскільки за наявності великого значен-
ня коефіцієнта конфліктності дане правило дає невірні результати. 
Тому в 2000 році Мерфі було запропоновано метод для підрахунку середньої базо-
вої маси для кожної гіпотези. Цей метод усереднює усі базові маси, отримані з n  частин 
свідчення, а потім ітераційно комбінує нові усереднені базові маси для кожної гіпотези за 
правилом комбінації Демпстера. У порівнянні з іншими підходами метод Мерфі може опе-
рувати із суперечливими свідченнями. 
Розглянемо випадок, коли в нас є n  базові маси: ).(),...,(),( 21 amamam n  
Використовуючи підхід усереднення Мерфі, маємо: 
                                                  1 2
( ) ( ) ... ( )
( ) ,n
m a m a m a
m a
n
                                             (4) 
де a  – деяка гіпотеза. Метод Мерфі працює з суперечливими джерелами інформації, але 
цей метод також має певний недолік. Він не враховує кореляцію (взаємозв’язок) між різ-
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ними свідченнями, що, у свою чергу, призводить до незадовільного вирішення задачі 
об’єднання суперечливих даних. Метод усереднення Мерфі ефективно вирішує задачу 
комбінування суперечливих свідчень, але звичайне усереднення не завжди дає надійні ре-
зультати, особливо у випадку, коли кількість свідчень є недостатньою для прийняття рі-
шення. Причина цього полягає в тому, що просте усереднення не враховує асоціативний 
зв’язок між свідченнями, отриманими з різних джерел. 
Тому у даному випадку пропонується використовувати новий модифікований метод 
комбінування даних за наявності великого значення коефіцієнта конфліктності на основі 
ТДШ [12–17]. 
 
4. Новий модифікований метод комбінування даних за наявності великого значення 
коефіцієнта конфліктності  
Представлений метод складається з 7 етапів. 
1) Визначаємо відстань між двома частинами свідчення and :i jm m  
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де 
k l
k l
A A
A A
 – коефіцієнт Жаккара двох множин kA  та .lA  
Коефіцієнт Жаккара дорівнює відношенню кількості елементів перетину множин до 
кількості елементів їхнього об’єднання. Був запропонований Полем Жаккаром у 1901 році.  
У формулі (6) на коефіцієнт Жаккара множиться кожен доданок окремо. 
2
,i i im m m  – звичайна евклідова норма. 
2) Визначаємо міру подібності між двома частинами свідчення and :i jm m  
                                                        ( , ) 1 ( , ).i j i jsim m m d m m                                                  (7) 
3) Припускаємо, що число частин свідчення – n . Будуємо матрицю подібності: 
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4) Функція підтримки кожної частини свідчення im  визначається, як 
                                                        
1
( ) , 1,2,..., .
n
i ij
j
Sup m s i n                                               (9) 
5) Здійснюючи об’єднання даних, ми прагнемо дізнатися, яке саме свідчення (спектраль-
ний канал), що ми використовуємо, є надійним. Можливим є випадок, що одна частина 
свідчення є важливішою за іншу, і кожна частина свідчення має свою певну вагу у цілому 
свідченні. Наприклад, під час тривалих вимірювань деякі сенсори можуть бути більш на-
дійнішими за інші завдяки високій стабільності. Таким чином, сенсори можуть відрізняти-
ся за ступенем надійності. Ось чому процедура надання ваги свідченню є досить важли-
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вою, особливо, коли свідчення, отримані з різних сенсорів, мають високий коефіцієнт кон-
фліктності. У цьому випадку задача полягає в тому, щоб визначити серед усіх свідчень, яке 
з них є більш надійним, а якому можна приділити менше уваги. Надійним шляхом вирі-
шення даної задачі є такий: якщо певна частина свідчення знаходить підтримку в інших 
свідченнях, то тоді дане свідчення буде мати більшу вагу, ніж та частина свідчення, яка 
має високий ступінь розбіжності (протиріччя) з іншими свідченнями. Беручи за основу да-
не правило, опишемо «ступінь надійності» свідчення, яке є вагою й відображає важливість 
кожної частини свідчення. 
Надійність кожної частини свідчення im  визначається, як 
                                                         
1
sup( )
( ) .
sup( )
i
i n
i
i
m
Crd m
m
                                                 (10) 
Звідси також маємо .1
1
n
i
iCrd  Згідно з формулами (7) та (9), ми можемо зробити 
висновок, що, чим коротша відстань від даної частини свідчення до інших частин свідчен-
ня, тим більшим є ступінь підтримки (функція підтримки) даної частини свідчення. Якщо 
частина свідчення отримує значну підтримку у інших частин свідчення, то її ступінь на-
дійності є високим, і вона буде мати більший вплив на кінцевий результат об’єднання да-
них. Навпроти, якщо певна частина свідчення суперечить іншим свідченням, то її ступінь 
надійності – низький, отже, ця частина свідчення має значно менший вплив на кінцевий 
результат комбінації даних, отриманих з різних джерел. Таким чином, ступінь надійності – 
це вага, яка є індикатором важливості даного свідчення. 
6) Коефіцієнт ваги Mm  свідчення для певної гіпотези a : 
                                                        
1
( ) ( ) ( ).
n
M i i
i
m a Crd m m a                                                (11) 
7) Далі, використовуючи правило Демпстера, комбінуємо коефіцієнти ваги (11) 1n  раз за 
умови, якщо ми маємо n  частин свідчення. 
Псевдокод 
:n  number of images iS  
For 1:i  to n  
For  1:j  to n  
S  is a vector of images iS  
begin 
write (' ')iS ; 
readln ( )iS ; 
write ( )'' jS ; 
readln ( )jS ; 
writeln (“шукаємо відстань між спектральними каналами iS  та jS : ),( jiBPA mmd ”); 
readln )),(( jiBPA mmd ; 
end. 
begin 
writeln (“шукаємо функцію подібності між парами спектральних каналів iS  та jS : 
),( ji mmsim ”); 
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readln ( ),( ji mmsim ); 
end. 
Program Matrix (“будуємо матрицю подібності”) 
type Tindex=1,…, *n   
Vector=array [Tindex]of real; 
Matrix =array[Tindex] of vector; 
var sim: matrix; 
action: real; 
:)(, mnmn  tindex; 
procedure Matrix Input S  (var sim: Matrix); 
var :, ji  real; 
begin 
writeln (“Введіть”, ,nn  “елементів”); 
for 1:i  to n  do 
for 1:j  to n  do 
begin 
write );']',,'.',,['(' jisim  
read ]);,[( jisim  
end. 
For 1:i  to n  do 
begin 
0:s  
for 1:j  to n  do 
],[: jisimss  
writeln (“рахуємо функцію підтримки i -го свідчення, тобто рахуємо суму елементів у ряд-
ку матриці S ”); 
end. 
For 1:i  to n  
S  is a vector of images iS  
Sort S  
begin 
writeln (“рахуємо функції надійності для всіх свідчень: )( imCrd ”); 
readln ( )( imCrd ); 
writeln (“рахуємо зважені середні базові маси (коефіцієнти ваги) для всіх гіпотез: 
),...(),( BmAm MM ”); 
readln ( ),...(),( BmAm MM ); 
end. 
For 1:i  to 1n  do 
begin 
writeln (“знаходимо нові базові маси для всіх гіпотез, комбінуючи коефіцієнти ваги за пра-
вилом Демпстера: ),...(),( ** BmAm  ”); 
readln ( ),...(),( ** BmAm ); 
end. 
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5. Висновки 
У даній роботі було розглянуто та проаналізовано декілька методів об’єднання даних, 
отриманих з різних джерел. Було показано, що правило комбінації Демпстера не можна 
застосовувати за наявності занадто суперечливих джерел інформації, оскільки воно дає не-
вірні результати. Було описано альтернативний метод усереднення Мерфі, який може опе-
рувати суперечливими даними та давати кращі результати, ніж правило комбінації Демпс-
тера. Але також було зазначено, що і метод Мерфі має певний недолік, оскільки не врахо-
вує асоціативний зв’язок між свідченнями. 
Тому в даній роботі було запропоновано новий метод комбінування даних, який ві-
дображає асоціативний взаємозв’язок між свідченнями, враховує відстань між свідченнями 
і може ефективно оперувати за наявності занадто суперечливих свідчень [18–20]. 
У майбутньому запропонований метод об’єднання даних, отриманих із суперечли-
вих джерел, буде використовуватися при розв’язанні задач класифікування лісів, урбанізо-
ваних територій, сільськогосподарських земель, при пошуку корисних копалин та 
розв’язанні різноманітних природоресурсних задач. 
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