The Wiener diffusion model (WDM) for 2-alternative tasks assumes that sensory information is integrated over time. Recent neurophysiological studies have found neural correlates of this integration process in certain neuronal populations. This paper analyses the properties of the WDM with two different boundary conditions in decision making tasks in which the time of response is indicated by a cue. A dual reflecting boundary mechanism is proposed and its performance is compared with a well-established absorbing boundary in the cases of the WDM, the WDM with extensions, and the WDM with prior probability. The two types of boundary influence the dynamics of the model and introduce differential weighting of evidence.
103
In the absence of noise (σ = 0), X(t) changes at rate µ and always reaches (Bogacz et al. 2007; cf. Gardiner 1985; Ratcliff 1978) : 120 1 Here we do not directly measure the probability of choosing certain alternatives (e.g., P Y 1 or P Y 2 ) since in most experiments the correct choice is randomly assigned from the two alternatives across trials (e.g., Shadlen and Newsome, 2001; 
Two extensions have been proposed to improve fits to experimental data (Rat- , 1999) . They allow certain parameters to vary randomly across trials. trials. This is motivated by the fact that, in difficult situations, stimulus dis-129 tributions corresponding to the two alternatives often overlap (Ratcliff et al., 130 1999). Even after long training, perfect performance in such tasks is impossi-131 ble. Drift variability is also necessary to ensure that the asymptotic accuracy 132 of the WDM in the IC paradigm is not infinite in the absence of boundaries 133 (Ratcliff, 1978) . Second, the theory of premature sampling assumes that sub-134 jects start to integrate noise before sensory information is available. Hence the 135 starting point is not at 0 when stimuli onset (Laming, 1968) . Instead, On each 136 trial X 0 is chosen from a uniform distribution 2 on the interval [−σ X , σ X ].
137
The extended WDM produces different reaction times on correct and error 138 trials in the IC paradigm (Ratcliff et al., 1999) . We assume that the same 139 variability sources also operate in the TC paradigm; their effects on the deci-
140
and . Note that when we assume Y 1 is correct, then P = P Y 2 . sion process will be evaluated in the next section.
141

Boundary mechanisms
142
In the TC paradigm, the fact that integrator states X(t) are unbounded im- (Diederich and Busemeyer, 2006; Ratcliff and Rouder, 2000) .
154
In this work, we consider a pure TC paradigm in which subjects are only 155 allowed to respond after the deadline t c (Roitman and Shadlen, 2002) . If the 156 decision process reaches one of the absorbing boundaries before t c , the accu-
where the subscript abs stands for the WDM with absorbing boundary. For b <
164
∞, the error rate does not decrease to zero as t c increases, which is consistent 165 with experimental observations (Meyer et al., 1988; Usher and McClelland, 166 2001).
167
In contrast with the absorbing boundary mechanism, since no time pressure sigmoidal function provides cutoffs at high and low activation). Some pre-
174
vious studies (Diederich, 1995; Diederich and Busemeyer, 2003) resent a lower bound on the integration process (see Usher and McClelland, 184 2001; Smith and Ratcliff, 2009; Ratcliff and Smith, 2004) .
185
In the TC paradigm of 2AFC tasks, the integrator in the WDM represents Townsend, 1992 Townsend, , 1993 Busemeyer and Diederich, 2002) . It intro-
197
duces a new parameter λ to the WDM to represent decay (λ < 0) or growth
198
(λ > 0) of accumulated information, its evolution being described by:
where the notations are as in Eq. 1. In the O-U model the accumulation rate
200
depends not only on drift µ but also on the current state of the integrator X(t).
201
This allows the error rate of the O-U model to approach a finite asymptote 202 for large t c even without boundaries.
203
The O-U model can account for the primacy and recency effects observed in 204 decision making tasks: some subjects paying more attention to initial evidence
205
(primacy) while others focus on later evidence (recency) (Wallsten and Barton, 206 1982 
.
213
The O-U model has been applied to a variety of tasks (Diederich, 1995 (Diederich, , 1997 214 Smith, 1995) and also been extended to multi-alternative tasks (Usher and 215 McClelland, 2001; McMillen and Holmes, 2006 conditions. In the simplest cases, the boundaries ±b are still symmetric about 221 X 0 but they differ from absorbing boundaries in that once X(t) reaches ±b, it 222 cannot exceed this value, but it may move back due to noise, as specified by:
where dX(t) is given by Eq. 1. In contrast to absorbing boundaries, reflecting 224 boundaries allow information from any time period to contribute to the final 225 choice, which is not determined until the end of t c . Figure 2 shows sample paths 226 of integrator states in the WDM with both types of boundaries, over one trial. Figure   241 3a, we may distinguish properties of p(X, t) for the two types of boundaries. approaches the equilibrium distribution:
The error rate of the reflecting WDM can be computed by integrating p(X, t)
250
from −b to 0 (cf. Eq. A.16 of Appendix A), and as t c increases, it converges 251 13 to: assumption is contrary to the primacy and recency effects discussed before.
260
Here we show that by applying the two types of boundary, the WDM can also 261 represent primacy and recency effects.
262
For the absorbing WDM, once X(t) hits the boundary, the preferred decision 263 is determined and maintained. Only inputs prior to the first boundary hit 264 contribute to the decision process, so the probability that incoming evidence 265 at time t contributes to the final choice (denoted by P (dX(t) = 0)) is equal 266 to the probability that neither boundary has been reached before t, i.e.,:
where the random variable G(X) is the time required for X(t) to first reach 268 either boundary (the first-passage time (Feller, 1968) ) and Φ G(X) is the cumu-
is a monotonically increasing func- 
Performance of bounded WDMs
292
Recall that the error rate expressions for the reflecting and absorbing WDM 293 coincide when t c → ∞ (Eqs. 4 and 8). In appendix B we prove that such an 294 equality holds in general: given the same parameter set (µ, σ, b) and no prior 295 bias (i.e., boundaries equidistant from the starting point X 0 = 0), the error 296 rates for the two bounded WDMs are identical for any t c :
Hence both bounded models achieve the same accuracy under the TC paradigm,
298
as illustrated in Figure 5: Figure 7 shows the performance of the bounded WDM with starting points 317 X 0 sampled from a uniform distribution. This produces higher error rates 318 than models with constant X 0 . Also, since starting points are not equidistant 319 from the boundaries, the error rates differ for the two types of boundary.
Variability of starting point
320
One interesting result is that the reflecting WDM with variable and constant
321
X 0 can achieve the same error rate for large t c (the dashed and dash-dotted 322 curves converge after 2s). This follows from the recency effect discussed in 
Prior probability and biased starting points
327
In this section we investigate how boundaries affect performance if the starting 328 point X 0 depends on the prior probability of the alternatives.
329
If the subject knows that one of the alternatives is more probable, perfor-330 mance can be improved by moving the starting point towards that alternative 331 (Edwards, 1965; Link, 1975) . Such starting point biases have been observed 332 in behavioural experiments (Laming, 1968; Link, 1975; Ratcliff et al., 1999) .
333
We now compare the performance of bounded WDMs in this situation. We 334 denote the probability that the first alternative is correct by p + , and that the 335 second is correct by p − = 1 − p + , so that on each trial drift µ > 0 occurs with 336 probability p + and µ < 0 with probability p − .
337 Link (1975) proved that to minimize the error rate under the IC paradigm, 338 the starting point should be set to:
Thus, as the difference in prior probabilities increases, X 0 moves towards the 340 boundary which is more likely to be correct. Recall that in Section 2 we pro- well than alternative models.
387
We now provide further support for Ratcliff's claim that boundaries allow the
388
WDM to account for TC data. In Figure 9 we compare fits of the O-U model
389
and bounded WDM to the data of Usher and McClelland (2001 we do not specify the boundary types in Figure 9 .
400
We estimated the above parameters using a maximum likelihood approach, 401 computing the likelihood of subjects' accuracy under each experimental con-402 dition (corresponding to each data point in Figure 9 ) from a binomial distribu- to:
In Eq. 12, p i denotes the probability of a correct choice predicted by the model 407 for the mean t c of a given subject under condition i. The probability p i is equal 408 to 1 − P (t c ) in condition i. P (t c ) is calculated from Eq. A.16 in the Appendix and Townsend, 1992):
where Φ is the normal standard cumulative distribution function. The total 412 likelihood of the model for a given subject is equal to the product of likelihoods 413 of the accuracies in all 30 (10 lags × 3 difficulty levels) experimental conditions:
We used the Subplex optimization algorithm (Rowan, 1990) well.
429
The present study compared the performance and consistency of WDMs with 431 absorbing and reflecting boundaries with existing experimental data, as sum-432 marized in Table 2 . We first showed that both boundary types introduce dif-433 ferential weighting of evidence within trials, yielding a primacy effect for ab-434 sorbing boundaries and a recency effect for reflecting boundaries (Figure 4 ; 435 we return to these effects below in discussing experimental predictions).
436
We then showed that, in spite of the different probability densities of their 437 solutions (Figure 3) (Figure 9) . A bounded WDM produces as good fit as the 448 O-U model on the given data set. We claim that both absorbing and reflecting
449
WDMs should be considered as useful models in the TC paradigm.
450
Boundary mechanisms are not limited to the WDM, but can also be applied 451 to decision making models based on absolute evidence. Bogacz et al. (2007) 452 analyse the LCA model (Usher and McClelland, 2001) and . This is consistent with the idea that there are differences in the neural implementation of these two paradigms, so it seems reasonable 481 to propose different models for the two paradigms.
482
The two types of boundary might be differentiated by considering their possi- (Mazurek et al., 2003; Lo and Wang, 2006) , or implicitly achieved by attrac-
489
tor dynamics (Wang, 2002; Wong and Wang, 2006; Wong et al., 2007) . On the 490 other hand, Zhang and Bogacz (2008) proposed that a reflecting boundary can be implemented by a network including area LIP, the basal ganglia, and 492 SC.
493
Most recently, Kiani et al. (2008) provided support for absorbing boundaries 494 when monkeys performed the motion discrimination task under TC paradigm.
495
In their experiment, neuronal activity in the LIP area was maintained after a 496 certain latency, even when stimulus was still available, suggesting the influence 497 of a boundary. Further, they observed the primacy effect (Kiani et al., 2008, 498 figure 4c), which is consistent with an absorbing boundary. Nevertheless, as mechanism, e.g., in tasks in which t c is not varied within a block of trials.
507
A version of the TC paradigm in which, on some trials, the stimulus changes 508 within a trial could also distinguish between the types of boundaries. One 509 approach is to perturb the stimulus during decision process by introducing 510 informative background texture, as used by Huk and Shadlen (2005) . Another 511 approach is to consider time varying stimulus (Rouder, 2000; Smith, 1995) .
512
For example, in the motion coherence task (see Section 2.1) initially the coher- Control, Silvio M. Conte Center, Princeton University). We thank Marius
531
Usher for providing the data shown in Figure 9 , and for discussions. We also 532 thank Mark Mazurek and Michael Shadlen for helpful discussions of the imple-533 mentation of absorbing boundaries, and the referees, for their careful reading 534 of earlier versions of this paper. Table 1 Estimated parameters of bounded WDMs and O-U models, and likelihood ratios of experimental data given the models. Estimated parameters for the O-U model are very close to those given in the left part of Table 2 in Usher and McClelland (2001) . Table 2 Comparison of properties of bounded WDMs. '+' denotes superiority of model in a given criterion (better fit to data), '-' denotes inferiority, and '=' denotes equality. from subject S1 in a 2AFC task (Usher and McClelland (2001) , Table 1 and see Section 4) and t c = 3s. Fig. 9 . Accuracies as a function of reaction time for three subjects in the TC paradigm, from Usher and McClelland (2001) . Different symbols indicate different difficulty levels; solid and dashed lines show fits of bounded WDM and O-U models for the three difficulty levels. Estimated parameters used to generate the curves are given in Table 1 .
Here we derive the probability density function p(X, t) for the WDM with reflecting boundaries. To simplify the calculations, we fix unit noise variance (σ=1) and boundaries at 0 and 2b and (symmetric) initial condition:
As shown in (Bogacz et al., 2006, Appendix) , only the parameter ratios µ/σ and b/µ influence the following expressions, so we may set σ = 1 without loss of generality.) To obtain expressions for the case ±b and X(0) = 0 treated in the main text, one replaces X by X + b. We note that a Laplace-transformed version of the solution to this problem appears in Khantha and Balakrishnan (1983) , but explicit expressions such as those given below do not appear to be readily available.
The probability distribution p(X, t) for solution of (A.1) satisfies the forward Kolmogorov or Fokker-Planck equation (Gardiner, 1985) :
and reflecting boundaries imply the following no-flux boundary conditions:
To solve (A.3) we separate variables (Boyce and DiPrima, 1997) and seek a solution of the form:
obtaining the following eigenvalue problem 5) and ODEs for the time-dependent coefficients ω j (t):
Applying the boundary conditions (A.3) to the general solution
of (A.5), we find a single eigenvalue λ 0 = 0 with eigenfunction φ 0 (X) = e 2µX and an infinite set of the form As t → ∞, the terms in the sum of (A.9) all decay to zero and p(X, t) approaches the equilibrium probability distribution p ∞ (X) = ω 0 (0)e 2µX , so for normalized initial data p 0 (X)dX = 1 it must follow that Substituting (A.14) and (A.15) in (A.9), we obtain an explicit series representation of p(X, t).
The error rate P (t c ) at given t c is computed by integrating p(X, t c ) between the left boundary and the starting point: Here we show that the error rates of the reflecting and absorbing WDM are the same for arbitrary t c . We again set σ=1, and take boundaries at 0 and 2b with X 0 = b. Since the error rate for absorbing boundaries cannot be evaluated analytically, we consider fluxes across the starting point b (Goel and Dyn, 2003) : For absorbing boundaries, the probability density p(X, t) with boundary at ±b is (Feller, 1968 Upon replacing X by X − b to adapt for absorbing boundaries at X = 0 and X = 2b, the probability density function (B.5) becomes (Goel and Dyn, 2003) Since the fluxes (B.4) and (B.8) are identical as functions of t, the error rates of the WDM with symmetric reflecting and absorbing boundaries are also equal.
Note the remarkable simplicity of the final flux formula, due to cancellation of terms.
