In this paper, a new nonlinear neural network for solving the interval maximum flow problem is presented. The our nonlinear neural network is able to generate optimal solution to the interval maximum flow problem. The interval maximum flow problem in network is formulated as a special type of linear programming problem and it is solved by appropriately defined neural networks. The performance of the our neural network is demonstrated by means of illustrative example.
. The numerical algorithms are also used like genetic algorithm to solve the network problems, see Leung, et al. (5) . A neural network model for interval maximum flow problem are presented in this paper. It has a much faster convergence rate. This model are based on a nonlinear dynamical system. 
ARITHMETICS OF INTERVALS
Therefore, when we say that the Hukuhara difference C = A  B exists, we implicitly means that
On comparing intervals
Here we find two transitive order relations defined over intervals: the first one as an extension of < on the real line as As we conceive, here lies a drawback in their approach. They concentrated more on preference ordering, particularly on strict preference ordering, not on the ranking in terms of value. While considering preference ordering between two inexactness represented by two intervals, consideration of weak preference ordering between two intervals is more significant from a decision making point of view, particularly when a decision is to be made in an inexact environment. From this point of view their approach is incomplete and hence looses its significance. 
PROBLEM FORMULATION
If we use Hukuhara difference for (1), we can write (eq. 1) like as follow:
If A 1 be matrix of coefficients in under m equality constraints :
also A 2 be matrix of coefficients in under m equality constraints:
and A 3 , A 4 be matrixes of coefficients in under constraints respectively:
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So (eq.2) can be converted as follows:
subject to
Theorem 3.1. If x* be an optimal solution of the following problem then x* is an optimal solution for the problem (eq.3).
Proof. Firest problem (4) can be converted as follows:
We are going to prove this theorem by contradiction. Suppose that x* is not a optimal solution of problem (eq.3). Then, according to Definition there exists an x
Therefore, from above, we see that
The optimal solution of (eq.4) is equivalent to optimal solutions of the following problems. Maximize
And Maximize
Proof. Consider
Therefore (eq.5), (eq.7), (eq.8) can be converted respectively as follow:
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Suppose that x* is optimal solution for problem (eq.9), thus we can write Karush-Kuhn-Tucker optimality conditions for it. For to obtain complementary slackness condition we have:
Note
Also for feasible duality condition we have 
The first contition of K.K.T conditions is also true. Therefore K.K.T conditions for x* is as follow:
We should prove that K.K.T conditions for (eq.10) and (eq.11) is equivalent to K.K.T conditions above. We can write K.K.T conditions for (eq.10 ) and (eq.11) like above. So K.K.T conditions for problem (eq.10) is as follow:
Similarrly K.K.T conditions for problem (eq.11) is as follow:
If in K.K.T conditions for two problems (eq.10) 
be C thus from combination of K.K.T conditions two problems we have:
We see that K.K.T conditions for problem (eq.9) and problems (eq.10) and (eq.11) is equality. □ Result 3.1. If x* be optimal solution of the problems (eq.7) and (eq.8) then x* is an optimal solution of problem (eq.1).
THE NEURAL NETWORK MODEL
In this section, we use the penalty method to solve the linear programming problem (eq.10) and (eq.11) and then construct a neural network model. The first we write neural network model for (eq.10) namely for lower bound. So, if we apply penalty method to solve (eq.10), following unconstrained problem can be obtained:
wherever μ is a positive number and g i (x) = a i 
The neural network model for the lower bound maximum flow problem (eq.10) can be described by the following nonlinear dynamical system: 
Also if we apply penalty method to solve (eq.11), following unconstrained problem can be obtained: 
Stability analysis of the neural network model
In this part, the stability of the equilibrium state and convergence of the neural network (eq.13) to optimal solution are discussed. For nonlinear system, the most common method to show that a system is asymptotically stable is to use the Lyapunov function method, see Sontag (5), Forti, et al. (6) . Assume that v(x)=-P 1 (x) and based on Theorem 4.1.1, v(x) is as Lyapunov function and dynamical system is asymptotically stable at equilibrium state. So with respect to Theorem (4.1.2), obtain where optimal solution of maximum flow problem is equal to equilibrium state of (13).
Theorem 4. 1. 1: Under the penalty method, v(x) of (eq.12) is a Lyapunov function of system (eq.13).
Proof:
v(x) is a differentiable and positive definite on some neighborhood of equilibrium state, because v(0) = 0 and μ is an arbitrary positive number so v(x) > 0, for x ≠ 0 . It is sufficient for
For this purpose with taking the derivative of v( x) with respect to time t, for x ≠ 0 we have:
Thus v( x) is a Lyapunov function. Now in Theorem 4.1.2, we prove that the optimal solution of (eq.12) is the equilibrium state of (eq.13).
Theorem 4. 1. 2:
If for any μ (12) has an optimal solution, and if for system (eq.13) we can find a state variable x(t), so that the neural network is asymptotically stable at x * , then the optimal solution to (eq.12) would be the equilibrium state of (eq.13).
Proof:
The necessary condition for optimality of (eq.13) is , i.e.:
This is equivalent to
With regard to definition of stability in the equilibrium point we have 0   dt dx .
Using Theorem 4. 1. 1, system (eq.13) is asymptotically stable, thus equilibrium state x * satisfies (eq.12) and this lead to this fact that optimal solution of (eq.12) can be the same equilibrium state of (eq.13).
Numerical Example Example 5. 1. Consider the maximum flow problem for following network First we write interval maximum flow problem like two subproblem as follows:
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The neural network model for solving the lower bound of maximum flow problem is the following nonlinear dynamical system:
This is equivalent to: We also have 1, 1, 1, 1, 1 ) and using Euler method for solving above neural network model, the optimal solution is obtained as follows:
Now for second subproblem let
The neural network model for solving the lower bound of maximum flow problem is the following nonlinear dynamical system: We also have By selecting n=27000,  = 100, dt=0.001 and x 1 = (3, 3, 3, 3, 3, 3 ) and using Euler method for solving above neural network model, the optimal solution is obtained as follows: 
CONCLUSION
This paper presents one neural network model to solve interval maximum flow problem. To obtain this model, the first original problem is transformed into an unconstrained optimization problem, then constructed a nonlinear dynamic system. The our nonlinear neural network is able to generated optimal solution to the interval maximum flow problem with a much faster convergence.
