We study methods with which we can obtain the consistency of forcing axioms, and particularly higher forcing axioms. We first prove that the consistency of a supercompact cardinal θ > κ implies the consistency of a forcing axiom for κ-strongly proper forcing notions which are also κ-lattice, and then eliminate the need for the supercompact cardinal. The proof goes through a natural reflection property for κ-strongly proper forcings and through the fact that every κ-sequence of ordinals added by a κ-lattice and κ-strongly proper forcing is in a κ-Cohen extension.
Introduction
Forcing axioms are set-theoretic axioms which state that the universe is "rich with filters" for forcing notions in a particular class. More technically, forcing axioms are statements saying that given a forcing notion in a particular class, and a "relatively small" collection of dense open subsets, there is a filter which meets all dense open sets in the collection. Martin's Axiom states that if P is c.c.c. (i.e., if P satisfies the countable chain condition) and {D α | α < κ} is a family of dense open subsets of P, where κ < 2 ℵ0 , then there is a filter G such that G ∩ D α = ∅ for all α < κ. It is known that ZFC proves that for κ = ℵ 0 such filters exist for any forcing P, regardless of its combinatorial properties.
When we assume forcing axioms hold in the universe V , we can prove that there are objects in V which exhibit "somewhat generic properties". For instance, if we assume Martin's Axiom, and {f α | α < κ} ⊆ ω ω for κ < 2 ℵ0 , then we may consider P = ω <ω and D α n = {s ∈ ω <ω | f α (m) < s(m) for some m ∈ |s|, m > n}, for α < κ and n < ω, as our dense open sets. If G ∩ D α n = ∅ for all α and n, then G = g = f α for all α, and in fact for each α, g(m) > f α (m) holds infinitely often. Therefore, Martin's Axiom implies that d, the dominating number, equals 2 ℵ0 .
In the classical case forcing axioms are phrased around ℵ 0 as the main cardinal of interest. This means that we want to have results about ℵ 1 and 2 ℵ0 , and that the forcing notions themselves somehow revolve around this (e.g., properness is defined with models of size ℵ 0 ). Recent work on extensions of classical forcing axioms such as the Proper Forcing Axioms, relative to collections of more than ℵ 1 dense sets, deals with subclasses of proper forcing notions, and tries to push the size of 2 ℵ0 to ℵ 3 or higher. This is difficult, since amongst these "somewhat generic properties" we can find, for example, closed and unbounded subsets of ω 2 contradicting club guessing on ω 2 ∩ cf(ω) 1 or functions ω 2 → {0, 1} uniformizing colourings for which there is no uniformization (see [4] ).
Moving to higher cardinals is harder also because we lose our iteration theorems. Iterating c.c.c. forcing notions with finite support is still c.c.c., and iterating proper forcing notions with countable support is still proper. But moving to higher cardinals, even if we require the forcings to be very closed, might still result in unwanted cardinal collapsing (see [4] ).
Recently, James Cummings, Mirna Džamonja, and Itay Neeman proved in [1] the consistency of a forcing axiom of this flavour by replacing c.c.c. by a strengthening of the κ + -c.c. In this note we consider a different approach by considering κ-strongly proper forcings instead of κ-proper forcings. We show that Neeman's consistency proof of PFA using finite conditions can be generalised quite easily to this context even when κ is uncountable. We then prove that κ-strongly proper forcings satisfy a weak reflection property: to prove that enough filters exist for any κ-strongly proper forcing, it is enough to prove that enough filters exist for κ-strongly proper subforcings of size 2 κ . Using this reflection property, together with an argument involving the fact that all κ-sequences of ordinals added by a κ-lattice and κ-strongly proper forcing come from adding a Cohen subset of κ (Proposition 2.3), we show that the assumption of a supercompact cardinal (or any large cardinal) is in fact unnecessary.
Our main result is thus the consistency relative to ZFC, for any given regular cardinal κ, of the forcing axiom, for families of κ + -many dense sets, for the family of forcing notions which are both κ-lattice and κ-strongly proper. This is a rather small class, containing κ-Cohen forcing and the natural forcing for adding a club of κ + with conditions of size less than κ, but not much more. One consequence of the corresponding forcing axiom, due to the inclusion in the class of the above forcing for adding a club of κ + , is the failure of tail club-guessing on κ + for ordinals of cofinality κ; in other words, the forcing axiom implies that for every sequence C α | α ∈ κ + , cf(α) = κ , where each C α is a club of α, there is a club C ⊆ κ + such that C α \ C is unbounded in α for every α < κ + of cofinality κ. 2 Throughout the paper we work in ZFC + GCH for the sake of simplicity, although many of these results can be proved without GCH if one is willing to collapse cardinals, as long as one assumes that κ <κ = κ where appropriate.
The structure of this paper is what we call an "onion proof". We start by sketching Neeman's proof of PFA in the present context, using a supercompact cardinal. We then prove the weak reflection lemma which allows us to "peel off" the consistency strength of the proof to a mere inaccessible cardinal, and we then show that this too can be reduced to nothing more than ZFC.
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Preliminaries
We say that ≺ is a weak total order on X if the transitive closure of ≺ is a total order on X. We say that a set M is κ-closed if for every α < κ, every function f : α → M is already in M . In the case of a forcing, P is κ-closed if whenever there is a decreasing sequence of length α < κ, the sequence has a lower bound, and P is κ-directed closed if every directed set of size <κ has a lower bound. We will say that a forcing is κ-lattice if every set of size <κ of pairwise compatible conditions has a greatest lower bound. 3 2 When κ = ω, the consistency of the above club-guessing failure was of course well-known.
For κ > ω, the consistency of the corresponding club-guessing failure is due to Shelah (s. e.g. [5]). 3 It would perhaps be more appropriate to call such a forcing notion a κ-lower semi-lattice, but we will not use this terminology.
Strong properness.
Definition 2.1. Let M be a set and P a forcing in M . We say that a condition
Definition 2.2. Let Q be a forcing notion and let K be a class of models. We say that Q is strongly proper for K if for every cardinal χ and every M ∈ K such that M ≺ H(χ) and Q ∈ M , every p ∈ Q ∩ M can be extended to a strongly M -generic condition.
When K is the class of all κ-closed models M of size κ, we simply say that Q is κ-strongly proper.
The following is a generalization of an observation of Mitchell in [2] . Proposition 2.3. Suppose that κ <κ = κ, and P is a κ-lattice and κ-strongly proper forcing notion. If P adds a new κ-sequence f of ordinals, then f is in a κ-Cohen generic extension.
Proof. Letḟ be a P-name and p ∈ P such that p ḟ is aκ-sequence of ordinals. Let M be a κ-closed elementary submodel of H(χ), for some large enough χ, such that P,ḟ , p ∈ M . We let Q = P ∩ M . By elementarity of M and its κ-closure we have that Q is a κ-lattice forcing of size κ, and therefore by a back-and-forth argument, using κ <κ = κ, we have that Q is isomorphic to κ <κ .
Let p * ≤ p be a strongly M -generic condition. Let G be a V -generic filter with p * ∈ G, then G ∩ Q is V -generic for Q, and this is forced by p * : given any q 0 ≤ p * and any dense subset D ⊆ Q, we may extend the projection of q 0 into M , π M (q 0 ), to a condition q ∈ D, and since Q ⊆ M , q ∈ M and therefore compatible with q 0 in P. Also, for every α < κ the set D α of P-conditions decidingḟ (α) is in M , and by elementarity of M , D α ∩ M is a dense subset of Q. This means thatġ defined
The following is clear.
Axiom (κ-Strongly Proper Forcing Axiom). If P is a κ-lattice and κ-strongly proper forcing, then for every family D = {D α | α < κ + } of dense open sets there is a D-generic filter.
We note that unlike the case with MA, where we allow D to have any size <2 ℵ0 , here we regard our forcing axiom as an analogue of PFA and therefore consider only families D of size at most κ + . We prove this theorem by almost entirely repeating the proof of PFA by finite conditions given by Itay Neeman in [3] , to the point that the authors cannot take credit for this theorem. We will omit most of the proofs of the subclaims, as they are essentially the same as those of Neeman; instead we will indicate, at the appropriate places, what the relevant claims from [3] are. The rest of this section is devoted to the proof of this theorem.
The basic ingredients: supercompact cardinals
Let F : θ → V θ be a Laver function for θ and let E denote the set
Finally, let S be the set of all {M ≺ H(θ) | M is κ-closed and |M | = κ} and let T denote the set {H(α) | α ∈ E}. We define for each α ∈ E ∪ {θ} a forcing P α such that P α is a complete subforcing of P β for all α ≤ β ≤ θ. Our forcing P will be P θ . We define P β as the collection of all the pairs p, s such that:
(1) s ∈ [S ∪ T ] <κ and ∈ is a weak total order on s.
To simplify the notation, if α ∈ E and p, s ∈ P β for some β > α, we will write p, s ↾ α to denote p ↾ α, s ∩ H(α) .
Given β ∈ E ∪ {θ}, we denote by P ↾ β the partial order { p, s ∈ P | dom p ⊆ β}. Note that there is no restriction on s. 
Sketch of Proof of Claim. We build a decreasing sequence, q i for i * < j < µ, of conditions which extend q and such that q j ∈ M j is a strongly M j -generic for all j > i * . At limit steps we use the assumption that Q is κ-lattice and take q j to be the greatest lower bound of q i | i < j . At successor steps we simply use the fact that there is an extension of q j to a strongly M j -generic condition q j+1 , which by extending q j is also strongly M j -generic. We apply elementarity to find q j+1 in M j+1 . Finally, by taking i * = 0, the last part of the claim follows immediately. 4 It is not really necessary to require conditions in the forcing named by F (α) to be ordinals, but it simplifies things to do so. Claim 3.6 (Claim 6.9). Let p, s ∈ P, such that for some α, H(α) ∈ s but α / ∈ dom p. Moreover, let M ∈ s ∩ S and q, t ∈ P ∩ M be such that α ∈ dom q and p, s ≤ (q ↾ θ \ {α}, t). If (s ∩ M ) \ H(α) ⊆ t, then there is a function p ′ which extends p, with dom p ′ = dom p ∪ {α}, and such that p ′ , s ∈ P and p ′ , s ≤ q, t . Claim 3.7 (Claim 6.10). Let p, s and q, t be conditions in P. Let M ∈ s ∩ S such that q, t ∈ M . Suppose there is some δ < θ such that:
(1) p, s ≤ q ↾ δ, t and dom p ∩ dom q \ δ = ∅, and
Then there is a function p ′ extending p such that dom p ′ = dom p ∪ (dom q \ δ) and such that p ′ , s ∈ P extends q, t . Claim 3.8 (Corollary 6.11). Let M ∈ S and let p, s ∈ P ∩ M . Then there is condition q, t ∈ P that extends p, s and such that M ∈ t.
Let p be the function with domain i<µ dom p i such that for each i < µ and α ∈ dom(p i ), p(α) is a canonical P α -name for a condition forced to be the greatest lower bound of {p j (α) | i ≤ j < µ} provided {p j (α) | i ≤ j < µ} is a directed set of conditions in F (α). Let also s be the closure of i<µ s i under intersections. It is then immediate to verify that p, s is a lower bound, and it is indeed the greatest lower bound by construction. Proof. The case where κ = ω, i.e. when we deal with the usual notion of a strongly proper forcing, was proved by Neeman in [3] . We therefore assume κ > ω. We prove the claim by induction on β. Let p,s ∈ M be a condition such that p ′ , s ′ ≤ p,s . Let α i | i < µ , for some µ < κ, be the strictly increasing enumeration of dom p ′ ∩ M . Without loss of generality we may assume µ > 0, as otherwise the conclusion is immediate.
Using the previous claim that P is κ-lattice and suitable bookkeeping, we may build a ≤-decreasing sequence in P, p i , s i | i ≤ µ · ω , where p 0 , s 0 = p ′ , s ′ and for every i < µ · ω and α ∈ dom p i ∩ M there is some j > i such that p j , s j ↾ α ∈ P α decides, for some nameξ α j ∈ M for an ordinal, thatξ α j is a condition in F (α) such that every F (α)-condition in M ∩F (α) extendingξ α j is F (α)-compatible with p j (α). By suitable applications of the induction hypothesis we can make sure that for every α and every increasing sequence of indices j η | η < ν such thatξ α jη is defined, ξα jη | η < ν is forced to be a decreasing sequence of conditions in F (α). Given any α < θ, if a limit stage i of the construction is such that we have dealt with α (i.e.,ξ α j has been defined) cofinally often below i, then we letξ α i be a P α -name for the greatest lower bound of {ξ α j | j ∈ I} in F (α)-where J is the cofinal subset of j ∈ i for whichξ α j is defined. Sinceξ α i is forced to be the greatest lower bound of {ξ α j | j ∈ I}, rather than an arbitrary lower bound of this set, the greatest lower bound of {p j (α) | j ∈ I} is forced to be compatible withξ α i , and so the construction can keep going. This is the only place where we use the fact that the forcings F (α) are forced to be κ-lattice, rather than just κ-closed or even κ-directed closed.
Let p * , s * = p µ·ω , s µ·ω . We may-and we do-set up our bookkeeping in such a way that p * , s * ∩ M ∈ M is a condition in P extending p,s . p * , s * ∩ M will be our π M (p ′ , s ′ ).
Suppose now that q, t ∈ M is a condition in P extending p * , s * ∩ M . It is enough to prove that q, t is compatible with p * , s * . For this, we let α i | i < µ * , for some µ * < κ, be the strictly increasing enumeration of dom p * ∪ dom q. We may assume for simplicity that µ * is a limit ordinal. We build a decreasing sequence q i , t i | i ≤ µ * of P-conditions such that each q i+1 , t i+1 is a condition in P ↾ α i extending p * ↾ α i , s * and q ↾ α i , t , taking greatest lower bound at limit stages. The desired common extension of q, t and p * , s * will be q µ * , t µ * . At successor stages i + 1 for which α i ∈ dom q ∩ dom p * we apply the fact that F (α i ) is forced to be <κ-directed closed to find p i (α i ) which is forced to extend q(i) and p * (α i ) in F (α i ), noting that p * (α i ) is, by construction, a name forced to be the greatest lower bound of a decreasing sequence in F (α i ) of |i|-many conditions compatible with q(α i ). This completes the proof.
To complete the proof of Theorem 3.1 we have the following are corollaries from the above (analogous corollaries appear in [3] ). Finally, by standard reflection arguments using the Laver function and the fact that unboundedly often we can choose Col(κ + , α) and Add(κ, 1) as F (α), we get the following corollary. Proof. The fact that P * is κ-lattice follows immediately from the closure of M and elementarity. We now prove that P * is κ-strongly proper. Let λ ∈ H(θ) be a large enough regular cardinal, which may exist if we choose θ to be sufficiently large, 5 and let N ≺ H(λ) be κ-closed, of cardinality κ, and such that P ∈ N .
By κ + -closure of M , we get that N ∩ M ∈ M , and of course |N ∩ M | = κ and N ∩M is κ-closed. Also, H(λ) ∈ M and therefore N ∩M is an elementary submodel of H(λ). Since λ was large enough, by elementarity of M it follows that whenever p ∈ P ∩ N ∩ M , there is an extension of p to a strongly N ∩ M -generic condition, q. By elementarity, we can find such a q in M . But this implies in particular that q is also strongly N ∩ M -generic for P * (as witnessed by the restriction of the projection function π N to P * ↾q), which of course means that q is strongly N -generic for P * .
It is now trivial to see that there is a D * -generic filter for P * if and only if there is a D-generic filter for P. 5 By which we mean θ > 2 2 κ , and of course we may assume to have chosen θ this way.
The above lemma should be compared with the well-known fact that if P is a c.c.c. partial order, κ ≤ |P|, and {D α | α < κ} is a collection of dense subsets of P, then there is a c.c.c. suborder Q of P such that |Q| = κ and such that D α ∩ Q is a dense subset of Q for every α < κ. This reflection property for c.c.c. forcings is of course what enables one to force MA κ , for a given infinite cardinal κ, without any large cardinals. As we will soon see, the present weak reflection lemma is one of the two main ingredients that will allow us to force the κ-Strongly Proper Forcing Axiom without any use of large cardinals.
Peeling off supercompactness to inaccessibility
Theorem 5.1. Assume GCH holds in V . Suppose that κ is a regular cardinal and θ > κ is an inaccessible cardinal such that ♦(S θ >κ ) holds. Then there is a κlattice and κ-strongly proper forcing P which forces that θ = κ ++ = 2 κ and that the κ-Strongly Proper Forcing Axiom holds.
Proof. We repeat the same argument as in the proof of Theorem 3.1 with P = P θ as described in that proof. The main difference is that here we use the diamond sequence to guess the names for our partial orders. To be more precise, we fix a bijection ϕ : θ → V θ and a diamond sequence A α | α ∈ θ, cf(α) > κ on S θ >κ , and let F : S θ >κ → V θ be the function defined by F (α) = ϕ"A α ⊆ V θ for each α. We then proceed as before with this function F in place of the Laver function.
Suppose now that Q is a κ-lattice and κ-strongly proper forcing in V [G], and D is a sequence of length κ + of dense open sets. By the weak reflection lemma we can reduce Q to Q * of size κ ++ = θ = 2 κ . LetQ * andḊ * be P-names for Q * . Since P has the θ-chain condition, we may assume that bothQ * andḊ * are included in V θ . By the choice of F , there is some large enough α such that F (α) =Q * ∩ V α , and for a large enough χ we can fix R ≺ H(χ) which is κ + -closed, R ∩ V θ = V α , and R contains all of the relevant objects. The rest of Neeman's argument will be as before, and hence the proof will be complete, provided we can show that P α forces F (α) to be κ-lattice and κ-strongly proper.
The fact that α F (α) isκ-lattice is straightforward, using that R is κ + -closed: Given µ < κ and a sequence σ = ṙ α | α < µ of P-names forQ * -conditions in R, σ is in R, and therefore, by elementarity of R and the fact thatQ * is forced to be κ-lattice, we may fix a P-name in R for a condition which is forced to be the greatest lower bound of {ṙ α | α < µ} provided this set is directed inQ * .
It remains to prove that F (α) is also forced to be κ-strongly proper. For this, letṄ be a P α -name for a κ-closed elementary submodel of some large enough H(λ) such that α F (α) ∈Ṅ and such that |Ṅ | =κ. We may assume for simplicity that λ ∈ R. LetṄ ′ be a P α -name forṄ ∩ R[Ġ α ], and letṙ be a P α -name for a condition in F (α) ∩Ṅ ′ . It suffices to show that there is a nameṙ * , of an extension ofṙ in F (α), forced to be a stronglyṄ ′ -generic condition for F (α).
The crucial point is thatṄ ′ may be identified with a P α -nameṄ † for a κsequence of ordinals, 6 and since P α is κ-lattice (by Claim 3.9 and the fact cf(α) > κ) and κ-strongly proper (by Corollary 3.11), this means thatṄ † may be taken as a name in a subforcing of P α isomorphic to κ <κ . But by κ + -closure of R, this means thatṄ † ∈ R and therefore alsoṄ ′ ∈ R, and since R ∩ V θ = V α , R thinks thaṫ N ′ is a P-name for a relevant model. SinceQ * is a P-name of a κ-strongly proper forcing, the same holds in R, and thereforeṙ can be extended to a conditionṙ * as wanted.
Reducing the consistency strength to ZFC
The next step is to remove the inaccessible cardinal from the requirements as well, thereby arriving at our main result. Theorem 6.1. Assume GCH, and let κ < κ + < θ be regular cardinals. Then there is a κ-lattice and κ-strongly proper forcing P which forces 2 κ = κ ++ = θ together with the κ-Strongly Proper Forcing Axiom.
Since we can start by forcing with Col(κ + , < θ), we may as well assume that θ = κ ++ , and that no cardinals are collapsed. More importantly, after this preliminary forcing we have that ♦(S θ >κ ) holds. The proof of the theorem is the same as in the inaccessible case, but we need to find a substitute for the models V α from the filtration V α | α < θ, V α ≺ V θ used in the side conditions. For this we simply take a filtration M α | α < θ of H(θ) into transitive models, which we can do thanks to 2 <θ = θ.
