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Abstract In this paper we investigate the virtual string links via a probabilistic interpretation. This representation
can be used to distinguish some virtual string links from classical string links. In order to study the algebraic
structure behind this probabilistic interpretation we introduce the notion of virtual flat biquandle. The cocycle
invariants associated with virtual flat biquandle is discussed.
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1 Introduction
In his seminal paper [10], Jones mentioned a probabilistic interpretation of the unreduced Burau rep-
resentation of positive braids. This interpretation was generalized by Xiaosong Lin, Feng Tian and
Zhenghan Wang [12] to a representation of the monoid of string links. More precisely they assigned
each string link a Burau matrix. As an application, in [13] Xiaosong Lin and Zhenghan Wang used this
model of random walks on knot diagrams to give an alternative proof of the Melvin-Morton conjecture,
which was first settled by D. Bar-Natan and S. Garoufalidis in [1] via finite type invariants. Later this
Burau matrix was generalized to a 2-variable Burau matrix by Daniel S. Silver and Susan G. Williams
in [20]. Recently by considering the case of several bowling balls on a knot diagram simultaneously [2],
Stephen Bigelow obtained a cabled version of the Temperley-Lieb representation.
In this paper, we study the virtual string links by bowling a ball along the tangled lanes. We consider
all the possibilities when the ball meets a (real or virtual) crossing point, then we discuss the constrains
deduced from the generalized Reidemeister moves. We remark that in general this is not a realistic
probability model except some very special cases. Similar to the Burau matrix introduced in [12], in
Section 2 each virtual string link is associated with an n× n matrix and each entry of it takes the value
in Z[s]/(s2), here n denotes the number of strands of the link. Next we study the general algebraic
structure of this probabilistic interpretation and introduce the notion of virtual flat biquandle, which
is closely related to the flat biquandle studied in [9] and [17]. Finally an enhancement of the counting
invariant associated with virtual flat biquandle is discussed in Section 5.
2 Bowling ball representation of virtual string links
By a virtual n-string link diagram, we mean a collection of n immersed strings in the strip R × [0, 1]
such that the i-th string gives an oriented path from (i, 1) to (pi(i), 0), here pi denotes a permutation of
{1, · · · , n}. Each crossing of this diagram is either real or virtual. A virtual n-string link is an equivalence
class of virtual n-string link diagrams under generalized Reidemeister moves, see Figure 1. Similar to
the virtual knots which is an extension of classical knots [15], virtual string links can be regarded as
the virtual version of the classical string links [12]. Obviously the set of all virtual n-string links has a
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monoid structure. In particular, if each strand meets R× t (0 < t < 1) transversely at one point then we
obtain the virtual braid VBn [15, 14].
Ω1
Ω′1
Ω2
Ω′2
Ω3
Ω′3
Ωs3
Figure 1
We give an example of virtual 2-string link in Figure 2.
Figure 2
Now we state the bowling ball representation of virtual string links. As we mentioned before, al-
though for most cases the model we describe below is not a realistic probability model, we will still use
the word “probability”(or weight) for convenience. With a fixed virtual n-string link diagram L, we can
imagine it as a bowling alley with n lanes. If we put a bowling ball at (i, 1) (i ∈ {1, · · · , n}), then this
ball will travel along the lane according to the orientation and behave according to the following rules:
1. If we come to a negative crossing on the upper lane, the ball jumps down with probability 1− t
and keeps walking with probability t.
2. If we come to a negative crossing on the lower lane, the ball jumps up with probability 1− u and
keeps walking with probability u.
3. If we come to a positive crossing on the lower lane, the ball jumps up with probability 1− w and
keeps walking with probability w.
4. If we come to a positive crossing on the upper lane, the ball jumps down with probability 1− v
and keeps walking with probability v.
5. If we come to a virtual crossing from the left side, the ball jumps to the other lane with probability
s and keeps walking with probability 1− s
6. If we come to a virtual crossing from the right side, the ball jumps to the other lanewith probability
r and keeps walking with probability 1− r
We illustrate all these possibilities in Figure 3.
2
1− t t
1− u
u
1− w
w v
1− v
1− s
s
1 − r
r
Figure 3
Now for a fixed virtual n-string link diagram L, we can associate a matrix M(L) with L by defining
the (i, j)-th entry to be the probability that a ball begins in the i-th lane and ends up in the j-th lane.
In order to make M(L) does not depend on the choice of the diagram, we need to study the constrains
deduced from the generalized Reidemeister moves.
Ω2 :
1
1
1
1− t t
(1-t)(1-w)+tv (1-t)w+t(1-v)
Figure 4
From Figure 4 we conclude that {
(1− t)(1−w) + tv = 1
(1− t)w+ t(1− v) = 0,
which follows by
(w+ v− 1)t = w. (1)
Similarly if we put the ball on the lower lane of Figure 4, we will obtain that
(w+ v− 1)u = v. (2)
Ω3 :
1
1− t
t
t(1− t)
t2
(1− t)2 + tu(1− t) (1− t)t + t(1− t)(1− u)
1
1− t
t
t(1− t)
t2
Figure 5
From Figure 5 we conclude that{
(1− t)2 + tu(1− t) = 1− t
(1− t)t+ t(1− t)(1− u) = t(1− t),
which follows that
t(1− t)(1− u) = 0. (3)
Note that if we reverse the orientation of the horizontal string and switch the two crossings of it, then
the new diagram will give us
u(1− t)(1− u) = 0. (4)
Ω′2 :
3
11
1
s 1− s
s2 + (1− s)(1− r) (1− s)s + (1− s)r
Figure 6
From Figure 6 we conclude that {
s2 + (1− s)(1− r) = 1
(1− s)s+ (1− s)r = 0,
hence we have
(s− 1)(s+ r) = 0. (5)
If we put the ball on the other lane of Figure 6, we will obtain that
(r− 1)(s+ r) = 0. (6)
From (3) and (4) we have t = 1 or u = 1 or t = u = 0, on the other hand (5)(6) tell us s = r = 1 or
s = −r. We continue our discussion according to the following six cases:
1. t = 1 and s = r = 1. Together (1) with t = 1, we conclude that v = 1. Now let us consider the
generalized Reidemeister move Ωs3 described below.
1
1− uu
1
1
Figure 7
It can be read from Figure 7 that u has to be 0. Similarly, by switching the real crossing in Figure 7
we have w = 0. According to the analysis above now we find that u = w = 0 and v = 1, however
this contradicts with (2).
2. u = 1 and s = r = 1. Since (w+ v− 1)u = v and u = 1, it follows that w = 1. Now Figure 8 tells
us that t = 0, as before if we switch the real crossing in Figure 8 we obtain that v = 0. Now the
equality (1) does not hold anymore.
1
1
1
1− t t
Figure 8
3. t = u = 0 and s = r = 1. In this case we have w = v = 0, because of equalities (1) and (2). Let us
consider another Ω3 move, which is a bit different from that in Figure 5. See the figure below.
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1 1
1
1
Figure 9
Here the ball is placed on the top left lane at first, but its direction is not preserved under Ω3.
4. t = 1 and s = −r. This case is essentially equivalent to the fifth case (after switching real crossings),
hence we omit it here.
5. u = 1 and s = −r. Analogous to the second case, the equalities (1)(2) and u = 1 implies that
w = 1 and vt = 1. Now let us go back to Figure 8 and put a ball in the middle lane, the outcome is
illustrated in Figure 10.
1 1
1 + s
−s
s2t+ st
st − s
1− s2t −st
1− s
s
s 1− s2 s2 − s
Figure 10
It can be read directly from Figure 10 that
s(st+ t− 1) = 0
s2(t− 1) = 0
s(s+ t− 1) = 0
(7)
We will come back to (7) after finishing the last case.
6. t = u = 0 and s = −r. Due to the same reason of the third case, there is nothing interesting in this
case.
According to the discussion above the only interesting case is the fifth one, note that the fourth case
is essentially equivalent to this one. Now we have u = w = 1, vt = 1, s = −r and the equalities (7).
Under these assumptions we turn to the generalized Reidemeister move Ω′3, see the figure below.
1 1
−s
1 + s
−s2
s− s3
s3 − s2 + 1
s2 − s
s
1− s
−s2
s2 + s
−s3 − s2 + 1
s3 − s
Figure 11
From Figure 11 we conclude that
5

s− s3 = s2 + s
s3 − s2 + 1 = −s3 − s2 + 1
s2 − s = s3 − s,
which implies that s2 = 0. Now equalities (7) turn out to be s(t− 1) = 0. Finally we have two choices of
the bowling ball models:
1. u = w = 1, s = r = 0 and v = t−1,
2. u = w = t = v = 1, r = −s and s2 = 0.
The reader who is familiar with the Burau representation must have found that the first case is noth-
ing but the Burau representation discussed in [12]. In particular when the virtual string link diagram
is a classical braid then this is exactly the classical Burau representation. When the virtual string link
diagram contains no virtual crossings, it was proved that each entry of M(L) converges to a rational
function of t and the matrix M(L) is invariant under Reidemeister moves [12]. If the diagram contains
some virtual crossings, since s = r = 0, when we come to a virtual crossing the ball will keep walking.
It is not difficult to prove that in this case M(L) is also well-defined and preserved under generalized
Reidemeister moves. We remark that the generalization of this representation introduced in [20] is also
valid for virtual string links.
In the remainder of this paper we will focus on the second case, i.e. u = w = t = v = 1, r = −s and
s2 = 0. Therefore each entry of M(L) takes the value in Z[s]/(s2). Now we have the following theorem.
Theorem 2.1. Let L be a virtual n-string link diagram, then we can assign an n× n matrix M(L) to L such that
1. Each entry of M(L) has the form as+ b, here a ∈ Z and b ∈ {0, 1};
2. M(L) is invariant under generalized Reidemeister moves. Moreover M(L) determines a representation of
the monoid of virtual n-string links.
Proof. Before proving the theorem, we recall some terminology in [12]. Assume a ball begins at (i, 1) and
ends up at (j, 0), we call the way of walking a path. A loop is a part of a path that begins and ends at the
same crossing. If a path (loop) contains no loops (except itself) then we say it is simple. The multiplicity
of a path is the number of simple loops that it contains. Obviously for a given path its multiplicity is
finite.
1. Let us consider the (i, j)-th entry of M(L), the key point is that there are only finite paths connect-
ing (i, 1) and (j, 0). We remark that in the first case, i.e. u = w = 1, s = r = 0 and v = t−1, maybe
there are countably many paths walking from (i, 1) to (j, 0). Starting at the point (i, 1), the follow-
ing figure indicates all the possibilities when we meet a virtual crossing point, note that nothing
happens when we cross a real crossing.
1
s 1− s
1
1 + s −s
±s
±s ±s
±s 1 + ks 1 + ks
s −s1 + (k − 1)s1 + (k + 1)s
Figure 12
Choose a simple loop l, we claim that for any path p, the multiplicity of l in p is at most two. First
we notice that when we meet a virtual crossing for the first time, the ball will split into two balls
with weights 1± s and ∓s respectively. From Figure 12 we observe that any ball with weight ±s
will walk straight until it arrives (j, 0).
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For the ball with weight 1± s, when it meets the next virtual crossing, it will continue splitting
into two balls, one with weight∓s, the other with weight (1± s)± s. As we have discussed above,
the ball with weight ∓s will go to (j, 0) straightly, hence we do not need to consider it.
Let us consider a ball B with weight 1+ ks, and we denote the virtual crossing in front of B by c.
Without loss of generality we assume that B locates on the left top corner of c. When we meet c,
the ball B will split into two balls B1 and B2, with weights s and 1+ (k− 1)s respectively. Since B1
will walk to (j, 0) directly, it suffices to consider the other ball, B2. When B2 meets the next virtual
crossing it splits into two balls, with weights ±s and 1+ (k− 1)s∓ s respectively. The ball with
weight ±s may come back to c again, but as we have discussed before it will never jump to other
lanes. For this reason it is sufficient to consider the case that B2 comes back to c from the right
top corner. Since it may have met some virtual crossings during the loop l, the weight of it may
have been changed, say 1+ k′s. But we still use B2 to denote it. This time B2 will split into two
balls, say B21 and B22 . Here B21 has weight 1+ (k
′+ 1)s and B22 has weight−s. Obviously B22 will
continue its journey along l and come back to c again. After that it walks to (j, 0) straightly. As a
consequence, the claim above is proved. The first part of the theorem follows accordingly.
B
B1 B2
B2
B21 B22
c cl l
Figure 13
2. It suffices to check those moves which contain virtual crossings. Some of them have been checked
in Figure 6, Figure 10 and Figure 11. We illustrate the invariance under Ω′1 and another Ω
′
2 in
Figure 14. The other cases of Ω′3 and Ω
s
3 can be verified by an analogous argument.
1
s + 1 + (−s) = 1
1
−s + 1 + s = 1
1
1 + s
1
−s + s = 0 1
1− s
1
s+ (−s) = 0
Figure 14
Remark According to the proof of Theorem 2.1, it turns out that for any 1 ≤ i ≤ n the entries of
M(L) = (mij)n×n have the form {
mij = aijs+ 1, if j = ϕ(i);
mij = aijs, otherwise,
here ϕ : {1, · · · , n} → {1, · · · , n} denotes the permutation induced from the virtual string link. In
particular, if L contains no virtual crossings, then aij = 0 (1 ≤ i, j ≤ n). On the other hand, for any
1 ≤ i ≤ n we always have
n
∑
j=1
mij = 1,
7
which implies that M(L) always has 1 as an eigenvalue with an eigenvector
1...
1
 .
3 Some examples
In this section we give some examples of virtual string link and calculate the associated matrix invari-
ants. Note that if L is the trivial n-string link, i.e. there exists no crossing points, then M(L) = In. On the
other hand if some entry mij = aijs+ bij of M(L) has nonzero aij then it follows that L is nonclassical.
First let us consider the virtual string link L illustrated in Figure 2. Direct calculation shows that
M(L) =
(
1+ s −s
s 1− s
)
,
hence this virtual string link is nonclassical and hence nontrivial.
Next let us consider the following virtual 2-string links:
L1 L2 L3 L4
Figure 15
Routine calculation shows that
M(L1) =
(
0 1
1 0
)
,M(L2) =
(
s 1− s
1+ s −s
)
,M(L3) =
(
2s 1− 2s
1+ 2s −2s
)
,M(L4) =
(
−s 1+ s
1− s s
)
,
which implies that they are mutually different.
Suppose L = K1 ∪ K2 is a virtual 2-string link, here K1 and K2 denote the two strings. We use
RCK1∩K2 and VCK1∩K2 to refer to the set of real crossings and the set of virtual crossings between K1 and
K2 respectively. One can easily check that
lk(L) = ∑
c∈RCK1∩K2
w(c) and lkv(L) = ∑
c∈VCK1∩K2
1 (mod 2)
are both invariant under generalized Reidemeister moves. Here w(c) refers to the writhe of the real
crossing c. For example, one can use lk(L) and lkv(L) to show that L1, L2(L4), L3 in Figure 15 are mutu-
ally different. However for L2 and L4, we have lk(L2) = lk(L4) and lkv(L2) = lkv(L4). Hence L2 and
L4 can not be distinguished by these two invariants, but according to the calculation above they can be
distinguished by the matrix invariant.
Before ending this section we give a simple application of the matrix invariant. For virtual 2-string
link L we have defined an invariant lkv(L) ∈ Z2. In general for a virtual n-string link L = K1 ∪ · · · ∪ Kn
we can also consider the the number of virtual crossings between Ki and other strings. However it is
evident that this is not an invariant. Instead, we can consider theminimal number of this for all diagrams
that represent L. We use lkv(L;Ki) to denote it. From some point lkv(L;Ki)measures the “virtual linking
complexity” between Ki and other strings. Assume the assigned matrix M(L) = (mij)n×n = (aijs +
bij)n×n, we define ai(L) =max|aij| for all 1 ≤ j ≤ n.
Proposition 3.1. lkv(L;Ki) ≥ ai(L).
Proof. The result mainly follows from Figure 12. Notice that the contribution of a virtual self-crossing to
ai(L) cancels out, and a virtual non-self-crossing has contribution ±1 to ai(L).
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4 Virtual flat biquandle
In section 2we give a bowling ball representation of virtual n-string link. In particular this interpretation
also offers a representation of the virtual braid group VBn. Recall that VBn, the group of virtual braids
on n strings is generated by σ1, · · · , σn−1 and τ1, · · · , τn−1. Here σi and τi correspond to the positive
crossing and virtual crossing between the i-th string and (i+ 1)-th string respectively. The relations are
listed below:
1. σiσj = σjσi, if |i− j| > 1;
2. σiσi+1σi = σi+1σiσi+1;
3. τ2i = 1;
4. τiτj = τjτi, if |i− j| > 1;
5. τiτi+1τi = τi+1τiτi+1;
6. σiτj = τjσi, if |i− j| > 1;
7. σiτi+1τi = τi+1τiσi+1.
Define a homomorphism ρ : VBn → GLn(Z[s]/(s2)) as follows:
σi → Ii−1⊕
(
0 1
1 0
)
⊕ In−i−1 and τi → Ii−1⊕
(
s 1+ s
1− s −s
)
⊕ In−i−1.
We remark that ρ is evidently not faithful, for example ρ(σ21 ) =
(
1 0
0 1
)
.
Theorem 4.1. If β ∈ VBn, then M(β)T = ρ(β).
Proof. Notice that if β is a virtual braid, then each path contains no loops. The result follows directly
from the action of real crossing and virtual crossing, see the figure below.
a
b
b
a
a
b
b
a
a b
sa+ (1 + s)b (1− s)a− sb
σi σ
−1
i
τi
Figure 16
Motivated by Figure 16, in this section we want to discuss the root structure of the representation
ρ. Recall that a quandle (Q, ∗), is a set Q with a binary operation (a, b) → a ∗ b satisfying the following
axioms:
1. ∀a ∈ Q, a ∗ a = a.
2. ∀b, c ∈ Q, ∃!a ∈ Q (there exists an unique a ∈ Q) such that a ∗ b = c.
3. ∀a, b, c ∈ Q, (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c).
9
The notion of quandle was first introduced by Joyce [11] and Matveev[18] independently. For each
classical knot there is an associated knot quandle, which is known to be a powerful invariant. With a
fixed finite quandle Q, one can count the number of homomorphisms from the knot quandle to Q, which
is known as the quandle counting invariant. From the viewpoint of knot diagram, this is equivalent to
count the colorings which assign an element of Q to each arc of the diagram, such that some condition
(see Figure 17) is satisfied at each crossing point. Here the term arc means a part of the diagram from
an undercrossing to the next undercrossing. Instead of coloring arcs, one also can color the semiarcs
of a knot diagram, here a semiarc denotes a part of the diagram from a crossing to the next crossing.
For this purpose, the notion of biquandle was proposed in [8]. Later, for virtual knots L. Kauffman and
V. O. Manturov [16] introduced the notion of virtual biquandle, which assigns some relations on virtual
crossing points (see Figure 17). We refer the readers to the references mentioned above for a detailed
definition of these quandle structures.
a b
a ∗ b
a b
b ◦ a a ∗ b
a b
f(b) f−1(a)
quandle biquandle virtual biquandle
Figure 17
Before introducing the flat biquandle [17] (which was named as semiquandle in [9]) we need to
take a brief review of flat virtual knot theory. A flat virtual knot diagram is obtained from a virtual
knot diagram by replacing all real crossings by flat crossings. Similarly replacing all the real crossings
in generalized Reidemeister moves with flat crossings one obtains the flat Reidemeister moves. Then
a flat virtual knot is an equivalence class of flat virtual knot diagrams under flat Reidemeister moves.
In other words, flat virtual knots can be described as the equivalence classes of virtual knots without
under/overcrossing information. Given a flat virtual knot diagram K, if K has k flat crossings, then
by replacing each flat crossing with an undercrossing or an overcrossing one obtains 2k virtual knot
diagrams. According to [9] we say K is the shadow of these virtual knot diagrams and each one of
these virtual knot diagrams is a lift of K. By definition, it is not difficult to find that if K represents a
nonclassical flat virtual knot then each lift of it represents a nonclassical virtual knot. Therefore it is
significant to detect whether a flat virtual knot is classical or not. The flat biquandle structure plays
an important role in flat virtual knot theory. By a flat biquandle, we mean a set FB with two binary
operations denote a ∗ b and a ◦ b satisfying the following axioms, which are derived from variations on
Reidemeister moves:
1. ∀a ∈ FB, ∃!x, y ∈ FB such that a ◦ x = x, x ∗ a = a, y ◦ a = a, a ∗ y = y;
2. ∀a, b ∈ FB, ∃!x, y ∈ FB such that x = b ◦ y, y = a ◦ x, b = x ∗ a, a = y ∗ b, and (a ◦ b) ∗ (b ∗ a) =
a, (b ∗ a) ◦ (a ◦ b) = b;
3. ∀a, b, c ∈ FB, we have (a ◦ b) ◦ c = (a ◦ (c ∗ b)) ◦ (b ◦ c), (c ∗ b) ∗ a = (c ∗ (a ◦ b)) ∗ (b ∗ a), (b ◦ c) ∗
(a ◦ (c ∗ b)) = (b ∗ a) ◦ (c ∗ (a ◦ b)).
Similar to the biquandle coloring described in Figure 17, with a flat biquandle FB one can use it to color
a flat virtual knot diagram. Moreover one can also add an operation at virtual crossings like virtual
biquandle (see Figure 17), then one need to add a unary operation to flat biquandle to define the virtual
semiquandle, see [9] for more details.
Similar to the flat virtual knots, one can define the flat virtual string links and flat virtual braids.
According to our definition of the matrix invariant, it is obvious that the matrix invariant is a flat virtual
string link invariant, and the representation ρ can be regarded as a representation of flat virtual braids
FVBn. Notice that FVB2 = {σ1, τ1|σ
2
1 = τ
2
1 = 1} = Z2 ∗Z2. Since
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ρ((σ1τ1)
m) =
(
1−ms −ms
ms 1+ms
)
and ρ((τ1σ1)
m) =
(
1+ms ms
−ms 1−ms
)
,
it follows that ρ is faithful for FVB2. We remark that this is not true for FVBn when n ≥ 3. For example,
ρ(σ2τ1σ1τ2σ2σ1τ1σ2τ2σ2) =
1 0 00 1 0
0 0 1
,
however σ2τ1σ1τ2σ2σ1τ1σ2τ2σ2 is nontrivial. In order to see this, consider the permutation representation
r : FVB3 → S3 defined by
r(σ1) = r(σ2) = (1, 2, 3), r(τ1) = (2, 1, 3) and r(τ2) = (1, 3, 2).
Then r(σ2τ1σ1τ2σ2σ1τ1σ2τ2σ2) = (3, 1, 2) 6= (1, 2, 3).
The main idea of virtual flat biquandle is derived from Figure 16. Unlike the biquandle which adds
two binary operations at flat crossings but no operation at virtual crossings, we would like to add
two binary operations at virtual crossings but no operation at flat crossings. The difference between
our construction and virtual biquandle (or virtual semiquandle) is that virtual biquandle (or virtual
semiquandle) adds one unary operation at virtual crossings, but we add two binary operations.
Definition 4.2. A virtual flat biquandle is a set VFB with two binary operations denoted by a ∗ b and a ◦ b. If we
denote a ∗ b and a ◦ b by Sb(a) and Tb(a) respectively, then Sa, Ta : VFB → VFB satisfy the following axioms:
1. SaSb = SbSa, TaTb = TbTa, SaTb = TbSa;
2. Sa = STb(a) = SSb(a), Ta = TSb(a) = TTb(a);
3. TaSa = SaTa = id.
For example, let S be a set, if for any x ∈ S we have x ∗ y = x ◦ y = x for all y ∈ S, then we call S is a
trivial virtual flat biquandle. Moreover, for any bijection ψ : S → S we can define a constant-action virtual
flat biquandle structure on S by setting x ∗ y = ψ(x) and x ◦ y = ψ−1(x). The name “constant-action” is
borrowed from [9].
As another example, let us consider the virtual flat biquandle generated by one element, i.e. < a >.
According to the virtual flat biquandle axioms it is not difficult to observe that the element of < a > has
the form < a >= {a, Sna (a), T
n
a (a)} (n ∈ Z
+).
Let L be a flat virtual link diagram, the fundamental virtual flat biquandle VFB(L) is generated by
the v-arcs (here the term v-arc means a part of the diagram from a virtual crossing to the next virtual
crossing) of the diagram under the equivalence relation generated by the virtual flat biquandle axioms
and the relations at virtual crossings, see Figure 18.
a b
b ◦ a a ∗ b
Figure 18
Theorem 4.3. Let L and L′ be a pair of flat virtual link diagrams. If L can be transformed into L′ by one flat
Reidemeister move, then there exists a virtual flat biquandle isomorphism between VFB(L) and VFB(L′).
Proof. First we show that the operations of a virtual flat biquandle VFB satisfy all the axioms of flat
biquandle. This implies the invariance of VFB(L) under flat Ω′1,Ω
′
2,Ω
′
3 [9].
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1. ∀a ∈ VFB, if x ∗ a = a, then
x
SaTa=id====== (x ∗ a) ◦ a = a ◦ a.
On the other hand,
a ◦ (a ◦ a)
Ta=TTb(a)======= a ◦ a
implies a ◦ x = x. For the same reason one can prove that y = a ∗ a.
2. ∀a, b ∈ VFB,
x
SaTa=id====== (x ∗ a) ◦ a = b ◦ a,
y
SaTa=id====== (y ∗ b) ◦ b = a ◦ b.
In this case, it is easy to check that all other axioms are also satisfied.
3. ∀a, b, c ∈ VFB,
(a ◦ b) ◦ c
TaTb=TbTa======= (a ◦ c) ◦ b
Ta=TSb(a)
=TTb(a)=========== (a ◦ (c ∗ b)) ◦ (b ◦ c).
The other two axioms can be verified in the same way.
Now it is sufficient for us to check the flat version of Ωs3.
a
c
b
c ◦ b
b ∗ c
(c ◦ b) ∗ a
a ◦ (c ◦ b)
a
c
b
c ∗ a
b ∗ (c ∗ a)
(c ∗ a) ◦ b
a ◦ c
Figure 19
Comparing the two figures in Figure 19, we have
a ◦ (c ◦ b)
Ta=TTb(a)======= a ◦ c, (c ◦ b) ∗ a
SaTb=TbSa======= (c ∗ a) ◦ b and b ∗ c
Sa=SSb(a)======= b ∗ (c ∗ a).
Other cases of flat Ωs3 can be checked in the same manner. The proof is finished.
Corollary 4.4. Let L be a flat virtual link and S a finite virtual flat biquandle. Then the cardinality of the set of
virtual flat biquandle homomorphisms from VFB(L) to S, denoted by vc(L, S), is an invariant of L.
Similar to the quandle coloring invariant, the counting invariant described above also can be pic-
tured as a coloring of L. Recall that a v-arc is a part of the diagram from a virtual crossing to the next
virtual crossing. Then the counting invariant mentioned in Corollary 4.4 is equivalent to the number of
assignments of an element of S to each v-arc of L, such that at each virtual crossing the relation in Figure
18 is satisfied.
Here we give a simple example of the fundamental virtual flat biquandle and the counting invariant.
Figure 20
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Consider the flat virtual Hopf link H in Figure 20. According to the definition of the fundamental virtual
flat biquandle, we have
VFB(H) =< x, y|x ∗ y = x, y ◦ x = y >.
On the other hand, it is obvious that VFB(T) =< x, y >, here T denotes the trivial 2-component link.
We claim that these two virtual flat biquandle are different. In order to see this, let us consider a set
S = {x, y} with a bijection ψ(x) = y and ψ(y) = x, then S is a constant-action virtual flat biquandle.
Direct calculation shows that vc(H, S) = 0 but vc(T, S) = 4.
It is easy to show that a Z[s]/(s2)-module S with two binary operations Sa(b) = −sa + (1− s)b
and Ta(b) = sa+ (1+ s)b is a virtual flat biquandle. This is exactly the algebraic structure we used at
the beginning of this section, see Figure 16. In particular if L is a (flat) virtual n-braid, by assigning
x1, · · · , xn to the beginning of each strand one will obtain n elements of the virtual flat biquandle that
generated by {x1, · · · , xn} at the ends of these strands. This generalizes the matrix invariant discussed
in Section 2. We remark that if we replaceZ[s]/(s2) with a commutative ring Rwithout zero divisors, it
was proved in [17] that the general affine linear flat biquandle (recall that a virtual flat biquandle is also
a flat biquandle)with coefficients in R has the form Sa(b) = αb+ k and Ta(b) = α−1b− α−1k, here α is an
invertible element of R and k is an element of S. According to our discussion in Section 2, if we add two
affine binary operations at each real crossing and another two affine binary operations at each virtual
crossing of a virtual string link simultaneously, and assume we are working with a commutative ring R
without zero divisors, then it seems that the Burau representation is the unique meaningful solution.
5 Cocycle invariants
The cohomology theory of a rack was introduced by Fenn, Rourke and Sanderson in [6, 7]. Later the
cohomology theory of a quandle was proposed by Carter, Jelsovsky, Kamada, Langford and Saito in [3].
With a fixed quandle and a 2-cocycle one can construct a state-sum invariant for knots. For biquandle,
the cocycle invariants were defined using the Yang-Baxter cohomology theory [4]. In 2009 Ceniceros and
Nelson introduced the virtual Yang-Baxter cocycle invariants for virtual biquandle [5]. In this section
we want to discuss the enhancement techniques for the counting invariant introduced in Section 4.
Given a virtual flat biquandle S, let Cn(S) denote the free abelian group generated by n-tuples
(a1, · · · , an) . If n = 0 we set C0(S) = 0. Consider the boundary map ∂n : Cn(S)→ Cn−1(S) defined by
∂n(a1, · · · , an) =
n
∑
i=1
(−1)i((a1 ∗ ai, · · · , ai−1 ∗ ai, ai+1, · · · , an)− (a1, · · · , ai−1, ai+1 ◦ ai, · · · , an ◦ ai))
for n ≥ 2 and ∂n = 0 for n ≤ 1. We remark that the boundary map used by Ceniceros and Nelson in [5]
to define the S-homology is a special case of ∂n. In fact when S is a constant-action virtual flat biquandle
the the boundary map defined above is exactly the one used in [5]. On the other hand, assume S is a
virtual flat biquandle, it is an interesting exercise to check that the boundary map used in the homology
theory of the set-theoretic Yang-Baxter equation [4] coincides with the boundary map (−1)n+1∂n. Note
that Lemma 5.1 below is an evident corollary of this fact, but we still give a direct proof here.
Lemma 5.1. ∂2 = 0.
Proof.
∂n−1(∂n(a1, · · · , an))
=∂n−1(
n
∑
i=1
(−1)i((a1 ∗ ai, · · · , ai−1 ∗ ai, ai+1, · · · , an)− (a1, · · · , ai−1, ai+1 ◦ ai, · · · , an ◦ ai)))
=∑
j<i
(−1)i+j((a1 ∗ ai) ∗ aj, · · · , (aj−1 ∗ ai) ∗ aj, aj+1 ∗ ai, · · · , ai−1 ∗ ai, ai+1, · · · , an)
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−∑
j<i
(−1)i+j(a1 ∗ ai, · · · , aj−1 ∗ ai, (aj+1 ∗ ai) ◦ aj, · · · , (ai−1 ∗ ai) ◦ aj, ai+1 ◦ aj, · · · , an ◦ aj)
+ ∑
j>i
(−1)i+j+1((a1 ∗ ai) ∗ aj, · · · , (ai−1 ∗ ai) ∗ aj, ai+1 ∗ aj, · · · , aj−1 ∗ aj, aj+1, · · · , an)
−∑
j>i
(−1)i+j+1(a1 ∗ ai, · · · , ai−1 ∗ ai, ai+1, · · · , aj−1, aj+1 ◦ aj, · · · , an ◦ aj)
−∑
j<i
(−1)i+j(a1 ∗ aj, · · · , aj−1 ∗ aj, aj+1, · · · , ai−1, ai+1 ◦ ai, · · · , an ◦ ai)
+ ∑
j<i
(−1)i+j(a1, · · · , aj−1, aj+1 ◦ aj, · · · , ai−1 ◦ aj, (ai+1 ◦ ai) ◦ aj, · · · , (an ◦ ai) ◦ aj)
−∑
j>i
(−1)i+j+1(a1 ∗ aj, · · · , ai−1 ∗ aj, (ai+1 ◦ ai) ∗ aj, · · · , (aj−1 ◦ ai) ∗ aj, aj+1 ◦ ai, · · · , an ◦ ai)
+ ∑
j>i
(−1)i+j+1(a1, · · · , ai−1, ai+1 ◦ ai, · · · , aj−1 ◦ ai, (aj+1 ◦ ai) ◦ aj, · · · , (an ◦ ai) ◦ aj)
=0
Therefore C∗(S) = {Cn(S), ∂n} is a chain complex. Let C′n(S) be a subset of Cn(S) generated by
(a1, · · · , ai, ai+1, · · · , an) + (a1, · · · , ai+1 ◦ ai, ai ∗ ai+1, · · · , an) for n ≥ 2, and C
′
n(S) = 0 for n ≤ 1.
Note that if S is a trivial virtual flat biquandle, then (a1, · · · , ai, ai+1, · · · , an) + (a1, · · · , ai+1 ◦ ai, ai ∗
ai+1, · · · , an) reduces to the “transposition symmetrizers” [19]
(a1, · · · , ai, ai+1, · · · , an) + (a1, · · · , ai+1, ai, · · · , an).
Lemma 5.2. C′∗(S) = {C
′
n(S), ∂n} is a sub-complex of C∗(S).
Proof. It suffices to show that ∂n(C′n(S)) ⊂ C
′
n−1(S). One computes
∂n((a1, · · · , ai, ai+1, · · · , an) + (a1, · · · , ai+1 ◦ ai, ai ∗ ai+1, · · · , an))
=
i−1
∑
k=1
(−1)k(a1 ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , an)−
i−1
∑
k=1
(−1)k(a1, · · · , ak−1, ak+1 ◦ ak, · · · , an ◦ ak)
+ (−1)i(a1 ∗ ai, · · · , ai−1 ∗ ai, ai+1, · · · , an)− (−1)
i(a1, · · · , ai−1, ai+1 ◦ ai, · · · , an ◦ ai)
+ (−1)i+1(a1 ∗ ai+1, · · · , ai ∗ ai+1, ai+2, · · · , an)− (−1)
i+1(a1, · · · , ai, ai+2 ◦ ai+1, · · · , an ◦ ai+1)
+
n
∑
k=i+2
(−1)k(a1 ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , an)−
n
∑
k=i+2
(−1)k(a1, · · · , ak−1, ak+1 ◦ ak, · · · , an ◦ ak)
+
i−1
∑
k=1
(−1)k(a1 ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , ai+1 ◦ ai, ai ∗ ai+1, · · · , an)
−
i−1
∑
k=1
(−1)k(a1, · · · , ak−1, ak+1 ◦ ak, · · · , (ai+1 ◦ ai) ◦ ak, (ai ∗ ai+1) ◦ ak, · · · , an ◦ ak)
+ (−1)i(a1 ∗ ai+1, · · · , ai−1 ∗ ai+1, ai ∗ ai+1, · · · , an)− (−1)
i(a1, · · · , ai, ai+2 ◦ ai+1, · · · , an ◦ ai+1)
+ (−1)i+1(a1 ∗ ai, · · · , ai−1 ∗ ai, ai+1, · · · , an)− (−1)
i+1(a1, · · · , ai−1, ai+1 ◦ ai, · · · , an ◦ ai)
+
n
∑
k=i+2
(−1)k(a1 ∗ ak, · · · , (ai+1 ◦ ai) ∗ ak, (ai ∗ ai+1) ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , an)
−
n
∑
k=i+2
(−1)k(a1, · · · , ai+1 ◦ ai, ai ∗ ai+1, · · · , ak−1, ak+1 ◦ ak, · · · , an ◦ ak)
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=
i−1
∑
k=1
(−1)k((a1 ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , ai, ai+1, · · · , an)
+ (a1 ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , ai+1 ◦ ai, ai ∗ ai+1, · · · , an))
−
i−1
∑
k=1
(−1)k((a1, · · · , ak−1, ak+1 ◦ ak, · · · , ai ◦ ak, ai+1 ◦ ak, · · · , an ◦ ak)
+ (a1, · · · , ak−1, ak+1 ◦ ak, · · · , (ai+1 ◦ ai) ◦ ak, (ai ∗ ai+1) ◦ ak, · · · , an ◦ ak))
+
n
∑
k=i+2
(−1)k((a1 ∗ ak, · · · , ai ∗ ak, ai+1 ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , an)
+ (a1 ∗ ak, · · · , (ai+1 ◦ ai) ∗ ak, (ai ∗ ai+1) ∗ ak, · · · , ak−1 ∗ ak, ak+1, · · · , an))
−
n
∑
k=i+2
(−1)k((a1, · · · , ai, ai+1, · · · , ak−1, ak+1 ◦ ak, · · · , an ◦ ak)
+ (a1, · · · , ai+1 ◦ ai, ai ∗ ai+1, · · · , ak−1, ak+1 ◦ ak, · · · , an ◦ ak))
∈C′n−1(S)
Let CVF∗ (S) be the quotient complex C∗(S)/C
′
∗(S) and A an abelian group without 2-torsion, then
we consider the homology and cohomology groups
HVFn (S; A) = Hn(C
VF
∗ (S)⊗ A) and H
n
VF(S; A) = H
n(Hom(CVF∗ (S), A)).
Before defining the cocycle invariants associated to virtual flat biquandle coloring, we need to introduce
another boundary map of C∗(S). As usual the notation âi denotes the removal of ai. We define another
boundary map dn : Cn(S) → Cn−1(S) as below
dn(a1, · · · , an) =
n−1
∑
i=1
(−1)i((a1, · · · , âi, · · · , an)− (a1, · · · , âi, · · · , an−1, an ◦ ai)).
Lemma 5.3. d2 = 0.
Proof.
dn−1(dn(a1, · · · , an))
=dn−1(
n
∑
i=1
(−1)i((a1, · · · , âi, · · · , an)− (a1, · · · , âi, · · · , an−1, an ◦ ai)))
=∑
j<i
(−1)i+j(a1, · · · , âj, · · · , âi, · · · , an)−∑
j<i
(−1)i+j(a1, · · · , âj, · · · , âi, · · · , an−1, an ◦ aj)
+ ∑
j>i
(−1)i+j+1(a1, · · · , âi, · · · , âj, · · · , an)−∑
j>i
(−1)i+j+1(a1, · · · , âi, · · · , âj, · · · , an−1, an ◦ aj)
−∑
j<i
(−1)i+j(a1, · · · , âj, · · · , âi, · · · , an−1, an ◦ ai)
+ ∑
j<i
(−1)i+j(a1, · · · , âj, · · · , âi, · · · , an−1, (an ◦ ai) ◦ aj)
−∑
j>i
(−1)i+j+1(a1, · · · , âi, · · · , âj, · · · , an−1, an ◦ ai)
+ ∑
j>i
(−1)i+j+1(a1, · · · , âi, · · · , âj, · · · , an−1, (an ◦ ai) ◦ aj)
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=0
It follows that CSF∗ (S) = {Cn(S), dn} is a chain complex and we can define the the homology and
cohomology groups
HSFn (S; A) = Hn(C
SF
∗ (S)⊗ A) and H
n
SF(S; A) = H
n(Hom(CSF∗ (S), A)).
Let L be a flat virtual link, and S a finite virtual flat biquandle. Assumewe have amap φ : S×S → A,
then for a fixed coloring θ : VFB(L) → S we can assign a (Boltzmann) weight to each virtual crossing
of L. For example for the virtual crossing τ given in Figure 18 the associated weight B(τ, θ) = φ(a, b).
Then the state-sum Φφ(L), which takes value in the group ring Z[A], has the following expression
Φφ(L) = ∑
θ
∏
τ
B(τ, θ),
here the product is taken over all virtual crossings and the sum is taken over all colorings. Note that
the map φ : S× S → A can be naturally regarded as an element of C2VF(S; A) or C
2
SF(S; A) by linear
extensions. For simplicity we will still use φ to denote it.
Theorem 5.4. Assume the map φ : S× S → A represents a 2-cocycle in both C2VF(S; A) and C
2
SF(S; A), then
the state-sum Φφ(L) is an invariant of L.
Proof. According to the assumption, the map φ : S× S → A satisfies the 2-cocycle conditions of C∗VF(S)
and C∗SF(S) simultaneously. In other words, for any a, b, c ∈ S, φ should satisfy the following three
conditions:
1. φ(a, b) + φ(b ◦ a, a ∗ b) = 0,
2. −φ(b, c) + φ(b ◦ a, c ◦ a) + φ(a ∗ b, c)− φ(a, c ◦ b)− φ(a ∗ c, b ∗ c) + φ(a, b) = 0,
3. −φ(b, c) + φ(b, c ◦ a) + φ(a, c)− φ(a, c ◦ b) = 0.
From the first condition we conclude that (recall that A has no 2-torsion)
φ(a, a ∗ a) + φ((a ∗ a) ◦ a, a ∗ (a ∗ a)) = 0⇒ φ(a, a ∗ a) + φ(a, a ∗ a) = 0⇒ φ(a, a ∗ a) = 0,
φ(a ◦ a, a) + φ(a ◦ (a ◦ a), (a ◦ a) ∗ a) = 0⇒ φ((a ◦ a, a) + φ((a ◦ a, a) = 0⇒ φ((a ◦ a, a) = 0,
and
φ(b, a ∗ b) + φ((a ∗ b) ◦ b, b ∗ (a ∗ b)) = 0⇒ φ(b, a ∗ b) + φ(a, b ∗ a) = 0,
φ(b ◦ a, a) + φ(a ◦ (b ◦ a), (b ◦ a) ∗ a) = 0⇒ φ(b ◦ a, a) + φ(a ◦ b, b) = 0.
The rest is a routine verification of the invariance of Φφ(L) under flat Reidemeister moves. We only
mention that the first condition and its ramifications guarantee the invariance of Φφ(L) under the flat
Ω′1 and Ω
′
2. On the other hand, the second and the third condition make Φφ(L) invariant under one case
of flat Ω′3 and Ω
s
3 respectively. Other cases of flat Ω
′
3 and Ω
s
3 can be realized by these two cases together
with some flat Ω′1 and Ω
′
2. We leave the details to the reader.
We give a simple example to show that sometimes the cocycle invariant is stronger than the counting
invariant. Consider the flat virtual link H in Figure 20. Let S be the trivial virtual flat biquandle with
two elements, i.e.
S = {x, y|x ∗ x = x ◦ x = x ∗ y = x ◦ y = x, y ∗ x = y ◦ x = y ∗ y = y ◦ y = y}.
As before we use T to denote the trivial 2-component link, then we have vc(H, S) = vc(T, S) = 4. Hence
the counting invariant associated with S can not distinguish H from T. However the cocycle invariant
associated with S can tell the differences between H and T. In order to see this, let us consider the map
φ : S× S → Z defined by
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φ(x, y) = −φ(y, x) = 1 and φ(x, x) = φ(y, y) = 0.
It satisfies the conditions in Theorem 5.4. Direct calculation shows that Φφ(H) = 1+ (−1) + 0+ 0 but
Φφ(T) = 0+ 0+ 0+ 0.
In the classical case [3], the quandle cocycle invariants are actually cohomology invariants, i.e. coho-
mologous cocycles define the same invariant. However this is not the case for the virtual Yang-Baxter
2-cocycle invariant defined in [5]. In fact, coboundaries can contribute nontrivially to the cocycle invari-
ant in [5]. For virtual flat biquandle we have the following result.
Proposition 5.5. Let φ be a 2-cocycle of C2VF(S; A) and C
2
SF(S; A), and φ
′ a 2-coboundary of C2VF(S; A). Then
φ + φ′ represents a 2-cocycle of C2SF(S; A) and Φφ(L) = Φφ+φ′(L) for any flat virtual link L.
Proof. First we show that φ+ φ′ represents a 2-cocycle of C2SF(S; A), it suffices to prove that φ
′ represents
a 2-cocycle of C2SF(S; A). For this purpose it is sufficient to check that ∂2d3 = 0. In fact
∂2d3(a, b, c)
=∂2(−(b, c) + (b, c ◦ a) + (a, c)− (a, c ◦ b))
=(c)− (c ◦ b)− (b ∗ c) + (b)− (c ◦ a) + ((c ◦ a) ◦ b) + (b ∗ c)− (b)
− (c) + (c ◦ a) + (a ∗ c)− (a) + (c ◦ b)− ((c ◦ b) ◦ a)− (a ∗ c) + (a)
=0
Next we show that Φφ(L) = Φφ+φ′(L). According to the definition it suffices to show that Φφ′(L) =
∑
θ
0. For a fixed coloring θ, assuming the 2-coboundary φ′ = δη, where δ denotes the coboundary map
and η ∈ C1VF(S; A). Let us consider the virtual crossing in Figure 18, the contribution of this virtual
crossing is
φ(a, b) = δη(a, b) = η(∂2(a, b)) = −η(b) + η(b ◦ a) + η(a ∗ b)− η(a).
It is easy to observe that the contributions of all virtual crossings will cancel out. The proof is finished.
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