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ABSTRACT
We perform a Bayesian grid-based analysis of the solar l=0,1,2 and 3 p modes ob-
tained via BiSON in order to deliver the first Bayesian asteroseismic analysis of the
solar composition problem. We do not find decisive evidence to prefer either of the
contending chemical compositions, although the revised solar abundances (AGSS09)
are more probable in general. We do find indications for systematic problems in stan-
dard stellar evolution models, unrelated to the consequences of inadequate modelling
of the outer layers on the higher-order modes. The seismic observables are best fit by
solar models that are several hundred million years older than the meteoritic age of
the Sun. Similarly, meteoritic age calibrated models do not adequately reproduce the
observed seismic observables. Our results suggest that these problems will affect any
asteroseismic inference that relies on a calibration to the Sun.
Key words: Sun:oscillations – Sun:abundances – Sun:fundamental parameters
1 INTRODUCTION
The study of solar-type pulsation with its reliance on scaling
relations (e.g., Huber et al. 2011) and calibrations of funda-
mental free parameters in stellar models (i.e., mixing length
parameter and helium abundance) is ultimately anchored
by what we know about the Sun and by how well seismol-
ogy performs at identifying the Sun’s key properties. Re-
cent asteroseismic investigations of sun-like pulsators (e.g.,
Metcalfe et al. 2010; Mathur et al. 2012) are able to give
precise model-dependent constraints but it is difficult to as-
sess their accuracy. Inferences from certain asteroseismic ob-
servables are not necessarily model dependent as can be ver-
ified using spectroscopy or interferometry (e.g., Huber et al.
2012). However, full asteroseismic analyses that determine
stellar ages and compositions, or decide among different im-
plementations of how to model important physical processes
(e.g., different approaches to convection) rely on a thorough
calibration of the properties and parameters of the model.
Several incompatibilities remain between solar mod-
elling and the results inferred from helioseismology that can
potentially affect our calibrations (for a recent comprehen-
sive review see Christensen-Dalsgaard 2009). For example,
many investigators find that models that use the previous
generation (Grevesse & Sauval 1998) abundances fit helio-
seismic observables better than the current revised solar
abundances (Asplund et al. 2005, 2009). Consequently, the
helium abundance and the resulting value for the ratio of the
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metal mass fraction to hydrogen mass fraction at the sur-
face, (Zs/Xs)⊙, is uncertain. We do know that inadequate
modelling of the outer layers leads to the so-called “surface
effects” (see, e.g., Kjeldsen et al. 2008; Gruberbauer et al.
2012) that worsens the model fit to higher order frequen-
cies. Uncertainties in opacities, equations of state, nuclear
reaction rates, and other global parameters also influence
the properties of the solar model and, as a consequence, its
seismic calibration. Recently, for instance, an increase in the
opacities (Serenelli et al. 2009) and different accretion sce-
narios (Serenelli et al. 2011) have been identified as possible
remedies for the disagreement between the results of he-
lioseismic inversion and models based on the previous and
current generation of chemical compositions.
Previous studies testing different model configurations,
for example, different chemical mixtures, have often relied
on the direct comparison of non-seismic observables and gen-
eral properties inferred from helioseismology to stellar mod-
els calibrated to the non-seismic observables: age, radius,
mass, luminosity, and in some cases also surface abundances.
More recent approaches (Basu et al. 2007; Chaplin et al.
2007; Serenelli et al. 2009) compared low-degree p modes,
or rather various spacings derived from them, to models
with solar characteristics. The result again suggests that
they cannot be reconciled with the revised solar abundances.
Houdek & Gough (2011) also developed an approach that
uses quantities derived from the observed modes to infer
solar model properties via iterative calibration procedures.
What is missing, though, is a test of the solar model
with a tool that takes into account all the information
given by the low-degree solar p modes and other con-
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straints and which then results in a quantitative compar-
ison of how much certain model properties are actually pre-
ferred on a global, probabilistic level. In our previous pa-
per (Gruberbauer et al. 2012, hereafter Paper I) we intro-
duced a new Bayesian method that uses prior information
and properly treats known systematic effects (i.e., “surface
effects”). We performed a state-of-the-art, albeit, abbrevi-
ated grid-based asteroseismic analysis of the solar model. In
this paper we build on and extend our solar modelling by
testing various chemical compositions and nuclear reaction
rates. Our goal is to answer the following questions:
(i) Which models fit the solar modes and other observ-
ables the best?
(ii) Is there a clear preference for any of the chemical
compositions and reaction rates?
(iii) How do the surface effects affect the fit?
(iv) How do our results affect the calibrations for astero-
seismology?
We approach our analysis, leaning more toward utilising
the techniques applicable to asteroseismology than helioseis-
mology. Specifically we will only utilise the lower l-valued p
modes and we will allow all parameters except for the mass
to remain unconstrained. We are, therefore, setting out to
model the global properties of the Sun as a star, hence, to
perform asteroseismology of the Sun.
2 GRID-BASED FITTING APPROACH
2.1 Observations
As in Paper I, we fit our models to the activity-corrected so-
lar l = 0, 1, 2, and 3 p modes obtained by using BiSON data
(Broomhall et al. 2009). For our prior probabilities on other
solar observables, we take an investigative approach by using
both broad and narrow priors for the most important solar
quantities: Teff , L, and age. This will help us to study the
systematic dependencies of our results on the imposed con-
straints. For the general properties of the Sun, we use both a
broad prior with log Teff = 3.7617± 0.01, and log (L/L⊙) =
0.00± 0.01, or alternatively a more realistic but still conser-
vative prior with log Teff = 3.7617±0.002, and log (L/L⊙) =
0.00±0.002. Here L⊙ = 3.8515±0.009·10
33 erg s−1 (the aver-
age of the ERB-Nimbus and SMM/ARCRIMmeasurements;
Hickey & Alton (1983)). For the solar mass, we use M⊙ =
1.9891±0.0004·1033g (Cohen & Taylor 1986). As a reference
for the solar age we take the result from Bouvier & Wadhwa
(2010) who determined a meteoritic age of the solar system
of τ ≈ 4.5682Gyrs. As will be discussed in Section 3.3, we
construct various uniform priors to allow a range of ages cen-
tred on this value. Finally, we also use the helioseismically in-
ferred value of the radius of the base of the convection zone,
RBCZ = 0.713 ± 0.001R⊙ (Christensen-Dalsgaard et al.
1991; Basu & Antia 1997). All priors are assumed to be nor-
mal distributions.
2.2 Model physics
Just as in Paper I, our aim was to employ YREC
(Demarque et al. 2008) and produce a set of dense grids cov-
ering a wide range in initial hydrogen mass fractions X0, ini-
tial metal mass fractions Z0, and mixing length parameters
αml. For this study we kept all model masses constrained to
1M⊙, but we additionally varied the chemical composition
and the nuclear reaction rates.
Our model tracks begin as completely convective Lane-
Emden spheres (Lane 1869; Chandrasekhar 1957) and are
evolved from the Hayashi track (Hayashi 1961) through the
zero-age-main-sequence (ZAMS) to 6 Gyrs with each track
consisting of approximately 2500 models. Only models be-
tween 4.0 and 6.0 Gyrs are included in the model grid.
Constitutive physics include the OPAL98 (Iglesias & Rogers
1996) and Alexander & Ferguson (1994) opacity tables,
as well as the Lawrence Livermore 2005 equation of
state tables (Rogers 1986; Rogers et al. 1996). Convective
energy transport was modelled using the Bo¨hm-Vitense
mixing-length theory (Bo¨hm-Vitense 1958). The atmosphere
model follows the (T -τ ) relation by Krishna Swamy (1966).
For each grid, we varied the chemical composition and
tested two different nuclear reaction rates. We considered
the GS98 mixture (Grevesse & Sauval 1998), the AGS05
mixture (Asplund et al. 2005), and the AGSS09 mixture
(Asplund et al. 2009). Nuclear reaction cross-sections were
taken from Bahcall et al. (2001) and the nuclear reaction
rates from Table 21 in Bahcall & Ulrich (1988). In ad-
dition, we also calculated grids using the NACRE rates
(Angulo et al. 1999). The effects of helium and heavy el-
ement diffusion (Bahcall et al. 1995) were included. Note
that our atmosphere models and diffusion effects have been
shown to require a larger value of mixing length parame-
ter (αml ≈ 2.0− 2.2) than standard Eddington atmospheres
(αml ≈ 1.7 − 1.8) (Guenther et al. 1993). The model grid
spans: X0 from 0.68 to 0.74 in steps of 0.01, Z0 from 0.014
to 0.026 in steps of 0.001, and αml from 1.3 to 2.5 in steps
of 0.1.
The pulsation spectra were computed using the stel-
lar pulsation code of Guenther (1994), which solves the lin-
earized, non-radial, non-adiabatic pulsation equations using
the Henyey relaxation method. The non-adiabatic solutions
include radiative energy gains and losses but do not include
the effects of convection. We estimate the random 1σ un-
certainties of our model frequencies to be of the order of
0.1µHz. These uncertainties are properly propagated into
all further calculations.
2.3 Fitting method
Our Bayesian fitting method is explained in detail in Paper I.
To briefly summarize, we compare theoretical and observed
frequencies by calculating the likelihood that the two values
agree were it not for the presence of random and systematic
errors. These likelihoods are then combined using the sum
rule and product rules of probability theory, and weighted
by priors to arrive at correctly normalised probabilities. The
random errors are assumed to be independent and Gaussian.
Although frequency uncertainties are likely to be somewhat
correlated depending on the data set quality and extraction
technique, independence is a fundamental necessity to allow
the independent treatment of surface effects. In the solar
case the observational uncertainties are rather small, and so
random errors in the model frequencies due to the model
shell resolution (∼ 0.1µHz), the influence of priors, and the
surface effect treatment will outweigh the influence of corre-
c© 2013 RAS, MNRAS 000, 1–??
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lations1. The systematic errors in the case of solar-like stars
are assumed to be similar to “surface effects”. At higher
orders, observed frequencies are systematically lower than
model frequencies, and the absolute frequency differences
increase with frequency. This is modelled by introducing a
systematic difference parameter, ∆, between observed and
calculated frequency so that
fobs,i = fcalc,i + γ∆i. (1)
In the case of surface effects, γ = −1. These ∆i are then
allowed to become larger at higher frequencies. The upper
limit at each frequency is determined by the large frequency
separation and a power law similar to the standard correc-
tion introduced by Kjeldsen et al. (2008). The ∆ parameter
is incorporated in a completely Bayesian fashion, using a β
prior to prefer smaller values over larger ones (see Paper I
for more details). In addition, we always allow for the pos-
sibility that a mode is not significantly affected by any kind
of systematic error. Altogether, this allows us to fully prop-
agate uncertainties originating from the surface effects into
all our results, and at the same time gives us more flexibility
than the standard surface-effect correction.
We obtain probabilities for every evolutionary track in
our grids, and within the tracks also for every model. We also
obtain the correctly propagated distributions for systematic
errors so that the model-dependent surface effect can be
measured. In order to fully resolve the changes in stellar
parameters and details in the stellar-model mode spectra,
we oversample the evolutionary tracks via linear interpola-
tion until the (normalised) probabilities no longer change
significantly. Eventually, we obtain so-called evidence val-
ues, equivalent to the prior-weighted average likelihood, for
every grid as a whole. These evidence values are also iden-
tical to the likelihood of the data (i.e., the solar frequency
values) given the particular grids as conditional hypotheses.
Just as the likelihoods for individual stellar models or, one
step further, for evolutionary tracks can be used to compare
their probabilities and evaluate the stellar parameters, the
evidence values as likelihoods for whole grids can therefore
be employed to perform a quantitative comparison between
different input physics used in the grids2. This exemplifies
the hierarchical structure of Bayesian analysis, which is dis-
cussed in more detail in Paper I and also in the more general
literature (e.g., Gregory 2005).
2.4 Analysis procedure
The advantage of the Bayesian analysis method from Paper
I is that many different approaches to fitting the same data
set can be compared using the evidence values. Our goal is
to see if there is a strong preference for either the GS98,
AGS05, or AGSS09 mixture. We also want to test whether
1 Moreover, if frequency errors are derived from their marginal
distribution as in Bayesian peak-bagging (e.g., Gruberbauer et al.
2009; Handberg & Campante 2011), they can be treated as inde-
pendent.
2 Other hypothesis modifications (e.g, different shapes of system-
atic errors) can in principle also be compared.
or not the NACRE nuclear reaction rates are an improve-
ment. The corresponding grids will be designated as GS98N,
AGS05N, and AGSS09N3. We use priors for the HRD po-
sition and age, as well as RBCZ, to see which of these grids
are more consistent with well-known solar properties other
than the frequencies. Also, by turning off the priors we can
tell which solar-mass models best reproduce the frequencies
irrespective of their fundamental parameters.
We will start our analysis without any priors and suc-
cessively increase the prior information we use, to answer
the questions outlined in Section 1. For example, if we were
to find that the best solar models are much too old and lumi-
nous, or if the evidence values decrease when the priors are
turned on, we will then have evidence that the model physics
cannot reproduce an accurately calibrated solar model.
It should be noted that all results presented in the fol-
lowing sections are highly dependent on the models used
(i.e., what was described in Section 2.2). We therefore cannot
claim that our results represent the real Sun, as indeed we
perform our analysis to investigate the similarities and sys-
tematic differences between models and observations. How-
ever, as explained in Paper I, our approach is capable to
compare different grids produced from different codes and
thus draw probabilistic inferences about systematic differ-
ences between these codes as well.
3 RESULTS
3.1 No priors
For the first test we did not use any of the luminosity, tem-
perature, age, or RBCZ constraints as formal priors. In this
case the only effective prior is provided by the selection of
the model grid parameters and the restriction to solar-mass
models, hence, every model in the grids was given equal prior
weight.
Fig. 1 compares the grids in terms of the logarithm of
the evidence. Note that differences between these values are
equivalent to the logarithm of the posterior probability ra-
tios for the grids as a whole under the condition that they
have equal prior probabilities.
Following the guidelines provided by Jeffreys (1961),
differences of up to 0.5 (or likelihood ratios up to 3) are
considered “barely worth mentioning”. Differences between
0.5 and 1.0 indicate “substantial” strength of evidence. Only
when the differences rise above 1.0 (i.e., likelihood ratios
> 10) should the strength of evidence be considered strong.
Accordingly, the GS98-mixture models are not significantly
better than AGSS09-mixture models. However, there is sub-
stantial evidence that the AGS05, AGS05N, and AGSS09N
models do not reproduce the solar frequencies adequately,
i.e., the GS98, GS98N, and AGSS09 are significantly better
than the AGS05, AGS05N, and AGSS09N models. This in-
dicates that there are problems with the AGS05 mixture and
it also suggests that the NACRE rates have a detrimental
effect on the model frequencies. Inspection of the frequencies
for AGSS09N and AGSS05N reveals that, compared to the
3 Statements that are valid for both reaction rates will refer to
both grids at once using the notation GS98(N), AGS05(N), or
AGSS09(N)
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Figure 1. Model grid performance without HRD, age or RBCZ
priors. The thick double-sided and thin arrows indicate strength
of evidence that is “barely worth mentioning” and “substantial”
respectively. Differences larger than the thin arrow can be con-
sidered “strong” evidence (see text).
corresponding models in the AGSS09 and AGSS05 grids, the
lower order modes do not fit as well and the surface effect
also increases4. For instance, when just considering the best
evolutionary track for AGSS09, adopting the NACRE rates
for the same track leads to decrease in probability by a fac-
tor of ∼ 125. The NACRE models are also older by ∼ 16
Myrs and there is a significant increase in RBCZ from 0.7164
to 0.7182.
In Fig. 2 we show the mean values and uncertainties of
some model properties, corresponding to the grids in Fig. 1.
Note that these uncertainties are caused by spreading the
probabilities over a few different evolutionary tracks with
models that fit the frequencies best. If we were to restrict
the parameter space by using priors as described in the next
sections, then the probabilities will be mostly concentrated
on only one or two evolutionary tracks and, consequently,
the formal uncertainties will be reduced.
Table 1 contains more details for the most probable
model parameters of the best and second-best evolution-
ary tracks in all grids. Considering the metallicities and the
locations of the base of the convection zone, the results are
similar to the general picture that has emerged in the litera-
ture. The GS98 and GS98N models requires higher metallic-
ities and a deeper base of the convection zone. Concerning
the latter, the uncertainties are such that both AGSS09 and
GS98(N) are in general agreement with RBCZ. None the less,
the GS98(N) models fit this value a little bit better. Using
the RBCZ prior in the next sections will put a formal con-
straint on this as well.
It is disturbing, however, to see that all of the best
models greatly overestimate the age of the Sun by several
hundred million years. Furthermore, most of the models do
not match the solar Teff and luminosity very well. Therefore
our next step is to “switch on” either the broad or the more
realistic priors constraining the Sun’s position in the HR
diagram.
4 As will be shown in Section 4.3, the former is usually more
important than the latter.
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Figure 2. Grid evidence versus mean values and uncertainties of
some model properties when fitting the observed frequencies with-
out any priors. Open symbols denote the corresponding NACRE
grids.
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Figure 3. Model grid performance with the broad (top panel)
and the realistic (bottom panel) HRD prior.
3.2 Teff and L priors
As in Paper I we now use normal distributions as priors
for log Teff and log (L/L⊙) (hereafter: HRD prior). More
weight is put on models that match the solar position in the
HRD. Note that this does not mean that the best models
will match the solar values. In this paper we employ slightly
different HRD priors, using either a broad prior or a more
realistic narrow prior based on current observational uncer-
c© 2013 RAS, MNRAS 000, 1–??
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Table 1. Most probable parameters without priors. The quoted probabilities refer to the probability of the evolutionary track within
each grid. X0, Z0: initial hydrogen and metal mass fractions; Zs: metal mass fraction in the envelope; RBCZ: fractional radius of the
base of the convection zone; αml: mixing length parameter.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5718 0.958 1.0001 5.022 0.72 0.018 0.0161 0.0214 0.7116 2.1 0.89
5802 1.016 0.9998 4.656 0.71 0.018 0.0162 0.0218 0.7139 2.2 0.05
GS98N 5660 0.920 1.0000 5.046 0.72 0.019 0.0170 0.0226 0.7114 2.0 0.52
5816 1.025 0.9997 4.637 0.71 0.018 0.0161 0.0217 0.7160 2.2 0.34
AGS05 5711 0.953 0.9997 4.967 0.72 0.016 0.0143 0.0190 0.7173 2.1 0.51
5754 0.983 1.0000 4.975 0.71 0.017 0.0152 0.0204 0.7139 2.2 0.38
AGS05N 5694 0.942 1.0000 5.041 0.71 0.018 0.0161 0.0216 0.7139 2.1 0.50
5647 0.911 0.9997 5.029 0.72 0.017 0.0152 0.0202 0.7165 2.0 0.26
AGSS09 5718 0.958 0.9998 4.932 0.72 0.016 0.0143 0.0190 0.7164 2.1 0.70
5761 0.988 1.0000 4.941 0.71 0.017 0.0152 0.0205 0.7132 2.2 0.26
AGSS09N 5701 0.947 1.0001 5.006 0.71 0.018 0.0161 0.0216 0.7128 2.1 0.67
5654 0.916 0.9998 4.993 0.72 0.017 0.0152 0.0202 0.7155 2.0 0.11
tainties. As we show below, the differences between the more
realistic prior and the broad prior enable us to distinguish
the chemical compositions. The resulting grid evidences are
shown in the two panels of Fig. 3.
For the broad HRD prior, an increase in evidence for all
grids can be seen. This indicates that the models that are
somewhat consistent with the solar values do include the ma-
jority of the best fit models. Since the evidence is a weighted
average of the likelihood, however, most of the increase in
evidence is caused by putting less weight on the many mod-
els that are clearly outside the solar values and do not match
the solar frequencies at all. The relative likelihood ratios re-
main comparable to the “no prior” case, but now AGSS09
is actually slightly more probable than the GS98(N) mod-
els. As before, the evidences of the three best grids are not
different enough to clearly prefer one grid over the other.
Table 2 again gives information on the best fitting evolu-
tionary tracks within each grid for the broad HRD prior.
About half of the best or second-best models from the “no
prior” analysis remain among the most probable models but
only GS98 shows the same models and ranking as before. It
is interesting that the best-fitting model from the AGSS09
grid, which also is the overall best fit using the broad HRD
prior, now matches the observed base of the convection zone
closest from all models considered. Except for GS98N, the
NACRE grids again perform worse than their counterparts.
Note, however, that with the broad HRD prior the most
probable basic model parameters are the same whether or
not NACRE rates are used.
For the realistic HRD prior, on the other hand, the
GS98(N) grids receive an evidence penalty. Here, the pref-
erence for AGSS09(N) is more pronounced, and the previ-
ous decrease in evidence for AGSS09N is now compensated
by its much closer match to the solar HRD position. As is
shown in Table 3, the most probable models for AGS05(N)
and AGSS09(N) remain the same. However, the best AGS05
model underestimates luminosity and effective temperature
and therefore its evidence decreases compared to the broad
HRD prior.
All the conclusions drawn from the “no prior” approach
still apply, i.e., the model fits give us no clear indication for,
e.g., preferring GS98(N) over AGSS09, but they do show
significant evidence against AGS05 and for the detrimental
effect of the NACRE rates.
Lastly, we turn on the RBCZ prior in tandem with the
HRD priors, which puts stronger constraints on a proper
fit to the interior. The results are shown in Fig. 4 and the
corresponding model parameters for the realistic HRD prior
are summarized in Table 4. Interestingly, for both HRD pri-
ors, AGSS09 manages to increase the probability contrast
to the other models. The evidence rises once more, which
signifies that the models that fit the pulsation frequencies
also are among those that fit best to RBCZ. This is also
confirmed by Table 4 which shows that the most probable
models for AGSS09(N) and AGS05(N) have not changed.
For these mixtures the models that are best at reproducing
the pulsation and broad HRD constraints also fit the realistic
HRD constraints and the base of the convection zone. This is
also responsible for producing the enormous concentration
of probability on the best evolutionary tracks. The bottom
panel in Fig. 4 also indicates that, with the realistic HRD
prior and the RBCZ constraint, there is formally strong ev-
idence for the AGSS09 mixture to provide the overall most
realistic solar model.
Nonetheless, all ages are still too high compared to the
well-established meteoritic age estimate. We cannot con-
sider these models to be properly calibrated to the Sun,
even though the frequencies clearly prefer these solutions.
We therefore now turn to age priors to avoid the solutions
that are clearly too old (or too young).
3.3 HRD and age priors
In Paper I, we used a similar approach to rule out older
models and employed a Gaussian prior centred on the me-
teoritic solar age but allowed for a few tens of millions of
years of PMS evolution. In this paper, however, we chose to
take a more careful approach.
Different authors often use different definitions for the
age of their solar model (e.g., age from the birthline or age
c© 2013 RAS, MNRAS 000, 1–??
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Table 2. Same as Table 1 but with the broad HRD priors.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5718 0.958 1.0001 5.022 0.72 0.018 0.0161 0.0214 0.7116 2.1 0.77
5802 1.016 0.9998 4.656 0.71 0.018 0.0162 0.0218 0.7139 2.2 0.20
GS98N 5816 1.025 0.9997 4.637 0.71 0.018 0.0161 0.0217 0.7160 2.2 0.85
5732 0.967 1.0000 5.002 0.72 0.018 0.0161 0.0214 0.7127 2.1 0.10
AGS05 5754 0.983 1.0000 4.975 0.71 0.017 0.0152 0.0204 0.7139 2.2 0.84
5711 0.953 0.9997 4.967 0.72 0.016 0.0143 0.0190 0.7173 2.1 0.15
AGS05N 5768 0.992 0.9999 4.957 0.71 0.017 0.0152 0.0204 0.7161 2.2 0.46
5725 0.962 0.9996 4.951 0.72 0.016 0.0143 0.0189 0.7189 2.1 0.36
AGSS09 5761 0.988 1.0000 4.941 0.71 0.017 0.0152 0.0205 0.7132 2.2 0.66
5718 0.958 0.9998 4.932 0.72 0.016 0.0143 0.0190 0.7164 2.1 0.33
AGSS09N 5775 0.997 1.0000 4.923 0.71 0.017 0.0152 0.0204 0.7149 2.2 0.69
5701 0.947 1.0001 5.006 0.71 0.018 0.0161 0.0216 0.7128 2.1 0.23
Table 3. Same as Table 1 but with the realistic HRD priors.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5767 0.992 1.0002 4.980 0.71 0.019 0.0170 0.0229 0.7096 2.2 0.83
5802 1.016 0.9998 4.656 0.71 0.018 0.0162 0.0218 0.7139 2.2 0.15
GS98N 5780 1.001 1.0002 4.959 0.71 0.019 0.0170 0.0228 0.7109 2.2 0.997
5769 0.992 0.9995 4.660 0.72 0.017 0.0152 0.0203 0.7184 2.1 2.6e-3
AGS05 5754 0.983 1.0000 4.975 0.71 0.017 0.0152 0.0204 0.7139 2.2 0.90
5789 1.006 0.9995 4.848 0.72 0.015 0.0134 0.0178 0.7205 2.2 0.07
AGS05N 5768 0.992 0.9999 4.957 0.71 0.017 0.0152 0.0204 0.7161 2.2 0.99996
5779 1.000 0.9997 4.680 0.70 0.018 0.0161 0.0220 0.7177 2.2 3.7e-5
AGSS09 5761 0.988 1.0000 4.941 0.71 0.017 0.0152 0.0205 0.7132 2.2 0.9996
5796 1.011 0.9996 4.814 0.72 0.015 0.0134 0.0178 0.7191 2.2 3.0e-4
AGSS09N 5775 0.997 1.0000 4.923 0.71 0.017 0.0152 0.0204 0.7149 2.2 0.999998
5787 1.005 0.9998 4.646 0.70 0.018 0.0161 0.0220 0.7158 2.2 1.0e-6
Table 4. Same as Table 1 but with the RBCZ and realistic HRD priors.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5802 1.016 0.9998 4.656 0.71 0.018 0.0162 0.0218 0.7139 2.2 0.83
5789 1.007 1.0000 4.941 0.72 0.017 0.0152 0.0202 0.7130 2.2 0.14
GS98N 5780 1.001 1.0002 4.959 0.71 0.019 0.0170 0.0228 0.7109 2.2 0.99998
5746 0.977 0.9998 4.694 0.71 0.019 0.0171 0.0230 0.7142 2.1 6.2e-6
AGS05 5754 0.983 1.0000 4.975 0.71 0.017 0.0152 0.0204 0.7139 2.2 0.99996
5798 1.014 1.0001 4.947 0.70 0.018 0.0161 0.0219 0.7119 2.3 1.8e-5
AGS05N 5768 0.992 0.9999 4.957 0.71 0.017 0.0152 0.0204 0.7161 2.2 0.9999997
5779 1.000 0.9997 4.680 0.70 0.018 0.0161 0.0220 0.7177 2.2 1.2e-7
AGSS09 5761 0.988 1.0000 4.941 0.71 0.017 0.0152 0.0205 0.7132 2.2 0.9999997
5773 0.996 0.9998 4.664 0.70 0.018 0.0162 0.0221 0.7139 2.2 2.6e-7
AGSS09N 5775 0.997 1.0000 4.923 0.71 0.017 0.0152 0.0204 0.7149 2.2 0.9999998
5787 1.005 0.9998 4.646 0.70 0.018 0.0161 0.0220 0.7158 2.2 1.6e-7
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Figure 4. Model grid performance with the RBCZ prior, as well
as the the broad (top panel) and the realistic (bottom panel)
HRD prior.
from the ZAMS). Therefore, Fig. 5 presents the age-related
details in our solar model evolution. The meteoritic age
is measured from the time when the initial abundance of
the isotopes used to date the meteorites are no longer kept
in equilibrium. This probably occurs at some point on the
Hayashi track. We take the zero age of our models to coin-
cide with the birthline as defined in Palla & Stahler (1999).
This introduces an uncertainty of ∼ 7Myrs between the me-
teoritic age and the birthline age, which is still smaller than
the systematic errors in our model ages, which we estimate
are of the order of a few tens of Myrs. Note, for example,
that switching to the NACRE rates leads to a change in age
of about 20Myrs.
In order to avoid putting too much weight on slight
differences in the age, and to allow for systematic errors in
the meteoritic age determination of perhaps a few Myrs, we
will only use uniform age priors centred on the meteoritic
age. The purpose of the age prior is therefore only to provide
a cut-off for model ages above or below certain limits. We
chose two different age priors, one more restrictive than the
other, and we continue to use the HRD and RBCZ priors.
3.3.1 Broad age prior
The broad age prior is a uniform prior that rules out very
old or young models. We designed it to allow for an age
range of 4.4 – 4.7 Gyrs. This removes most of our previous
best fits, but retains the good GS98(N) models which have
≈ 4.65 Gyrs. Fig. 6 shows the results in terms of evidence.
Clearly, the AGS05 and AGSS09 mixture have suffered a se-
vere penalty for their older models are now outside the range
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Figure 5. Evolution of a one solar mass model. Evolution is
started above the birthline. The model crosses the birthline af-
ter < 0.1Myrs, at which point, the age of the model is reset to
zero. The thick grey line indicates the period in which the primor-
dial meteoritic material will cool and lock in the initial isotopic
abundances used to date meteorites.
allowed by the prior. The GS98 and GS98N models, on the
other hand, show an increase in evidence compared to Fig. 3
and therefore the evidence contrast has increased markedly.
The realistic HRD prior does affect and slightly decrease
this contrast, but since the AGS05(N) and AGSS09(N) grids
have lost their previous best models to the age prior, the ef-
fect is not as pronounced as in Fig. 3. In terms of the strength
of evidence, this result would amount to decisive evidence
for the GS98(N) grids. Since the best models are the same
for the broad and the realistic HRD prior, we only list the
results for the latter in Table 5.
For GS98, the probability is now concentrated in the
best model from Table 4. Note that both the best GS98
and second best GS98N models have the same fundamen-
tal parameters, differing in their nuclear reaction rates. The
AGS05(N) and AGSS09(N) grids all find the same basic
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8 Gruberbauer and Guenther
-198.0
-197.0
-196.0
-195.0
-194.0
-193.0
-192.0
-191.0
-190.0
-189.0
-188.0
-187.0
-186.0
lo
g 1
0(e
vid
en
ce
)
-197.0
-196.0
-195.0
-194.0
-193.0
-192.0
-191.0
-190.0
-189.0
-188.0
lo
g 1
0(e
vid
en
ce
)
GS98 GS98N AGS05 AGS05N AGSS09 AGSS09N
broad age + RBCZ priors
GS98 GS98N AGS05 AGS05N AGSS09 AGSS09N
Figure 6. Model grid performance with the RBCZ and broad
age prior, as well as the broad (top panel) and realistic (bottom
panel) HRD prior.
model (except for the different mixture and reaction rates)
with intermediate Z0 = 0.018 proving to be the most prob-
able.
Without the RBCZ prior (not shown) the best GS98 and
GS98N models are the same, and the overall evidence distri-
bution is very similar as in Fig. 6. However, the AGS05(N)
and AGSS09(N) grids would prefer models with low metal-
licity (Z0 = 0.016) which produce values of RBCZ well out-
side the range supported by the inversion results5. For all
grids, the ages of the best models are still too high by up to
150 Myrs.
3.3.2 Narrow age prior
In order to see how fully age-constrained solar models in the
GS98(N) grids compare to the AGS04 and AGSS09 models,
we restricted the age even further by employing a narrow
uniform age prior that only allows ages of 4.52 – 4.62 Gyrs.
As shown in Fig. 7, the narrow age prior has a big effect on
the analysis. Since it is interesting to see whether models at
the correct age can fit the base of the convection zone, we
first perform the analysis without the RBCZ prior.
Compared to Fig. 6 and for the broad HRD prior, the
narrow age constraint strongly decreases the evidence for
the GS98(N) models, while increasing the evidence for the
other models. GS98 still comes out to be the most probable
by an order of magnitude. The remaining grids show more
5 These models will nonetheless turn out to be the most proba-
ble when we make the age constraint even stronger in the next
section.
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Figure 7. Model grid performance with the narrow age prior, as
well as the broad (top panel) and realistic (bottom panel) HRD
prior.
or less comparable evidences, but AGS05N and AGSS09N
are worse than their non-NACRE counterparts. All solu-
tions for AGS05 and AGSS09 favour the same basic model
parameters. Table 6 lists the corresponding most probable
models. Ultimately, the narrow age prior has led to mod-
els which are very close to the meteoritic solar age without
constraining them too strongly (as would be the case for a
non-uniform, e.g., Gaussian, age prior) so that we do not
rule out completely the possibility of systematic errors in
the stellar model age. All of the best models, irrespective of
mixture or reaction rates, have X0 = 0.71, Z0 < 0.018, and
RBCZ > 0.716. Compared to the revised mixtures, GS98(N)
has slightly higher metallicities and requires a larger mixing
length parameter.
For the realistic HRD prior, however, the situation is
completely different. All GS98(N) models drop out of the
discussion due to a big decrease in evidence. The effective
temperature and luminosity values (see, e.g., the results for
GS98N in Table 6) are so far outside the prior range that
the prior probability terms become close to our numerical
threshold values. The only GS98(N) models that still retain
what is left of the evidence have Z0 < 0.017. Even though
the evidence picture has changed drastically, the actual best
models for the AGS05 and AGSS09 grids are still the same
as with the broad HRD prior.
Finally, we again turn on the RBCZ prior. The evidence
results are depicted in Fig. 8. For the broad HRD prior, the
evidence present a similar picture as before, but the contrast
between GS98(N) and the AGS05(N) and AGSS09(N) mod-
els has intensified. Furthermore, the most probable mod-
els for GS98N, AGS05(N) and AGSS09(N) now have higher
c© 2013 RAS, MNRAS 000, 1–??
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Table 5. Same as Table 1 but with RBCZ, realistic HRD and broad age priors.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5802 1.016 0.9998 4.656 0.71 0.018 0.0162 0.0218 0.7139 2.2 0.9998
5755 0.983 0.9996 4.678 0.72 0.017 0.0153 0.0203 0.7167 2.1 1.0e-4
GS98N 5746 0.977 0.9998 4.694 0.71 0.019 0.0171 0.0230 0.7142 2.1 0.43
5816 1.025 0.9997 4.637 0.71 0.018 0.0161 0.0217 0.7160 2.2 0.30
AGS05 5766 0.990 0.9997 4.697 0.70 0.018 0.0162 0.0220 0.7149 2.2 0.9999997
5795 1.010 0.9994 4.613 0.71 0.016 0.0143 0.0193 0.7204 2.2 2.9e-7
AGS05N 5779 1.000 0.9997 4.680 0.70 0.018 0.0161 0.0220 0.7177 2.2 1.00
5733 0.968 0.9995 4.687 0.71 0.017 0.0152 0.0205 0.7194 2.1 1.8e-13
AGSS09 5773 0.996 0.9998 4.664 0.70 0.018 0.0162 0.0221 0.7139 2.2 0.999999
5802 1.015 0.9995 4.580 0.71 0.016 0.0144 0.0193 0.7192 2.2 9.9e-7
AGSS09N 5787 1.005 0.9998 4.646 0.70 0.018 0.0161 0.0220 0.7158 2.2 0.999998
5767 0.991 0.9999 4.671 0.69 0.020 0.0180 0.0248 0.7121 2.2 1.0e-6
metal mass fraction as before. The overall most probable
model of the GS98 grid, which far outweighs the others in
terms of evidence, still is the same as in Table 6.
For the realistic HRD prior, which most closely reflects
all of our prior knowledge of the Sun, the verdict is clear
as well. However, for this prior, it is the AGS05 and the
AGSS09 models which are preferred. The evidence contrast
between these two grids and the others is the highest contrast
measured in all analyses performed in this paper. The influ-
ence of the realistic HRD prior is again substantial and even
produces a null result for the GS98N grid because of our
numerical thresholds. The parameters for the most proba-
ble models are given in Table 7. All best models now have
X0 < 0.73, Z0 = 0.016, αml = 2.2, and RBCZ > 0.719, and
the models with revised composition agree on X0 = 0.71 as
well.
3.3.3 Summary
Our detailed analysis using various priors has shown:
• Without priors, the frequencies fit best to models with
significantly underestimated luminosities and ages of about
5 Gyrs. There is no clear preference for any specific compo-
sition.
• Models that are constrained by the solar L, Teff and
RBCZ prefer the revised composition but are still too old.
Except for the age, they can reproduce all known parame-
ters, as well as the frequencies, quite well.
• Models that are tightly constrained by our information
on the solar age suffer a strong degradation in their quality
of fit. Depending on whether L and Teff are included as tight
constraints, there is a either a clear preference for the old
or the revised composition. In any case, for solar-age mod-
els Teff is overestimated while the stellar radius is slightly
underestimated, producing a significantly overestimated lu-
minosity. The model values for RBCZ are too high and well
outside the observational uncertainties.
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Figure 8. Model grid performance with the RBCZ and narrow
age priors, as well as the broad (top panel) and realistic (bottom
panel) HRD prior.
4 DISCUSSION
In the following section, we will consider the questions for-
mulated at the beginning of the paper.
4.1 The “best fit”
Our first question was “Which models fit the solar modes
and other observables the best?”. This can be answered by
looking at the evidence values for all the grids we tested in
the previous section.
Considering only the p-mode frequencies, i.e., no priors,
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Table 6. Same as Table 1 but with broad HRD and narrow age priors.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5872 1.065 0.9997 4.566 0.71 0.017 0.0153 0.0205 0.7162 2.3 0.98
5829 1.034 0.9995 4.591 0.72 0.016 0.0144 0.0191 0.7192 2.2 0.02
GS98N 5885 1.075 0.9996 4.547 0.71 0.017 0.0152 0.0205 0.7183 2.3 0.999
5843 1.043 0.9994 4.573 0.72 0.016 0.0143 0.0190 0.7212 2.2 4.3e-4
AGS05 5795 1.010 0.9994 4.613 0.71 0.016 0.0143 0.0193 0.7204 2.2 0.9999
5837 1.040 0.9997 4.605 0.70 0.017 0.0153 0.0208 0.7180 2.3 1.6e-5
AGS05N 5809 1.019 0.9994 4.596 0.71 0.016 0.0143 0.0192 0.7220 2.2 0.9999
5851 1.050 0.9996 4.588 0.70 0.017 0.0152 0.0207 0.7194 2.3 2.5e-5
AGSS09 5802 1.015 0.9995 4.580 0.71 0.016 0.0144 0.0193 0.7192 2.2 0.9999
5845 1.045 0.9997 4.572 0.70 0.017 0.0153 0.0208 0.7162 2.3 2.5e-5
AGSS09N 5816 1.024 0.9994 4.564 0.71 0.016 0.0143 0.0193 0.7209 2.2 0.9999
5858 1.055 0.9997 4.555 0.70 0.017 0.0152 0.0207 0.7180 2.3 4.9e-5
Table 7. Same as Table 1 but with RBCZ, realistic HRD and narrow age priors.
grid Teff [K] L/L⊙ R/R⊙ Age X0 Z0 Zs Zs/Xs RBCZ αml Probability
GS98 5829 1.034 0.9995 4.591 0.72 0.016 0.0144 0.0191 0.7192 2.2 1.0
5788 1.004 0.9991 4.580 0.73 0.015 0.0135 0.0177 0.7224 2.1 1.0e-18
AGS05 5795 1.010 0.9994 4.613 0.71 0.016 0.0143 0.0193 0.7204 2.2 1.0
5741 0.974 0.9998 4.538 0.68 0.022 0.0199 0.0278 0.7101 2.2 5.1e-70
AGS05N 5809 1.019 0.9994 4.596 0.71 0.016 0.0143 0.0192 0.7220 2.2 1.0
AGSS09 5802 1.015 0.9995 4.580 0.71 0.016 0.0144 0.0193 0.7192 2.2 1.0
5762 0.986 0.9991 4.547 0.72 0.015 0.0135 0.0179 0.7227 2.1 6.8e-26
AGSS09N 5816 1.024 0.9994 4.564 0.71 0.016 0.0143 0.0193 0.7209 2.2 0.999997
5834 1.039 0.9999 4.607 0.69 0.019 0.0171 0.0235 0.7134 2.3 2.9e-6
Fig. 1 shows that GS98, GS98N, and AGSS09 all perform
comparably well, as they are all able to reproduce the ob-
served solar frequencies. Taking into account some of our
prior knowledge by using the broad HRD prior, we find a
similar result in Fig. 3. This also increases the evidence of
all models. For a tighter, more realistic HRD prior the ev-
idence for AGSS09(N) is significantly higher than for the
other models.
However, we have to reject these results, as the models
are clearly too old. By removing the older models via uni-
form age priors, we first see a large drop in the evidence val-
ues for the AGS05(N) and AGSS09(N) grids. Indeed, when
we employed the narrow age prior, which is still compar-
atively broad (100 Myrs) to allow for systematic errors in
the model evolution, the GS98(N) grid evidences suffer the
same effect. We are forced to conclude that the model fre-
quencies are getting worse as we approach the (presumably)
correct solar age. A similar conclusion was reached in Paper
I, but here we have shown that this is not affected by the
contested different chemical compositions or the two differ-
ent nuclear reaction rates.The different compositions only
produce clearly different results when using additional con-
straints, as discussed in the next section.
In Fig. 9 we have plotted the relative difference between
the solar sound speed profile as measured from inversion
(Basu et al. 2009) and as determined from some of our best
fit models. The Model S from Christensen-Dalsgaard et al.
(1996) is plotted as well. This reflects our summary from
above, concluding that models constrained to the solar ob-
servables are worse at reproducing the observed frequencies
and therefore the solar sound speed profile. The figure also
shows, contrary to what is commonly reported in the litera-
ture, that when using all our prior information the best GS98
model performs worse than the the models with the revised
composition. It would be interesting to include the sound
speed profile information in the fitting procedure as well, but
the systematic differences between observations and calcula-
tions are substantial and the analysis would be non-trivial.
It is therefore beyond the scope of this paper and should be
targeted for future work.
To summarize, the argument for or against the grids
presented in this paper cannot be made by simply claiming
that one grid produces better frequencies in one particular
setup of priors and observables. As we have shown, the grids
are able to deliver similar fits in various conditions, and all
grids actually have problems to fit both seismic and solar pa-
rameters. Therefore, we cannot identify a clear “best fitting
model”.
c© 2013 RAS, MNRAS 000, 1–??
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4.2 Composition
Contrary to most studies in the literature, our results lead
us to reject any clear preference for any of the contested
chemical compositions over the others. Looking at the fre-
quencies alone, no composition is clearly preferred, but there
is very strong evidence against AGS05. Ignoring the model
ages but using our other priors leads to a significant pref-
erence for AGSS09(N). Employing the RBCZ, narrow age,
and broad HRD prior leads to decisive evidence for GS98.
On the other hand, using all priors leads to a clear pref-
erence for AGS05 and AGSS09. Hence, which composition
better represents the Sun depends on the consideration of
tight constraints on RBCZ, Teff , L, and age. This suggests
that our models are not calibrated well enough to the Sun,
so that prior information is playing an important role com-
pared to the observed frequencies. The latter do have an
effect, however, in selecting the models that are compati-
ble with our prior information, and thus the results cannot
simply be dismissed.
We have to conclude that without solving the general
problem of how to produce solar-age models that look like
the Sun and produce adequate frequencies, any discussion
of the contending compositions has to remain unresolved.
Therefore, we also have to refute the claim that the AGSS09
composition is incompatible with helioseismic results.
We want to exemplify this, and contrast it to arguments
used in the past, by looking at some of the solar parameters
obtained from the fits. As shown in Table 7, the best GS98
model when subject to all our prior knowledge constraints,
has X0 = 0.72 and Z0 = 0.016, and therefore Y0 = 0.264.
For the helium mass fraction in the envelope we obtain
Ys = 0.234, which clearly does not agree with helioseismic
inferences (Ys = 0.2485±0.0035, Basu & Antia (2004)). Fur-
thermore, this GS98 model over-estimates the luminosity
and effective temperature. Also the location of the base of
the convection zone remains a problem. For the correspond-
ing AGSS09 model, our best model when using all prior
constraints, we obtain X0 = 0.71 and Z0 = 0.016, which
leads to Y0 = 0.274. In the envelope, this then amounts to
Ys = 0.243, which lies almost within the 1σ uncertainties.
Judging from the goodness of fit to the frequencies, as well as
from the agreement to these helioseismically determined val-
ues, we would have to conclude that AGSS09 outperforms
GS98. Naturally, this is only true if we ignore the overes-
timated luminosities, and RBCZ values. Also, as shown in
Fig. 9 both models produce some of the strongest deviations
from the solar sound speed profile.
In a similar case, when ignoring the age and using just
the RBCZ and realistic HRD prior we find Ys = 0.2413 and
RBCZ = 0.7096 (GS98), or alternatively Ys = 0.2413 and
RBCZ = 0.7132 (AGSS09). Both models now fit the helio-
seismic inferences quite well, but again AGSS09 is better at
reproducing the overall solar parameters and also the base
of the convection zone. In this case, however, we have to
consider the big problem that the ages are wrong by almost
ten percent.
Consequently, we reiterate that these arguments, as well
as potentially serendipitous matches of specific model prop-
erties are insufficient to solve the composition problem.
c© 2013 RAS, MNRAS 000, 1–??
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4.3 Surface effects
As mentioned in the introduction, previous studies mostly
looked at frequency differences and spacings, due to the sur-
face effect problem. We have employed the Bayesian formal-
ism to take the surface effects into account while still using
the full information provided by each frequency. We now
want to analyse how they affect the analysis and to what
extent they influence our conclusions.6 This is possible be-
cause, as discussed in Paper I, our method provides the most
probable systematic deviations between observed and theo-
retical frequencies, as well as their uncertainties, for every
observed mode.
One explanation for the higher evidences at older ages
could be that the older models show smaller surface effects.
Such a situation would pose a difficult problem, because we
cannot assume that our models are already good enough in
the outer layers. The determination of the basic solar pa-
rameters would again depend on the surface layers which
is not what we want. Fig. 10 shows that, fortunately, the
opposite is the case. It compares the surface effects as de-
termined from our GS98 models with the “no prior” ap-
proach to respective values from the narrow age prior ap-
proach. The mean most probable deviation for the latter
amounts to 〈γ∆i〉 = −2.495, while the narrow age prior
yields 〈γ∆i〉 = −2.301. Obviously, the surface effects are
larger for the “no prior” mode, yet this model has a much
higher evidence. This shows that in the case of large surface
effects, the probabilities are, as required, more sensitive to
the lower order modes. Fig. 11 shows these modes in more
detail. In addition, we have plotted linear fits to these de-
viations to underline that for l=0 modes in particular, the
“no prior” approach is more consistent with the γ∆ = 0
baseline.
In a similar comparison, it is also interesting to probe
the differences between the surface effects for the differ-
ent compositions. Fig. 12 and 13 show a comparison of the
AGSS09 and GS98 results obtained with the RBCZ, realistic
HRD, and narrow age prior. The AGSS09 model exhibits a
larger surface effect at the lowest orders and therefore gets
penalized in the probability terms for these modes. However,
it also fits better on average at the lowest l = 0, l = 1, and
l = 3 modes and, at the highest orders, has slightly smaller
surface effects.
Comparing the systematic differences plotted in Fig. 11
and Fig. 13 reveals that the most important component of
the frequency fit is indeed the overall goodness of fit at the
lower order modes. While the “no prior” frequencies do have
significantly larger surface effects above∼ 3000 µHz, the sys-
tematic differences are significantly smaller between 2000
and 3000 µHz.
In conclusion, our surface effect treatment performs
favourably by allowing low-order modes to dominate the fit-
ting process, while still being flexible enough to allow us to
properly measure the most probably surface effect at higher
orders for every frequency.
6 Note that the surface effects are always measured with respect
to specific models and using, e.g., adiabatic rather than non-
adiabatic frequencies will result in different surface effects.
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Figure 10. Most probable systematic deviations and uncertain-
ties as measured using the GS98 grid. The black circles represent
the “no prior” approach, while open circles derive from the broad
HRD + narrow age prior. Note that the uncertainties are domi-
nated by the theoretical frequency uncertainties (0.1 µHz) except
at the highest orders. The “no prior” approach results in larger
surface effects. The dashed guide line shows a frequency difference
of zero.
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Figure 11. Same as Fig. 10 but zoomed in on the lower-order
modes. In addition, long dashed and solid lines represent linear
fits to the open and black circles. Note that the increase in slope
towards higher spherical degree is an artifact due to missing lower-
order modes.
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Figure 12. Same as Fig. 10 but for GS98 (open circles) and
AGSS09 (black circles). Both results are based on the realistic
HRD + narrow age + RBCz prior analysis.
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Figure 13. Same as Fig. 12 but zoomed in on the lower-order
modes. In addition, long dashed and solid lines represent linear
fits to the open and black circles.
4.4 Implications for asteroseismology
General properties of Sun-like stars can now be inferred
via scaling laws using high-quality frequencies from space
missions and other asteroseismic observables (see, e.g.,
Huber et al. 2012). While the uncertainties of the current
solar frequency sets are still smaller than those of the best
Kepler targets, the asteroseismology community expects to
be able to go beyond scaling laws and probe details of the
stellar physics (e.g., determining ages and chemical compo-
sitions). Our results suggest that in order to obtain accurate
results, more work is needed to first understand the proper-
ties of the Sun. As we know from meteoritic data, we obtain
solar ages that are wrong by hundreds of millions of years
unless we restrict the model space. Furthermore, when we
perform a full grid-based analysis, we cannot yet properly
distinguish between the competing chemical compositions
which have an effect on all the involved quantities.
The impact of our analysis also extends beyond the
purely asteroseismic applications. For instance, for our
best models presented in this paper we obtain values for
(Zs/Xs)⊙ ranging from 0.0190 to 0.0230. If we constrain
ourselves to our models at the approximate solar age, we
require (Zs/Xs)⊙ < 0.0205, which is quite different from
the standard value that is often used to transform between
[Fe/H] and Zs. In addition, uncertainties and systematic er-
rors in the metallicity and helium abundance will naturally
propagate into the results of other fields (e.g., the study of
Galactic abundances) that rely on the solar calibration.
5 CONCLUSIONS
In this paper we have reported on our extensive grid-based
“asteroseismic” investigation of the Sun using the Bayesian
formalism developed in Paper I. We extended our previ-
ous study by using different grids with competing chemical
compositions (GS98, AGS05 and AGSS09) and nuclear re-
action rates. We found that we cannot accurately reproduce
the solar properties by fitting the frequencies alone with-
out using prior information. On the other hand, when using
prior information, we observe a strong degradation in the
goodness-of-fit for the frequencies. This leads us to conclude
that we cannot yet give preferential weight to either of the
competing chemical compositions (or nuclear reaction rates
for that matter) since the evidence values contradict our
prior information. In other words, the grids are not prop-
erly calibrated and some parts of the fundamental model
physics are inappropriate. Our work does not suggest that
the revised compositions are any more incompatible with he-
lioseismology in some systematic way than the traditional
GS98 abundances. We have also established that it is not
the outer layers which cause the problem, as our Bayesian
treatment of surface effects all but removes their impact.
The meteoritic age of the solar system of about 4.568
Gyrs is very well established (even if we allow for a system-
atic error of perhaps a few Myrs) and its relation to the
solar model age, although not precisely known, cannot be
expected to introduce a larger uncertainty than the dynam-
ical time scales associated with evolution down the Hayashi
track. Yet, if we do not constrain the solar age, we obtain
values around 4.9 to 5 Gyrs, which is an error of about 10
percent. Systematic errors in the models are well below 100
Myrs, and therefore below the discrepancy between the as-
teroseismic solar age and the meteoritic age7. So although
7 The age discrepancy predates the present work. The
standard, often used, reference solar model Model S by
Christensen-Dalsgaard et al. (1996) uses an age of 4.6 Gyrs mea-
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ultimately this may not be the best way to untangle our re-
sults and characterise, in a simple way, what is wrong with
the models, we have come to see the problem as one related
to, or at least indicated by, the age. Unfortunately, nearly
every model assumption, e.g., opacities (especially of the
metals), primordial abundances (especially of helium, neon,
carbon, oxygen, and nitrogen), convective transport theory
and the modelling of the surface convective envelope, diffu-
sion of helium and heavier elements, winds, mass loss, mag-
netic fields, rotational shear at the base of the convection
zone, can affect the model age.
Our conviction is that the problems reported in this pa-
per are not caused by inadequate frequencies or the general
inability to use asteroseismology in the way we have pre-
sented. Rather, we think that all the tools and the data are
now at an adequate level to show us the limitations of our
models. Indeed, we would like to emphasise that evidence-
based Bayesian studies are an excellent way to accurately as-
sess future developments in solar modelling. They provide a
fully consistent framework to test observables, treat system-
atic errors (e.g., surface effects) and use prior information, in
order to iterate towards more accurate model physics. Such
is necessary to both better understand our Sun and to reap
the full benefits of asteroseismology.
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