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Introduccio´n
En el presente trabajo se muestra de una forma condensada, los resultados
ma´s relevantes a la hora de establecer obstrucciones de me´tricas de Eins-
tein en variedades cuatrodimensionales, para ello, se hace alusio´n a tres
investigaciones referentes al tema, ellas son las de Hitchin-Thorpe, Gromov
y LeBrune, haciendo incapie en esta u´ltima. El trabajo se estructura en
dos partes. La primera, una conceptual, donde se analizan los hechos ma´s
significativos de la geometr´ıa diferencial referentes a variedades, haces fi-
brados, conexiones, derivada covariante, curvatura, se hacen construcciones
matema´ticas de grupos Spin y Spinc a partir de las a´lgebras de Clifford,
detallando las construcciones para el caso n = 4. De igual forma se intro-
ducen los invariantes topolo´gicos de grupos de homolog´ıa y los invariantes
Seiberg-Witten que son esenciales en la identificacio´n de las obstrucciones
aportadas por LeBrune. Una segunda parte, donde se detallan las obstru-
cciones de me´tricas de Einstein en cuatro variedades, iniciando la exposicio´n
monogra´fica de la desigualdad de Hitchin, luego la de volumen simplicial
de Gromov para finalizar con el resultado de LeBrune. Es de resaltar que
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las ecuaciones y los invariantes Seiberg-Witten conforman una de las te´cni-
cas ma´s sofisticadas que relacionan aspectos geometricos con aspectos alge-
braicos y son el eje central de esta tesis, puesto que reune variados temas,
fusionandolos para aportar nuevos elementos de ana´lisis.
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Cap´ıtulo 1
Introduccio´n a la geometr´ıa
gauge
En el presente capitulo se expondra´ de una manera muy sencilla algunos
to´picos de la geometr´ıa gauge. Con ellos se quiere proporcionar un sistema
de referencia, que ma´s adelante servira de soporte para entender el problema
de obstruccio´n de me´tricas de Einstein en variedades de dimensio´n cuatro.
La geometr´ıa estudia las propiedades de los espacios que permacenen in-
variantes por algu´n tipo de transformacio´n del espacio en s´ı mismo o de e´ste
en otro, estas propiedades son descritas por el conjunto de estas transforma-
ciones, que en general esta dotado de una estructura de grupo. La geometr´ıa
de gauge, por su parte, estudia los espacios que se construyen a partir de y
sobre variedades diferenciables conocidos como haces fibrados principales y
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describen las simetrias de estos por algu´n tipo de transformacio´n.
Variedades diferenciales y haces fibrados
Para nuestro estudio es necesario contar con los conceptos de variedad dife-
renciable, haz fibrado, haz vectorial. En ellos, se describiran las herramientas
de ca´lculo diferencial extendido como la derivada covariante y la conexion.
1.1. Variedades
El concepto de variedad n-dimensional se refiere a objetos espaciales que
localmente son equivalentes a subconjuntos abiertos de Rn. La equivalen-
cia local se hace por medio de sistemas coordenados reales definidos so-
bre la variedad, frecuentemente un u´nico sistema de coordenadas no puede
cubrir toda la variedad, inconveniente que se supera mediante la intro-
duccio´n del concepto de atlas. Un atlas para una variedad es la reunio´n
de varios sistemas de coordenadas que se yuxtaponen unos con otros en
forma coherente y que en conjunto la recubren totalmente, esto es; una
variedad M de dimensio´n n ( o´ n-variedad) diferenciable de clase C∞
es un espacio topolo´gico Hausdorff junto con una coleccio´n de homeomor-
fismos ϕi : Ui → Rn definidos sobre conjuntos abiertos Ui de M, tales que⋃
Ui = M que adema´s satisfacen que para todo par de conjuntos abiertos
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Ui, Uj en M con interseccio´n no vacia, Ui
⋂
Uj 6= Φ, entonces la funcio´n com-
puesta ϕi ◦ ϕ−1j : ϕ(Ui ∩ Uj) → ϕi(Ui ∩ Uj) es de clase C∞. Al par (Ui, ϕi)
se le denomina carta local sobre M y al conjunto de ellas {(Ui, ϕi)} se le
llama un atlas en M. Una estructura diferenciable (o C∞) para M es
el conjunto maximal de cartas que cumplen las propiedades mencionadas
anteriormente. Los elementos del atlas maximal se denominan sistemas de
coordenadas y si (U,ϕ) es un sistema de coordenadas, a U se le denomina
vecindad coordenada y a ϕ = (ϕ1, ..., ϕn) se le conocen como las coorde-
nadas en U. Las aplicaciones ϕi ◦ϕ−1j reciben el nombre de transformaciones
locales de coordenadas.
Una vez se tiene una variedad diferenciable M, e´sta puede ser dotada de es-
tructuras adicionales, como por ejemplo de una me´trica, que es la extensio´n
casi natural del concepto de producto interno entre dos vectores, pero hablar
de vectores en una variedad no siempre tiene sentido, es por eso que se hace
necesario la definicio´n de un objeto que permita extender los resultados del
ca´lculo a las variedades.
El espacio tangente TpM con p ∈M , es un espacio vectorial real que consta
de todos los vectores tangentes1 a cada una de las curvas en M que pasan
1Sea M una variedad suave y p ∈ M. Un vector tangente vp a la variedad M en el
punto p es una funcio´n
vp : F(M,R)→ R
f → vp(f)
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por p. De otra parte cada f :M → R define una 1-forma df en p dada por:
< df, x >= xf , ∀x ∈ TpM . La una 1-forma df se denomina diferencial de
f en p. Si φα(p) = (x1, ..., xn) son las coordenadas locales de p, entonces
las diferenciales {dx1, dx2, ..., dxn} en p forman la base de 1-formas dual
a la base coordenada { ∂
∂x1
|p, ∂∂x2 |p, ..., ∂∂xn |p} de TpM , pues se cumple que
< dxi, ∂
∂xj
>= δij . La 1-forma df en te´rminos de la base {dxi} de T ∗pM se
puede escribir como:
df = ∂f
∂xi
dxi
donde ∂f
∂xi
son funciones con dominio enM y que toman valores en los reales.
Si a cada punto de la variedad M se le asigna suavemente un vector tangente
de TpM , esto es lo que se conoce como un campo vectorial, pero si en vez de
asignarle un vector se le asigna un tensor esto producira´ un campo tensorial.2
tal que
1. vp es R− lineal,esto es, vp(f + λg) = vp(f) + λvp(g),∀f, g ∈ F(M,R), ∀λ ∈ R
2. vp cumple la regla de Leibniz, esto es, vp(fg) = f(p)vp(g) + vp(f)g(p)
con las operaciones de espacio vectorial en TpM definidas como:
(vp + up)f = vpf + upf, ∀vp, up ∈ TpM, f ∈ F(M,R)
(αvp)f = α(vpf), ∀α ∈ R, ∀vp ∈ TpM.
2Un tensor ω en el punto p ∈ M de tipo (q,r) es una funcio´n multilineal, que hace
corresponder q elementos de T ∗pM y r elementos de TpM a un nu´mero real. Un campo
vectorial o tensorial (es decir, una asignacio´n en cada punto p ∈M de un vector tangente
vp o de un tensor ω ) se puede determinar mediante sus funciones componentes Ti1,...,ir ,
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Si sobre una variedad diferencial G esta definida una estructura de grupo
compatible con ella, esto es, si las aplicaciones
1. · : G×G→ G
(a, b)→ ab
2. −1 : G→ G
g → g−1
son infinitamente diferenciables, la estructura resultante se llama un grupo
de Lie. Estos grupos son muy importantes en la teor´ıa de haces fibrados y en
aplicaciones f´ısicas, pues proporcionan informacio´n de la simetr´ıa del espacio.
Dentro de los ejemplos, de grupos de Lie, encontramos el circulo unidad S1
en el plano complejo, S1 = {eiθ/θ ∈ R(mod2pi)} con las operaciones de
grupo definidas por eiθeiϕ = ei(θ+ϕ) y (eiθ)−1 = e−iθ.
1.2. Haces fibrados y haces vectoriales
En esencia un haz fibrado es una variedad diferenciable que localmente es
homeomorfa al producto cartesiano de dos espacios topolo´gicos. Una forma
de construir haces fibrados es seleccionar un espacio topologico B como
espacio base, luego se toma un cubrimiento abierto de B, digamos Γ =
{Vµ}, se selecciona otro espacio F como la fibra y se forman los productos
de cada uno de los Vµ por la fibra F , con estas bandas formadas se procede a
y se dira continuo, diferenciable, Ck, constante, etc. si sus funciones componentes Ti1...ir
lo son.
13
pegarlas mediante unas funciones de transicio´n Φµ de manera que respeten
las fibras. Formalmente, un haz fibrado es una tripla (E, ρ,B) formada por
un espacio total E, un espacio base B y una funcio´n proyeccio´n ρ : E → B
sobre y continua, que cumplen:
1. E =
⋃
Ex con Ex = ρ−1(x) para cada elemento x de B Ex se llama
la fibra sobre x.
2. Para todo x en B, existe un abierto Vµ y un homeomorfismo
Φµ : pi−1(Vµ(x))→ VµxB
que aplica fibras en fibras, esto es ρ(w) = pi ◦ Φ(w) para cada w en Ex,
siendo pi la proyeccio´n usual a la primera coordenada, del produto Vµ ×B.
Para que la propiedad 2 tenga sentido las funciones,
Φµσ : (Vµ
⋂
Vσ)xEx → (Vσ
⋂
Vµ)xEx
(x, u)→ Φµ ◦ Φ−1σ (x, u)
deben tener la forma
Φµσ(x, u) = (x,Θµσ(u)) donde Θµσ : Ex → Ex es un homeomorfismo tal
que:
Θµσ = Θ−1σµ en Vµ
⋂
Vσ
Θµµ = id(Ex) en Vµ
Θµσ ◦Θστ = Θµτ en Vµ
⋂
Vσ
⋂
Vτ
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Las funciones Θµσ son elementos del grupo de homeomorfismos de la fibra
Ex y son llamados funciones de transicio´n. Ahora bien, dependiendo de
la escogencia de la fibra podemos catalogar a los haces fibrados asi: si en
el haz fibrado se selecciona un grupo de homeomorfismos en reemplazo a la
fibra, el haz recibe el nombre de haz fibrado principal y dependiendo de
la escogencia de este grupo se pueden describir los cambios del espacio en
te´rminos de las leyes f´ısicas. Por otro lado, si la fibra de un haz fibrado es
un espacio vectorial topolo´gico de dimensio´n finita, el haz se denomina haz
fibrado vectorial
Entenderemos por un haz vectorial real de rango m sobre la varie-
dad M al conjunto (E, pi,R) como una familia de espacios vectoriales,
parametrizados por una variedad M, construido de la siguiente forma:
Supongamos en primera instancia que estamos trabajando en el campo real
y los espacios vectoriales son de la misma dimensio´n e isomorfos a Rm.
Tomemos un cubrimiento abierto {Uα : α ∈ A} de M y supongamos que las
funciones de transicio´n satifacen la condicio´n cociclica, esto es:
gαβ · gβγ = gαγ en Uα ∩ Uβ ∩ Uγ
Sea E˜ = {(α, p, v) ∈ A ×M × Rm, p ∈ ∪α}, y definamos una relacio´n de
equivalencia ∼ en E˜ por:
(α, p, v) ∼ (β, q, w)⇐⇒ p = q ∈ Uα ∩ Uβ, v = gαβ(p)w
Simbolicemos por E = E˜/ ∼= {[α, p, v]} al espacio cociente y sobre este
definamos la funcio´n proyeccio´n pi :
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pi : E →M por pi([α, p, v]) = p.
Sea U˜α = pi−1(Uα) y definamos una biyeccio´n:
ψα : U˜α → Uα ×Rm por ψα([α, p, v]) = (p, v).
Existe una u´nica estructura de variedad en E la cual hace que cada ψα sea
un difeomorfismo. La fibra en este haz vectorial sobre p ∈M es Ep = pi−1(p),
esto es, la preimagen de p bajo la proyeccio´n pi. La fibra tiene estructura de
espacio vectorial real de dimensio´n m.
Los haces vectoriales complejos, se definen de la misma forma, con la u´nica
diferencia que las funciones de transicio´n gαβ toman sus valores en el grupo
GL(m,C) de m×m de matrices complejas y E˜ es reemplazado por el con-
junto de tripletas (α, p, v) ∈ A × M × Cm con p ∈ Uα. La construccio´n
descrita da el par (E, pi) en el cual la fibra tiene estructura de espacio vec-
torial complejo de dimensio´n m.
Para definir un haz vectorial de cuaterniones 3 de rango m sobre M, se re-
quiere que las funciones de transicio´n gαβ tomen sus valores en GL(m,H),
3Un cuaternion es simplemente una matriz 2x2 de la forma
Q = aI + bi+ cj + dk
donde 8><>:I =
0B@1 0
0 1
1CA , i = 0B@i 0
0 −i
1CA , j = 0B@ 0 1
−1 0
1CA ,k = 0B@0 i
i 0
1CA
9>=>;
para ma´s detalles ver seccion Grupos spin y a´lgebras de Clifford
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donde H denota el espacio de cuaterniones y GL(m,H) es el grupo de ma-
trices no singulares con entradas cuaternionicas.
Note que GL(m,H) es un subgrupo de GL(2m,C) el cual a su vez es un
subgrupo de GL(4m,R), luego un haz vectorial de cuaterniones puede pen-
sarse como un haz vectorial real de rango m sobre M , cuyas funciones de
transicio´n gαβ toman sus valores en GL(m,H) ⊂ GL(4m,R). De forma gen-
eral, si G es un subgrupo de Lie de GL(m,R), un G-haz vectorial es un haz
vectorial de rango m cuyas funciones de transicio´n toman sus valores en G. 4
4Si G es el grupo ortogonal O(m) ⊂ GL(m,R), en este caso las funciones de transicio´n
del G-haz vectorial preservan el producto punto usual en Rm. As´ı el G-haz hereda una
fibra me´trica, esto es, una funcio´n suave que asigna a cada p ∈M un producto interno
〈 , 〉p : Ep × Ep → R
De manera similar si G es el grupo unitario U(m) ⊂ GL(m,R) ⊂ GL(2m,R) un G-haz
vectorial es un haz complejo de rango m junto con una me´trica hermitiana, una funcio´n
suave que asigna a cada p ∈M
〈 , 〉p : Ep × Ep → C
que satisface
1. 〈v, w〉p es lineal complejo en w y lineal conjugado en v,
2. 〈v, w〉p = 〈v, w〉p
3. 〈v, w〉p ≥ 0, la igualdad se obtiene solo si v = 0.
Un haz vectorial complejo de rango uno se denomina un haz lineal complejo. El espacio de
haces lineales complejos forman un grupo abeliano bajo el producto tensorial ⊗. Algunas
veces se escribe Lm = L⊗ L⊗ ...⊗ L (m-veces).
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Uno de los ejemplos, inmediatos de haz fibrado vectorial es el fibrado tan-
gente TM =
⋃
p∈M TpM asociado a la variedad M donde la base es la varie-
dad M , la fibra sobre cada punto p de M es el espacio tangente TpM a la
variedad. La aplicacio´n definida por:
X :M → TM
p→ Xp ∈ TpM
se llama un campo vectorial sobre M .
El haz fibrado cotangente TM∗ =
⋃
p T
∗
pM , construido tomando como fibra
el espacio vectorial cotangente que es el dual de TpM . La aplicacio´n local
Ω :M → TM∗
se le denomina una 1-forma diferencial sobre M y a los elementos del espacio
cotangente de la forma
dxij ∧ ... ∧ dxik
se les llaman k-formas diferenciales, donde ∧ es un producto exterior que
satisface las leyes asociativa, y distributiva respecto a la suma y que cumplen:
dxσ(il) ∧ ... ∧ dxσ(ip) = (sigσ)dxil ∧ ... ∧ dxip .
para las p-formas diferenciales.
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Los movimientos, en el espacio Euclideo son descritos por traslaciones y
rotaciones, que son facilmente generalizables a Rn. En los los haces fibrados
los cambios de posicio´n se describen mediante los grupos de homeomorfismos
de la fibra, es decir mediante las funciones de transicion que hacen parte
del grupo de homeomorfismos de la fibra y son la clave para pasar de un
punto a otro. Este evento se hace mediante un movimiento horizontal que se
denomina transporte paralelo. Consideremos un haz principal P sobre una
variedad diferenciable M con fibra un grupo de Lie y una curva α en M ,
definida por:
α : [a, b] ⊂ R→M.
como M es diferenciable, en cada vecindad de un punto p ∈ M existen
vectores tangentes a la curva que generan el espacio vectorial tangente TM
a la variedad en el punto p. Luego en cada punto u sobre la curva α(t) se
tendra´ un espacio vectorial tangente TPu. El espacio TPu puede escribirse
como la suma de dos subespacios particulares. VuP que esta conformado
por todos los vectores que son tangentes a la fibra G y el subespacio HuP ,
denominado el espacio horizontal.
VuP = VuP ⊕HuP
para cada u fijo en P , la curva α determina una u´nica curva α en TP
conformada por los vectores tangentes Xu a la curva α en el punto u. Si el
levantamiento α de la curva α es tal que todo X en α esta en HuP se dice
que el campo vectorial X es trasladado paralelamente.[NASH]
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1.3. Conexio´n y derivada covariante
La derivada usual nos permite avanzar bastante en el ana´lisis de objetos
geome´tricos definidos por una o ma´s funciones. Este hecho y los resultados
obtenidos por diferenciacio´n han de extenderse al estudio de las variedades
y haces principales. Existen numerosas definiciones de conexiones, aqui pre-
sentamos algunas que consideramos oportunas para desarrollar el trabajo,
de todas formas estas son equivalentes y su diferencia radica en el hecho de
ser expuestas.
Sea χ(M) = {campos vectoriales en M}, Γ(E) = {secciones suaves de E}5
Una conexio´n en un haz vectorial E es un mapeo
∇ : χ(M)× Γ(E)→ Γ(E)
tal que satisface la siguientes condiciones:
∇X(fσ + τ) = f∇Xσ +∇Xτ
∇fX+Y σ = f∇Xσ +∇Y σ
Podemos pensar ∇Xσ como la derivada covariante de σ en la direccio´n de X.
5Una seccio´n en una variedad M es un mapeo suave
σ :M → E tal que pi ◦ σ = identidad
de igual forma podemos ver que σ(p) = [α, p, σα(p)], en donde σα : Uα → Rmo, Cmo,Hm
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Otra forma de definir una conexio´n en un haz vectorial, es haciendo uso de
la derivada exterior6 y se puede enunciar de la siguiente forma:
Una conexio´n en un haz vectorial es un mapeo
dA : Γ(E)→ Γ(T ∗M ⊗ E) = Γ(Hom(TM,E))
tal que se satisface la siguiente condicio´n:
dA(fσ + τ) = df ⊗ σ + fdAσ + dAτ. 7
6Consideremos el espacio vectorial Ωr de las r-formas y definamos en e´l un operador
derivada exterior d que tenga un comportamiento similar al que tiene la derivada de
funciones reales, de tal forma que actue sobre las r − formas y de como resultado (r +
1)− formas, esto es,
d : Ωr → Ωr+1
A = Aα1...αrdx
α1 ∧ ... ∧ dxαr → dA = dAα1...αr ∧ dxα1 ∧ ... ∧ dxαr
adema´s que satisfaga:
1. d(a ∧ b) = (da) ∧ b+ (−1)ra ∧ db
2. d(da) = 0
3. df = (∂1)dx1
donde a es una r-forma, b una s-forma y f una funcio´n de M en R.
7 Dadas las bases duales {Eα}, {Eα} en alguna vecindad µ ⊂ M, se denotara´n a las
componentes de ∇Y en estas bases como Y αβ , as´ı:
∇Y = Y αβ Eα ⊗ Eβ
Si n es la dimensio´n de la variedad, la conexio´n esta´ determinada por las n3 funciones Γαβγ
sobre µ ⊂M :
Γαβγ = 〈Eα,∇EβEγ〉.
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Un ejemplo simple de una conexio´n en el haz vectorial real trivial E =
M ×Rm de rango m sobre la variedad M.
Dada una seccio´n
σ :M → Rm
y utilizando la derivada exterior definimos la conexion trivial dA en E por:
dA
σ1
σm
 =
dσ1
dσm

En forma general, dada una matriz ω de taman˜o m×m
ω =
w11 ... w1m
wm1 ... w
m
m

se puede definir una conexio´n dA por:
dA
σ1
σm
 =
dσ1
dσm
+
w11 ... w1m
wm1 ... w
m
m

σ1
σm

Esta conexio´n tamb´ıen puede ser escrita como:
dAσ = dσ + ωσ
o equivalentemente
∇Eγ = ΓαβγEβ ⊗ Eα.
Para un campo vectorial Y su derivada covariante esta´ dada por:
∇Y = ∇(Y αEα)
= dY α ⊗ Eα + Y αΓβγβEγ ⊗ Eβ
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Usando las propiedades de la derivada exterior podemos ver que la condicio´n
enunciada para la segunda definicio´n de conexio´n se puede probar como
sigue:
dA(fσ + τ) = d(fσ + τ) + ω(fσ + τ)
= df ⊗ σ + fdσ + fωσ + dτ + ωτ
= (df)⊗ σ + fdA + dAτ.
luego podemos decir que cualquier conexio´n dA de un haz trivial E es de la
forma:
dAσ = dσ + ωσ.
No obstante esto se cumple para haces vectoriales triviales, sin embargo
cualquier haz vectorial es localmente trivial. Supongase por ejemplo que se
tiene un haz vectorial real E de rango m sobre la variedadM, definida por un
cubrimiento abierto {Uα : α ∈ A} y funciones de transicio´n gαβ. La funcio´n
ψα del haz E nos provee un isomorfismo de haces vectoriales restringido a
Uα de E al haz vectorial trivial Uα ×Rm.
ψα = pi−1(Uα)→ Uα ×Rm
Una seccio´n σ ∈ Γ(E) posee una representacio´n local σα dada por las
m-funciones
σ1
σm
 . Si dA es una conexio´n en E, entonces dAσ tiene una
representacio´n local (dAσ)α, la cual es una m-tupla de uno-formas en Uα.
Luego, la conexion dA se puede escribir en terminos locales como:
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(dAσ)α = dσα + ωασα,
en donde ωα es una matriz de taman˜om×m de uno-formas en Uα. La matriz
ωα es denominada la representacio´n local de la conexio´n dA.
Las apreciaciones anteriores nos llevan a definir una conexio´n en un haz
vectorial real E definido por un cubrimiento abierto {Uα;α ∈ A} y funciones
de transicio´n {gαβ : α, β ∈ A} como una coleccio´n de operadores diferenciales
d+ ωα
donde d es la derivada exterior en funciones con valor en Rm y ω es una
matriz de uno-formas en Uα.
De la misma forma podemos definir conexiones en haces vectoriales o´ de
cuaterniones. En general, si E es un G − haz vectorial una G − conexion
es una conexio´n cuya representacio´n local toma sus valores en el a´lgebra de
Lie de G8
Hasta este momento se ha definido conexiones en haces vectoriales, donde la
derivada exterior tiene un papel fundamental, recordemos por ejemplo que
la derivada exterior d es un operador diferencial
d : Ωp(M)→ Ωp+1(M)
8Si E es un O(m) − haz, una conexio´n ortogonal en E es una conexio´n cuya repre-
sentacio´n local d+ ωα tiene la propiedad que ωα toma sus valores en el espacio O(m) de
matrices m×m anti-sime´tricas
Si E es un U(m)− haz, una conexio´n unitaria en E es una conexio´n tal que ωα toma sus
valores en el espacio U(m) de matrices anti hermitianas de taman˜o m×m.
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que cumple las siguientes condiciones:
1. d(dxi) = 0
2. d(ω ∧ θ) = dω ∧ θ + (−1)pω ∧ dθ para ω ∈ Ωp(M)
y que por la igualdad de las derivadas parciales d ◦ d = 0.
Una conexio´n en un haz vectorial E puede ser considerada como un mapeo
lineal de 0-formas con valores en E a 1-formas con valores en E, esto es:
dA : Ω0(E)→ Ω1(E)
definicion que puede ser extendida a todos los Ωp(E) siempre y cuando la
regla de Leibniz se tenga, es decir, siempre y cuando se cumpla que:
dA(ω ⊗ σ) = dω ⊗ σ + (−1)pω ∧ dAσ para ω ∈ Ωp(E), σ ∈ Γ(E)
pero no necesariamente es cierto que dA ◦ dA = 0, sin embargo, dA ◦ dA, es
lineal sobre funciones, es decir:
dA ◦ dA(fσ + τ) = dA[dA(fσ + τ)]
= dA[df ⊗ σ + fdAσ + dAτ ]
= dA[df ⊗ σ] + dA[fdAσ] + dA[dAτ ]
= d(df)σ − df ⊗ dAσ + df ⊗ dAσ + f(dA ◦ dA) + (dA ◦ dA)τ
= f(dA ◦ dA)σ + (dA ◦ dA)τ.
Esto implica que dA ◦ dA es un campo tensorial y se denomina la curvatura
de la conexio´n.
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Con las anteriores consideraciones podemos definir, la curvatura, el tensor
de Riemann, el tensor me´trico, el tensor de Ricci y establecer relacion entre
conexio´n y me´trica.
La funcio´n de curvatura R se define por la relacion:
R : Ξ(M)× Ξ(M)× Ξ(M)→ Ξ(M)
(X,Y, Z) → R(X,Y, Z)
definida por R(X,Y, Z) = ∇X(∇Y Z)−∇Y (∇XZ)−∇[X,Y ]Z
mientras que el tensor de curvatura de Riemann R, es un tensor del tipo
(1, 3), R ∈ T 13 se define por la relacio´n:
R : Ξ∗(M)× Ξ(M)× Ξ(M)× Ξ(M)→ Ξ(M)
(ω,X, Y, Z)→ R(ω,X, Y, Z)
definido por R(ω,X, Y, Z) = 〈ω,R(X,Y, Z)〉.
Eligiendo una base coordenada, las componentes del tensor de Riemann R,
esta´n dadas por:
Rαβγδ =
∂Γαδβ
∂xγ −
∂Γαγβ
∂xδ
+ ΓαγσΓ
σ
δβ − ΓασδΓσγβ
Una contraccio´n 9 del tensor de Riemann nos lleva a uno de los tensores que
9La contraccio´n de un tensor T del tipo (r, s) con componentes Tα1...αrβ1...βscon respecto
a las bases duales {Eα} y{Eα} sobre el primer indice covariante (o sobre cualquier otro)
y el primer indice covariante (o sobre cualquiera) es definido como el tensor C11 del tipo
(r − 1, s− 1) cuyas componentes en las bases dadas son Tα1...αrα1β2...βs , es decir:
C11 := T
α1...αr
α1β2...βs
Eα2 ⊗ ...⊗ Eαr ⊗ Eβ2 ⊗ ...⊗ Eβs
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juegan un papel crucial en geometria y en fisica.
El tensor de Ricci, denotado por r se define por:
rβδ := Rσβσδ
Un tensor me´trico g en un punto p ∈ M es un tensor sime´trico del tipo
T 02 (p). As´ı, una me´trica sobre M es un campo tensorial sime´trico g.
De forma similar, se define la contraccio´n sobre cualquier par de indices n y m, es decir
Cnm
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Cap´ıtulo 2
Grupos spin y a´lgebras
Clifford
En esta seccio´n se construye los grupos Spin(n) y Spinc(n) para SO(n), en
un primer momento se tratara el caso tridimensional presentando Spin(3) =
SU(2) como una algebra de Clifford, para luego generalizar lo expuesto para
dimensiones mayores. Se finaliza con el tratamiento detallado de las con-
strucciones para el caso cuatrodimensional.
Consideremos el espacio vectorial (real o complejo) de los cuaterniones, esto
es: El conjunto H de matrices complejas:
H =

 α β
−β α
 /α, β ∈ C
 .
junto con la suma y el producto usual de los reales o de los complejos. Para
matrices de taman˜o 2x2 se usara la base ordenada
29
I =
1 0
0 1
 , i =
i 0
0 −i
 , j =
 0 1
−1 0
 ,k =
0 i
i 0


donde todo elemento de H se puede expresar como una combinacio´n lineal
de las matrices I, i, j y k. esto es: α β
−β α
 = x0
1 0
0 1
+ x1
i 0
0 −i
+ y0
 0 1
−1 0
+ y1
0 i
i 0

o en forma equivalente
x0I + x1i+ y0j + y1k
Si adema´s, sobre este espacio vectorial consideramos la multiplicacio´n usual
de matrices, se dice entonces que H es un a´lgebra (sobre R o´ C) y se denom-
inada a´lgebra de cuaterniones.
A partir de H y de analizar los siguientes tres conjuntos: H1 = {A ∈ H :
det(A) = 1}, SU(2) = {A ∈ H : A∗A = I, det(A) = 1}, S3 = {x ∈ R4 :
‖x‖ = 1}. Podemos concluir lo siguiente: H1 es homeomorfo a S3. SU(2) es
igual a H1. sSU(2) es homeomorfo a S3. S3 adquiere estructura de a´lgebra.
Para ver esto veamos que si A =
α β
γ δ
 ∈ SU(2) se debe satisfacer:
αδ − βγ = 1 αα+ ββ = 1
αγ + βδ = 0 γγ + δδ = 1
Luego, solucionando el sistema se obtiene que γ = −β y α = δ con ello
A ∈ H1.
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Por otro lado si A =
 α β
−β α
 ∈ H1 se tiene que AA∗ = I, luego
A ∈ SU(2), en conclusio´n H1 = SU(2).
Sea x ∈ H, por defincio´n x se puede expresar en te´rminos de I, i, j, k, esto
es, x = x1 + x2i+ x3j + x4k. Si se define la parte real como Re(x) = x1, la
parte imaginaria como Im(x) = x2i + x3j + x4k y el conjugado de x como
x = x1−x2i−x3j−x4k. tenemos que xy = yx, con x, y ∈ H con esto podemos
decir que: El espacio vectorial H0 = x ∈ H : Re(x) = 0 = x ∈ H : x = −x es
invariante respecto a transformaciones de conjugacion de elementos de H1.
[Caviedes]
De algebra lineal se sabe que: Toda isometria lineal de Rn se puede rep-
resentar por una matriz ortogonal y toda matriz ortogonal representa una
isometria lineal en Rn. Sea O(n) el conjunto de matrices ortogonales de or-
den n. Sea O ∈ O(n) por definicio´n se tiene que OOT = I luego det(OOT ) =
(det(O))2 = 1 por consiguiente det(O) = ±1, por lo tanto, O(n) = O(n)+ ∪
O(n)−, donde O(n)+, O(n)− son el conjunto de isometrias directas o rota-
ciones (tambie´n conocido como el grupo de matrices ortogonales especiales
SO(n)) y el conjunto de isometrias indirectas, respectivamente.
La transformacio´n T : R3 → H0 definida por T (x, y, z) = xi + yj + zk
identifica a H0 con R3, siendo ademas una isometria lineal y otorgandole a
R3 una estructura de a´lgebra. Por otro lado, si q ∈ H1 entonces la funcio´n
lineal
31
adq : R3 → R3,
adq(x) = T (qT (x)q−1) x ∈ R3
es un elemento de SO(3). (Una rotacion de R3). Dado que ‖adq(x)‖ =
‖qxq−1‖ = ‖x‖, es una isometria lineal en R3. Definamos ρ : H1 = SU(2)→
O(3), por p(q) = adq. La funcio´n ρ es continua y ρ(1) = I3; por la conexidad
de SU(2) tenemos que ρ(SU(2)) esta en la componente conexa de O(3) que
contiene el elemento identidads I3, la cual es SO(3), asi las funciones adq
son rotaciones de R3.
La funcio´n ρ : SU(2)→ SO(3) es un homomorfismo de grupos sobreyectivo
y Ker(ρ) : {q ∈ SU(2) : adq = I3} = {I2,−I2}.
Con esto llegamos a la siguiente definicio´n: Sea A un grupo de Lie y ρ : A→
SO(n) un homomorfismo sobreyectivo suave, tal queKer(ρ) = Z2, entonces,
ρ se le denomina una funcio´n spin de SO(n) y A es llamado el grupo spin
de orden n, denotado por spin(n). Este grupo es u´nico, via homotop´ıa por
ser A un doble cubrimiento 1 de SO(n).
1Sean X,Y variedades diferenciales y f : X → Y , se dice que f es una funcio´n recubri-
dora si:
1. La funcio´n f es no singular, esto es, la aplicacio´n dfx : TxX → Tf(x)Y es sobreyec-
tiva.
2. Para cada y ∈ Y existe Uj ⊂ Y tal que f−1(Uj) = ∪i=1Vij , es la unio´n disyunta de
abiertos de X, para los cuales f |Vij : Vij → Uj es un difeomorfismo.
Si existe dicha funcio´n f , a la variedad Y se le denomina base y a la variedad X el espacio
recubridor de Y..
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La funcio´n ρ : SU(2) → SO(3) es la funcio´n spin de SO(3) y por lo tanto
Spin(3) = SU(2). El grupo y la funcio´n spin de SO(n) para n ≥ 3, se con-
truyen utilizando las algebras de Clifford, a continuacio´n se presenta esta
construccio´n.
Consideremos el a´lgebra tensorial
T (V ) = ⊕n≥0 V ⊗ ...⊗ V︸ ︷︷ ︸
n− veces
donde V es un espacio real de dimensio´n n con un producto interior 〈, 〉 y
cuya norma es denotada por ‖ ‖ y V ⊗0 = R. El a´lgebra tensorial es aso-
ciativa con unidad 1 ∈ R y cuyo producto es el producto tensorial ⊗. Se
dira que el a´lgebra de Clifford Cl(V ) generada por V, la cual depende del
producto interno, es el cociente de T (V ) por el ideal generado por todos los
elementos de la forma v ⊗ v + ‖v‖21T (V ).
Si el espacio vectorial V = Rn con el producto interno usual, el a´lgebra de
Clifford generada por Rn se denota por Cl(n). La multiplicacio´n interna de
Cl(n) es llamada la multiplicacio´n de Clifford.
Sean X,Y variedades diferenciables con una funcion recubridora f : X → Y, si el cardinal
del conjunto f−1(y) es dos para todo y ∈ Y, se dice que X es un doble recubrimiento de
Y y la funcion f se dice que es un recubrimiento doble.
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Las primeras ocho algebras de Clifford Cl(n) se consignan en la siguiente
tabla:
Cl(0) R
Cl(1) C
Cl(2) H
Cl(3) H ⊕H
Cl(4) M2(H)
Cl(5) M4(C)
Cl(6) M8(R)
Cl(7) M8(R)⊕M8(R)
Cl(8) M10(R)
Para obtener el resto de a´lgebras de Clifford se hace uso de las ocho primeras,
para mas detalles y la forma de calcularlas, ver Baker.
El a´lgebra de Clifford Cl(V ) puede ser expresada en te´rminos de generadores,
utizando una base ortonormal {e1, ..., en} de V, siempre y cuando se satisfaga
la siguiente relacion entre los elementos de la base:
ei · ej = −ej · ei, i 6= j,
e2i = −1
donde · hace referencia a la multiplicacio´n de Clifford de Cl(V ). As´ı los
elementos de Cl(V ) se pueden escribir de forma u´nica como:
ei1 · ... · eil con 1 ≤ ii < ... < il ≤ n
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luego la dimensio´n de Cl(V ) como espacio vectorial real, es 2n.
Se dira que dada un a´lgebra realA con elemento unidad cumple la propiedad
universal de las a´lgebras de Clifford. Si dada una tranformacio´n lineal
f : V → A para la cual [f(x)]2 = −‖x‖2 · 1, para todo x ∈ V y 1 ∈ A,
existe un u´nico homomorfismo de a´lgebras reales F : Cl(V ) → A, para el
cual la funcio´n compuesta F ◦ j = f. 2 Para demostrar esta propiedad,
consideremos una base ortonormal {e1, ..., en} de V, y el homomorfismo
F : Cl(V ) → A definido como F (ei) = f(ei) el cual se extiende lineal-
mente por F (ei1 · ... · eil) = f(ei1) · ... ·f(eil), con esto F es u´nico y F ◦ j = f.
Como una consecuencia se tiene que: Sea o(n) ∈ O(n), una isometr´ıa lin-
eal de Rn y si consideremos la funcio´n o˜n : Rn → Cl(n), definida como
o˜n = j ◦ on, entonces, existe una u´nica extensio´n O(n) : Cl(n) → Cl(n) de
o˜n, que es un homomorfismo de a´lgebras. Para ver esto, veamos que la trans-
formacion on induce una base ortonormal dada por ei = on(ei), 1 ≤ i ≤ n,
donde {e1, ..., en} es la base usual de Rn. Si x = (x1, ..., xn) ∈ Rn, entonces
on(x) = x1e1 + ... + xnen; y claramente j(on(x)) · j(on(x)) = −‖on(x)‖2 =
−‖x‖2, luego por la propiedad universal de las a´lgebras de Clifford, existe
una u´nica extensio´n O(n) : Cl(n)→ Cl(n) de o˜n.
2Si j : V → Cl(V ) es la inclusio´n natural de V en Cl(V ) y para todo x ∈ V se
tiene que x = x1e1 + ... + xnen, entonces, [j(
nP
i=1
xiei)]
2 = −
nP
i=1
x2i = −‖
nP
i=1
xiei‖2, luego
[j(x)]2 = −‖x‖2 · 1, para todo x ∈ V.
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Si consideramos la inclusio´n α0 : V → Cl(V ), α0 = −j(x), por la propiedad
universal de las a´lgebras de Clifford, existe un u´nico automorfismo de a´lge-
bras α : Cl(V )→ Cl(V ) tal que α(er) y α◦α = ICl(V ). Adema´s se tiene que
para 1 ≤ i1 < ... < ik ≤ n
α(ei1 · ... · eik) = (−1)kei1 · ... · eik
El a´lgebra de Clifford Cl(V ) se descompone como Cl(V ) = Cl0(V )⊕Cl1(V ),
donde Cl0(V ) = {u ∈ Cl(V ) : α(u) = u} y Cl1(V ) = {u ∈ Cl(V ) : α(u) =
−u}. Se puede apreciar que, esta descomposicio´n es multiplicativa de la
siguiente forma:
uv ∈ Cl0(V ) si u, v ∈ Cl0(V ) o´ u, v ∈ Cl1(V ),
uv, vu ∈ Cl1(V ) si u ∈ Cl0(V )yv ∈ Cl1(V ).
de tal forma que Cl0(V ) es una suba´lgebra de Cl(V ) y Cl1(V ) es un modulo
sobre Cl0(V ).
Sea v ∈ Cl(V ), se define v0 = 12(v + α(v)) y v1 = 12(v − α(v)), los cuales
claramente satisfacen α(v0) = v0, α(v1) = −v1 y v = v0 + v1, adema´s
Cl0(V ) ∩ Cl1(V ) = {0}, luego, Cl(V ) = Cl0(V ) ⊕ Cl1(V ). Esta descom-
posicio´n es multiplicativa ya que α es un homomorfismos de anillos. Si
v = v0+v1 ∈ Cl(V ) y e = 0⊕1 ∈ V ⊕R, se define la aplicacio´n β : Cl(V )→
Cl(V ) por β(v) = β(v0 + v1) = v0 + v1 · e, donde v0 ∈ Cl0(V ), v1 ∈ Cl1(V );
β(v) ∈ Cl(V ⊕R) ya que α(β(v)) = α(v0)+α(v1) ·α(e) = v0+(−v1) ·(−e) =
β(v) con ello se demuestra que β es un isomorfismo y Cl(V ) ≈ Cl0(V ⊕R).
Consideremos el conjunto SV = {x ∈ V : ‖x‖ = 1} es decir el conjunto
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de vectores unitarios del espacio vectorial V. Si u ∈ SV ⊂ V, entonces
u2 = −‖u‖2 = −1, de modo que u−1 = −u = α(u). El conjunto 〈SV 〉 =
{u1 · ... ·uk : u1, ..., uk ∈ SV }, se denominara el grupo pin de V y se denota
por Pin(V )
Para cada elemento invertible u ∈ Cl(V ), sea
adu : V → Cl(V ); ρu(v) = α(u)vu−1 para todo v ∈ V.
con esta funcio´n se quiere generalizar la construccio´n de la funcio´n spin de
SO(3).
El grupo Spin de V esta´ dado por, Spin(V ) ≡ Pin(V ) ∩ Cl0(V ). Cuando
V = Rn, Spin(V ) se denota por Spin(n).
Para construir la funcio´n y el grupo Spin de SO(V ), hacemos uso del sigu-
iente teorema:
Sea V un espacio vectorial de dimensio´n finita con un producto interno y
ρ : Spin(V ) → O(V ), definida como, ρ(u) = adu, para todo u ∈ Spin(V ).
Entonces, ρ−1(SO(V )) = Spin(V ) y Ker(ρ) = {1,−1}, donde ρ y Spin(V )
son la funcio´n y el grupo Spin de SO(V ) respectivamente.
Para demostrar esto, sea v ∈ Pin(V ), luego existen v1, ..., vk ∈ SV ⊂ Cl1(V ),
tal que v = v1 · ... · vk. Si v ∈ Pin(V ) ∩ Cl0(V ) = Spin(V ), k es par,
luego adv ∈ SO(V ) y por lo tanto v ∈ φ−1(SO(V )). Por otro lado, si
v ∈ φ−1(SO(V ), entonces, adv = adv1 ◦ ... ◦ advk , como adv ∈ SO(V ), k
es par, entonces, v ∈ Spin(V ). Si φ(u) = IV , entonces, u ∈ R y |u| = 1, es
decir, Ker(φ) = {1.− 1}.
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Como Spin(n) es el doble cubrimiento de SO(n), entonces para x ∈ Spin(n)
existe una vecindad abierta U de x tal que ρ : U ⊂ Spin(n)→ ρ(U) ⊂ SO(n)
es un difeomorfismo y la derivada en x, dρx : TxSpin(n) → Tρ(x)SO(n), es
un isomorfismo lineal. En particular, la derivada dρ : spin(n) → SO(n) es
un isomorfismo de a´lgebras de Lie y spin(n) = SO(n) = {A ∈ Mn(R) :
AT = A}.
Ahora veremos como es la identificacio´n del a´lgebra de Clifford con el a´lge-
bra exterior.
Sea V Un espacio vectorial real de dimensio´n finita, dotado con un producto
interno 〈, 〉 y una base ortonormal orientada {e1, ...en}. Sea ∧V el conjunto
de tensores alternantes de V y V ∗ el conjunto de funcionales lineales reales
del espacio vectorial V. El producto interno 〈, 〉 de V permite identificar de
manera natural a V con V ∗, para v ∈ V corresponde w = 〈v, 〉 ∈ V ∗. De
aqui en adelante y por conveniencia V = V ∗.
Sea ∧kV el conjunto de tensores alternates de orden k sobre V. El conjunto
de todos los ei1∧...∧eik , 1 ≤ i1 < ... < ik ≤ n, es una base para ∧kV. Adema´s
el conjunto de todos los ei1 ∧ ... ∧ eik , 1 ≤ k ≤ n, 1 ≤ i1 < ... < ik ≤ n, es
una base para ∧V y por lo tanto tiene una dimensio´n 2n.
El a´lgebra de Clifford Cl(V ) y ∧V son isomorfos como espacios vectoriales ya
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que la aplicacio´n q : ∧V → Cl(V ) dada por q(ei1 ∧ ...∧eik) = ei1 · ... ·eik , 1 ≤
i1 < ... < ik < ... ≤ n, es un isomorfismo lineal entre espacios vectoriales.
Sin embargo el producto exterior (∧) de ∧V no es una multiplicacio´n de
Clifford, ya que si lo fuera ei ∧ ei = 1.
Una multiplicacio´n de Clifford para ∧V es generada por:
v ∗ (v1∧ ...∧ vk) ≡ v∧ (v1∧ ...∧ vk)− ι(v)(v1∧ ...∧ vk), v, v1, ...vk ∈ V ; donde
ι(v)(v1 ∧ ... ∧ vk) =
k∑
i=1
(−1)k〈v, vi〉v1 ∧ ... ∧ vˆi ∧ ... ∧ vk.
Para v ∈ V y w ∈ ∧V definimos una accio´n c : V → End(∧V ), por
c(v)(w) = v ∗ w = v ∧ w − ι(v)w. La accio´n c se extiende al a´lgebra
de Clifford Cl(V ). Note que para v1, v2 ∈ V y w ∈ ∧V, se tiene que
v1 ∧ ι(v2)w + ι(v2)v1 ∧ w = 〈v1, v2〉w, luego c(v) ◦ c(v) = −‖v‖2IV . Por
la propiedad universal de las a´lgebras de Clifford esta accio´n, extiende de
modo u´nico al a´lgebra de Clifford Cl(V ), en particular, c(ei·ej) = c(ei)◦c(ej).
La funcio´n δ : Cl(V ) → ∧V, definida por δ(a) = c(a)(1∧V ) posee como
inversa a q :
∧
V → Cl(V ), dada por q(ei1 ∧ ... ∧ eil) = ei1 · ... · eil , para
1 ≤ i1 < ... < ik ≤ n.
Para demostrar que q es la inversa de δ. Sea ei1∧...∧eik , 1 ≤ i1 < ... < ik ≤ n,
luego
δ(q(ei1 ∧ ... ∧ eik)) = c(ei1 · ... · eik)(I∧V ) = c(ei1) ◦ ... ◦ c(eik)(I∧V )
= c(ei1) ◦ ... ◦ c(eik−1)(eik ∧ 1∧V − ι(eik)1∧V )
= c(ei1) ◦ ... ◦ c(eik−1)eik
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= c(ei1) ◦ ... ◦ (eik−2)(eik−1 ∧ eik − ι(eik−1)eik)
= c(ei1) ◦ ... ◦ c(eik−2)eik−1 ∧ eik = ei1 ∧ ... ∧ eik .
Por otro lado q(δ(ei)) = q[c(ei)(1∧V )] = q(ei) = ei. Luego q es la inversa de δ.
En ∧V definimos la multiplicacio´n de Clifford para η, ω ∈ ∧V como η ∗ω =
c(q(η))(ω)
Observese que δ(a · b) = c(a · b)(1∧V ) = c(a)(c(b)(1∧V )) = c(q(δ(a))(δ(b)) =
δ(a) ∗ δ(b). Por otro lado q por defincio´n es un homomorfismo entre las
a´lgebras (Cl(V ), ·) y (∧V, ∗), ya que q(ei1 ∗ ... ∗ eik) = q(ei1 ∧ ... ∧ eik) =
ei1··...·eik = q(ei1) · ... · q(eik) para 1 ≤ i1 < ... < ik ≤ n. Con esto se prueba
que el a´lgebra de Clifford (Cl(V ), ·) es isomorfa al a´lgebra tensorial (∧V, ∗).3
En el siguiente apartado se explicara´ la complejificacio´n Cl(V ) ⊗ C del
a´lgebra de Clifford Cl(V ). Para ello consideremos el operador de quilar-
idad dado por ξ : Cl(V ) ⊗ C → Cl(V ) ⊗ C, donde ξ(ω) = Γ · ω, con
Γ = i[
n+1
2
]e1 · ... · en ∈ Cl(V ) ⊗ C, donde [n+12 ] es la parte entera de n+12 y
{e1, ..., en} es una base ortonormal de V, n ≥ 2.
El operador de quilaridad Γ satisface
Γ2 = 1Cl(V ), Γv + (−1)nvΓ = 0 para todo v ∈ V.
3El producto de Clifford definido como (∗) permite ver al a´lgebra ∧V como un a´lgebra
Clifford. Note que para i 6= j ei ∗ ej = ei ∧ ej − ι(ei)ej = ei ∧ ej = −ej ∧ ei+ ι(ej)(ei) =
−ej ∗ ei. Por otro lado ei ∗ ei = ei ∧ ei − ι(ei)ei = −1.
40
Para bases ortonormales esta bien definida siempre que compartan la misma
orientacio´n que {e1, ..., en}. Con estas caracter´ısticas el operador de quilari-
dad induce una descomposicio´n de Cl(V )⊗C = (Cl(V )⊗C)+⊕(Cl(V )⊗C)−,
donde (Cl(V )⊗ C)± = {ω ∈ Cl(V )⊗ C : ξ(ω) = Γ · ω = ±ω}.
Sea V un espacio vectorial de dimensio´n par junto con un producto interno.
Sea c : Cl(V )⊗ C → End(S)un homomorfismo de a´lgebras, donde S es un
espacio vectorial complejo, entonces, existe una descomposicio´n, inducida
por el operador de quilaridad ξ,
S = S+ ⊕ S−
y para cualquier v ∈ V, v 6= 0, la accio´n de Cliffird determina los isomorfismos
c(v) : S+ → S− y c(v) : S− → S+.
Adema´s la accio´n de Clifford c induce acciones:
(Cl(V )⊗ C)+ → End(S+) (Cl1(V )⊗ C)− → Hom(S+, S−)
(Cl(V )⊗ C)− → End(S−) (Cl1(V )⊗ C)+ → Hom(S−, S+)
estas acciones se comportan de forma trivial en S+ y S−, respectivamente.
Para demostrar que
c(v) : S+ → S− y c(v) : S− → S+.
tengamos en cuenta que como la dimensio´n del espacio vectorial es par,
entonces, Γ · v = −v ·Γ para todo v ∈ V y Γ como el operador de quilaridad
de Cl(V )⊗C. Si γ+ = (IS+c(Γ))2 : S → S y γ− = (IS−c(Γ))2 : S → S satisfacen
las siguientes relaciones:
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γ+ + γ− = IS
γ+γ− = γ−γ+ = 0
(γ+)2 = γ+ y (γ−)2 = γ−.
Si S+ = γ+(S) y S− = γ−(S); por las anteriores relaciones se tiene que
S = S+ ⊕ S−. Si v ∈ V, v 6= 0, se tiene que:
c(v)γ+ = c(v) (IS+c(Γ))2 =
c(v)+c(v·Γ)
2 =
c(v)−c(Γ)c(v)
2 = γ
−c(v).
de forma ana´loga c(v)γ− = γ+c(v), adema´s como c(v) ◦ c(v) = −‖v‖2IS ,
entonces la funcio´n c(v) es inyectiva y por lo tanto las restricciones de c(v)
a S± son isomorfismos.
Se dira que una polarizacio´n del espacio vectorial complejo V ⊗ C es un
subespacio P ⊂ V ⊗C que es isotro´pico.4 Una polarizacio´n se dice orientada,
si existe una base ortonormal {e1, ..., en} de V, tal que P es generada por
los vectores
{ωj = e2j−1−ie2j√2 : 1 ≤ j ≤
n
2 }
y por lo tanto la componente P¯ es generada por los vectores
{ω¯j = e2j−1+ie2j√2 : 1 ≤ j ≤
n
2 }
Se puede verificar directamente que los elementos {ωj}j=1,...,n
2
, satisfacen las
siguientes propiedades:
4Un espacio se dice isotro´pico si satisface V ⊗ C = P ⊕ P y para cada v ∈ P, se tiene
que Q(v, v), donde Q es la extension lineal compleja Q : V → (V ⊗ C), del producto
interno de V, esto es, Q(a+ bi, c+ di) = 〈a, c〉 − 〈b, d〉+ (〈, bc〉+ 〈a, d〉)i.
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ωi · ωi = ω¯i · ω¯i = 0, ωi · ω¯i + ω¯i · ωi = −2
para i 6= j, tenemos
ωi · ωj = −ωj · ωi, ωi · ω¯j = ω¯j · ωi, ω¯i · ω¯j = −ω¯j · ω¯i.
Sea V un espacio vectorial euclideano-orientado de dimensio´n par, luego
existe un u´nico mo´dulo de Clifford S, llamado el mo´dulo spinor, tal que
la multiplicacio´n de Clifford induce un isomorfismo de a´lgebras
c : Cl(V )⊗ C → End(S).
en consecuencia S posee una descomposicio´n S = S+ ⊕ S−, inducida por
el operador de quilaridad de Cl(V ) ⊗ C; El subespacio S+ se denomina
submo´dulo spinor positivo y S− submo´dulo spinor negativo respectiva-
mente, dimC(S) = 2dim(V )/2, dimC(S±) = 2(
dim(V )
2 − 1).
La accio´n de Clifford induce los isomorfismos
(Cl(V )⊗ C)+ ≈ End(S+), (Cl(V )⊗ C)− ≈ End(S−),
(Cl1(V )⊗ C)− ≈ Hom(S+, S−), (Cl1(V )⊗ C)+ ≈ End(S−, S+).
En adicio´n, S posee un producto interno tal que
〈e · s1, e · s2〉 = 〈s1, s2〉,
para s1, s2 ∈ S, e ∈ V, ‖e‖ = 1, luego si e ∈ Spin(n), entonces c(e) ∈ Aut(S).
Una demostracio´n de este hecho lo pueden encontrar en Morgan.
Supongamos que la dimension n de V es par. La representacio´n spin,
se define como la restriccio´n de c a Spin(n) de la accio´n de Clifford de
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Cl(n) sobre el mo´dulo spinor S, como se aprecio en el anteror apartado.
Ahora si la dimensio´n es impar, la representacio´n spin se define, a partir
del isomorfismo de a´lgebras β : Cl0(n) → Cl(n − 1) dado por la accio´n de
Clifford c : Cl(n − 1) → End(S), y la descomposicio´n de Cl(n), como la
restriccio´n a Spin(n) de la funcio´n c ◦ f. La representacio´n spin es denotada
como ∆±S tal que:
∆±S : Spin(n)→ Aut(S±).
El grupo multiplicativogenerado por Spin(V ) y U(1) = S1 en Cl(V )⊗C es
llamado el grupo spin complejo y se denota por Spinc(V ).
Como se puede ver todo elemento de Spinc(V ) es de la forma α · β, con
α ∈ Spin(V ) y β ∈ S1; ya que S1 pertenece al centro de Cl(V ) ⊗ C. La
funcio´n dada por
f : Spin(V )× S1 → Spinc(V ),
f(α, β) = α · β
la funcio´n f es sobreyectiva y Ker(f) = {(α, α−1) : α ∈ Spin(V ) ∩ S1}.
Como α ∈ Spin(V )∩S1 entonces α ∈ {±1}, entonces,Ker(f) = {(1, 1), (−1,−1)},
con lo que se demuestra que el grupo Spinc(V ) es isomorfo a(Spin(V ) ×
S1)/Z2.
el anterior apartado permite definir la siguiente aplicacio´n:
ρc : (Spinc × S1)/Z2 → SO(V )× S1,
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Para [(α, β)] ∈ (Spinc×S1)/Z2, ρc([(α, β)]) = (ρ(α), β2), donde ρ : Spin(V )→
SO(V ) es la funcio´n spin definida anteriormente. De esto tenemos que la apli-
cacio´n ρc : Spinc(V )→ SO(V )×S1 es un doble cubrimiento de SO(V )×S1.
la aplicacio´n pi1 ◦ ρc : Spinc(V ) → SO(V ), donde pi1 es la proyeccio´n sobre
el primer factor de de SO(V ) × S1, es la extensio´n de la accio´n de conju-
gacio´n ρ de Spin(V ) sobre V a la accio´n de conjugacio´n de Spinc(V ) sobre
V ⊂ Cl(V )⊗C y Kern(pi1 ◦ ρc) ≈ S1. Adema´s la accio´n de conjugacio´n de
Spinc(V ) deja invariante al a´lgebra de Clifford real Cl(V ).
La representacio´n spin compleja ∆S : Spin(V )→ AutC(S) se extiende a una
representacio´n ∆S : Spinc(V )→ AutC(S).
Consideremos y analicemos el caso para un espacio vectorial real V de di-
mensio´n cuatro, con producto interno y {e1, e2, e3, e4} una base ortonormal
de V. Una polarizacio´n orientada P de V se genera a partir de
{ω1 = e1−ie2√2 , ω =
e3−ie4√
2
}.
La base esta´ndar de S = ∧P es {1, ω1, ω2, ω1 ∧ ω2} donde {1∧P , ω1 ∧ ω2} y
{ω1, ω2} son los generadores de S+ y S− respectivamente. As´ı, S ≈ C4, S+ ≈
C2 × (0, 0), S− ≈ (0, 0)× C2 y se tiene una representacio´n
c : Cl4 ⊗ C → End(S) ≈ End(C4).
A continuacion se presentan las acciones de ω1, ω2, ω¯1, ω¯2 sobre S.
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0 c(ω1) c(ω2) c(ω¯1) c(ω¯2)
1
√
2ω1
√
2ω2 0 0
ω1 ∧ ω2 0 0
√
2ω2 −
√
2ω1
ω1 0
√
2ω1 ∧ ω2 −
√
2 · 1∧V 0
ω2
√
2ω1 ∧ ω2 0 0 −
√
2 · 1∧V
Obteniendose las siguientes representaciones matriciales; para ls acciones
de ω1, ω2, ω¯1, ω¯2 sobre S., usando como base el conjunto ordenado {1, ω1 ∧
ω2, ω1, ω2} :
ω1 =
√
2 ·

0 0 0 0
0 0 0 −1
1 0 0 0
0 0 0 0

, ω2 =
√
2 ·

0 0 0 0
0 0 1 0
0 0 0 0
1 0 0 0

ω¯1 =
√
2 ·

0 0 −1 0
0 0 0 0
0 0 0 0
0 1 0 0

, ω¯2 =
√
2 ·

0 0 0 −1
0 0 0 −1
0 −1 0 0
0 0 0 0

Dado que e2i−1 = ωi+ω¯i√2 y e2i =
−ωi+ω¯i√
2i
se obtienen las representaciones
matriciales para las acciones de e1, e2, e3, e4 sobre S de la siguiente manera:
e1 =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

, e2 =

0 0 i 0
0 0 0 −i
i 0 0 0
0 −i 0 0

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e3 =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

, e4 =

0 0 0 i
0 0 i 0
0 i 0 0
i 0 0 0

Las anteriores matrices se conocen como matrices de Pauli y se denotaran
por e1, e2, e3, e4, las cuales son la representacion matricial de la base ortonor-
mal {e1, e2, e3, e4} de V ⊂ Cl(V ) en End(S), usando el conjunto ordenado
{1, ω1 ∧ ω2, ω1, ω2}
Veamos ahora un hecho de gran interes. Sea x = (x1, x2, x3, x4) ∈ R4 y
δ : R4 →M2(H), definida como:
δ(x) =
 0 −x1I + x2i+ x3j + x4k
x1I + x2i+ x3j + x4k 0
,
Como la compuesta δ(x) ◦ δ(x) = −‖x‖2Id4, por la propiedad universal de
las a´lgebras de Clifford existe una extensio´n δ¯ : Cl4 → M2(H) que es in-
yectiva. Por otro lado dim(Cl4) = 16 = dimR(M2(H)), entonces, δ¯ es un
isomorfismo de a´lgebras, es decir, Cl4 ≈M2(H).
Cada uno de los elementos x ∈ R4 es identificado en M4(C) mediante la
transformacio´n δ5 con la matriz:
5Note que si x ∈ {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}, entonces δ(x) es una de
las matrices de Pauli.
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
0 0 −x1 + x2i −x3 + x4i
0 0 x3 + x4i −x1 + x2i
x1 + x2i −x3 + x4i 0 0
x3 + x4i x1 + x2i 0 0

Si Qx = x1I + x2i + x3j + x4k, entonces, la representacio´n de x en M4(C)
esta´ dada por:  0 −Q−tx
Qx 0

Para cada elemento x = x1e1 + x2e2 + x3e3 + x4e4 ∈ V, s+ = s+1 1∧P +
s+2 ω1 ∧ ω2 ≈ (s+1 , s+2 ) ∈ S+, s− = s−1 ω1P + s−2 ω2 ≈ (s−1 , s−2 ) ∈ S−. Si
Qx = x1I + x2i+ x3j + x4k ∈ H; la accio´n de Clifford de V sobre S±, esta
dada por:
V ⊗ S+ → S−, x⊗ s+ → Qxs+
V ⊗ S− → S+, x⊗ s− → −Q−tx s−.
Sea V un espacio vectorial de dimensio´n cuatro con producto interno 〈, 〉 y
una base ortonormal orientada {e1, e2, e3, e4}. Podemos utilizar el producto
interno para identificar a V con V ∗.
El operador estrella de Hodge ? es definido por extensio´n lineal como:
? : ∧2V → ∧2V
?(ei ∧ ej) = (er ∧ es)
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donde (i, j, r, s) es una permutacio´n par de (1, 2, 3, 4). El operador estrella
de Hodge no depende de la base ortonormal orientada con la cual se define
y sobre p − formas satisface la identidad ?2 = (−1)p(4−p) = (−1)p, en
particular p = 2 tenemos que ?2 = 1.
El espacio vectorial ∧2V, puede ser descompuesto como la suma directa
∧2V = {∧2+V ⊕ ∧2−V },
donde ∧+V 2 = {w ∈ ∧2+V : ?w = w} y ∧−V 2 = {w ∈ ∧2−V : ?w = −w}.
Aqui ∧2+ es generado por:
f1 = e1∧e2+e3∧e42 , f2 =
e1∧e3+e4∧e2
2 , f3 =
e1∧e4+e2∧e3
2
∧2−V es generado por
f¯1 = e1∧e2−e3∧e42 , f¯2 =
e1∧e3−e4∧e2
2 , f¯3 =
e1∧e4−e2∧e3
2
Los elementos de ∧2+ y ∧2−V son llamados los tensores alternantes auto-
duales y los tensores alternantes anti-auto-duales, respectivamente.
Los correspondientes elementos, en el a´lgebra de Clifford Cl(V ) = ∧V, de
los elementos generadores {f1, f2, f3} son:
f1 = e1·e2+e3·e42 =

−i 0 0 0
0 i 0 0
0 0 0 0
0 0 0 0

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f2 = e1·e3+e4·e42 =

0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

f3 = e1·e4+e2·e32 =

0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0

Note que las matrices -i =
−i 0
0 i
 , j =
 0 1
−1 0
 , -k =
 0 −i
−i 0
 ,
son una base del a´lgebra de Lie de SU(2) que es Im(H), se tiene que
∧2−V es el a´lgebra de Lie de SU(2), representada en End(S+). En par-
ticular se construyo un isomorfismode ∧2+V a su(S∗) = {A ∈M2(C) : A∗ =
−A, traza(A) = 0} este isomorfismo preserva el producto interno de ∧2+V y
el producto interno de su(S+) como 〈A,B =〉Traza(AB)2 .
Si representamos un elemento ϕ = ϕ11+ ϕ2ω1 ∧ ω2 ∈ S+, ϕ1, ϕ2 ∈ C, como
ϕ =
ϕ1
ϕ2
 , entonces,
〈ϕ, e1 · e2ϕ〉 = 〈ϕ, e3 · e4ϕ〉 = (ϕ¯1ϕ¯2)
−i 0
0 i

ϕ1
ϕ2
 = −i(‖ϕ1‖2 −
‖ϕ2‖2).
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〈ϕ, e1 · e3ϕ〉 = 〈ϕ, e4 · e2ϕ〉 = (ϕ¯1ϕ¯2)
 0 1
−1 0

ϕ1
ϕ2
 = ϕ¯1ϕ2 − ϕ¯2ϕ1 =
−2iIm(ϕ1ϕ¯2)
〈ϕ, e1 · e4ϕ〉 = 〈ϕ, e2 · e3ϕ〉 = (ϕ¯1ϕ¯2)
 0 −i
−i 0

ϕ1
ϕ2
 = −i(ϕ¯1ϕ2 +
ϕ¯2ϕ1) = −2iRe(ϕ1ϕ¯2)
donde ei · ej representa la accio´n de Clifford de ∧2+(V ) ⊂ Cl(V ) sobre S+.
La expresio´n σ(ϕ) = − i4
∑
i<j〈ϕ, ei ·ejϕ〉ei ·ej , para ϕ ∈ S+, es una 2-forma
real y autodual sobre V. Para ϕ ∈ S+, la expresio´n [ϕ ⊗ ϕ∗ − ‖ϕ‖22 Id] es
auto-dual, puramente imaginaria y de traza cero.
La funcio´n σ : S+ → ∧2+V se le denomina la funcio´n o forma cuadra´tica
del espacio vectorial cuatrodimensional V y satisface las siguientes condi-
ciones:
‖σ(ϕ)‖2 = ‖ϕ‖44 , 〈σ(ϕ)ϕ,ϕ〉 = − i‖ϕ‖
4
2 〈%(ω)ϕ,ϕ〉 = −2i〈%(ω), σ(ϕ)〉,
donde ω ∈ ∧2+ y % : ∧2+(V )⊗ C → sl(S+).
La representacio´n ∆S : Spin(4) → Aut(C4), envia a Spin(4) en SU(2) ×
SU(2).
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Como Cl4 ⊗ C es isomorfo al espacio vectorial M4(C), entonces, la repre-
sentacio´n spin compleja δS , en terminos matriciales de un elemento u ∈
Spin(4) esta´ dada por
u =
A+ 0
0 A−
 ∈M4(C),
donde A± ∈ SU(2).
Como S+ = C2×(0, 0) y S− = (0, 0)×C2, u actua sobre s+ ∈ S+, y s− ∈ S−
como
∆S
A+ 0
0 A−
 (s+) = A+s+, ∆S
A+ 0
0 A−
 (s−) = A−s−.
las matrices A± ∈M2(C), son las representaciones matriciales de las trans-
formaciones ∆±S definidas sobre End(S
+).
La funcio´n ρ : Spin(4) → SO(4), esta´ dada por ρu(x) = uxu−1 para
u = (A+, A) ∈ Spin(4) = SU(2)× SU(2) y x ∈ R4.
Tenemos entonces que:
ρu(x) = uxu¯ =
A+ 0
0 A−

 0 Q¯tx
Qx 0

A¯t+ 0
0 A¯t−
 =
 0 A+Q¯txA¯t−
A−QA¯t+ 0
 =
 0 A−QA¯t+t
A−QA¯t+ 0
 ,
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Luego la representacio´n matricial de ρu(x) en el a´lgebra de los cuaterniones
H es A−QA¯t+.
Recordemos que Spinc(4) = (Spin(4) × S1)/Z2 = (SU(2) × SU(2))/Z2.
Sea f : SU(2) × SU(2) × S1 → U(2) × U(2), dada por f(A+, A−, λ) =
(λA+, λA−),Ker(f) = {(A+, A−, 1), (−A+, A−,−1)} ≈ Z2. Luego Spinc(4) =
(SU(2)×SU(2)×S1)/Z2 = f(SU(2)×SU(2)×S1) = {(A˘+, A˘−) ∈ U(2)×
U(2) : det(A+) = det(A−)} = {(λA+, λA−) : A+, A− ∈ SU(2), λ ∈ U(1) =
S1} =
Spinc(4) = {
λA+ 0
0 λA−
 : A+, A− ∈ SU(2), λ ∈ U(1) = S1}
La funcio´n ρ : Spin(4) → SO(4) puede ser extendida a una funcio´n ρˇ :
Spinc(4)→ SO(4) definida como: ρˇ
λA+ 0
0 λA−
 (Q) = A−Q(A+)−1; que
coincide con lo mostrado en secciones anteriores.
Tambie´n existe un homomorfismo de grupos det : Spinc(4) → U(1), dado
por det(λA+, λA−) = λ2
El grupo Spinc(4) actua sobre S+ y S− como:
∆ˇS
λA+ 0
0 λA−
 (s±) = A±s±.
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Cap´ıtulo 3
Invariantes topolo´gicos
La necesidad de clasificar espacios topolo´gicos ha llevado a los matema´ticos
a construir te´cnicas cada vez ma´s sutiles para tal fin. Probar que un espa-
cio topolo´gico pertenece a una clase particular se resume en encontrar un
homeomorfismo adecuado que permita identificarlo con alguno ya estudia-
do, en el caso de las superficies encontrarlo se remite a un problema de tipo
geome´trico. Las te´cnicas utilizadas varian con el tipo de problema. Por otro
lado, demostrar que dos espacios topolo´gicos no pertenecen a la misma clase
es un problema diferente, en el sentido que se tendria que probar todos los
homeomorfismos que se pueda establecer entre el espacio a investigar y el
espacio conocido, tarea que es imposible al examinar el homeomorfismo en
forma individual, pero que se solventa con la identificacio´n de elementos in-
modificables que permanecen a trave´s de homeomorfismos, estos se denomi-
nan Invariantes Topolo´gicos. Si se piensa que dos espacios no son homeo-
morfos, se debe encontrar un invariante topolo´gico adecuado y analizar los
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hallazgos. Por ejemplo, consideremos los espacios E1−{0} y E2. Si estable-
cemos un homeomorfismo ζ : E1 − {0} 7→ E2 de tal forma que E1 − {0}
sea enviado a E2−{ζ(0)} se puede ver que E1−{0} es no-conexo mientra´s
que E2 − {ζ(0)} es conexo au´n cuando no tenga un punto, luego podemos
concluir que los espacios no son de la misma clase y que la conexidad es un
invariante topolo´gico.
En el presente capitulo se describira´n algunos invariantes topolo´gicos tales
como: los grupos de homolog´ıa e invariantes Seiberg- Witten.
3.1. Grupos de homolog´ıa
La homolog´ıa asocia a cada espacio compacto una estructura de grupo
abeliano. Es decir, el problema de clasificacion topologica se convierte en
un problema algebraico. En primer lugar definamos los elementos sobre los
cuales la homologia simplicial se fundamenta:
Un r-simplejo es un conjunto σr tal que
σr = {x ∈ Rn;x =
r∑
i=0
cipi, ci ≥ 0,
r∑
i=0
ci = 1, pi ∈ Rn}
De tal forma tenemos, 0-simplejos (un punto), 1-simplejos (una linea), 2-
simplejos (un tria´ngulo con su interior),3-simplejos (un tetraedro solido),
etc. Decimos que las caras de un r-simplejo son aquellos simplejos de menor
dimension, esto es, σr < σr+1 donde σr es una cara del r-simplejo σr+1.
Un complejo simplicial K, es un conjunto finito de simplejos en Rn que
satisfacen:
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1. Toda cara σ∗ de un simplejo σ de K, esta en K, es decir, si σ∗ ≤ σ
entonces σ∗ ∈ K.
2. Si σ∗ ∈ K y σ ∈ K entonces σ∗ ∩ σ = ∅, o´ σ∗ ∩ σ ≤ σ∗, o´ σ∗ ∩ σ ≤ σ.
La dimensio´n de un complejo simplicial K es la dimensio´n del mayor sim-
plejo que pertenece a K.
El grupo de r-cadenas Cr(K) de un complejo simplicial se define como un
grupo abeliano libre 1 generado por los r-simplejos de K. Si r ≥ dimK,
Cr(K) se define como cero. Cada elemento c ∈ Cr(K) se puede expresar
como c =
Ir∑
i=1
ciσr,i, (1 ≤ i ≤ Ir) donde ci ∈ Z y donde Ir es el cardinal del
conjunto de los r-simplejos de K.
Para dos r-cadenas c y c∗ se define la suma c + c∗ =
∑
i(ci + c
∗
i )σr,i. El
elemento neutro es 0 =
∑
i 0σr,i, el elemento inverso de una r-cadena c esta
dado por −c = ∑i(−ci)σr,i, as´ı Cr(K) es un grupo abeliano libre con una
base finita Ir, entonces G es isomorfo a Z ⊕ Z ⊕ ... ⊕ Z donde Z aparece
Ir − veces.
Consideremos la funcio´n ∂r : Cr 7→ Cr−1 que actua linealmente sobre cada
r-cadena de K, cr de la siguiente formas ∂rc =
∑r
i=0 ci∂rσr,i. La frontera
de un r-simplejo σr = (P0P1...Pr) sera una (r − 1)-cadena definida por
1 Sea X un subconjunto de un grupo abeliano G. Si cada elemento a distinto de cero
en G se puede expresar de forma u´nica como a = n1x1+ ...+nrxr, para ni 6= 0 en Z y xi
distintas en X, entonces G es un grupo abeliano libre.
57
∂rσr =
∑r
i=0(−1)i(P0P1...′Pi...Pr) donde el punto ′Pi ha sido omitido. Por
ejemplo, al calcular la frontera del 3-simplejo (P0P1P2P3) se obtiene lo sigu-
iente:
∂3(P0P1P2P3) = (−1)0(P1P2P3)+(−1)1(P0P2P3)+(−1)2(P0P1P3)+(−1)3(P0P1P2)
= (P1P2P3)− (P0P2P3) + (P0P1P3)− (P0P1P2)
Diremos que un elemento c ∈ Cr(K) es un r-ciclo si ∂rc = 0, el conjunto de
r-ciclos se denota por Zr(K) ⊂ Cr(K).
Por otro lado, se dira que c ∈ Cr(K) es una r-frontera de d ∈ Cr+1(K), si
c = ∂rd. Al conjunto de elementos de Cr(K) que son frontera de elementos
de Cr+1(K) se les denominara r-fronteras y se denota por Br(K) ⊂ Cr(K).
Sea σ = (P0...P
′
i ...Pr) ∈ Cr(K) si se aplica el operador frontera ∂r se tiene
que:
∂rσ =
∑r
i=0(−1)i(P0...P
′
i ...Pr)
ahora si a ∂rσ ∈ Cr−1(K) se le aplica el operador frontera ∂r−1, se tiene
que:
∂r−1(∂rσ) =
∑
j<i
(−1)i(−1)j(P0...P ′j ...P
′
i ...Pr)
+
∑
j>i
(−1)i(−1)j−1(P0...P ′i ...P
′
j ...Pr)
=
∑
j>i
[(−1)i+i(−1)i+j−1](P0...P ′i ...P
′
j ...Pr) = 0
Con lo anterior se demostro que la composicio´n del operador frontera es
cero, esto es, ∂r−1(∂r(σ)) = 0 para todo σ = (P0...P
′
i ...Pr) ∈ Cr(K).
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La homolog´ıa tiene como objetivo asignarle una estructura de grupo a los
ciclos de una variedad M que no son frontera de ninguna subvariedad de M.
El r-e´simo Grupo de Homolog´ıa Hr(K), 0 ≤ r ≤ n asociado a un
complejo simplicial K. dim(K)=n, se define como:
Hr(K) = Zr(K)/Br(K)
Hr(K) = 0 si r ≥ n o´ r ≤ 0. Como Br(K) ⊂ Zr(K)2, Hr(K) es el conjunto
de clases de equivalencia de r-ciclos,
Hr(K) = {[z]|z ∈ Zr(K)}
Se dira´ que dos r-ciclos z y z∗ son homo´logos si pertenecen a la misma clase
de equivalencia, esto es, si z − z∗ ∈ Br(K).
Ahora se vera porque la homolog´ıa se considera un invariante topolo´gico.
Para ello, se hara uso del siguiente teorema, que se presenta sin demostracio´n,
para mayor detalle ver [ ]:
Sean X y Y dos espacios topolo´gicos homeomorfos, n-dimensionales y sean
(K, f) y (L, g) triangulaciones 3 de X y Y respectivamente, entonces:Hr(K) ∼=
2el grupo de r-fronteras Br(K) es subconjunto de los r-ciclos Zr(K), ya que si c ∈ Br(K)
entonces c es frontera de alguna (r+1)-cadena d, esto es, c = ∂r+1(d), y podemos ver que
∂r(c) = ∂r+1(d) = 0, por lo tanto, c ∈ Zr(K).
3Si cada complejo simplicial K, se considera como un subconjunto de Rn. Se dira que
|K| es el poliedro del complejo simplicial K. dim|K| = dimK. Un espacio topolo´gico
X se dice que es triangulable si existe un complejo simplicial K y un homeomorfismo
f : |K| → X. Al par (X,f) se le denomina una triangulacio´n del espacio X.
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Hr(L) para r = 0, 1, ...n.
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3.2. Ecuaciones e invariantes Seiberg-Witten
En la presente seccio´n se describira´n aspectos globales de los invariantes
Seiberg-Witten. Antes de comenzar este trabajo debemos tener en cuenta
que estos invariantes se construyen a partir de las investigaciones de Don-
aldson, de Gromov, de Atiyah-Singer, por mencionar algunos y son consid-
erados como una de las te´cnicas ma´s sofisticadas para la relacionar teor´ıas
geome´tricas y dar solucio´n a ecuaciones diferenciales parciales no lineales,
esto es, dada una ecuacio´n diferencial parcial EDP se muestra que el es-
pacio solucio´n es una variedad suave compacta finito-dimensional la cual
permanece en algu´n espacio de configuracio´n. El espacio solucio´n en general
depende de ciertas escogencias, tal como, la eleccio´n de la me´trica Rieman-
niana y de las estructuras suaves asociadas a la variedad, pero la “ clase
de cobordismo” del espacio solucio´n puede ser definido en forma indepen-
diente de la escogencia de la me´trica riemanniana. Esta clase se considera
un nuevo invariante topolo´gico, siempre y cuando se defina en terminos de
EDP, en tal caso este invariante distinguira estructuras diferenciables de la
variedad diferencial y en particular en el caso cuatrodimensional.
El trabajo de Donaldson siguio esta linea encontrando que ciertas var-
iedades diferenciales admiten diferentes tipos de estructuras diferenciales
y definio´ los invariantes de Donalson los cuales permiten distinguir tales
estructuras diferenciales, bajo difeomorfismos. Estos invariantes poseen la
dificultad que el espacio moduli es no-compacto y no se pueda calcular de
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forma trivial los invariantes de Donaldson. En 1994, Witten siguiendo una
linea de razonamiento similar a la de Donaldson, introduce las ecuaciones
conocidas hoy dia, como ecuaciones Seiberg-Witten, cuyo espacio solucio´n
es denominado espacio moduli Seiberg-Witten. Este espacio es una variedad
finito dimensional, orientada y compacta, y a diferencia del espacio mod-
uli de Donaldson permite trabajar en un contexto mucho ma´s simple, con
te´cnicas conocidas y definir invariantes ana´logos a los de Donaldson. Los
aspectos que se muestran en este capitulo, son la copilacio´n del trabajo de
Morgan, Moore y Caviedes.
A continuacio´n se describen tres elementos importantes dentro de esta teor´ıa:
Las Ecuaciones Seiberg-Witten, el grupo gauge y el espacio moduli Seiberg-
Witten.
Sea V un espacio vectorial cuatrodimensional orientado y con producto in-
terno. Como vimos en la secciones anteriores, el a´lgebra de Clifford comple-
jificada Cl(V ) ⊗ C, posee una representacio´n S, para la cual Cl(V ) ⊗ C ≈
End(S) = End(S+⊕S−) y hay una aplicacio´n σ : S+ → ∧+(V ) denominada
la funcio´n cuadra´tica.
Sea X una variedad diferenciable cuatrodimensional, riemanniana, orien-
tada, compacta. Como X es cuatro dimensional, posee una estructura Spinc.
Asociado a la estructura Spinc tenemos el haz principal PSpinc , el cual tiene
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consigo los haces vectoriales spin positivo W+ y spin negativo W−, y un
haz lineal L. Recordemos que los haces W+ y W− poseen un producto her-
mitiano, y se puede establecer un isomorfismo entre haces vectoriales tal
que:
End(W+) ≈W+ ⊗ W˜+ ≈ sl(W+)⊕ C ≈ ∧2+(TX)⊕ C,
y adema´s se tiene una aplicacio´n σ :W+ → ∧2+(TX), la cual es la extensio´n
natural de la funcio´n cuadra´tica inicial σ : S+ → ∧+(V ), que representa
los elementos diagonales de W+ ⊗ W¯+ en ∧2+(TX). Sea A una conexio´n
del haz L, entonces el operador de Dirac DA : Γ(W ) → Γ(W ), restringido
a Γ(W+), con imagen en Γ(W−), esto debido a que la accio´n de Clifford
envia elementos de W+ en el X− y la conexio´n dA de W envia secciones de
W+ a W+. La restriccio´n de DA en Γ(W+), D|Γ(W+) : Γ(W+)→ Γ(W−) se
denotara´ como D+A . En forma ana´loga se define D
−
A : Γ(W
−)→ Γ(W+).
Sea −iFA la curvatura de la conexio´n A de L y −iF+A su parte dual, entonces,
las ecuaciones Seiberg-Witten definidas sobre Γ(W+) son:
D+A(ψ) = 0 F
+
A = σ(ψ).
Se define el espacio de configuracio´n A como
A = {(dA, ψ) : A es una U(1)-conexio´n de L y ψ ∈ Γ(W+)},
una pareja (dA, ψ) ∈ A, es escrita simplemente como (A,ψ).
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La pareja (A,ψ) sera´ una solucio´n reducible si satisfacen las ecuaciones
Seiberg-Witten con ψ = 0, en otro caso se dira irreductible.
Sea L un haz lineal hermitiano sobre X. El grupo de transformaciones gauge
de L, denotado por G, es el conjunto de funciones suaves g : X → U(1). Los
elementos de G se les denomina transformaciones gauge. Si p0 ∈ X, a
los elementos del conjunto G0 = {g ∈ G : g(po) = 1} son llamadas transfor-
maciones gauge fijas.
Para una seccio´n σ ∈ Γ(L), en te´rminos de representaciones locales, (g ∗
dAσ)α = gdg−1σα + gAαg−1σα = gdg−1 ⊗ σα + gg−1dσα +Aασα = gdg−1 ⊗
σα+(dAσ)α, Aα es una forma imaginaria sobre Uα, luego g∗dA = dA+gdg−1.4
Sea A una conexio´n hermitiana sobre un haz lineal complejo hermitiano L.
La curvatura de A es invariante con respecto a transformaciones gauge, esto
es, FA = Fg∗A, donde FA, Fg∗A son las curvaturas de A y g ∗ A, respectiva-
mente y g ∈ G.
El espacio de transformaciones gauge G actua sobre el espacio de configu-
racio´n A como:
g ∗ (A,ψ) = (g2 ∗A, gψ) = (A+ g2dg−2, g−1ψ) = (A− 2g−1dg, gψ).
De lo anterior, si (A,ψ) ∈ A, es una solucio´n de las ecuaciones Seiberg-
4las transformaciones gauge actuan por conjugacion sobre las conexiones unitarias de
L, g ∗ dA = g ◦ dA ◦ g−1.
64
Witten, entonces, g ∗ (A,ψ) tambie´n es una solucio´n de las ecuaciones, para
g ∈ G. Esto es cierto, ya que si DA es el operador de Dirac, inducido por la
conexio´n A, entonces se tiene que:
DA−2g−1dg(gψ) = DA(gψ)− g
−1dg·gψ
2 ψψ = gDA(ψ) + dg · ψ − dg · ψ =
gDA(ψ) = 0.
Por otro lado,
F+
A−2g−1dg = F
+
A − 2d+(g−1dg) = F+A = σ(ψ) = −14
∑
i<j
〈ψ, ei · ejψ〉ei · ej =
−14
∑
i<j
|g|2〈ψ, ei · ej〉ei · ej = −14
∑
i<j
〈gψ, gei · ejψ〉ei · ej = σ(gψ).
El espacio de configuraciones, A, se puede extender a un espacio de Sobolev
5 del siguiente modo:
5Sea E un haz vectorial ortogonal (o´ hermitiano) con una conexio´n ω ortogonal (o´ her-
mitina) sobre una variedad diferenciable, compacta y orientada X. Recordemos que la
conexio´n ω puede ser vista como una funcio´n
dω = Ω
k(X,E)→ Ωk+1(X,E), para k > 0;
si σ ∈ Γ(E) = Ω0(X,E), se define como:
dkωσ = (dω ◦ ... ◦ dω)(σ) ∈ Ωk(X,E).
con la generalizacio´n del producto interno 〈dω(σ1), dω(σ2)〉 =Pj〈∇ejσ1,∇ejσ2〉, se define
la norma en Γ(E), p > 1, σ ∈ Γ(E), como
‖σ‖Lp
k
= (
R
X
(|σ|p + |dωσ|p + ...+ |dkω|pσ))
1
p .
La equivalencia de esta norma es independiente de la escogencia de la me´trica y la conexio´n
para E, esta norma es llamada la Lpk − norma de Sobolev y la completacio´n de Γ(E) en
esta norma es llamado el Lpk − espacio de Sobolev y es denotado como Lpk, el cual es un
espacio de Banach y de Hilbert cuando p = 2.
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Apk = {(dA0 − ia, ψ) : a ∈ Lpk(T ∗X), ψ ∈ Lpk(W+)}.
Al igual que, el espacio de transformaciones gauge, se puede extender a un
espacio Sobolev como:
Gpk+1 = L
p
k+1(X × C) ∩ C0(X,U(1)),
esta interseccio´n es Lpk+1(X×U(1))) por el teorema de inmersio´n de Sobolev,6
y si p = 2, los espacios A2k y A
2
k+1 son de Hilbert.
Con las anteriores extensiones y los siguientes resultados que se presentan
sin demostracio´n se definira´ el espacio moduli Seiberg-Witten.
Si se supone que k+1− 4p > 0 entonces Gpk+1 es un grupo de Lie infinitodi-
mensional cuya a´lgebra de Lie es Lpk+1(X× iR) con corchete trivial. Adema´s
Gpk+1 actua suavemente sobre A
p
k.
Supongamos que la variedad X es conexa. Consideremos la accio´n de grupo
de G sobre A, definida por g ∗ (A,ψ) = (g2 ∗A, gψ) = (A+ g2dg−2, g−1ψ) =
(A−2g−1dg, gψ). El estabilizador en G de un elemento (A,ψ) ∈ A es trivial
a menos que ψ = 0, en tal caso el estabilizador es el grupo consistente de
las funciones constantes de X a S1, un grupo naturalmente identificado con
S1.
Sea β = A/G, este espacio cociente tiene singularidades en los elementos
reductibles (dA, 0).
6Teorema de inmersio´n o encajamiento de Sobolev. Supongamos que k− n
p
> l, entonces
hay una inclusio´n acotada,Lpk(E) ↪→ Cl(E). En el caso en el que k− np > l− qn , la inclusio´n
es compacta.
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El espacio Moduli seiberg-Witten, se define como:
M = {[A,ψ] ∈ β : (A,ψ) es una solucio´n de las ecuaciones Seiberg-Witten},
este espacio depende de la escogencia del la estructura Spinc.
De los hechos a resaltar del espacio moduli Seiberg-Witten son: finitodimen-
sional, compacidad y orientabilidad.
Ahora pasaremos a definir el invariante Seiberg-Witten.
Supongamos que para una variedad X, se tiene que b+ > 1 y que para una
escogencia general de φ ∈ Ω2+(X), el espacio moduli Mφ es una variedad
diferenciable compacta, finitodimensional y orientable, de dimensio´n
c1(L)2−ℵ(X)−3χ(X)
4
La orientacio´n de los espacios de cohomologia H0(X),H1(X)yH2+(X) de-
termina una orientacio´n del Espacio moduli Mφ. El espacio depende de la
escogencia de la metrica paraX, por ser el operador de Dirac definido apartir
de la conexio´n Levi-civita que depende de la metrica, de la escogencia de φ y
de la estructura Spinc de la variedad. Si suponemos que b2+ > 1 el invariante
definido no dependera de la me´trica, solo de la estructura Spinc de X.
Sea s una estructura Spinc de X y LS el haz lineal asociado a ella. Si la
dimensio´n
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d(s) = c1(LS)−2ℵ(X)−3χ(X)4 > 0
es impar el invariante Seiberg-Witten SW (s) se define como cero, si es par
SW (s) se define como:
SW (s) =
∫
Mφ
c1(L)d(s)/2
donde c1(L) es la primera clase de Chern de L.
Para finalizar esta seccio´n se hace un bosquejo de lo establecido hasta el
momento en referencia a la estructura y su invariancia.
Sea (M, 〈, 〉) una 4-variedad Riemanniana orientable con una estructura
spinc y su correspondiente haz spinor positivoW+⊗L. Se busca dar solucio´n
a las ecuaciones Seiberg-Witten:
D+Aψ = 0, F
+
A (ei, ej) = − i2〈ψ, ei · ej · ψ〉, for i < j (*)
encontrando una pareja (d2A, ψ), en donde d2A es una conexio´n en el haz
lineal L2 y ψ es una seccio´n de W+ ⊗ L.
Aqui F+A =
1
2F
+
2A donde F
+
2A es la parte auto-dual de la curvatura de la
conexio´n d2A y el producto ei · ej · ψ es la multiplicacio´n de Clifford.
Las ecuaciones tambien se pueden presentar como:
D+Aψ = 0, F
+
A = σ(ψ.)
esto es posible porque σ(ψ) = − i2
∑
i<j〈ψ, ei · ej ·ψ〉ei · ej . Observese que la
presencia del te´rmino σ(ψ) es cuadra´tico en ψ. Las ecuaciones de Seiberg-
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Witten estan relacionadas por un principio variacional. Se define un fun-
cional de valor real en el espacio
A= {(A,ψ) : A es una conexio´n en L, ψ ∈ Γ(W+ ⊗ L)}
por la fo´rmula
S(A, ψ) =
∫
M [|DAψ|2 + |F+A − σ(ψ)|2]dV,
dV denota el elemento de volumen en M. Como DA es auto-adjunta y de la
formula de Weitzenbock que:
S(A, ψ) =
∫
M
[|DAψ|2 + |F+A |2 − 2〈F+A , σ(ψ)〉+ |σ(ψ)|2]dV
=
∫
M
[|DAψ|2+ |F+A |2+
∑
i<j
F+A (ei, ej)〈ψ, ieiejψ〉+ |σ(ψ)|2]dV
=
∫
M
[|∇Aψ|2 + s
4
|ψ|2 + |F+A |2 + |σ(ψ)|2]dV
Si la curvatura escalar s es estrictamente positiva, todos los te´rminos de la
u´ltima expresio´n son no-negativos y es una solucio´n diferente de cero para
las ecuaciones de Seiberg-Witten. Ma´s aun, ya que
|σ(ψ)|2 = 12 |ψ|4,
podemos concluir que si (A,ψ) es una solucio´n de las ecuaciones entonces:
∫
M
|F+A |2dV ≤
∫
M
[−s
4
|ψ|2 − 1
2
|ψ|4]dV ≤
∫
M
s2
32
dV.
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Cap´ıtulo 4
Variedades y me´tricas de
Einstein
Las preguntas “Are there any best (or nicest, or distinguished) Rieman-
nian structures on M?”[Besse. A.] o ”Given any differentiable manifold
X, do there exist any -distinguished- or -nicest- Riemannian metrics on
X?”[Sambuseti. A.] son consideradas como el punto de partida para el es-
tudio de las me´tricas de Einstein en variedades diferenciables, y estas a su
vez surgen como uno de los muchos cuestionamientos que se hicieron los
matema´ticos de mediados del siglo XX al tratar de clasificar n-variedades
diferenciables. En el presente capitulo se expondra´n los elementos que
considero son necesarios para entender la obstruccion a las me´tricas de
Einstein en cuatro variedades. Muchas de las definiciones y resultados seran
citados sin demostracio´n, pero se realizaran las referencias necesarias para
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que el lector interesado ahonde en su estudio.
Las respuestas a las preguntas iniciales para el caso n = 2 son conocidas:
La mejor estructura Riemanniana en una superficie compacta M esta dada
por aquellas variedades de curvatura constante, como en dimensio´n dos, solo
tiene sentido referirse a una nocio´n de curvatura, denominada la curvatura
de Gauss, la cual es una funcio´n K : M → R.1, se tiene entonces que cada
superficie compacta M admite al menos una me´trica Riemanniana de cur-
vatura constante, cuyo signo es igual al de la caracter´ıstica de Euler.
En dimensiones mayores que dos el panorama cambia y se debe buscar una
forma de generalizar la idea de curvatura constante, para eso se hace nece-
sario referirse al tensor de curvatura R de una me´trica g en una variedad M
2 junto con este tensor la nocio´n de curvatura en una variedad diferenciable
compacta adquiere nuevas formas:
1 Si M esta encajada en R3 junto con la me´trica Riemanniana usual inducida, la
curvatura de Gauss K en un punto de la superficie, es el producto de las curvarturas
principales k1 y k2 esto es K = k1k2
2 Conside´rese una curva cerrada λ y supo´ngase que se parte de un punto p y se trans-
porta paralelamente al vector xp a lo largo de la curva regresando al punto inicial. Entonces
se obtendra´ el vector x,p que en general sera´ diferente al vector inicial. Si se considera otra
curva δ(t) cerrada que pase por p y se transporta de nuevo al vector xp a lo largo de esta
nueva curva, se obtendra´ un vector x,,p que, en general, sera´ diferente a xp y a x
,
p. Esta no
integrabilidad del transporte paralelo corresponde al hecho que, en general, las derivadas
covariantes no conmutan. El tensor de curvatura nos proporciona una ”medida”de esta no
conmutatividad (Nakahara, M.)
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1. La curvatura seccional σ de planos tangentes P en la variedad M :
σ(P ) = σ(e1, e2) = R(e1, e2, e1, e2), donde {e1, e2} es alguna base or-
thonormal de P .
2. la curvatura Ricci, denotada por r(g), es la traza de R con respecto a la
me´trica g, el tensor de Ricci es una forma bilineal sime´trica definida en
cada espacio tangente TpM por r(u, v) =
∑n
i=1R(u, ei, v, ei) en donde
{ei}i=1,2,...,n es alguna base orthonormal de TpM .
3. La curvatura escalar, s, la cual es una funcio´n escalar en M , que es
la traza s = trazagr con respecto a g de la forma cuadra´tica r o bien
la traza del tensor de Ricci, esto es, s(p) =
∑
i6=j R(ei, ej , ei, ej) para
alguna base orthonormal {ei}i=1,...,n de TpM y algu´n punto p en M .
Notese que en dimensio´n 2 las tres nociones de curvatura son equivalentes.
Cuando la dimensio´n es 3 la informacio´n que suministra la curvatura de Ricci
es comparable con la informacio´n que suministra el tensor de curvatura de
Riemann.
Una vez se tiene las tres nociones de curvatura citadas anteriormente se
desea establecer cual de ellas puede ser la estructura ma´s adecuada y a la vez
que generalicen la idea de curvatura constante en variedades compactas,
encontrandose lo siguiente: Las variedades que admiten curvatura seccional
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constante 3 y las de curvatura escalar constante 4 no proporcionan mayor
interes, ya que son muy restrictivas o muy generales a la hora de contestar
las preguntas iniciales. Sin embargo, las variedades en las cuales se puede
establecer una curvatura Ricci constante parece ser la opcio´n ma´s cercana,
es decir, aquellas variedades con metricas de Riemman suave g en donde su
curvatura Ricci r sea un multiplo constante de la me´trica, esto es:
r = λ · g
a tales me´tricas y variedades se les denomina de Einstein.
El siguiente paso es establecer condiciones o restricciones al momento de
definir me´tricas de Einstein para las variedades diferenciables. En dimensio´n
2 y 3 las me´tricas de Einstein coinciden con las me´tricas de curvatura
seccional constante [Besse, A.], en variedades cuatro dimensionales han apare-
cido varias obstrucciones que au´n cuando se consideran diferentes se comple-
mentan y hacen cada vez ma´s interesante el estudio de estas en la matema´tica
moderna, en dimensiones mayores au´n no se conoce la respuesta a plenitud.
3las variedades que admiten curvatura seccional constante tienen cubrimiento universal
el cual es difeomorfo a la esfera Sn o a Rn, por otra parte, dichas me´tricas son isometricas
localmente a uno de los tres modelos clasicos: Sn con su me´trica cano´nica, el espacio
Euclideo o el espacio hiperbolico real, constiyuyendo una clase muy restrictiva.
4De la solucio´n del problema de Yamabe, se tiene que para cada variedad compacta M
y cada me´trica g enM , existe una funcio´n f enM tal que ef ·g es una me´trica de curvatura
escalar constante, originando una familia de metricas infinita, la cual es considerada muy
extensa para ser una buena opcio´n a la hora de responder las preguntas
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4.1. Obstrucciones a las me´tricas de Einstein en
4-variedades
De aqui en adelante, se centrara el escrito en variedades diferenciables, com-
pactas de dimensio´n 4. Es claro que no todas las 4-variedades diferenciables
admiten una me´trica de Einstein [LeBrune, Besse, Sambusetti] es as´ı, que
se puede hacer referencia a diferentes condiciones para que en una variedad
diferenciable no se pueda definir me´tricas de Einstein, entre las que estan,
las desigualdades de Hitchin-Thorpe-Berger, el estimativo del volumen sim-
plicial de Gromov, los resultados de no-existencia de metricas de LeBrune,
basado en la teor´ıa de Seiberg-Witten, los resultados de Aubin y Yau los
cuales establecen condiciones para la existencia de me´tricas Kalher-Einstein
mediante las cojeturas de Cabali, los teoremas de Matsushima, Lichnerowicz
y Futaki en variedades de Kalher-Einstein con primera clase de Chern defina
positiva.[Derdzinski]. Para el proposito se referencia tres tipos de obstruc-
ciones basicas y se analizara la ultima de ellas:
1. La desigualdad de Hitchin and Thorpe. Es una obstruccio´n topolo´gica
a la existencia de me´tricas de Einstein derivada de la forma especial
que toman las fo´rmulas para la signatura y la caracteristica de Euler.
Au´n cuando la desigualdad es muy general, se considera como el primer
peldan˜o en la identificacion de restricciones a las variedades diferen-
ciales y a la definicio´n de me´tricas de Einstein en ellas, hace uso de
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importantes invariantes topolo´gicos para una variedad diferenciableM
de dimensio´n n como lo es la caracter´ıstica de Euler χ(M) 5, la cual
puede ser definida como: Sea bi = dimHi(M,R) los nu´meros de Betti
de M , entonces se tiene que,
χ(M) =
n∑
i=o
(−1)ibi
como los nu´meros de Betti son invariantes topolo´gicos, χ(M) tambie´n
se conserva bajo homeomorfismos. Para ma´s detalles refererirse a [Naka-
hara, M]. Cuando M es una variedad Riemanniana compacta y ori-
entable de dimensio´n 2m, el teorema generalizado de Gauss-Bonnet6
proporciona una fo´rmula para la caracteristica de Euler como un poli-
nomio de grado m en la curvatura. En 4-variedades esta fo´rmula es
muy sencilla,
χ(M) = 1
8pi2
∫
M (‖U‖2 − ‖Z‖2 + ‖W‖2)µg
en donde U,Z,W son las componentes irreductibles del tensor de cur-
vatura R de la variedad M 7 Si M es una variedad de Einstein, se
tiene que Z ≡ 0 y la χ(M) es positiva y puede ser cero si la variedad
5La caracter´ıstica de Euler es uno de los invariantes topolo´gicos ma´s utilizados, pues
es el prototipo de invariante que relaciona lo geome´trico con lo algebraico.
6El teorema de Gauss-Bonnet generalizado se presenta como la integral de cierto poli-
nomio derivado de la curvatura y se usa para calcular la caracteristica de Euler, esto es,R
M
Pf(Ω) = (2pi)nχ(M) donde Ω es la forma de la curvatura de la conexion Levi-civita
7Una me´trica g en una variedad M da lugar a una accio´n del grupo ortogonal so-
bre cada espacio tangente TpM y en consecuencia sobre todo espacio vectorial asociado.
En particular, una accio´n sobre el espacio vectorial CpM de los tensores de curvatura
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es plana.(Berger). Por otra parte, la desigualdad de Hitchin-Thorpe
utiliza tambie´n el invariante topolo´gico denominado la signatura τ(M)
8 de la variedad M , el cual, en dimensio´n 4 adquiere la forma:
τ(M) = 1
12pi2
∫
M (‖W+‖2 − ‖W−‖2)µg
en donde W+ y W− son las componentes irreductibles del tensor de
Weyl bajo la accio´n del grupo especial ortogonal (ver Besse.A).
Si se combinan las fo´rmulas dadas para calcular χ(M) y τ(M) en una
variedad diferenciableM con alguna orientacio´n, se obtiene el siguiente
teorema:
Teorema 1. (Thorpe,J. Hitchin, N.) Sea M una 4-variedad compacta
y orientable, si
χ(M) < 32 |τ(M)|
entonces M no admite ninguna me´trica de Einstein.
algebraicos, que es un subespacio de tensores S2
V2 TpM que satisfacen la identidad de
Bianchi, produce una descomposicio´n de CpM = UpM
L
ZpM
L
WpM en representa-
ciones irreductibles del grupo ortogonal. Con respecto a esta descomposicio´n, el tensor de
curvatura R se divide como una suma R = U+Z+W en donde, U = s(g)
2n(n−1) ·g¯g el cual
es un tensor que involucra la curvatura escalar s. Z = 1
n−2 (r(g) − s(gn g) ¯ g involucra la
parte libre de la traza del tensor de Ricci y W es el tensor de Weyl de g. ¯ es el producto
de Kulkarni-Nomizu, [Besse, A].
8Def´ınase la signatura del tensor me´trico R, por: τ(R) = ] de valores propios positivos
menos ] de valores propios negativos.
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Por otra parte, si χ(M) = 32 |τ(M)| entonces M no admite met-
rica de Einstein a menos que esta sea una de las siguientes cuatro op-
ciones: una variedad plana o una K3-superficie (pi1(M) = {1}) o una
superficie de Enrique (pi1(M) = Z2) o el cociente de una superficie de
Enrique por una involucio´n libre antiholomorfica(pi1(M) = Z2 × Z2).
Como se menciono, la desigualdad de Hitchin-Thorpe establece una
condicio´n poco refinada, ademas de limitarse a ser una regla algebraica,
abre el camino a nuevas formas de clausurar el problema de me´tricas
de Einstein, encontrandonos con la siguiente linea en el estudio.
2. La desigualdad de Gromov y el volumen simplicial. Esta desigual-
dad introducida por Gromov en 1982, en su art´ıculo ”Volume and
bounded cohomology”muestra que existe otra obstruccio´n diferente
a la planteada por Hitchin-Thorpe-Berger, en esta se introduce un
nuevo invariante homoto´pico denominado, volumen simplicial ‖M‖ de
una variedad diferenciable cerrada. El volumen simplicial es un invari-
ante topolo´gico de variedades compactas y orientables, el cual se define
como:
SeaM una variedad diferenciable, compacta y orientable de dimensio´n
n y sea [M ] una clase de las clases homolo´gicas singulares enHn(M,R),
es decir una clase de equivalencia compuesta por la combinacion lineal
de simplices, esto es:
c =
∑
λiσi con λi ∈ R y ∂σ = 0
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el volumen simplicial ‖M‖ de M es el infimum de todas las sumas∑ |λi|
sobre todos los ciclos c =
∑
λiσi en la clase [M ].
Gromov demostro´ que, si una variedad Riemanniana compacta (M, g)
satisface r(g) ≥ 1n−1g entonces V ol(M, g) ≥ cn · ‖M‖ en donde cn
es una constante que solo depende de la dimens´ıo´n de la variedad.
[Sambusetti] Una de las consecuencias que encontro fue:
Teorema 2. (Gromov,M) SeaM una variedad compacta de dimensio´n
4. Si
χ(M) < 1
2595pi2
‖M‖
entonces M no admite ninguna me´trica de Einstein, donde ‖M‖ es el
volumen simplicial.
En el siguiente apartado se expondra´ el tema central de este trabajo,
con el se quiere mostrar que adema´s de las restricciones homoto´pi-
cas, existen tambien obstrucciones sobre la estructura diferencial de la
variedad tratada.
Teorema 3. (LeBrune,C) Sea Y una variedad con invariante Seiberg-
Witten diferente de cero (o de cualquier grado), y X = Y ]kCP 2. Si
k > 23(2χ(Y ) + 3τ(Y )), entonces X no admite me´trica de Einstein.
Demostracio´n. Sea P˜ (X) una estructura SpinC enX con invariante Seiberg-
Witten diferente de cero, entonces para cada me´trica Riemanniana g existe
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una solucio´n (A, φ) a las ecuaciones monopole.
Denotemos por Aˆ la conexio´n inducida por la conexion− spinC A en el haz
spinor, se tiene, entonces que:
c21(P˜ (X)) =
1
4pi2
∫
X(|F+eA |2 − |F−eA |2)dvolg
≤ 1
4pi2
∫
X |F+eA |2dvolg
= 1
32pi2
∫
X |φ|4dvolg
≤ 1
32pi2
∫
X s
2
gdvolg,
donde sg denota la curvatura escalar de g.
Dada cualquier clase c ∈ H2(X,R), denotamos por c+ la proyeccio´n de c
sobre el subespacio H2+ ⊂ H2 de las formas armonicas g-autoduales a lo largo
del subespacio H2− de formas armonicas g-anti-autoduales. Con esto se tiene
que:
(c1(P˜ (X))+)2 ≤ 132pi2
∫
X s
2
gdvolg.
Si P˜ (Y ) es una estructura SpinC en Y con invariante Seiberg-Witten difer-
ente de cero, 9 entonces existen estructuras SpinC , P˜ (X) en X = Y ]kCP 2
con invariantes Seiberg-Witten diferente de cero y tales que:
(c1(P˜ (X)) = c1(P˜ (Y )) +
∑k
i=1(−1)²iEi
9Sea eP (Y ) una estructura SpinC en Y, y X = Y ]CP 2, con E como generador de
H2(CP
2
, Z). EntoncesX tiene una estructura SpinC eP (X) con c1( eP (X)) = c1( eP (Y ))+E,
tal que los invariantes de Seiberg-witten de eP (Y ) y de eP (X) son iguales.[LeBrune, C.]
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para cualquier escogencia de signos de (−1)²i . Seleccionando los signos as´ı
(−1)²iE+i · c1(P˜ (Y ))+ ≥ 0.
tenemos entonces,
1
32pi2
∫
X s
2
gdvolg ≥ (c1(P˜ (x))+)2
= (c1(P˜ (x))+)2 + 2
∑k
i=1(−1)²iE+i · c1(P˜ (Y ))+ + (
∑k
i=1(−1)²iE+i )2
≥ (c1(P˜ (Y ))+)2 ≥ c1(P˜ (Y ))2 ≥ 2χ(Y ) + 3τ(Y )
= 2(χ(X)− k) + 3(τ(X) + k) = 2χ(X) + 3τ(X) + k
se utilizo´ la desigualdad c1(P˜ (Y ))2 ≥ 2χ(Y ) + 3τ(Y ) que es equivalente a
decir que el espacio moduli asociado con P˜ (Y ) tiene dimensio´n no negativa.
por lo tanto,
1
32pi2
∫
X s
2
gdvolg ≥ 2χ(X) + 3τ(X) + k para cada me´trica g en X.
Supongamos ahora que la me´trica g es Einstein. Entonces las integrales de
Chern-Weil para la caracteristica y la signatura de X dan
2χ(X) + 3τ(X) = 1
4pi2
∫
X(
1
24s
2
g + 2|W+|2)dvolg
≥ 1
96pi2
∫
X s
2
gdvolg
≥ 13(2χ(X) + 3τ(X) + k)
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donde W+ denota la parte auto-dual del tensor de Weyl de g. Por lo tanto,
k ≤ 2(2χ(X) + 3τ(X)) = 2(2χ(Y ) + 3τ(Y )− k), lo cual implica que
k ≤ 23(2χ(Y ) + 3τ(Y )).
Este teorema fue probado por LeBrune, quien tambie´n analizo´ el caso
fronterizo k = 23(2χ(Y ) + 3τ(Y )). En 1980 Donaldson y Freedman clasifi-
can variedades cuatrodimensionales a partir de sus estructuras topolo´gicas
y diferenciales.10 Conjeturas que permitieron ver que los enfoques de clasi-
ficacio´n utilizados para 4-variedades son distintas y unicas.
10Dos 4-variedades diferenciables cerradas y simplemente conexas son del mismo tipo
de homotopia si y solo son homeomorfas (Freedman) Existen 4-variedades simplemente
conexas con el mismo tipo de homotopia, homeomorfas pero no difeomorfas (Donaldson).
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