Abstract-This paper presents a refinement and validation stage for a tetra-vision based pedestrian detection system. The complete system is based on the use of both visible and far infrared cameras; in an initial phase it produces a list of areas of attention in the images which can contain pedestrians. Starting from the assumption that human shapes are mostly symmetrical and feature a number of vertical edges, the symmetry and edge density content of these areas is computed. The results is used to filter the list, discarding areas of attention that feature a scarce symmetry content. At the same time, the size of each area is refined to match the symmetry content and therefore to better adapt to human shapes. Moreover, this module can be successfully used to partition areas that contains two or more human shapes.
I. INTRODUCTION
A reliable pedestrian detection system is interesting for a number of applications, such as video surveillance or automatic driver-assistance systems for vehicles; moreover, the heavy investments made by almost all car manufacturers on this kind of research proves that particular attention is now focused on improving road safety, especially for reducing the high number of pedestrians being injured every year.
Also military organizations, like the U.S. Army, are actively involved on this research topic for robotic applications like obstacle detection, automatic path following, or antitamper surveillance [9] , [13] . For military applications, the use of vision as a primary sensor for the detection of human shapes is widely exploited, since cameras do not emit signals that can be detected by third parties.
Unfortunately, vision-based pedestrian detection, especially when performed from a moving vehicle, is a difficult task. Pedestrians are deformable obstacles and can therefore assume several different poses and wear different clothes with different colors changing their appearance. Moreover, the automotive environment is often barely unstructured, incredibly variable, and apparently moving, due to the fact that the camera itself is in motion; therefore, really few assumptions can be made on the scene. This paper describes a tetra-vision based pedestrian detection system to be installed on an autonomous military vehicle.
This system is able to detect all obstacles appearing in the scene and is based on the simultaneous use of two stereo camera systems: two far infrared cameras and two daylight [5] . The first stages of such system provide a reliable detection of image areas that potentially contain pedestrians. Unfortunately, some of the detected areas do not contain pedestrian or contain more than one pedestrian; therefore a refinement and a preliminary filtering of these areas is mandatory. This refinement and filtering stage is based on the assumption that a pedestrian features a high symmetry and edge density content. The process is only performed on far-infrared images in order to reduce the impact of the background on the whole process. Following filters are used to furtherly analyze the list of refined areas of attention in a multi-vote fashion. A final validation stage inputs all the votes coming from the different filters and evaluates how much the obstacle is likely to be a pedestrian.
This paper details the symmetry-based subsystem for the refinement and filtering of the list of areas of attention and is organized as follows: section II describes related work in pedestrian detection systems based on artificial vision. The whole pedestrian detection system is briefly discussed in paragraph III while the symmetry based resizing and filtering is detailed in section IV. Finally, section V ends the paper presenting few results and remarks on the system.
II. RELATED WORK
Vision-based systems for pedestrian detection have been developed exploiting different approaches, like the use of monocular [18] , [14] or stereo [19] , [22] vision. Daylight cameras are widely used for pedestrian detection, but, in the last years, thanks to the decreasing costs and to the improved technology, also infra red devices have been employed for vision based pedestrian detection [8] , [3] .
Many systems based on the use of a stationary camera employ simple segmentation techniques to obtain foreground region; but this approach is not suitable when the pedestrians has to be detected from moving platforms. Most of the current approaches for pedestrian detection using moving cameras treats the problem as a recognition task: a foreground detection is followed by a recognition step to verify the presence of a pedestrian. Some systems use motion detection [7] or stereo analysis [22] , [20] as a means of segmentation.
Other systems, substitute the segmentation step with a focus-of-attention approach, where salient regions in feature maps are considered as candidates for pedestrians; a following recognition approach is used to validate the presence of pedestrians. In the GOLD system [5] a DSIbased approach is used to detect potential pedestrians and the recognition is obtained by a number of independent validators. A similar approach is used in [11] where region of interests are preliminary selected using a stereo vision approach and following shape-based and texture-based stages are used for the validation. In [6] the local image entropy directs the focus-of-attention and is followed by a modelmatching module.
For what concerns the recognition phase, recent research are often motion-based, shape-based or multi-cue based. Motion based approaches use the periodicity of human gait or gait patterns for pedestrian detection [7] , [23] , [1] . These approaches seems to be more reliable than shape based ones, but they require temporal information and are unable to correctly classify pedestrians that are still.
Shape-based approaches are based on pedestrians' appearance, so can detect both moving and stationary people [14] , [17] . In these cases, the challenge is to model the several variations in the shapes, pose, size and appearance of humans and their backgrounds. Basic shape analysis methods consist in matching a template onto candidate foreground regions. In [10] a tree-based hierarchy of human silhouettes is constructed and the matching follows a coarse-to-fine approach. In [15] , [21] probabilistic templates are used to take in account the possible variations in human shape.
Symmetry assumptions are used as well, in [16] , [17] combination of symmetry and edge density features are extracted and fed into an SVM-classier using a statistical approach. Also the use of temporal tracking of symmetry features seems promising but, analogously to the previous mentioned motion-based recognition systems, it fails to detect still pedestrians [12] .
III. SYSTEM DESCRIPTION
The symmetry-base filtering and refinement module described in this work has been developed and is part of a more complex system for the detection of pedestrians in far infrared and daylight images [4] , [5] . The whole architecture is based on the simultaneous use of two stereo systems; the first system is composed by two CMOS daylight cameras, while the latter comprises two far infrared cameras in the 7-14µ spectrum. Thanks to this solution, the system is able to detect obstacles and pedestrians when the use of infrared devices is more appropriate (night, low illumination conditions. . . ) or, conversely, in the case visible cameras are more suitable for the detection (hot, sunny environments. . . ).
In fact, in the far infrared domain, the image of an object is quite different from the same image in in the visible spectrum and depends on the amount of heat it emits, namely, it is generally related to its temperature (see fig. 1 ). Conversely, in the visible domain, objects appearance depends on how the surface of the object reflects the incident light as well as on the illumination conditions. Usually, pedestrians are warmer than other objects like trees, background, or road artifacts. In such cases the thermal shape can be often successfully exploited for human shape detection, since pedestrians are in fact brighter than the background. Unfortunately, other road participants or artifacts emit heat as well (cars, heated buildings. . . ). Moreover, infrared images are blurred, have a poor resolution and the contrast is low compared with rich and colorful visible images and therefore, while being suitable for an initial areas of attention detection, may be too poor for a reliable pedestrian detection.
Conversely, visible images are more detailed than infra red ones. In such a case, areas of the images that contain pedestrians can be investigated to have a reliable detection. At the same time, a cluttered background can make an initial detection of areas of attention difficult. Moreover, daylight cameras can not be used in low illumination conditions. For these reasons, in the proposed system, the simultaneous use of far infrared and daylight technologies are used in a synergical fashion to improve vision-based pedestrian detection. Figure 2 depicts the overall algorithm flow for the complete pedestrian system. Different approaches have been developed for the initial detection in the two image domains: warm areas detection, vertical edges detection, and an approach based on the simultaneous computation of disparity space images in the two domains [5] .
These first stages of detection output a list of areas of attention in which pedestrians can be potentially detected. Each area of attention is labelled using a bounding box.
The symmetry-based approach is used after this first stage. In fact, in order to build this list of areas of attention, few characteristics of the human shape are exploited; therefore, a number of bounding boxes includes objects other than pedestrians and, at the same time, a single bounding box can contain more than one pedestrian. Therefore, a refinement and initial filter step is mandatory as a preliminary stage for a pedestrian presence validation. The rough list is examined and the size of bounding boxes is refined. When a bounding box contains more pedestrians it is splitted in two or more bounding boxes. In addition, each resulting bounding box is labelled with a vote that is used by the final validation stage.
In [2] , a symmetry-based approach was used to process monocular images in order to detect a list of regions of interest that potentially contain a pedestrian. In the system described in this paper, the list of areas of attention is produced thanks to FIR and daylight stereo process and the symmetry has proven to be more useful to refine or validate the areas of attention previously detected.
After this step, independent validators are used to evaluate the presence of human shapes inside the bounding boxes. These stages exploits specific pedestrian characteristics to discard false positives from the list of bounding boxes.
A final decision step is used to evaluate the presence of a human shape inside each bounding box balancing the votes of these validators and of the symmetry stage.
IV. SYMMETRY
As previously discussed, the detection phase generates a bounding boxes list in the infrared and daylight images.
Unfortunately, the same bounding box sometimes may enclose different pedestrians especially if they are close and at a similar distance from the cameras ( figure 4.a) .
In addition, both objects and pedestrians can be detected as well. Therefore a refinement and filtering process has been developed to get one bounding box for each object, and to get rid of non-pedestrian obstacles. More specifically, a symmetry-based processing is used to split, refine and preliminarily validate each bounding box. In fact, pedestrians are generally symmetrical, therefore a symmetry computation can be used both as a validator and as refinement step.
Experimental results demonstrated that infrared images are more suitable than daylight images for a symmetry computation, since they contain a lower number of small details. Therefore, this phase is performed on the right infrared images only; the whole process is depicted in figure 3 . This step produces an updated bounding boxes list for both infrared and visible domains.
Two different vertical symmetry measures are performed: one on the grey-level values and one on the vertical edge values. The density of edges is also considered to remove homogeneous edgeless areas.
For each bounding box all the possible positions of a symmetry axis are considered. For each axis, different symmetry window widths are evaluated considering the size of a human shape at the bounding box distance. Two symmetry maps are computed: one for grey levels (figure 4.b) and one for edges (figure 4.c). In these maps, the horizontal axis encodes the symmetry axis horizontal position within the bounding box; the vertical axis represents the symmetry window width. Figure 4 .d shows the density map that is computed in a similar way to the one used for the symmetry map. The triangular shape of the maps is due to the limitation in scanning large windows for peripheral vertical axis.
Bright points encode the presence of a high symmetric content: the value of each symmetry map pixel depends on the number of symmetric points in the related symmetry window. In the grey level symmetry computation, two points are regarded as symmetric if they are equidistant from symmetry axis and have about the same grey value. Conversely, in the edge symmetry computation, they must also feature an opposite edge sign in order to match edges belonging to the same object.
Let A = (x a , y a ) and B = (x b , y b ) be two symmetric edge points with x a < x b and let ρ a , ρ b ∈ ±1 be respectively their edge sign. A and B are regarded as warm symmetric edge points if ρ a = 1 and ρ b = −1, namely if A is a transition from dark to bright and B is a bright to dark ones. The edge symmetry computation mainly exploits the warm
(g) (h) symmetric points. This particular approach is aimed to regard as symmetric the objects that are brighter than background ( figure 5 ). Also the match between bright to dark and dark to bright ones is considered for computing the symmetry maps; in fact, when, given an axis position and a symmetry window, the edge symmetry is higher than a given threshold, also this contribution is computed and added to the symmetry map. The underlying ratio of this approach is to further enhance the symmetry weight related to warm objects. Grey level symmetry (figure 4.e), edge symmetry (figure 4.f) and edge density (figure 4.g) histograms are computed scanning the related maps and detecting the highest values for each column. Symmetry histograms and edge density are then combined to compute the overall histogram (figure 4.h), as shown in the following formula:
T otSym = (EdgeSym + k × GreySym) × EdgeDens where k is a constant value used to weight grey level symmetry contribution.
A new bounding boxes list is then generated by thresholding the resulting histogram. Therefore, for each bounding box, the over-threshold peaks generate new bounding boxes contain the shape of a potential pedestrian. This step allows both to refine bounding boxes width and to split bounding boxes that contain more than one object.
The new bounding boxes width is, in fact, computed maximizing the edge density. Unfortunately, the so-computed bounding boxes tend to be narrower than the object they contain ( figure 6.a) . Therefore, the bounding boxes are furtherly expanded using a vertical histogram of edges, in order to better match the objects width ( figure 6.b) .
Also the symmetry content of each bounding box is added to the bounding box list. In fact, the list of refined and filtered bounding boxes is used by a following validator stages, and by a final decision step; these stages are depicted in figure 2 and not detailed in this article [5] .
V. DISCUSSION
The developed system has been tested in different situations using an experimental vehicle equipped with the tetravision system. Figure 7 shows some results of the symmetry computation step. The validated pedestrians are shown using a superimposed yellow box. Conversely, the white rectangles represent the bounding boxes generated by previous steps. As examples, figures 7.e, 7.g, and 7.h show the bounding box width refinement; figures 7.b, 7.c, 7.d, 7.e, and 7.f depict the splitting of bounding box that contain more than one object and figure 7.e shows the bounding box validation.
As it can be noticed, some symmetrical objects, like cars are trees, are validated as well (figures 7.p and 7.q). This is also true for other vulnerable road users like cyclists and motorbikers. Moreover, some validation problems are encountered when the far infrared images are not optimal, like those acquired in summer under heavy direct sunlight; in these conditions, many object in the background become warm, and the assumption that a pedestrian features a higher temperature than the background is not satisfied. This causes some problems in the edge and symmetry computation, and therefore in the validation step ( figure 7.o) .
A quantitative analysis of results of the symmetry step has not yet been performed since the symmetry computation is an intermediate stage of the pedestrian detector system and its output is meant to be used by following steps.
Two different enhancements are currently under development: the use of horizontal edges in the symmetry computation and the bounding boxes height refinement. The horizontal edges are useful to the validation: in fact the bounding boxes, that contain more horizontal edges than vertical ones, are regarded as obstacles and not as pedestrian and therefore discarded. A single bounding box can contain some obstacle with different height. Therefore, the bounding boxes height refinement is needed in order to match the exact height of each obstacle. 
(o) (p) (q) Fig. 7 . Symmetry analysis results: validated pedestrians are shown using a superimposed yellow box; the white rectangles represent the bounding boxes generated by previous steps and fed to the symmetry based validation and refinement step.
