ABSTRACT This paper investigates the capacity of the cooperative cellular networks and proposes to use the 2-D nested deployment on the base stations. Further analysis of sum-rate capacity and spectrum efficiency shows that this approach provides significant improvement. The study leverages the traditional model of regarding the coverage of base stations as the hexagonal blocks and views each hexagon as a macro-cell. One of the theoretical contributions of this paper is to use the invariance in the difference co-array to cover the derive the entire set of the channel fading coefficients. Furthermore, this paper proves the validity of using the average sum-rate capacity to calculate the capacity of the networks in both Rayleigh fading and nonfading channels. We also use simulations to confirm the correctness of the proposed theories from another perspective. As a result, the proposed approach remarkably improves the capacity of the network with the same amount of base stations.
I. INTRODUCTION
The communications between base stations (BS) and client devices are essential to wireless communication systems. Although there is the exponential increase in the number of BSs in recent years, there is still an increasingly large gap between the communication capacity provided by the system and the growing request of high-data-rate services [1] . Therefore, it is critical to fully utilize the existing infrastructure to meet the ever increasing demand.
The research in [3] leveraged complicated collaborations among BSs to achieve immense improvement compared with the model of single BS. The multiple BSs were regarded as a multi-input-multi-output (MIMO) system with the distributed antenna array to improve the capacity of the system as a whole. It could also decrease the interference between the BSs and conduct distributed beamforming via the cooperation among BSs. The traditional model was to consider the downlink channel as a broadcast channel (BC) with interferences and Gaussian noise. Because of power and computational constraints of the mobile devices, the user detection was typically done by BSs and only applied to the discovery of single user. On the other hand, because there were fewer restrictions at the server side, the uplink was commonly modeled as a multiple-access channel. There has already been existing research about jointly processing the received signals to improve the performance and channel utilization [5] .
''Dirty paper coding'' (DPC) principle [16] was first applied to eliminate the effect of uncorrelated additive interference. Later on, the research in [12] used sum-rate of a multiple-antenna cellular system to investigate the downlink channel. It utilized the duality principle between the broadcast channel and the multiple-access channel [14] to address the constraints of power and complexity. The papers [18] , [20] , and [23] provided more detailed results about the sum-rate capacity of fading channels, the achievable channel capacity, and improvements in spectrum efficiency.
An early study of the uplink channel [7] provided an analytical framework. It assumed the distribution of the cells were at an infinite one dimension vector or two-dimensional hexagonal matrix and used them to derive the linear minimum mean-square error (MMSE) and the optimal throughput for non-fading channels. Reference [9] further extended these results to flat-fading channels and found that under certain circumstances the fading could increase the channel capacity.
Despite all the achievements mentioned above, a few crucial question remained unanswered. Because the capacity of backhaul links is not infinite, it is impractical to obtain as many BSs as possible to produce tremendous gains in spectrum efficiency [23] . Moreover, if we expand the analysis to a more extensive system that one group of cooperative BSs is adjacent to the others, we cannot ignore the interferences between the groups as the transmit power increases in each group [3] .
The nested array is introduced in the paper [24] . It can increase the degrees of freedom using much fewer physical sensors for the array processing. The paper [25] further develops this theory to multiple dimensions and proves the optimality of specific topology to maximize the degree of freedom. In this paper, we propose an innovative topological deployment of cooperative BSs. It is the first literature to investigate the effect of nested distribution for the cellular system from the information-theoretic point of view and determines the increased channel capacity as a function of the proposed topology and the number of the physical BSs.
There are seven sections in the following paper. Section II provides the theoretical backgrounds for both sum-rate capacities of joint BSs to processing the signal cooperatively and the mathematical definition of the multi-dimensional nested array. It also presents the detailed description to model the system. Section III obtains the theoretical information capacity of the nested distributed BSs via the invariance of the difference co-array. Section IV provides the simulation results to verify the theories proved in the previous sections. Finally, all findings and simulation results are summarized in Section VII with additional directions for further research.
II. PRELIMINARY AND MODEL DESCRIPTION A. CO-ARRAY IN TWO DIMENSIONS
The first two definitions use multidimensional lattice to define the nest co-array, which are the basis of this paper.
Definition 1 (Fundamental Parallelepiped (FPD) [25] ): 
The following definition and the corresponding theorem present a configuration for the nested co-array and guarantee the compliance with the prerequisites of SFPD.
Definition 3 (2D Nested Co-Array): The 2 × 2 nonsingular matrix N N N (d) , together with an integer matrix P P P and integers N (s) , N (d) = det(P P P), can describe a 2D nested array.
They satisfy
1) The sensor locations of the dense array are
= det(P P P) elements on the lattice. (s) and N N N (d) has relation as N N N (s) = N N N (d) P P P with an integer matrix P P P.
, where n n n (d) ∈ FPD(P P P) and n n n (s) is an integer vector.
B. THE SUM-RATE CAPACITY OF MULTI-CELL PROCESSING
The ergodic per-cell sum-rate capacity is given by [7] 
where P is the transmit power of a single user, and the expectation is taken with respect to the fading coefficients
The definition of spectrum efficiency, denoted as γ , is expressed as a function of the system average transmit E b /N 0 [26] . Its value is solved by substituting
in (1), and K is the number of users in a cell. The
Then, the slope of the spectrum efficiency for low-SNR and high-SNR can be defined as 
The upper and lower bounds for the fading channels are VOLUME 6, 2018 (1 − ε) log e K + 2 .
In the Theorems 2 and 3, we use the ε (Pr{P > P out }) to designate the probability that the number of users exceeds the lower bound of the fading power to transmit data successfully. 1 − (1 − 1/K (1−ε) ) K is the possibility that at least one of the users at a given cell cross the threshold. For the case that K = 100, the possibility is 79.762% when ε = 0.1, while it is 99.997% when ε = 0.5 [22] . As a result, its difference co-array is N N N (d) = 1 0 0 1 , 
where p 1 and p 2 are the eigenvalues of the P P P. Based on the Definition 3, the lattice can define as a parallelogram grid of size
2 . The Theorem 1 also help to derive that we can derive every point in the co-array with the values in both the dense and sparse arrays. We can shift the dense array sensors for each k 1 and k 2 in the sparse array to calculate the SFPD(N N N (s) , k 1 , k 2 ) of the sparse array.
We assume that each cell has K active users. Then, we can obtain the representation of the baseband signals
where H H H is the L × LK channel transfer matrix
in which b b b m and a a a m are 1 × K row vectors. They are the channel coefficients that resemble the K users who associate with the corresponding N N N (d) and N N N (s) base stations. We also assume that these fading indices have identical and independent distributed (i.i.d.) and are complex values. Another important assumption is that the joint multicell base stations share the channel state information (CSI) with the instant neighbors, and they do not know the channel coefficients beforehand. Moreover, the transmission channels are assumed to be ergodic over time, so that the achievable rate of each user is around the ergodic sum-rate capacity. It also expects that the users utilize the Gaussian codebooks so that the signal
are independent and identical distributed Gaussian random variables which are zero-mean, circularly symmetric, and has variance P. Besides, the users cannot jointly process their transmission. The channel has circularly symmetric zero-mean additive white Gaussian noise (AWGN) denoted as n n n. E[n n nn n n † ] = I I I L , where I I I L is the L × L identity matrix so that the transmission power P equals to the SNR.
D. OPPORTUNISTIC COMMUNICATION
Within the coverage of one base station, the communications based within the cell are assumed on an opportunistic time division multiple access (TDMA) manner. When we schedule a node for transmission in a particular time slot, multiple client devices in the same cell transmit at the same time to the same base station, assuming that there is no degradation to the achievable transmission rate because of the simultaneous communications. We refer these nodes as the opportunistic sources. All the client devices use the same frequency and bandwidth. Furthermore, the receiver leverages the successive interference cancellation (SIC) technique [17] to deal with the interferences between transmitters and does not treating the interference as noise. After one client decodes its signal, The SIC strips the related data from the signal once one client has decrypted the corresponding beacon, then the remainder sends to the next client.
Considering any client device s in this scenario, it assumes that there are multiple base stations (K ) for relaying the signal. The distance from the source node to the destination
where k = 0, 1, . . . , K , and is a positive constant to model a guard zone [2] . The fundamental reasons that we select these nodes that are far away from each other as opportunistic nodes are to guarantee that the communications from one opportunistic source to another do not undermine the available transmission rate [2] . It is to maximize the sum capacity and produces the rates satisfying
where R k denotes the kth node's achievable rate, P k is the transmit power from the k th source node, h kd is and the composite channel between the k th source node and the destination node, and σ 2 is the power of AWGN.
III. SUM-RATE CAPACITY OF NESTED DISTRIBUTED COOPERATIVE NETWORKS A. INVARIANCE IN THE DIFFERENCE CO-ARRAY
The algorithms to estimate the direction of arrival mainly uses the concept of invariance [27] . In particular, the array can be decomposed into some identical sub-arrays. The characteristics of similarity mean that they are only different by a shifted vector.
To derive the maximum amount of the sub-arrays, the underlying dense array moves with the steps of successive integer vectors. The increasing ranks are equivalent to the number of dense arrays. The Dimension of Freedom (DoF) after spatial smoothing is proportionate to the dimension of the dense array [28] . The most efficient way to construct the array system with a fixed number of elements is to make the rank equals to the size of dense array [29] .
where
2 . The received signal by the sub-array (m, n) is denoted as y y y m,n = H H H m,n x x x+σ 2 n e e e m,n , where the elements of H H H m,n are given as
. Then it is ready to derive that
n e e e m,n (13) where 1 and 2 are K × K diagonal matrices with (i, i)th element given by e jω 1 and e jω 2 , respectively. We can now define the autocorrelation of the received signal as
n e e e m,n e e e † m,n + σ 
Taking the average of R R R m,n over all (m, n), we can define the rank-enhanced matrix
since it provides the autocorrelations with the freedom of 
Hence, the cluster of BSs has the degree of freedom as
B. STATIC ADDITIVE WHITE GAUSSIAN NOISE CHANNEL
When the communications are in the channels without fading, the capacity (1) depends only on the sum of the intra-cell transmit power based on the derivation in (2). As a result, all schemes of transmissions have the same throughput as long as they have equal total intra-cell power. Based on (2), we can have the nonzero elements in
L is a circulant matrix where the rows has nonzero components {K , 2K , K }. We have the proposition below based on the eigenvalues of this matrices [30] Proposition 2: The mean sum-rate capacity of each cell for the uplink channels in the absence of fading is
Replacing (23) with (4)- (6), we then have Proposition 3: The uplink channels spectrum efficiency is
C. THE CHANNELS WITH FLAT-FADING
The channel fading coefficients are taken as i.i.d. random variables, and their statistics are denoted as
to be the average, 2nd-and 4th-order derivatives and the kurtosis. In a rich-scattering environment, we can safely model the small-scale fading effect as mutually independent and identical distributed random processes. Then, we have several additional assumptions based on the real-world scenarios. Firstly, the users have similar large-scale path losses to the base stations. Secondly, all users can receive the signal with roughly equivalent average power from the two base stations from one BS in the dense and the other in the sparse array. Thirdly, we assume the number of the active users is much more significant than one (K 1), so that we can apply the Strong Law of Large Number (SLLN) to K while keeping the total per-cell transmit power KP constant. Then, (25)- (28) can represent the diagonal elements in (2).
Substituting (29)-(31) to (1), we have Proposition 4: The mean sum-rate capacity of each cell with Rayleigh fading is
Compared with the capacity (32) and (23), the existence of the fading effect enhances the performance regarding the average sum-rate capacity of each cell, because the two fading processes dependently affect the signal from the point of view of two receiving base stations. Moreover, we can apply (32) to (4) 
For the Rayleigh fading channels
When the SNR is small, we need to have the same minimum transmits E b /N 0 for either intra-cell TDMA and wideband communications in order to facilitate reliable communications. In particular, the intra-cell connection means that there is only one active user in each cell transmitting for a fraction of time (1/K ) with a fixed power P. The results are also the same for the cases with or without fading. Nevertheless, compared with the result of nonfading channels., when there are more than two simultaneously active users per cell, the system has a higher spectrum efficiency with the wideband scheme in the case of Rayleigh fading. Figure 2 presents the capacities of the channels with Rayleigh fading (32) or without fading (23) . They are functions of the total transmit power between different cells. It also has the theoretical lower and upper bounds (7) based on the assumption that there are about K = 100 users in each cell. The lower figure is for lower bound ε = 0.5, and the upper figure is for ε = 0.1. Compared with the results of nonfading channels, the Rayleigh-fading channels has a positive influence on the system performances. Moreover, it also indicates that we can have a good estimate about the analytical lower bound via the Monte Carlo simulations. What is more, the lower bound is derived based on the SLLN. It yields a better estimate given a known and fixed number of users in a cell because a higher value of ε suggests that more users are inclined to encounter threshold crossing fading coefficients. This effect is self-evident in the Figure 2 The analytical lower bound with ε = 0.5 are closer to the results of Monte Carlo simulations than the one with ε = 0.1 does. Figure 3 compares the sum-rate capacity of the system. The regular setting deploys BSs in a conventional hexagon manner, while the nested approach mentioned before uses both dense and sparse deployment. Both of them utilize the same number of the base stations. The latter approach substantially improves the capacity by about seven times for the Rayleighfading channel and eight times for the non-fading channel. 
IV. SIMULATIONS

V. MODELING OF HYBRID WIRELESS NETWORKS WITH DISTRIBUTED BASE STATIONS A. THE DIFFERENCE CO-ARRAY
The invariance in the difference co-array is an essential concept in the algorithms to calculate the direction of arrival [27] . The input array is divisible into the identical sub-arrays which are the shifted copies of each other.
We get the maximal coverage by fixing the underlying sparse array and moving the dense array with consecutive integer vectors to each direction in the 2D plane. The increase is proportionate to the values of the movements. The degrees of freedom is proportional to the size of both dense and sparse array [28] . For constant elements, A practical strategy to construct the array system with a fixed budget is to make the equal ranks for both underlying arrays [25] .
2 . The received signal by the sub-array (m, n) is denoted as y y y m,n = H H H m,n x x x+σ 2 n e e e m,n , where the elements of H H H m,n are given
, and θ k is the azimuthal angle of the source k. 
where 1 and 2 are K × K diagonal matrices with (i, i)th element given by e jω 1 and e jω 2 , respectively. We can now define the autocorrelation of the received signal as
R R R m,n y y y m,n y y y
Besides, it can also be shown that 
BSs. As a result, the nested distributed base stations (NDBS) can acquire densely deployed O (N (s) N (d) ) virtual BSs via the difference co-array with O(N (s) + N (d) ) actual BSs. In the following sections, these BSs simulate the multiple antennas in the communication providing diversity gain and increasing reliability. For a target cell, it can be served by the BSs not only from the sparse array but the dense array sharing the same frequency band.
B. FORMULATE NDBS AS MIMO SYSTEM
We denote N BS as the antennas equipped in each BS and assume that each user node has a single antenna (N nd = 1). A total bandwidth of W Hz for data transmission further splits into W u Hz for uplink, W d Hz for downlink, and W = W u +W d . There are three phases for the communication. During the uplink, the source node transmits data to all the NDBS under the existence of opportunistic nodes in the same cell. Then, the collaborative NDBS decode the received data and send them to the NDBS which are serving the destination cell via the wired network. Finally, the data is transmitted to the destination node by cooperative NDBS via the downlink.
For uplink, the received signal at the NDBS is described as:
where P u is the average transmit power for source nodes and opportunistic nodes; κ is the number of opportunistic nodes which simultaneously generate traffic to m NDBS; H k is the composite channel matrix from the k th node to m NDBS; x k represents the normalized transmit symbol sent by the k th node; the noise n is of AWGN CN (0, σ 2 n I N ·N BS ), and the inter-cell interference which can be modeled as color Gaussian noise [19] .
Particularly, H k consists N independent sub-channel matrices to each NDBS:
where H k n : C 1×N BS represents the composite fast fading channel matrix from the k th node to the n th NDBS:
denotes the large-scale path loss to the n th NDBS, in which the distance between the n th NDBS and the source node is d n , and γ and α are the absorption constant of the attenuation and path-loss exponent. We assume all the nodes are uniformly distributed in the two-dimensional plane. H ss n,k : C 1×N BS is the small-scale Rayleigh fading channel matrix, in which all the entries are standard normal distributed.
Similarly, the received signal for the downlink is expressed as:
P d is the transmit power at each NDBS. x : C mN BS ×1 represents the normalized transmit symbol matrix from each transmit antenna. H is the composite channel matrix from m NDBS to the destination node, which can be further separated as
H n : C N BS ×1 represents the composite fast fading channel matrix from the n th NDBS to the destination code:
35574 VOLUME 6, 2018 where H ss n : C N BS ×1 is the small-scale Rayleigh fading channel matrix, in which all the entries have standard normal distribution.
VI. ERGODIC THROUGHPUT CAPACITY A. NUMBER OF NODES IN EACH CELL
There are ( As a result, the number of base stations n c has a binomial distribution (P A , n). We can have the following inequality via Chernoff bound
When k 1 > e − 1, Pr(some cells have more than
nodes) converges to zero as n increases to infinity via the union bound.
When k 2 < 1 − e −1 , Pr(some cells have less than
nodes) also converges to zero as n increases. Therefore, every cell has ( n b ) base stations and we complete the proof.
B. UPLINK ERGODIC THROUGHPUT CAPACITY
The ergodic capacity for the fasting fading channel is defined as the ensemble average of channel capacity over all possible channel realizations [19] , [21] . If we assume the channel state information is known only at the receiver, combining with the received signal model of the uplink phase in (43), the ergodic capacity with opportunistic communications and SCI scheme is expressed as:
Given the properties of the composite uplink channel matrix in (44), the ergodic capacity of the source node and opportunistic nodes is further derived as:
is the ratio of signal to noise plus interference (SINR), and β n = (h ls n ) 2 . Since the entries of H ss n,k are complex Gaussian random variables with independent identically distributions, H ss n,k 2 follows Chi-square distribution with 2N BS degrees of freedom. Furthermore, we denote
We can get ϕ n ∼ (κN BS , 2β n ). As a result, ϕ can be approximated as another Gamma distribution as (k ϕ , θ ϕ ) using the second order moment matching proposed in [11] , with the same first and second moments as:
with the mean and variance
For high SINR, we have
where ψ(.) in is the digamma function, and its asymptotic approximation ψ(
x is used in (a). In the case of low SINR,
Because κ = ( mn b ), the uplink ergodic capacity is upper bounded by 
for high SINR and low SINR respectively. Numerical simulations are presented to validate this theorem. Figure 5 shows the ratio between ergodic capacity and the capacity under AWGN at high SNR with m BS = 4 antennas at NDBS (κ = 50), in which m = 1 indicates no cooperation between base stations. By comparing the performance, one can attribute the capacity improvement to the number of NDBS involved in (m). Similarly, Figure 6 illustrates uplink performance at high SINR with m = 9 NDBS. It is obvious that the ergodic capacity scales in O N BS ). 
C. DOWNLINK ERGODIC THROUGHPUT CAPACITY
Given the received signal model as in (46), the ergodic capacity of the downlink phase under infrastructure mode is:
Furthermore, we denote
Hence, χ n ∼ (N BS , 2β n ), and χ can be approximated by Gamma distribution (k χ , θ χ ) with 
Hence, at high SINR, the downlink transmission rate is (log( Figure 7 further illustrates the asymptotic behaviors of the derived ergodic capacity. Its vertical axis is the ratio between the uplink and the downlink capacity. There is an apparent advantage to introduce the opportunistic sources. At both low SINR (5dB) and high SINR (15 dB), the uplink throughputs exceed the downlink counterparts as the opportunistic nodes κ increase. However, with the m increasing, the differences between the uplink and downlink capacity decreases.
VII. CONCLUSION
In the previous sections, the cellular network with nested deployment is thoroughly analyzed based on the unique characteristics of the nested array as well as the feasibility of using this theory into the wireless network. The proposed approach starts with the traditional hexagonal model and assumes two base stations can communicate to each end user at the same time. With specific planning, we can make sure that one of the two BSs is from the dense inner array. To fully evaluate the difference between this approach and the traditional uniformly distributed BSs, we analyze the spectrum efficiency and the average per-cell sum-rate capacity with both Rayleigh fading and the non-fading channels. We calculate the cell capacity via deriving the covariance of channel fading coefficients with the invariant of differences in the co-array. Then, the simulating results also prove the correctness of the approach that we are using.
One of the crucial contributions of this paper is that the BSs can produce a much higher channel capacity by deliberately scheduling the communication between the client devices and the BSs. However, many questions are remained to be answered -what are the detailed strategies of power allocation? How can the beamforming combine the dense array with the sparse array? What is the out-of-system interference for this model if there are more than two such networks located side by side? What is the relation between the uplink and downlink channels?
