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Introduction
Volatility is one of the most recurrent keyword in finance. In its simplest form it
is intended to be a measure of the degree of uncertainty governing the dynamics
of the price of a stock or a commodity, an interest rate or a foreign exchange
rate. We can think of it as the average deviation from the mean value of a set of
data related to a studied quantity or what statisticians call standard deviation.
For example by recording the daily returns of different stocks for a given period
of time we could observe that some of them are more erratic than others, or in
a different word, more “volatile”. This concept has probably its origin from the
very first work of financial mathematics, the thesis of the French mathematician,
Louis Bachelier who postulated the existence of a “coefficient of instability” of
the price of a financial security, giving a first example of Brownian motion model
applied in a financial context (Bachelier (1900)).
Since then, the common view about the dynamics of a financial asset is given as a
sum of a drift term indicating the “direction” of the temporal average behaviour
and a diffusive term tuned by volatility accounting for the fluctuations coming
from the arrival of new information. Nevertheless, this view has been proven to
be incomplete since more rarely a security price can assume a value far beyond
the local mean deviation. Sometimes it exhibits a “jump”.
The concept of jump is introduced to describe those events which involve a change
of extraordinary magnitude in the value of an asset over a very small time interval
compared to the usual fluctuations happening in that time scale. It represents
the reaction of market participants to the arrival of important new information
whose effect is such to produce a discontinuity in the temporal evolution of the
market value. This process is in fact different from the diffusive dynamics since
it appears to be active only at random points remaining in an idle state most of
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the times.
During the last thirty years, many empirical studies has evidenced that volatility
is indeed a quite richer process, far from being considered a static parameter of
the motion. It exhibits variability over time, a property know as heteroschedas-
ticity, mean reversion, temporal clustering, long memory and self similarity. It
also shows an asymmetric response to the sign of past realized returns, with neg-
ative ones having a higher impact on enhancing the level of future volatility with
respect to the positive ones. This well-documented fact is known as leverage ef-
fect.
After Black and Scholes (1973)’s contribution, the typical modelling approach to
describe the dynamics of asset prices has been done in continuous-time. This
framework has the main advantage to provide a mathematically consistent and
elegant method to obtain no-arbitrage prices for derivative contracts in many
cases expressed in closed or semi-closed form. This setting has rapidly become
mainstream. Nevertheless, Black-Scholes prices for options systematically differ
from quoted ones. Some of the reasons are the unrealistic assumptions of time-
constant volatility of the diffusive dynamics of the underlying return and the
continuity of its temporal trajectories. To cope with this problem, continuous-
time stochastic volatility models with jumps, known as jump-diffusion models,
are introduced (among others Bates (1996b), Bakshi et al. (1997), Duffie et al.
(2000)). Treating the volatility has a time-varying process and accounting for
the presence of extreme movements in prices, these models are able to meet some
of the empirical properties of volatility dynamics like clustering and the leverage
effect and the significant negative skewness and the excess kurtosis of stock re-
turns, resulting in a more realistic pricing and a better fit of the smile profiles of
implied volatilities.
One of the issues of the jump-diffusion setting concerns the difficulties related to
estimating continuous-time models with discretely sampled data. The typical so-
lution is to directly model the dynamics under risk-neutral measure and calibrate
it in order to best fit derivative’s quoted prices. The alternative approach consists
in building models in discrete-time. Originally, option pricing has not been one of
the reason for the introduction of the discrete-time framework. Indeed, the mo-
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tivation has been to propose models able to mimic the well-recognized fact that
uncertainty of asset prices, as measured by volatility, changes through time and
produce good forecasting of future volatilities, by using the historical information
available. Seminal works by Engle (1982) and Bollerslev (1986), introducing the
ARCH-GARCH processes, represent the first instances of this idea.
This thesis has the purpose to widen the family of discrete-time processes with
different objectives. First, we propose a novel class of models that can reproduce
the many stylized facts documented in empirical time series of asset prices, as
jumps, volatility persistence and leverage effect. Secondly, despite the presence
of different dynamical features, we build these models in order to be easily es-
timated using historical information. Third, we want this class to be available
as a pricing framework capable to explain the well-known characteristics of the
volatility surface implied by real option quotes, as the smile or the term struc-
ture. Finally, since we are also interested in modelling the connection between
the physical process of an asset price and its risk-neutralization, we adopt for our
models a flexible multi-dimensional pricing kernel including multiple risk premia
for each source of randomness driving the dynamics (as discussed in Gagliardini
et al. (2011) and Gourieroux and Monfort (2007)). This choice implies the fur-
ther advantage that our framework allows to compute European option prices
with semi-closed analytical pricing formulas.
The models that we are going to introduce belong to the class of affine processes.
For such models we provide the methodology to compute the moment generating
function of log-returns, an alternative way to specify the conditional probabil-
ity distribution. Furthermore, we are able to determine the formal change of
measure, coherently satisfying no-arbitrage condition, and derive the moment
generating function under risk-neutral measure. Related to this, we prove that
the risk-neutral process still belongs to the class of models proposed.
Our proposal consists of stochastic volatility models with jumps based on Realized
Volatility (RV). This quantity is an easy-to-compute measure of the asset volatil-
ity typically constructed from the intraday price movements. Recent papers have
opened a new field of research combining successfully RV literature with that
on option pricing (see Stentoft (2008), Christoffersen et al. (2014), Corsi et al.
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(2013) and Majewski et al. (2015)). The advantage in using realized volatility is
that models which rely on it are easy to be estimated. In fact, since it is built
directly from observed returns, this variable is in turn observable allowing the
use of maximum likelihood estimation methods. Furthermore, a model based on
realized volatility effectively incorporates the information contained in intraday
data. This gives the model more flexibility to adapt rapidly to the market’s move-
ments and consequently improve option pricing. Nevertheless, most attention has
been given to RV models accounting for the diffusive dynamics of asset prices.
To the best of our knowledge, little work has been devoted to include a jump
component in RV valuation model framework. A notable exception is the paper
by Christoffersen et al. (2015) which develops an option valuation model that
uses the observable realized volatility and a realized measure for jump variation
to describe the dynamics in the diffusive volatility and in the jump intensity.
The main motivation of this work is to investigate the combined role of volatility
dynamics and jump events within a novel class of realized volatility models. In-
cluding a jump component provides a rapidly moving factor which improves on
the fitting properties of historical time series and allows to better explain the pro-
nounced smile profiles of implied volatilities at short time-to-maturities. To cope
with the presence of extreme events, we follows two different approaches. In a
first class of models, we describe the jump dynamics as a compound Poisson pro-
cess with constant jump intensity. This represents a parsimonious way to include
a pure discontinuous component with the advantage of preserving simplicity of
the estimation procedure without involving filtering procedures. Differently, our
second model considers a jump component whose intensity is time-varying with
autoregressive dynamics where the realized number of jumps detected each day
plays the role of an idiosyncratic shock. Modelling a persistent intensity is ade-
quate to reproduce the typical observed phenomenon of the clustering of extreme
events. However, adding this new dynamic feature implies an estimation method
which has to filter out the latent intensity variable. In both approaches, we model
the diffusion component of the asset price as an autoregressive gamma process
for the continuous realized volatility accounting for heterogeneous time-scale and
leverage effect.
Introduction xi
Concerning the intrinsic stochastic nature of volatility, a growing strand of lit-
erature is interested on the relevant topic of the variance risk premium. This is
commonly intended as the compensation that a representative investor demands
for bearing the risk related to unknown future variance of a given investment.
Works by Bates (2000), Bakshi and Kapadia (2003) and Carr and Wu (2009)
provide quantitative measures of the variance risk premium both in paramet-
ric and non-parametric approach. Successive studies have evidenced that the
variance risk premium is able to predict stock market returns aggregated over
different time horizons (see Bollerslev et al. (2009a) and Bakshi et al. (2010a)).
Within our framework, we give explicit formulas to compute a dynamic model-
implied measure of variance risk premium. The relevant aspect of this measure is
that it can be easily split in order to separate the two contributions coming from
the diffusive and the jump dynamics. A major advantage of adopting an analyt-
ical parametric measure is the possibility to compute risk premia over different
maturity recovering their whole term structure.
The thesis is divided in four chapters. Chapter 1 starts with an overview of the
available models proposed in the last decades to describe asset prices and volatil-
ity dynamics both in continuous and discrete-time settings. It summarizes the
motivation behind the introduction of jump-diffusion processes in an arbitrage-
free pricing framework and the advent of the econometric models belonging to the
wide ARCH-GARCH class and more recently developed for realized volatility. In
the following sections, we introduce the definition of realized volatility pointing
out the practical issues encountered in building this measure from high-frequency
time series and reporting references to different methods to deal with them. Fi-
nally, we concentrate on an important application of realized volatility and higher
order realized measures: jump detection. We report some of the main results of
a wide literature proposing a variety of statistical test to spot the discontinuities
in the price path of a security based on asymptotic theory of a class of robust-
to-jumps estimators built from high-frequency returns.
Chapter 2 deals with the topic of the risk-neutralization of discrete-time stochastic
processes for asset pricing purposes. The central issue is modelling the stochastic
discount factor or pricing kernel allowing to coherently connect the physical or
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historical measure to the risk-neutral or martingale measure within an arbitrage-
free framework. We give some examples of the typical stochastic discount factors
encountered in financial literature focusing on the particular exponential-affine
class. As we will see, this family has many advantages. For example, it allows
to incorporate multiple risk-premia preserving full analytical tractability in many
cases. In particular, the possibility to include different premia, adopting multidi-
mensional pricing kernels, has been recently proven to be interestingly useful to
explain well-known pricing puzzles (as discussed in Christoffersen et al. (2013)).
In Chapter 3 we present the novel class of models based on realized volatility
accounting for heterogeneity, leverage and jumps. We summarize some of the
well-established stylized facts recurring in empirical studies of financial time se-
ries and give motivation behind the proposal of heterogeneous autoregressive
processes. We formally define the models and report the important results about
analytical characterization of the probability distribution by computing the mo-
ment generating function. We also show how to determine the change of measure
from the physical to the risk-neutral world by introducing an exponential-affine
stochastic discount factor and demonstrate the existence of a mapping of model
parameters from one measure to the other. Finally, we introduce a definition
for the variance risk premium and give a set of recursive formulas to compute a
model-implied estimate within our framework.
Chapter 4 provides the results of some empirical studies involving our models
and using real data from financial datasets. We describe the procedures to con-
struct our observable time series of returns and realized volatilities and separate
the continuous and jump contributions of the dynamics. We provide parameters’
estimation results and show how to calibrate the models for option pricing appli-
cation. Then we assess the pricing performances by benchmarking our proposed
class with standard and state-of-the-art models available in literature. We con-
clude with a final exploration about variance risk premium in order to verify if
our model-implied measure of VRP is capable to predict stock market returns.
We perform our forecasts through simple linear regressions of the S&P 500 ex-
cess returns on series of VRP computed both in a complete parametric way and
in a semi-parametric one. As benchmark, we repeat the same regression us-
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ing commonly recognized predictor variables, including the Cyclically Adjusted
Price-to-Earnings, the Term Spread of interest rates and the market proxy of the
variance risk premium determined from VIX index quotations. A comparative
discussion of the results concludes.

Chapter 1
Stochastic volatility and jumps
from continuous to discrete time
1.1 Continuous-time models
The main assumption behind the Black-Scholes model is that the dynamics of a
stock price follows a geometric Brownian motion whose log-return is described
by a Gaussian process with constant volatility parameter. Although theoretically
important, this claim has been proven to be inadequate to explain the well-
known “smile/skew” profile of implied volatilities curves obtained from quoted
plain vanilla option prices as functions of their strikes. This fact has led to the
development of two classes of models: local volatility and stochastic volatility.
The local volatility model, introduced by Dupire (1994) and Derman and Kani
(1994), is a generalization of the Black-Scholes model that treats volatility as a
deterministic function of the asset value. Indicating with St, the value of the




= µtdt+ σL(St, t;S0)dWt
where µt is a drift term, Wt is a Wiener process and σL(St, t;S0) is the local
volatility function, which in general can depend on the current asset value S0.
The advantage of this assumption is that it allows to adequately fit the entire
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implied volatility surface. However, the main criticism against this approach is
that it lacks economic interpretation by not giving a reasonable explanation of
the volatility smile.
On the other hand, stochastic volatility models assume that the asset price St












〈dW (1)t , dW
(2)
t 〉 = ρdt
where α : R+ × R+ × R+ → R, β : R+ × R+ × R+ → R+, η is the volatility of





t are Wiener processes. These models are useful because
they explain in a self-consistent way the volatility smile by assuming a realistic
dynamics for the underlying. Remarkable instances of these large class of models
are introduced by Hull and White (1987), Stein and Stein (1991), Heston (1993)
and Hagan et al. (2002).
The reason behind modelling volatility as a stochastic process comes from em-
pirical studies of stock price returns according to which the estimated volatility
exhibits a random evolution through time. One of its effect is thickening the
tails of returns distributions if compared to the normal distribution assumed
in the Black-Scholes model. This aspect, implying a higher probability of tail
events for the stock price dynamics, reconciles with the higher implied volatilities
observed for out-of-the-money and in-the-money options with respect to at-the-
money volatilities.
Another simplifying assumption introduced by Black and Scholes (1973) is that
the price evolves in time according to continuous trajectories. Differently from
this, it is empirically observed that daily and intraday asset returns time series
exhibit extreme abrupt movements, or jumps, appearing as sharp discontinu-
ities of the apparent continuous temporal evolution. These sudden unpredictable
events contribute to fatten the tails of sampled returns distributions and are con-
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Figure 1.1: Implied volatility profile for options written on S&P 500 index with
different maturities. The pronounced smile for short-maturity options is regarded as
an evidence for the “jump fear” of the market agents.
sidered a relevant source of risk by market agents. It should be mentioned that
heavy tails due to jump in price could be reproduced by a fine-tuned stochastic
volatility model but its predictable diffusive dynamics would be at odd with the
documented occurrence of discontinuities in sample paths prices.
It is documented that while stochastic volatility models are quite flexible to cor-
rectly reproduce the options smile, nevertheless they are often unable to fit the
implied skew of short time-to-maturity options. As shown in Figure 1.1, smile
profiles are affected by the maturity of the contracts. In particular the U-shape
curves are steeper for very short maturity options and they become flatter mov-
ing to longer maturities. The common interpretation for this phenomenon is that
market participants fear abrupt large movements in prices occurring on short term
horizons that could change the value of the contracts from out-of-the-money to
in-the-money implying big losses without the chance of “recovery”. Coherently,
this translates in higher prices for short maturity OTM options and consequently
in higher implied volatilities and more pronounced smile profiles.
To cope with the possibility of rare extreme events, a new class of continuous-
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time financial models combining a diffusive evolution of prices along with jumps
at random times has been introduced. These are known as jump-diffusion mod-
els. According to them, the asset price is described as a Lévy process with a
Gaussian component plus a jump part, which is a compound Poisson process
with finitely many jumps in every time interval. The first example of such mod-
els is the Merton jump-diffusion model with Gaussian jumps (Merton (1976))
while a more refined specification is given by Kou (2002) introducing double ex-
ponential jumps. Another remarkable representative of this class is discussed by
Bates (1996a) which combines compound Poisson jumps and stochastic volatility.
These models have different advantages. They imply a closed form conditional
characteristic function of the asset return which can be used to compute option
prices with Fourier transform method. They are easy to be simulated with the
possibility of being involved for efficient Monte Carlo pricing. They are able to
reproduce the particularly steep skew of implied volatilities for short maturities.
Nevertheless, they are difficult to be estimated since the underlying volatility is
a latent process.
1.2 Discrete-time modelling approach
Although continuous-time models for stochastic volatility rapidly became a stan-
dard both in academia and industry, originally the fact that the asset price volatil-
ity is time-varying has been studied within the discrete-time framework of finan-
cial econometrics. As observed in the work by McNees (1979), the uncertainty
related to the usual forecasts based on standard autoregressive models seems to
vary widely over time. Furthermore, it has been also documented that large and
small errors tend to cluster together in contiguous time periods as reported by
Mandelbrot (1963) and Fama (1965). These evidences of heteroschedasticity of
the volatility has motivated the development of the ARCH and GARCH processes
by Engle (1982) and Bollerslev (1986), respectively.
The ease of tractability and the ability to reproduce the volatility clustering has
determined the success of this class of models, that, since then, has been ex-
tended in order to account for other features of volatility dynamics. For example,
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it is well-recognized that relevant information is carried by the direction of re-
turns. Particularly, it is observed that stock market declines are followed by an
increase of volatility while there is not evidence of a sizeable volatility decline
when a rise occurs.. This asymmetric response of volatility to the sign of shocks
in returns is known as leverage effect. The variety of GARCH models describ-
ing this phenomenon includes the EGARCH by Nelson (1991), the NGARCH by
Engle and Ng (1993) and the TARCH by Glosten et al. (1993). Another relevant
characteristic of volatility dynamics is its long memory or the high persistence
of volatility autocorrelations at long time lags (usually up to several months). A
typical approach is modelling volatility using a fractionally integrated process as
in Baillie et al. (1996). Alternative models belongs to the multi-component family
as the CGARCH by Engle and Lee (1999), recently extended by Christoffersen
et al. (2008) and Bormetti et al. (2015b). These models introduce the novelty
to consider the volatility process as a combination of different components each
carrying information from different time-scales. In these sense they belong to the
class of multi-factor models.
As concerns the possibility to incorporate jump components in price and volatility
within this wide class of discrete-time models, we cite the alternative specifica-
tions of GARCH-Jump processes proposed in Maheu and McCurdy (2004), Duan
et al. (2004, 2006) and Christoffersen et al. (2008).
A common characteristic of the cited GARCH-type models is that volatility is
treated as a hidden process which has to be filtered from the observed series of
returns. Besides, the fractionally integrated models are considered as convenient
mathematical tools to achieve long memory but lack a clear economic interpre-
tation as observed by Comte and Renault (1998). An alternative discrete-time
approach to model time-varying conditional volatility has been proposed by Corsi
(2009) which uses the realized volatility (RV) as an observable measure of the la-
tent integrated volatility and introduces an heterogeneous autoregressive time
dependence of present RV on past realizations aggregated on different time scales
(daily, weekly and monthly). The advantages of using this specification named
HAR-RV are many. First, it remains parsimonious in the number of parameters
involved and easy to be estimated. Second, while formally not belonging to the
6 1. Stochastic volatility and jumps from continuous to discrete time
class of long-memory models, the HAR-RV is able to reproduce the volatility
persistence observed in the empirical data as well as other stylized facts as fat-
tailed return distributions. Third, by using heterogeneous past information from
different time-scales, it reconciles with the so-called volatility cascade due to the
heterogeneity of market agents’ temporal horizons. This phenomenon has been
studied for the first time by Muller et al. (1997).
Recently the HAR-RV specifications have been modified in order to build a new
family of discrete-time stochastic volatility models named HARG-RV where re-
alized volatility is described as an autoregressive gamma process (see Gourier-
oux and Jasiak (2006)) whose conditional distributions embed an heterogeneous
dependence from past realizations aggregated on different time-horizons, as pro-
posed by Corsi et al. (2013). The class also includes models able to reproduce
the leverage effect as the HARGL-RV by Corsi et al. (2013) and the LHARG-RV
by Majewski et al. (2015). This last version has the peculiarity to introduce a
dependence on heterogeneous leverage terms in the volatility dynamics, following
the indication coming by Corsi and Renò (2012). In this work, the authors show
that extending the heterogeneous structure for the leverage effect is apt to mimic
the empirically observed persistence of the impact of negative returns on future
volatility and successfully improves forecasting. Starting with Stentoft (2008), re-
alized volatility models have been successfully implemented for pricing purposes
showing higher performances with respect to the GARCH class as documented
in Corsi et al. (2013), Christoffersen et al. (2014) and Majewski et al. (2015).
The summarized class of realized volatility models has been developed to describe
only the diffusive component of the dynamics of an asset and its volatility, thus
neglecting the contribution of sudden jumps. Only recently, the possibility to
use realized measure of volatility to discriminate the continuous and the discon-
tinuous components of the time evolution of prices and explicitly jointly model
them has been explored. The references of this new field are Christoffersen et al.
(2015), Alitab et al. (2016) and Alitab et al. (2017).
Discrete-time models constitute a wide class of specifications and the advantages
related to this approach are many. Firstly, financial time-series, transactions and
quotes are only available in discrete time. So these model are naturally suited for
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effectively incorporate this information. Secondly, they allow to accommodate
different empirical properties of return and volatility process in a flexible way
making more transparent the role of each parameter involved. Thirdly, by con-
sidering the class of affine process for financial application, it has been evidenced
by Darolles et al. (2006) and Gourieroux et al. (2006) that, in discrete-time, this
class is much larger than the equivalent continuous-time class proposed by Duffie
et al. (2003), increasing considerably the type of admissible dynamics.
1.3 Observing the hidden process: Realized Volatil-
ity
A crucial feature of financial volatility is that it is not directly observable. For
example, considering the daily returns of a stock or an index is not sufficient to
deduce the daily volatility process since there is only one observation in a trading
day. However, if intraday data, as high-frequency returns, are available, then it
is possible to estimate the daily volatility. The idea originates from the seminal
article of Merton (1980), according to which one can measure an asset’s latent
or hidden daily volatility using the sum of M intraday squared returns, when M
tends to infinity. With the increasing availability of high-frequency information,
this idea has made very significant progress with the definition of the realized
volatility.
Formally, observing M intraday returns yj,t over a daily time interval [t, t+ T ] ,










t is referred to as daily realized variance (RV)
1. This quantity is sim-
ply the second non-centred sample moment of the return process over a day. The
1In the rest of the thesis the acronym RV will be used interchangeably to indicate the realized
volatility or the realized variance. The exact meaning will be clear from the context.
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M observations can be equally spaced (corresponding to temporal subintervals of
length δ = T/M) or unevenly spaced (for instance tick-by-tick with subintervals
of variable length δj = tj+1 − tj).
The theoretical properties of realized volatility have been investigated in a large
number of studies, among them Andersen and Bollerslev (1998), Andersen et al.
(2001, 2003) and Barndorff-Nielsen and Shephard (2001, 2002a,b, 2005). The
fundamental result is the proof that the realized variance represents a consis-
tent estimator (when supj{δj} → 0 as M → ∞)2 of the quadratic variation
of a ys continuous-time semimartingale, whose yj,t are the observed realizations
at discrete times. We recall the enunciate of this result for continuous-time
jump-diffusion process (for more general results involving semimartingales see
Aı̈t-Sahalia and Jacod (2014)).
Proposition 1. Suppose ys is a stochastic process obeying the following SDE
dys = αsdt+ σsdWs + dJs
where αs is predictable, σs is cadlag and dJs = csdNs where Ns is a Poisson
process with adapted intensity process λs and cs are i.i.d adapted random variables
describing the size of the jumps. Given a time window [t, t+ T ], the quadratic








Then, sampling M values yi,t in the time interval [t, t+ T ], the realized variance
converges in probability to the quadratic variation as M →∞.
Although theoretically justified under the assumption of a continuous stochas-
tic model for the asset return process, the realized volatility approach suffers
drawbacks in real applications. The main one of these issues is that the observed
high-frequency trades or quotes are contaminated with market microstructure
noise. This terminology refers to a variety of frictions related to the trading pro-
cess as bid-ask bounces, discreteness of price changes, gradual response of prices
2In the rest of the chapter this condition will be synthetically indicated as M →∞.
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to a block trade, inventory control effects. Intuitively, it can be argued that an
asset’s high-frequency price consists of the true efficient latent price plus a ran-
dom observation error, due to microstructure noise. When the asset’s squared
return is calculated, the error is not averaged out when it is summed, system-
atically generating a bias in the variance estimate. This empirical fact indicates
that the realized volatility estimator is not robust when the sampling interval is
small. Furthermore, as observed by Zhang et al. (2005), it suggests that, from a
probabilistic point of view, the observed log return process is not in fact a semi-
martingale.
To cope with this problem, several techniques has been proposed for estimat-
ing latent volatility in presence of microstructure noise. One example is based
on the optimal choice of sampling frequency as in Aı̈t-Sahalia et al. (2005) and
Bandi and Russell (2011); other ones involve filters based on an AR(p) or MA(q)
models of intraday data (Ebens (1999), Andersen et al. (2001) and Hansen et al.
(2008)) or the so-called Realized Kernel (Barndorff-Nielsen et al. (2008, 2011b,a))
or the pre-averaging of high-frequency data (Jacod et al. (2009), Christensen et al.
(2010) and Hautsch and Podolskij (2013)). Another remarkable methodology has
been advanced by Zhang et al. (2005) and Aı̈t-Sahalia et al. (2011), known as the
“Two-Scale” method. It is based on the idea to combine two different sampling
frequencies in order to take advantage of each of them. On one hand, in fact,
high frequency data carry important information representing the closest avail-
able to the continuous time process but suffer the contamination due to market
microstructure. On the other hand, sampling over longer time horizons reduces
the impact of the microstructure bias but has the inconvenience of throwing away
data which is not a desirable solution in statistics. The authors have solved this
issue defining and combining two estimators, one making use of the full data by
subsampling at a low time scale (say, 5 minutes) , the other one using every sin-
gle observation (say, tick-by-tick), as in the definition of realized volatility. The
result is an unbiased and consistent estimator for the integrated volatility despite
the presence of market microstructure noise.
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1.4 Jump detection tests
The advent of high-frequency data had a significant impact on the recent progress
of the econometrics of financial volatility through the use of realized variances
(volatilities). Along with these developments, it contributed to the introduction
of nonparametric methods for the direct identification of jumps.
A jump detection test is correctly specified by two ingredients:
(i) a consistent measure of the diffusive or integrated volatility of the price
process with the property to be robust to rare jump events;
(ii) the asymptotic distribution of the observed volatility in the limit of infinite
return realizations under the assumption of absence of discontinuity of the
price dynamics.
This assumption represents the so-called null hypothesis of the test which is
rejected in accordance to an arbitrarily chosen statistical tolerance given by the
α−percentile of the asymptotic distribution (usually 95% or 99%). The first jump
tests introduced in the literature have been developed by Barndorff-Nielsen and
Shephard (2004, 2006). They compare the realized variance, which converges, as
the time between observations approaches zero, to the total quadratic variation
(equation (1.2)) and the bipower variation (BPV), which is a consistent estimate
of the integrated variance as the number of observations tends to infinity and
robust to discontinuities in the price path. From a practical point of view, we
observe that all the robust measure recalled in this section could be affected by
microstucture noise when they are built from high-frequency data as discussed
for realized volatility. There exists a consensus that computing these measure
using returns aggregated on a 5-minutes scale is a reasonable choice to reduce the
noise still preserving the power of the test.
Proposition 2. If ys is a continuous-time jump-diffusion process and yi,t are M
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with µ1 =
√





The assessment of the statistical significance of the difference between RV and
BPV is done by computing an estimate of the integrated quarticity. Barndorff-
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The proposed test statistics is finally based on the following asymptotically stan-

















where the null hypothesis that jumps did not occurred in a day is rejected at a
1% level of significance if the z−statistics is greater than 2.33. An alternative
z−test which uses jump-robust realized tripower quarticity (TriPV) is suggested

































N (0, 1) ,
where µ 4
3
= 22/3Γ (7/6) Γ (1/2)−1. Other competitor tests are based on the fol-
lowing robust to jumps estimators: threshold realized variance (Mancini (2009)),
the median or the minimum realized variation (Andersen et al. (2012)) and the
realized threshold multipower variation (Corsi et al. (2010)). The common char-
acteristic among these tests is that the null hypothesis of absence of jumps can
be statistically assessed within a certain time period such as a trading day. When
rejected, the conclusion is that the asset return path has at least one discontinuity
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over the chosen time interval. A different answer is given by the alternative tests
developed by Andersen et al. (2007b, 2010) and Lee and Mykland (2008) which
are able to reject the null hypothesis of continuity of the sample path at any ob-
servations, allowing for the identification of the time of a jump and consequently
the total number of discontinuities during a day. The basic idea is to define a
jump-robust measure for the instantaneous volatility for each observation using
corresponding local movements of returns. Then, the ratio of a realized return at
a given time to the estimated instantaneous volatility creates the test statistics
for jumps.
It is worth mentioning that recent achievements question that jumps are only
attributed to the discontinuous component of the price semimartingale process.
For instance, Christensen et al. (2014) argue that jump events are often spurious
detections resulting from the aggregation of returns at larger time scales. A sec-
ond alternative hypothesis is given by Christensen et al. (2016) who show that
historical time series does not rule out continuous-time models with no discon-
tinuous component but where the drift coefficient may exhibit local bursts.
For the purpose of this thesis, we will use the methodology suggested by Corsi
et al. (2010) along with the one described by Andersen et al. (2010). We will


















where γ1, ..., γN > 0 and ϑs : [t, t+ T ]→ R+ is a strictly positive random thresh-
old function. It is proved that this estimator admits a central limit theorem in




σγ1+...+γNs ds (for the proof see Corsi et al. (2010)). The choice of
the threshold estimates has the advantage of correcting the bias affecting the
multipower variation for finite time intervals between observed returns which can
be extremely large in the case two consecutive observations contain jumps. The
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t,t+T standing for the threshold tripower quarticity.
The Tz can be seen as a modification of the z−test advanced by Huang and
Tauchen (2005) which involves in the numerator the relative difference between
the realized measure of the variance and a realized estimate of its continuous
component instead of the absolute difference.
The Tz−statistics allows to determine if at least one jump occurs during a trading
day but it does not discern the total number of intraday jumps. In order to obtain
this information, we propose to combine the test with the sequential identification
procedure described by Andersen et al. (2010) that we summarize as follows: i)
we perform the Tz−test for a trading day and determine if an extreme event has
occurred or not; ii) if we detect a jump, we identify the largest intraday return
(in absolute value), we substitute it with the mean of the other intraday returns
and recompute our estimator of the realized variance of the trading day; iii) we
repeat the test and if it does not reject the null we conclude that there is only
one jump contained in the removed largest return; iv) if the test rejects the null it
means that more than one jump happen during the day and the entire procedure
is repeated removing the second largest return and so on. Finally, we get the
series of days in which the price path shows at least one discontinuity and the
corresponding number of intraday jumps, from which we are able to separate
the continuous and the discontinuous contributions to the total return over the
trading day.




2.1 Stochastic discount factor modelling
For almost a decade discrete-time modelling approach, typical of financial econo-
metrics, and no-arbitrage asset pricing remained separated fields mainly because
the latter was essentially developed in the continuous-time framework of diffusion
processes and jump-diffusion processes.
The central problem of pricing is to assign a rational valuation to a financial risky
asset providing a stochastic payoff at future times. The word rational indicates
that agents fix the price of their investment combining personal beliefs about the
future states of the economy and their attitude towards risk under the assumption
of absence of arbitrage opportunities. This economic request is mathematically
formalized by introducing a pricing operator. This associates a price to every
financial instrument embedding the compensation demanded by market agents
for bearing investment uncertainty.
To fix the concept, we follow Bühlmann et al. (1998). We consider an economy
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defined on a filtered probability space
(
Ω,F , (Ft)1≤t≤T ,P
)
satisfying standard
conditions. We assume that the risky asset price evolves at discrete times till
some horizon T , generating the space of the trajectories (S1, S2, ..., ST ) ∈ RT .












}. A pricing operator is any operator OT : L2T → R which
associates a real value or price to any payoff X.
Definition 1. A payoff X ∈ L2T is an arbitrage opportunity if Xj ≥ 0 for every
j ∈ {1, 2, .., T} almost surely with non-zero probability of one component being
positive and having price OT (X) ≤ 0.
The operator OT is said to be positive if OT (X) ≥ 0 for X ≥ 0 almost surely
with the inequality to be intended componentwise. The operator is said strictly
positive if it is positive and additionallyOT (X) > 0 if P (Xj > 0 for some j ∈ {1, 2, .., T}) >
0. The importance of the class of linear and strictly positive pricing operators is
stated by the following
Theorem 1. A market is free of arbitrage opportunities if and only if there exists
a strictly positive linear pricing operator.
The existence of the pricing operator implies the existence of a particular
stochastic process as expressed by
Theorem 2. If there exists a strictly positive linear pricing operator OT : L2T →





all X ∈ L2T .
By expanding the last expression in Theorem 2 as










we observe that the process M̃ =
(
M̃1, M̃2, ..., M̃T
)
has a simple economic inter-
pretation of discounting the future value of a payoff X. Further, we introduce
the process M such that Mt = e
rtM̃t componentwise and rewrite the expression
of the price associated to each component t > 0 of the stream of payoffs X at
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present time t = 0 as









With this choice we are able to separate the risk discounting from temporal
discounting represented by the usual term e−rt relative to the presence of a risk-
free asset. Hence the process M represents the discounting term accounting
for risks associated with the future states of the economy and it is called the
Stochastic Discount Factor (SDF). Using equation (2.1) and observing that an
investment of 1 unit of the risk-free asset B returns the deterministic payoff ert
at time t, we can determine the mean of the SDF as




= Ot (Bt) = 1. (2.2)
The expression (2.1) connecting the existence of a pricing operator to that one of a
stochastic discount factor can be reformulated defining a new probability measure
Q equivalent to P. We denote by Pt the family of probability measures such
that Pt = P|Ft and construct the equivalent probability measures Qt satisfying
relations dQt = MtdPt. We observe that the last relation determines the change
of probability measure. Using notation P = PT and Q = QT , the Q probability
that the value of the random variable St belongs to a set A is given by
Q (St ∈ A) = EP [IA (St)Mt] (2.3)
where IA is the indicator function of a set A. Introducing the change of measure











We note that the last equality suggests that the quantity e−rtXt is in fact a Q-
martingale. This result reconciles with the usual no-arbitrage pricing framework
which represents the core of financial mathematics. The Q measure is well-known
with the name of risk-neutral measure or equivalent martingale measure.
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All the previous results can be summarized by the following fundamental theorem
Theorem 3 (The First Fundamental Theorem of Asset Pricing). The following
conditions are equivalent:
1. There are no arbitrage opportunities.
2. A strictly positive linear pricing operator exists.
3. A stochastic discount factor exists.
4. A risk-neutral probability measure exists.
Along with this theorem which states the conditions for the existence of
strictly positive linear pricing operator and of stochastic discount factor, the
Second Fundamental Theorem of Asset Pricing establishes conditions for their
uniqueness. This theorem uses the concept of completeness of a market which
indicates that agents can construct an investment strategy that replicates the
payoffs of any claim available in the market.
Theorem 4 (The Second Fundamental Theorem of Asset Pricing). An arbitrage-
free market is complete if and only if there exists a unique stochastic discount
factor.
Examples of complete markets are the multiperiod binomial model in discrete-
time (Cox et al. (1979) and Rendleman and Bartter (1979)) and the Black-Scholes
model in continuous-time (Black and Scholes (1973)). On the contrary, stochastic
volatility models and short interest rate models are typical instances of incom-
plete markets.
From a modelling perspective, a stochastic discount factor represents a powerful
tool to infer relevant information about the risk premia embedded in securities
and derivatives prices by market agents in their trading activity. Related to
this aspect, it has the important advantage to consistently reconcile the physical
or historical information with the restrictions imposed by no arbitrage condi-
tions. This issue is usually circumvented by modelling the price process directly
in the risk-neutral measure, an approach which guarantees a flexible modelling
framework but lacks in identification and separation of the different components
contributing to price formation.
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2.2 Examples of stochastic discount factors
This section provides some examples of stochastic discount factors in financial
theory generally derived under either an equilibrium condition, or no-arbitrage
assumptions in continuous-time specification (see Gourieroux and Monfort (2007)
for more details). As we will see they belong to the class of exponential-affine
functions of underlying state variables.
Example: Consumption based CAPM (CCAPM). The CCAPM model is
based on the assumption that investors make their portfolio choices in order to
maximise intertemporal expected utility of current and future consumption (see
Lucas (1978), Breeden (1979), Mankiw and Shapiro (1986)). Within this frame-
work, financial securities allow the consumer to manage her consumption over
time, selling assets to finance consumption in “bad” periods of the economy and
saving in “good” ones.
Let us assume the existence of a representative agent and indicate with U the
utility function and with θ the intertemporal subjective discount rate. The equi-
librium price pt at time t of a financial asset with payoff Xt+1 at time t + 1 is














(Ct) and Ct is the quan-
tity consumed at date t. From this equation we easily individuate the stochastic








If we make the further assumption that agents have a power utility function, the
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We recognize that it is an exponential-affine function of two state variables, which
are the logarithmic inflation rate and the logarithmic ratio of consumption.
Example: Stochastic volatility model. In its simplest one-factor form, a
stochastic volatility model is described by a couple of one-dimensional Itô process
satisfying the following stochastic differential equations
dSt = µtStdt+ σtStdW
S
t ,
dYt = a(Yt)dt+ b(Yt)dW
Y
t ,
where St is the asset price, Yt is a driving factor, σt = f (Yt) is the stochas-
tic volatility with function f smooth, positive and increasing and W St , W
Y
t are
typically correlated Brownian motions. Assuming a constant risk-free rate r, the
application of the Girsanov’s theorem determines the expression for the stochastic
discount factor






























where νt is the risk premium related to stochastic volatility which arises from the
incompleteness of the market and can be chosen as an arbitrary function of the
time and past values of S and σ. We observe that the above expression has a
discrete-time counterpart easily derived by approximating the integrals as















This is an exponential-affine function of standard normal innovations εSt , ε
Y
t cor-
responding to return and volatility processes with generally path dependent co-
efficients.
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2.3 Exponential-affine SDF
The basic problem in modelling asset prices is the specification of the stochastic
discount factor which guarantees a rational no-arbitrage valuation for a contin-
gent claim. As stated in Theorem 3, this issue is equivalent to find a process
M = (M1,M2, ...,MT ) such that, given an asset X = (X1, X2, ..., XT ), the prod-
uct MkXk is a martingale under the physical (or historical) measure P. This
problem is usually circumvented by modelling the asset dynamics directly under
the risk-neutral (or equivalent martingale) measure Q which absorbs the stochas-
tic discount factor as expressed by equation (2.4). We suppose to have a market
model as described in Section 2.1 and we assume that the log-return process yt is
driven by an n−dimensional vector of risk factors ft. Following Bühlmann et al.
(1996, 1998), we adopt a multi-dimensional version of the Esscher Transform
to build the SDF which achieves the martingale property described before. We










which depends parametrically on νf ∈ Rn and νy ∈ R. These are usually referred
to as factor loadings or risk sensitivities or risk premia.
Expression (2.6) is inspired to the one-dimensional and unconditional version
of parametric transform of probability measure originally introduced by Esscher
(1932) in an actuarial context to approximate the distribution of aggregate claims.
This change of measure has been pioneered in derivative pricing by Gerber and
Shiu (1994) who extended the original idea by Esscher to a class of stochastic
processes commonly used to model stock price dynamics including the Wiener
process, the Poisson process, the gamma process and the inverse Gaussian pro-
cess.
We observe that the selected SDF in formula (2.6) is exponential-affine. The
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reasons behind this specification are manifold and has been widely documented
in the asset pricing literature. First, it is derived naturally in equilibrium mod-
els like CCAPM (as reported in Section 2.2), consumption-based models with
habit formation or Epstein-Zin preferences (see, among others, Campbell and
Cochrane (1999), Bansal and Yaron (2004), Garcia et al. (2006), Eraker (2008)).
Second, the SDFs implied by asset pricing models in continuous-time framework
assume the exponential-affine form if they are time-discretized (as described in
Section 2.2). Third, the exponential-affine SDF is particularly well adapted to
compute the Moment Generating Function, the Fourier Transform or the Laplace
Transform which are central tools in discrete-time asset pricing theory. Appli-
cations of this technique can be found in a general approach by Gourieroux and
Monfort (2007) and Bertholon et al. (2008) or in the class of CAR (Compound-
Autoregressive or discrete-time affine) models by Darolles et al. (2006). They
are also involved for interest rate models by Gourieroux et al. (2002), exchange
rate models by Gourieroux et al. (2010), credit risk models by Gourieroux et al.
(2006) and, recently, for realized volatility models by Corsi et al. (2013), Majew-
ski et al. (2015) and Christoffersen et al. (2015). Finally, a further reason for the
convenience of choosing exponential-affine SDFs like (2.6) has been given by an
economical argument in Bühlmann et al. (1998): Assuming that investors have
exponential utility in the economy, the pricing operator defined by exponential-
affine stochastic discount factor (or Esscher transform) is a solution to Pareto
optimal allocation problem of wealth among agents in the economy.
2.4 Solving pricing puzzles with multidimensional
SDF
Multidimensional stochastic discount factor of the form given in (2.6) has been
recently involved to investigate some open questions in the literature on option
valuation. Among them, Bates (1996b) pointed out the empirical issue to estab-
lish whether the distributions implicit in option prices are consistent with the time
series properties of the underlying asset prices. Subsequent studies, addressing
this problem, have evidenced difficulties to reconcile the empirical distributions of
2.4 Solving pricing puzzles with multidimensional SDF 23
spot returns with risk-neutral distributions embedded in derivative prices. This
is troublesome because suggests that the existing stochastic discount factors are
not adequate to explain option prices and that more general specifications are
needed.
These studies have found many other stylized facts and empirical puzzles related
to option pricing. For instance, a well-established fact is that implied volatili-
ties tend to exceed realized volatilities which can be explained by the presence
of a price for variance risk (according to the diffused convention in literature
this is usually described by a negative variance premium as in Bakshi and Ka-
padia (2003)). This “expectations puzzle” claims that implied variance can not
be considered an unbiased estimate of future variance. Another issue consists
in the explanation of the “overreaction puzzle” following the findings by Stein
(1989) e Poteshman (2001) indicating that long-term implied variance overreacts
to change in short-term variance. In addition, several papers 1 have recognized
that available models seem to lack a complete explanation of the cross-section of
option prices, specifically the prices of out-of-the-money options. In particular,
empirical stochastic discount factors implied in index options are not monotoni-
cally decreasing in underlying returns as standard financial theory assumes (as in
Rubinstein (1976) and Brennan (1979)) but appear to be U-shaped functions of
returns (see Figure 2.1). This poses the so-called “pricing kernel puzzle” (Jackw-
erth (2000)). Among the numerous existing studies on this subject, Christoffersen
et al. (2013) have recently advanced a unified explanation for these puzzles by
introducing a stochastic discount factor that is more general than the standard
pricing kernels that are monotonic in asset returns. As proposed by the au-
thors, the key to solve the puzzles comes with incorporating a variance premium
by using a multidimensional stochastic discount factor that is monotonic both
in returns and variance. Specifically, they generalize the standard Duan (1995)
and Heston and Nandi (2000) GARCH models including the following stochastic
1Veronesi (2001), Chabi-Yo et al. (2008), Bates (2008), Bakshi et al. (2010b), Brown and
Jackwerth (2012)







































































Figure 2.1: Empirical SDFs obtained as the log ratios of risk-neutral one-month
returns densities and physical one-month returns histograms. The return sample is













hs + ξ (ht+1 − h1)
)
(2.7)
where S(t) and h(t) respectively denote the asset price process and its variance
process. Parameters δ and η describe the time-preference, while φ and ξ tune the
aversion to equity and variance risk, respectively. We observe that this specifica-
tion belongs to the exponential-affine class.
With this choice, it is proven the following proposition establishing the relation
between variance process and model parameters in the passage from the physical
2.4 Solving pricing puzzles with multidimensional SDF 25
to the risk-neutral measure.
Proposition 3. Assuming that the daily log-return process yt follows the Heston
and Nandi (2000) GARCH process under physical measure,















where r is the daily risk-free rate and zt is a standard normal noise, then the risk-
neutral log-return process corresponding to the physical process and the stochastic
discount factor (2.7) is still a GARCH process






























γ∗ = γ − φ.
We observe that the physical parameters are mapped into the risk-neutral by
some functions depending on the values of the pricing kernel parameters φ and ξ.
In addition, the risk-neutral variance process is also modified by the presence of
the scaling factor (1− 2αξ). This is a crucial result due to the particular specifi-
cation of the stochastic discount factor in (2.7) in clear contrast to the Heston and
Nandi (2000) model for which the physical and the risk-neutral variance process
are assumed to be the same. In this framework, the kernel parameter ξ plays
an important role because it influences the level, persistence and volatility of the
variance. In particular, when ξ > 0, the pricing kernel puts more weight on the
tails of innovations and the risk-neutral variance h∗t exceeds the physical vari-
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ance ht, in accordance to what usually observed from real data. In the following
corollary, we recall some results related to the GARCH model combined with the
pricing kernel in (2.7) (for details see Christoffersen et al. (2013)).
Corollary 1. If the equity premium is positive (µ > 0), the variance premium is
negative (ξ > 0) and variance is negatively correlated with returns (leverage effect
with γ > 0) then:
1. The risk-neutral variance h∗t exceeds the physical variance ht;
2. The risk-neutral expected future variance exceeds the physical expected future
variance;
3. The risk-neutral variance process is more persistent than physical process;
4. The risk-neutral variance of variance exceeds the physical variance of vari-
ance.
This summarizes how a pricing kernel including a variance premium can ex-
plain the questions posed by the cited puzzles concerning the relationship between
the implied option variance and the variance filtered from observed time-series.
Furthermore, this model is able to capture the observed U-shaped profile of the
ratio of the risk-neutral distribution and the physical one. In fact, although the
stochastic discount factor in (2.7) is a monotonic function of the log-return and
variance, its projection onto the log-return alone implies a U-shape, as formalized
by the following corollary (for the proof see Appendix C in Christoffersen et al.
(2013)).
Corollary 2. The logarithm of the stochastic discount factor in (2.7) is a quadratic
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ht + δ + ξω + φr.
So, the logarithm of the pricing kernel has a parabolic shape with concavity
dependent on the variance premium parameter ξ. If ξ > 0 (implying a negative
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variance risk premium), we observe that the pricing kernel has a U-shape. This
result helps to understand the phenomenon of the relative thickness of the tails of
the physical and risk-neutral distribution and states the importance to account for
more general specification of the pricing kernel including variance risk premium.
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Chapter 3
Heterogeneous autoregressive
gamma models with leverage and
jumps
In this chapter, we introduce two class of models where the log-return dynam-
ics is completely determined by specifying the RV dynamics chosen among the
family of the HAR-RV processes. These processes, introduced by Corsi (2009),
successfully describe the impact that past realized variances aggregated on differ-
ent time scales (daily, weekly and monthly) have on the current level of realized
variance. Later, Corsi et al. (2013) have studied the application of the HARG-RV
model to option pricing in discrete time, also introducing the HARGL extension
which accounts for the leverage through a daily binary component. More re-
cently, Majewski et al. (2015) have widened the HARG-RV class and included a
heterogeneous parabolic structure for leverage, defining the LHARG-RV model.
We extend the LHARG-RV model to account for the possibility of extreme
movements in the evolution of the log-return. The newly proposed models are
labelled as JLHARG-RV or Heterogeneous AutoRegressive Gamma model for
Realized Volatility with Leverage and Jumps and LHARG-ARJ-RV or Heteroge-
neous AutoRegressive Gamma model for Realized Volatility with Leverage and
AutoRegressive Jumps.
For both, we assume that the diffusive or continuous component of the dynam-
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ics is described by an autoregressive gamma process (see Gourieroux and Jasiak
(2006)) of RV whose conditional mean is assumed to be a linear function of the
past realized variances and leverage terms aggregated over different time scales
(daily, weekly, and monthly).
The main difference between the two classes is the modelling of the jump compo-
nent. As concerns the JLHARG, the discontinuous component is introduced by
modelling the jump realized variation as a compound Poisson process with con-
stant intensity and jump size sampled from a gamma distribution. This choice
allows us to describe the pure discontinuous dynamics in a parsimonious way and
preserve the direct estimation of the model on observed data without filtering.
Differently, LHARG-ARJ model assumes that jumps in log-returns are driven by
a compound non homogeneous Poisson process with sizes sampled from a nor-
mal distribution and intensity linearly dependent on its first-order lagged value.
Introducing a dynamics for the jump intensity allows to account for the docu-
mented clustering of jump events implying a more realistic model. On the other
hand, the estimation procedure has to include a filtering technique since jump
intensities are not observable.
3.1 Long Memory, leverage effect and jumps in
financial time series
In this section, we briefly recall some of the well-documented stylized facts emerg-
ing from the statistical analysis of financial time series (see Cont (2001) for a
comprehensive overview). For our purposes we will concentrate on those facts
that have been of much interest in the development of modern volatility models
and their applications to asset pricing: the long memory of volatility process, the
leverage effect and the presence of jumps in asset price dynamics.
Long memory in volatility refers to the observed property that the effects of
volatility shocks persist over long period of time. Formally, the volatility pro-
cess σt, with autocorrelation function ρk at lag k, is said to have long memory







Nevertheless, this definition is not useful for practical purposes since nor the
volatility process is directly observed nor we can deal with infinite time series.
Alternatively, a typical test used to identify the high persistence of volatility
consists in verifying that the autocorrelation function of a volatility measure has
a power law decay. For example, using realized volatility RVt, it can be tested if





with 0 < β < 1. Different studies suggest that this behaviour is well reproduced
by a power law with β ∈ [0.2, 0.4] when absolute or squared returns series are
involved (see Cont et al. (1997), Liu et al. (1997) and Cont (1998)). In Figure
3.1 we report the autocorrelation function of a realized volatility series built from
HF returns of S&P500 Index Futures. We observe the typical characteristic of
long-memory with the autocorrelation function assuming values higher than the
95% confidence level of no correlation up to 100 days.
Another consolidated fact is the so-called leverage effect, first observed by Black
(1976). It represents the existing negative relationship between stock returns
and volatility which implies the tendency of volatility to increase when the price
drops. It originates from an asymmetric response of volatility to the sign of past
shocks in price with negative ones having a higher impact than positive shocks
of the same magnitude. In Figure 3.2 we report the correlation function (in ab-
solute value) between negative/positive returns of S&P500 Index Futures and
future levels of volatility, evidencing this aspect. The presence of a similar effect
is particularly relevant for option prices. On one hand, it determines that implied
volatilities of at-the-money contracts tend to increase after price drops as the re-
alized volatilities do. On the other hand, it implies the observation of asymmetric
volatility smiles. This phenomenon is also known as skew of the volatility surface
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Figure 3.1: Autocorrelation function of RV time series for S&P500 Index Futures
returns from 3 July 1990 to 28 June 2011.




















Figure 3.2: Leverage effect for S&P500 Index Futures returns. In this figure, the
correlation functions of for negative/positive returns versus lagged volatilities are com-
puted in absolute value.
or more commonly as the “smirk”. This skew reflects the fact that a negative
volatility-return correlation induces a negative skew in the distribution of returns
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themselves.
Finally, we want to address to the commonly observed sudden sharp changes in
the evolution of asset prices known as jumps. For years, the typical way of describ-
ing the dynamics of returns of financial securities has been the Brownian motion,
basically because of its simplicity, intuitiveness and tractability. Nevertheless, a
graphical comparison between a real returns series and Gaussian random variable
with same mean and standard deviation poses questions on the goodness of the
assumption (see Figure 3.3). In fact, by counting the observed returns above the












Daily Std. log−returns S&P 500 Index Futures
Figure 3.3: Series of daily returns for S&P500 Index Futures returns from July 1990
to June 2011. Red lines identify the three standard deviations confidence interval for
a Gaussian random variable with the same mean and variance.
range of three sample standard deviations, we note that the theoretical standard
normal probability of observing such events (0.27%) is at odd with the realized
frequency of 80/5237 ≈ 1.53% occurred in the sample. Typically, this is the basic
argument criticizing the assumption of the standard Brownian motion as a plau-
sible model for returns dynamics, although not excluding the possibility of a more
complex diffusive behaviour based on Brownian motion. In fact, as observed by
Bibby and Sørensen (2003), an appropriate choice of a nonlinear time-dependent
diffusion coefficient could generate diffusion processes with arbitrary heavy tails.
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This is the case, for instance, of stochastic volatility models.
A more stringent argument against diffusive models is suggested by observing
returns at finer temporal scale. For example, it is not uncommon to find the be-
haviour reported in Figure 3.4 for a series of intraday 5-min returns which shows
a sudden drop/peak corresponding to a jump in the price. This behaviour can be














5−min S&P 500 log−returns
Figure 3.4: Series of 5-minute intraday returns for S&P500 Index Futures on 8 January
1991.
difficultly ascribed to a diffusive dynamics since independently by its complexity
it implies the continuity of its trajectory when the temporal scale tends to the
continuous limit. Indeed, these abrupt changes suggests the presence of a purely
discontinuous component of the dynamics of asset prices which adds to the con-
tinuous diffusion. Furthermore several studies indicate that an unexpected jump
event triggers subsequent jumps, a phenomenon known as jump clustering (see
Christoffersen et al. (2012); Chen and Poon (2013); Aı̈t-Sahalia et al. (2015);
Bormetti et al. (2015a)).
The origin of jumps is typically attributed to arrivals of significant information
such as macroeconomic news, surprises in corporate earnings and swings in mon-
etary policy or government spending. Jumps represent a major source of risk for
market agents in particular for those operating with short-term horizons. Nowa-
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days, the request for models capable to account for them and the risk-premium
asked for compensation of sudden extreme events is central in the financial debate.
3.2 Motivating idea of heterogeneous autoregres-
sive processes
As previously said, long memory is an important property that recent volatility
models are designed to capture. ARFIMA processes are the typical example of
this class. Using realized volatility, ARFIMA specification provides a test for long
memory allowing to compute explicitly the variance of integrated process








where β is the decay exponent of the autocorrelation function in (3.1). The
test indicates the presence of long memory with β parameter if the empirically
computed V (∆) behaves like ∆2−β. However, it has been shown the existence
of process satisfying the above long memory test which, contrarily, have not an
autocorrelation function with power law decay (as reported in LeBaron (2001),
Corsi (2009), Gatheral et al. (2014)). These ambiguities have kept open the ques-
tion whether financial volatility process is a real long memory process or it just
resembles one. Furthermore, doubts has raised about the use of sophisticated long
memory models that are difficult to be economically interpreted and estimated,
encouraging to build simpler additive process that could mimic the demanded
property.
A relevant instance of a parsimonious process not formally belonging to the class
of long memory model but able to reproduce the volatility persistence observed in
real data is the Heterogeneous Autoregressive process (HAR) introduced by Corsi
(2009). The motivating idea is inspired by the so-called Heterogeneous Market
Hypothesis formulated by Muller et al. (1997), which is proposed as a possible
explanation of the empirically observed phenomenon that volatility defined over
a coarse time grid significantly predicts volatility defined over a finer time grid.
Market heterogeneity refers in widely sense to the differences between agents’
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perceptions of the market, risk profiles, endowments, degree of information, prior
beliefs and other characteristics. It is argued that many of these differences among
market participants translate into a sensitivity to different time horizons. In fact,
a financial market consists of participants having different investment frequen-
cies. These form a wide spectrum going from high intraday frequencies (such as
for dealers and high frequency traders) to low trading frequencies (such as for
institutional investors, pension funds or insurance companies). The aggregation
of agents’ perceptions and reactions to events on financial market with different
trading frequencies cause different volatility components that contribute to the
formation of the total market volatility.
According to this view, the asymmetric relation between volatilities over longer
time intervals and shorter time intervals can be economically explained by ob-
serving that short-term traders are interested in the level of long-term volatility
because they form expectations about future size of trends and risk. On the
other hand, the short-term volatility does not influence the trading strategies of
long-term agents with low trading frequencies.
HAR-RV model is set in order to reflect this volatility cascade by introducing a
hierarchical dependence of present realized volatility from three volatility com-
ponents corresponding to past time horizons of one day (short-term), one week
(medium-term) and one month (long-term). These components are constructed
as the mean of the daily realized variances collected over the past day, week and
month, respectively. The model is formally expressed as







where d is a real constant, wt is an error term and
RV
(d)















The remarkable result about HAR specification is the ability to reproduce the
volatility persistence, along with other stylized facts, while theoretically having
the characteristics of a short-memory process, which asymptotically should not
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exhibit hyperbolic decay of the autocorrelation function. Besides, in spite of the
simplicity of its structure and estimation (based on simple linear regression), the
HAR model shows a good forecasting performance comparable to the much more
complicated and troublesome to estimate long-memory ARFIMA (see also Corsi
et al. (2012) for more results and HAR extensions).
Recently, Corsi et al. (2013) have proposed a stochastic volatility model for re-
alized volatility in which the source of randomness is described by a non-central
gamma distribution whose non-centrality term is driven by an HAR process. This
model has been named as Heterogeneous AutoRegressive Gamma or HARG and
represents a starting point of the modelling settings we are going to introduce.
3.3 JLHARG-RV models
3.3.1 Physical dynamics
We consider a risky asset with the following log-return dynamics








where r is the risk-free rate, λ is the market price of risk, εt are i.i.d. standard
normal innovations, and RVt is realized variance at day t. Here the realized vari-
ance is intended as the total realized variance given by the sum of two separate
components: a continuous component CRVt and a jump component JRVt. This
approach is motivated by the empirical analyses of Andersen et al. (2001), who
find that the distributions of daily equity returns standardized by the correspond-
ing RV is approximately Gaussian and Andersen et al. (2010) who investigate the
deviation from normality ascribed to a jump component in the price process. The
latter results indicate that the discontinuous component has a minor impact on
the distributional properties, since the jump-adjusted standardized series are not




1“Perhaps surprisingly, the results indicate that neither of the jump-adjusted standardized
series are systematically closer to Gaussian than the non-adjusted realized volatility standardized
returns. [...] One reason is that jumps largely self-standardize: a large jump tends to inflate
the (absolute) value of both the return (numerator) and the realized volatility (denominator) of
38 3. Heterogeneous autoregressive gamma models with leverage and jumps
This is especially true for time series generated from futures contracts on the
S&P500 Index, which are recognized in Andersen et al. (2010) to suffer from
minimal microstructure distortion and low liquidity effects. As can be seen from
the density plots of Figure 3.5, we observe the same feature for the S&P500 Fu-
tures in our sampling period. The two-sample Kolmogorov-Smirnov test between















Figure 3.5: Standardized log-return distribution. Comparison of the S&P500 Fu-
tures log-return distribution under different rescaling measures: Standard normal dis-
tribution (red line), jump-adjusted standardized log-return by CRV (green line) and
standardized log-return by total RV (blue line).
the RV standardized and jump-adjusted series indicates that the two distribu-
tions cannot be distinguished. If any, by judging on the value of the kurtosis
of 3.64 for the jump-adjusted distribution and 3.06 for the RV standardized, we
conclude that the latter is closer to a normal distribution than the former one.
Consequently, we employ the log-return dynamics





(CRVt + JRVt) +
√
CRVt + JRVtεt (3.3)
as a reasonable approximation of the process observed at daily frequency.
Given the information at time t, Ft, a new realization of the RV components
standardized returns, so the impact is muted.” - Andersen et al. (2010)
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is obtained by sampling at time t+ 1 from two conditionally independent distri-
butions. The continuous part of RV depends on past realizations of CRV and of









Then, introducing the notation CRVt = (CRVt−21, . . . ,CRVt) and Lt = (`t−21, . . . , `t),
the continuous component of RV is drawn from a noncentred gamma distribution
CRVt+1|Ft ∼ γ̄(δ,Θ(CRVt,Lt), θ) , (3.4)
















where d ∈ R, βi ∈ R+, αi ∈ R+ are constant, and the quantities
CRV
(d)
t = CRVt, `
(d)



























represent the heterogeneous components corresponding to the short-term or daily
(d), medium-term or weekly (w) and long-term or monthly (m) realized variance
and leverage terms, respectively on the left and right columns above.
The jump component of the realized variance is instead modelled as a com-
pound Poisson process with intensity Θ̃ and sizes sampled from a gamma distri-




Yi with nt+1 ∼ P(Θ̃) and Yi i.i.d. ∼ γ(δ̃, θ̃). (3.6)
Equations (3.3)-(3.6) completely characterise the log-return dynamics as an Au-
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toregressive Gamma model in Realized Volatility with Heterogeneous Leverage
and Jumps, and we acronym it JLHARG-RV model. The crucial advantage of the
JLHARG model is that it satisfies the affine property. The importance of affine
processes in finance - due to their analytical tractability - has been acknowledged
in many studies (see Duffie et al. (2000); Darolles et al. (2006); Majewski et al.
(2015) among others). We prove the following
Proposition 4. Under P, the MGF of the log-return yt,T =
∑T
k=t+1 yk for JL-
HARG model has the following form











where at, bt,i and ct,i are given by recursive relations.
Proof: See Appendix A.1.
3.3.2 Risk-neutral dynamics
According to the contents of Chapter 2, the main ingredient to have a discrete-
time model suited for asset pricing is the choice of a stochastic discount factor
allowing the passage from the physical measure to the martingale or risk-neutral
measure. Following this purpose, we risk-neutralize the process employing an
SDF within the family of exponential-affine factors, whose high flexibility allows
to incorporate multiple factor-dependent risk premia. This approach has been
extensively used in literature (for example in Gagliardini et al. (2011), Corsi et al.
(2013), Christoffersen et al. (2013) and Majewski et al. (2015)). We propose an





which represents the Esscher transform from the physical log-return density to the
risk neutral one. An important characteristic of the SDF (3.7) is to clearly identify
the sources of risk and explicitly compensate them with separated risk premia.
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Specifically, this form allows to have both the continuous (νc) and discontinuous
(νj) variance risk premia, in addition to the standard equity premium (νy). The
equity premium has to satisfy the following no-arbitrage condition.
Proposition 5. The JLHARG model defined by equations (3.3) – (3.6) with SDF
given by (3.7) satisfies the no-arbitrage condition if and only if
νy = λ .
Proof: Appendix A.2.
Another significant consequence of adopting the SDF (3.7) is the fact that
it allows to preserve analytical tractability of the model under the martingale
measure. Moreover, we are able to provide a one-to-one mapping of the pa-
rameters under P to those under the Q measure, ensuring that the risk-neutral
log-return dynamics is still governed by a JLHARG process according to the
following proposition.
Proposition 6. Under risk-neutral measure Q the realized variance follows a































)δ̃ , δ̃∗ = δ̃, θ̃∗ = θ̃1− θ̃yj ∗ ,
where yc ∗ = −λ2/2− νc and yj ∗ = −λ2/2− νj.
Proof: Appendix A.3.
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Knowing the dynamics of the process under Q, the moment generating func-
tion under the risk-neutral measure is a straightforward consequence of Proposi-
tion 4.
Corollary 3. Under Q the MGF of the JLHARG model is formally the same
as in Proposition 4 with equity risk premium λ∗ = 0, and d∗, δ∗, θ∗, Θ̃∗, δ̃∗, θ̃∗
γ∗, α∗l , β
∗
l for l = d, w,m as in (3.8).
We point out that the risk premia in the vector (νc, νj) are the only parameters
that need to be calibrated on option data. Then, all the parameters governing
the dynamics of the process under Q can be explicitly computed from the values
estimated under P starting from the values of (νc, νj) through the relations given
by (3.8).
3.3.3 Nested models
The JLHARG-RV family nests a variety of RV models as special cases. The
first instance is the JHARG model which preserves the heterogeneous autore-
gressive structure for RV but lacks the leverage term. This model can be seen
as a natural extension of the HARG model, by Corsi et al. (2013), accounting
for a discontinuous component. The second model is the JLHARG model with
Parabolic Leverage (P-JLHARG) that we obtain setting d = 0 in (3.5). The third
one is a JLHARG with zero-mean leverage term (ZM-JLHARG) inspired by the
Component GARCH model of Christoffersen et al. (2008). At variance with the
latter paper, we follow the approach of Majewski et al. (2015) including time
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t + αd ¯̀
(d)
t + αw ¯̀
(w)
t + αm ¯̀
(m)
t ,
which can be reduced to the form (3.5) setting d = −(αd+αw+αm), βl = βl−αlγ2
for l = d, w,m. The larger flexibility of the leverage term ¯̀t allows the model to
better describe the skewness and kurtosis of the empirical data.
3.3.4 Model estimation and statistical properties
Belonging to the class of the RV models, a relevant advantage of JLHARG-RV
models is the ease of the parameters estimation under P measure. This derives
from the direct observability of the realized volatility which avoids the use of
filtering procedure of the latent volatility process. So the general scheme of an
estimation procedure (starting with the empirical computation of RV series) for
this class of models can be summarized by the following passages:
(i) to build a realized volatility series from observed returns series choosing one
of the many available methods in literature (see Section 1.3);
(ii) to identify the discontinuous component using a jump detection test (see
Section 1.4) which detects the spikes in RV time series and separates it from
the continuous component.
After having determined the two time series for the RV components, the
estimation of the parameters of the JLHARG-RV processes is determined using
the Maximum Likelihood Estimator. According to the model specified in equation
(3.4) and (3.6), the log-likelihood functions for the continuous and jump RV
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components, respectively lct,T and l
j
t,T , are given by the following series-expansions

















































Both log-likelihoods have a term involving an infinite series. To overcome this
issue a truncation of the infinite sum can be operated to an arbitrary high term.
In order to reduce the dimensionality of the space of parameters, two of them
can be fixed by variance targeting with the aim to obtain the exact match of
the observed sample mean of the realized variance. For example, by choosing as
target parameters δ and δ̃, they can be computed using the following expressions
























) for P-JLHARG, (3.10)
E [JRVt] = δ̃Θ̃θ̃. (3.11)
Finally, the market price of risk λ in equation (3.3) is determined by regressing
the centered and normalized log-return on the realized volatility. This regression








CRVt+1 + JRVt+1 + εt+1 .
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In view of an option pricing application, an important role for reproducing
the shape of the implied volatility surface is played by the skewness and kurtosis
term structures generated by the underlying dynamics. Adding a heterogeneous
leverage considerably improves the skewness and the excess kurtosis of the log-
return probability distribution. Within our framework, we not only preserve
the heterogeneity of the leverage, but we also add a discontinuous component
which captures extreme price movements. With this choice, our JLHARG class
of models is able to reproduce a stronger leverage effect. In Figure 3.6 we show
the skewness and the excess kurtosis from a simulation of the P-JLHARG model
with realistic values of parameters at different aggregation time – from one 1 day
to 250 days – under both P and Q measures. The model is able to reproduce
significant negative values of skewness and positive excess kurtosis under the
physical measure. When moving to the Q measure, the effect, induced by the
presence of the variance risk premia νc and νj, is strengthened.
3.4 LHARG-ARJ-RV model
3.4.1 Physical dynamics
The model that we are going to present in this section has been introduced to
account for dynamics of extreme events with time-varying jump intensity. In
order to include the empirical properties observed in returns and volatility time
series of jumps clustering (see Lee and Mykland (2008)), the dynamics of jumps’
intensity is based on a GARCH-type approach with autoregressive structure and
an innovation contribution expressed in terms of past realized number of jumps.


















where r is a risk-free rate in the economy, λc and λj are continuous and jump,
respectively, components of equity risk premium, CRVt is the continuous compo-
nent of realized variance representing the variation due to diffusion with εt i.i.d.
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Figure 3.6: Skewness and excess kurtosis of the JLHARG process under physical
measure P (left column) and risk-neutral measure Q (right column).
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standard normal random variables, nt is the total number of jumps occurring at
day t and Xt,i are i.i.d. random variables capturing the sizes and directions of
the jumps. We assume that Xt,i are sampled from a standard normal distribu-
tion N (Λ, δ2) where Λ ∈ R and δ ∈ R+ are parameters specifying the mean and
standard deviation of the jump size, respectively. The continuous component
of realized variance, CRVt is modelled conditioned on information at day t as a
non-centred gamma random variable distributed according to
















In the previous equation, the quantities
CRV
(d)











































)2 − 1− γ2CRVt−i] ,
(3.15)
correspond to the heterogeneous components associated with the short-term (daily),
medium-term (weekly), and long-term (monthly) volatility and leverage factors,
on the left and right columns respectively.





is naturally linked with the sum of squared daily jump variation which we model
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as a compound Poisson variable with i.i.d. normally distributed jumps
nt|ωt ∼ Poisson (ωt) and Xt,i ∼ N (Λ, δ2). (3.17)
The number of jumps depends on time-varying intensity ωt whose dynamics is
described by autoregressive process
ωt+1 = ω̄ + ξωt + ζnt. (3.18)
where ω̄, ξ, ζ ∈ R+ are parameters of the model. As follows from equation (3.18)
jump intensity on day t+ 1 depends on the intensity day before (ωt) and on the
number of intra-day jumps that occurred the day before (nt). This structure
allows the possibility that an extreme event can increase locally the intensity of
the jump process in the following days reproducing the empirical clustering of
jump events.
We observe that the parameter η in (3.12) has to be interpreted as a jump
compensator ensuring that the conditionally expected total return is given by













which guarantees that parameters λc and λj are interpreted as of two equity
premia compensating for diffusive volatility and jump exposure, respectively. The
complete model described by equations (3.12)-(3.18), with LHARG dynamics of
continuous component of RV and Auto-Regressive in Jump is labelled LHARG-
ARJ. This model still has the characteristic to satisfy the affine property which
guarantees the availability of moment generating function in an exponential-affine
form.
Proposition 7. The MGF of log-return yt,T =
∑T−1
i=0 yt+i in LHARG-ARJ model
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conditioned on the information available at time t is of the form










as = as+1 + zr −
1
2
ln(1− 2cs+1,1)− κW (xs+1, θ) + dV (xs+1, θ) + ds+1ω̄,
bs,i =
bs+1,i + βiV (xs+1, θ) for 1 ≤ i < 22βiV (xs+1, θ) for i = 22
cs,j =
cs+1,j + αjV (xs+1, θ) for 1 ≤ j < 22αjV (xs+1, θ) for j = 22
ds = e
v+ζds+1 − 1 + ξds+1.
(3.21)
where
xs+1 = zλc + bs+1,1 +
z2
2












V(x, θ) = θx
1− θx
, W(x, θ) = ln(1− xθ), (3.24)
where terminal conditions read dT = e
v − 1 and aT = bT,i = cT,j = 0 for i =
1, . . . , p and j = 1, . . . , q.
Proof: See Appendix B.1.
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3.4.2 Risk-neutral dynamics
The risk-neutralization of the LHARG-ARJ model is obtained in a similar fashion
as JLHARG models. In this case, we propose to apply a four-dimensional Esscher















with four parameters responsible for different risk premia. The value of two first
parameters, νc and νj, determines the level of variance risk premium. The follow-
ing two parameters, µc and µj, correspond to the level of equity risk premium.
Component µc
√
CRVtεt takes into account the risk related to continuous direc-
tional changes in price, whereas component µj
∑nt
i=1Xt,i captures the risk related
to abrupt and large changes in price.
Transform (3.25) has to guarantee absence of arbitrage opportunity in order
to be a stochastic discount factor in our model.
Proposition 8. If the dynamics of the underlying price is described by (3.12)-
(3.18), then the Esscher transform (3.25) is a stochastic discount factor if, and
only if the following conditions are satisfied




Λ + (λj − η) (Λ2 + δ2) (1 + 2νjδ2)
δ2
. (3.26)
Proof: See Appendix B.2.
From relation (3.26) one can see that the no-arbitrage condition fixes the value
of the parameters µc and µj, while parameters νc and νj remain free and they
have to be calibrated on the option data time series. This allows the model to
reconcile the time series properties of stock returns with option prices. Performing
the change of measure by means of the Esscher transform (3.25) provides the risk-
neutral dynamics which governs the return process.
Proposition 9. Under the risk-neutral measure Q - corresponding to the SDF
specification given by (3.25) - the log-return dynamics for LHARG-ARJ model is
governed by equations (3.12)-(3.18) with parameters λ∗c, λ
∗
j , κ











∗, Λ∗, δ∗, ω̄∗, ξ∗ and ζ∗. The mapping among the starred and the
physical parameters is provided in Appendix B.3 (equations (46) and (50)).
Proof: See Appendix B.3.
Given the dynamics under Q, the risk-neutral moment generating function is
a straightforward consequence of Proposition 7.
Corollary 4. Under Q, the MGF for the LHARG-ARJ model has the same form
as in (3.20)-(3.24) with parameters as in (46) and (50).
The existence of analytic expression for MGF under risk-neutral measure al-
lows to proceed variance risk premium estimation with very efficient and reliable
numerical methods based on Fourier transform.
3.4.3 Model estimation
The estimation procedure for LHARG-ARJ-RV model inherits the common fea-
ture among models based on realized volatility: straightforwardness. It basically
follows the general scheme described in Section 4.1.2, consisting in building the
realized volatility series from observed returns and successively disentangle the
continuous and discontinuous components involving a jump detection test. Nev-
ertheless, the majority of the test statistics to identify jumps in the observed
returns series are based on a daily scale giving information if at least one extreme
event occurred during the trading day. As can be seen from equation (3.18), the
jump dynamics is completely specified at day t if the total number of jumps at
day t− 1 is known. So the choice of the jump detection method has to be done
among that ones allowing in addition the identification of the total intra-day dis-
continuities.
After these passages, the estimation of the parameters proceeds involving the
Maximum Likelihood Estimator. According to the model, the log-likelihood func-
tion is simply given by the sum of three contributions one related to the daily
log-return process and two related to the continuous and discontinuous contribu-
tion to the realized variance process. As can be seen from equation (3.12) the
jump-adjusted log-return variable ỹt = yt−
∑N(t)
i=1 Xi is distributed normally with







CRVt + (λj − η) (Λ2 + δ2)nt,CRVt
)
conditionally to CRVt and
nt. Its log-likelihood contribution is expressed by the following,



















As concerns the continuous component of realized variance, we model it as a ran-
dom variable sampled from the non-central gamma distribution γ̄(κ,Θ(CRVt,Lt), θ)
as described in Section 3.4.1. The corresponding log-likelihood has the form























The last log-likelihood contribution takes account of the jump component of re-
alized variance, which, as defined in equation (3.16), is distributed according to a
non-central chi-squared conditionally to the number of observed jumps nt. Since
the variable nt is Poisson distributed, the log-likelihood is given by the following


































Finally, the estimation of the total set of parameters characterizing the LHARG-
ARJ process is realized by maximizing the whole log-likelihood function L =
Lr+LCRV +LJRV. We observe that ωt, in the expression (3.28), is a latent process.
So the optimization of the L function includes a built-in filtering procedure in
which at every step the ωt series is obtained as a function of the parameters given
the set of observed historical values of nt according to equation (3.18).
In order to reduce the dimensionality of the space of parameters, we fix two of
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them by variance targeting with the aim to obtain the exact match of the observed
sample mean of the realized variance. We choose as target parameters κ and ω̄
and compute them using the following expressions for the unconditional mean of















3.5 Variance risk premium
As broadly recognized in literature, stock volatilities are stochastically time-
varying. Following the common interpretation of volatility as a measure of the
degree of uncertainty of stock returns, it could be observed that investors face,
beyond the uncertainty of returns, the uncertainty about the volatility itself.
Dealing with this additional source of riskiness represents an important topic for
investors in order to effectively manage risk and return profile of large portfolios
containing derivatives.
Due to the presence of such uncertainties, asset prices embed what are economi-
cally indicated as risk premia which reflect the compensation that market agents
demand for bearing different types of risks related to their investments. In par-
ticular, variance risk premium (VRP) is a measure of the reward demanded for
bearing risk related with unknown future level of return variance. This is usually
intended as the difference or spread between the conditional expectation of vari-
ance under physical measure and risk-neutral measure.
It is well known that on average, the implied volatility in option prices exceeds
the realized volatility resulting in significantly non-zero and time-varying variance
risk premium (see for example Carr and Wu (2009) and Bakshi et al. (2010b)).
For example, the VIX index, which represents a non-parametric option implied
estimate of the volatility of S&P 500 Index averages about 19% per year, while
the unconditional realized volatility is only about 16%. According to this dif-
ference, a one month maturity at-the-money option priced at 19% volatility is
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about 18% more expensive than one priced at 16% volatility. So, big spreads
between the two volatilities are translated into high fees for issuing options and
could suggest the possibility for arbitrage profits. However, higher initial gains
from “selling” volatility are usually associated by higher risk of temporal swings
of returns variance.
An historical example of the consequences resulting from underestimating the
role of the variance risk premium is the fail of Long-Term Capital Management
in 1998. At that time, LTCM was highly involved in shorting options at prices
that implied a market volatility of 19%. Despite the increase of option prices,
indicating a rise in the perceived market volatility, the fund kept selling. LTCM
was neglecting the variance risk and ended with a net vega exposure of −$40 mil-
lion in U.S. market and an equivalent amount in Europe, gaining the nickname
of “Central Bank of Volatility” from the competitor Morgan Stanley (Lowenstein
(2000)). When realized volatility rose significantly (to a level of nearly 45% by
mid-September 1998), this strategy caused catastrophic losses estimated in $1.3
billion contributing to the final downturn of the hedge fund.
After LTCM collapse, volatility derivatives like variance swap contracts began
to be widely traded in OTC markets. The payoff of these contracts depends
on the difference between realized variance and a fixed variance level, or strike
quoted at inception, of an underlying asset, like a stock index, over a predefined
period. This feature makes such contracts attractive both for hedgers as mutual
funds and portfolio managers who seek insurance against volatility swings and
for speculators wanting pure volatility exposure. As direct consequence, the in-
terest in technical aspects of these contracts has increased in the recent literature
together with the need to understand and define a measure of the difference be-
tween volatilities under risk-neutral measure and physical one.
Following Bollerslev and Todorov (2011), we define the variance risk premium as









where QVt,T is the quadratic variation of the price of an asset over the time in-
terval [t, T ]. We note that according to this definition the premium depends on
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both physical and risk-neutral measure since it is built as the mean difference
between conditional expectations of the quadratic variation over a time horizon
T − t computed under the two different measures. Typically, a market measure
of the VRP uses the information coming from implied volatilities embedded in
the quoted VIX to build a proxy for expected volatility under risk-neutral mea-
sure. On the other hand, the expectation of the physical volatility process is
usually estimated involving a reduced form model for the realized volatility pro-
cess. The HAR model by Corsi (2009) has been widely adopted (see Bollerslev
et al. (2009b), Bollerslev and Todorov (2011), Bormetti et al. (2015b)). Never-
theless, this “market” proxy has the inconvenience to represent a measure for
VRP only over a monthly horizon since its dependence on VIX. This fact implies
the impossibility to extract from market quotes the possible dependence of VRP
on different time horizons also said its term structure.
Adopting the proposed JLHARG-RV and LHARG-ARJ-RV processes, we use RVt
as estimator of daily variance under physical measure while the risk-neutral esti-
mator indicated as RV∗t follows the equivalent processes with parameters mapped
according to Propositions 6 and 9, respectively. So the expression for variance
risk premium (3.31) is translated in our framework as

















An important result is that this quantity can be computed analytically through
the recursive formulas determining the conditional expectation of realized vari-
ance over a time horizon T − t. We state the following propositions for both the
proposed models:
Proposition 10. The conditional expectation of the realized variance over a time
horizon T , given an information set up to time t, EPt [RVt+T ] for a JLHARG
process is given by








ct, j`t+j−1 + Θ̃θ̃δ̃ (3.33)
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where








bs+1,i+1 + βi (bs+1,1 + γ
2cs+1,1) for 1 ≤ i ≤ p− 1
βi (bs+1,1 + γ
2cs+1,1) for i = p
(3.34)
cs,j =
cs+1,j+1 + αj (bs+1,1 + γ
2cs+1,1) for 1 ≤ j ≤ q − 1
αj (bs+1,1 + γ
2cs+1,1) for j = q
Proof: see Appendix A.4.
Proposition 11. For a LHARG-ARJ process, the conditional expectation of the
realized variance over a time horizon T − t, given an information set up to time
t, is given by






ct,j`t+1−j + dt+1 (ξωt + ζnt) (3.35)
where
as = as+1 + θ(κ+ d)bs+1,1 +
(




bs+1,i+1 + βi (bs+1,1 + γ
2cs+1,1) for 1 ≤ i ≤ p− 1
βi (bs+1,1 + γ
2cs+1,1) for i = p
(3.36)
cs,j =
cs+1,j+1 + αj (bs+1,1 + γ
2cs+1,1) for 1 ≤ j ≤ q − 1
αj (bs+1,1 + γ
2cs+1,1) for j = q
ds+1 = (ξ + ζ) ds+2
with ZM-LHARG parameters mapped according to the equivalent P-LHARG pro-
cess.
Proof: see Appendix B.4.
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We observe that the conditional expectation is considered under P measure in
the previous propositions, but the same formula holds under Q since we proved
that, after the change of measure, the risk-neutral process is still a JLHARG or
LHARG-ARJ process re-parametrized according to the mappings in Propositions
6 and 9, respectively.
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Chapter 4
Pricing results and stock market
returns predictability
4.1 Model Estimation and calibration on real
data
This section gathers the results of parameters estimation and calibration proce-
dure of the novel realized volatility models proposed in this thesis on real financial
data.
4.1.1 JLHARG case
The first step is the construction of the RV time series from a high-frequency
returns dataset. For our empirical study, we use tick-by-tick data for the S&P500
Index Futures, from January 1, 1990 to December 31, 2007. Since the two types
of models specify the jump components of the dynamics in two different ways,
we consequently build the empirical realized volatility measures for each type,
respectively. Our estimation procedure for the continuous and jump component
is the following:
(i) we estimate the realized variance of the log-prices using the Two-Scale es-
timator introduced by Zhang et al. (2005) which provides a robust measure
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removing the bias due to the microstructure noise;
(ii) we identify the discontinuous component using the Threshold Bipower vari-
ation method by Corsi et al. (2010) which detects the spikes in RV time
series and separates it from the continuous component.
Doing so, we note that the RV series is built from open-to-close (trading day)
data, thus neglecting the overnight contribution. We adjust our RV estimator by
rescaling the time series so to match the unconditional mean of the squared daily
returns (close-to-close).
We stress that the adopted jump detection method, according to point (ii) of our
procedure, represents a formal statistical test based on asymptotic theory. This
is important to statistically identify days with jumps and subsequently associate
the most extreme intra-day price movements to jump events.
After constructing the two time series for the RV components, we can estimate
the parameters under P of the JLHARG-RV using the Maximum Likelihood Es-
timators as defined in Section 3.3.4. We choose the Fed Funds rate as proxy for
the risk-free rate r.
In Table 4.1 the values of the estimated parameters under P are reported. We
show the results for three different models JHARG, P-JLHARG and ZM-JLHARG
together with their standard deviations and the values of the log-likelihood func-
tion. Our results confirm that the impact of past RV on the current one decreases
with the increase of the aggregation horizon. The same evidence has been docu-
mented by Corsi (2009), Corsi and Renò (2012) and Majewski et al. (2015).
In order to derive the risk-neutral dynamics, the values of risk premium pa-
rameters for each proposed model need to be identified. According to Propositions
5, some of them are fixed by the no-arbitrage conditions, while the variance risk
premia remain as free parameters to be calibrated on option prices. This is a
direct consequence of the fact that we are dealing with an incomplete market
since the models include variance as a further source of randomness.
Our data set consists of Plain Vanilla OTM options on S&P500 Index for each
Wednesday from January 1, 1996 to December 31, 2004. We first apply a standard
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Model
Parameter JHARG P-JLHARG ZM-JLHARG
λ 2.6
(1.5)
θ 9.75e-06 9.08e-06 9.43e-06
(9e-08) (8e-08) (8e-08)
δ 1.358 1.252 1.89
- - -
βd 4.67e+04 3.49e+04 3.90e+04
(8e+02) (8e+02) (5e+02)
βw 2.9e+04 3.16e+04 3.07e+04
(1e+03) (1.6e+03) (3e+02)
βm 1.19e+04 1.37e+04 1.549e+04
(9e+02) (7e+02) (1.4e+02)
αd - 0.278 0.412
(0.004) (0.008)
αw - 0.067 0.435
(0.013) (0.019)
αm - 3.4e-06 0.50
(4e-07) (0.07)








νc 739 -1431 -2257
νj -12428 -10251 -7938
Log-likelihood -24648 -24543 -24476
Persistence 0.8536 0.8229 0.8030
Table 4.1: Maximum likelihood estimates, robust standard errors, and log-likelihood
values. The historical data for the JHARG, P-JLHARG and ZM-JLHARG models are
given by the daily RV computed on tick-by-tick data for the S&P500 Index futures.
For all three models, the estimation period ranges from the period 1990-2007.
filter removing options with maturity less than 10 days or more than 365 days,
implied volatility larger than 70% and prices less than 0.05$ (see Barone-Adesi
et al. (2008)). Using K/St as definition of moneyness, we filter out DOTM options
with moneyness larger than 1.3 for call options and less than 0.7 for put options.
This choice yields a total number of 46066 observations. For our purposes, put
options are identified as DOTM if their moneyness is between 0.7 ≤ m ≤ 0.9
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and OTM if 0.9 < m ≤ 0.98. On the other hand, call options are said to be
DOTM if 1.1 < m ≤ 1.3 and OTM if 1.02 < m ≤ 1.1. Options are called
at-the-money (ATM) if 0.98 < m ≤ 1.02. As far as the time to maturity τ is
concerned, we identify options as short maturity (τ ≤ 50 days), short-medium
maturity (50 < τ ≤ 90 days), long-medium maturity (90 < τ ≤ 160 days), and
long maturity (τ > 160 days).
Calibration procedure is based on the unconditional minimization of the distance
between the market implied and the model implied volatility surface. For this
reason, we divide our dataset in different intervals of moneyness and maturity –
as described above – obtaining a 5× 4 moneyness-maturity grid. Then, for each
subset, we compute the unconditional mean of the market implied volatilities.
In this way, as shown in Table 4.2, we obtain a 20-point discrete representation
Maturity
Moneyness τ ≤ 50 50 < τ ≤ 90 90 < τ ≤ 160 160 < τ
Implied Volatility
0.7 ≤ m ≤ 0.9 0.3564 0.3056 0.2866 0.2662
0.9 < m ≤ 0.98 0.2353 0.2269 0.2232 0.2230
0.98 < m ≤ 1.02 0.1958 0.2023 0.2059 0.2108
1.02 < m ≤ 1.1 0.1767 0.1790 0.1849 0.1923
1.1 < m ≤ 1.3 0.2317 0.1946 0.1836 0.1842
Table 4.2: Mean market implied volatilities of S&P500 Index options on each Wednes-
day from January 1,1996 to December 31, 2004 (46066 observations) sorted by money-
ness and maturity. Moneyness is defined as m = K/St, where K and St are the strike
and the underlying price, respectively. Maturity is measured in calendar days.
of the implied volatility surface. Finally, we compute the same discrete grid for
the model implied volatility and we identify the optimal values of (νc, νj) which
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IVmodij (νc, νj)− IVmktij
)2
, (4.1)
and represents the quadratic distance between the model implied volatility sur-
face and the market one, whose elements are IVmodij (νc, νj) and IV
mkt
ij , respectively.
In order to compute the option prices – and associated implied volatilities – we
employ a numerical scheme introduced by Fang and Oosterlee (2008), termed
the COS method. This method, based on Fourier-cosine expansions, efficiently
evaluates the price of Plain Vanilla options from the characteristic function of
log-returns.
At the bottom of Table 4.1 we report the calibrated variance risk premia for
JHARG models. It is worth recalling that the presence of a positive or a negative
value of the risk premium reduces or amplifies the unconditional mean of real-
ized variance, respectively. Moreover, negative premia have the genuine effect to
induce more skew in the distribution of returns. The risk premium, νc, associ-
ated with the continuous component varies from the positive value of the JHARG
model to a large negative value for the ZM-JLHARG model. The risk premia, νj,
associated with the jump component, are all negative and increasing (decreasing
in absolute terms) when a better specified form of the leverage is adopted. The
most negative jump premium corresponds to the JHARG model and decreases
for the P-JLHARG with heterogeneous parabolic leverage. It reaches the highest
value (smallest in absolute terms) for the ZM-JLHARG where the heterogeneous
leverage is centred. The compensation taking place between νc and νj is due
to the fact that large negative innovations in the price rise the future variance
through the leverage term. Then, a better specification of the leverage compo-
nent reduces the relative weight of the jump premium in favour of the premium
of the continuous component.
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4.1.2 LHARG-ARJ case
As concerns LHARG-ARJ estimation procedure on real data, the starting point
is the same as the one introduced in the previous subsection for JLHARG models.
The first step consists in the construction of the empirical measures of realized
volatility. The second concerns the identification and separation of its continuous
and jump components. To accomplish the first one, we involve the Two-Scale
estimator while the second one is based on the adoption of a jump detection test.
In this case we use a dataset of HF returns of the S&P500 Index Futures from
1 July 1990 to 31 June 2011. We stress the fact that the model assumes the
presence of jump with autoregressive intensity dynamics depending on the past
realized number of jumps occurring during a trading day. Nevertheless jump tests
like the Threshold Bipower Variation method allows to spot the days on which at
least one jump occurs but does not give information about the number of intraday
jumps actually occurred. So the complete information can not be retrieved from
application of this sole test.
In order to identify the intraday events we employ a combination of the Thresh-
old Bipower Variation method (Tz-test) and procedure introduced by Andersen
et al. (2010). We start by constructing the series of intraday 5-min returns. Then
we run the Tz-test according to the prescriptions reported in Section 1.4. Once
we find a day with at least one jump, we remove the largest 5-min return in that
day and substitute it with the average return for that day, then we run again
the Tz-test for this new adjusted intraday series. If the test does not reject the
null, we conclude that only one jump occurred. If the test rejects the null, the
procedure is repeated. At every run we identify a further jump. Finally, when the
Tz-test does not reject, we have the series of intraday 5-min jump returns from
tick-by-tick prices. With this information, we are able to reconstruct the daily
contribution of jumps to the total daily return and determine the jump-adjusted
return series by simply subtracting this contribution.
After separating the continuous and the discontinuous components of the dy-
namics (Figure 4.1), we estimate the parameters under physical measure of the
LHARG-ARJ process using the Maximum Likelihood Estimator.
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Figure 4.1: Daily returns and realized volatility time series for SP&500 Index Futures.
Realized Volatility is computed using the Two-Scale method by Zhang et al. (2005).
The sample starts July 3, 1990 and ends June 28, 2011.
LHARG-ARJ model estimation results are summarized in Table 4.3. We point out
that the presence of the financial crisis of 2007/2008 implies a sort of structural
break of the statistical characteristics of the empirical distributions of the realized
variance from the previous to the following time periods. Figure 4.2 represents the
densities of the empirical distributions of the continuous contribution of realized
volatility for two sub-periods obtained from the original one: a pre-crisis period
from July 1990 to June 2007 and a crisis/post-crisis period from July 2007 to
June 2011. We observe that the two samples are quite different in particular
for extreme values where the distribution related to the crisis/post-crisis period
shows a clear fatter right tail. Considering the first two moments of the two
samples, we obtain values of 11.54 and 33.31, respectively mean and variance for
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LHARG-ARJ



































Persistence CRVt 0.812 0.831
Persistence ωt 0.994 0.999
Table 4.3: Maximum likelihood estimates (standard errors in parentheses) for
LHARG-ARJ on S&P500 Index Futures on two periods: from July 1990 to June 2007
and from July 2007 to June 2011.
CRV series from 1990 to 2007, while the same quantities for the subsequent period
are 17.48 and 159.70, respectively. Furthermore, the range of the most frequent
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Figure 4.2: Empirical densities of the continuous component of realized volatility
(CRV). Blue line refers to the pre-crisis period from July 1990 to June 2007, red line
to the crisis/post-crisis period from July 2007 to June 2011.
values in the dataset for the crisis/post-crisis is larger than the pre-crisis one but
less likely in comparison, translating in a higher dispersion for the sample. Due
to these important differences in the statistical properties of the real data, we
choose to estimate the LHARG-ARJ model over the two sub-periods.
After estimating parameters under physical measure, the second step to make
the model available for pricing purposes is the calibration procedure to identify the
values of risk premia allowing for risk-neutralization of the process((µc, µj, νc, νj))in
our notation). According to Proposition 8, in our framework µc and µj are fixed
by the no-arbitrage condition, while νc and νj remain undetermined parameters
to be fixed from calibration on real option quotes. For the LHARG-ARJ case
we use a dataset of Plain Vanilla put options on S&P500 Index for each Wednes-
day from January 1, 1996 to June 28, 2011. We first apply a standard filter
removing options with maturity less than 10 days or more than 365 days, implied
volatility larger than 70% and prices less than 0.05$. Using K/St as definition
of moneyness, we filter out deep in-the-money options with moneyness larger
than 1.3 and deep out-of-the-money than 0.7. This choice yields a total number
of 76331 observations. For our purposes, we will identify put options as deep
out-of-the-money (DOTM) if their moneyness is between 0.8 ≤ m ≤ 0.9 and
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out-of-the-money (OTM) if 0.9 < m ≤ 0.98. On the other hand, we will indicate
them as deep-in-the-money (DITM) if 1.1 < m ≤ 1.2 and in-the-money ITM if
1.02 < m ≤ 1.1. Options are called at-the-money (ATM) if 0.98 < m ≤ 1.02. As
far as the time to maturity τ is concerned, we identify options as short maturity
(τ ≤ 50 days), short-medium maturity (50 < τ ≤ 90 days), long-medium matu-
rity (90 < τ ≤ 160 days), and long maturity (τ > 160 days).
For the calibration procedure, we adopt the same method based on the uncon-
ditional minimization of the distance between the market implied and the model
implied volatility surface as introduced for JLHARG. So, we divide our dataset in
different intervals of moneyness and maturity – as described in the previous para-
graph – obtaining a 5× 4 moneyness-maturity grid obtaining a 20-point discrete
representation of the implied volatility surface. The optimal values of (νc, νj) are
obtained by finding the minimum of the objective function of the form given in
equation (4.1).
4.2 Option pricing benchmarking
This section is dedicated to the presentation of pricing results with JLHARG and
LHARG-ARJ models. We can summarize the option pricing procedure in four
steps: (i) estimation of the parameters under the physical measure P; (ii) uncon-
ditional calibration of the parameter vector (νc, νj); (iii) mapping of parameter
values from P to Q using expressions (3.8); (iv) numerical computation of option
prices through COS method using the MGF recursive formulas in (16).
As benchmark approaches to assess the pricing performance of JHARG models we
use the standard Heston and Nandi (2000) affine GARCH model and the BiPower
Jump Variation Model (BPJVM) introduced by Christoffersen et al. (2015).
The BPJVM model is a state-of-the-art approach incorporating a GARCH struc-
ture for the latent volatility and jump intensity where bipower and jump varia-
tions play a prominent role as idiosyncratic components. The novelty of its con-
tribution is to use directly the observable realized diffusive volatility and realized
jump variation to model the dynamics of the two latent volatility components.
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The dynamics of log-returns in BPJVM is as follows












where ε1,t ∼ N (0, 1) are i.i.d innovations and jumps’ sizes Xt,i are independent
random variables with normal distribution N (θ, δ2). hz,t denotes the diffusive
variance and the number of jumps nt has Poisson distribution with intensity
hy,t−1. The parameter η is set to exp (θ + 0.5δ
2) − 1 in order to ensure that
the conditional expected total return is Et [exp(Rt+1)] = exp (r + λzhz,t + λyhy,t).
Each day, the dynamics of hz,t and hy,t are specified incorporating new information
carried by realized bipower and jump variation measures
hz,t = ωz + bzhz,t−1 + azRBVt
hy,t = ωy + ayhy,t−1 + byRJVt
where RBVt is the daily realized bipower variation computed from intraday re-
turns via equation (1.3) and RJVt is the daily realized jump variation constructed
as the simple difference between the total quadratic variation RVt (built using
a market microstructure robust measure based on averaging five overlapping re-
alized variance series from squared 5-minute returns) and the bipower variation.
In order to ensure that RJVt ≥ 0, the following definitions are used,
RBVt = min (RVt,RBVt) (4.2)
RJVt = RVt − RBVt. (4.3)
Since RBVt is measured with error, the model is then completed specifying the
following measurement equation






− (1 + γhz,t−1)
]
, (4.4)
where ε2,t ∼ N (0, 1) are i.i.d. random variables and have correlation ρ with
the idiosyncratic shocks introduced in the return equation. The innovation term
inside square brackets in equation (4.4) is designed to have zero mean in order to
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imply that Et−1 [RBVt] = hz,t−1. On the other hand, the realized jump variation






which implies that Et−1 [RJVt] = (θ2 + δ2)hy,t−1. Contrary to RBVt series, it is
assumed that RJVt is free of error for simplicity.
Risk-neutralization is obtained by employing a three dimensional Esscher trans-
form with two parameters to be calibrated on option data (χ, ν3).
Table 4.4 summarizes estimates for parameters of the competitor models. Differ-
ently from the methodology adopted in Christoffersen et al. (2015), we estimate
the BPJVM model via quasi-maximum likelihood method using physical informa-
tion and afterwards calibrate free parameters χ, ν3 in the same way as described
in the previous section1.
This choice is coherent with the scheme adopted in this thesis which first estimates
the physical parameters from historical realizations of returns and variances and,
then, separately assesses the impact on the risk neutral dynamics of the premia
embedded in option prices.
However, Christoffersen and co-authors adopt a definition of the jump compo-
nent which does not involve a test to statistically assess the significance of each
event – as typically done in the jump literature. As a result the realized jump
series they consider contains at least one jump per day, which is at odd with
the generally accepted view of jumps as extreme and rare events. Secondly, the
measurement equation describing the dynamics of the realized variance implies
the sampling of random values which can be negative with significant likelihood
(up to 20% of occurrences over 106 Monte Carlo simulated samples) depending
on the level of the latent diffusive volatility. This fact poses issues of consistency
with the definition of variance which has to be a positive number and conse-
quently the realism of the model for pricing purposes is troublesome. Finally,
although the proposed model has the desired property of reproducing the high
1For practical implementation, we refer to the updated version available on SSRN including
some corrections to the published version. Link: http://ssrn.com/abstract=2494379.
































Table 4.4: Maximum likelihood estimation of competitor models on daily S&P 500
futures returns for the period 1990-2007.
persistence of volatility, estimates on real data indicate persistence values close to
one. Such an extreme value could imply that the model is not sufficiently flexible
to fit the whole term structure of implied ATM volatilities, in particular facing
miss-valuation for long-term maturities.
As customary in the literature (Renault (1997), Corsi et al. (2013), Majewski
et al. (2015)), we employ the Root Mean Square Error (RMSE) on the percentage
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where N is the number of options, and IV mod and IV mkt are the model and the
market implied volatility, respectively.
Before involving the chosen benchmark models, we perform a pricing perfor-









Table 4.5: Global option pricing performance for the JLHARG class of models on
S&P500 options from January 1, 1996 to December 31, 2004, computed with the RV
measure estimated from 1990 to 2007. We use the maximum likelihood parameter
estimates from Table 4.1.
In Table 4.5 we report the global comparison of the option pricing performances
between models belonging to the JHARG class. We build ratios between the
RMSE of each couple of models. The table shows that – in terms of RMSE
– the performance improves for models accounting for the leverage effect, as
expected. Specifically, fixing as benchmark the JHARG model with no lever-
age, performances in the range of moneyness 0.9 < m < 1.1 improve by nearly
9% for P-JLHARG and by 17% for ZM-JLHARG. In the range of moneyness
0.8 < m < 1.2 the improvements are by 7% and by 14% for P-JLHARG and
ZM-JLHARG, respectively. These results confirm the well established fact that
the inclusion of a leverage component is essential for the correct option pric-
ing. Moreover, ZM-JLHARG always outperforms P-JLHARG independently on
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the range of moneyness. In accordance with Majewski et al. (2015) this finding









Table 4.6: Global option pricing performance for the ZM-JLHARG model on S&P500
options from January 1, 1996 to December 31, 2004 and comparison with Heston-Nandi
GARCH, ZM-LHARG, and BPJVM as benchmark models.
Table 4.6 shows the global pricing performance of the ZM-JLHARG model, which
is the best performing model within the JHARG class, benchmarked with the
Heston-Nandi GARCH model, the ZM-LHARG model by Majewski et al. (2015),
and the BPJVM. All models incorporating the high frequency information embed-
ded in realized measures outperforms the GARCH model. This result might be
expected and a comparison with the BPJVM model is more appropriate. We ob-
serve that all models with an heterogeneous autoregressive volatility outperform
the BPJVM model. Gains in performance for the ZM-JLHARG model vary from
15.2%, in the range of moneyness close to ATM, to 13.3%, when more extreme
moneyness are included. The result for the central region of volatility surface al-
lows to reconfirm that the heterogeneous structure is a parsimonious and effective
way to provide a very good description of the ATM implied volatility dynamics.
As will be stressed more in Table 4.7, this is true for short maturities and be-
comes even more evident for longer horizons. When wider area of moneyness is
considered, as a consequence of the autoregressive structure of jump intensity,
BPJVM partially recovers the loss of performance.
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Maturity
Moneyness τ ≤ 50 50 < τ ≤ 90 90 < τ ≤ 160 160 < τ
Panel A ZM-JLHARG Implied Volatility RMSE
0.7 ≤ m ≤ 0.9 12.046 7.632 6.233 5.101
0.9 < m ≤ 0.98 4.058 3.650 3.794 4.103
0.98 < m ≤ 1.02 3.518 3.802 4.053 4.484
1.02 < m ≤ 1.1 4.204 4.654 4.807 4.893
1.1 < m ≤ 1.3 4.660 3.870 4.503 4.982
Panel B ZM-JLHARG/BPJVM Implied Volatility RMSE
0.7 ≤ m ≤ 0.9 0.866 0.972 1.080 0.952
0.9 < m ≤ 0.98 0.684 0.740 0.802 0.727
0.98 < m ≤ 1.02 0.992 0.857 0.861 0.768
1.02 < m ≤ 1.1 1.091 1.125 1.086 0.854
1.1 < m ≤ 1.3 0.718 0.707 0.737 0.683
Table 4.7: Panel A: Percentage implied volatility root mean squared error (RMSEIV )
of the ZM-JLHARG model sorted by moneyness and maturity. Panel B: RMSEIV
ratios computated using BPJVM as benchmark model.
Nonetheless, the global over-performance of the ZM-JLHARG model is still sig-
nificant. Finally, it is worth commenting on the performance of the ZM-JLHARG
with respect to the same model without the jump component. In the ATM region
the ZM-LHARG model performs very well and better than ZM-JLHARG by a
factor of 1.045. Once more, this result confirms the crucial role played by the
HARG structure in the dynamics of the continuous component. Then, consis-
tently with the role expected to be played by discontinuous events, ZM-JLHARG
over-performs the competitor model in the extreme regions of moneyness where
an increment of probability mass is essential.
As anticipated, in Table 4.7 we choose to focus on a more detailed compari-
son between the ZM-JLHARG model and the competitor BPJVM. Dividing the
entire dataset of options according to the grid used for model calibration (see
Section 4.1.1), we observe that for short maturities τ ≤ 50 the two models price
with almost the same accuracy in the at-the-money region 0.98 < m < 1.02.
BPJVM increases the pricing performance for OTM call options but for DOTM
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calls the ZM-JLHARG performs better by a factor of 0.718. In the region of
short-maturity puts the ZM-JLHARG model consistently over-performs the com-
petitor BPJVM. This result is confirmed with slightly different percentages for
options with medium-short maturity 50 < τ ≤ 90 noting a worsening of BPJVM
performance in the ATM region with respect to ZM-JLHARG. As concerns the
medium-long maturity region 90 < τ ≤ 160 BPJVM maintains a higher perfor-
mance in pricing OTM calls and shows a better valuation of DOTM puts than the
ZM-JLHARG. Finally, valuation of long maturity options exhibits the consistent
over-performance of the ZM-JLHARG model for both puts and calls covering
all ranges of moneyness under study. The smaller error of ZM-JLHARG for long
maturity options suggests that this model has more flexibility than BPJVM to re-
produce a realistic term structure of implied volatilities. A possible reason for the
rigidity of BPJVM could be the extremely high persistence of both volatility and
jump intensity processes, as reported in Table 4.4. High persistence is a crucial
feature to reproduce the long-memory property of the volatility process, never-
theless an extreme level could have the side effect of systematical miss-valuing
options – either over-pricing or under-pricing depending on the prevailing high
or low level of volatility, respectively.
Separately from pricing performances regarding JLHARG models, we present
the results of another pricing benchmarking exercise involving the other model
introduced in this thesis: the LHARG-ARJ. In this case we use the ZM-LHARG
model by Majewski et al. (2015) and the BPJVM model as terms of comparison
considered, to the best of our knowledge, the state-of-the-art for the modelling
framework based on realized measure of volatilities (see Table 4.8 and 4.9 for the
estimated parameters of this competitor models).
Tables 4.10 and 4.11 show that LHARG-ARJ improves option pricing perfor-
mance with respect to ZM-LHARG and BPJVM for both region of moneyness,
before and after financial crisis of 2008. The improvement ranges from 8.5% to
7.6% of relative RMSE with respect to ZM-LHARG for the pre-crisis period,
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ZM-LHARG






















Persistence CRVt 0.824 0.834
Table 4.8: Maximum likelihood estimates (standard errors in parentheses) for ZM-
LHARG on S&P500 Index on two periods: from July 1990 to June 2007 and from July
2007 to June 2011.
while the improvements lessen in the crisis/post-crisis period to 2%. This differ-
ence indicates that in period of great financial distress option prices seem to be
influenced in large measure by the high level of the diffusive component of the
underlying price which prevails the jump contribution of its dynamics. Conse-
quently, the performance of a model accounting for jumps reduces to that of the
equivalent model which consider only the continuous stochastic evolution.
Analysing the detailed comparison between the two models by dividing the en-
tire dataset of options as described in Section 4.1.2, we observe that for options
belonging to the per-crisis period LHARG-ARJ model’s best performance con-
centrates on pricing contracts with short-maturity less then 50 days with RMSE
up to 15% smaller than those obtained for the ZM-LHARG (see Table 4.12).
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Persistance hz 0.9999 0.9999
Persistance hy 0.9865 0.9979
Table 4.9: Maximum likelihood estimates (standard errors in parentheses) for BPJVM
on S&P500 Index on two periods: from July 1990 to June 2007 and from July 2007 to
June 2011.
These results confirm the well established fact that the inclusion of a jump com-
ponent is essential for the correct description of the characteristics of the volatility
surface implied by short-term options. Indeed, moving towards longer maturi-
ties, performances in the ATM region are in favour of the model neglecting the
discontinuous dynamics while remaining higher for the LHARG-ARJ pricing of
the DOTM, OTM and DITM options which are more sensible to the likelihood
of extreme events.
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RMSEIV
1990-2007





Table 4.10: Comparison of global option pricing performance on S&P500 Index put









Table 4.11: Comparison of global option pricing performance on S&P500 Index put
options for models LHARG-ARJ, ZM-LHARG and BPJVM from July 2007 to June
2011.
The detailed table referring to the crisis/post-crisis period (Table 4.13) shows
results in line with the previous period but the performances are more balanced
between the models as consequence of the extraordinarily high level of volatili-
ties typical of that distressed moment for which the impact of possible jumps is
negligible.
As far as concerns the comparison between the LHARG-ARJ with the competi-
tor BPJVM model, we observe that the first shows globally higher performances
than the second for options traded in the two periods considered (see Tables 4.10
and 4.11). The highest one is obtained for contracts with moneyness between 0.9
and 1.1 (around 24%) in the pre-crisis period. Errors are still smaller of almost
19% considering a wider range of moneyness (0.8 < m < 1.2) and are stably
lower of almost 14% for the period including and following the crisis. Even in
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Maturity
Moneyness τ ≤ 50 50 < τ ≤ 90 90 < τ ≤ 160 160 < τ
Panel A ZM-LHARG Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 15.592 8.803 6.049 5.022
0.9 < m ≤ 0.98 7.512 4.240 3.826 6.191
0.98 < m ≤ 1.02 4.166 3.561 4.104 7.151
1.02 < m ≤ 1.1 6.768 3.512 4.020 7.111
1.1 < m ≤ 1.2 22.776 6.192 3.239 5.981
Panel B LHARG-ARJ/ZM-LHARG Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 0.940 0.902 0.919 0.922
0.9 < m ≤ 0.98 0.848 0.877 0.975 0.925
0.98 < m ≤ 1.02 0.851 1.087 1.082 0.945
1.02 < m ≤ 1.1 0.862 1.099 1.117 0.964
1.1 < m ≤ 1.2 0.932 0.859 1.052 0.992
Table 4.12: Detailed comparison of option pricing performance on S&P500 Index
put options for models ZM-LHARG and LHARG-ARJ before the financial crisis: from
January 1996 to June 2007.
Maturity
Moneyness τ ≤ 50 50 < τ ≤ 90 90 < τ ≤ 160 160 < τ
Panel A ZM-LHARG Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 14.528 7.809 6.019 5.498
0.9 < m ≤ 0.98 7.696 5.439 5.578 5.752
0.98 < m ≤ 1.02 5.322 5.610 6.116 6.564
1.02 < m ≤ 1.1 5.971 6.282 6.824 7.094
1.1 < m ≤ 1.2 10.838 5.935 6.601 7.689
Panel B LHARG-ARJ/ZM-LHARG Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 0.968 0.988 1.003 0.988
0.9 < m ≤ 0.98 0.932 0.997 0.987 0.955
0.98 < m ≤ 1.02 0.983 1.047 1.005 0.962
1.02 < m ≤ 1.1 1.019 1.077 1.026 0.989
1.1 < m ≤ 1.2 0.972 1.082 1.048 0.990
Table 4.13: Detailed comparison of option pricing performance on S&P500 Index put
options for models ZM-LHARG and LHARG-ARJ during and after the financial crisis:
from July 2007 to June 2011.
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Maturity
Moneyness τ ≤ 50 50 < τ ≤ 90 90 < τ ≤ 160 160 < τ
Panel A BPJVM Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 12.986 5.513 4.714 11.606
0.9 < m ≤ 0.98 6.332 4.007 4.829 11.181
0.98 < m ≤ 1.02 3.579 3.950 5.249 11.613
1.02 < m ≤ 1.1 5.692 4.942 6.784 14.213
1.1 < m ≤ 1.2 18.487 8.055 10.412 21.191
Panel C LHARG-ARJ/BPJVM Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 1.014 1.150 0.952 0.411
0.9 < m ≤ 0.98 0.912 0.914 0.874 0.557
0.98 < m ≤ 1.02 0.996 1.086 0.986 0.622
1.02 < m ≤ 1.1 0.928 0.858 0.775 0.518
1.1 < m ≤ 1.2 0.991 0.452 0.423 0.298
Table 4.14: Detailed comparison of option pricing performance on S&P500 Index put
options for models BPJVM and LHARG-ARJ before the financial crisis: from January
1996 to June 2007.
this case, the result for the central region of volatility surface can be ascribed to
the good description of the ATM implied volatility dynamics coming from the
heterogeneous dependence of different temporal components.
By observing the detailed Tables 4.14 and 4.15, we note that the RMSE are bal-
anced between the models for short maturities and becomes more evidently in
favour of LHARG-ARJ when moving to longer horizons. Similarly to JLHARG
class, the better LHARG-ARJ pricing of long maturity options suggests a greater
flexibility of the proposed framework to reproduce a realistic term structure of
implied volatilities with respect to the BPJVM model. Even in this case, the
extremely high persistence of both volatility and jump intensity processes evi-
denced from estimation of the BPJVM model, as reported in Table 4.9, could
be the cause of a systematic miss-pricing of the long-term options, contingently
on the prevailing high or low level of present volatilities. Figures 4.3 deepen this
point. They show the autocorrelation functions for the observed financial data as
returns and realized volatilities (total RVt, continuous CRVt and jump JRVt built
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Maturity
Moneyness τ ≤ 50 50 < τ ≤ 90 90 < τ ≤ 160 160 < τ
Panel A BPJVM Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 14.409 8.148 7.582 9.060
0.9 < m ≤ 0.98 8.060 7.051 7.531 9.201
0.98 < m ≤ 1.02 5.400 6.358 7.200 9.375
1.02 < m ≤ 1.1 5.334 6.640 7.893 12.460
1.1 < m ≤ 1.2 9.504 9.398 10.851 14.275
Panel B LHARG-ARJ/BPJVM Implied Volatility RMSE
0.8 ≤ m ≤ 0.9 0.875 0.790 0.793 0.557
0.9 < m ≤ 0.98 0.836 0.758 0.726 0.600
0.98 < m ≤ 1.02 1.003 0.949 0.871 0.675
1.02 < m ≤ 1.1 1.177 1.048 0.901 0.552
1.1 < m ≤ 1.2 0.968 0.720 0.686 0.532
Table 4.15: Detailed comparison of option pricing performance on S&P500 Index
put options for models BPJVM and LHARG-ARJ during and after the financial crisis:
from July 2007 to June 2011.
in LHARG-ARJ framework and bipower variation BPVt and related jump vari-
ation RJVt involved in BPJVM framework). They also show the filtered latent
variables as the diffusive volatilities hz,t and the jump intensity hy,t used in the
BPJVM model and the jump intensity ωt for LHARG-ARJ model. The figures
confirm the typical slow decay of the autocorrelation of empirical volatility mea-
sures which stay significantly above the confidence interval for high lag order (up
to three months in the figures). Between the two, the continuous component has
higher autocorrelations with respect to the discontinuous one. Comparing the
function of the filtered BPJVM latent volatility hz,t with its observable RBVt we
note that the first assumes greater values (between 0.4 and 1 for the data period
1990-2007 and between 0.35 and 1 for the data period 2007-2011) than the second
one (between 0.35 and 0.8 and between 0.35 and 0.85, respectively) consequently
showing a higher persistence than the realized one (0.9999 for both periods as
implied by the estimated parameters). Similarly, the jump intensity hy,t has
highly persistent autocorrelations with values in the range 0.6-1 for the pre-crisis
period and 0.45-1 for the crisis period (values of persistence of 0.987 and 0.998,
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respectively). This result show that the BPJVM model is able to capture (and
even exceed) the high persistence in the observed volatility but with a value of
persistence of almost 1 the model has difficulty in reproducing the mean reversion
which is another typical characteristic of the volatility process. This translates
in a poorly performance in pricing options with long time to maturities.
In conclusion, the novel models introduced in this work, the JLHARG-RV
and the LHARG-ARJ models, have been involved in an empirical assessment
of pricing replication on real option data evidencing interesting results. In par-
ticular, we find that ZM-JLHARG and LHARG-ARJ models shows a general
good pricing performance when compared to a standard reference as the Heston-
Nandi GARCH model and the state-of-the-art realized volatility models, the ZM-
LHARG and the BPJVM model. A detailed analysis confirm that the inclusion of
a jump component is important in order to better reproduce the implied volatili-
ties for out-of-the-money options, specifically for short-maturities. Furthermore,
the possibility to account for an heterogeneous structure provides a realistic de-
scription of the term structure of the volatility surface implying a good option
valuation over different maturities.
4.3 U-shaped log-density ratio
This section establishes if the SDF (3.7), combined with the JLHARG-RV dy-
namics, implies a U-shaped profile for the log-ratio between the risk-neutral and
physical probability densities. This interesting property of a multi-dimensional
pricing kernel has been recently investigated in Christoffersen et al. (2013) for a
class of GARCH models as summarized in Section 2.4. Authors show that a pre-
mium for variance explains a number of puzzles concerning the level and dynamics
of option implied variance compared with observed time series variance. Among
others, they solve the puzzle pointed out by Bates (1996a) and Broadie et al.
(2007) that the physical and risk-neutral volatility smiles differ. The key feature
of their modelling approach is that the projection of the pricing kernel onto the
stock price return is U-shaped. The strong implied volatility smile associated to
this non-monotonic relation can be quantified looking at the natural logarithm
4.3 U-shaped log-density ratio 83


























































































































































































































































Figure 4.3: Autocorrelations of daily returns and realized volatility measures com-
puted for the two period under study. The last two pairs of figures show the comparison
between autocorrelations in the component of realized volatility and the corresponding
measures constructed according to Christoffersen et al. (2015).
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of the ratio of the risk-neutral and physical conditional densities implied by the
model.
We check the non-monotonicity of the log-ratio of the densities implied by
the JLHARG class of models. In the GARCH case, the analytical derivation of
this property is facilitated by the fact that the variance term at time t + 1 is
an Ft-measurable quantity. Thus, it can be directly projected onto returns at
time t. This is clearly not the case for JLHARG models. As it can be seen from
(3.4) and (3.6), in the multi-risk premia kernel (3.7) the quantities CRVt+1 and
JRVt+1 are not Ft-measurable, so the analytical projection-onto-returns method
by Christoffersen et al. (2013) can not be directly replicated. We proceed as
follows. We simulate a large sample of log-returns according to the P-JLHARG
dynamics under the physical and risk-neutral measures with variance risk premia
fixed by the model calibration. Specifically, we draw 280000 log-returns for four
different time-scales – 1 day, 1 month, 3 months, and 6 months – we build the
histograms for each time series (Figure 4.4), and we compute their log-ratios. By
this method we indirectly enlighten the properties of the pricing kernel in the way
it modifies the log-return probability density from the physical to the risk-neutral
measure. The blue solid line in Figure 4.5 clearly shows the emergence of a non-
monotonic relationship, and confirms the remarkable stability of such U-shaped
relation across different time horizons. In Figure 4.5, we also show the results for
the density log-ratio in the particular case where both variance risk premia are
set equal to zero (green dotted line). We observe that the relation – apart from
the noisy behavior in the tail regions – becomes approximately linear. In fact, in
the absence of variance risk premia, the effect of the change of measure on the
parameter of the RV process is negligible.2 As a result the risk-neutral dynamics
of the realized volatility is very close to the physical one, which is inconsistent
with the empirical evidence. These results underline the importance of having a
variance dependent SDF in order to reconcile the time series return distribution
with that implied by option prices.
2This can be seen from formula (3.8) noticing that when νc = 0 and νj = 0, y
c ∗ and yj ∗ are
of order one while θ ∼ 10−5 so all the denominators are approximately equal to one.
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Figure 4.4: Histograms of log-returns over different time horizons. The physical
density is obtained by simulating a P-LHARG model with parameters reported in Table
4.1, while the risk-neutral density corresponds to parameter values rescaled according
to (3.8). On the y-axis we report log-counts per bin.
4.4 Predictive regressions for stock market re-
turns based on variance risk premium
Several recent studies3 (Bollerslev et al. (2009b), Drechsler and Yaron (2011), Du
and Kapadia (2012), Camponovo et al. (2014), Bollerslev et al. (2015)) have ar-
gued that aggregate stock market return is predictable over time horizons ranging
from quarterly to annually if the difference between realized and options-implied
variation measures, even known as variance risk premium, is considered as ex-
3See also Zhou and Yingzi (2009), Zhou (2010), Camponovo et al. (2014), Bekaert and
Hoerova (2014), Bandi and Renò (2016), Carr and Wu (2016)
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Figure 4.5: Log-ratio of the risk-neutral and physical log-return conditional densities
over different time horizons. The physical and risk-neutral densities has been computed
proceeding as in Figure 4.4. The blue solid line represents the log-ratio with variance
risk premia obtained from calibration, while the green dotted line refers to the case
with both premia set equal to zero.
planatory variable. This fact differs from the long-run multi-year return pre-
dictability patterns that have been studied extensively4 and has been typically
associated with more traditional valuation measures such as dividend yields, P/E
ratios, or consumption-wealth ratios. In this section we advance a test to assess
if the proposed LHARG-ARJ-implied VRP, introduced in Section 3.5, is capable
to reproduce or improve the predictability of future stock returns relatively to
well-established predictors.
We build our model-implied measure of VRP applying the definition in equation
(3.32) along with the formulas to calculate expectations of conditional variance
contained in Proposition 11. We compute this quantity for a monthly horizon
4See among others Fama and French (1988), Campbell and Shiller (1988) and Lettau and
Ludvigson (2001)
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(T = 22 days) for last Wednesdays of each month in the period from January
1996 to June 2011. According to the division into two consecutive smaller pe-
riod (pre-crisis and crisis/post-crisis) of the estimation and calibration on real
data as discussed in Section 4.1.2, the model-implied VRP, which we indicate
as VRPMod22 , is computed using the two set of parameters and risk-premia (as in
Table 4.3) separately on the dates belonging to each sub-period. We compare
our newly introduced VRP measure with a ”market proxy”, or VRPMkt22 , where
the conditional expected value of variance over the next month under risk-neutral
measure is obtained by the square of the VIX index following Carr and Wu (2006)
and Bollerslev et al. (2009b). While for the computation of the market expec-
tation of variance over a monthly horizon under physical measure, we adopt the
approach by Bollerslev and Todorov (2011) based on reduced-form time series
modelling procedures. For tractability reasons we apply the HAR-RV modelling
approach by Corsi (2009) assuming that the model-implied estimates of condi-
tional expectations are reasonable proxy for market-implied expectations. The
formal expression of this quantity is given by the following











− VIX2t . (4.5)
Furthermore, we define another measure for the variance risk premium con-
structed by mixing the market-implied risk-neutral expectation of future variances
with the model-implied expectation based on historical or physical information.
We indicate it as a semi-parametric variance risk premium VRPSemiPar22 and is
expressed by












In Figure 4.6 we present the square of the VIX index and the results of the
conditional expected variance under Q measure computed using the LHARG-
ARJ model. We can see that the model (black line) behaves similarly to the
squared VIX (red dashed line) but appears to slightly reproduce the dynamics of
the market-implied data in particular during period of rapid swings of volatilities.
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Figure 4.6: Expected variance over next month from 1996 to 2011. The figure com-
pares value of squared VIX index with expected variance over next month under risk-
neutral measure resulting from LHARG-ARJ model.
Furthermore our method allows to easily separate the contributions to expected
variance under Q coming from the continuous and jump dynamics of RV. Figure
4.7 shows the time evolution of the two separated components. We note that
the continuous contribution appears to be the bigger of the two and carry much
of the time variability, while on the other hand the jump contribution is almost
stable during the all period. Figure 4.8 collects the results for the market and
model conditional expectation of variances over a month under P measure. It
evidences that the modelled quantities follows closely the time evolution of the
expected variance obtained from a HAR-RV model, proxy of the real objective
dynamics of variance. In Figure 4.9 we show the VRP measurements obtained for
each Wednesday in our sample. As we can see the modelled measure is still less
dynamical than the market measure with difficulties to significantly reproduce
the highest values of the variance premia estimated for particularly turbulent
periods for financial market. On the other hand, the comparison between the
market-implied VRP and the semi-parametric estimate indicates that these two
measure are closer with the second one able to correctly capture the succession
of periods of different perceived uncertainty. This result implies that the lack of
4.4 Predictive regressions for stock market returns based on variance risk
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Figure 4.7: Expected variance over next month from 1996 to 2005. Continuous (black
line) and jump (blue line) component of the expected variance over next month under
risk-neutral measure resulting from LHARG-ARJ model.




























Figure 4.8: Expected variance over next month from 1996 to 2011. The figure com-
pares the expected variance over next month under physical measure resulting from
HAR-RV and LHARG-ARJ models.
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Figure 4.9: Monthly horizon Variance Risk Premium from 1996 to 2011. Top left
figure shows the continuous component of VRP computed from the proposed LHARG-
ARJ model. Top right figure shows the model implied jump component of VRP. Bottom
left figure: The red dashed line represents the proxy chosen for the market VRP while
the black solid line indicates the model-implied VRP measure. Bottom right figure:
The black solid line represents the semi-parametric measure of VRP.
sufficient dynamics of the model-implied VRP can be attributed to the condi-
tional expected variance under risk-neutral measure which is affected by a rigid
change of measure due to static premia in the adopted stochastic discount factor
(see equation (3.25)).
Generally, the VRP values are negative meaning that normally the risk neutral
expected variances exceed the ones computed from historical information. Top
figures in 4.9 contain separately the two contribution to modelled VRP, denoted
VRPMod22, c and VRP
Mod
22, j . We observe that the typical order of magnitude of the
continuous component is higher (almost a factor 2) than the jump component.
Furthermore, it is interesting to observe that during the crisis period the jump
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VRP assumes its lowest values while the continuous VRP has its highest pick.
This could indicate that during distressed moments the contribution to the pre-
mium requested to compensate the perceived uncertainty about future volatilities
is largely due to the diffusive dynamics while the other contribution related to
extreme unpredictable movements becomes negligible.
In what follows, we present some empirical findings of a study of predictabil-
ity involving the VRP measures defined above using the market “proxy”, the
LHARG-ARJ semi and full parametric specification and its decomposition in con-
tinuous and jump contributions, along with more traditional predictor variables
of returns. This class includes Cyclically Adjusted Price Earning ratio (CAPE)
introduced in Schiller (2000) and the slope of Treasury yield curve, also known
as Term Spread (TMSP), defined as the difference between the ten-year T-bond
and the three month T-bill yields. All of our forecasts are based on simple linear
regression of the S&P 500 Index excess log-returns on different sets of predictor
variables. We always use monthly observed predictors while we choose two aggre-
gation horizons for returns, quarterly and annually. For all regression coefficient
we report Newey-West t-statistics taking into account for heteroskedasticity and
serial correlation from the overlap in the regressions. We also report t-statistics
computed according to Hodrick (1992) to assess the significance of coefficients in
overlapping return regressions with persistent predictor variables.
We choose to study the phenomenon of predictability by running the regressions
over two time period according to what previously described in Section 4.1.2.
One is referred as ”pre-crisis”, starting in January 1996 and ending in June 2007,
a year before the turmoil of the summer/fall 2008 Financial Crisis. The other
one coincides with the period going from July 2007 up to June 2011, which in-
cludes the crisis and the following downturn. This choice has been made in order
to investigate if statistically significant differences emerges from the data in the
behaviour of predictors. The results of the regression for the Pre-crisis period are
presented in Tables 4.16-4.18 and 4.19-4.21.
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As concerns the quarterly forecast horizon, we note that the market and the
model VRP have not significant predictive power as alone regressor while the
semi-parametric measure of monthly VRP has higher t−ratios statistically signif-
icant below the 5% confidence level. The R̂2 are particularly low for model-implied
measures (below 1%) and are slightly higher for VRPMkt22 and VRP
SemiPar
22 with
values of 3% and 6% respectively.
The predictability appears significantly enhanced when the monthly VRP mea-
sures are used in a multiple regressions scheme with CAPE as further predictor.
The market VRP shows more significant t−statistics and higher R̂2 values with
respect to the previous regression with associated p−values of 6.3% and 2.5% and
adjusted R̂2 of 8.1%. Considering the semi-parametric VRP, we note a improve-
ment both in the significance level (t−ratios of -2.795 and-2.868) and the forecast
power represented by a 12.2% R̂2. On the other hand, nor the model-implied
VRP nor its components are significant predictors of future returns.
Finally if both CAPE and TMSP are involved in the regression, all the VRP mea-
sures increase their t−ratios and R̂2. The results confirm a better performance
in terms of greater R̂2, significance of t-statistics and p-value both for the market
and semi-parametric measures of VRP. Nevertheless, despite the improvement,
the model computed VRP VRPMod22 and its components remain below the thresh-
old of statistical significance for forecasting.
Moving to the annual horizon, we observe that the only schemes that evidence
some predictability of returns is that one involving the semi-parametric monthly
VRP used in the multiple regression with both CAPE and TMSP where the
t−ratio (whose value is -2.111) is computed according to Newey-West estima-
tor. In all other regressions, p-values are higher than the confidence level of
5% indicating that generally the predictability of the VRP measures fades away
over longer horizons. So, for the Pre-crisis period we discover that the monthly
VRP measures, both the market and the semi-parametric ones, can be used as
predictors of market returns in some multiple regression schemes together with
well-established forecasting quantities such as CAPE and TMSP, while the mod-
elled implied measures appear to have no forecast power in all of the studied
regression schemes.
4.4 Predictive regressions for stock market returns based on variance risk
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Now we describe the results of the assessment of predictive property of VRP
measures applying the same approach used before to data belonging to the time
window including the crisis. The 2007-2008 Financial Crisis has been indicated
as the biggest postwar era downturn. In similar periods, radical changes can oc-
cur in the way market agents perceive and manage financial risks, impacting the
compensations, or risk premia, attached to them. In particular the risk premium
related to the variance could be significantly affected during a period of distress.
Bollerslev et al. (2015) find that a significant VRP predictability comes from
what is named as ”tail risk” or the premium that market participate request to
bare the risk of extreme events. In tables 4.22-4.24 and 4.25-4.27 we report the
findings of the multiple regression scheme for predictability.

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































106 4. Pricing results and stock market returns predictability
Tables 4.22-4.24 show that for a quarterly horizon forecast most of the regres-
sion scheme we involve are predictive. Both the market and the semi-parametric
VRP show significant forecasting power as stand-alone regressors (in particular
VRPSemiPar22 with t−ratios of -2.747 and -3.438 and R̂2 = 17.9%). Indeed, the
scheme with VRPMod22 is barely significant with p−values of 8.7% and 5.6% and
R̂2 = 10.9% . By observing its components we note that much of this possible
predictability is associated with the continuous VRPMod22,c which exhibits t−ratios
of -1.990 and -1.952 while the jump contribution VRPMod22,j is statistically insignif-
icant.
The multi-regression schemes in which the different estimates of the variance risk
premium are combined with the traditional predictors confirm a strong degree of
predictability for most of them. In combination with CAPE, the market VRP
is the most significant with the adjusted R̂2 of 37.3%, t−ratios of -4.053 and
-5.709 and corresponding p−values below the 0.1% level. It follows the semi-
parametric VRPSemiPar22 with importantly significance of its regression statistics:
R̂2 of 33.8%, t−ratios of -3.567 and -5.578 statistically significant at the 0.1% level
or better. As concerns the model-implied VRP measure, we find an improvement
of its forecasting performance with t−ratios of -1.913 and -2.677 and R̂2 equal to
23.1%. Even in this case the enhanced statistics can be explained in terms of the
continuous component VRPMod22,c while the contribution coming from the extreme
movements is still not significant. Finally, by adding the term spread predictor,
we obtain results that resemble the previous one with the difference of slightly
higher R̂2 due to the presence of one more explanatory variable which however is
statistically not significant.
Tables 4.25-4.27 collect results of the predictive regressions applied for annual
returns. We see that most of the predictors do not preserve statistical signifi-
cance. The few regressions which evidence predictability are those involving the
market VRPMkt22 along with CAPE and TMSP. With caution, even VRP
SemiPar
22
shows some forecasting power but only if the Newey-West estimator is involved
with t−ratios below the significance level of -1.96 (confidence of 5%) while the
corresponding ratios computed with Hodrick estimator are above that level.
In conclusion, our empirical findings support in large part what has been recently
4.4 Predictive regressions for stock market returns based on variance risk
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advocated by an increasing number of papers in literature: the variance risk pre-
mium seems to be a good predictor of stock market returns. This property is
particularly evident and stable among different past periods for medium/short
time horizons (quarterly) and disappears shifting towards longer horizon (an-
nual). In particular, we find that the predictability emerges even adopting a
semi-parametric measure of VRP based on our proposed model LHARG-ARJ
used to compute analytically an estimate of the conditional expected variance
under physical measure. On the other hand, a full model-implied VRP with
both the physical and the risk-neutral expectations of future variances computed
according to LHARG-ARJ specification has been proven to not fully evidence
property. Nevertheless, some of the performed regressions shows that the con-
tinuous component of the model-implied VRP could be a possible predictor. A
possible reason for the lack of predictability could rely on the particular choice
to assume constant the variance premia in the stochastic discount factor adopted
for the change of measure as described in Section 3.4.2. This assumption could
result in a not sufficiently dynamical modelling of the risk-neutral expectations of
variances, which on the contrary seems to be rapidly mutable in time as evidenced
from VIX quotations. Relaxing the assumption and incorporating a dynamics for
the variance premia in the SDF could be an attempt to get more insight into the
subject for a future research perspective.
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Conclusions
This thesis has the purpose to present a novel class of discrete-time models with
stochastic volatility and jumps based on realized volatility. The motivation comes
from the interest in modelling the connection between the behaviour of the time
series of historical returns of financial assets and the pricing of derivatives written
on them. Usually, this element is dropped since it is preferred to propose models
which are directly specified under the risk-neutral measure. The approach of this
thesis is different. The presented models are firstly built in the physical measure
in order to encompass the documented statistical properties and stylized facts of
assets’ return and volatility, and then they are risk-neutralized with the intro-
duction of a stochastic discount factor including multiple risk premia.
First, we introduce the JLHARG-RV class of models which extends the HARG
model by Corsi et al. (2013) and the LHARG model by Majewski et al. (2015) by
adding a discontinuous dynamic component with constant jump intensity which
provides a rapidly moving volatility factor to the autoregressive time evolution
of volatility on heterogeneous time scale and leverage effect. Secondly, we detail
a model, named LHARG-ARJ, which allows to have a time-varying intensity of
extreme events with an autoregressive structure depending on the past number
of jump events in order to mimic empirical jump clustering.
They have the advantage to be easily estimated, since they are suited to de-
scribe observable variables, and analytically tractable. We demonstrate how to
characterize the probability distribution of the log-return process under physical
measure by computing the moment generating function with a set of backward
recursive formulae. We also provide the framework for the formal change to risk-
neutral measure obtained with a flexible exponential affine pricing kernel which
identifies different risks and separately compensates for them introducing three
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components of risk premia: equity, continuous and jump variance. We prove that
the risk-neutral processes are formally equal to the physical ones with the exis-
tence of a one-to-one mapping of model parameters depending explicitly on risk
premia.
Conducting an empirical assessment of pricing performances, we show the im-
provements of the novel class of models in reproducing different features of the
implied volatility surface compared with the state-of-the-art of pricing models
encompassing both continuous and jump dynamics of underlying assets.
Finally, we show that our proposed class of models allows to analytically com-
pute the Variance Risk Premium, defined as the difference between the expected
risk-neutral variance and the expected physical variance. In particular, it is pos-
sible to compute this quantity for any desired future time horizon and separate
the two contributions coming from the continuous and jump dynamics. Our last
study investigates the recently evidenced property of the variance risk premium
to predict stock market returns. Our results confirm the statistical significance of
this predictability of some of the adopted estimates of the variance risk premium.
In particular we find a significant predictor alternative to the commonly used
market estimate of the variance premium which is defined in a semi-parametric
way, depending on both market-implied and model-implied expectations. On the
other hand, the complete model-implied measure within the presented framework
seems to show predictability only in few cases leaving open the problem to further
future researches.
Appendix
A JLHARG-RV proofs and computations
A.1 MGF computations under P measure

















βd for i = 1
βw/4 for 2 ≤ i ≤ 5
βw/17 for 6 ≤ i ≤ 22
αi =

αd for i = 1
αw/4 for 2 ≤ i ≤ 5
αw/17 for 6 ≤ i ≤ 22
. (7)









j=1 Cj(z,b,c)`s+1−j , (8)
for some functionsA : R×R2×R→ R, Bi : R×R2×R→ R2, Cj : R×R2×R→
R, where RVt = (CRVt, JRVt), b ∈ R2, c ∈ R, and · is the scalar product in R2.
To derive the explicit form of the functions A, Bi, Cj which allows to characterise
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V(x, θ) = θx
1− θx
, W(x, θ) = ln(1− xθ),
and








z2 + γ2c− 2cγz
1− 2c
, x1 = x(z, b1, c). (10)
For the computation of the last expectation in the final line of (9), we use the







= exp (ω (MD(x)− 1)) , (11)
where MD(x) is the MGF of the jump size random variable D. Since sizes are


















J (x, θ̃, δ̃) = 1− (1− θ̃x)
δ̃
(1− θ̃x)δ̃
and x2 = x(z, b2, c).






















−δW(x1, θ) + Θ̃J (x2, θ̃, δ̃)
]
,
where we have introduced two functions x1 = x(z, b1, c) and x2 = x(z, b2, c), while
the expression for x is given by (10). The direct comparison of the last expression
with (8) allows to derive the following explicit expressions
A(z,b, c) = zr − 1
2
ln(1− 2c)− δW(x1, θ) + dV(x1, θ) + Θ̃J (x2, ˜θ, δ̃) ,
(13)
Bi(z, b1, c) = V(x1, θ)βi , (14)
Cj(z, b1, c) = V(x1, θ)αj . (15)
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As shown in Majewski et al. (2015), once we have above expressions we obtain











as = as+1 + zr −
1
2






s+1, θ)βi for 1 ≤ i ≤ p− 1





s+1, θ)αi for 1 ≤ i ≤ q − 1





















z2 + γ2cs+1,1 − 2cs+1,1γz
1− 2cs+1,1
. (18)
The functions V , W and J are defined as
V(x, θ) = θx
1− θx




and the terminal conditions read aT = bT,i = cT,j = 0 for i = 1, 2, ..., p and
j = 1, 2, ..., q.
A.2 No-arbitrage condition
The no-arbitrage conditions are
EP [Ms,s+1|Fs] = 1 for s ∈ N ,
EP [Ms,s+1eys+1|Fs] = er for s ∈ N. (19)
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The first relation is satisfied by definition of Ms,s+1. From a general result in Ma-
jewski et al. (2015), condition (19) is satified if, and only if
A(1− νy,−ν, 0) = r +A(−νy,−ν, 0) ,
Bi(1− νy,−ν, 0) = Bi(−νy,−ν, 0) ,
Cj(1− νy,−ν, 0) = Cj(−νy,−ν, 0) ,
with ν = (νc, νj). From the last two relations, using the explicit expressions of
Bi and Cj given in (14) and (15) we obtain
V(x(1− νy,−νc, 0), θ) = V(x(−νy,−νc, 0), θ) ,
which is equivalent to
x(1− νy,−νc, 0) = x(−νy,−νc, 0). (20)
Simple computations show that the latter equation fixes the value of the equity
premium
νy = λ.
It is worth noticing that the result holding for the equity premium does not
constrain the value of the variance risk premia. From the condition on A it
follows that
dV(x(1− νy,−νc, 0), θ)− δW(x(1− νy,−νc, 0), θ) + Θ̃J (x(1− νy,−νj, 0), θ̃)
= dV(x(−νy,−νc, 0), θ)− δW(x(−νy,−νc, 0), θ) + Θ̃J (x(−νy,−νj, 0), θ̃) ,
which – in light of the relation (20) – reduces to
Θ̃J (x(1− νy,−νj, 0), θ̃) = Θ̃J (x(−νy,−νj, 0), θ̃). (21)
Equation (21) is identically satisfied if
x(1− νy,−νj, 0) = x(−νy,−νj, 0) ,
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which holds for any value of νj. In conclusion, the no-arbitrage conditions fix the
level of the equity risk premium, while both the continuous and discontinuous
variance risk premia remain free parameters to be calibrated on option data.
A.3 Risk-neutral dynamics
JLHARG models imply a risk-neutral MGF for log-returns whose exponential
affine terms can be re-parametrized in order to obtain an expression formally
equivalent to the physical MGF. Firstly we observe that the risk-neutral MGF
can be expressed with a recursive set of expressions, involving a combination
of the functions A, Bi, Cj. Then, recalling the results given in Majewski et al.
(2015), the MGF for JLHARG model under measure Q has the following form
φQνc νj νy (t, T, z) = E














s+1 + zr −
1
2
log(1− 2c∗s+1,1) + dV(xc ∗s+1, θ)− dV(yc ∗s+1, θ)
− δW(xc ∗s+1, θ) + δW(yc ∗s+1, θ) + Θ̃J (x
j ∗








V(xc ∗s+1, θ)− V(yc ∗s+1, θ)
)
βi for 1 ≤ i ≤ p− 1(
V(xc ∗s+1, θ)− V(yc ∗s+1, θ)
)







V(xc ∗s+1, θ)− V(yc ∗s+1, θ)
)
αj for 1 ≤ j ≤ q − 1(
V(xc ∗s+1, θ)− V(yc ∗s+1, θ)
)
αj for j = q
where





+ b∗s+1,1 − νc +
1
2
(z − νy)2 + γ2c∗s+1,1 − 2c∗s+1,1γ(z − νy)
1− 2c∗s+1,1








(z − νy)2 + γ2c∗s+1,1 − 2c∗s+1,1γ(z − νy)
1− 2c∗s+1,1














T,j = 0 for i = 1, 2, ..., p
and j = 1, 2, ..., q.
The first passage consists in comparing expression (22) with (16). We have





under Q correspond to the expressions under P. We start defining








z2 + (γ∗)2c∗s+1,1 − 2c∗s+1,1γ∗z
1− 2c∗s+1,1
,








z2 + (γ∗)2c∗s+1,1 − 2c∗s+1,1γ∗z
1− 2c∗s+1,1
.





















































with yc ∗ = −λ2/2− νc and yj ∗ = −λ2/2− νj.


















xc ∗∗s+1 = x
c ∗
s+1 − yc ∗. (27)
It can be easily verified that the last condition (27) is satisfied by substituting
λ∗ = 0 ,
γ∗ = γ + λ.
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xc ∗s+1 − yc ∗
1− θ/(1− θyc ∗)
(
xc ∗s+1 − yc ∗
) = β∗i θ∗xc ∗∗s+11− θ∗xc ∗∗s+1





An analogous consideration about the third condition (25) allows to obtain the

































))δ̃ = Θ̃∗1− (1− θ̃∗xj ∗∗s+1)δ̃∗(1− θ̃∗xj ∗∗s+1)δ̃∗ ,
which is satisfied if









xj ∗∗s+1 = x
j ∗
s+1 − yj ∗ . (28)
As it can be seen the last condition (28) is redundant when compared to the
condition (27).
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A.4 Conditional expectation of variance
Here we derive the recursive relations that allow to compute the expectation of
realized variance over a time horizon of length T conditioned to information up
to t. Using the tower law of conditional expectation we obtain






















































































Iterating the procedure above we finally obtain the expression






ct, j`t+j−1 + Θ̃θ̃δ̃ (29)
where the coefficients at, bt, i, ct, j are are given at each iteration by formulas
(3.34) in Proposition 10, with initial condition at+T−1 = θδ, bt+T−1, i = θβi and
ct+T−1, j = θαj.
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B LHARG-ARJ-RV proofs and computations
B.1 MGF computation under P measure
Firstly we apply the property that a ZM-LHARG process with zero mean lever-
age can be mapped in a P-LHARG process with parabolic leverage as shown in








with d = − (αd + αw + αm), βd,w,m = βod,w,m − γ2αd,w,m, where βod,w,m refer to the






is the mapped parabolic leverage. We further define
βi =

βd for i = 1
βw/4 for 2 ≤ i ≤ 5
βm/17 for 6 ≤ i ≤ 22
αj =

αd for j = 1
αw/4 for 2 ≤ j ≤ 5
αm/17 for 6 ≤ j ≤ 22
. (31)



















































































































































For the brevity of the notation, in the following part of the text we will write x





















V(x, θ) = θx
1− θx
, W(x, θ) = ln(1− xθ).
Since nt has Poisson distribution with intensity ωt we have
EP [evnt |Ft−1] = exp (ωt (ev − 1)) .
Finally, we collect the previous results and obtain an exponentially affine form









ln(1− 2c)− κW (x, θ) + dV (x, θ)












where ωt is Ft−1-measurable.
Now we are going to compute the MGF for the log-return yt,T =
∑T
i=t yi
between t and T . We involve a repeated use of the tower law of expectation,
EP [ezyt,T |Ft] = EP
[











where we introduce a set of coefficients defined as follows
aT−1 = zr −
1
2
ln(1− 2c)− κW (x(z, 0, 0), θ) + dV (x(z, 0, 0), θ) + dT ω̄,
bT−1,i = βiV (x(z, 0, 0), θ) ,




Moving a time step backward, we isolate all the random variables at time T − 1
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and compute the expectation conditioning to information up to T − 2,




















and continuing this reasoning further








ct,j`t+1−j + dt+1 (ξωt + ζnt)
)
.
where a set of recursive relations is as follows:
as = as+1 + zr −
1
2
ln(1− 2cs+1,1)− κW (xs+1, θ) + dV (xs+1, θ) + ds+1ω̄,
bs,i =
bs+1,i + βiV (xs+1, θ) for 1 ≤ i < 22βiV (xs+1, θ) for i = 22 ,
cs,j =
cs+1,j + αjV (xs+1, θ) for 1 ≤ j < 22αjV (xs+1, θ) for j = 22 ,
ds = e











+ γ2cs+1,1 − 2cs+1,1γz
1− 2cs+1,1
, (38)
and terminal conditions are following dT = e
v − 1 and aT = bT,i = cT,j = 0 for
i = 1, . . . , p and j = 1, . . . , q.
B.2 No-arbitrage condition
The no-arbitrage constraint
EP [Mt−1,teyt|Ft−1] = er (39)
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] = 1. (40)










































































− Λ(µj + νjΛ).
(41)






















































(1− µj − 2Λνj)2 δ2
2(1 + 2νjδ2)





Putting together numerator and denominator, the no-arbitrage condition (40)
becomes














−κ (W (x̃, θ)−W (x̄, θ)) = 0
In order to be satisfied, the above equation implies the further following relations,
W (x̃, θ)−W (x̄, θ) = 0
V (x̃, θ)− V (x̄, θ) = 0
eṽ − ev̄ = 0,
which are satisfied if x̃ = x̄ and ṽ = v̄. From x̃ = x̄, we have
µc = λc









First we derive moment generating function of vector (yt,CRVt, `t) conditioned








































ln(1− 2c∗)− κ (W (x̂, θ)−W (x̄, θ)) + d (V (x̂, θ)− V (x̄, θ))





































(z − µj − 2Λνj)2 δ2
2(1 + 2νjδ2)






Comparison of (42) with equivalent expression under physical measure P, given
by (36) yields the following relations
κ (W (x̂, θ)−W (x̄, θ)) = κ∗W (x∗, θ∗)
d (V (x̂, θ)− V (x̄, θ)) = d∗V (x∗, θ∗)
αj (V (x̂, θ)− V (x̄, θ)) = α∗jV (x∗, θ∗)
βi (V (x̂, θ)− V (x̄, θ)) = β∗i V (x∗, θ∗)
ωte
v̄ = ω∗t

























We observe that the parameters Λ∗ and δ∗ account for the reparameterization of
the mean and the standard deviation of the random variable of jump size that in
physical measure is modelled by a normal distribution N (Λ, δ2) transforming in
a normal N (Λ∗, (δ∗)2) under risk-neutral measure.
The first four relations in (44) togehter with no-arbitrage condition imply the
























1−θy∗ θ , δ






where y∗ = −νc + λ2/2.
The last two relations in (44) are related to the reparameterization of the
jump component of the process. However, to get the complete characteristics of
jump component of the log-return dynamics under risk-neutral measure we derive



















































where v∗ is given in (45). Assuming that ω∗ has under measure Q dynamics given
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Finally, considering that n∗t+1 is Poisson and X
∗
























































































































(z − µj − 2Λνj)2 δ2
2(1 + 2νjδ2)
































(z − µj − 2Λνj)2 δ2
2(1 + 2νjδ2)




































The above expressions yield the following relation between physical and risk-




and the following mapping of the parameters






















B.4 Conditional expectation of variance
Here we derive the recursive relations that allow to compute the expectation of
realized variance over a time horizon of length T conditioned to information up
to t. We apply the same mapping from ZM-LHARG to P-LHARG concerning
the CRVt dynamics as described at the beginning of Appendix B.1. Using the
tower law of conditional expectation we obtain








































































































Iterating the procedure above we finally obtain the expression






ct,j`t+1−j + dt+1 (ξωt + ζnt) (52)
where the coefficients as, bs, i, cs, j, ds+1, with t ≤ s ≤ T − 1, are are given
at each iteration by formulas (3.36) in Proposition 11, with initial condition
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