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Abstract
This paper establishes the iteration-complexity of an inner accelerated inexact proximal
augmented Lagrangian (IAPIAL) method for solving linearly constrained smooth nonconvex
composite optimization problems which is based on the classical Lagrangian function and, most
importantly, performs a full Lagrangian multiplier update, i.e., no shrinking factor is incorpo-
rated on it. More specifically, each IAPIAL iteration consists of inexactly solving a proximal
augmented Lagrangian subproblem by an accelerated composite gradient (ACG) method fol-
lowed by a full Lagrange multiplier update. Under the assumption that the domain of the
composite function is bounded and the problem has a Slater point, it is shown that IAPIAL
generates an approximate stationary solution in at most O(log(1/ρ)/ρ3) ACG iterations, where
ρ > 0 is the tolerance for both stationarity and feasibility. Finally, the above bound is derived
without assuming that the initial point is feasible.
key words. Inexact proximal augmented Lagrangian method, linearly constrained smooth
nonconvex composite programs, inner accelerated first-order methods, iteration-complexity.
AMS subject classifications. 47J22, 49M27, 90C25, 90C26, 90C30, 90C60, 65K10.
1 Introduction
This paper presents an inner accelerated proximal inexact augmented Lagrangian (IAPIAL) method
for solving the linearly constrained smooth nonconvex composite optimization problem
φ∗ := min{φ(z) := f(z) + h(z) : Az = b}, (1)
where A : ℜn → ℜl is a linear operator, b ∈ ℜl, h : ℜn → (−∞,∞] is a closed proper convex function
which is Mh-Lipschitz continuous on its domain, and f is a real-valued differentiable nonconvex
function such that, for some scalars Lf ≥ mf > 0, f is mf -weakly convex on the domain, domh, of
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h (i.e., satisfies (13) below) and its gradient is Lf–Lipschitz on domh. For a given tolerance pair
(ρˆ, ηˆ) ∈ ℜ2++, its goal is to find a triple (zˆ, wˆ, pˆ) satisfying
wˆ ∈ ∇f(zˆ) + ∂h(zˆ) +A∗pˆ, ‖wˆ‖ ≤ ρˆ, ‖Azˆ − b‖ ≤ ηˆ. (2)
More specifically, the IAPIAL method is based on the augmented Lagrangian function Lc(z; p)
defined as
Lc(z; p) := f(z) + h(z) + 〈p,Az − b〉+ c
2
‖Az − b‖2, (3)
which has been thoroughly studied in the literature (see for example [3, 5, 26, 34, 47]). Roughly
speaking, for a fixed stepsize λ > 0 and started from (z0, p0) ∈ domh × ℜl with p0 = 0, IAPIAL
repeatedly performs the following iteration: given (zk−1, pk−1) ∈ domh × ℜl, it computes (zk, pk)
as
zk ≈ argminz
{
λLc(z, pk−1) + 1
2
‖z − zk−1‖2
}
(4)
pk = pk−1 + c(Azk − b), (5)
where zk in (4) is a suitable approximate solution of the underlying prox-AL subproblem (4).
IAPIAL sets λ = 1/(2mf ) which, due to the fact that f is mf -weakly convex, guarantees that
the objective function of (4) is strongly convex. It then approximately solves the corresponding
subproblem (4) by a strongly convex version of an accelerated composite gradient (ACG) method
(see for example [4, 37, 41]) to obtain zk. The latter point is then used to construct a triple
(zˆk, wˆk, pˆk) and the IAPIAL method stops if it satisfies (2). Otherwise, an auxiliary novel test is
performed to decide whether: i) c should be left unchanged, or; ii) c is updated as c ← 2c and
(zk, pk) either reset to (z0, p0) (cold restart) or to (zk, p0) (hybrid warm restart). The iteration
described above is then repeated with the updated c and the new pair (zk, pk).
Under the assumption that the domain of h is bounded, has nonempty interior, and (1) has
a Slater point, i.e., a point z¯ ∈ int (dom h) such that Az¯ = b, it is shown that the total ACG
iteration complexity of IAPIAL is O(max{1/ρˆ3, 1/(ρˆ2√ηˆ)} log(max{1/ρˆ2, 1/ηˆ})) independently of
whether the cold or the hybrid warm restart strategy is used. Since each ACG iteration requires
O(1) resolvent evaluations of h and/or gradient evaluations of f , the previous complexity also
bounds the number of h-resolvents and gradients evaluations of f performed by IAPIAL. It is
worth mentioning that the latter result holds without assuming that the initial point z0 ∈ domh
is feasible, i.e., satisfies Az0 = b.
Related works. The following paragraphs discusses related works in different settings of (1),
namely: in the convex setting (i.e., both f and h convex), in the nonconvex setting (i.e., f noncon-
vex) with h convex and A = 0, and in the nonconvex setting with h convex and A 6= 0.
Convex setting. Iteration-complexity of quadratic penalty methods for solving (1) under the
assumption that f is convex and h is an indicator function of a convex set was first analyzed in
[25] and further studied in [2, 40]. Iteration-complexity of first-order augmented Lagrangian (AL)
methods for solving the aforementioned class of convex problem was studied in [3, 26, 34, 35, 45,
50]. Iteration-complexity of inexact proximal point methods using accelerated composite gradient
(ACG) algorithms to solve their prox-subproblems were considered in [9, 39, 21, 16, 15, 38] in the
setting of convex-concave saddle point problems and monotone variational inequalities.
Nonconvex setting with h convex and A = 0. Algorithms in this setting have been studied for
example in [7, 10, 11, 12, 27, 44]. More specifically, an AG framework in this setting was proposed
and analyzed in [11]. Since then, other accelerated schemes in this setting have been proposed in
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the literature (see for example [30, 32, 31, 7, 10, 12, 27, 44, 22]) for first-order methods and [7, 8, 43]
for second-order methods.
Nonconvex setting with A 6= 0. Proximal quadratic penalty (PQP) type methods in this setting
have been studied in [22, 23, 33]. Iteration-complexity of a PQP inexact proximal point method
whose subproblems are inexactly solved by an ACG scheme was first considered in [22] and further
explored in [23] where the authors propose a more computationally efficient variant which adaptively
chooses the prox-stepsize λ. Paper [33] also studies an inexact PQP method and establishes an
improved iteration-complexity bound under the assumption that domh is bounded and the Slater
condition holds. Finally, [24] analyzed the iteration-complexity of a PQP based method for solving
(1) under the assumption that f(·) = max{Φ(·, y) : y ∈ Y } where Y is a compact convex set,
−Φ(x, ·) is proper lower semi-continuous convex for every x ∈ domh, and Φ(·, y) is nonconvex
differentiable on domh and its gradient is uniformly Lipschitz continuous on domh for every y ∈ Y .
Proximal augmented Lagrangian (PAL) type methods for solving (1) or a more general class
of it have been studied, for example, in [14, 19, 36]. Paper [19] studies the iteration-complexity
of a linearized PAL method to solve (1) under the strong assumption that h = 0. Paper [14]
introduces a perturbed AL function for problem (1) and studies an unaccelerated PAL inexact
proximal method, establishing an O(1/(ηˆ4 + ρˆ4)) iteration-complexity under the condition that
the initial point z0 be feasible, i.e., Az0 = b and z0 ∈ domh. In [36], the authors analyze the
iteration-complexity of an inexact proximal accelerated PAL method based on the aforementioned
perturbed AL function, showing that a solution to (2) is obtained in at most O(log(1/ηˆ)/(ηˆρˆ2))
ACG iterations and that the latter bound can be improved to O(log(1/ηˆ)/(√ηˆρˆ2)) under additional
mildly stronger assumptions.
Papers [51, 52] present a primal-dual first-order algorithm for solving (1) where h is the indicator
function of a box (in [52]) or more generally a polyhedron (in [51]), and show that it solves (2)
with ρˆ = ηˆ in at most O(1/ρˆ2) iterations. Each iteration of the algorithm performs a projected
gradient step applied to a prox AL-type function followed by a conservative update on the Lagragian
multiplier and the prox center.
Nonconvex setting with nonlinear constraints. Other methods related to the ones of the previous
two paragraphs were studied in [28, 48] where the more general setting of (1) with Az = b replaced
by a smooth nonlinear constraint g(x) = 0 or g(x) ≤ 0 is considered. More specifically, papers [28]
and [48] both consider AL type methods which perform Lagrange multiplier updates only when the
penalty parameter c increases (this contrasts with (4)-(5) where the update on pk is performed at
every step regardless of whether c increases or not). Since the number of possible updates on c, and
hence pk, is at most log(η
−1), suitable bounds on ‖pk‖ can be easily obtained and their analyses are
much closer to the ones for the aforementioned PQP type methods than to the ones in [36] and/or
this work. Paper [29] studies a hybrid penalty/AL based method whose penalty iterations are the
ones which guarantee its convergence and whose AL iterations are included with the purpose of
improving its computational efficiency. Paper [6] considers a primal-dual proximal point scheme
for computing approximate stationary solution to a constrained nonconvex composite optimization
problem and analyzes its iteration-complexity under different assumptions. Finally, [20] considers
a penalty-ADMM method which approximately solves (1) by solving an equivalent reformulation
of it.
Organization of the paper. Subsection 1.1 provides some basic definitions and notation. Sec-
tion 2 reviews an ACG method. Section 3 contains three subsections. The first one presents our
main problem of interest, the assumptions made on it and an outline of IAPIAL. Subsection 3.2
states the S-IAPIAL method and its main iteration-complexity result. Subsection 3.3 states the
IAPIAL method and establishes its iteration-complexity bound. Section 4 is devoted to the proof
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of the iteration-complexity result of S-IAPIAL and some related technical results. Finally, the
appendix contains some basic results.
1.1 Notation and basic definitions
This subsection presents notation and basic definitions used in this paper.
Let ℜ+ and ℜ++ denote the set of nonnegative and positive real numbers, respectively, and
let ℜn denote the n-dimensional Hilbert space with inner product and associated norm denoted
by 〈·, ·〉 and ‖ · ‖, respectively. The smallest positive singular value of a nonzero linear operator
Q : ℜn → ℜl is denoted by σ+Q. For a given closed convex set X ⊂ ℜn, its boundary is denoted
by ∂X and the distance of a point x ∈ ℜn to X is denoted by distX(x). For any t > 0, we let
log+1 (t) := max{log t, 1} and B¯(0, t) := {z ∈ ℜn : ‖z‖ ≤ t}.
The domain of a function h : ℜn → (−∞,∞] is the set domh := {x ∈ ℜn : h(x) < +∞}.
Moreover, h is said to be proper if domh 6= ∅. The set of all lower semi-continuous proper convex
functions defined in ℜn is denoted by Conv (ℜn). The ε-subdifferential of a proper function h :
ℜn → (−∞,∞] is defined by
∂εh(z) := {u ∈ ℜn : h(z′) ≥ h(z) + 〈u, z′ − z〉 − ε, ∀z′ ∈ ℜn} (6)
for every z ∈ ℜn. The classical subdifferential, denoted by ∂h(·), corresponds to ∂0h(·). Recall
that, for a given ε ≥ 0, the ε-normal cone of a closed convex set C at z ∈ C, denoted by N εC(z), is
defined as
N εC(z) := {ξ ∈ ℜn : 〈ξ, u− z〉 ≤ ε, ∀u ∈ C}.
If ψ is a real-valued function which is differentiable at z¯ ∈ ℜn, then its affine approximation ℓψ(·, z¯)
at z¯ is given by
ℓψ(z; z¯) := ψ(z¯) + 〈∇ψ(z¯), z − z¯〉 ∀z ∈ ℜn. (7)
2 An accelerated gradient method
This subsection reviews the ACG variant invoked by the IAPIAL method for solving the sequence
of subproblems (4) which arise during its implementation. It also describes a bound on the number
of ACG iterations performed in order to obtain a certain type of approximate solution of the
subproblem.
Consider the following composite optimization problem
min{ψ(x) := ψs(x) + ψn(x) : x ∈ ℜn} (8)
where the following conditions are assumed to hold:
(A1) ψn : ℜn → (−∞,+∞] is a proper, closed and µ-strongly convex function with µ ≥ 0;
(A2) ψs is a convex differentiable function on domψn and there exists Ms > 0 satisfying ψs(u) −
ℓψs(u;x) ≤Ms‖u− x‖2/2 for every x, u ∈ domψn where ℓψs(· ; ·) is defined in (7).
We refer to a pair (ψs, ψn) satisfying (8), (A1) and (A2) as a composite structure of ψ.
We now state the aforementioned ACG variant for solving (8). We remark that other ACG
variants such as the ones in [1, 16, 42, 41, 49] could also have been used in the development of the
IAPIAL method.
4
ACG Method
(0) Let a pair of functions (ψs, ψn) satisfying (A1) and (A2) and an initial point x0 ∈ domψn
be given, and set y0 = x0, A0 = 0, Γ0 ≡ 0 and j = 0;
(1) compute
Aj+1 = Aj +
µAj + 1 +
√
(µAj + 1)2 + 4Ms(µAj + 1)Aj
2Ms
,
x˜j =
Aj
Aj+1
xj +
Aj+1 −Aj
Aj+1
yj, Γj+1 =
Aj
Aj+1
Γj +
Aj+1 −Aj
Aj+1
ℓψs(·, x˜j),
yj+1 = argminy
{
Γj+1(y) + ψn(y) +
1
2Aj+1
‖y − y0‖2
}
,
xj+1 =
Aj
Aj+1
xj +
Aj+1 −Aj
Aj+1
yj+1;
(2) compute
uj+1 =
y0 − yj+1
Aj+1
,
ηj+1 = ψ(xj+1)− Γj+1(yj+1)− ψn(yj+1)− 〈uj+1, xj+1 − yj+1〉;
(3) set j ← j + 1 and go to (1).
Some remarks about the ACG method follow. First, the main core and usually the common
way of describing an iteration of the ACG method is as in step 1. Second, the extra sequences {uj}
and {ηj} computed in step 2 will be used to develop a stopping criterion for the ACG method when
it is called as a subroutine for solving the subproblems of S-IAPIAL in Subsection 3.2. Third, the
ACG method in which µ = 0 is a special case of a slightly more general one studied by Tseng in
[49] (see Algorithm 3 of [49]). The analysis of the general case of the ACG method in which µ ≥ 0
was studied in [16, Proposition 2.3]. The sequence {Ak} has the following increasing property:
Aj ≥ 1
Ms
max
{
j2
4
,
(
1 +
√
µ
4Ms
)2(j−1)}
. (9)
The next proposition summarizes the main properties of the ACG method that will be need in
our analysis.
Proposition 2.1. Let {(Aj , xj , uj , ηj)} be the sequence generated by the ACG method applied to
(8), where (ψs, ψn) is a given pair of data functions satisfying (A1) and (A2) with 4Ms ≥ µ > 0.
Then, the following statements hold:
a) for every j ≥ 1, we have uj ∈ ∂ηj (ψs + ψn)(xj);
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b) for any σ˜ > 0, the ACG method obtains a triple (x, u, η) = (xj , uj , ηj) satisfying
u ∈ ∂η(ψs + ψn)(x) ‖u‖2 + 2η ≤ σ˜2‖x0 − x+ u‖2 (10)
in at most ⌈
1 +
√
Ms
µ
log+1
(
(1 + σ˜−1)
√
2Ms
)⌉
(11)
iterations.
Proof: The inclusion in (a) follows immediately from [22, Proposition 8(c)]. The proof of (b)
follows from the first statement in [22, Lemma 9] and by noting that if j is larger than or equal to
the number in (11), then Aj ≥ 2(1 + σ˜−1)2, in view of (9). It should be noted that the parameter
σ˜ in (10) corresponds to
√
σ in [22, Proposition 8 and Lemma 9].
3 The IAPIAL method and its iteration-complexity
This section is divided into three subsections. The first one discusses the problem of interest,
describes the main assumptions made on it, and outlines the IAPIAL method. Subsection 3.2
presents the S-IAPIAL method and its main iteration-complexity result. Subsection 3.3 presents
the IAPIAL method and its overall ACG iteration-complexity result.
3.1 Problem of interest, assumptions and IAPIAL outline
This subsection describes the problem of interest, the assumptions made on it, and the type of
approximate stationary solution we are interested in computing for it. It also provides an outline
for the IAPIAL methods discussed in detail in Subsections 3.2 and 3.3.
The main problem of interest in this paper is (1) where f, h : ℜn → (−∞,∞], A : ℜn → ℜl and
b ∈ ℜl satisfy the following assumptions:
(B1) A is a nonzero linear operator;
(B2) h ∈ Conv (ℜn) is Lh-Lipschitz continuous on H := domh;
(B3) the diameter D := sup{‖z − z′‖ : z, z′ ∈ H} of H is finite and there exists ∇f ≥ 0 such that
‖∇f(z)‖ ≤ ∇f for every z ∈ H;
(B4) there exists z¯ ∈ int (H) such that Az¯ = b;
(B5) f is nonconvex and differentiable on H, and there exist Lf ≥ mf > 0 such that, for all
z, z′ ∈ H,
‖∇f(z′)−∇f(z)‖ ≤ Lf‖z′ − z‖, (12)
f(z′)− ℓf (z′; z) ≥ −mf
2
‖z′ − z‖2. (13)
Some comments about assumptions (B1)-(B5) are in order. First, it is shown in Lemma A.3
that ∂εh(z) ⊂ B¯(0, Lh)+N εH(z) for every z ∈ H. This inclusion will be used to bound the sequence
of Lagrangian multipliers generated by the IAPIAL method. Second, it is well known that (12)
implies that |f(z′)− ℓf (z′; z)| ≤ Lf‖z′ − z‖2/2 for every z, z′ ∈ H, and hence that (13) holds with
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mf = Lf . However, better iteration-complexity bounds can be derived when a scalar mf < Lf
satisfying (13) is available. Third, (13) implies that the function f(·) +mf‖ · ‖2/2 is convex on H.
Moreover, since f is nonconvex on H in view of (B5), the smallest mf satisfying (13) is positive.
Finally, the existence of a scalar ∇f as in (B3) is actually not an extra assumption since, using
(12) and the boundedness of H in (B3), it can be easily seen that for any y ∈ H, the scalar
∇f = ∇f,y := ‖∇f(y)‖+ LfD majorizes ‖∇f(z)‖ for any z ∈ H.
It is well known that, under some mild conditions, if z¯ is a local minimum of (1), then there
exists p¯ ∈ ℜl such that (z¯, p¯) is a stationary solution of (1), i.e.,
0 ∈ ∇f(z¯) + ∂h(z¯) +A∗p¯, Az¯ − b = 0. (14)
The main complexity results of this paper are stated in terms of the following notion of approximate
stationary solution which is a natural relaxation of (14).
Definition 3.1. Given a tolerance pair (ρˆ, ηˆ) ∈ ℜ++ × ℜ++, a triple (zˆ, pˆ, wˆ) ∈ H × ℜl × ℜn is
said to be a (ρˆ, ηˆ)-approximate stationary solution of (1) if it satisfies (2).
We have outlined the IAPIAL method in Section 1 as one which repeatedly performs the
following iteration: i) find a pair (zk, wk) as in (4)-(5) and; ii) perform an auxiliary test to decide
whether to update c as c ← 2c or leave it as is. Hence, the IAPIAL iterations can be grouped
into cycles where each cycle consists of all iterations with a common penalty parameter value.
Subsection 3.2 considers a single cycle of IAPIAL, referred there as S-IAPIAL, and studies its main
properties. More specifically, Theorem 3.3 shows that: i) there exists a threshold value
c¯ = Θ
(
max
{
1
ρˆ2
,
1
ηˆ
})
(15)
such that S-IAPIAL with penalty parameter c satisfying c¯ ≤ c = Θ(c¯) obtains a (ρˆ, ηˆ)-approximate
stationary solution of (1) in at most O(max{1/ρˆ3, 1/(√ηˆρˆ2)} log+1 (max{1/ηˆ, 1/ρˆ2})) ACG itera-
tions; ii) regardless of the value of c, the number of iterations of S-IAPIAL (or within an IAPIAL
cycle) is still under control due to the use of the auxiliary test for stopping S-IAPIAL (or as a rule
for terminating the IAPIAL cycle). Even though i) implies that S-IAPIAL can solve (2) under the
aforementioned condition on c (e.g., with c = c¯), the constant c¯ is hard or impossible to compute
exactly. IAPIAL, outlined in Section 1 and further studied in Subsection 3.3 is essentially a dynamic
version of S-IAPIAL in which a line search on c is introduced. More specifically, Subsection 3.3
states and analyzes the IAPIAL method with all its cycles juxtaposed next to one another instead
of just a single cycle as in S-IAPIAL. It is shown in Theorem 3.4 that IAPIAL obtains a (ρˆ, ηˆ)-
approximate stationary solution of (1) within the same iteration-complexity as that of S-IAPIAL
with its constant penalty parameter c satisfying c¯ ≤ c = Θ(c¯) where c¯ is as in (15).
The desired approximate solution zk as in (4) is computed by applying the ACG method of
Section 2 to subproblem (4). More specifically, applying the ACG method of Section 2 with initial
point x0 = zk−1 and composite structure (ψs, ψn) given by
ψs = λ
(
f + 〈pk−1 , A · −b〉+ c
2
‖A · −b‖2
)
+
1
4
‖ · −zk−1‖2, ψn = λh+ 1
4
‖ · −zk−1‖2, (16)
a triple (zk, vk, εk) satisfying
vk ∈ ∂εk
(
λLc(·, pk−1) + 1
2
‖ · −zk−1‖2
)
(zk), ‖vk‖2 + 2εk ≤ σ˜2‖rk‖2 (17)
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where rk is defined as
rk := vk + zk−1 − zk, (18)
is guaranteed to be obtained in a number of iterations bounded by (11) withMs := λ(Lf+c‖A‖2)+
1/2 and µ := 1/2, as long as ψs is convex. In view of the above definition of ψs, a sufficient condition
for it to be convex is that λ ≤ 1/(2mf ). IAPIAL then sets λ = 1/(2mf ) since the larger the stepsize
λ is, the better its overall performance is. Clearly, (ψs, ψn) is a composite structure of the objective
function of (4). Moreover, if (zk, vk, εk) satisfies (17) with σ˜ = 0, then zk is the exact solution of
(4). Hence, a triple (zk, vk, εk) satisfying (17) can be viewed as an approximate solution of (4).
The goal of IAPIAL (and S-IAPIAL with large c) is to find a (ρˆ, ηˆ)-approximate stationary
solution of (1). The following technical result, whose proof is presented in Appendix, shows that:
i) a triple (zk, vk, pk, εk) satisfying (17) can be used to construct a triple (zˆk, pˆk, wˆk) satisfying the
inclusion in (2) with (zˆ, pˆ, wˆ) = (zˆk, pˆk, wˆk), and; ii) ‖wˆk‖ can be nicely bounded in terms of ‖rk‖
and εk, where rk is as in (18).
Proposition 3.2. Assume that (λ, zk−1, pk−1) ∈ ℜ++×ℜn×ℜl and the iterate (zk, vk, εk) satisfies
(17). Moreover, define the function gk, the residual wk, and the scalar δk as
gk := f + 〈pk−1 , A · −b〉+ c
2
‖A · −b‖2, (19)
wk :=
1
λ
[rk + (λLc + 1)(zk − zˆk)] , δk := εk
λ
, (20)
where Lc := λ(Lf + c‖A‖2), rk is as in (18), and
zˆk := argminu
{
λ [〈∇gk(zk), u− zk〉+ h(u)] − 〈rk, u− zk〉+ λLc + 1
2
‖u− zk‖2
}
. (21)
Then, the following statements hold:
a) the quadruple (zk, wk, pk, δk) satisfies
wk ∈ ∇f(zk) + ∂δkh(zk) +A∗pk, (22)
λ‖wk‖ ≤
(
1 + σ˜
√
λLc + 1
)
‖rk‖, δk ≤ σ˜
2‖rk‖2
2λ
, (23)
where pk is as in (5).
b) zˆk and the pair (wˆk, pˆk) defined as
wˆk := wk +∇gk(zˆk)−∇gk(zk), pˆk := pk−1 + cA(zˆk − b) (24)
satisfy
wˆk ∈ ∇f(zˆk) + ∂h(zˆk) +A∗pˆk, (25)
λ‖wˆk‖ ≤
(
1 + 2σ˜
√
λLc + 1
)
‖rk‖, ‖zˆk − zk‖ ≤ σ˜
2‖rk‖√
λLc + 1
. (26)
We now make a few remarks about Proposition 3.2. First, the residual wk in (20) is not used
in the description of the methods of this section but it, together with its bound in (23), plays an
important role in their analysis. Second, the size of the residual wˆk on the other hand is used to
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monitor the termination of both methods. Third, it is shown that the residual and the feasibility
gap sequences {wˆk} and {‖Azˆk − b‖} generated by S-IAPIAL with penalty parameter c satisfy
min
i≤k
‖wˆi‖ = Θ
(
1√
k
+
1√
c
)
, ‖Azˆk − b‖ = Θ
(
1
c
)
. (27)
Fourth, as IAPIAL forces c to grow, it follows from the third remark and the inclusion in (25) that
(zˆk, pˆk, wˆk) will eventually become a (ρˆ, ηˆ)-approximate stationary solution of (1).
3.2 The S-IAPIAL method
This subsection describes S-IAPIAL, which is essentially the general IAPIAL method outlined in
Section 1 (see the paragraph containing (4)-(5)) and Subsection 3.1 (see the paragraph containing
(17)-(18)) looked from the perspective of a single cycle, during which the penalty parameter c is
kept fixed.
We start by formally describing the S-IAPIAL method.
S-IAPIAL
0) Let scalars ν > 0 and σ ∈ (0, 1/√2], initial point z0 ∈ H, tolerance pair (ρˆ, ηˆ) ∈ ℜ++ ×ℜ++,
and penalty parameter c > 0 be given; set k = 1, p0 = 0, and
λ :=
1
2mf
, Lc := Lf + c‖A‖2, σc := min
{
ν√
λLc + 1
, σ
}
; (28)
1) apply the ACG method with inputs x0 := zk−1, (Ms, µ) := (λLc + 1/2, 1/2), and (ψs, ψn) as
in (16), to obtain a triple (zk, vk, εk) ∈ H × ℜn ×ℜ+ satisfying (17) with σ˜ = σc;
2) compute (zˆk, wˆk, pˆk) as in (21) and (24); if ‖wˆk‖ ≤ ρˆ and ‖Azˆk − b‖ ≤ ηˆ, then stop with
success and return (zˆ, wˆ, pˆ) = (zˆk, wˆk, pˆk); else, go to step 3;
3) if k ≥ 2 and
∆k :=
1
k − 1 [Lc(z1, p1)−Lc(zk, pk)] ≤
λ(1− σ2)ρˆ2
4 (1 + 2ν)2
, (29)
then stop with failure, declare c small and return (zˆ, wˆ, pˆ) = (zˆk, wˆk, pˆk); otherwise, set
pk = pk−1 + c (Azk − b) (30)
and k ← k + 1, and go to step 1.
The S-IAPIAL method performs two types of iterations, namely, the outer ones indexed by k
and the ACG ones performed during its calls to the ACG method in step 1.
We now make a few remarks about S-IAPIAL. First, the scalar λ defined in step 0 ensures
that the prox augmented Lagrangian subproblem (4) is strongly convex. Second, the scalars Ms
and µ in step 1 are the Lipschitz constant and the strongly convexity parameter of ∇ψs and ψn,
respectively, where (ψs, ψn) is as in (16). Third, (30) is performing a full Lagrange multiplier
update in that the multiplier factor of the second term c(Azk − b) of its right hand side is equal to
one. Fourth, Theorem 3.3(c) shows that for sufficiently large penalty parameter c, the S-IAPIAL
method successfully stops in step 2, and its output is a (ρˆ, ηˆ)-approximate stationary solution of
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(1). Fifth, the stopping criterion in step 3 is a way of detecting that the penalty parameter is small.
In this case, S-IAPIAL fails to obtain a (ρˆ, ηˆ)-approximate stationary solution of (1) but gains the
valuable information that the current value of c is small. The general method IAPIAL discussed
in the next subsection then uses this information to increase c and restart S-IAPIAL with the new
value of c and with the initial point z0 either set to be the same as in the previous S-IAPIAL call,
i.e., z0 is kept constant (cold S-IAPIAL restart), or set to be equal to zk where zk is the iterate
computed in step 3 of S-IAPIAL just before it failed (warm S-IAPIAL restart).
We are now ready to state the main result about S-IAPIAL whose proof is given at the end of
Section 4.
Theorem 3.3. Assume that conditions (B1)–(B5) hold. Define
φ∗ := inf
z∈ℜn
φ(z), d¯ := dist∂H(z¯), (31)
R∗ := φ
∗ − φ∗ + D
2
λ
, κ0 :=
1
σ+A
[
2(Lh +∇f )D +
(
2(1 + ν)
1− σ +
σ2
2(1 − σ)2
)
D2
λ
]
, (32)
where φ∗ is as in (1), D and ∇f are as in (B3), and z¯ is as in (B4). Then, the following statements
about the S-IAPIAL method hold:
a) at each outer iteration, it performs at most⌈
1 +
√
Tc log
+
1
(
2Tc
min{ν, σ}
)⌉
(33)
ACG iterations, where Tc := 2λLc + 1 and Lc is as in (28);
b) it performs a finite number of outer iterations which is bounded by⌈
1 +
4 (1 + 2ν)2
(1− σ2)λρˆ2
(
3R∗ +
κ20
2d¯2c
)⌉
; (34)
c) if the penalty parameter c is such that
c ≥ c¯ := max
{
κ1
ρˆ2
,
κ2
ηˆ
}
, (35)
where
κ1 :=
32 (1 + 2ν)2 κ20
λ(1− σ2)d¯2 , κ2 :=
(
2κ0
d¯
+
νD
λ‖A‖(1 − σ)
)
, (36)
then: i) every iterate (zˆk, wˆk, pˆk) generated by S-IAPIAL satisfies ‖Azˆk − b‖ ≤ ηˆ and the
inclusion in (25); and ii) S-IAPIAL successfully stops in its step 2 with a triple (zˆ, wˆ, pˆ) =
(zˆk, wˆk, pˆk) which is a (ρˆ, ηˆ)-approximate stationary solution of (1).
We now make some remarks about the complexities described in Theorem 3.3 regarding their
dependencies on the penalty parameter c and the tolerances ρˆ and ηˆ. First, since Tc = O(c),
Theorem 3.3(a) shows that the ACG method invoked in step 2 performs at most O(√c log+1 (c))
iterations to compute a triple (zk, vk, εk) satisfying (17). Second, Theorem 3.3(b) shows that S-
IAPIAL performs O((1+ c−1)/ρˆ2) outer iterations. Third, it follows from Theorem 3.3 that, under
the condition that c¯ ≤ c = Θ(c¯), S-IAPIAL obtains a (ρˆ, ηˆ)-approximate stationary solution of (1)
in at most
O
(
max
{
1
ρˆ3
,
1√
ηˆρˆ2
}
log+1
(
max
{
1
ηˆ
,
1
ρˆ2
}))
ACG iterations.
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3.3 The IAPIAL method
This subsection describes the IAPIAL method and presents the main result of this paper which
establishes its ACG iteration-complexity.
The statement of IAPIAL below makes use of S-IAPIAL presented in Subsection 3.2. More
specifically, it consists of repeatedly invoking S-IAPIAL with c = cℓ := c12
ℓ−1 where c1 is an initial
choice for the penalty parameter and ℓ is the S-IAPIAL call count.
IAPIAL method
(0) Let a pair of scalars (ν, σ) ∈ ℜ++ × (0, 1/
√
2], and a pair of tolerances (ρˆ, ηˆ) ∈ ℜ++ × ℜ++
be given, choose an initial penalty parameter c1 > 0 and set c = c1;
(1) choose an initial point z0 ∈ H and let (zˆ, wˆ, pˆ) be the output obtained by the S-IAPIAL
method with input (z0, ν, σ, c, ρˆ, ηˆ);
(2) if ‖wˆ‖ ≤ ρˆ and ‖Azˆ − b‖ ≤ ηˆ, stop and output (zˆ, wˆ, pˆ); otherwise, set c ← 2c and return to
step 1.
We now make a remark about IAPIAL. The point z0 chosen in step 1 as being the initial point
for S-IAPIAL can always be chosen the same point (cold start) or a varying point. In the latter
case, a common sense approach (hybrid warm start) is to choose z0 to be the point zˆ output at the
previous iteration.
The following result establishes the overall ACG iteration-complexity for the IAPIAL method
to obtain a (ρˆ, ηˆ)-approximate stationary solution of (1).
Theorem 3.4. Assume that conditions (B1)–(B5) of Subsection 3.1 hold. Then, the IAPIAL
method obtains a (ρˆ, ηˆ)-approximate stationary solution (zˆ, wˆ, pˆ) of problem (1) in at most
O
([√
T1
mf
+
√
Lf
mf
log+1
(
T1
c1
)][
1 +
mf
ρˆ2
max
{
R∗,
κ20
d¯2c1
}]
log+1 (T2)
)
(37)
ACG iterations, where R∗ and κ0 are as in (32), and
T1 := max
{
c1,
mfκ
2
0
d¯2ρˆ2
,
κ0
d¯ηˆ
}
, T2 :=
1
mf
(
Lf + T1‖A‖2
)
. (38)
Proof: First note that the lth loop of the IAPIAL method invokes S-IAPIAL with penalty param-
eter c = cl where cl := 2
l−1c1, for every l ≥ 1. Hence, in view of Theorem 3.3(c) and the stopping
criterion in step 2 of IAPIAL, we conclude that it obtains a (ρˆ, ηˆ)-approximate solution of (1) in
at most l¯ iterations, where
l¯ := min {l : cl ≥ c¯} (39)
and c¯ is as in (35). Moreover, it follows by Theorem 3.3(a) and (b) that the total number of ACG
iterations performed by IAPIAL is bounded by
 l¯∑
l=1
⌈
1 +
√
Tcl log
+
1
(
2Tcl
min{ν, σ}
)⌉⌈1 + 4 (1 + 2ν)2
(1− σ2)λρˆ2
(
3R∗ +
κ20
2d¯2c1
)⌉
, (40)
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where Tcl = 2λLcl + 1. In view of the above definition of cl and (39), we have
cl ≤ max {c1, 2c¯} , ∀l = 1, . . . , l¯. (41)
Hence, it follows from the definition of Lcl (see (28) with c = cl) that
Tcl = 2λ
(
Lf + cl‖A‖2
)
+ 1 ≤ 2λ (Lf +max {c1, 2c¯} ‖A‖2)+ 1 = O (T2) , (42)
where the last relation is due to the definitions of λ, c¯, T1, and T2 given in (28), (35), and (38). It
also follows from the definitions of cl, Tcl , and Lcl that
l¯∑
l=1
√
Tcl =
l¯∑
l=1
√
[2λ (Lf + 2l−1c1‖A‖2) + 1] ≤
l¯∑
l=1
(√
2λLf + 1 +
√
λc1‖A‖
√
2
l
)
≤ l¯√2λLf + 1 + 8√λcl¯‖A‖.
From the above inequalities, (41) and the definition of l¯ in (39), we have
l¯∑
l=1
√
Tcl ≤ 8
√
2λ‖A‖
√
max {c1, 2c¯}+
√
2λLf + 1 log
+
1
(
2max {c1, 2c¯}
c1
)
= O
(√
T1
mf
+
√
Lf
mf
log+1
(
T1
c1
))
,
where the last relation is due to the definitions of λ, c¯, and T1 given in (28), (35), and (38),
respectively. Hence, (37) follows by combining the latter estimate, definition of λ, (40), (42), and
by noting that
√
Tcl log
+
1 (t) ≥ 1 for all t > 0 and l = 1, . . . , l¯.
We now make some remarks about Theorem 3.4. First, its iteration-complexity does not depend
on how z0 is selected in step 0. As a consequence, it applies to both the cold start and the hybrid
warm start approaches mentioned above. Second, it follows from Theorem 3.4 that the ACG
iteration-complexity of IAPIAL expressed only in terms of the tolerance pair (ρˆ, ηˆ) and assuming
c1 = O(1) is
O
(
max
{
1
ρˆ3
,
1√
ηˆρˆ2
}
log+1
(
max
{
1
ηˆ
,
1
ρˆ2
}))
and hence, its ACG iteration complexity is essentially the same as that of S-IAPIAL with a large
penalty parameter c = Θ(c¯), where c¯ is as in (35).
4 Technical Results and Proof of Theorem 3.3
This section provides the proof of Theorem 3.3 regarding the behavior of S-IAPIAL.
The first lemma below describes how the Lagrangian function Lc(·, ·) varies from one iteration
to the next one.
Lemma 4.1. Let {(zk, vk, pk, εk)} be generated by S-IAPIAL, let {rk} be as in (18), and define
{∆pk} as
∆pk := pk − pk−1, ∀k ≥ 1. (43)
Then, the following inequality holds for every k ≥ 1:
‖rk‖2 ≤ 2λ
1− σ2c
(
Lc(zk−1, pk−1)− Lc(zk, pk) + 1
c
‖∆pk‖2
)
. (44)
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Proof: Using (30) and the definitions of Lc and ∆pk given in (3) and (43), respectively, we have
Lc(zk, pk)− Lc(zk, pk−1) = 〈∆pk, Azk − b〉 =
〈
∆pk,
pk − pk−1
c
〉
=
1
c
‖∆pk‖2. (45)
Now, it follows from (17), (18), and the Cauchy-Schwarz inequality that
λLc(zk, pk−1)− λLc(zk−1, pk−1) ≤ −1
2
‖zk − zk−1‖2 + 〈vk, zk − zk−1〉+ εk
= −1
2
‖vk + zk − zk−1‖2 + ‖vk‖
2
2
+ εk ≤ −1− σ
2
c
2
‖rk‖2,
which implies that
1− σ2c
2λ
‖rk‖2 ≤ Lc(zk−1, pk−1)− Lc(zk, pk−1).
The inequality in (44) then follows by combining the latter inequality with (45).
Recall that Proposition 3.2(b) implies that the triple (zˆ, wˆ, pˆ) = (zˆk, wˆk, pˆk) satisfies the inclusion
in (2). The following result gives a preliminary bound on the residual wˆk, which measures the quality
of the above triple as a (ρˆ, ηˆ)-approximate stationary solution of (1) (see Definition 3.1).
Lemma 4.2. Consider the sequences {(zk, vk, pk, εk)} and {(zˆk, wˆk)} generated by S-IAPIAL and
define
C1 :=
2 (1 + 2ν)2
1− σ2 , (46)
where ν and σ are as in step 0 of S-IAPIAL. Then, the following statements hold:
a) for every k ≥ 1, we have
‖wˆk‖2 ≤ C1
λ
(
Lc(zk−1, pk−1)− Lc(zk, pk) + 1
c
‖∆pk‖2
)
, (47)
where ∆pk is as in (43).
b) for every k ≥ 2, we have
min
i≤k
‖wˆi‖2 ≤ C1
λ
(
∆k +
4
c(k − 1)
k∑
i=1
‖pi‖2
)
(48)
where ∆k is as in (29).
Proof: a) It follows from step 1 of S-IAPIAL that (λ, zk−1, pk−1) and (zk, vk, εk) satisfy (17) with
σ˜ = σc. Hence, it follows from Proposition 3.2(b) that the triple (zˆk, wˆk, pˆk) computed in step 2 of
satisfies, in particular, the first inequality in (26) with σ˜ = σc. This conclusion, together with the
definition of σc in (28) and inequality (44), then imply that
‖wˆk‖2 ≤ (1 + 2ν)
2 ‖rk‖2
λ2
≤ 2 (1 + 2ν)
2
λ(1− σ2c )
(
Lc(zk−1, pk−1)− Lc(zk, pk) + 1
c
‖∆pk‖2
)
,
and hence that (47) holds, in view of the definition of C1 in (46) and the fact that σc ≤ σ.
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b) Summing inequality (47) from k = 2 to k = k, and using the definition of ∆k given in (29),
we obtain
(k − 1)min
i≤k
‖wˆi‖2 ≤
k∑
i=2
‖wˆi‖2 ≤ C1
λ
(
(k − 1)∆k +
k∑
i=2
‖∆pi‖2
c
)
.
Inequality (48) now follows from the previous inequality and the fact that the definition of ∆pi in
(43) implies that ‖∆pi‖2 = ‖pi − pi−1‖2 ≤ 2‖pi‖2 + 2‖pi−1‖2.
We now provide an outline of the technical results that follow in view of bound (48). The
preliminary bound (48) on mini≤k ‖wˆi‖2 is the sum of two terms, one of which depends on ∆k. The
goal of the next two results, i.e., Lemmas 4.3 and 4.4, is to obtain a more explicit bound on ∆k,
which essentially implies that ∆k behaves as O(1/k) as long as ‖pk‖ can be shown to be bounded.
Proposition 4.9, which is established with the help of the technical results preceding it, namely,
Lemmas 4.5-4.8, then show that ‖pk‖ is indeed bounded. Note that bound (48) and the above two
observations will actually imply that mini≤k ‖wˆi‖2 behaves as O(c−1 + k−1), as has already been
previewed in (27).
The following result shows that the value Lc(z1, p1) of the Lagrangian function Lc(·, ·) at the
first iterate (z1, p1) can be majorized by a scalar which does not depend on c. This fact is not
immediately apparent from the definition of Lc(·, ·) and plays an important role in showing that
S-IAPIAL or IAPIAL can start from an arbitrary (and hence infeasible) point in H.
Lemma 4.3. The first quadruple (z1, v1, p1, ε1) generated by S-IAPIAL satisfies
Lc(z1, p1) ≤ 3R∗ + φ∗, (49)
where φ∗ and R∗ are as in (31) and (32), respectively.
Proof: The fact that (z1, v1, ε1) satisfies (17) with σ˜ = σc and k = 1, Lemma A.2 with s = 1 and
φ˜ = λLc(·, p0), and condition (B3), imply that for every z ∈ H,
λLc(z1, p0) + 1− 2σ
2
c
2
‖r1‖2 ≤ λLc(z, p0) + ‖z − z0‖2 ≤ λLc(z, p0) +D2,
where rk is as in (18). Using the definition of φ
∗ in (1), the fact that 1− 2σ2c ≥ 1− 2σ2 ≥ 0 due to
step 0 of IAPIAL, and the fact that the definition of Lc in (3) implies that Lc(z, p0) = (f + h)(z)
for every z ∈ F := {z ∈ H : Az = b}, we then conclude from the above inequality, as z varies in F ,
that
Lc(z1, p0) ≤ φ∗ + D
2
λ
= R∗ + φ∗,
where the last equality is due to the definition of R∗ in (32). The above inequality together with
the fact that p0 = 0, update (30) with k = 1, and the definitions of Lc and φ∗ as in (3) and (31),
respectively, then imply that
Lc(z1, p1) = Lc(z1, p0) + c‖Az1 − b‖2 = 3Lc(z1, p0)− 2(f + h)(z1) ≤ 3(R∗ + φ∗)− 2φ∗,
and hence that the lemma holds.
The following result shows that ∆k = O(1/k) as long as ‖pk‖ = O(1).
Lemma 4.4. Let {(zk, vk, pk, εk)} be generated by S-IAPIAL and consider the sequence {∆k} as
in (29). Then, the following statements hold:
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a) for every k ≥ 1, we have
Lc(zk, pk) ≥ φ∗ − ‖pk‖
2
2c
, (50)
where φ∗ is as in (31);
b) for every k ≥ 2, we have
∆k ≤ 1
k − 1
(
3R∗ +
‖pk‖2
2c
)
, (51)
where R∗ is as in (32).
Proof: (a) Using the definitions of Lc and φ∗ given in (3) and (31), respectively, we have
Lc(zk, pk) = (f + h)(zk) + 〈pk , Azk − b〉+ c
2
‖Azk − b‖2
≥ φ∗ + 1
2
∥∥∥∥ pk√c +√c(Azk − b)
∥∥∥∥
2
− 1
2c
‖pk‖2,
and hence that (50) holds.
(b) This statement follows from (49), (50), and the definition of ∆k in (29).
The next technical results (i.e., Lemmas 4.5-4.8) develop the necessary tools for showing in
Proposition 4.9 that the sequence {pk} is bounded. The first one gives some straightforward
bounds among the different quantities involved in the analysis of S-IAPIAL.
Lemma 4.5. Let {(zk, vk, pk, εk)} be generated by S-IAPIAL and let {rk} be as in (18). Then, the
following inequalities hold for every k ≥ 1,
‖rk‖ ≤ D
1− σ , ‖vk‖ ≤
σD
1− σ , εk ≤
σ2D2
2(1− σ)2 (52)
where D is as in (B3) and σ is as in step 0 of S-IAPIAL.
Proof: First note that, in view of step 1 of S-IAPIAL, (λ, zk−1, pk−1) and (zk, vk, εk) satisfy (17)
with σ˜ = σc. Hence, using the inequality in (17), the definition of rk given in (18), the triangle
inequality, the first condition in (B3), and the fact that σc ≤ σ, we have
‖rk‖ −D ≤ ‖rk‖ − ‖zk − zk−1‖ ≤ ‖vk‖ ≤ σ‖rk‖, εk ≤ σ
2‖rk‖2
2
. (53)
The first inequality in (52) immediately follows from the first setting of inequalities in (53). The
last two inequalities in (52) follow from the first inequality in (52) and the last two inequalities in
(53).
The next result defines a slack ξk ∈ ∂δkh(zk) which realizes the inclusion in (22) and gives a
preliminary bound on ‖pk‖ in terms of ‖ξk‖.
Lemma 4.6. Consider the sequence {(zk, vk, pk, εk)} generated by S-IAPIAL and the sequence
{(wk, δk)} as in (20), and define
ξk := wk −∇f(zk)−A∗pk (54)
for every k ≥ 1. Then, the following statements hold:
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a) for every k ≥ 1, we have
ξk ∈ ∂δkh(zk), ‖wk‖ ≤
(1 + ν)D
λ(1− σ) , δk ≤
σ2D2
2λ(1 − σ)2 (55)
where D is as in (B3), and ν and σ are as in step 0 of S-IAPIAL;
b) for every k ≥ 1, we have
σ+A‖pk‖ ≤ ‖ξk‖+∇f +
(1 + ν)D
λ(1− σ) , (56)
where σ+A is defined in Subsection 1.1 and ∇f is as in (B3).
Proof: (a) It follows from step 1 of S-IAPIAL that (λ, zk−1, pk−1) and (zk, vk, εk) satisfy (17)
with σ˜ = σc. Hence, it follows from Proposition 3.2(a) that (22) and (23) hold. The inclusion in
(55) follows from (22) and the definition of ξk in (54). The inequalities in (55) follow from the
inequalities in (23) with σ˜ = σc, the definition of σc in (28), and the first inequality in (52).
(b) Using (B4), the fact that p0 = 0 (see step 0 of S-IAPIAL), and the update formula (30),
it is easy to see that {pk} ⊂ A(ℜn). Using Lemma A.1, relation (54), the triangle inequality, the
second condition in (B3), and the first inequality in (55), we conclude that
σ+A‖pk‖ ≤ ‖A∗pk‖ ≤ ‖ξk‖+ ‖∇f(zk)‖+ ‖wk‖ ≤ ‖ξk‖+∇f +
(1 + ν)D
λ(1− σ) , ∀k ≥ 1,
and hence that (56) holds.
The next technical result essentially allows us to obtain a preliminary bound on ‖ξk‖ under
assumption (B4). .
Lemma 4.7. Let h be a function as in (B2). Then, for every z, z′ ∈ H, ε > 0, and ξ ∈ ∂εh(z),
we have
‖ξ‖dist∂H(z′) ≤
(
dist∂H(z
′) + ‖z − z′‖)Lh + 〈ξ, z − z′〉+ ε,
where ∂H denotes the boundary of H.
Proof: Let ε > 0, z, z′ ∈ H and ξ ∈ ∂εh(z) be given. It follows from the Lipchitz continuity
of h in (B2) combined with the equivalence between (a) and (d) of Lemma A.3 that there exist
ξ1 ∈ B¯(0, Lh) and ξ2 ∈ N εH(z) such that ξ = ξ1 + ξ2. Clearly, it follows from the definitions of
B¯(0, Lh) and N
ε
H(z) in Subsection 1.1 that
‖ξ1‖ ≤ Lh, H ⊂ H− := {u ∈ ℜn : 〈ξ2, u− z〉 − ε ≤ 0}.
Using the last inclusion and the fact that z′ ∈ H, we easily see that
dist∂H(z
′)‖ξ2‖ ≤ dist∂H−(z′)‖ξ2‖ = 〈ξ2, z − z′〉+ ε.
The last inequality, the fact that ξ = ξ1 + ξ2, the triangle inequality, and the Cauchy-Schwarz
inequality, then imply that
dist∂H(z
′)‖ξ‖ ≤ dist∂H(z′)‖ξ1‖+ dist∂H(z′)‖ξ2‖ ≤ dist∂H(z′)‖ξ1‖+ 〈ξ2, z − z′〉+ ε
= dist∂H(z
′)‖ξ1‖ − 〈ξ1, z − z′〉+ 〈ξ, z − z′〉+ ε
≤ (dist∂H(z′) + ‖z − z′‖) ‖ξ1‖+ 〈ξ, z − z′〉+ ε,
which combined with the fact that ‖ξ1‖ ≤ Lh shows that the conclusion of the lemma holds.
The next result establishes an important inequality which allow us to relate the size of pk with
that of pk−1 (see (57) below).
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Lemma 4.8. Consider the sequence {(zk, vk, pk, εk)} generated by S-IAPIAL and the sequence {ξk}
as in (54), and let d¯ and κ0 be as in (31) and (32), respectively. Then, for every k ≥ 1, we have
‖pk‖2
cσ+A
+ d¯‖pk‖ ≤ 1
cσ+A
〈pk, pk−1〉+ κ0, (57)
where σ+A is defined in Subsection 1.1.
Proof: Let z¯ be as in (B4) and recall that d¯ = dist∂H(z¯) in view of (31). Also, note that
ξk ∈ ∂δkh(zk) for every k ≥ 1, in view of Lemma 4.6(a). Hence, it follows from Lemma 4.7 with
ξ = ξk, z = zk, z
′ = z¯ and ε = δk, assumption (B3), and the last inequality in (52), that
d¯‖ξk‖ ≤ (d¯+ ‖zk − z¯‖)Lh + 〈ξk, zk − z¯〉+ δk ≤ (d¯+D)Lh + 〈ξk, zk − z¯〉+ σ
2D2
2λ(1− σ)2 ,
which combined with (56) and the fact that d¯ ≤ D imply that
d¯σ+A‖pk‖ ≤ (2Lh +∇f )D +
[
1 + ν
1− σ +
σ2
2(1 − σ)2
]
D2
λ
+ 〈ξk, zk − z¯〉. (58)
On the other hand, using (54), the Cauchy-Schwarz inequality, the triangle inequality, and the fact
that Az¯ = b in view of (B4), we obtain
〈ξk, zk − z¯〉 = 〈wk −∇f(zk)−A∗pk, zk − z¯〉 ≤ (‖wk‖+ ‖∇f(zk)‖)‖zk − z¯‖ − 〈pk, Azk − b〉
≤ (1 + ν)D
2
λ(1− σ) +∇fD −
1
c
〈pk , pk − pk−1〉
where the last inequality is due to (B3), (30), and the inequality in (55). Hence, (57) easily follows
by combining the above inequality with (58) and by using the definition of κ0 given in (32).
We observe that (57) holds under the weaker assumption that z¯ ∈ H and Az¯ = b. However,
when z¯ ∈ ∂H, the scalar d¯ which appears in (57) becomes zero. Under the stronger assumption
(B4), and hence d¯ > 0, the following result establishes the boundedness of the sequence of Lagrange
multipliers {pk}.
Proposition 4.9. The sequence {pk} generated by S-IAPIAL satisfies, for every k ≥ 0,
‖pk‖ ≤ κ0
d¯
, (59)
where d¯ and κ0 are as in (31) and (32), respectively.
Proof: The proof is done by induction on k. Since p0 = 0 and κ0 ≥ 0, (59) trivially holds for
k = 0. Assume now that (59) holds with k = k− 1 for some k ≥ 1. This assumption together with
(57) and the Cauchy-Schwarz inequality, then imply that(‖pk‖
cσ+A
+ d¯
)
‖pk‖ ≤ ‖pk‖‖pk−1‖
cσ+A
+ κ0 ≤ ‖pk‖κ0
cσ+A d¯
+ κ0 =
(‖pk‖
cσ+A
+ d¯
)
κ0
d¯
, (60)
and hence that ‖pk‖ ≤ κ0/d¯. We have thus proved that (59) holds for every k ≥ 0.
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Lemma 4.10. Consider the sequences {(zk, vk, pk, εk)} and {(zˆk, wˆk)} generated by S-IAPIAL and
let {∆k} be as in (29). Then, the following inequalities hold:
∆k ≤ 1
k − 1
(
3R∗ +
κ20
2d¯2c
)
, min
i≤k
‖wˆi‖2 ≤ C1∆k
λ
+
κ1
2c
, ∀k ≥ 2, (61)
wˆk ∈ ∇f(zˆk) + ∂h(zˆk) +A∗pˆk, ‖Azˆk − b‖ ≤ κ2
c
, ∀k ≥ 1, (62)
where R∗ and κ0 are as in (32), κ1 and κ2 are as in (36), and D and C1 are as in (B3) and (46),
respectively.
Proof: The first inequality in (61) follows immediately by combining (51) and (59). The second
inequality in (61) follows from the definition of κ1 in (36), inequalities (48) and (59), and the fact
that k/(k−1) ≤ 2 for all k ≥ 2. Now, since, in view of step 1 of S-IAPIAL, the triples (λ, zk−1, pk−1)
and (zk, vk, εk) satisfy (17) with σ˜ = σc, it follows from Proposition 3.2(b) that the triple (zˆk, wˆk, pˆk)
computed in step 2 of S-IAPIAL satisfies the inclusion in (25) and the inequalities in (26) with
σ˜ = σc. Hence, the inclusion in (62) follows immediately from the inclusion in (25). Moreover,
using the second inequality in (26) with σ˜ = σc, the triangle inequality, and the definitions of σc,
pk, and ∆pk given in (28), (30), and (43), respectively, we have
‖Azˆk − b‖ ≤ ‖Azk − b‖+ ‖A‖‖zˆk − zk‖ ≤ ‖Azk − b‖+ σc‖A‖‖rk‖√
λLc + 1
≤ ‖∆pk‖
c
+
ν‖A‖‖rk‖
λLc + 1
≤ ‖pk‖+ ‖pk−1‖
c
+
νD
λc‖A‖(1 − σ) .
where the last inequality is due to the first inequality in (52) and the fact that Lc ≥ c‖A‖2 (see
the definition of Lc in (28)). Hence, the inequality in (62) follows from the above inequalities,
inequality (59), and the definition of κ2 given in (36).
Now we are ready to present the proof of Theorem 3.3.
Proof of Theorem 3.3: (a) First note that S-IAPIAL invokes in its step 1 the ACG method
with (ψs, ψn) as in (16) and (Ms, µ) := (Tc/2, 1/2) where Tc = 2λLc + 1 and Lc is as in (28).
Hence, the statement in (a) follows from the above observations, the definition of σc given in (28),
Proposition 2.1 with σ˜ = σc, and the fact that(
1 +
1
σc
)√
2Ms ≤ 2
√
λLc + 1
min{ν, σ}
√
Tc ≤ 2Tc
min{ν, σ} .
(b) Let k¯ denote the number in (34) and assume that S-IAPIAL has not stopped before the
k¯-th iteration or in step 2 of the k¯-th iteration. We will show that it must stop at step 3 of the
k¯-th iteration. Indeed, in view of the first inequality in (61) and the definition of k¯, we obtain
∆k¯ ≤
1
k¯ − 1
(
3R∗ +
κ20
2d¯2c
)
≤ (1− σ
2)λρˆ2
4 (1 + 2ν)2
(63)
and hence the stopping criterion in step 3 is satisfied at the k¯-th iteration.
(c) Item (i) follows immediately from (62) and condition (35) on penalty parameter c. This
item together with Definition 3.1 imply that, for any given iteration k, S-IAPIAL stops at its
corresponding step 2 if and only if wˆk satisfies ‖wˆk‖ ≤ ρˆ, in which case the triple (zˆk, wˆk, pˆk) is a
(ρˆ, ηˆ)-approximate stationary solution of (1). To prove ii), assume for contradiction that S-IAPIAL
stops in step 3 (instead of step 2) of some iteration k. In view of (29), the definition of C1 in (46),
and the above observation, this means that
C1∆k
λ
≤ ρ
2
2
, min
i≤k
‖wˆi‖ > ρˆ.
Using condition (35) on c, we easily see that these relations contradict the second inequality in (61).
Hence, ii) follows. 
A Appendix: Basic auxiliary results
This section presents four auxiliary results which are used in the complexity analysis of IAPIAL.
This section also contains the proof of Proposition 3.2.
The following basic result is used in Lemma 4.6. Its proof can be found, for instance, in [13,
Lemma 1.4].
Lemma A.1. Let A : ℜn → ℜl be a non-zero linear operator and let σ+A denote its smallest positive
singular value. Then, for every u ∈ A(ℜn), we have σ+A‖u‖ ≤ ‖A∗u‖.
The next result, whose proof can be found in [36, Lemma A.2], is used in the proof of Lemma 4.3.
Lemma A.2. Let proper function φ˜ : ℜn → (−∞,∞], scalar σ˜ ∈ (0, 1) and (z0, z1) ∈ ℜn × dom φ˜
be given, and assume that there exists (v1, ε1) such that
v1 ∈ ∂ε1
(
φ˜+
1
2
‖ · −z0‖2
)
(z1), ‖v1‖2 + 2ε1 ≤ σ˜2‖v + z0 − z1‖2. (64)
Then, for every z ∈ ℜn and s > 0, we have
φ˜(z1) +
1
2
[
1− σ˜2(1 + s−1)] ‖v1 + z0 − z1‖2 ≤ φ˜(z) + s+ 1
2
‖z − z0‖2.
The following result derives several characterizations of condition (B2), and shows that it
implies an important inclusion that is used in the proof of Lemma 4.7.
Lemma A.3. Let h ∈ Conv (ℜn) and Lh ≥ 0 be given. Then, the following statements are
equivalent:
a) for every z, z′ ∈ H, we have
h(z′) ≤ h(z) + Lh‖z′ − z‖;
b) for every z, z′ ∈ H, we have
h′(z; z′ − z) ≤ Lh‖z′ − z‖;
c) for every z, z′ ∈ H and s ∈ ∂h(z), we have
〈s, z′ − z〉 ≤ Lh‖z′ − z‖;
d) for every z ∈ H, we have
∂h(z) ⊂ B¯(0;Lh) +NH(z);
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e) for every z ∈ H, we have
∂h(z) ∩ B¯(0;Lh) 6= ∅.
Moreover, either of the above conditions implies that:
i) H is closed;
ii) for any z ∈ H and ε ≥ 0, we have
∂εh(z) ⊂ B¯(0;Lh) +N εH(z).
Proof: [a) ⇒ b)] This statement follows from the fact that h(z′) − h(z) ≥ h′(z; z′ − z) for every
z, z′ ∈ H (see [46, Theorem 23.1]).
[b)⇒ c)] This statement follows from the fact that h′(z; z′ − z) ≥ 〈s, z′ − z〉 for every z, z′ ∈ H
and s ∈ ∂h(z), (see [46, Theorem 23.2]).
[c)⇒ d)] Letting TH(z) = cl (R+ · (H−z)) and NH(z) denote the tangent cone and normal cone
of H at z, respectively, and letting S := B¯(0;Lh) +NH(z), we easily see that c) is equivalent to
〈s, ·〉 ≤ Lh‖ · ‖+ ITH(z)(·) = σB¯(0;Lh)(·) + σNH(z)(·) = σS(·) ∀s ∈ ∂h(z),
where the first equality follows in view of the discussion in page 115 of [46] and [17, Example 2.3.1
combined with Proposition 5.2.4], the last equality is due to [46, Corollary 16.4.1]. Since the above
hold for every s ∈ ∂h(z), we conclude that σ∂h(z) ≤ σS . Since both ∂h(z) and S are closed, it
follows from [46, Corollary 13.1.1] that ∂h(z) ⊂ S = B¯(0;Lh) +NH(z).
[d) ⇒ e)] Assume that d) holds. We will first show that e) holds for every z ∈ riH. Indeed,
assume that z ∈ riH. This implies that NH(z) is a subspace, namely, the one orthogonal to
the subspace parallel to the affine hull of H. It follows from d) that there exists s ∈ ∂h(z) and
n ∈ NH(z) such that ‖s − n‖ ≤ Lh. Since NH(z) is a subspace, it follows that −n ∈ NH(z). The
claim now follows by the observation that s ∈ ∂f(z) and −n ∈ NH(z) immediately implies that
s − n ∈ ∂f(z). We will now show that e) also holds for every z ∈ rbdH. Indeed, assume that
z ∈ rbdH. Then, due to [17, Proposition 2.1.8], there exists {zk} ⊂ riH such that zk converges
to z as k → ∞. Since e) holds for every z ∈ riH and {zk} ⊂ riH, we conclude that for every
k, there exists sk ∈ ∂h(zk) such that ‖sk‖ ≤ Lh. Hence, by Bolzano-Weisstrass’ theorem, there
exists a subsequence {sk}k∈K converging to some s, which clearly satisfies ‖s‖ ≤ Lh. Using the fact
that {(zk, sk)}k∈K ∈ Gr (∂h) and {(zk, sk)}k∈K converges to (z, s), and the fact that h ∈ Conv (ℜn)
implies that the set Gr (∂h) is closed, we then conclude that (z, s) ∈ Gr (∂h), i.e., s ∈ ∂h(z). We
have thus shown that e) holds for every z ∈ rbdH as well.
[e) ⇒ a)] Let z, z′ ∈ H be given and assume that e) holds. Then, there exists s′ ∈ ∂h(z′) such
that ‖s′‖ ≤ Lh. Hence, we have
h(z) − h(z′) ≥ 〈s′, z − z′〉 ≥ −‖s′‖ ‖z′ − z‖ ≥ −Lh‖z′ − z‖.
Hence, a) follows.
[a) ⇒ i)] Assume that {zk} ⊂ H converges to z. The fact that h ∈ Conv (ℜn) and the
assumption that (a) holds imply that
h(z) ≤ lim inf
k→+∞
h(zk) ≤ lim inf
k→+∞
(h(z1) + Lh‖zk − z1‖) = h(z1) + Lh‖z − z1‖ < +∞,
and hence that z ∈ H. We have thus shown that H is closed.
20
[a) ⇒ ii)] Let z ∈ H and ε ≥ 0 be given and assume that a) holds. Consider the function φz
defined as
φz(z
′) := h(z) + Lh‖z′ − z‖+ IH(z′) ∀z′ ∈ ℜn.
Clearly, φz(z) = h(z) and φz ≥ h in view of a). Using these two observations and the definition of
the ε-subdifferential given in (6), we immediately see that ∂εh(z) ⊂ ∂εφz(z). On the other hand,
using the ε-subdifferential rule for the sum of two convex functions (see [18, Theorem 3.1.1]), we
have that
∂εφz(z) ⊂ ∂ε (Lh‖ · −z‖) (z) + ∂εIH(z) = ∂ε (Lh‖ · ‖) (0) +N εH(z).
where the last equality is due to the the affine composition rule for the ε-subdifferential (see [18,
Theorem 3.2.1]) and the fact that N εH(·) = ∂εIH(·). The implication now follows from the above
two inclusions and the fact that ∂ε (Lh‖ · ‖) (0) = B¯(0;Lh).
We observe that a) of Lemma A.3 is the same as condition (B2). Conditions b) to e) are all
equivalent to a), and hence (B2). The implication a) ⇒ ii) is the one that is used in the proof of
Lemma 4.7.
The following result is used to prove Proposition 3.2.
Lemma A.4. Let functions g, h : ℜn → (−∞,∞] be such that h ∈ Conv (ℜn) and g is differentiable
on H and its gradient is Lg-Lipschitz continuous on H. Let (z−, z, v, ε) ∈ ℜn × H × ℜn × ℜ+ be
such that
v ∈ ∂ε
(
g + h+
1
2
‖ · −z−‖2
)
(z) (65)
and compute
zˆ := argminu
{
〈∇gˆ(z), u − z〉+ Lg + 1
2
‖u− z‖2 + h(u)
}
, (66)
w := v + z− − z + (Lg + 1)(z − zˆ), (67)
where
gˆ := g +
1
2
‖ · −z−‖2 − 〈v, ·〉. (68)
Then the following statements hold:
a) the triple (z, w, ε) satisfies
w ∈ ∇g(z) + ∂εh(z), (69)
‖w‖ ≤ ‖v + z− − z‖+
√
2(Lg + 1)ε; (70)
b) zˆ and wˆ defined by
wˆ := w +∇g(zˆ)−∇g(z) (71)
satisfies
wˆ ∈ ∇g(zˆ) + ∂h(zˆ), (72)
‖wˆ‖ ≤ ‖v + z− − z‖+ 2
√
2(Lg + 1)ε, ‖zˆ − z‖ ≤
√
2(Lg + 1)−1ε. (73)
21
Proof: (a) First note that the pair of functions (g, h) and the scalar M := Lg satisfy the assump-
tions of [22, Lemma 20]. Note also that (z−, z, w, ε) where w := v satisfies the relations in (92) of
[22] with
λ = 1, ρ = ‖z− − z + v‖,
and gˆ, zˆ, and w defined in (68)–(67) correspond to f , zf , and v defined in (93)–(94) of [22],
respectively. Hence, the inclusion in (69) and the inequality in (70) follow from [22, Lemma 20(a)]
and the fact that 0 ≤ δf ≤ ε implies ∂δfh(z) ⊂ ∂εh(z), see (6).
(b) The inclusion in (72) and the first inequality in (73) follow immediately frm [22, Lemma 20(b)]
and by noting that wˆ in (67) corresponds to vf defined in (97) of [22]. The second inequality in (73)
is not stated in [22, Lemma 20], but it is in its proof. More specifically, the aforementioned inequality
follows from (99) of [22] and by noting that qf defined in (87) corresponds to (Lg + 1)(z − zˆ).
Next we present the proof of Proposition 3.2.
Proof of Proposition 3.2:
First note that the assumptions of Lemma A.4 is satisfied with g := λgk, h := λh, Lg := λLc,
and (z−, z, v, ε) := (zk−1, zk, vk, εk), in view of the assumptions of the proposition, (B2), (B5),
definition of Lc in (3), and the inclusion in (17). Hence, we have ∇gˆ(zk) = λ∇gk(zk)− rk where gˆ
is as in (68) and rk is as in (18). As a consequence, zˆ, w, and wˆ computed in (66), (67), and (71)
correspond, respectively, to zˆk, λwk, and λwˆk defined in (21), (20), and (24). It follows from the
above observations and the conclusions of Lemma A.4 that the inclusions in (22) and (25) follow
from (69) and (72), in view of the definition (6), the definition of δk given in (20), the definitions
of pk and pˆk given in (5) and (24), and the fact that ∇gk(·) = ∇f(·) + A∗(pk−1 + c(A · −b)).
Moreover, the inequality in (23) and both inequalities in (26) follow from the ones in (70) and (72),
the definition of rk in (18) and the inequality in (17). The second inequality in (23) follows from
the definition of δk given in (20) and the inequality in (17). 
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