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Uncertainty 
 
“Reality as a useful illusion” 
 
 
Introduction 
 
 
Reality 
 
If you believe you have a true representation of what’s going 
on outside your body, you’re wrong. The good news is, first, 
that you don’t need a true representation. Second, nobody has 
one. Nevertheless, we feel certain that we know what’s going 
on around us. This thesis is about one of the ways in which 
the brain reduces perceptual uncertainty. 
 
There is much more sensory information available from the 
outside world than there is time or energy available to the 
brain to process it all. In order to hide the inherent 
uncertainty in all sensory signals, the brain extensively filters 
and processes the abundance of sensory signals that it 
receives. What we perceive as reality is what our brain makes 
of the barrage of available information outside our bodies. No 
animal can obtain a true representation of the outside world, 
but all they need is a summary of the most useful aspects of it. 
For humans, inter-human interaction, navigation and object 
manipulation are important activities for which our perception 
is quite adequate. Humans all have more or less the same 
model of the outside world, so they can use that model to 
communicate about the world.  
 
Many people think of “reality” as; "the state of things as they 
actually exist", but if that’s what reality is, there is no way of 
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experiencing it. What we perceive as reality is only a useful 
model of the outside world that we use to interact with it. We 
could even call reality a special kind of illusion. Of course 
illusions are what we usually call the percepts our brain comes 
up with that are not useful. These percepts are luckily less 
frequent. 
 
 
Visual pathway 
 
Light that hits the retina activates the photoreceptors in it, 
their signals are processed and these travel to the optic nerve. 
The optic nerve transmits the signals to the optic chiasm, and 
onward from there through the optic tract to numerous 
cortical and subcortical areas of the brain that process visual 
information. Basic properties of a signal are processed earlier, 
and in different parts of the brain, than the more complex 
properties. With respect to visual information, the low level, 
simple characteristics of a visual scene such as luminance, 
color of light, contrasts and lines are processed in earlier parts 
of the visual path than the more complex ones like rotational 
motion, implied motion, color of objects, faces or 3D motion. 
There are also numerous feedback loops that transmit signals 
from higher visual areas back to “early” visual areas. These 
connections can facilitate for example disambiguation of 
ambiguous signals in the early areas, or fill in gaps (Purves 
1997). 
 
 
Depth cues 
 
An example of the aforementioned disambiguation of signals 
applies to depth perception. The world has three spatial 
dimension but images of it are projected on the retina in only 
two dimensions. We use all kinds of depth cues to interpret 
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two dimensional images. Binocular disparity and perspective 
are examples of depth cues. There often exist several of these 
“cues” pertaining to the same property of a visual scene (e.g. 
Morgan 2003).  
 
Due to the different positions of the two eyes, there is a 
difference between the images on the two retinas when both 
eyes are looking at the same point in a scene. This difference is 
called binocular disparity. Binocular disparity decreases with 
increasing viewing distance, but within a few meters viewing 
distance to an observer, binocular disparity is large enough to 
provide useful information about viewing distance or slope. If 
one looks at a road that stretches out into the distance, the 
sides of it seem to get closer to each other. This is a good 
example of linear perspective. Perspective, too, has constraints 
concerning its reliability as depth information. More on 
reliability later. 
 
Although most modern day sources credit Charles 
Wheatstone for first describing depth perception from 
binocular disparity (Wheatstone 1838), the notion of binocular 
disparity and its role in depth perception was already studied 
in the 11th century, by the Arabic scholar Ibn al-Haytham. Not 
many people knew about this, because his book Book of Optics 
(Al-Haytham 1021) has only quite recently been translated 
(Sabra 1989). Perspective as a source of information about the 
3D layout of a scene was probably also first described by Ibn 
al-Haytham. 
 
 
Cue conflicts 
 
A certain useful piece of information in the visual scene, for 
instance the distance between an observer and an object, can 
be estimated by more than one specialized part of the brain, 
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in more than one way. It is unlikely that an estimate based on 
one of these cues perfectly corresponds to the estimates based 
on the other cues. The visual system thus often makes 
conflicting estimates of a certain property in a visual scene. 
For example, based on the perspective in a scene, one part of 
the visual system may estimate the slant of the table that 
you’re about to put a coffee cup on to be 90 degrees, but based 
on the binocular disparity, a different part of the brain may 
estimate the slant of the table to be 80 degrees. So, we’ve 
created a problem for the visual system. It is a problem that 
the visual system seems to solve well, because one doesn’t 
notice these conflicts. But how does the visual system solve 
these conflicts ? Does it solve them all ? Maybe it just picks 
one estimate, and ignores the others, maybe the conflicts 
never reach a conscious state, instead of getting solved. 
Besides possibly resolving a conflict, there is also a statistical 
benefit from combining multiple sources of information when 
estimating a property (Landy et al. 1995). Estimates based on 
multiple cues are more reliable than estimates that are based 
on only one cue, provided that these cues do not yield wildly 
different estimates. In many previous studies (Hillis et al. 
2004) it has been shown that when humans are asked to 
estimate the slant of a cue conflict stimulus, in which the slant 
cue conflict is not too large, they perceive the slant of that 
stimulus as in between the slants that the two cues are 
indicating. This suggests the possibility that both cues are 
used in the estimate, and makes it tempting to think about a 
potential solving mechanism.  
 
 
Cue combination 
 
In order to understand how the visual system solves the cue 
conflict problem, we can induce conflicts experimentally. By 
presenting the visual system with a visual scene in which we 
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make sure there is a cue conflict, and asking observers to 
perform tasks that require them to estimate the slant of a cue 
conflict surface in that scene, we can discover how the visual 
system processes the available information. An advantage of 
studying conflicts this way, is that we can know exactly what 
information is available. With the additional help of some 
theory, we can make quantitative predictions about how 
observers process the available information.  
 
Where in between the individual cues estimates an overall 
estimate occurs varies. This is a reason to assume that cues 
are not always combined in the same way. What then 
determines how information is combined ? 
 
Inspired by statistical tools to deal with differing variabilities 
in redundant, complementary information (De Groot 1970), 
several theories have been put forward that describe a way 
that different slant (and other) estimates can be combined. 
The basic idea is that an estimate that varies greatly from time 
to time is unreliable, and should not be relied on much. This 
means that in a given case where two estimates are combined, 
the more reliable of the estimates should count more than the 
other. In the example of binocular disparity, the further away 
an element of a scene is from the observer, the less the visual 
system should rely on binocular disparity to judge the slant of 
it, and the more it should rely on for example linear 
perspective (or other available cues). This is indeed what 
happens. 
 
 
Weighted averaging 
 
Although relying less on unreliable information can be 
implemented in various ways, the models that arise are mostly 
some form of weighted averaging (Bruce 1996). In weighted 
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averaging, the different estimates are not simply added and 
divided by the number of estimates. Before adding, an estimate 
is multiplied by a weight which depends on how certain we 
can be of the correctness of the estimate. The uncertainty of 
an estimate is usually conceptualized as reliability. We can 
express reliability in terms of the standard deviation in the 
distribution of a number of estimates. For mathematical 
convenience, we use the variance, the standard deviation 
squared, of a distribution because this can be linearly added 
and subtracted. The higher the variance in a distribution, the 
lower it’s reliability. In order to factor reliability in an 
averaging operation, we use 1 divided by variance as the 
weight of a single cue estimate. This way, more variable 
estimates are assigned a lower weight in the average. 
Moreover, the variance of a weighted average is lower than 
that of the single cue estimates.  
 
This elegant and simple way of looking at how the visual 
system handles an abundance of different sources of 
information about the same property is a very powerful and 
useful tool in research. Weighted averaging, a form of optimal 
cue combination, has been shown to describe a wide range of 
phenomena very well. It can predict and describe how humans 
perceive shape, timing, location and more, in vision. It also 
describes how humans combine information that comes from 
different modalities, e.g. information from vision and audition 
about where a stimulus is.  
 
 
Back to reality 
 
Weighted averaging as optimal cue combination provides us 
with a useful and the most reliable model possible of the 
outside world. Part of what we perceive as reality is thus the 
product of carefully using information by the visual system. 
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Weighted averaging is an important tool that the brain uses 
to enable us to feel certain about what’s going on around us. It 
feels like we can perceive reality. 
 
 
This thesis 
 
There are (were), predictions made by weighted averaging as 
optimal cue combination that have (had) not been looked at 
yet. This thesis explores the some mostly overlooked, 
counter-intuitive, but very interesting consequences of 
weighted averaging for slant perception.  
For example, it is not clear whether after combining cues, we 
lose access to the information about the single cues. Chapter 
one examines this issue. Secondly, weighted averaging 
predicts that we are as good at seeing inconsistent (unnatural) 
visual stimuli as we are at seeing consistent (normal) stimuli. 
Chapter two validates this prediction. Furthermore, it is 
unknown whether a cue’s weight is determined for the 
location of the stimulus in the visual field. Chapter three 
explores this question. Last, little is known about how 
assumptions that we make, or learn, about how the world 
usually works interact with reliabilities of signals. Chapter 
four investigates this. 
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Chapter # 1 ::  Living Up To Optimal Expectations 
 
Published; Journal of Vision 2007 Feb 16;7(3):2. 
 
Abstract 
 
Natural visual scenes contain several independent sources of 
information (cues) about a single property such as slant. It is 
widely assumed that the visual system processes such cues 
separately and then combines them with an averaging 
operation that takes the reliabilities of the individual cues into 
account. Does that mean that people lose access to information 
about inconsistencies between the cues, or are all 
inconsistencies revealed in a distorted surface appearance? To 
find out, we let observers match the slant and appearance of a 
simulated test surface to those of an identical, simultaneously 
visible, simulated reference surface, and analyzed the 
variability in the settings. We also let observers match 
surfaces under conditions that were manipulated in ways that 
were expected to favor certain cues (monocular or binocular) 
or to selectively disrupt certain comparisons between the 
surfaces (slant or structure). The patterns in the variability 
between the settings were consistent with predictions based 
on the use of all available information. We argue that 
information about discrepancies is only “lost” during cue 
combination if there is no benefit in retaining the information.  
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Introduction 
 
We do not process everything that is within our field of view 
equally thoroughly. Part of the vast stream of incoming visual 
information is lost because of the limitations of the anatomy 
and physiology of the visual system. For instance, we will not 
see a stimulus if it is too small, too far from where we are 
looking, changing too fast, or only visible in UV light. 
Another part of the incoming information is ignored by the 
visual system as it extracts the properties of interest, thereby 
automatically “losing” any information that is deemed 
irrelevant. Examples of this are not noticing the color of the 
stairs as you climb them, or not recognizing a friend as you 
swerve to avoid colliding with him when running to catch a 
train. We will hereafter refer to any other kind of loss than the 
two kinds mentioned above as “unnecessary loss”. 
Having determined the property of interest, there may be 
several ways to extract this property from the vast stream of 
visual information. We refer to these different ways as using 
different cues for that property. Extracting properties of 
interest independently in different ways makes it possible to 
optimize the processing for each cue separately. It is known 
that the visual system processes unrelated cues separately 
(Livingstone and Hubel 1988; Lueck et al. 1989). Processing 
related cues separately has the advantage of making it possible 
to accommodate different encodings for different cues (Landy 
and Kojima 2001) and makes it possible for the visual system 
to independently estimate each cue’s reliability at each 
moment for each position in the scene, so that the relevant 
reliability can be considered when later combining the cues 
(Knill 2003; Hillis et al. 2004). However, combining the cues is 
in itself a process during which information may be lost.  
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Surface slant 
 
Slant is a property for which there are many cues. Slant 
estimates can for instance be obtained from the distribution of 
points and orientations within the retinal image (assuming 
that the surface’s texture is isotropic), from binocular 
disparity, and from motion parallax (assuming that the surface 
is rigid and that you can judge it’s motion). Given independent 
processing of slant cues, with independent errors, the different 
cues are likely to indicate slightly different values. Such 
discrepancies must somehow be harmonized. Without 
feedback the visual system cannot know which of the 
estimated values is correct, but it can judge the reliability of 
each estimate (Knill and Pouget 2004). Weighted averaging 
could be used to combine the cues in a way that takes the 
individual cues’ reliabilities into account so that the variability 
of the combined estimate is minimized (Landy et al. 1995; van 
Beers et al. 1996; van Beers et al. 1999). Hillis et al. (2002) 
suggest that different pairs of cue values that are combined to 
give the same weighted average give rise to indiscriminable 
percepts. 
 
The above-mentioned weighted average is often referred to as 
optimal cue combination, because in a statistical sense no 
information about the property of interest is lost. However, a 
discrepancy between cues could in itself be considered to be 
additional information, because certain causes for such 
inconsistencies are more likely than others; for instance the 
texture could be anisotropic, which would selectively disrupt 
the foreshortening cue. Thus in some cases it may be more 
reasonable to assume that one of the estimates is completely 
wrong than that both are very inaccurate (Bulthoff and Mallot 
1988). And indeed, for a very large conflict between the slant 
indicated by linear perspective and the slant indicated by 
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binocular disparity observers’ percepts flip between the two 
slants rather than being an average of the two (van Ee et al. 
2002). 
 
 
Surface structure 
 
Even when the lack of consistency between the slant cues is 
small enough to be attributed to independent errors in 
judging the slant in different ways, the small differences 
between the cues could still influence the interpretation of the 
surface’s structure (shape and surface texture). Thus even if 
the slant cues are combined in a statistically optimal manner 
(Knill and Saunders 2003; Hillis et al. 2004), based on the 
assumption that discrepancies between the cues are all due to 
sensory error, information about the discrepancy need not be 
lost. Whether such information is lost can be revealed by 
asking observers to report about the surface’s appearance. If 
no information is lost, the conflict will influence the perceived 
surface structure, even when the discrepancy as such is not 
noticed. For instance, the texture on the surface can appear to 
be slightly anisotropic.  
 
 
The task 
 
In the present study we examine whether we can find any 
evidence for unnecessary loss of information when combining 
slant cues under conditions in which the conflicts are small 
enough to be considered to be caused by sensory errors. 
Determining whether potentially useful information is lost is 
not trivial. Cue combination can seem to be suboptimal if cues 
have correlated sources of errors (Oruc et al. 2003). Moreover 
it is almost impossible to present a cue in exactly the same 
manner both alone and together with one or more other 
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cues. We have therefore chosen for a rather unconventional 
methodology. Previous studies on slant perception have taken 
measures to ascertain that observers had no other way to 
perform the task than the one that the experimenters had in 
mind. For instance, surfaces have been rendered at random 
depths to make it impossible to rely directly on binocular 
disparity (Knill and Saunders 2003; Hogervorst and Brenner 
2004) and the aspect ratios of surfaces have been randomized 
to make sure that observers did not use retinal size ratios to 
perform the task (Hillis et al. 2002). Such precautions have 
clear advantages, but they also introduce sources of errors 
that are not directly related to the resolution of the individual 
cues (this issue will become clearer when we interpret our 
results). 
 
We asked observers to match the slant and structure of a 
simulated test surface to the slant and structure of a 
simultaneously visible simulated reference surface. They could 
do so by independently manipulating the slant indicated by 
the monocular cues and that indicated by the binocular cue. In 
our main (baseline) condition the pattern of dots that defined 
the surface was identical for the two surfaces and they were 
shown simultaneously, side-by-side, at the same distance. In 
this condition it was extremely easy to match the surfaces in 
both slant and structure. Beside this condition we also 
designed conditions with a lower reliability for either the 
monocular or the binocular cues, and conditions in which it 
was more difficult to match either the slant or the surface 
properties. We examined whether each of these conditions 
elicited the pattern of errors that is to be expected from an 
optimal combination of the cues - without any unaccountable 
loss of information or more complex interaction between the 
cues - by looking at the variability within observers’ settings 
(Hogervorst and Brenner 2004). This is conceptually 
equivalent to measuring thresholds in many directions (as in 
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(Hillis et al. 2002), if one is willing to assume that the errors 
form a two dimensional normal distribution. Although one 
may expect a more complicated distribution of errors on the 
basis of the relationships between slant and binocular 
disparity and between slant and monocular deformation (Hillis 
et al. 2002), for the modest errors in our simple matching task 
an ellipse is probably a good enough approximation of the 
distribution. 
 
 
Methods 
 
Observers 
 
Five observers participated in this study. One was an author 
and the other four were experienced psychophysical observers 
who were naïve with respect to the purpose of the experiment. 
All observers had normal or corrected to normal vision, and a 
stereo acuity of better than 50 min arc (Randot stereo acuity 
test)  
 
 
Setup 
 
Images were presented on a CRT screen by a Silicon Graphics 
Onyx Reality Engine (frame rate: 120 Hz; horizontal size: 39.2 
cm, 815 pixels; vertical size: 29.3 cm, 611 pixels; spatial 
resolution refined with anti-aliasing techniques). Observers 
sat in a dark room with their chin in a chin-rest so that their 
eyes were 44 cm from the screen (Figure 1.1a). The images 
were viewed through liquid crystal shutter spectacles that 
were synchronized with the refresh rate of the monitor. 
Alternate images were presented to the left and right eye, so 
that each eye received a new image every 16.7 ms (60 Hz). 
These images were calculated on the basis of individual 
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observers’ inter-ocular distances. Only the red gun of the 
monitor was used because the shutter spectacles work best for 
red images (transmitting more than 50 times as much light 
when open than when shut). The observers’ heads were 
restrained by a chin-rest, but they were free to move their 
eyes as they pleased. 
 
 
Stimuli 
 
Each stimulus consisted of two simultaneously visible 
simulated surfaces, placed side by side (Figure 1.1b). The slant 
of each stimulus was indicated both by binocular disparity and 
by monocular cues (assuming an isotropic texture and a 
circular outline; except in one condition that will be discussed 
later). For the reference surface the two kinds of cues always 
indicated the same slant. For the other surface the observer 
manipulated the two slant cues independently so that they did 
not necessarily indicate the same value (observers could set 
any amount of conflict between the cues that they liked). The 
simulated surfaces were slanted around a horizontal axis at 
the screen centre. The surface on the left was always the 
reference surface. It was slanted backwards at the top relative 
to the CRT screen by 30°, 45° or 60°. The slant and structure 
of the test surface on the right were set by the observer to 
match the reference (as explained further in “task and 
instructions”). 
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Figure 1.1. The stimulus and the setup. (a) In our setup an observer sat in 
front of a CRT screen wearing shutter spectacles that allowed us to present 
different images to the two eyes to create an impression of stereoscopic 
depth. (b) A photograph of the CRT screen during the “same” condition. 
The observer used the computer mouse to match the slant and surface 
properties of the test surface on the right to those of the reference surface on 
the left. This photograph contains the images for both eyes (superimposed). 
 
The “same” condition was the main condition of the 
experiment. In this condition both the test- and the reference 
surface were 10 cm diameter simulated discs consisting of 
identical patterns of 500 randomly distributed dots. A new 
distribution of dots was generated for each trial. If no 
information is lost when the cues are combined in the ways 
needed for matching slant and surface structure, then the 
values set for each cue will only be determined by the 
resolution of that cue (irrespective of how the cues are later 
combined). Four other conditions were designed to examine 
whether the patterns of errors in the cue settings change as 
expected (based on there being no loss of information) when 
the uncertainty about specific aspects of the stimulus is 
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increased. These conditions (described below) were designed 
to make either the binocular or the monocular cue less 
reliable, or to make the comparison of one of the properties 
(slant or surface structure) more difficult. 
 
In order to make the monocular cues less reliable we simply 
reduced the number of dots on the two surfaces from 500 to 
50 (“few points” condition). Reducing the number of dots is 
hardly expected to compromise the reliability of the binocular 
cue, but it is expected to make the monocular cues less reliable 
(Hillis et al. 2004). We changed the texture on both surfaces 
in the same way, so that the two surfaces were still identical. 
Thus we only expect more variability in the settings for the 
monocular cues when compared with the “same” condition.  
 
In the three other conditions the reference was the same as in 
the “same” condition, but the test surface was different. In 
order to make the binocular cue less reliable we moved the 
simulated test surface 2cm further away from the observer (to 
a distance of 46 cm; “other distance” condition). We increased 
the size of the simulated surface and dots slightly so that the 
test surface gave rise to almost the same image in each eye as 
in the “same” condition. As a result the monocular cues should 
not become less reliable. However, an estimate of the viewing 
distance is needed to interpret binocular disparities in terms of 
slant. When two surfaces are at the same distance, errors in 
judging the viewing distance are irrelevant for the accuracy of 
a comparison between the surfaces’ slants, because disparities 
are misinterpreted in the same way for both surfaces, so that 
the surfaces are matched correctly even if their slopes are not 
estimated correctly (Brenner and Landy 1999). This is not so 
when the surfaces are at different distances. Additional errors 
as a result of misjudging the viewing distance are likely to 
make the binocular cue less reliable in this condition. 
Moreover, binocular disparity is less reliable at a larger 
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distance, although moving the surface from 44 to 46 cm can 
only be expected to have a very small effect. Thus in this 
condition we only expect to find more variability in settings 
for the binocular cue than in the “same” condition. 
 
In order to make it harder to compare the slants of the two 
stimuli we tilted the rotation axis of the test surface by 30° 
(from the original horizontal orientation) in a counter-
clockwise direction within the plane of the screen (“other 
direction” condition), so that the surfaces were slanted in 
slightly different directions. Otherwise both the test and 
reference surfaces were identical in all respects. We expect the 
difference in direction to make the slants more difficult to 
compare, but neither of the cues themselves should become 
less reliable by this manipulation. If observers make errors in 
matching the slants for different tilt angles then we may 
expect to see additional errors in judging slant, but there is no 
reason to expect additional errors in judging the surface 
structure. Thus we may expect some additional variability due 
to co-variation of the two cues as observer match an incorrect 
slant, with no additional conflict between the cues. Note that 
this co-variation will increase the variability for both cues. 
 
Making surface properties difficult to match is complicated 
because we cannot directly control the assumptions that 
observers are willing to make. Thus, for instance, asking 
observers to match surfaces with different widths may lead to 
systematic errors in slant judgments rather than to more 
uncertainty about the structure of the surface. We chose the 
following solution: in the “lines” condition observers had to 
match the reference surface with a square plane of which only 
two horizontal rectangles located at its top and bottom edges 
were visible. Each rectangle was 10 cm wide and 2 cm tall, so 
they were separated by 6 cm. This condition provided 
binocular disparity cues for slant both from within and 
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between the rectangles, and monocular cues for slant from the 
shapes and relative sizes of the rectangles, as well as possibly 
from the assumption that together they form the edges of a 
square. Although observers could still notice cue conflicts, 
they no longer had the possibility to compare the two surfaces 
in terms of surface structure, so we expect them to more 
reliably match the slant than to avoid conflicts between the 
cues. Thus in this condition we expect to see the consequences 
of weighted averaging of the two kinds of slant cues, because a 
too high setting for one cue will sometimes be compensated 
for by a too low setting for another cue. The precise 
relationship will depend on the relative weights given to the 
two cues. The accuracy of the monocular cue may also be 
slightly different because of the use of a different kind of test 
surface.  
 
 
Task and instructions  
 
The reference surface on the left and the adjustable test 
surface on the right were visible simultaneously. Observers 
were asked to set the slant and structure of the test surface to 
match the reference surface as closely as possible. In terms of 
matching the slants, we specified that the angle with respect 
to the frontal plane had to be matched. For the “same”, “few 
points” and “lines” conditions this meant that the two surfaces 
were to lie in the same plane. For the ”other distance” 
condition the two surfaces were to lie in parallel planes. For 
the “other direction” condition the angles were to be matched, 
but they had no special relationship other than that they had 
the same angle with respect to the frontal plane. In terms of 
surface structure the task in the “same”, “few points”, “other 
distance” and “other direction” conditions was self-evident: the 
two surfaces had to look alike (though viewed from different 
angles). In the “lines” condition the task was (intentionally) 
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ambiguous because the purpose of that condition was to make 
it difficult to match the surface structure. Subjects were 
instructed to match the surfaces as well as they could. In all 
cases we made sure that the subjects understood the task 
before they started to match the surfaces. 
 
 
Procedure 
 
At the start of each trial each cue indicated a random slant of 
the test surface. The observers could adjust the test surface’s 
slant independently for each cue by moving the mouse. 
Moving the mouse left to right changed the slant as indicated 
by binocular disparity; moving the mouse forwards and 
backward controlled the slant indicated by monocular cues. 
Both cues could be set to indicate a slant between 20°and 80°. 
The binocular cue’s range was assigned to a 20 cm stretch of 
table, so the stereo indicated slant changed by 3°/cm. The 
monocular slant cue’s range was assigned to a 15 cm stretch of 
table, which resulted in a 4° slant change per cm of mouse 
movement. As soon as observers were content with the match, 
they clicked on the mouse button to start the next trial. 
Observers could not manipulate the surface structure directly, 
but of course a setting with a conflict between the slant cues is 
equivalent to a simulation of a surface with a different 
structure (shape and surface texture).  
We did not provide the observers with feedback about their 
performance. Each of the five conditions was presented 40 
times for each of the three different reference slants. The total 
of 600 trials were presented in several blocks containing all 
three slants of one or several conditions. 
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Data analysis 
 
Data was initially collected as pairs of settings (in degrees of 
slant). Pairs of settings were excluded from further analysis if 
either of the two differed by more than two standard 
deviations from the mean for the slant set for that cue in that 
condition. This resulted in exclusion of about 6 percent of the 
3000 pairs. For each condition and reference slant, we plotted 
the settings with the monocular and binocular cues on 
orthogonal axes, and fit a confidence ellipse to the resulting 
distribution using a principal components analysis (Figure 
1.2). The ellipse’s elongation (the ratio of the lengths of the 
major and minor axes) and its orientation were used to 
evaluate the relationship between the cues.  
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Figure 1.2: Example showing one observer’s settings for a reference angle 
of 45° (dashed lines) in the “other direction” condition. The orientation 
and elongation (ratio of the lengths of the major axis and minor axis) of 
an ellipse-fit to the data were used to characterize the variability. The 
systematic errors (the distance between the centre of the ellipse and the 
dashed lines) were not analyzed. The length of each axis is 4 times the 
standard deviation in that direction. 
 
 
Predictions 
 
Assuming that there is no unnecessary loss of information, we 
can make several qualitative predictions for comparisons 
between the variability of settings in the “same” (baseline) 
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condition and in the other four conditions.  
For the main “same” condition, an optimal use of the two 
kinds of cues for both tasks predicts that the resolution for 
setting each of the individual cues fully determines the 
variability, because no information is left unused. Any 
discrepancy between the cues that is averaged away in an 
optimal judgment of slant is used to judge the surface 
structure (Hogervorst and Brenner 2004). If performance only 
depends on the resolution of the individual cues, we expect the 
orientation of the ellipse to be either 0° or 90°, depending on 
which cue has the lowest resolution. The magnitude of the 
elongation indicates the extent to which one of the cues is 
more reliable than the other. If no information is lost then 
there is no reason to expect any correlation between the cues 
(diagonally oriented ellipses), even if surface structure is 
processed completely independently of slant, but from the 
same input (note that in terms of error propagation, 
completely independent processing of slant and surface 
structure from similar rather than the same input is not 
completely equivalent to noticing the conflict between the 
slant cues; see Hogervorst and Brenner (2004). 
 
In the two conditions in which one of the cues was made less 
reliable (“few points”; “other distance”), we expect the variance 
to increase in the direction of that cue, without a change in the 
variance of the other cue. The elongation of the confidence 
ellipses will change, but the orientations should still coincide 
with the axes of the separate cues (i.e. orientations of 0° and 
90°). 
 
In the two more interesting conditions, we make the following 
predictions. When the surfaces’ structures could not really be 
matched because the equivalent properties for the two surfaces 
are not well defined (“lines” condition), we expect observers to 
mainly match the slant. They may also try to avoid cue 
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conflicts, but since this was not explicitly part of the task, we 
expect there to be more variability in matching the surface 
structure. We therefore expect to always see a negative 
correlation between the settings for the two cues and a higher 
variance for each of the cues than in the “same” condition, 
because setting a slightly larger slant in one cue can be 
compensated for by setting a slightly smaller slant in the 
other cue. Since judgments of slant are based on a weighted 
average, the precise orientation of the ellipse will vary 
between observers and reference angles.  
 
When the slants are more difficult to match, because the 
directions in which the surfaces are tilted differ (“other 
direction” condition), we expect observers to have more 
variability in setting the slant, without being more variable in 
matching the structure of the two surfaces. Consequently, the 
two cues should be set as consistently as in the “same” 
condition, but they will vary together as the estimated slant 
varies. This co-variation will give rise to an elongation of the 
confidence ellipses with an orientation of about 45° (as shown 
in Figure 1.2).  
 
 
Results 
 
Figure 1.3 shows a summary of all the data for the “same” 
condition. The bar charts show average standard deviations of 
the settings for each cue and reference slant. In the polar plots 
each line connecting two points describes the orientation and 
elongation of the confidence ellipse for one subject and 
reference slant.  
For the 30° reference slant observers were on average slightly 
less precise in their settings (larger standard deviations) for 
the monocular cue, leading to orientations of the 
corresponding ellipses near 90° (red bars and lines). For the 
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larger reference slants the precision was similar for both cues. 
The elongations of the ellipses were quite modest (note that 
the elongations are displayed on a logarithmic scale). There is 
no indication of a systematic correlation between the settings 
for the two cues (no systematic elongation in a direction other 
than along the axes in the polar plots; significant correlations 
are indicated by large discs at the ends of the lines).  
 
 
 
Figure 1.3. Results for the “same” condition. Bar chart shows standard 
deviations of settings for each cue and reference slant, averaged across all 
observers (with standard deviations across observers). Each line in the 
polar plot shows the orientation and log(elongation) of the confidence 
ellipse for one subject and reference slant. An orientation of zero (or 180°) 
means that the ellipse’s major axis is oriented along the axis of the 
binocular cue (see Figure 1.2). An orientation of 90° (or 270°) means that 
the elongation of the ellipse’s major axis is along the axis of the monocular 
cue. Large discs at the end of the lines indicate that the correlation is 
significant. 
 
In the “few points” condition we simply expected less precise 
settings for the monocular cues than in the “same” condition. 
The bar charts in Figure 1.4 show that this is indeed the case. 
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The standard deviations for the binocular cue were similar to 
those in the “same” condition. As a consequence, the 
orientations in the polar plots are more clearly grouped 
around 90°, and the elongations are considerably larger in this 
direction (up to almost 10 times larger variability). 
 
 
 
Figure 1.4. Results for the “few points” condition. Open bars show the 
values for the “same” condition for comparison (with asterisks indicating 
where the value is significantly larger than in the same condition). Other 
details as in Figure 1.3. 
 
In the “other distance” condition we simply expected less 
precise settings for the binocular cue than in the “same” 
condition. The bar charts in Figure 1.5 show that the standard 
deviations of the settings for the binocular cue are larger 
(although not significantly so) in the “other distance” 
condition than in the “same” condition. There is no systematic 
difference for the monocular cues. In the polar plots for the 
“other distance” condition we see more lines oriented towards 
0° than in the “same” condition, in accordance with observers 
having a larger variability in their binocular cue settings. This 
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is especially evident for the largest reference slant, for which 
the monocular cue is the most precise; green lines. 
 
 
 
Figure 1.5. Results for the “other distance” condition. For details see 
legends of Figures 1.3 and 1.4. 
 
In the “lines” condition we predicted that the variability in the 
settings would be larger than in the “same” condition for both 
cues. We expected a negative correlation between the cues 
and therefore ellipse orientations between 90 and 180°. The 
standard deviations were larger than those in the “same” 
condition for both cues (Figure 1.6), although not always 
significantly so, and the orientations of the ellipses were 
almost all between 90° and 180°. The precise orientations 
differed considerably between the observers (and reference 
angles), probably at least partly because of variability in the 
weights assigned to the two cues.  
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Figure 1.6. Results for the “lines” condition. For details see legends of 
Figures 1.3 and 1.4. 
 
In the “other direction” condition we also expected more 
variability in setting both cues with a positive correlation 
between the settings for the two cues. Figure 1.7 shows that 
the variability was indeed larger for both cues, and that at 
least part of the increased variability arises from correlated 
variability in both cues (orientations between 0° and 90°, also 
see example in Figure 1.2). The ellipses’ major axes were more 
closely clustered than in Figure 1.6, in accordance with the 
relationship between the cues not depending on any weights 
in this case. 
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Figure 1.7. Results for the “other direction” condition. For details see 
legends of Figures 1.3 and 1.4. 
 
Discussion 
 
In the “same” condition there was no consistent correlation 
between the settings for the two cues and therefore no 
evidence for an unnecessary loss of information. This was an 
easy task with standard deviations of only 2°. In this condition 
we were confident that there was no added uncertainty 
through factors such as memory, or differences in distance or 
dimensions between the surfaces. In four other conditions we 
examined whether the pattern that arises from adding 
uncertainty in various ways gives rise to the errors that one 
would expect under the assumption that no information is 
unnecessarily lost.  
 
The “few points” and “other distance” conditions were 
designed to each make one slant cue less reliable. In these two 
conditions, the resolution of setting the more reliable cue was 
retained when the other cue was set less reliably. In the other 
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two conditions the stimuli were manipulated in such a way as 
to introduce uncertainty in the comparison of the slants 
(“other direction”) or of the surface structure (“lines”). We 
argued that this would result in a correlation between the 
settings. The results show that this did indeed happen.  
 
It is tempting to interpret the negative correlation in the 
“lines” condition (orientations between 90° and 180°; Figure 
1.6) as a loss of information. An incorrect setting in one cue is 
compensated for by adjusting the setting of another cue, 
suggesting that information about the cue of origin is lost. 
However we only found this negative correlation in the 
condition in which it was impossible to match the surface 
structure. In that case our observers could set a combination 
of conflicting slants for the two cues that resulted in the 
perceived slant of the test surface matching the reference, 
while the structure of the test surface looked different than we 
had intended. Since the observers could not know that the 
surface looked different than we intended, because we 
provided no reference for the surface structure, they were 
unable to use the perceived structure that arises from the cue 
conflict to improve their settings for the individual cues. Thus 
the lines condition demonstrates weighted averaging for slant 
judgments, but not a concomitant loss of information. 
Although all information is used, observers do lose knowledge 
about the information provided by each cue for each attribute. 
This makes sense in terms of optimal cue combination, 
because if you have the best estimate for each attribute, why 
retain the (less reliable) elements. 
 
The polar plot in Figure 1.6 shows quite a variable ellipse 
orientation. Such variability is to be expected, because the 
slope associated with the negative correlation between the 
cues depends on the weights given to the two cues, which can 
differ between observers and should differ between reference 
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slants. That the variability in the ellipse orientations between 
various observers and slants is due to variability in the 
weights is evident from a comparison with the settings for the 
“other direction” condition (Figure 1.7). In that case we are 
not dealing with a weighted average (each cue provides 
essential rather than equivalent information), so we expect 
much more consistent ellipse orientations across observers 
and reference slants. And indeed, the orientations are much 
more consistent across observers and slants for the “other 
direction” condition than for the “lines” condition. The 
orientation of the ellipse is determined by the relative 
magnitudes of the standard deviations in the two cues and by 
the correlation between the cues. If the deviation from the 
mean had always been the same for both cues, then the ellipse 
orientations would have been centered on 45°. In fact we find 
slightly lower angles, indicating that the variability in the 
binocular cue is larger than that in the monocular cues (in 
contrast to what we found for the “same” condition).  
 
One might argue that observers in our experiment performed 
the task by matching other aspects of the scene than the slant. 
For example, they could match the relative depths (binocular 
cue) and heights in the visual field (monocular cue) of the 
lower edges of the circles. This seems unlikely because our 
manipulations had the effects that we would expect on the 
basis of judgments of slant and surface properties (which was 
also what observers were instructed to match). We 
intentionally did not take precautions to ensure that observers 
could not compare other aspects of the stimuli because of the 
risk that doing so would introduce new sources of errors (as 
explained earlier). 
 
A large number of studies have found that the visual system 
weighs cues according to their reliabilities. Most studies found 
that the visual system does so in a statistically optimal 
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fashion (Young et al. 1993; Landy et al. 1995; Backus et al. 
1999; Landy and Kojima 2001; Knill 2003; Knill and Saunders 
2003; Hogervorst and Brenner 2004). One study found 
weighting according to reliability, but with weights that are 
not statistically optimal (Rosas et al. 2005). Other studies 
(Poom and Borjesson 1999; Ernst et al. 2000; Atkins et al. 
2001; Atkins et al. 2003) showed that the weights for slant 
perception can be subject to adaptation and can become 
context-sensitive. In a number of studies, the statistically 
optimal combination seemed to entail a loss of information 
(Hillis et al. 2002; Hillis et al. 2004). Our results could appear 
to imply that there is never an unnecessary loss of information 
after the first stages of visual processing, but remember that 
we carefully designed the experiment to minimize further loss. 
Thus we intentionally chose a baseline task that does not 
involve memory or generalization across different kinds of 
simulated surfaces, distances or orientations. We show that if 
no additional sources of noise are introduced, the loss of 
information can be fully explained by the single-cue 
resolutions. This may sound trivial, but it shows that cue 
combination itself does not automatically lead to a loss of 
information. 
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Chapter 2 :: Testing a counter-intuitive prediction of 
Optimal Cue Combination. 
 
Published: Vision Research. 2009 Jan;49(1):134-9.  
Epub 2008 Nov 22. 
 
 
Abstract 
 
Weighted averaging is said to be optimal when the weights 
assigned to the cues minimize the variance of the final 
estimate. Since the variance of this optimal percept only 
depends on the variances of the individual cues, irrespective of 
their values, judgments about a cue conflict stimulus should 
have the same variance as ones about a cue consistent 
stimulus. We tested this counter-intuitive prediction with a 
slant matching experiment using monocular and binocular 
slant cues. We found that the slant was indeed matched with 
about the same variance when the cues indicated slants that 
differed by 15 degrees as when they indicated the same slant. 
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Introduction 
 
When several sources of information (cues) about a certain 
aspect of a scene are present, the human visual system makes 
separate estimates of that aspect, based on the individual cues, 
and harmonizes the different estimates through weighted 
averaging (Young et al. 1993; Landy et al. 1995). This 
harmonizing takes care of the slight differences between the 
estimates that arise from processing noise. If a monocular cue 
and a binocular cue both provide information about the slant 
of a surface, estimating its value to be m and b respectively, 
and are assigned weights w and (1-w) respectively, then 
according to the weighted averaging model the perceived 
slant (S) can be represented by: 
 
S = wm + (1! w)b  (1) 
 
If the errors in m and b are independent, as they are likely to 
be for slant specified by perspective and binocular disparity, 
the variance of S can be given by: 
 
!
S
2
= w
2
!
m
2
+ (1" w)
2
!
b
2  (2) 
 
Where !
m
2  is the variance in the monocular cue and !
b
2  is the 
variance in the binocular cue. Weighted averaging is 
considered to be optimal when the variance of S (!
S
2  in eq. 2) 
is minimal. To find the minimal variance of S one determines 
the value of w for which the derivative of eq. 2 with respect to 
w is zero. This gives a value for w expressed as a function of 
the individual cue variances: 
 
w =
!
b
2
!
m
2
+!
b
2
   (3) 
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By substituting w from (3) into (2) we find the lowest possible 
variance of S expressed in terms of the individual cue 
variances (see Ernst and Bulthoff 2004; Hillis et al. 2004). 
 
! S _ optimal
2
=
!m
2
! b
2
!m
2
+! b
2
   (4) 
 
The counter-intuitive aspect of eq. 4 is that ! S _ optimal
2  is 
independent of the slant estimates m and b, so that the 
precision of the combined percept will be the same for 
percepts based on consistent cues (m = b)  as for percepts 
based on conflicting cues (m ! b) . Of course, eq. 2 and its 
consequences are only valid if the variability is all in the 
individual cues. If the variability mainly arises after the cues 
are combined, the precision of that later stage may (or may 
not) be influenced by the visible consequences of the conflict 
(Muller et al. 2007). However, it has previously been shown 
that the variability under similar conditions mainly depends 
on the variability in the single cues (Knill and Saunders 2003; 
Muller et al. 2007). Similarly, if there is any variability in the 
weights (Brenner et al. 2007), we can expect a larger 
variability in the cue conflict conditions. The reason for this is 
that the variability in the perceived slant as a consequence of 
variability in the weights is proportional to the difference 
between the slant judged from the separate cues. If the judged 
slant is the same for both cues then variability in the weights 
makes no difference. Intuitively, one would therefore expect 
the precision to be higher if there is a close agreement 
between the cues.  
In order to use eq. 4 we need to have estimates of the 
reliability of the individual cues (!
m
2 & !
b
2 ). It is difficult to 
find conditions that are equivalent for isolated cues and 
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combined cues, because re-moving one cue usually requires 
manipulations that could also influence the precision of the 
other cue (Muller et al. 2007). We therefore use a method that 
does not depend on finding such conditions. In order to 
compare equivalent cue conflict and cue consistent stimuli, we 
chose stimuli in which both the monocular and the binocular 
cue indicated a slant of either 50 degrees or 65 degrees (top 
tilted backwards). There are four possible combinations of 
these angles, two of which consist of a consistent cue pair: 
(50,50), (65,65), and two of which consist of a conflicting cue 
pair: (50,65) and (65,50). We can rewrite eq. 4 as: 
 
1
! S _ optimal
2
=
1
!m
2
+
1
! b
2
  (5) 
 
So for the four above-mentioned combinations of slants, and 
assuming optimal cue combination, we can write: 
 
1
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1
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2
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1
!
b50
2
  (6a) 
1
!
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2
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1
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2
+
1
!
b65
2
  (6b) 
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1
!
65,50
2
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1
!
m65
2
+
1
!
b50
2
  (6d) 
 
The variances in the left terms of the equations are variances 
that we will measure. The variances in the right terms are 
those of the two underlying cues. The sum of the right parts 
of the two equations for the cue consistent stimuli (6a & 6b) is 
equal to the sum of the right parts of the two equations for 
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the cue conflict stimuli (6c & 6d). Therefore, the sum of the 
left parts must also be equal: 
 
1
!
50,50
2
+
1
!
65,65
2
=
1
!
50,65
2
+
1
!
65,50
2
  (7) 
 
This can be rewritten in the form of eq. 4, which is easier to 
understand in terms of variances.  
!
50,65
2
!
65,50
2
!
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2
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2
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2
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This is the formalization of the counter-intuitive prediction 
that we will test. We will refer to the left hand term of eq. 8 as 
the combined variance of the conflict trials and to the right 
hand term of eq. 8 as the combined variance of the consistent 
trials. Intuitively, one would expect the combined variance for 
matching conflict stimuli to be larger than that for matching 
consistent stimuli, as formalized in eq. 9. 
 
!
50,65
2
!
65,50
2
!
50,65
2
+!
65,50
2
>
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2
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2
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2
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2
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The aim of the present study is to test whether the intuitive 
prediction (eq. 9) is valid, in which case we can reject the 
counter-intuitive prediction (eq. 8). To do so, we had 
observers match the slant of a probe surface to the slant of a 
reference surface, and analyzed the variance in the slant 
settings.  
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Methods 
 
Setup 
 
Our setup consisted of an Apple G5 computer that generated 
the images and processed the responses, a 57 cm (diagonal) 
Sony Trinitron monitor (resolution 1096 x 686 pixels), and 
Crystal Eyes stereo shutter spectacles. The images were 
generated at a refresh rate of 160 Hz (80 Hz per eye), using 
only the red gun because the spectacles work best for red 
images. Observers sat 1 meter from the screen, so that the 
screen was approximately 27˚x17˚. 
 
 
Stimuli 
 
There were two 8 cm diameter slanted virtual surfaces, that 
were only visible because four asynchronously refreshing 
limited lifetime (100 ms) discs were projected onto them. The 
slant of one of the surfaces (reference) was determined by the 
computer. The slant of the other surface (probe) could be 
manipulated by the observer by moving the mouse. The 
simulated discs had a diameter of 1.2 cm. The centres of the 
surfaces were separated from each other by 12 cm. Figure 2.1 
shows a stereogram of a single frame of the stimulus in a 
situation where the reference and the probe look identical. 
The surfaces’ slants were specified by monocular cues (the 
elliptical shape of the discs and their distribution over the 
surfaces) and by binocular disparity.  
The short lifetime of the discs prevented observers from 
following changes in individual discs’ positions or shapes 
while they manipulated the probe surface’s slant, which may 
have otherwise provided additional information about slant. In 
order to independently control the slant that was indicated by 
each of the two cues, we determined the position and shape 
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of the images as seen from a point between the eyes (for the 
monocular slant) and rendered images that would give the 
same shape from that viewpoint but with disparities that are 
in accordance with the binocular slant (Hillis et al. 2004). Our 
conflict stimuli had quite a large slant conflict (15˚), but not so 
large that observers would switch between two percepts (van 
Ee et al. 2002). For the probe surface, the two cues were 
always consistent. For the reference surface, the cues could 
either be consistent or in conflict.  
 
 
 
Figure 2.1. Stereogram of one stimulus frame.  
The two images on the right are the left eye images of the reference and 
probe surfaces. The images on the left are the right eye images of the 
reference and probe surfaces. In the actual stimulus, only 4 discs were 
visible at a given time on each surface. The extra 3 discs on each surface, 
shown in varying luminance, illustrate the fact that due to the discs’ limited 
life, the subjective percept was of there being about 7 discs at a given time. 
The dotted lines indicate the boundaries within which the discs appeared; 
the solid lines help cross fusing this image, none of the lines were present in 
the actual display. 
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Task 
 
On each trial observers were presented with the two slanted 
surfaces at the same time, and were asked to match the slant of 
the (cue-consistent) probe surface on the right to the slant of 
the reference surface on the left. They modified the probe 
surface’s slant by moving the computer mouse. They indicated 
that they were satisfied with their setting by clicking the 
computer mouse, which also started the next trial. On each 
trial we recorded the slant that observers set as well as the 
time they took to make that setting.  
 
 
Observers and Conditions 
 
Twelve observers (two authors; ten naive) took part in a 
single experimental session. All observers had normal stereo 
acuity. The study was approved by the ethics committee of the 
Faculty of Human Movement Sciences. 
We presented six different reference surface conditions (see 
Figure 2.2), the four conditions de-scribed in the introduction 
(50,50; 65,65; 50,65; 65,50) and two intermediate cue 
consistent conditions (55,55; 60,60). The purpose of the latter 
two will be explained in the analysis section.  
In each session the six different conditions were repeated 40 
times, in random order, giving a total of 240 trials. The 
session was preceded by 5 practice trials that were not 
recorded.  
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Figure 2.2. Graphical representation of the reference slants in the six 
conditions. Solid lines indicate the monocular slant and dashed lines 
indicate the binocular slant.  
 
 
Analysis 
 
We analyzed the variance in the set slants in each of the six 
conditions for each observer. In order to remove trials in 
which observers pressed the button accidentally, we defined 
an outlier as a setting that exceeded the observers average 
slant for that condition by more than 3 standard deviations (as 
calculated without that setting). This resulted in us excluding 
3 percent of the data from further analysis. The measured 
variances in the cue conflict and cue consistent conditions 
cannot be compared directly, because the reliability of each 
cue depends on its slant, and these dependencies differ for the 
two cues (Banks et al. 2001; Knill 1998). We therefore 
evaluate the relationship shown in equation 8. 
In order to obtain the variances that are used in equation 8 we 
have to consider that in our experiment the measured 
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variance of the set slants is the sum of both the variance in 
perceiving the reference surface slant and the variance in 
perceiving the probe surface slant. As equations 8 & 9 only 
deal with the variance in perceiving the reference slant, we 
had to separate these two variances. We did so by first 
estimating the contribution of perceiving the cue consistent 
probe surface. We then subtracted this estimate from the total 
variance to obtain an estimate of the variance in perceiving the 
reference surface. Figure 2.3 illustrates the steps that we 
followed to do so (as described below). 
In the cases in which both the reference surface and the probe 
surface were cue consistent stimuli, we assume that the 
variance in perceived slant is equal for both the reference 
surface and the probe surface. So, for the cue consistent 
conditions, halving the measured variances (filled circles in 
Figure 2.3) gives us the variance we are interested in; the 
variance in perceiving the reference surface slant (open circles 
in Figure 2.3).  
For the trials with cue conflicts the variances cannot be 
assumed to be the same for both surfaces. We therefore first 
estimated the contribution of perceiving the (cue consistent) 
probe surface slant, and then to subtracted that from the total 
to be left with only the contribution of the reference slant. 
The two additional cue consistent stimuli mentioned earlier, 
with cue consistent reference slants of 55 and 60 degrees, were 
included to help us do this. We assume that the relationship 
between the variance and the slant is linear within the slant 
range of our experiment; between 50˚ and 65˚. This allows us 
to fit a line to the four (halved) variances (open circles in 
Figure 2.3) and used this to interpolate the variance in 
perceiving the probe surface slant for the set slants in the cue 
conflict trials (stars in Figure 2.3). These variances were 
subtracted from the measured cue conflict variances (filled 
diamonds in Figure 2.3) to obtain our estimate of the variance 
in perceiving the reference surface slant on conflict trials 
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(open diamonds in Figure 2.3). Note that if the matching itself 
introduces variability, such variability is attributed equally to 
the two surfaces in the cue consistent condition. Any increase 
in such variability when the reference surface contains a cue 
conflict will be attributed to perceiving the reference surface 
by our calculation. 
 
  
 
Figure 2.3. Illustration of how we estimated the variances in perceiving 
the slants of the six reference surfaces (open symbols) from the variances in 
the settings (filled symbols). Data for one observer. For trials with 
consistent cues, each reference variance (open circle) is simply half the 
measured variance (corresponding filled circle). For trials with conflicting 
cues (diamonds) we interpolated values at the set slant from a linear fit to 
the open circles (stars). We subtracted these values from the variances 
measured in the cue conflict trials (filled diamonds) to obtain estimates of 
the variance in perceiving the reference surface slant (open diamonds). The 
grey and black diamond represent the conflict conditions in which the 
binocular and monocular cue indicate a 50˚ slant, respectively. Their 
positions show that this observer gave most weight to the binocular cue. 
 
Following these steps we obtained an estimate of the variance 
in perceiving the reference surface slant for each condition 
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and observer. The estimated variances were used to calculate 
the combined variances as shown in equation 8. We report the 
average values that we found for the two terms of equation 8, 
and use a paired t-test to evaluate whether there is a 
consistent difference between the terms across observers.  
 
Observers might trade response precision for response speed. 
We therefore also determined the median time that each 
observer took to match the reference slant for cue consistent 
and cue conflict trials. We used a paired t-test to compare the 
median response times for the two kinds of trials across 
observers. 
 
Finally, to ascertain that we could expect to see a change in 
the combined variance if observers stopped combining the 
cues when they were in conflict, we calculated what the 
combined variance of each observer would have been if they 
had used only the most reliable cue, rather than a 
combination. This step relies on the assumption that 
observers were combining optimally when the cues were not 
in conflict.  
 
 
Results 
 
The average variance per observer was about 10 deg2, which 
is within the range found in other studies (e.g. Hillis et al. 
2004; Muller et al. 2007). One observer’s data was excluded 
because her variances were about three times as high as the 
values for the other 11 observers. The histograms in Figure 
2.4 show the distributions of the settings in the two cue 
conflict conditions for the remaining 11 observers. Each 
distribution has a single peak between the values indicated by 
the two conflicting cues, which is consistent with observers 
relying on a weighted average on each trial. Since our 
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reasoning is based on the variances in the settings all being 
due to random variability, we examined the distribution of the 
values in more detail.  
 
  
 
Figure 2.4. Distribution of slant settings in the two cue conflict conditions 
for 11 observers (1˚ bins). 
 
We used an Anderson-Darling test (Anderson 1952) to 
examine whether any of the distributions clearly deviated 
from a normal distribution when expressed in the units in 
which the averaging could occur (eq. 2; we assume averaging 
in slant), and found that 5 of the 66 distributions (involving 3 
of the 11 observers) deviated significantly from a normal 
distribution (at a 5% level). On the basis of chance, we would 
only expect 3 distributions that deviate from normality if the 
underlying distributions are normal (given the 5% level of the 
test). The difference is no cause for concern, but since one 
observers’ data failed the test of normality for 3 of his 6 
conditions, that observer’s data was also removed. We report 
data for the remaining 10 observers in the rest of this paper.  
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Figure 2.5. Combined variances in the cue consistent (white bars) and cue 
conflict (dark grey bars) conditions, as well as the predicted combined 
variances (light grey, dashed bars) in the cue conflict conditions if observers 
had only used their best cue. Averages across the ten observers, with the 
between observer standard errors. 
 
Figure 2.5 shows the averaged combined variances in the cue 
consistent and cue conflict conditions for the 10 observers. 
The combined variances are the values we obtain for the right 
and left terms of equation 8. A paired t-test showed no 
significant difference between these two values (p = 0.95). 
Therefore, we cannot reject the counter-intuitive prediction 
formulated in equation 8, that the bars are equal in height. We 
determined the weight that observers assigned to each cue in 
the cue conflict conditions and used these to determine 
expected percentage increases in variability if only the best 
cue had been used. The observers’ combined variance for the 
two cue consistent conditions was then multiplied by this 
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percentage to obtain the expected combined variance if 
observers switched to using only the best cue when the cues 
are in conflict. The predicted combined variance for the best-
cue-scenario is clearly larger. 
 
 
 
Figure 2.6. Median response times, averaged across observers, for the cue 
consistent conditions (white bar) and the cue conflict conditions (grey bar) 
with the between observers standard errors.  
 
Observers all took longer to respond on cue conflict trials 
than on cue consistent trials, which indicates that they were 
influenced by the conflict. This difference is in line with the 
intuition that matching the surfaces in cue-conflict trials is 
more difficult than doing so in cue consistent trials. A paired 
t-test showed that the average time to respond was 
significantly higher in the cue conflict conditions (Figure 2.6; 
p < 0.001).  
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Discussion 
 
The intuitive prediction that the variances in matching cue 
conflict trials would be systematically higher (eq. 9) is not 
supported by our data. The data in figure 2.5 clearly show that 
there is no systematic difference between the variances for the 
two kinds of trials. We therefore cannot reject the counter-
intuitive prediction that the variances in perceiving the 
reference surface slant in cue conflict trials and cue consistent 
trials are equal (eq. 8). It is clear that if observers had 
switched to only  using their best cue, the combined variance 
would have been higher in the cue conflict conditions. A 
similar increase in combined variance as predicted for 
switching to the best cue only would be found for a standard 
deviation of 6% in the cue weights.  
 
Observers consistently took longer to match cue conflict 
trials. This justifies our choice of reference slants for the 
stimuli, because it means that observers must have noticed the 
conflict in some way. However, this difference in response 
time could be a confounding factor.  
 
Observers probably took longer to answer because the two 
surfaces never looked exactly the same in the cue conflict 
trials (Muller et al. 2007) so that they were satisfied less 
quickly. Taking more time could, however, in itself help 
observers to make more precise settings. If this is the case, 
then the failure to find the intuitive relationship between the 
cues (eq. 9) may just be the result of observers making their 
decision when they reach a certain level of precision.  
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Control experiment 
 
We conducted a control experiment in which observers could 
not vary the time they took to make their decisions, so they 
could not take longer to make their settings to compensate for 
a lower instantaneous precision. 
The control experiment was essentially the same as the main 
experiment, but the time that observers could look at the 
surfaces for making the slant judgments was limited. This way 
observers could not decrease their variance for the conflict 
trials by taking more time. 
 
 
Methods 
 
We used the same setup and stimuli as in the main 
experiment. The reported data is for the same 10 observers for 
whom we reported the data in the main experiment (Figure 
2.5). The stimuli in this control experiment were also identical 
to those in the main experiment, but we used a 2-alternative 
forced choice paradigm. On each trial observers were 
presented with two slanted surfaces, shown side by side for 1.5 
seconds. Observers were asked to judge whether the slant of 
the probe surface was larger or smaller than that of the 
reference surface. Pilot sessions with two observers and 
various stimulus durations showed that 1.5 seconds was short 
enough to lead to more variable settings in all conditions. 
This was important because finding more variable responses 
in both conditions is  an indication that viewing time limits 
performance in both conditions, and thus that the full 
presentation time is used. The slant of the probe surface was 
varied according to a staircase procedure. The same six 
reference surfaces that we used in the main experiment were 
used as the reference for six staircases that were all 
interleaved during one session. The initial slant of the probe 
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surface was 57.5 degrees for all staircases. If an observer 
judged the probe surface to be more slanted than the reference 
surface, the probe surface was 2˚ less slanted on the next trial 
for that condition. If it was judged to be less slanted, it was 2˚ 
more slanted on the next trial for that condition. 
 
 
Analysis 
 
We determined the proportion of “more slanted” responses for 
every combination of slants of the reference surface. We fit a 
cumulative Gaussian distribution to these values for each 
condition (weighted by the square root of the corresponding 
number of presentations) to estimate the variance in the 
settings. From these variances we again calculated the 
combined variances of eqs 8 & 9 using the procedure outlined 
in Figure 2.3.  
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Results 
 
  
 
Figure 2.7. Results for the control experiment. The bars show the combined 
variances (averaged across 10 observers) in the cue consistent conditions 
(white bars) and cue conflict conditions (grey bars) with the between 
observer standard errors, as well as the predicted combined variances (light 
grey, dashed bars) in the cue conflict conditions if observers had only used 
their best cue. 
 
The results of the control experiment are shown in Figure 2.7. 
The combined variances are larger than in the main 
experiment in both conditions, confirming that the precision 
was influenced by limiting the time. As in the main 
experiment (Figure 2.5), the combined variances for the cue 
consistent conditions (white bar) and for the cue conflict 
conditions (grey bar) are not significantly different (p = 0.96). 
This supports the counterintuitive prediction made by optimal 
cue combination as formulated in equation 8.  
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Discussion 
 
The results of the control experiment suggest that the fact 
that observers took longer to make their settings on cue 
conflict trials than on cue consistent trials in the main 
experiment did not influence the precision of their settings. 
Observers probably did not take more time in the cue conflict 
trials than in the cue consistent trials to compensate for being 
less certain about the slant, but more likely postponed their 
decision because the match looked less satisfactory.  
 
 
General discussion 
 
In this study, observers were asked to match the slants of two 
virtual surfaces. In the trials with conflicting cues the cue 
consistent probe surface could never look completely identical 
to the reference surface, whereas in the cue consistent trials it 
could (Hogervorst and Brenner 2004; Muller et al. 2007). 
Therefore, having to match two surfaces makes the prediction 
based on optimal cue combination (that the variances for 
conflict trials and consistent trials will be equal), even more 
counter-intuitive than it is for judgments of a single surface. 
Nevertheless, observers were just as precise in matching the 
slants of the cue-conflict stimuli as they were in matching the 
slants of the cue-consistent stimuli. Moreover, observers were 
more precise than they would have been if they had switched 
to using only the most reliable cue in the cue conflict 
conditions, although this was not statistically significant 
(paired t-tests). 
 
Several studies have shown that cues are combined optimally 
when the stimuli do not contain noticeable conflicts (van Beers 
et al. 1999; Hillis et al. 2004). In our study, observers seem to 
have registered the conflicts, because they took longer to 
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match reference surfaces for which the cues were in conflict 
than ones for which they were not (Figure 2.6). If we assume 
that the cues in our study were combined optimally when not 
in conflict, our results imply that these cues are also combined 
optimally when they are noticeably in conflict.  
 
Deviations from optimality have been found when the cues do 
not clearly belong to the same object because the cues are not 
spatially congruent (Gepshtein et al. 2005). Cue combination 
can therefore be regarded as robust in the sense that the visual 
system does not combine cues at all cost (see Knill 2007b). 
Therefore, one might expected cues to no longer be combined 
optimally as soon as a conflict is registered. Our results show 
that this is not the case. At some point, the conflict will 
become too large for optimal cue combination (van Ee et al. 
2002). The conflicts used in our study were quite large (15˚, 
which is about ten times as large as the SD in the settings), 
and yet they apparently fall within the range for which cues 
are combined in a statistically optimal manner.  
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Chapter 3 :: Different Cue Weights At The Same Place 
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Abstract 
 
The visual system uses multiple cues to estimate properties of 
interest. Since the errors in the estimates from different cues 
for the same property are generally different, a weighted 
average of the cues provides a better overall estimate. The 
most precise estimate is found when each cue’s weight is 
proportional to its reliability. We here show that the weights 
given to cues for surface slant can differ between two 
transparent surfaces that are at the same location at the same 
time. Thus the weights must be assigned separately for each 
structure, rather than for each location. 
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Introduction 
 
 
The visual system uses multiple complementary sources of 
information (cues) to estimate properties of interest. Since the 
errors in the estimates from different cues for the same 
property will generally be different, a weighted average of the 
cues provides a better overall estimate. The most precise 
estimate is found when each cue’s weight is proportional to its 
reliability (Landy et al. 1995; van Beers et al. 1996; Backus 
and Banks 1999; Ernst and Bulthoff 2004; Hillis et al. 2004), 
but how is this reliability known? Is it based on experience or 
on the information in the image at that moment? Is it 
determined for regions of a scene or for separate items in the 
scene?  
 
What if we want to judge the slant of the surface of a textured 
rectangular table with a ring left on it by a glass of wine from 
which a bit had been spilt the previous evening? In the images 
reaching our eyes, the outline of the table’s surface, the shape 
of the ring, the texture gradient, and the gradient in binocular 
disparities all provide information about the table’s slant. 
When considering the whole table, the ring will contribute to 
the binocular disparity gradients, it may slightly disrupt the 
texture cue, and the shape of its image will provide 
independent information about the slant. However the cues 
should only be combined in this manner if one is certain that 
they represent the same slant. Recognizing the surface as 
belonging to a table may justify this, as may the absence of 
discontinuities in the texture and disparity gradients. 
However, this implies that if one were to independently judge 
the orientation of the ring one may end up with a different 
slant.  
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It is well established that the weights given to different cues 
can depend on the task (Glennerster et al. 1996; Koenderink et 
al. 1996; Tittle et al. 1998; Bradshaw et al. 2000) but it is not 
evident that judging the slants of the ring and the table are 
fundamentally different tasks. Neither is it clear whether cues’ 
weights can differ for different structures within confined 
regions of the visual field, because in order to do so the 
structures first have to be segregated. On the other hand, if 
the same slant cue weights are assigned for all structures 
within some region of space, then these weights cannot be 
optimized for both the ring and the surface texture.  
 
Here, we examine how binocular and monocular cues are 
combined for the perception of surface slant. The reliability of 
slant cues depends on many factors, such as the slant angle, 
the viewing distance and the structure of the image (Knill 
1998; Jacobs 2002; Muller et al. 2007). There is some evidence 
that information about the reliability under the prevailing 
conditions is learnt from experience (Jacobs and Fine 1999; 
Knill 2007a), although the reliability could also be estimated 
from the properties of the images at each moment (Deneve et 
al. 2001). In either case the reliability could be determined for 
a region in space or for an item within that space. In the 
present study we attempt to shed some light on the 
framework within which slant cue weights are attributed. 
 
 
Methods 
 
Rationale 
 
If an estimated slant is a weighted average of binocular and 
monocular cues, we can determine the weight given to each by 
asking observers to estimate the slant of a cue conflict surface 
in which monocular and binocular cues indicate different 
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slants (Young et al. 1993; Louw et al. 2007). To distinguish 
between assigning weights to cues within a certain region and 
assigning weights to cues within each item, we used two 
simulated transparent cue conflict surfaces that were at the 
same place. One surface was a sparsely dotted plane, which 
provides reliable information from binocular disparity. 
Monocular information about slant, for instance obtained from 
the texture gradient (assuming an isotropic texture), was not 
very reliable due to the low density and random distribution 
of the dots. The other surface was a ring, the slant of which 
could be judged reasonably reliably from the aspect ratio in 
each monocular image (assuming that the ring is a true circle). 
Thus if cue reliability is estimated independently for each 
surface, we expect monocular and binocular cues to be 
assigned `different weights for the two surfaces. If it is 
estimated for a part of the visual field, we expect cues to be 
assigned the same weights for the two surfaces, and the 
surfaces to be perceived as having the same slant when the 
slants specified by the cues are the same. 
 
 
Setup 
 
Our setup consisted of an Apple G5 computer that generated 
the images and registered the responses, a 57 cm (diagonal) 
Sony Trinitron monitor for presenting the images (resolution 
1096 x 686 pixels), and Crystal Eyes stereo shutter spectacles 
to present a different image to each eye. The images were 
generated at a refresh rate of 160 Hz (80 Hz per eye), using 
only the red gun because the spectacles work best for red 
images. Observers sat 1 meter from the screen, so that the 
screen was approximately 27˚x17˚. 
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Stimuli 
 
Each stimulus contained two surfaces (fig. 3.1). One surface 
was a disc defined by 25 randomly distributed red dots. Either 
all cues indicated that this disc of dots had a 45˚ slant 
(consistent), or else binocular disparity and the monocular 
cues were in conflict. When the cues were in conflict, either 
the binocular cue indicated that the slant was 37.5˚ and the 
monocular cues that it was 52.5˚ (conflict 1, as depicted in the 
side view), or vice versa (conflict 2). Each of the three 
conditions (consistent; conflict 1; conflict 2) was presented 30 
times, in a randomly interleaved order. The other surface was 
a ring that had the same 0˚, 15˚ or -15˚ conflict between the 
cues as the disc of dots (on every trial), but the observer could 
vary its slant. When the observer did so, the two cues changed 
in synchrony, so that the cue conflict (or lack thereof) did not 
change. 
 
The ring was approximately 3.5˚ wide. The disc of dots was 
approximately 7˚ wide. The information about slant was in the 
global image shape and in the gradients of texture density and 
binocular disparity. In order to judge either of these surfaces’ 
slants observers therefore had to take an extended region of 
the visual scene into account. 
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Figure 3.1; Observers viewed a 3D simulation of two transparent surfaces 
slanted around a common horizontal axis. Both the ring and the dots were 
red in the experiment, but the ring is depicted in black here for clarity. 
Open bars show the slant indicated by binocular disparity. Solid bars show 
the slant indicated by monocular cues. In this example, the slant indicated 
by the monocular cues was 15˚ larger than that indicated by binocular 
disparity.  
 
 
Procedure 
 
Nine observers participated in three sessions. In two sessions 
they performed a matching task and in the third a decision 
task. In the matching task observers set the slant of the ring 
to match that of the dotted plane by moving the computer 
mouse. Moving the mouse to the left decreased the slant, and 
moving it to the right increased the slant. Once satisfied with 
their match, observers clicked the mouse button to start the 
next trial. There was no time limit for making the settings. 
When setting the slant, the values for both the monocular and 
binocular cues for slant were adjusted, but the discrepancy 
between them was kept constant. In the matching task the 
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observers could see that the ring was not part of the disc of 
dots by the motion of the ring when they changed its slant. In 
the decision task, which was performed to determine whether 
the motion of the ring was critical for performing the task, the 
same observers were presented with a static display of the 
ring and the dotted plane for 1500 ms. The ring had one of 7 
possible slants (2˚ steps, centered on the veridical match, 30 
trials each). Observers pressed a key to indicate whether they 
perceived the ring to be more or less slanted than the dotted 
plane.  
 
In the session with the decision task and in one of the sessions 
with the matching task the conditions were as described 
above. The purpose of the second matching session was to 
estimate the weights attributed to the binocular and 
monocular cues for each of the two different surfaces. In this 
session there were four conditions. Within each condition, 
either the ring or the disc of dots was identical to that in one 
of the two conflict conditions of the initial matching session. 
The other was identical to that in the consistent condition. 
Thus on each trial there was one conflict and one non-conflict 
surface. 
 
 
Analysis 
 
The slants set in the matching task were averaged per 
observer and per condition. We tested whether the differences 
between the average settings for the two surfaces were 
consistent across observers using t-tests (for each condition). 
For the decision task settings, points of subjective equality 
were determined by fitting psychometric curves to the 
fraction of “more slanted” responses as a function of the slant 
of the ring (for each condition and each observer). To estimate 
the weights from the second matching session we compared 
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the value of the slant with consistent cues with the two values 
of the slants with inconsistent cues. By doing so we obtained 
an estimate of the weights for each cue conflict for each 
surface. With these weights we estimated the perceived slants 
of the ring and the disc of dots for the cue values set in the 
main experiment. 
 
 
Results 
 
In the consistent condition of the matching task, observers 
aligned the surfaces very accurately (t(8) = 0.60, p=0.56; see 
figure 2). In the cue conflict conditions they made systematic 
errors (t(8) = 4.15, p=0.003 & t(8) = -2.39, p=0.04). They 
could have matched the cues (both open and closed symbols) 
across the surfaces, but did not do so. The average error (i.e. 
the difference between the red squares and black circles) was 
2.4˚. The decision task data shows a very similar pattern (t(8) 
= 5.98, p < 0.001 & t(8) = -3.29, p = 0.01 for the conflict 
conditions; t(8) = 1.67, p = 0.13 for the consistent condition), 
except that the ring had to be slightly more slanted than the 
disc of dots to appear to be aligned with it: in figure 2 the 
closed black symbols are 0.9˚ higher for the decision task than 
for the matching task. This bias was present in both the 
conflict conditions and the consistent condition. 
 
The cue weights for each of the two surfaces were estimated 
from the average matches in the second matching session, in 
which the same observers matched cue consistent stimuli to 
cue conflict ones. The estimate of the weight given to the 
binocular cue was 71% for the ring and 88% for the disc of 
dots. These values were used to calculate hypothetical 
perceived orientations for the settings in the first two 
sessions. The hypothetical perceived orientations are 
represented by black and red crosses in figure 3.2. These 
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orientations were quite similar for the two (matched) surfaces; 
much more so than the values of the individual cues. The 
difference between the average binocular weights for the two 
kinds of surfaces was 18%. For this difference, and a 15˚ 
conflict, the individual cues can be expected to differ in slant 
by 2.7˚ for the orientations to look the same. As already 
mentioned, the average measured difference was 2.4˚, which is 
close to this prediction. Thus it would appear that observers 
matched the differently weighted averages rather than the 
individual cue values. 
 
 
 
 
 
Figure 3.2; Cue values for which the ring and the dotted plane appear to 
have the same slant. Observers’ average settings in the matching task are 
plotted on the left. Points of subjective equality from the decision task are 
plotted on the right. Horizontal lines indicate between-observer standard 
errors. The crosses mark estimated weighted averages for perceived slant 
based on a separate session in which cue consistent and cue conflict surfaces 
were matched. 
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Discussion. 
 
In the main sessions, the two surfaces had the same cue 
conflict. Observers could have made settings that aligned the 
values of all the cues; they could have set the circles and 
squares to the same value in figure 3.2. However, they did not. 
Observers matched a weighted average instead. This means 
that the weights given to cues for surface slant are assigned 
separately for each surface, and can differ between two 
different types of transparent surfaces although they are at the 
same location at the same time. Observers assign the weights 
in accordance with the cue precisions within each separate 
surface, and match the different weighted averages. A 
consequence of this is that if the two surfaces have exactly the 
same values for each of the cues, the weighted averages will 
differ, so observers will perceive them as having different 
slants. 
 
It is important to realize that we are not distinguishing 
between the weights given to the two cues, but between their 
weights for different structures (at the same place). Of course 
for this the structures have to be considered to potentially 
have different slants, so that the cues from the different 
structures are not averaged to get a better overall estimate of 
slant. This is not trivial, because different cues for the slant of 
a single surface will often depend to a different extent on 
different parts of the image. Thus one will often need to 
combine judgments across the surface. 
 
In the matching task it is evident from the motion of the ring 
that occurs when it is being adjusted that the two surfaces 
have independent slants. Since the results of the decision task 
are very similar, apart from a small bias that is present in all 
three conditions of the decision task, the motion of the ring in 
the matching task is apparently not critical for treating the 
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two surfaces differently. This follows already from the fact 
that observers could perform the task; if they would have 
considered the two surfaces to form a single surface with a 
single slant, they would not have been able to perform our 
experiment which obviously required observers to consider 
them as two separate surfaces.  
 
Apparently, at least when asked to treat two surfaces 
separately, cue weights are assigned separately for each 
surface, even if they are in the same spatial region. A possible 
explanation for this is that the reliability is judged together 
with the slant itself, on the basis of the same information. For 
instance, the reliability of the judged slant from the shape of 
the retinal image of the ring could be judged from the 
resolution of the judgments of the separation between the 
borders in different directions, which in turn could be judged 
from how precisely one can localize each border. The latter 
could be judged from the spread of activation across cells with 
slightly different spatial fields within the brain (Knill and 
Pouget 2004). Such estimates could be combined with biases 
from previous experience (Knill 2007a) in order to find the 
best estimate for each structure in the scene. This way of 
assigning cue weights is a good strategy when different cues 
provide reliable information for different structures on a 
single surface. In our study, such different structures were on 
separate surfaces, but presumably, if observers had been asked 
to judge the slant of a single dotted surface with a ring on it, 
they would also assign these weights to each cue within each 
structure and then combine the slants indicated by the two 
structures. Doing so would give the best overall estimate. The 
most striking thing, though, is that even when the surfaces are 
considered separately, we find no evidence at all for 
comparing the surfaces at the level of the individual cues. 
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Chapter 4 :: Maybe they are all circles: clues and cues. 
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Abstract 
 
When several cues provide information about the same 
property of a visual scene, a weighted average of the single-
cue estimates can provide a more reliable estimate than that of 
any individual cue. Some cues rely on assumptions about the 
scene, such as that shapes are isotropic. Assuming that an 
elliptical image arises from viewing a circle at an angle allows 
one to extract the circle’s angle from the aspect ratio in the 
image. This study investigates whether the weight given to 
image shape as a slant cue depends on the prevailing 
circumstances. Neither rotating an object to provide direct 
evidence that it is circular, nor surrounding an object with 
circles rather than ellipses increased the weight assigned to 
image shape relative to that assigned to binocular information. 
Thus the weight given to slant cues does not seem to rely on 
an elaborate analysis of the scene. 
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Introduction. 
 
Knowing a surface’s shape enables us to judge its three-
dimensional slant from the two-dimensional image on the 
retina. For instance, if we know that the surface is circular we 
can use the aspect ratio of the elliptical image to estimate the 
slant. Although judging the slant from the aspect ratio is only 
justified if one knows that the surface is circular, observers use 
the aspect ratio even if evidence that the surface is circular is 
lacking. They presumably do so because they implicitly 
consider that real surfaces are more likely to be circles than 
ellipses (Knill 2007a). Considering how likely it is to 
encounter various objects is probably essential for choosing 
between all the possible interpretations of a given retinal 
image (Chan et al. 2006), just as assuming that motion is slow 
and smooth has been shown to be essential when choosing 
between the possible interpretations of ambiguous two-
dimensional projections of rotating three-dimensional rotating 
objects (Rokers et al. 2006). 
 
When we look at the wheel of a bicycle in daily life, we usually 
see it at some angle. The image of the wheel on our retina is 
therefore usually deformed into an ellipse. Because we know 
that the wheel is really circular, we can use this deformation 
to judge its orientation. Without that knowledge we cannot, 
because the same elliptical image on the retina could arise 
from viewing a circle at a certain angle, or from viewing any 
of a wide range of ellipses from other specific angles. Actually, 
the retinal image of a slanted circle is not a perfect ellipse, but 
in this paper we will consider retinal projections of circles to 
be perfect ellipses, because the additional deformations are 
usually small enough to be ignored (0.02 minutes of arc at 
most in this study).  
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If one looks at a large collection of bicycles, such as those that 
can be found outside a Dutch university, one typically sees 
bicycle wheels from every possible angle. If one of the bicycles 
happened to have an elliptical wheel, we would probably 
interpret its shape as belonging to a bicycle with normal 
circular wheels that was hastily put away in an awkward 
manner so that we view the wheel from an unusual angle, 
rather than interpreting it to be elliptical. On the other hand, 
if we looked at a large collection of deformed bicycles in a 
painting by Salvador Dali, we would probably be less 
confident that the wheels were depictions of circular wheels. 
Many studies have shown that the context, both past and 
present, can affect the way we interpret a scene (McKee 1983; 
Mitchison and Westheimer 1984; Jacobs and Fine 1999; van 
Ee et al. 1999). 
 
The extent to which the visual system makes certain 
assumptions should obviously depend on how likely it is that 
the assumptions are correct (Mamassian and Landy 2001; 
Knill 2007a). Given that the learned assumptions that our 
visual system relies on to disambiguate a scene can be 
context-specific (Knill 2007), we can expect the contents of a 
scene to affect the visual system’s confidence in various 
assumptions. If it does, we should be able to instantaneously 
influence the confidence in the assumption that surfaces are 
likely to be circular by simply changing the viewing 
circumstances. A change in such confidence should in turn 
give rise to a change in the weight that is assigned to image 
shape in a weighted average of all available cues for estimating 
slant, because the perceived slant is considered to be a 
weighted average of several cues (Knill and Saunders 2003; 
Hillis et al. 2004; Muller et al. 2008). We tried to manipulate 
the confidence in the assumption of circularity in two ways: by 
rotating the surface so that the assumption that it is a rigid 
object would be violated if it were not a circle, and by 
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surrounding the surface by either circles or by clearly non-
circular ellipses.  
 
 
Methods  
 
Observers 
 
Ten participants took part in this study. Two of them were 
authors. The other eight were experienced psychophysics 
observers who were naive as to the purpose of the study. All 
had normal or corrected to normal vision, and had normal 
stereo acuity. Each observer took part in both a main session 
and an additional session that were performed on separate 
days. Each session was preceded by 5 practice trials that were 
not recorded. The study was approved by the ethics 
committee of the Faculty of Human Movement Sciences. 
 
 
Setup 
 
Our setup consisted of an Apple G5 computer that generated 
the images and processed the responses, a 57 cm (diagonal) 
Sony Trinitron monitor (resolution 1096 x 686 pixels) on 
which the images were displayed, and Crystal Eyes stereo 
shutter spectacles that allowed us to present alternate images 
to the two eyes. The images were generated at a refresh rate 
of 160 Hz (80 Hz per eye). Observers sat 1 meter from the 
screen, so that the screen filled approximately 27˚x17˚ of 
visual angle. 
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Stimuli 
 
The stimulus display was a simulation of an array of 7 x 7 
elliptical or circular discs whose centers formed a plane that 
was slanted in depth (figure 4.1). The central disc in the array 
served as a reference. It was always slanted around a 
horizontal axis in the frontal plane (at the centre of the 
screen). Each of the other discs was constantly rotating 
around a random axis at 180°/s. This rotation axis passed 
through the centre of the circle or ellipse in question, but was 
completely independent of the circle’s or ellipse’s initial slant. 
The centers of all the discs specified a plane that served as a 
probe. The observer could rotate this plane around its 
horizontal axis at the centre of the screen. Changing the probe 
surface’s slant did not influence the reference disc, or change 
the orientation of the probe discs or of their axes of rotation, it 
only changed the positions of the probe discs’ centers. 
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Figure 4.1. The task. (a) Diagram showing a side view of the task (not to 
scale). The orientation of the red line indicates the perceived slant of the 
reference disc. The observer’s task was to rotate the probe surface so that its 
slant matched that of the reference disc. The orientation of the probe surface 
had to be inferred from the positions of the circles or ellipses. (b) 
Stereogram of one stimulus frame for either uncrossed (two leftmost 
images) or crossed (two rightmost images) fusion. 
 
The surface of the reference disc was rendered with a red-
green gradient. The probe discs had a blue--purple gradient 
(see Figure 4.1). The different colors made it easy for 
observers to distinguish the reference disc from the other 
discs. The gradient made it possible to see the rotation even if 
a circle rotated around an axis orthogonal to the surface itself 
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(i.e. around the surface normal). We used smooth gradients in 
order not to introduce additional information about slant from 
the rotation itself (motion parallax). Such information would 
be consistent with the slant from the aspect ratio which could 
lead to a higher monocular cue weight. It is important to 
realize that rotating the reference disc does not increase the 
precision with which the slant can be derived from the aspect 
ratio, it only provides additional support for the assumption of 
circularity, thereby confirming that using the aspect ratio is 
justified. 
 
The probe discs could either be circular, or elliptical. The 
constant rotation around random axes ensured that these 
shapes were clearly perceived as such. When the probe discs 
were circular, their (simulated) diameters were all 4 cm 
(giving a maximal width of 2.3˚ of visual angle at the 1 meter 
viewing distance). When the probe discs were elliptical, their 
major axes were always 4 cm but their minor axes varied 
randomly in length between 1.3 and 4 cm. The reference disc 
was always elliptical on the screen, and therefore contained a 
slant cue conflict if observers interpreted it as being circular; 
i.e. there was always a discrepancy between the slant indicated 
by its elliptical outline on the screen (assuming circularity) 
and the slant indicated by binocular disparity. 
 
 
Paradigm 
 
Observers set the slant of the probe surface to match the slant 
of the central (reference) disc by moving the computer mouse 
from left to right. They indicated that they were satisfied with 
their setting by clicking the computer mouse, which also 
started the next trial. On each trial we recorded the slant that 
observers set. Sixteen conditions were randomly interleaved 
in one session. There were 25 trials for each condition. 
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Conditions 
 
There were four main conditions, arising from the four 
combinations of two different manipulations. The first 
manipulation was that the reference disc could rotate around 
its axis, rather than being static. This does not affect the 
instantaneous information about the disc’s slant, but the fact 
that the outline does not change when the disc rotates 
provides evidence that the reference disc is circular. The other 
manipulation involved the shapes of the probe discs. These 
were either all circular or all non-circular ellipses. Presumably 
one would be biased toward assuming that the reference disc 
had the same shape as the surrounding discs.  
 
Each of these four main conditions was performed using four 
different conflicts of the reference disc, leading to the total of 
16 conditions. The discrepancy between the slants from image 
shape and binocular disparity was always 10 degrees, which is 
small enough for us to expect weighted averaging of the cues 
rather than the percept flipping between the values of the two 
cues (van Ee et al. 2002; Muller et al. 2008). The actual slants 
were the two possible combinations of a 63 degree slant and a 
73 degree slant, and the two possible combinations of a 58 
degrees slant and a 68 degrees slant. Slant was defined as how 
far backward the top was oriented from the fronto-parallel 
plane (see figure 4.1a). The slants were chosen on the basis of 
the known influence of slant on the relative weights of 
monocular and binocular cues (Knill and Saunders 2003).  
 
 
Additional session 
 
Beside the main session described above, we also subjected 
participants to an additional session that was identical to the 
original one except that that there was no conflict between 
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the cues for the reference disc (assuming that it is circular). 
Again there were 16 conditions, but rather than the four pairs 
of cue conflicts of the original session there were simply four 
reference angles: 58, 63, 68 and 73 degrees. The additional 
session was conducted in order to correct for possible 
influences of other, uncontrolled cues (image blur, lens 
accommodation, motion parallax if the observer does not hold 
his or her head completely still) and of possible response 
biases. How this correction was achieved is explained in the 
next section.  
 
 
Analysis 
 
In order to evaluate the effect of our manipulations we need to 
determine the weight given to the reference disc’s image shape 
as a slant cue. Since this cue always indicated a different slant 
than was indicated by the binocular disparity, the extent to 
which observers relied on each type of information can be 
determined from the set slant. If the perceived slant is a 
weighted average of that indicated by the two cues, the set 
slant provides direct information about their relative weights. 
For instance, setting a slant exactly half way between that 
specified by the two cues indicates that both cues are given 
equal weight.  
 
However, as we already pointed out, the perceived slant may 
also be influenced by other factors. This may be differently so 
for the reference disc than for the probe plane, which could 
result in response biases. To account for this we did not relate 
the set slants in the main session to the simulated slants, but 
to the slants set in the additional session without cue conflicts. 
We first determined each subject’s average set slant for each 
of the 16 conditions in each session. We then used the 
averaged slants to determine the weight attributed to the 
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monocular cue (image shape) in the main, cue-conflict session 
by comparing the set slant for the reference disc in each 
condition of that session with the two set slants for the 
reference discs when both cues had one of the two values 
within that conflict in the additional, (cue-consistent) session. 
Note that this is only really a correct procedure if the 
individual cue estimates are unbiased or have the same bias. 
Having exactly the right correction is not essential, because 
we are mainly interested in comparing the values across 
conditions, but it makes the weights we find more meaningful 
and hopefully removes response bias differences between 
observers. We performed a repeated measures ANOVA on the 
calculated monocular slant cue weights with the factors conflict 
type (63-73, 73-63, 58-68, 68-58), reference motion (rotating or 
static) and surrounding shapes (circular or non-circular ellipses). 
 
 
Results 
 
Figure 4.2 shows the weights that observers gave to the 
monocular slant cue (image shape). The four groups of 
columns represent the four main conditions. The four bar 
colors indicate the slant values for each cue. The clearest 
finding is that the weight given to the monocular cue is larger 
as the angle indicated by the monocular cue is larger than that 
of the binocular cue. This is consistent with earlier findings, 
and originates in the fact that the relative resolution of 
monocular slant information increases with increasing slant 
(Knill and Saunders 2003). Apart from this effect of slant (F3 = 
4.0, P = 0.02), the ANOVA only revealed a significant 
interaction between target motion and surrounding shapes (F1 
= 19.9, P = 0.002). When surrounded by circles, rotating the 
reference disc increased the weight given to monocular cues, 
but when surrounded by ellipses it decreased this weight. The 
main effects were not significant; overall the average 
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monocular weight was slightly larger for the rotating 
reference disc, as predicted, but it was slightly smaller when 
surrounded by circles, which is the opposite of what one 
would predict. 
 
 
 
 
Fig. 4.2: The average weight given to the monocular cue in each of the 16 
conditions. The four groups of columns represent the 4 manipulations. The 
bar color indicates the cue conflict. Error bars are between-observer 
standard errors.  
 
 
Discussion 
 
It has been shown that observers gradually change the 
strength of their assumption of circularity after extensive 
exposure to non-circular ellipses (Knill 2007a). It is not 
known whether such changes can also occur instantaneously 
as a consequence of details of the context within which 
judgments are made. The fact that the influence of exposure 
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in Knill’s study carried over across sessions (on separate days) 
suggests that it is context specific. In that case the weights 
were changed within the context of the experiment despite 
experiencing normal circumstances between sessions. Here, 
we examined the context within individual trials.  
We reasoned that placing a reference disc within an array of 
objects that are obviously not circular may make observers 
less inclined to assume that the reference disc is circular, in 
which case they should reduce the weight given to the 
monocular (image shape) cue for slant. Our results do not 
support this prediction. Thus people do not appear to consider 
the shapes of surrounding objects when determining the 
likelihood of the reference being circular in order to assign a 
weight to the monocular slant cue. This may be because 
observers were instructed to consider the array of shapes as a 
whole, although the probe itself was made up of the circles or 
ellipses, making it hard to ignore them. It may also be because 
the observers consider the shapes they saw on previous trials 
to be just as important as those on the specific trial in 
question, in concordance with the slow learning shown by 
(Knill 2007a). They may also not relate the target to the other 
items because they consider it to be a different kind of object 
(it had a different color, it did not always rotate, and it held 
the only position at which there was never a clearly non-
circular object). Whatever the reason, apparently our 
observers did not consider the simultaneously visible context 
(the shapes that are visible during the trial) to be particularly 
important when evaluating the validity of the assumption of 
circularity (and using it to determine the weights assigned to 
the monocular and binocular cues).  
 
On individual trials we also either did or did not provide 
direct evidence that the reference disc was circular, by having 
it either rotate around its axis or remain static. Observers did 
not assign a higher weight to the monocular cue for slant in 
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the presence of evidence that the reference disc was circular 
than when such evidence was absent. Perhaps they judge 
shape and slant independently, just as they do shape and size 
(Brenner and van Damme 1999).  
 
Neither the main effect of target motion nor that of 
surrounding shape was significant, but we did find a 
significant interaction between the two. On average, the 
monocular cue was given most weight in the condition in 
which there was most support for using that cue (rotating 
target surrounded by circles). However, the weight was not 
lowest in the condition with the least support for using the 
monocular cue (static target surrounded by ellipses). The 
differences between the conditions were very small (see 
Figure 4.2), so although we cannot be certain that the two 
manipulations had no effect, if they did it is quite modest. If 
there is a small effect, one may be able to reveal it by 
presenting each condition separately, with the same 
environment on many trials, so that it accumulates. 
Regardless of whether this does or does not happen, our study 
demonstrates that the instantaneous context does not have 
much influence on the use of the monocular cue to judge slant. 
 
It is well established that cues that provide different estimates 
for the same property of a visual scene are combined by 
weighted averaging, and that the more precisely the visual 
system can estimate a property from a certain cue, the more 
weight that estimate is assigned in the weighted average 
(Landy et al. 1995; van Beers et al. 1999; Knill and Saunders 
2003; Hillis et al. 2004). It is also known that humans use 
assumptions to disambiguate retinal images and that these 
assumptions can be altered by prolonged viewing (Knill 
2007a). In this study we attempted to alter the strength of the 
assumption of (radial) symmetry by direct visual information, 
and by doing so to manipulate the weight that observers 
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attribute to a monocular cue for slant. The information that 
we provided did not affect the weights. 
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Summary per chapter - PhD Thesis - Chris Muller 
“Uncertainty” 
 
Chapter # 1. 
 
Natural visual scenes contain several independent sources of 
information (cues) about a single property such as slant. It is 
widely assumed that the visual system processes such cues 
separately and then combines them with an averaging 
operation that takes the reliabilities of the individual cues into 
account. Does that mean that people lose access to information 
about inconsistencies between the cues, or are all 
inconsistencies revealed in a distorted surface appearance? To 
find out, we let observers match the slant and appearance of a 
simulated test surface to those of an identical, simultaneously 
visible, simulated reference surface and analyzed the 
variability in the settings. We also let observers match 
surfaces under conditions that were manipulated in ways that 
were expected to favor certain cues (monocular or binocular) 
or to selectively disrupt certain comparisons between the 
surfaces (slant or structure). The patterns in the variability 
between the settings were consistent with predictions based 
on the use of all available information. We argue that 
information about discrepancies is only ‘‘lost’’ during cue 
combination if there is no benefit in retaining the information.  
 
 
Chapter # 2. 
 
Weighted averaging is said to be optimal when the weights 
assigned to the cues minimize the variance of the final 
estimate. Since the variance of this optimal percept only 
depends on the variances of the individual cues, irrespective of 
their values, judgments about a cue conflict stimulus should 
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have the same variance as ones about a cue consistent 
stimulus. We tested this counter-intuitive prediction with a 
slant matching experiment using monocular and binocular 
slant cues. We found that the slant was indeed matched with 
about the same variance when the cues indicated slants that 
differed by 15 degrees as when they indicated the same slant. 
 
 
Chapter # 3. 
 
The visual system uses multiple complementary sources of 
information (cues) to estimate properties of interest. The 
advantage of doing so is that errors in the estimates from 
different cues for the same property will be slightly different, 
so that a weighted average of the cues can provide the best 
overall estimate. It is known that cues’ weights are based on 
their reliability, but it is not known whether this reliability is 
determined for each region of a scene or for each object of the 
scene. We show that weights of cues for surface slant are 
determined for each object. This implies that weights are 
assigned only after object boundaries have been identified. 
 
 
Chapter # 4. 
 
When several cues provide information about the same 
property of a visual scene, a weighted average of the singe-cue 
estimates can provide a more reliable estimate than that of any 
individual cue. Some cues rely on assumptions about the scene. 
A well-known assumption is that shapes are isotropic, so that 
an elliptical image is interpreted as a circle which is viewed at 
an angle. This study investigates whether the weight of image 
shape as a slant cue can be manipulated by providing evidence 
for or against the circularity assumption. Providing direct 
evidence that the object in question was circular slightly 
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increased the weight assigned to image shape, with respect to 
the weight given to other information about slant such as the 
gradient of binocular disparity. Whether circles or ellipses 
surrounded the object did not influence the weights. Thus the 
weights are not completely insensitive to the prevailing 
circumstances, but the influence of the context is modest at 
best. 
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Samenvatting 
 
“Onzekerheid” 
 
Dit proefschrift gaat over hoe het menselijk brein omgaat met 
de gelijktijdige beschikbaarheid van meerdere 
informatiebronnen voor het visueel inschatten van de drie-
dimensionale eigenschappen van  de wereld om ons heen, en 
de onzekerheid die dat mogelijk oplevert bij de waarneming.  
 
Gevraagd naar de afstand tussen een persoon en een object of 
naar de hoek die een object heeft ten opzichte van de persoon 
beschikt het brein van deze persoon meestal over meerdere 
verschillende soorten visuele informatie. De schatting kan 
bijvoorbeeld worden gemaakt op basis van perspectivische 
vertekening -denk aan de witte lijnen op de snelweg, die 
verder weg dichter bijelkaar lijken te liggen- het stereobeeld, 
of op basis van grootte van het beeld op het netvlies, op basis 
van de vorm van een object op het netvlies, en zo nog op meer 
informatiebronnen. De schattingen op basis van verschillende 
informatiebronnen verschillen altijd iets van elkaar. Een 
persoon is zich echter niet bewust van de verschillen tussen de 
schattingen, en kan desgevraagd altijd een eenduidige 
schatting maken. Het brein is blijkbaar in staat om de, 
bijvoorbeeld, hoekschattingen op basis van perspectivische 
vertekening en stereobeeld samen te voegen tot een 
eenduidige hoek. In dit proefschrift staan vier verschillende 
onderzoeken beschreven die pogen licht te werpen op de 
werking achter deze samenvoeging.  
 
Een gangbare theorie over de werking gaat als volgt; het 
brein kent de betrouwbaarheid van elke losse schatting, en 
“berekent” het gemiddelde van de schattingen, rekening 
houdend met de betrouwbaarheid van iedere schatting. Een 
betrouwbare schatting weegt zwaarder in het gemiddelde 
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dan een minder betrouwbare schatting. Deze eenvoudig 
klinkende regel levert een aantal interessante voorspellingen 
op. In hoofdstuk 1 wordt de eerste daarvan beschreven; als 
meerdere informatiebronnen worden samengevoegd, zijn we 
dan de toegang tot de informatie uit de losse bronnen kwijt ? 
Er zijn onderzoeken die dit lijken aan te tonen. Het 
beschreven onderzoek in hoofdstuk 1 laat zien dat we deze 
informatie alleen “kwijtraken” als deze niet bruikbaar is voor 
de inschatting. We raken informatie uit losse bronnen dus niet 
zonder meer kwijt.  
 
Hoofdstuk 2 gaat over een andere voorspelling die voortkomt 
uit de gewogen gemiddelde theorie; als alleen de 
betrouwbaarheid van de losse schattingen wordt gebruikt 
voor het samenvoegen, doen de waarden van de losse 
schattingen er dan toe ? Enigzins tegen-intuitief stelt de 
theorie dat het samenvoegen van twee uiteenlopende 
schattingen een even betrouwbaar eindresultaat heeft als het 
samenvoegen van twee schattingen die erg bijelkaar in de 
buurt zitten. Ondanks het tegen-intuitieve aspect blijkt de 
voorspelling in hoofdstuk 2 niet weerlegbaar.  
 
In het verlengde van het gebruiken van de betrouwbaarheid 
van schattingen ligt een andere interessante stelling, die in 
hoofdstuk 3 wordt belicht. De stelling is dat het brein bij 
sommige informatiebronnen aannames moet maken om hun 
betrouwbaarheid te kennen. Als dat klopt, dan zou men in 
principe de betrouwbaarheid van een schatting kunnen 
beïnvloeden door de aanname meer of minder juist te laten 
lijken. Volgens de theorie zouden mensen dan ook meer of 
minder op die informatiebron gaan vertrouwen. Hiertoe lieten 
we mensen de hoek van een ellips in schatten. Bij die schatting 
gebruiken mensen, onbewust, de aanname dat de ellips die ze 
zien -denk aan een koffiekring op de salon tafel die je 
onderuitgezakt in een stoel bekijkt- eigenlijk rond is. Wij 
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lieten in het experiment de aanname dat de ellips eigenlijk 
rond was meer of minder juist lijken, en keken of mensen meer 
of minder vertrouwden op de vorm van de ellips als informatie 
over de hoek ervan. Dit was niet het geval. Eerder werd 
aangetoond dat na lange blootstelling aan ellipsen die geen 
cirkels zijn, mensen minder op de vorm als indirecte 
informatie over de hoek gingen vertrouwen. In ons 
experiment, waar we onderzochten of dit ook op korte, 
instantane termijn werkte, bleek dit niet het geval. Het duurt 
dus echt wat langer (dan een enkele blik) voor je je aannames 
over de eigenlijke vorm van iets los laat.  
 
Hoofdstuk 4, ten slotte, gaat over hoe we hebben onderzocht 
of de betrouwbaarheid van een informatiebron over de hoek 
van een voorwerp bepaald wordt aan de hand van waar in de 
omgeving men kijkt, of aan de hand van waar naar men kijkt. 
Hiertoe lieten we mensen de hoek van een voorwerp 
aanpassen zodat deze hetzelfde was als de hoek van een 
doorzichtig voorwerp op dezelfde plek. We wisten dat mensen 
de twee voorwerpen onder verschillende hoeken zouden zien 
als ze ze om de beurt zouden moeten bekijken. Dit was omdat 
de betrouwbaarheden van de twee soorten hoekinformatie per 
voorwerp verschilde. Als de voorwerpen op dezelfde plek te 
zien waren, zouden mensen de betrouwbaarheden van de 
informatiebronnen voor beide voorwerpen hetzelfde kunnen 
beoordelen omdat ze op dezelfde plek in de ruimte waren. Ze 
zouden ook betrouwbaarheden van de informatiebronnen voor 
beide voorwerpen verschillend kunnen beoordelen omdat ze 
de informatiebronnen koppelen aan de voorwerpen, i.p.v. aan 
de plaats waar ze kijken. Mensen bleken de betrouwbaarheden 
per voorwerp te beoordelen, ookal bevonden de voorwerpen 
zich op dezelfde plek. 
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Epilogue 
 
Most of the work that was done during this project has not 
made its way into this thesis. This is a good thing, because 
most work served as stepping stones toward the work 
described here and was in itself not worth making public. 
There have been countless pilot experiments, many control 
experiments, too many days spent tinkering with Matlab and 
most writing was discarded. Some work, however, has not 
been included because it simply hasn’t matured enough yet. It 
may also have been slightly off-topic. This work will be briefly 
mentioned here. As many readers will know, I am a big music 
fan. It is my intention to pursue a research career in music. 
This ambition is the reason that I ventured outside visual 
science, and into music psychophysics, psycho-acoustics and 
even human movement science.  
 
 
Violin 
 
At the request of an ambitious high school student, we 
conducted a movement patterns study of violin players. We 
hypothesized that expert players would exhibit less variability 
in a certain movement parameter for a series of consecutive G-
major scales than students, and that experts would show less 
improvement (i.e. a decrease in variability) across task 
repetitions. The parameter we chose to measure was the 
change in angle of the hand’s knuckle axis relative to the neck 
of the violin during thirty consecutive scales. Our participants 
were a violin teacher and five of his students. As hypothesized, 
we found a negative correlation between the number of years 
that a participant had been playing and the variability in 
movement patterns, as well as with the improvement in 
playing during the thirty trials. The more years of practice a 
participant had had, the more consistent their movement 
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pattern was. Interestingly, the teacher’s movements were also 
the smallest of all participants, suggesting that violin playing 
skill is reflected in movement efficiency. 
 
 
Bass 
 
Part of the teaching tasks that PhD students have, is to 
supervise a students’ research project. In an attempt to fit in in 
the faculty of movement science, to do some more music 
research, and still to broadly stick to my PhD-topic, my 
proposed project for students involved measurement in 
movements involved in musical instrument playing while 
participants we presented a cue conflict. The intention was to 
develop a cue conflict paradigm in a musical context. Inspired 
by a paper on tone adaptation in the human voice, two 
students and I developed an experimental setup involving a 
fretless electric bass guitar, custom written real time pitch-
shifting software, a fast audio interface and some great 
headphones. We replicated the results found in the voice 
experiments. We slowly adapted the professional bass players 
to a slightly different tone mapping of the instrument, and 
showed that this new mapping persists for a short while. In 
the future, I hope to take this approach further in the direction 
of multi-sensory integration in music. 
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