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Abstract
We derive the branch ampacity constraint associated to power losses for the convex optimal power
flow (OPF) model based on the branch flow formulation. The branch ampacity constraint derivation
is motivated by the physical interpretation of the transmission line Π-model and practical engineering
considerations. We rigorously prove and derive: (i) the loop constraint of voltage phase angle, required
to make the branch flow model valid for meshed power networks, is a relaxation of the original noncon-
vex alternating current optimal power flow (o-ACOPF) model; (ii) the necessary conditions to recover
a feasible solution of the o-ACOPF model from the optimal solution of the convex second-order cone
ACOPF (SOC-ACOPF) model; (iii) the expression of the global optimal solution of the o-ACOPF
model providing that the relaxation of the SOC-ACOPF model is tight; (iv) the (parametric) optimal
value function of the o-ACOPF or SOC-ACOPF model is monotonic with regarding to the power loads
if the objective function is monotonic with regarding to the nodal power generations; (v) tight solutions
of the SOC-ACOPF model always exist when the power loads are sufficiently large. Numerical exper-
iments using benchmark power networks to validate our findings and to compare with other convex
OPF models, are given and discussed.
Keywords: Optimal Power flow, ampacity constraint, tight solution, second-order cone programming.
Nomenclature
Sets:
N Nodes (or buses).
L Lines (or branches).
C Cycles (or closed loops).
Parameters:
A+nl, A
−
nl Node to branch incidence matrices.
Xl, Rl Longitudinal reactance and resistance
of branch l modelled as a Π-model.
Gn, Bn Shunt conductance and susceptance
of node n.
Bsl , Brl Sending- and receiving- end shunt
susceptance of branch l.
∗Corresponding author
Email address: zhao.yuan@epfl.ch (Zhao Yuan)
K˜l, Kl Actual and approximated ampacity
of branch l.
pminn , p
max
n Lower and upper bounds of pn.
qminn , q
max
n Lower and upper bounds of qn.
θminl , θ
max
l Lower and upper bound of θl.
pdn , qdn Active and reactive power loads
of node n.
αn, βn, γn Cost parameters of active power
generation.
Variables:
pn, qn Active and reactive power injections
at node n.
psl , qsl Non-measurable sending-end active
and reactive power flows of branch l.
p˜sl , q˜sl Measurable sending-end active
and reactive power flows of branch l.
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prl , qrl Non-measurable receiving-end active
and reactive power flows of branch l.
p˜rl , q˜rl Measurable receiving-end active and
reactive power flows of branch l.
qcsl , qcrl Sending- and receiving- end shunt
reactive power of branch l.
isl , irl Non-measurable sending- and
receiving- end current of branch l.
i˜sl , i˜rl Measurable sending- and receiving-
end current of branch l.
pol , qol Active and reactive power losses of
branch l.
vn, Vn Phase-to-ground voltage magnitude
and voltage square at node n.
vsl , vrl Sending- and receiving- end phase-to
-ground voltage of branch l.
Vsl , Vrl Sending- and receiving- end phase-to
-ground voltage square of branch l.
θn Phase-to-ground voltage phase angle
at node n.
θl Phase angle difference between
the sending- and receiving- end
phase-to-ground voltages of branch l.
θsl , θrl Phase angles of sending- and
receiving- end phase-to-ground
voltages of branch l.
Ko
l
Equivalent ampacity constraint for
power losses of branch l.
Indicators:
Gappol , Gap
qo
l Relaxation gaps of active
power loss and reactive
power loss.
Gappo,max, Gapqo,max Maximum relaxation gaps
of Gappol , , Gap
qo
l .
1. Introduction
Optimal power flow (OPF) is a fundamental
mathematical optimization model for decision
making in power system operation and planning
[1]. Improving the solution quality of OPF can
give large economic and engineering benefits to
the power industry [2, 3]. Recent literature focus-
ing on the convexification of the OPF model suf-
fered from the inexactness due to the relaxation
of several constraints [4–14].
The branch flow formulation of the power flow
equations for radial power networks has been orig-
inally derived by Baran and Wu in [15] to op-
timize the placement of capacitor in radial dis-
tribution networks. In [16], Jabr derives a conic
programming approach to solve load flow in ra-
dial distribution network. In [4], Farivar and Low
propose the branch flow model as a relaxed OPF
model by relying on second-order cone program-
ming (SOCP) and prove that the relaxation is
tight for radial networks under the assumption
that the upper bound of power generation is infi-
nite. In [5], Gan, Li et al. prove that the optimal
solution of the branch flow model is exact (tight)
if the voltage upper bounds are not binding and
the network parameters satisfy some mild condi-
tions which can be checked a priori. Christakou,
Tomozei et al. show in [17] that the branch flow
model is not exact due to the approximation of
the branch ampacity constraint. Nick et al. pro-
pose an exact convex OPF model for radial distri-
bution networks in [18] by considering the shunt
parameters associated to the exact modelling of
the lines or other branch elements. Sufficient con-
ditions regarding the network parameters under
which the convex OPF model in [18] can give ex-
act solutions to the original ACOPF are provided
and rigorously proved. In [6], Kocuk, Dey et al.
propose three methods (arctangent envelopes, dy-
namic linear inequalities and separation over cycle
constraints) to strengthen or tighten the SOCP
relaxation of OPF. Numerical results show better
solution quality of SOCP-based model over SDP-
based model [6].
Semidefinite programming (SDP) relaxation of
OPF has been firstly proposed by Bai et al. in
[7]. The proposed procedures derive the rect-
angular form OPF in a quadratic programming
model and replace the variable-vector (x) by the
variable-matrix (X = xTx). Solutions of OPF
can be recovered from the square roots of the di-
agonal elements in the variable-matrix [7]. SDP
advantages in avoiding the derivation of Jacobian
and Hessian matrices if the interior point method
(IPM) is used [7]. Lavaei and Low propose to
solve the SDP relaxation of the dual OPF prob-
lem [8]. They prove that sufficient and neces-
sary condition of zero duality gap holds for sev-
eral IEEE test cases (14, 30, 57, 118) at the base
2
power load level.1 But the branch ampacity con-
straint is not fully addressed. Especially, as it is
proved in [17, 18], the physical interpretation of
the transmission line Π model is not correct in
[8]. In [19], Madani, Sojoudi et al. show that
SDP relaxation works well if the line capacity is
expressed by nodal voltage variables. A penal-
ization method is proposed in [19] to reduce the
rank of the SDP solution. Recenly, Eltved, Dahl
et al. numerically investigate the computational
efficiency of SDP by using test cases up to 82,000
nodes which is solved in around 7 hours using a
high performance computing node [20].
Based on polynomial optimization theory,
Molzahn and Hiskens propose the moment-based
relaxations of OPF in [9]. This formulation firstly
defines order-γ moment relaxation xγ of all mono-
mials xˆα of voltage real-and-imaginary compo-
nents xˆ. Then, all the monomials xˆα up to order
2γ constitute the symmetric moment matrix Mγ
which is used to re-formulate the OPF constraints
via the SDP. Global optimal solutions are found,
at the cost of heavy computational burden due
to higher relaxation order γ, for the test cases in
[9]. The same authors in [10] improve the com-
putational efficiency of this method by exploit-
ing power system sparsity and applying high re-
laxation order to specific buses. In [11], Hijazi,
Coffrin et al. propose a quadratic convex (QC)
relaxation by replacing the nonconvex voltage-
amplitude-and-phase-angle associated constraints
with the corresponding convex envelopes. In [12],
the same authors investigate the relationships be-
tween different convex OPF formulations includ-
ing QC, SDP and SOCP. Reducing the optimality
gap of QC or SOCP based OPF models by bound
tightening techniques can be found in [13, 14].
Recently, Shchetinin et al. propose in [21] three
methods which require solving optimization prob-
lems to tighten the upper bounds of the volt-
age phase angle difference in order to satisfy the
branch ampacity constraint. The same authors in
[22] propose an iterative algorithm to construct a
1As a comparison, in this paper, we evaluate the OPF
solutions of test cases at low power load levels (for which
the relaxation gaps are prominent).
number of linear constraints (based on inner or
outer approximation) to approximate the branch
ampacity constraint.
In this paper, we focus on the formal derivation
of equivalent ampacity constraint for the branch
power losses. More specifically, we consider to im-
prove the convex OPF model in radial and meshed
power networks which necessitates the additional
voltage phase angle constraint. Instead of using
the approach in [18] to reformulate the branch
flow model, we keep using the same set of vari-
ables (in the form of power flow variables) of the
branch flow model but equivalently derive the am-
pacity constraint for the power losses. In this way,
we overcome the approximation gap due to ne-
glecting of the shunt elements of the branches. We
then propose and prove six theorems showing im-
portant properties of the proposed SOC-ACOPF
model. In this regard, the main contributions of
this paper are listed below.
• Derivation of the transmission line or branch
ampacity constraint for the power losses.
• Proving that the SOC-ACOPF model (with
additional constraint to improve its feasibil-
ity) is a relaxed ACOPF model.
• Deriving a feasible solution recovery proce-
dure when the SOC relaxation is tight.
• Demonstrating that the (parametric) optimal
value functions of the SOC-ACOPF model
and o-ACOPF model are monotonic with re-
garding to the power loads when the objec-
tive function is monotonic with regarding to
the power generations.
• Proving that larger power loads can tighten
the relaxation in the SOC-ACOPF model.
• Numerical Comparison of our o-ACOPF
model and SOC-ACOPF model with respect
to the other two convex OPF models pro-
posed in the recent literature.
The rest of this paper is organized as follows. Sec-
tion II formulates the o-ACOPF model and SOC-
ACOPF model for radial and meshed power net-
works. Section III derives the equivalent branch
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ampacity constraint for power losses. Section IV
proposes and proves important properties of the
SOC-ACOPF model. Section V gives the numeri-
cal validations of our analytical proofs and discus-
sions. A numerical comparison with other convex
OPF models is also conducted. Section VI con-
cludes.
2. Optimal Power Flow Model
2.1. Power based Branch Flow Model
We assume that the three-phase power grid satis-
fies two conditions: (i) all the branches and shunt
impedances are circularly symmetric; (ii) all the
triplets of nodal voltages and branch currents are
symmetrical and balanced. These two conditions
validate the use of single-line equivalent model
of the three-phase power grid. The full ACOPF
model is based on the validated branch flow model
presented in [23]. We denote this original ACOPF
model as o-ACOPF model-(1). The variable con-
vention makes reference to the branch Π-model in
Fig. 1. Xl, Rl are the longitudinal reactance and
resistance of branch l. Bsl , Brl are the sending-
and receiving- end shunt susceptance of branch l.
vn is the phase-to-ground voltage magnitude at
node n. psl , qsl are the non-measurable sending-
end active and reactive power flows of branch l.
p˜sl , q˜sl are the measurable sending-end active and
reactive power flows of branch l. prl , qrl are the
non-measurable receiving-end active and reactive
power flows of branch l. p˜rl , q˜rl are the measurable
receiving-end active and reactive power flows of
branch l. qcsl , qcrl are the sending- and receiving-
end shunt reactive power of branch l. The sub-
scripts s, r, d, o, c in p.l , q.l , v.l , V.l , p.n , q.n are not
indices but to imply the meaning of sending-end
of branch l, receiving-end of branch l, power load,
power loss and shunt capacitance correspondingly.
Note (p˜s(r)l , q˜s(r)l) are the actual (i.e. mea-
surable) branch power flows. The variables
(ps(r)l , qs(r)l) are the non-measurable branch
power flows used in our OPF model. For the
difference between (p˜s(r)l , q˜s(r)l) and (ps(r)l , qs(r)l),
or between i˜s(r)l and is(r)l , please refer to refer-
ences [17] and [18]. We want to emphasize here
,
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Figure 1: The branch Π-model and associated variables
that the physical interpretation of the branch Π-
model is of importance since the branch phase-to-
ground capacitance is actually distributed along
the branch which means the current (or power)
flowing through the branch is actually not the
same along the branch due to the charging current
(or power) flowing from the distributed phase-to-
ground capacitance to the branch. Although the
distributed branch phase-to-ground capacitance
is represented in the Π-model in a lumped way
at the two-ends of the branch, we should bear
in mind that the current, or the power, along
the branch is not the same when we consider
the branch ampacity constraint. This means that
the actual power flow variables psl , qsl are non-
measurable and difficult to be constrained. This
is the main reason we only rely on the measur-
able power flow variables p˜sl , q˜sl to constrain the
branch ampacity and then derive the relationship
between (p˜s(r)l , q˜s(r)l) and (ps(r)l , qs(r)l) later in this
paper.
Minimize
ΩACOPF
f(ΩACOPF ) (1a)
subject to
pn − pdn =
∑
l
(A+nlpsl − A−nlpol) +GnVn, ∀n ∈ N
(1b)
qn − qdn =
∑
l
(A+nlqsl − A−nlqol)−BnVn, ∀n ∈ N
(1c)
Vsl − Vrl = 2Rlpsl + 2Xlqsl −Rlpol −Xlqol , ∀l ∈ L
(1d)
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vslvrl sin θl = Xlpsl −Rlqsl , ∀l ∈ L (1e)
i˜2s(r)l =
p˜2s(r)l + q˜
2
s(r)l
Vs(r)l
≤ K˜l, ∀l ∈ L (1f)
Vn = v
2
n, ∀n ∈ N (1g)
θl = θsl − θrl , ∀l ∈ L (1h)
pol =
p2sl + q
2
sl
Vsl
Rl, ∀l ∈ L (1i)
qol =
p2sl + q
2
sl
Vsl
Xl, ∀l ∈ L (1j)
vn ∈ (vminn , vmaxn ), ∀n ∈ N (1k)
θl ∈ (θminl , θmaxl ), ∀l ∈ L (1l)
θn ∈ (θminn , θmaxn ), ∀n ∈ N (1m)
pn ∈ (pminn , pmaxn ), ∀n ∈ N (1n)
qn ∈ (qminn , qmaxn ), ∀n ∈ N (1o)
Where ΩACOPF = {pn, qn, psl , qsl , pol , qol , Vn, vn,
θl, θn} ∈ <m is the set of model variables. m =
5 |N | + 5 |L| is the dimension of Ω. |N | is the
cardinality of the node set N . |L| is the cardi-
nality of the branch set L. n ∈ N is the in-
dex of nodes. l ∈ L is the index of branches.
Based on the applications, the objective function
f(ΩACOPF ) can be the economic cost of energy
production or network power losses etc. In this
paper, we assume the objective function is con-
vex. Equations (1b) and (1c) represent the active
and reactive power balance. Gn, Bn are the shunt
conductance and susceptance of node n. A+nl and
A−nl are the node-to-branch incidence matrices of
the network with A+nl = 1, A
−
nl = 0 if n is the
sending-end of branch l, and A+nl = −1, A−nl = −1
if n is the receiving-end of branch l. pn, qn are the
active and reactive power generations at node n.
pdn , qdn are the active and reactive power loads at
node n. Vn is the phase-to-ground voltage mag-
nitude square at node n. pol , qol are the active
and reactive power losses of branch l. Constraints
(1b)-(1e) make the o-ACOPF model valid for both
radial and meshed power networks. Equations
(1d)-(1e) are derived by taking the magnitude
and phase angle of the voltage drop phasor along
branch l respectively. vsl , vrl are the sending- and
receiving- end phase-to-ground voltages of branch
l. Vs(r)l = v
2
s(r)l
are voltage magnitude squares.
θl = θsl−θrl is the phase angle difference between
the sending- and receiving- end voltages of branch
l. θsl , θrl are the phase angles of sending- and
receiving- end phase-to-ground voltages of branch
l. To guarantee this derivation is valid, we as-
sume (θminl , θ
max
l ) ⊆ (−pi2 , pi2 ). isl , irl are the non-
measurable sending- and receiving- end currents
of branch l. i˜sl , i˜rl are the measurable sending-
and receiving- end currents of branch l. K˜l is
the actual ampacity of branch l which is provided
by the branch manufacturer. Equations (1i)-(1j)
represent active power and reactive power losses.
Constraints (1k)-(1o) are bounds for voltage mag-
nitude, voltage phase angle difference, nodal ac-
tive power generation and nodal reactive power
generation. pminn , p
max
n are the lower and upper
bounds of pn. q
min
n , q
max
n are the lower and up-
per bounds of qn. θ
min
l , θ
max
l are the lower and
upper bounds of θl. This model is nonconvex be-
cause of the nonconvex constraints (1e), (1g), (1i)
and (1j). It is hard for current available nonlinear
programming solvers to efficiently find the global
optimal solution of this nonconvex optimization
model.
It is worth to mention that including θn as one
of the model variables and using (1h) to define θl
make our model implicitly satisfy the cyclic con-
straint (Kirchoff’s voltage law for AC circuit) of
meshed power networks:∑
l∈C
θl =
∑
l∈C
(θsl − θrl) = 0 mod 2pi (1p)
1l 2l
3l
1n
2n
3n1n
2n
3n
1l 2l
3l
Figure 2: The implicit expression of cyclic constraint
Where C is the set of all cycles or closed loops
in the meshed power networks. This means we
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do not need to include the cyclic constraint (1p)
explicitly in our model. This approach is used and
validated by our work in [23, 24]. An illustrative
example is provided in Fig. 2. In this example,
since θl1 = θn1 − θn2 , θl2 = θn2 − θn3 and θl3 =
θn3 − θn1 , the cyclic constraint θl1 + θl2 + θl3 =
0 mod 2pi is implicitly satisfied. This reasoning
holds for cycles or closed loops with any number
of nodes and branches.
2.2. Second-Order Cone Relaxation
The SOC-ACOPF model is derived using branch
sending-end power flows and voltage phase an-
gle variables. Note that in the derived model,
voltage magnitude square variables are used (volt-
age magnitude can be recovered from the model
by taking the square root of the solutions of the
voltage magnitude square variables). Our SOC-
ACOPF is formulated in optimization model-(2).
The numerical performance of this model com-
pared with other SOCP based ACOPF models
can be found at [24].
Minimize
ΩSOC−ACOPF
f(ΩSOC−ACOPF ) (2a)
subject to (1b)− (1d), (1h), (1k)− (1o)
Kol ≥ qol ≥
p2s(r)l + q
2
s(r)l
Vs(r)l
Xl, ∀l ∈ L (2b)
polXl = qolRl, ∀l ∈ L (2c)
θl = Xlpsl −Rlqsl , ∀l ∈ L (2d)
Where ΩSOC−ACOPF = {pn, qn, psl , qsl , pol , qol , Vn,
θl, θn} ∈ <m−|N| is the set of model variables.
Since we only use voltage magnitude square vari-
able Vn in this SOC-ACOPF model, the voltage
magnitude constraint (1k) is modified as Vn ∈
(V minn , V
max
n ) = ((v
min
n )
2, (vmaxn )
2) in the SOC-
ACOPF model-(2). Constraints (2b)-(2c) repre-
sent active power and reactive power losses. Ko
l
are the equivalent ampacity constraint for power
losses of branch l. These constraints are relaxed
from constraints (1i)-(1j) in the o-ACOPF model-
(1). The left side of constraint (2b) bounds qol ,
which equivalently bounds the ampacity of branch
l as explained in the next section. Note even
though the right side of constraint (2b) is not
in the standard form of SOCP, it can be equiva-
lently transformed to a rotated SOCP constraint
as qolVs(r)l ≥ (p2s(r)l + q2s(r)l)Xl. We keep the orig-
inal format of the right side of constraint (2b) in
the SOC-ACOPF model-(2) because the physical
meaning is more clear. Equation (2d) is derived
from the nonconvex constraint (1e). This deriva-
tion is based on the assumption vslvrlsinθl ≈ θl.
The left side of equation (2d) can also be de-
rived by the first-order Taylor series expansion
of vslvrl sin θl at vsl = vrl = 1 and θl = 0. We
will show later that using (2d) actually relaxes
the ACOPF model when (vminn , v
max
n ) = (0.9, 1.1)
and (θminl , θ
max
l ) = (−pi2 , pi2 ). It is worth to men-
tion that even though constraint (2d) is the only
constraint associated with the voltage phase an-
gle variable, it should be solved jointly with other
constraints in order to guarantee the feasibility of
θl, pol, qo,l.
3. Deriving the Branch Ampacity con-
straint for the Power Losses
Since the actual measurable power flows (p˜sl , q˜sl)
and current i˜s(r)l are different from the power flow
variables (psl , qsl) and is(r)l that we are using in
the SOC-ACOPF model-(2), it is necessary to de-
rive the gap between i˜s(r)l and is(r)l to derive Kol
according to the known parameter K˜l. From Fig.
1, we have:
p˜s(r)l = ps(r)l (3a)
q˜s(r)l = qs(r)l − qcs(r)l (3b)
qcs(r)l = Vs(r)lBs(r)l (3c)
Where qcs(r)l is the reactive power injection from
the sending- (receiving-) end shunt capacitance of
the branch l, Bs(r)l is the shunt susceptance. The
branch ampacity constraint is:
∥∥∥˜is(r)l∥∥∥2 = p˜2s(r)l + q˜2s(r)lVs(r)l ≤ K˜l (3d)
From (3a)-(3d), we can derive the gap ∆2I be-
tween
∥∥is(r)l∥∥2 and ∥∥∥˜is(r)l∥∥∥2 as:
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∆2I =
∥∥is(r)l∥∥2 − ∥∥∥˜is(r)l∥∥∥2
=
−q2cs(r)l + 2qs(r)lqcs(r)l
Vs(r)l
=
−V 2s(r)lB2s(r)l + 2qs(r)lVs(r)lBs(r)l
Vs(r)l
= −Vs(r)lB2s(r)l + 2qs(r)lBs(r)l (3e)
The branch ampacity constraint (3d) is equivalent
to:
i2s(r)l =
p2s(r)l + q
2
s(r)l
Vs(r)l
≤ Kl = K˜l + ∆2I (3f)
The reactive power losses upper bounds Kol can
be quantified as:
Kol = KlXl
= (K˜l + ∆
2I)Xl
= (K˜l − Vs(r)lB2s(r)l + 2qs(r)lBs(r)l)Xl (3g)
Note equation (3g) is linear. So, if we use the
expression of Kol from (3g) in the constraint (2b),
the SOC-ACOPF model-(2) is still convex and we
avoid any approximation on the branch ampacity
constraint.
It is worth to mention that using Kol to limit
the upper bound of power losses pol in (2b) is
more realistic than constraining the power flows
(p˜sl , q˜sl) or (psl , qsl) in the way of p˜
2
sl
+ q˜2sl ≤ Sl or
p2sl + q
2
sl
≤ Sl (where Sl is the maximum branch
power flow). This is because:
• (i) the branch ampacity is given by the man-
ufacturers in the form of maximum current
i˜maxs(r)l =
√
K˜l.
• (ii) the temperature increase of the branch
(which lead to insulation degrading) is actu-
ally caused by the power losses due to the
current which is the typical variable con-
strained by the branch manufacturer.
• (iii) the voltage amplitudes vs(r)l of both
ends of the branch are varying during the
power network operations. The maximum al-
lowed power capacity Sl = (vs(r)l i˜
max
s(r)l
)2 of the
branch would then depend on the nodal volt-
age amplitudes at the branch ends.
4. Properties of the SOC-ACOPF Model
In order to rigorously prove the important prop-
erties of the SOC-ACOPF mdoel-(2) and the o-
ACOPF model-(1), we firstly give the definitions
of some key words. Some well-defined terms in the
control and optimization community are also re-
stated here for sake of readability. For ease of il-
lustration, all the mentioned optimization models
in this paper are assumed as minimization prob-
lems i.e. we consider minimizing the objective
functions. Maximization problems can be equiv-
alently transformed to minimization problems by
minimizing the negative of the objective functions
(of the maximization problems). If multiple opti-
mization models are mentioned in one definition
or theorem here, unless otherwise specified, we
always mean that they have the same objective
function. Note here we use the symbols M and N
to denote two general optimization models. Our
ACOPF model-(1) and SOC-ACOPF model-(2)
can be regarded as examples of the optimization
models M and N.
Definition 1
Feasible solution. A feasible solution Ω0,M of an
optimization model M is the solution satisfying
jointly all the constraints of M.
Definition 2
Feasible region. The feasible region RM of an op-
timization model M is the set of all feasible solu-
tions of M.
Definition 3
Global optimal solution. A global optimal solu-
tion Ω∗M ∈ RM of an optimization model M is
the feasible solution of M which gives the mini-
mal (for minimization problem) objective function
value i.e. {f(Ω∗M) ≤ f(Ω0,M), ∀Ω0,M ∈ RM}.
Definition 4
Tight solution. A tight solution of an optimiza-
tion model M is the feasible solution making some
inequality constraints of M active (binding). In
this paper, we are considering the tight solution
for the right side of the SOCP constraint (2b) in
the SOC-ACOPF model-(2).
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Table 1: Overview of the Proposed Theorems
Theorem Property
1 The SOC-ACOPF model-(2) is a relaxation of the o-ACOPF model-(1).
2 Necessary condition to recover feasible solution of the o-ACOPF model-(1) from the solution of the SOC-ACOPF model-(1).
3 The SOC-ACOPF model-(2) with the additional constraint (4g) is still a relaxation of the o-ACOPF model-(1).
4 Recover the global optimal solution of the o-ACOPF model-(1) from the solution of the SOC-ACOPF model-(2).
5 The parametric optimal value functions of the o-ACOPF model-(1) and the SOC-ACOPF model-(2) are monotonic.
6 Tight solution of the SOC-ACOPF model-(2) always exist.
Definition 5
Relaxation. An optimization model N is said to
be a relaxation or a relaxed model of optimization
model M if and only if the feasible region of M is a
subset of the feasible region of N i.e. RM ⊆ RN.
Definition 6
Approximation. An optimization model N is said
to be an (strict) approximation or an approxi-
mated model of optimization model M if and only
if the feasible regions of M and N are approxi-
mately equal but neither one is a subset of another
i.e. {RN ≈ RM,RN * RM,RM * RN}.
Definition 7
Relaxation gap. For the SOC-ACOPF model-(2),
the relaxation gap of active power loss Gappol is
defined as:
Gappol := pol −
p2sl + q
2
sl
Vsl
Rl, ∀l ∈ L (4a)
(4b)
The relaxation gap of reactive power loss Gapqol
is defined as:
Gapqol := qol −
p2sl + q
2
sl
Vsl
Xl, ∀l ∈ L (4c)
To give an overview of the proposed theorems,
we summarize the theorems in Table 1. Theorem
4 is a based on theorem 1, theorem 2 and thorem
3. Theorem 6 is based on theorem 5.
Theorem 1
Assume (vminn , v
max
n ) = (0.9, 1.1) and (θ
min
l , θ
max
l )
= (−pi
2
, pi
2
), replacing (1e) by (2d) relaxes the o-
ACOPF model-(1) i.e. the SOC-ACOPF model-
(2) is a relaxation of the o-ACOPF model-(1)
(rather than an approximation of the o-ACOPF
model-(1)).
Proof. We prove this theorem by showing that
any point in the feasible region of o-ACOPF
model-(1) can always be mapped to a point lo-
cated in the feasible region of the SOC-ACOPF
model-(2). However, the reverse statement does
not hold. In other words, some feasible solutions
of the SOC-ACOPF model-(2) are not feasible for
the o-ACOPF model-(1). This means the feasible
region of the SOC-ACOPF model-(2) covers the
feasible region of the o-ACOPF mode-(1).
Suppose Ω0,ACOPF = {p0,n, q0,n, p0,sl , q0,sl , p0,ol ,
q0,ol , V0,n, v0,n, θ0,l, θ0,n} ∈ <m is one feasible so-
lution of the o-ACOPF model-(1). From (1e) we
have:
v0,slv0,rl sin θ0,l = Xlp0,sl −Rlq0,sl , ∀l ∈ L (4d)
We can map Ω0,ACOPF to a feasible solution
Ω1,SOCACOPF = {p1,n, q1,n, p1,sl , q1,sl , p1,ol , q1,ol ,
V1,n, θ1,l, θ1,n} ∈ <m−|N| of the SOC-ACOPF
model-(2) as:
{Ω1,SOC−ACOPF \ θ1,l} := {Ω0,ACOPF \ (θ0,l, v0,n)}
(4e)
θ1,l := v0,slv0,rl sin θ0,l, ∀l ∈ L (4f)
Since v0,slv0,rl sin θ0,l ∈ (−1.21, 1.21) ⊂ (−pi2 , pi2 ),
equation (4f) is always mappable. Note θ1,l is not
necessarily equal to θ0,l. On the other hand, map-
ping Ω1 to Ω0 (v0,slv0,rl sin θ0,l = θ1,l) is not feasi-
ble when θ1,l > 1.21 or θ1,l < −1.21.
Theorem 1 shows that the feasible region of
SOC-ACOPF model-(2) covers all the feasible
region of o-ACOPF model-(1). It is worth to
mention that the assumptions of (vminn , v
max
n ) =
(0.9, 1.1) and (θminl , θ
max
l ) = (−pi2 , pi2 ) are the prac-
tical operational requirements for power system.
These assumptions can be relaxed to some degree
while Theorem 1 is still valid.
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Theorem 2
If (θminl , θ
max
l ) ⊆ (−pi2 , pi2 ) and θminl = −θmaxl , the
necessary condition to recover (map) a feasible so-
lution of the o-ACOPF model-(1) from the (op-
timal) solution Ω1,SOC−ACOPF of SOC-ACOPF
model-(2) is:
VslVrlsin
2(θmaxl ) ≥ θ2l , ∀l ∈ L (4g)
Note constraint (4g) is conic and thus convex.
Proof. If a feasible solution Ω0 of the o-ACOPF
model-(1) is recovered (mapped) from the (opti-
mal) solution Ω1 of the SOC-ACOPF model-(2):
{Ω0 \ (θ0,l, v1,n)} := {Ω1 \ (θ1,l)} (4h)
v0,n :=
√
V1,n, ∀n ∈ N (4i)
θ0,l := arcsin(
Xlps1,l −Rlqs1,l
v1,slv1,rl
)
= arcsin(
θ1,l
v1,slv1,rl
), ∀l ∈ L (4j)
Since sin(θ1,l) is monotonic in (θ
min
l , θ
max
l ) ⊆
(−pi
2
, pi
2
), equation (4j) implies:
sin(θminl ) ≤
θ1,l
vs1,lvr1,l
≤ sin(θmaxl ), ∀l ∈ L (4k)
Considering sin2(θminl ) = sin
2(θmaxl ) when θ
min
l =
−θmaxl , constraint (4k) is equivalent to:
θ21,l
VslVrlsin
2(θmaxl )
≤ 1, ∀l ∈ L (4l)
Or equivalently, Vs1,lVr1,lsin
2(θmaxl ) ≥ θ21,l.
Theorem 2 shows that if we add the convex con-
straint (4g) to the SOC-ACOPF model-(2), we
can improve the solution feasibility towards the
o-ACOPF model-(1). Please note that equations
(4h)-(4j) is only one way to recover the feasible so-
lution. Condition (4g) is necessary to recover the
feasible solution by using this approach. There
can be other feasible solution recovery approaches
which do not require condition (4g).
Theorem 3
The SOC-ACOPF model-(2) with the additional
constraint (4g) is a relaxation of the o-ACOPF
model-(1).
Proof. We can use the same procedure in proving
theorem 1 to prove theorem 3 i.e. any feasible so-
lution of the o-ACOPF model-(1) can be mapped
to a feasible solution of the SOC-ACOPF model-
(2) with the additional constraint (4g). However,
the reverse statement is not true when there is
at least one lˆ ∈ L (in the feasible solution of the
SOC-ACOPF model-(2) with the additional con-
straint (4g)) such that qolˆ >
p2
s(r)
lˆ
+q2
s(r)
lˆ
Vs(r)
lˆ
Xlˆ (which
fails to satisfy constraints (1j) in the o-ACOPF
model-(1) obviously).
Theorem 3 shows that the SOC-ACOPF model-
(2) with the additional constraint (4g) still covers
the feasible region of the o-ACOPF model-(1).
Theorem 4
If the optimal solution Ω∗ of the SOC-ACOPF
model-(2) with the additional constraint (4g) gives
tight solution such that q∗ol =
p∗2
s(r)l
+q∗2
s(r)l
V ∗
s(r)l
Xl, ∀l ∈
L, the global optimal solution Ω∗0 of the o-
ACOPF model-(1) is Ω∗0 := {Ω∗ \ (θ∗l , V ∗n )} ∪{
v∗0,n :=
√
V ∗n , θ
∗
0,l := arcsin(
θ∗l
v∗slv
∗
rl
)
}
.
Proof. Theorem 4 is a direct result of theorem 1,
theorem 2 and theorem 3 considering the optimal
objective solution f ∗ of the SOC-ACOPF model-
(2) is always a lower bound for the optimal objec-
tive solution f ∗0 of the o-ACOPF model-(1).
Theorem 5
Define the (parametric) optimal value functions:
f ∗(pdn , qdn) := min f(Ω, pdn , qdn)
s.t. {Ω ∈ RACOPF} (4m)
f ∗(pdn , qdn) := min f(Ω, pdn , qdn)
s.t. {Ω ∈ RSOC−ACOPF} (4n)
Where RACOPF and RSOC−ACOPF are the feasi-
ble regions of the o-ACOPF model-(1) and the
SOC-ACOPF model-(2) correspondingly. If the
objective function f is a monotonically increasing
function of (pn, qn) i.e. f(p1,n, q1,n) ≤ f(p2,n, q2,n)
for (p1,n, q1,n) ≤ (p2,n, q2,n), the optimal value
functions f ∗ are monotonic i.e. f ∗(pd1,n , qd1,n) ≤
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f ∗(pd2,n , qd2,n) for (pd1,n , qd1,n) ≤ (pd2,n , qd2,n) (as-
suming the o-ACOPF model-(1) and the SOC-
ACOPF model-(2) are feasible for (pd1,n , qd1,n) and
(pd2,n , qd2,n)).
Proof. We prove theorem 5 by contradiction.
Suppose the optimal solutions and objectives of
the SOC-ACOPF model-(2) (or the o-ACOPF
model-(1)) at (pd1,n , qd1,n) and (pd2,n , qd2,n) are
Ω∗1 = {p∗1,n, q∗1,n, p∗1,sl , q∗1,sl , p∗1,ol , q∗1,ol , V ∗1,n, θ∗1,l} ∈
<m−|N|, f ∗1 and Ω∗2 = {p∗2,n, q∗2,n, p∗2,sl , q∗2,sl , p∗2,ol ,
q∗2,ol , V
∗
2,n, θ
∗
2,l} ∈ <m−|N|, f ∗2 . If f ∗1 > f ∗2 for
(pd1,n , qd1,n) ≤ (pd2,n , qd2,n), since f is monotonic,
there must be at least one nˆ ∈ N such that
(p∗1,nˆ, q
∗
1,nˆ) > (p
∗
2,nˆ, q
∗
2,nˆ). We can construct a fea-
sible solution Ω
′
1 of the SOC-ACOPF model-(2)
(or the o-ACOPF model-(1)) at (pd1,n , qd1,n) (by
using Ω∗2) as:{
Ω
′
1 \ (p
′
1,nˆ, q
′
1,nˆ)
}
:=
{
Ω∗2 \ (p∗2,nˆ, q∗2,nˆ)
}
(4o)
From (1b)-(1c), we have:
p∗2,nˆ − pd2,nˆ =
∑
l
(A+nˆlp
∗
s2,l
− A−nˆlp∗o2,l) +GnˆV ∗2,nˆ
(4p)
q∗2,nˆ − qd2,nˆ =
∑
l
(A+ˆˆnlq
∗
s2,l
− A−nˆlq∗o2,l)−BnˆV ∗2,nˆ
(4q)
We know the feasible solution of (p
′
1,nˆ, q
′
1,nˆ) must
satisfy:
p
′
1,nˆ − pd1,nˆ =
∑
l
(A+nˆlp
∗
s2,l
− A−nˆlp∗o2,l) +GnˆV ∗2,nˆ
(4r)
q
′
1,nˆ − qd1,nˆ =
∑
l
(A+nˆlq
∗
s2,l
− A−nˆlq∗o2,l)−BnˆV ∗2,nˆ
(4s)
Substituting (4r)-(4s) to (4p)-(4q), we have:
p
′
1,nˆ − pd1,nˆ = p∗2,nˆ − pd2,nˆ (4t)
q
′
1,nˆ − qd1,nˆ = q∗2,nˆ − qd2,nˆ (4u)
Which yield:
p
′
1,nˆ = p
∗
2,nˆ + pd1,nˆ − pd2,nˆ (4v)
q
′
1,nˆ = q
∗
2,nˆ + qd1,nˆ − qd2,nˆ (4w)
So Ω
′
1 =
{
Ω∗2 \ (p∗2,nˆ, q∗2,nˆ)
} ∪ (p′1,nˆ, q′1,nˆ) is
feasible for the SOC-ACOPF model-(2)
(or the o-ACOPF model-(1)). Because
(pd1,n , qd1,n) ≤ (pd2,n , qd2,n), equations (4v)-
(4w) imply (p
′
1,nˆ, q
′
1,nˆ) ≤ (p∗2,nˆ, q∗2,nˆ). This
means the corresponding objective func-
tion values satisfy f
′
1 ≤ f ∗2 < f ∗1 (note
(p
′
1,n, q
′
1,n) = (p
∗
2,n, q
∗
2,n), ∀n 6= nˆ) which
contradicts the assumption that f ∗1 is the optimal
objective solution. So f ∗1 > f
∗
2 cannot hold for
(pd1,n , qd1,n) ≤ (pd2,n , qd2,n). This completes the
proof.
Theorem 6
Assuming (θminl , θ
max
l ) ⊆ (−pi2 , pi2 ) and the objec-
tive function f is monotonically increasing for
(pn, qn), if the optimal solution Ω
∗ of the SOC-
ACOPF model-(2) (with the additional constraint
(4g)) at (pdn , qdn) has positive relaxation gap i.e.
q∗olˆ >
p∗2
s(r)
lˆ
+q∗2
s(r)
lˆ
V ∗
s(r)
lˆ
Xlˆ or p
∗
olˆ
>
p∗2
s(r)
lˆ
+q∗2
s(r)
lˆ
V ∗
s(r)
lˆ
Rlˆ for
some lˆ ∈ L, there exists (p′dn , q
′
dn
) > (pdn , qdn)
at which the relaxation is tight for the optimal
solution i.e. q∗ol =
p∗2
s(r)l
+q∗2
s(r)l
V ∗
s(r)l
Xl, ∀l ∈ L or
p∗olˆ =
p∗2
s(r)
lˆ
+q∗2
s(r)
lˆ
V ∗
s(r)
lˆ
Rlˆ, ∀l ∈ L.
Proof. To prove theorem 6, we firstly derive an
equivalent model of the o-ACOPF model-(1) by
replacing constraint (1d) with:
Vsl − vslvrlcosθl = pslRl + qslXl, ∀l ∈ L (4x)
Constraints (4x)-and-(1e) are equivalent with
constraints (1d)-and-(1e) for (θminl , θ
max
l ) ⊆
(−pi
2
, pi
2
) since they are expressing the same volt-
age drop phasor either in the way of real-
and-imaginary parts or amplitude-and-imaginary
parts illustrated in Fig. 3. We then define a new
relaxed ACOPF model as r-ACOPF in (4y).
Minimize
Ω
f(Ω) (4y)
subject to (1b)− (1c), (1e), (1g), (1k)− (1o)
(2b)− (2c), (4x)
Obviously, when the relaxation is tight, the fea-
sible region of the r-ACOPF model-(4y) is ac-
tually equivalent to the feasible region of the
10
cos
l l ls s r l
V v v −
si
n
l
l
s
r
l
v
v

l ll s l s
R p X q+
l
l
l
s
l
s
X
p
R
q
−
0 0
si
n
l
l
s
r
l
v
v

l
l
l
s
l
s
X
p
R
q
−
Figure 3: Equivalent Constraint of the Branch Voltage
Drop Phasor
SOC-ACOPF model-(2) (with the additional con-
straint (4g)) since any feasible solution from ei-
ther model (SOC-ACOPF model-(2) or r-ACOPF
model-(4y)) can be mapped to the feasible region
of another model (SOC-ACOPF model-(2) or r-
ACOPF model-(4y)) using the procedures we de-
rived in theorems 1-4. The feasible region com-
parison is shown in Fig. 4.
SOC-ACOPF r-ACOPF
Equivalent Feasible Region when the Relaxation is Tight
*
3
*
3_ SOC
'*
3
Figure 4: Comparison of the Feasible Regions of SOC-
ACOPF and r-ACOPF
We want to emphasize here that, although the
r-ACOPF model-(4y) is nonconvex (with regard-
ing to its own set of variables), it is valid that
part of its feasible region can be mapped to a
convex one (with another set of variables) such
as the convex SOC-ACOPF model-(2) (with ad-
ditional constraint (4g)). An obvious simple ex-
ample is the equivalence between the nonconvex
region expressed by {y = x2, x > 0} for (y, x) ∈ <
and convex region expressed by {y = z, z > 0}
for (y, z) ∈ <. Fig. 5 shows this equivalence
graphically. A similar consideration can be drawn
for the r-ACOPF model-(4y) (where both Vn =
v2n and vn are deployed) and the SOC-ACOPF
model-(2) where only Vn are used.
Similarly, we define the (parametric) optimal

y
x
y
z
2y x= y z=
0 0
Figure 5: The Equivalence of Regions Expressed by Dif-
ferent Variables
value function of the r-ACOPF model-(4y) (with
regarding to (pdn , qdn)) as:
f ∗(pdn , qdn) :=min f(Ω, pdn , qdn)
s.t. {Ω ∈ Ωr−ACOPF} (4z)
Following the same procedure in the proof of theo-
rem 5, it is obvious that f ∗ here is also monotonic.
We now use the r-ACOPF model-(4y) as a bridge
to prove theorem 6. The key procedure is to show
that theorem 6 is valid for the r-ACOPF model-
(4y) and thus valid for the SOC-ACOPF model-
(2) considering the equivalence between their fea-
sible regions (when the relaxation is tight). Sup-
pose the optimal solution Ω∗3 of the r-ACOPF
model-(4y) has positive relaxation gap q∗o3,lˆ >
p∗2
3,s(r)
lˆ
+q∗2
3,s(r)
lˆ
V ∗
3,s(r)
lˆ
Xlˆ or p
∗
o3,lˆ
>
p∗2
3,s(r)
lˆ
+q∗2
3,s(r)
lˆ
V ∗
3,s(r)
lˆ
Rlˆ for some
lˆ ∈ L at (pdn , qdn), we use ∆∗po3,lˆ > 0 and
∆∗qo3,lˆ > 0 to represent the active and reactive
power losses relaxation gaps respectively:
p∗o3,lˆ −
p∗23,s(r)lˆ + q
∗2
3,s(r)lˆ
V ∗3,s(r)lˆ
Rlˆ = ∆
∗po3,lˆ (4aa)
q∗o3,lˆ −
p∗23,s(r)lˆ + q
∗2
3,s(r)lˆ
V ∗3,s(r)lˆ
Xlˆ = ∆
∗qo3,lˆ (4ab)
So the tight power losses solutions are p
′∗
o3,lˆ
=
p∗o3,lˆ − ∆∗po3,lˆ > 0 and q
′∗
o3,lˆ
= q∗o3,lˆ − ∆∗qo3,lˆ > 0.
From constraints (1b)-(1c), we have:
p∗3,n − pdn =
∑
l
(A+nlp
∗
s3,l
− A−nlp∗o3,l) +GnV ∗3,n
(4ac)
q∗3,n − qdn =
∑
l
(A+nlq
∗
s3,l
− A−nlq∗o3,l)−BnV ∗3,n
(4ad)
11
Suppose at (p
′
dn
, q
′
dn
), tight power losses solutions
are found (note in the r-ACOPF model-(4y) only
the following constraints are associated with the
power losses variables aside from constraints (2b)-
(2c)):
p∗3,n − p
′
dn =
∑
l
(A+nlp
∗
s3,l
− A−nlp
′∗
o3,l
) +GnV
∗
3,n
(4ae)
q∗3,n − q
′
dn =
∑
l
(A+nlq
∗
s3,l
− A−nlq
′∗
o3,l
)−BnV ∗3,n
(4af)
Combining equations (4ac)-(4ad) with equations
(4ae)-(4af), we have:
p
′
dn = pdn −
∑
l
A−nl∆
∗p∗o3,l (4ag)
q
′
dn = qdn −
∑
l
A−nl∆
∗q∗o3,l (4ah)
Because A−nl ∈ {0, −1} and (∆∗p∗o3,l ,∆∗q∗o3,l) >
(0, 0), equations (4ag)-(4ah) imply (p
′
dn
, q
′
dn
) >
(pdn , qdn). Taking into account that the optimal
value function f ∗ is monotonic, we also know that
f ∗(pdn , qdn) < f
∗(p
′
dn
, q
′
dn
) which means Ω∗ is not
only feasible but also optimal for the r-ACOPF
model-(4y) at (p
′
dn
, q
′
dn
). As we have explained at
the beginning of this proof, since the r-ACOPF
model-(4y) is actually equivalent (in terms of the
feasible region and optimal solution when the re-
laxation is tight) with the SOC-ACOPF model-
(2), all the tight solutions we derived in proving
theorem 6 for the r-ACOPF model-(4y) can al-
ways be mapped to the corresponding tight so-
lution of the SOC-ACOPF model-(2). In other
words, theorem 6 is also valid for the SOC-
ACOPF model-(2).
Theorem 6 shows the structure of the relaxed so-
lutions and tight solutions for the SOC-ACOPF
model-(2) with regarding to the power load pa-
rameter. This theorem shows a counter-intuitive
property of the SOC-ACOPF model-(2) that
larger power load can help tighten the relaxation
gap. We present in the next Section the numeri-
cal validations of all the theorems and analysis in
this Section.
5. Numerical results and discussion
The SOC-ACOPF model-(2) (with the addi-
tional constraint (4g)) and o-ACOPF model-(1)
are implemented and solved in the YALMIP [25]
toolbox for modelling and optimization in MAT-
LAB and Julia [26] running on the 64-bit macOS
operating system. A personal computer with In-
tel Core i9 2.9 GHz CPU and 16G RAM is de-
ployed. The MOSEK, Gurobi, SCS solvers are
used to solve the SOC-ACOPF model-(2). Be-
cause MOSEK, Gurobi and SCS can only solve
convex models, the convexity of the SOC-ACOPF
model-(2) is numerically validated. The IPOPT
solver is used to solve the nonconvex o-ACOPF
model-(1).
5.1. Validation of Theorems 1-6
We use benchmark IEEE transmission net-
works {14, 57, 118, 300}, matpower case 9, 30,
ACTIVSg {200, 500, 2000}, 2383wp, 2736sp,
2737sop, 3012wp, 3120sp, 3375wp, {1354, 2869}
pegase [27] and the distribution networks case4,
13feeder, 34feeder as the test cases to numerically
validate the proposed theorems for both power
transmission and distribution networks in this
Section. Power network data from MATPOWER
are directly used here [28]. Note the 3012wp,
3120sp and 3375wp networks are stressed test
cases for the winter peak (wp) time or summer
peak (sp) time. The objective function f of typ-
ical economic dispatch is quadratic i.e. f(pn) =∑
n(αnp
2
n+βnpn+γn). Where (αn, βn, γn) ≥ 0 are
the cost parameters of nodal active power gener-
ation. Note some cost parameters of the gener-
ators are equal to zero in the test cases. So in
some low power load scenarios, the total gener-
ation cost is equal to zero or remains the same
with the increase of power loads. For the dis-
tribution networks, we include several distributed
generators with positive cost parameters in all the
networks. To make sure the objective function f
is monotonic for pn, we must ensure p
min
n ≥ 0
in the o-ACOPF and SOC-ACOPF models. For
large test cases with over 3000 nodes, we use Ju-
lia to implement and solve both the SOC-ACOPF
model-(2) and the o-ACOPF model-(1). This is
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Table 2: Objective Solutions
Test case
10% Load 20% Load 30% Load 40% Load
SOC-ACOPF o-ACOPF SOC-ACOPF o-ACOPF SOC-ACOPF o-ACOPF SOC-ACOPF o-ACOPF
case4 2.40107 2.40107 4.80428 4.80428 7.20965 7.20965 9.6171 9.6171
case9 1170.74 1170.75 1347.23 1347.23 1593.64 1593.64 1909.78 1909.78
13feeder 0.00745 0.00745 0.01493 0.01493 0.02245 0.02245 0.03002 0.03002
IEEE14 545.64 546.37 1147.21 1147.50 1806.10 1806.26 2523.77 2523.91
case30 33.14 33.14 75.31 75.31 123.61 123.61 178.12 178.12
34feeder 0.00211 0.00211 0.00426 0.00426 0.00645 0.00645 0.00868 0.00868
IEEE57 2682.55 2686.41 5706.04 5709.00 9080.48 9082.93 12809.00 12810.65
IEEE118 8940.49 8952.62 18735.71 18750.11 29420.72 29436.19 41008.27 41025.36
ACTIVSg200 14070.44 14070.44 14070.44 14070.44 14070.44 14070.44 14483.45 14483.82
IEEE300 51210.16 56915.23 107284.01 108378.18 168588.72 168712.09 235157.51 235244.97
ACTIVSg500 16386.94 16386.94 16386.94 16386.94 16386.94 16386.94 16386.94 16386.94
1354pegase 7558.35 7558.47 15101.85 15102.06 22665.28 22665.88 30246.88 30249.40
ACTIVSg2000 301722.90 301722.90 319936.30 321123.46 401882.50 402289.24 509723.50 510082.88
2383wp 0.00 0.00 0.00 0.00 19377.99 19477.73 175742.10 175881.88
2736sp 0.00 0.00 0.00 0.00 108775.80 108838.81 250447.80 250617.91
2737sop 0.00 0.00 5.86 5.86 42096.36 42110.97 128947.20 128979.20
2869pegase 14639.05 14754.46 29204.10 29236.82 43811.78 43830.34 58458.84 58467.05
3012wp 0.00 0.00 0.00 0.00 41101.36 41261.04 338807.19 339179.85
3120sp 1336861.76 1336861.82 1336861.76 1336861.82 1336861.76 1336861.82 1336861.76 1336861.82
3375wp 6418725.22 6418725.36 6418725.22 6418725.37 6418725.22 6418725.36 6418725.22 6418725.36
Table 3: Maximum Relaxation Gaps of Active Power Losses from the SOC-ACOPF Model
Test case 10% Load >10% Load 20% Load >20% Load 30% Load >30% Load 40% Load >40% Load
case4 9.75E-11 8.46E-10 1.00E-10 8.27E-10 1.00E-10 6.82E-10 9.85E-11 8.51E-10
case9 9.82E-11 1.59E-16 5.65E-11 3.60E-13 1.16E-10 2.95E-13 9.81E-11 3.02E-12
13feeder 1.24E-7 6.42E-9 1.24E-7 6.43E-9 1.23E-7 6.38E-9 1.22E-7 6.19E-9
IEEE14 5.43E-10 7.31E-13 3.35E-09 6.89E-13 1.06E-10 6.85E-12 2.99E-09 1.45E-12
case30 5.45E-10 6.47E-10 1.67E-10 1.33E-11 1.71E-09 1.72E-10 1.21E-10 1.84E-10
34feeder 1.25E-7 6.98E-9 1.25E-7 6.82E-9 1.25E-7 6.68E-9 1.25E-7 2.40E-9
IEEE57 1.84E-10 5.92E-10 2.52E-11 7.46E-10 1.36E-09 2.09E-10 6.38E-09 8.26E-10
IEEE118 4.93E-09 3.28E-09 6.02E-08 1.79E-09 1.11E-07 1.10E-09 1.57E-09 3.99E-11
ACTIVSg200 1.67E-02 1.28E-10 1.43E-02 3.37E-10 6.65E-03 6.97E-10 1.45E-08 5.79E-10
IEEE300 1.15E-02 4.14E-08 1.37E-03 8.17E-09 4.08E-06 2.52E-09 5.01E-05 1.10E-09
ACTIVSg500 2.29E-02 1.34E-09 2.12E-02 3.69E-09 1.93E-02 5.49E-10 1.60E-02 3.59E-10
1354pegase 3.09E-03 1.79E-07 2.72E-07 1.42E-07 1.01E-02 1.43E-07 1.04E-02 1.03E-07
ACTIVSg2000 2.14E-01 5.55E-08 1.09E-01 9.87E-09 5.26E-02 1.93E-08 4.10E-02 1.03E-08
2383wp 1.94E-01 3.65E-08 1.77E-01 3.11E-08 2.52E-03 1.28E-08 7.46E-03 4.29E-08
2736sp 2.10E-02 9.68E-09 3.22E-10 2.57E-08 2.85E-08 9.64E-09 3.58E-04 5.74E-10
2737sop 3.32E-02 5.12E-08 1.45E-02 3.75E-08 4.56E-08 2.89E-08 1.65E-03 2.35E-08
2869pegase 8.47E-03 7.12E-06 9.32E-03 1.38E-07 6.72E-03 6.56E-08 1.47E-02 6.99E-08
3012wp 1.09E-01 4.21E-06 2.35E-02 4.64E-09 1.69E-03 3.78E-11 4.75E-04 3.08E-11
3120sp 1.01E+01 2.85E-09 7.48E+00 1.72E-11 3.56E+00 2.72E-11 1.28E+00 5.18E-11
3375wp 7.22E+00 5.06E-10 5.40E+00 6.82E-8 3.12E+00 2.43E-10 1.39E+00 1.05E-8
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Table 4: Maximum Relaxation Gaps of Reactive Power Losses from the SOC-ACOPF Model
Test case 10% Load >10% Load 20% Load >20% Load 30% Load >30% Load 40% Load >40% Load
case4 1.95e-10 1.69e-9 2.01e-10 1.65e-9 2.01e-10 1.36e-9 1.97e-10 1.70e-9
case9 3.65E-01 1.16E-10 1.57E-01 3.06E-12 1.33E-01 4.70E-12 1.14E-01 1.63E-11
13feeder 3.42E-7 2.42E-9 3.40E-7 2.40e-9 3.37E-7 2.37E-9 3.35E-7 2.34E-9
IEEE14 2.50E-01 8.51E-11 7.95E-02 3.92E-11 1.43E-01 1.24E-10 1.18E-01 2.33E-11
case30 2.31E-02 1.78E-09 2.34E-02 2.65E-11 2.21E-02 3.66E-10 2.04E-02 3.79E-10
34feeder 3.10E-7 2.43E-9 3.03E-7 2.43E-9 2.97E-7 2.44E-9 2.90E-7 8.94E-10
IEEE57 2.25E-01 2.00E-09 1.92E-01 9.65E-09 1.46E-01 3.10E-09 1.02E-01 3.37E-09
IEEE118 2.98E+00 1.00E-08 3.08E+00 1.37E-08 2.86E+00 9.55E-09 2.84E+00 3.03E-09
ACTIVSg200 2.05E-01 1.35E-09 1.99E-01 1.94E-09 2.09E-01 7.14E-09 1.06E-06 2.91E-09
IEEE300 5.25E+00 9.33E-08 4.12E+00 1.75E-08 3.82E+00 3.26E-08 3.62E+00 6.55E-08
ACTIVSg500 3.31E-01 1.41E-08 2.87E-01 4.88E-08 2.45E-01 7.27E-09 2.33E-01 4.74E-09
1354pegase 2.95E-01 1.46E-06 2.93E-01 3.45E-07 8.50E-01 4.77E-07 8.74E-01 2.63E-07
ACTIVSg2000 2.23E+00 2.10E-07 2.57E+00 8.57E-08 2.56E+00 1.36E-07 2.53E+00 4.70E-08
2383wp 1.87E+00 2.85E-07 1.61E+00 2.34E-07 1.13E-01 4.60E-08 3.34E-01 8.70E-08
2736sp 2.37E-01 4.94E-08 1.19E-03 1.21E-07 1.18E-03 3.93E-08 1.48E-02 1.74E-09
2737sop 3.76E-01 1.82E-07 1.58E-07 3.13E-07 1.19E-03 1.76E-07 1.17E-01 1.39E-06
2869pegase 7.81E-01 4.96E-05 5.03E-01 3.44E-06 3.79E-01 8.79E-07 2.64E+00 1.12E-06
3012wp 6.23E-01 1.01E-10 3.36E-01 1.00E-10 1.54E+00 1.16E-10 1.33E+00 9.91E-11
3120sp 3.10E+01 1.01E-10 1.29E+01 9.92E-11 6.13E+00 9.90E-11 1.58E+00 9.88e-11
3375wp 7.52E+00 4.72E-10 4.67E+01 4.67E-10 3.12E+01 4.56E-10 2.75E+01 4.45E-10
mainly due to the higher computational efficiency
of Julia compared with YALMIP with the associ-
ated optimization solvers.
Since we have tested our models for the base
power loads (original power loads in MAT-
POWER) and shown in our previous work [24]
that large relaxation gaps are present for opti-
mal solutions in low power loads scenarios, we
only show the results for low power loads scenar-
ios here. In Table 2, we list the objective solutions
of the SOC-ACOPF model-(2) and the o-ACOPF
model-(1) for 10%, 20%, 30% and 40% of the ab-
solute value of base load. So, the results in Table
2 validate theorems 1-5:
• The SOC-ACOPF model-(2) (with the addi-
tional constraint (4g)) is a relaxation of the o-
ACOPF model-(1). This is validated since all
the objective solutions of the SOC-ACOPF
model-(2) are lower than the corresponding
objective solutions of the o-ACOPF model-
(1).
• The (parametric) optimal value functions
of the SOC-ACOPF model-(2) and the o-
ACOPF model-(1) are monotonic (with re-
garding to the power load pd) given that the
objective function f is monotonic with re-
garding to the power generation pn. This is
validated since all the objective solutions in-
crease when the power loads increase.
For the SOC-ACOPF model-(2). The maximum
relaxation gaps of active and reactive power losses
are defined as:
Gappo,max := Maximum {Gappol , ∀l ∈ L} (5a)
Gapqo,max := Maximum {Gapqol , ∀l ∈ L} (5b)
We use Gappo,max and Gapqo,max to measure
the relaxation performance of the SOC-ACOPF
model-(2) (smaller relaxation gaps mean better
performance). We list the maximum relaxation
gaps results Gappo,max and Gapqo,max of the SOC-
ACOPF model-(2) in Table 3 and Table 4. When
the relaxation is not tight, we increase the power
load levels (pd, qd) (but fix the optimal nodal
power generation solution p∗n so the objective so-
lutions remain the same as in Table 2) to find
the tight solutions of the SOC-ACOPF model-
(2). The power load levels are increased by tak-
ing the power loads pd, qd as variables in the
SOC-ACOPF model and using the original power
load levels (10%, 20%, 30% and 40%) as the
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lower bounds of these variables. The maximum
relaxation gaps for tight solutions are listed in
the columns denoted as ’>10% Load’, ’> 20%
Load’, ’> 30% Load’ and ’> 40% Load’ of Ta-
ble 3 and Table 4. So we have actually numer-
ically validated theorem 6 by the results in Ta-
ble 3 and Table 4. It is worth to mention that
for most branches, the relaxation gaps are very
small. The maximum relaxation gap only appear
for single branch in each test case i.e. there is
only one branch l˜ ∈ L in each test case such that
Gappo
l˜
= Gappo,max or Gapqo
l˜
= Gapqo,max.
5.2. Comparison with Other OPF Models
To compare the accuracy and computational ef-
ficiency of our o-ACOPF model-(1) and SOC-
ACOPF model-(2) with other convex OPF mod-
els, we run the numerical test for all the test cases
with the original power loads. The other two con-
vex OPF models are based on QC relaxation and
SOC relaxation [11,16]. All the models and nu-
merical tests are implemented in Julia. The op-
timal objective results are listed in Table 5. The
computational CPU time results are listed in Ta-
ble 6. If the model cannot converge, we use ’NA’
to denote the result. Our models converge for
all the test cases. The objective solutions are
very close to the other two convex OPF models.
For the 3375wp test case, since it is a stressed
test case representing the 2007-08 evening peak
in Poland, the convex OPF model in [11] cannot
converge. For the computation CPU time, our
SOC-ACOPF model-(2) requires less computa-
tional time than the convex OPF model in [11] but
longer time than the convex OPF model in [16].
Our o-ACOPF model-(1) takes the least computa-
tional time among all the considered models. It is
worth to mention that only our o-ACOPF model-
(1) and SOC-ACOPF model-(2) consider the dif-
ference between the actual measurable power flow
and the non-measurable power flow as explained
in Section II of this paper.
6. Conclusions
By equivalently deriving the branch ampacity
constraint for the power losses, we firstly re-
move the approximation gap of the SOC-ACOPF
model-(2) based on the branch flow formula-
tion. We then give the analytical and numeri-
cal proofs for several important properties of the
SOC-ACOPF model-(2). The aims of proving
these properties are to improve the solution qual-
ity and to promote the applicability of the SOC-
ACOPF model-(2). We show rigorously that the
feasible region of the SOC-ACOPF model-(2) cov-
ers the feasible region of the o-ACOPF model-
(1). Regarding to the AC feasibility of the solu-
tion from the SOC-ACOPF model-(2), one addi-
tional necessary conic constraint to improve the
AC feasibility of the solution is derived in theo-
rem 2. We also show how to recover the global
optimal solution of the o-ACOPF model-(1) from
the tight optimal solution of the SOC-ACOPF
model-(2) in theorem 4. Based on the mono-
tonic property of the optimal value functions de-
fined by the SOC-ACOPF model-(2) and the o-
ACOPF model (1) from theorem 5, we prove that
the tight solutions of the SOC-ACOPF model-(2)
can always be obtained by allowing the increase
of nodal power loads in theorem 6. This theorem
shows that large power load levels actually help
tighten the relaxation gap of the SOC-ACOPF
model-(2). In other words, SOC-ACOPF model-
(2) is more applicable for high power load con-
ditions. According to our numerical comparison
with the other two convex OPF models in the
literaure, our SOC-ACOPF model-(2) has simi-
lar accuracy and computational efficiency. How-
ever, only our SOC-ACOPF model-(2) derives the
correct branch ampacity constraint by consider-
ing the difference between the actual measurable
power flows and the nonmeasurable power flows in
the transmission line Π-model. Furthermore, our
o-ACOPF model-(1) has the best computational
efficiency. Future research work is expected to
consider more details about the power load mod-
els (such as the polynomial (ZIP) model or the
exponential model) and discrete transformer taps
as decision variables.
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