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ABSTRACT 
 
Due  to  their  attractive  acquisition  time  performance,  matched  filter 
correlators  are  widely  used  in  GPS  signal  acquisition  engines.  Existing 
methods  to  evaluate  the  GPS  signal  acquisition  engine  performance 
parameters viz. probability of detection and mean acquisition time are based 
on the assumption that the detection among the neighbouring test cells is 
independent.  However  in  a  matched  filter  correlator,  depending  on  the 
spacing between the test cells, there could exist strong correlations among 
the consecutive outputs which affect these performance parameters. Taking 
into account these correlations in the analysis does not make the acquisition 
faster,  but  make  the  performance  parameters  more  accurate.  These 
improvements then contribute to the quality of the threshold setting process, 
which is very important in receiver design. This paper provides a detailed 
analysis  of  the  significance  of  the  cell  correlations  in  the  matched  filter 
correlators used in GPS L1 C/A signal acquisition. Justifying the theoretical 
analysis with Monte Carlo simulations, it is shown that the error caused by 
omitting the cell correlations in estimating the probability of detection and 
the acquisition threshold will be around 6-7% at the signal strengths of 32-33 
dB-Hz, even for the search step size of 0.5 chip. The trend also shows that 
the error worsens for lower signal strengths. 
 
KEYWORDS:  GPS  L1  C/A,  serial  acquisition,  matched-filter,  cell-
correlation, mean acquisition time.  
 
 
1. INTRODUCTION 
 
It is well known that the search for the presence of a desired signal in a GPS receiver mainly 
involves correlating the received signal with all possible code delay offsets of the local replica of the Pseudo Random Noise (PRN) code and all possible Doppler frequency shifts of the
locally generated carrier until the receiver ﬁnds a distinct correlation value that exceeds a de-
ﬁned threshold. There exist several methods to perform the process of code correlation (the
Acquisition) to detect the presence of the signal but GPS signal acquisition engines can be
broadly classiﬁed into two categories: active parallel correlator and passive matched ﬁlter
(Polydoros and Weber, 1984a,b; Nagaraj et al., 2004).
In active parallel correlators, the local replica code phase is actively self-adjusted to make it
compliant with the incoming code. The dwell time needed to produce a correlation output is
equal to the coherent integration time (e.g. 1ms as in L1 C/A signal acquisition). However, in
matched ﬁlter (MF) correlators, the local code with a predetermined phase is loaded to the code
buffer and remains unchanged throughout the acquisition. The MF just passively waits until the
code in the received signal obtains the predetermined phase. A correlator output is produced
whenever a new signal sample arrives in the shift register. It means the dwell time is just one
sample duration which is much faster than that of the active correlators. However, consecutive
MF correlator outputs are made by the signal segments which are just different in some sam-
ples. Therefore, depending on the sample spacing, there might exist strong correlations among
the consecutive MF correlator outputs. This effect has been studied to some extent for the other
spread spectrum systems (Sheen et al., 1999; Giunta and Benedetto, 2007). However the previ-
ous work of (Sheen et al., 1999; Giunta and Benedetto, 2007) assumes the search to be only in
thecodedelaydimensionandnotinboththecodedelayandDoppleroffsetdimensions. InGPS,
the search in the Doppler dimension can not be neglected while computing the performance for
an acquisition engine. In addition, the inﬂuence of cell correlations on errors in estimating the
acquisition threshold is not considered and also the detection probability estimation errors are
not completely described.
This paper revisits the theory of the cell-correlations as applied to the the MF GPS L1 C/A
code acquisition engine. The mean acquisition time expression under the cell-correlation phe-
nomenon consideration is derived by using the ﬂow graph technique described in (Holmes,
2007). This analysis is then validated by Monte Carlo simulations. Furthermore, the impacts of
the phenomenon on threshold setting and also detection capability are investigated for a wide
range of signal strength levels.
The paper is organized as follows. Section 2 describes the GPS acquisition engine using a MF.
Section 3 provides the necessary background of the state-transition method for the acquisition
process and explains the acquisition process in the presence of the cell-correlation phenomenon.
Section 4 derives the theoretical analysis for the mean acquisition time of the described acqui-
sition process. Section 5 details the performance analysis results followed by conclusions in
Section 6.
2. GPS ACQUISITION ENGINE USING MATCHED FILTER
The received GPS signal after the Analog to Digital Converter can be represented as
r[n] =
p
2Cc[n+q]cos(2p(fIF + fd)nTS+j)+nW[n] (1)
whereC is the carrier power; c, q are respectively the PRN code and its delay (sample); fIF, fd
denote the Intermediate Frequency (IF) and Doppler shift (Hz); TS = 1=FS stands for the sam-
pling period (s) (FS is the sampling frequency (Hz)); j is the initial phase (rad); and nW is the
Additive White Gaussian Noise with zero mean (m = 0) and variance s2
n (nW » N(0;s2
n)).
The MF acquisition is presented in Fig. 1. The digital received signal is ﬁrst down-converted byFigure 1: Matched ﬁlter acquisition engine
the complex local signal characterized by a tentative Doppler shift ( ¯ fd). Then the signal samples
continuously ﬁll up the shift register in order to correlate with the local code samples stored in
the buffer of the matched ﬁlter. The register and the buffer are designed to accommodate a full
code period (i.e. 1023 chips) with the number of taps N = 1023l where l = Tc
TS is the number
of samples per chip with Tc = 1
1:023¢106(s) is the chip period. The correlation values equivalent
to different received code phases are produced every TS and are given by
S[k] =
p
CRPN[t]sinc[4fd(N¡1)]e¡jf +
N
å
n=0
nW[k+n]ci[n+ ¯ q]
p
2exp
£
2p(fIF + ¯ fd)nTS
¤
= E[S[k]jf]+
N
å
n=0
nW[k+n]ci[n+ ¯ q]:
p
2exp
£
2p(fIF + ¯ fd)nTS
¤
(2)
where t =q ¡ ¯ q and 4fd = fd¡ ¯ fd are the difference between actual and estimated code delays
and Doppler shifts respectively; f = 2p4fd(N¡1)(k¡ 1
2)+j is the phase resulting from each
integration; sinc(x) = sin(px)=px; and RPN[t] is the autocorrelation function of the PRN codes
RPN[t] = ¡
1
N
+
N+1
N
R[t]­
¥
å
m=¡¥
d[t +mN] (3)
R[t] =
( ³
1¡
jtj
l
´
0 · jtj · l ¡1
0 elsewhere
(4)
Eventually, the magnitude jS[k]j of each complex correlator output is compared with a prede-
termined threshold (V) to decide which hypothesis between H0 (absence of the desired signal)
and H1 (presence of the desired signal) is true.
Basically, the acquisition search for the signal transmitted from a speciﬁc satellite in the search-
space is deﬁned by the uncertainty regions of ¯ fd and ¯ q (Fig. 2). Starting at an arbitrary cell
l0, the search process is performed line-by-line. It means all the possible values of ¯ q and a
speciﬁc ¯ fdm are tested serially. Then, if the signal is not found, the search process starts a new
line equivalent to another value of Doppler shift.The acquisition engine stops searching for the signal transmitted from a speciﬁc satellite (PRNi)
if the signal is:
² found, in which case the estimated parameters (PRNi; ˆ fd, ˆ q) are handed over to the track-
ing stage.
² not found, and all possible cells in the search-space deﬁned by the uncertainty regions of
¯ fd and ¯ q are already tested.
For a typical GPS receiver, the uncertainty region for ¯ fd is [-5 kHz, 5 kHz] stepped by 500 (Hz)
and the one for ¯ q is a whole code period stepped by 0.5 (chip). This chip spacing is warranted
by using the conventional FS, which is twice the code rate (i.e. FS = 2:046MHz and l = 2).
This set of parameters is used in the following sections.
In fact, the acquisition engine performance can be improved with veriﬁcation modes, post cor-
relation techniques or parallel architectures; however, in this paper, the serial acquisition engine
as described is considered.
2.1 Cell Correlation Phenomenon
Considering two correlator outputs S[k¡ j] and S[k] at two different time instances, the correla-
tion coefﬁcient between two outputs is
rSk;Sk¡j =
cov(Sk;Sk¡j)
sSksSk¡j
(5)
where
sSksSk¡j = s2
S = Ns2
n (6)
and
cov(Sk;Sk¡j) = E[(Sk¡E[Skjf])(Sk¡j¡E[Sk¡jjf])¤] (7)
= E
"
N
å
n=0
nW[k+n]ci[n]
p
2exp
£
2p(fIF + ¯ fdk)nTS
¤
¢
N
å
n=0
nW[k¡ j+n]ci[n]
p
2exp¡
h
2p(fIF + ¯ fdk¡j)nTS
i
#
= E[nW[k]nW[k¡ j]ci[0]ci[0]+:::+nW[k+l]nW[k¡ j+m]ci[l]ci[m]+:::nW[k+N]nW[k¡ j+N]ci[N]ci[N]]
Note that, the acquisition process is performed line-by-line in the search space, therefore, ¯ fdk =
¯ fdk¡j. Furthermore, nW is AWGN therefore
E[ninj] =
½
s2
n i 6= j
0 i ´ j
(8)
Hence, any values of l and m that make the indices of both the noise components identical will
result in non-zero values, and (7) becomes
cov(Sk;Sk¡j) =
½
s2
n å
N¡jjj¡1
n=0 ci[n]ci[n+ j] = s2
nRPN[j] 0 · j · (N¡1)
0 elsewhere
(9)From (3) and (4), rSk;Sk¡j in (5) can be represented
rSk;Sk¡j ¼
8
<
:
1¡
jk¡ jj
l
0 · jk¡ jj · (l ¡1)
0 jk¡ jj ¸ l
(10)
Equation (10) proves that the correlation or the dependency between two correlator outputs
depends on the distance of the two cells in the search space where the outputs are calculated. If
the distance is less than one chip length, then the two outputs are correlated. This is the so-called
cell-correlation phenomenon. It should be stressed that this phenomenon is always visible in
MF correlators due to the correlation of the local code stored in the MFs under the inﬂuence
of the noise component induced in the received signal at different time instances within a chip
period. Moreover, from (10), rSk;Sk¡j is always positive, therefore, the correlated cells have an
increasing linear relationship.
3. STATE TRANSITION DIAGRAM
In order to derive the mean acquisition time (TA) expression for the serial MF acquisition engine
taking into account the cell-correlation phenomenon, this section describes the state transition
diagram of the acquisition process. The search space (Fig. 2) is deﬁned as the one typical for
general purpose GPS applications, which was mentioned in Section 2.
Without loss of generality, let us assume the correct cell CC is located at (q;fd) (the red circle
in Fig. 2). If the misalignments in the code delay and Doppler shift dimensions are §0:5 (chip)
and §500 (Hz), the signal component is degraded but still may emerge from the noise ﬂoor
depeding on the input signal strength (Fig. 2). Therefore, there are 9 cells covered by the
area [q ¡0:5;q;q +0:5]£[fd ¡500;fd;fd +500] which belong to the H1 hypotheses. On the
contrary, all the other cells of the search space belong to the H0 hypotheses.
The state diagram is composed by states and transitions (Fig. 3). There are (L+1) states.
Among them, L states fromC0 toCL¡1 represent all the cells (i.e. H0 and H1 cells) in the search
space; and one special state is dedicated to the acquisition state (ACQ) which is chosen if the
detection occurs in one of the 9 H1 cells. In Fig. 3, the ACQ state appears in the three H1
regions for the better representation. Note that, the cell states are indexed so that C0 and CL¡1
representing the ﬁrst H0 cell and the last H1 cell, i.e. (q +0:5;fd +0:5).
As shown in Section 2, each decision variable has correlation with the previous one. To accom-
modate this dependency, each cell stateCi is divided into two sub-states, namelyC0
i andC1
i . The
acquisition stays in theC1
0 state if the last detector decided thatCi belongs to H1; otherwise, the
acquisition stays in theC1
0. Hence, the transition between two states actually connects their sub-
states. Depending on the sub-states connected, the corresponding dependency is represented.
Fig. 3 shows the full state transition diagram of the acquisition process. Before the signal is
acquired, the code delay and Doppler shift are unknown, therefore, the acquisition process can
start at any cell in the search space. Let CS denotes the starting state in H0 region. Obviously,
the sub-state that the acquisition process stays in isC1
S. If the decision variable jSj atCS is above
the threshold (V), then the acquisition process moves to C1
S+1 by following the bold arrow;
otherwise it goes to C0
C+1 by following the thin arrow. The transition gain depends on the sub-
state pairs as described above. The acquisition process serially searches over the search space
cell-by-cell and line-by-line. If detection occurs, the acquisition stops and the control is handed
over to the tracking stage. However, if false alarm occurs, this costs the acquisition a penalty
time Tp and the acquisition restarts at the next cell.The gain associated with each transition is estimated as follows:
² In the H0 region, for the pair:
- [C0
i ;C1
i+1] (i.e. a false alarm happens): the transition gain is Pr(C0
i !C1
i+1)¢ZTP, where
Pr(C0
i ! C1
i+1) = Pr(jSij > VjjSi¡1j · V) , Pfa0 with Pfa0 is calculated by Monte
Carlo method.
C0
i ;C0
i+1 : the transition gain is Pr(C0
i ! C0
i+1)¢ZTS, where Pr(C0
i ! C0
i+1) = Pr(jSij ·
VjjSi¡1j ·V) = 1¡Pfa0).
- [C1
i ;C1
i+1] (i.e. a false alarm happens): the transition gain is Pr(C1
i !C1
i+1)¢ZTP, where
Pr(C1
i !C1
i+1) = Pr(jSij >V) , Pfa1. In (Kaplan, November, 2005), Pfa1 = e
¡ V2
2s2 n .
- [C1
i ;C0
i+1]: the transition gain is Pr(C1
i !C0
i+1)¢ZTS, where Pr(C1
i !C0
i+1) = Pr(jSij ·
V) = 1¡Pfa1.
² In H1 region, for the pair:
- [C1
i ;ACQ] (i.e. a detection happens): the transition gain is Pr(C1
i ! ACQ)¢ZTS, where
Pr(C1
i ! ACQ) = Pr(jSij >V) , Pd1(Ci). In (Kaplan, November, 2005), Pd1(Ci) =
Q
³
jE[Sijf]j
sS ;
p
V
sS
´
, with Q(x;y) is the Marcum Q function deﬁned in (Proakis, 2000)
- [C1
i ;C0
i+1]: the transition gain is Pr(C1
i !C1
i+1)¢ZTS, where Pr(C1
i !C1
i+1) = Pr(jSij ·
V) = 1¡Pd1(Ci).
- [C0
i ;ACQ] (i.e. a detection happens): the transition gain is Pr(Ci
0 ! ACQ)¢ZTS, where
Pr(C0
i ! ACQ) = Pr(jSij > VjjSi¡1j · V) , Pd0(Ci) with Pd0(Ci) is calculated by
using Monte Carlo method.
- [C0
i ;C0
i+1]: the transition gain is Pr(C0
i !C0
i+1)¢ZTS, where Pr(C0
i !C0
i+1) = Pr(jSij ·
VjjSi¡1j ·V) = 1¡Pd0(Ci).
Note that: In the H0 region, the noise dominates and also the channel is stationary, therefore Pfa0
and Pfa1 do not depend on the associated cell indices. However, in the H1 states, Pd depends on
the cell index. In the traditional approach (Polydoros and Weber, 1984a), the cell-correlation is
not considered, all the cells are assumed to be uncorrelated, therefore the conditional probabil-
ities become the marginal probabilities Pfa0 = Pr(jSij >V) and Pd0(Ci) = Pr(jSij >V).
In order to estimate TA, the possibility of the route connecting CS and ACQ, accompanied by
the transition gains (i.e. delays associated) along the route need to be evaluated. However,
because the number of states is very large, it is very difﬁcult to estimate these parameters. In
(Sheen et al., 1999), the author assumes that there is no correlation between the H0 and H1
regions in the state transition diagram; hence, the mean durations in H0 and H1 can be estimated
separately before adding up to form TA. By this assumption, all the H1 states which are next to
H0 cells have only one sub-state namely C1
i .
4. MEAN ACQUISITION TIME
The overall mean acquisition time (TA) of the acquisition process is
TA =
L¡1
å
CS=0
pCSTA(CS) (11)Figure 2: Search Space
where TA(CS) is the TA related to a speciﬁc CS.
Normally, TA is considered in two scenarios depending on the distribution of CS, which are:
² uniform distribution (average case) among L cell states, i.e. p(CS =C0) = ::: = p(CS =
CL¡1) =
1
L
² worst case distribution, i.e. p(CS =C0) = 1;p(CS =C1) = ::: = p(CS =CL¡1) = 0
Based on the state transition diagram which is already simpliﬁed by the assumption of non-
correlation between the H0 and H1 regions, TA is estimated as follows
(i) CS belongs to [C0;CD1¡1]
² First search space scan:
Let AI(CS) denote an event, where starting at CS, the acquisition process succeeds at any H1
cell, TA(CS) = TAI(CS)
- If detection occurs at the ﬁrst H1 line (i.e. CD1;CD2;CD3), then TAI = TA1, with
TA1 = PD1T(CS)+TD1 = PD1
·
T(CS)+
TD1
PD1
¸
(12)Figure 3: State diagram of an acquisition process
where PD1 is the probability that at least one cell of fCD1;CD2;CD3g can promote to ACQ.
From Fig. 3,
PD1 = Pd1(CD1)+[1¡Pd1(CD1)]Pd0(CD2)+[1¡Pd1(CD1)][1¡Pd0(CD2)]Pd0(CD3) (13)
T(CS) and TD1 are respectively the mean dwell time in the H0 region (from CS to CD1)
and in the ﬁrst H1 region.
T(CS)=
L
å
Cj=CS
TCj;Cj+1 =P(Cj =C0
j)[Pfa0Tp+(1¡Pfa0)TS]+P(Cj =C1
j)[Pfa1Tp+(1¡Pfa1)TS]
(14)
where
P(Cj =C1
j) = P(Cj¡1 =C1
j¡1)Pfa1 +P(Cj¡1 =C0
j¡1)Pfa0 (15)
P(Cj =C0
j) = P(Cj¡1 =C1
j¡1)(1¡Pfa1)+P(Cj¡1 =C0
j¡1)(1¡Pfa0) (16)
with P(CS =C1
S) = 1 and P(CS =C0
S) = 0, and
TD1 =Pd1(CD1)TS+[1¡Pd1(CD1)]Pd0(CD2)2TS+[1¡Pd1(CD1)][1¡Pd0(CD2)]Pd0(CD3)3TS
(17)- In the case where the ﬁrst H1 region is missed and the acquisition succeeds in the second H1
region (i.e. CD4;CD5;CD6), then TA2
TA2 = PD2(1¡PD1)
·
T(CS)+TM1 +
TD2
PD2
¸
(18)
- In the case where the ﬁrst and the second H1 regions are missed and the acquisition succeeds
in the third H1 region (i.e. CD7;CD8;CD9), then TA3
TA3 = PD3(1¡PD1)(1¡PD2)
·
T(CS)+TM1 +TM2 +
TD3
PD3
¸
(19)
where PD2;PD3 and TD2;TD3 are estimated in (13) and (17) with correspondent cell in-
dices. TM1;TM2 are respectively the mean durations that the acquisition process takes to
pass the ﬁrst and the second H1 regions in case of missed detection.
TM1 = TMD1 +TCD3+1;CD4 (20)
where
TMD1 = (1¡PD1)3TS (21)
TCD3+1;CD4 =
CD4¡1
å
Cj=CD3+1
TCj;Cj+1 (22)
Equation (22) is similarly calculated as in (14).
TM2 = TMD2 +TCD6+1;CD7 (23)
TMD2 is calculated as in (21). Meanwhile, TCD6+1;CD7 = TCD3+1;CD4
Therefore, in general
TAI(CS) = TA1 +TA2 +TA3 = PD
·
T(CS)+
TD
PD
¸
(24)
where
½
PD = PD1 +(1¡PD1)PD2 +(1¡PD1)(1¡PD2)PD3
TD = PD1TD1 +(1¡PD1)PD2(TM1 +TD2)+(1¡PD1)(1¡PD2)PD3(TM1 +TM2 +TD2)
(25)
² Second search space scan:
Because a missed detection may occur after the ﬁrst scan, the acquisition searches again through
the search space. If the acquisition succeeds at this scan then TA(CS) = TAII(CS)
TAII(CS) = (1¡PD)PD
·
T(CS)+TM +
TD
PD
¸
(26)
where
TM = TM1 +TM2 +TM3 (27)
with TM3 = TMD3 +TC0;CD1¡1² In general, if the acquisition succeeds at the Kth scan, then
TAK(CS) = (1¡PD)K¡1PD
·
T(CS)+(K¡1)TM +
TD
PD
¸
(28)
Eventually,
TA(CS) = TAI(CS)+TAII(CS)+TAIII(CS)+:::
=
1
PD
+[TD+(1¡PD)TM]+T(CS) (29)
(ii) CS belongs to [CD1;CD9]
In this case, the T(CS) is calculated
T(CS) = T(CS;0)+
CD1¡1
å
Cj=C0
TCj;Cj+1 (30)
With T(CS;0) = Tin H1 +Tin H0, which can be computed similarly as TM in (27).
Moreover, the acquisition may succeed without searching through the [C0;CD1¡1] region, there-
fore, (29) becomes
TA(CS) =
1
PD
+[TD+(1¡PD)TM]+T(CS)+T(CS;ACQ) (31)
with T(CS;ACQ) being computed similarly to TD in (25).
5. PERFORMANCE ANALYSIS
In this section, the theoretical analysis from Section 4 will be validated by Monte Carlo sim-
ulation results. Then, the performance analysis focuses on highlighting the impacts of the
cell-correlation phenomenon on the performance of the acquisition engine in terms of mean
acquisition time, threshold setting, and detection probability.
For simplicity, the acquisition scenario is the worst case with the Doppler uncertainty being
[-1kHz, 1kHz] (i.e. the search space has only 5 lines). As can be seen in Fig. 4, the simulated
results (green dots) superimpose the theoretical results obtained by taking into account the cell-
correlation phenomenon (red curve). This fact conﬁrms that:
² the cell-correlation phenomenon is always visible in the MF acquisition process. There-
fore, this phenomenon can not be neglected. Not taking into account this phenomenon
producesthewrongresultsfortheTA andconsequentlythewrongthresholdsetting. From
now on, the performance parameters corrected with the cell-correlation phenomenon
analysis are represented with superscript "n" (i.e. new), and those obtained without con-
sidering the phenomenon are with superscript "o" (i.e. old), for instance T
n
A and T
o
A).
In order to measure the error, for each performance parameter x, the relative error in
percentage is computed as
RE(x) =
xn¡xo
xn 100(%) (32)
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Figure 4: TA when C=N0 = 35(dB-Hz): Theoretical (with and without cell-correlation) vs.
Simulated results
² the assumption about the non-correlation between the H0 and H1 regions is validated.
Fig. 5 shows the behavior of RE(TA) when the threshold and the signal strength change. From
the ﬁgure, some important comments about how the cell-correlation inﬂuences on the TA esti-
mation can be obtained:
² The highest TA error is |9.5|%
² Considering the threshold values:
- In the low threshold region starting from 0, the relative errors are negative (i.e. T
o
A >
T
n
A). In this region, Pfa and Pd ¼ 1), which means false alarms and detections occur
almost at all cells of the H0 and H1 regions respectively. But Tp is large, therefore,
it contributes mainly to TA. This fact also means Pfa makes more impact on the
TA estimation than Pd in this region. Therefore by not taking into account the cell-
correlation phenomenon then P
f
fa > Pn
fa and P
f
d > Pn
d (because of the increasing
linear relationship between the correlated cells), but T
o
A > T
n
A due to Pfa increases.
- Increasing the threshold, Pfa and Pd decrease but with different rates. As can be seen in
Fig. 6, the Pfa reduction rate is almost larger than that of Pd. This fact is clearer if
C=N0 is large, for instance 40 dB-Hz like in the ﬁgure. Pfa becomes smaller, there-
fore, fewer acquisition penalties occur, but in turn, Pd makes more impact on the TA
estimation. However, Po
d > Pn
d, therefore T
n
A increases and becomes larger than T
o
A
if the threshold keeps increasing. This also explains the intersection between the T
o
A
and T
n
A curves in Fig. 4.
² Considering the signal strength:
Strong signals suffer more from the fact that Pfa is high in the low threshold region than
weak signals, because the Pd of a strong signal changes slowly and remains very high
(¼ 1) in the region when V increases. Therefore, Po
d ¼ Pn
d, which means Pfa still impacts
strongly on the TA estimation and RE(TA) becomes more negative. Because of this fact,2000 4000 6000 8000 10000 12000 14000
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Figure 5: Relative TA errors between with and without cell-correlation for a 10 dB range in
C=N0
the intersections between the T
o
A and T
n
A curves for strong signals occur later than those of
weak signals. Fig. 6 shows that at V1, RE(TA) for C=N0 = 30 dB-Hz is zero; meanwhile
that ofC=N0 = 40 dB-Hz remains negative and becomes zero atV2. In the high threshold
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Figure 6: ROC curves of C=N0 = 30 (dB-Hz) and C=N0 = 40 (dB-Hz)
region, where RE(TA) is already positive, Pd plays a key role. However, unlike weak
signals, for strong signals, Pd remains high and the small difference between Po
d and Pn
d
does not bring a signiﬁcant impact to the TA estimation. Therefore, weaker signals have
larger RE(TA) than stronger ones.
Basically, the threshold for the acquisition is chosen so that it makes the TA minimal. Fig. 7
shows the relationship between min(T
o
A) and min(T
n
A) over the C=N0 values. Not considering
the cell-correlation phenomenon reduces the minimal value of TA with respect to the realistic
one (i.e. with cell-correlation consideration). The relative error curve has a hill shape, withthe highest value (5.1%) located at C=N0 =35 (dB-Hz). The error is then propagated to the
threshold setting. In Fig. 8, Vn is always smaller than Vo and the error tends to be larger when
the signal strength is degraded.
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Figure 7: Minimum of TA and the relative errors between with and without cell-correlation vs.
C=N0 values
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Figure 8: Threshold values and the relative errors between with and without cell-correlation vs.
C=N0 values
The cell-correlation phenomenon is also examined in terms of the PD behavior. Note that the
PD here is different with Pd which is related to a single cell detection capability. PD is used to
estimate the overall detection probability of all cells in the H1 regions. As can be seen in Fig. 9,
not considering the cell-correlation phenomenon causes the reduction in PD. The error is larger
if the signal strength is degraded. In summary, the impacts of the cell-correlation phenomenon
on the performance parameters are listed in Table 1.30 32 34 36 38 40 42
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Figure 9: Detection probability and the relative errors between with and without cell-correlation
vs. C=N0 values
Table 1: Effect of the cell-correlation phenomenon on the performance
C=N0 (dB-Hz) TA V and PD
low T
n
A < T
o
A
Error gets worse when V is high Vn <Vo and Pn
D > Po
D
high T
n
A < T
o
A Error gets worse when C=N0 is low
Error gets worse when V is low
6. CONCLUSIONS
The paper investigates the effects of the cell-correlation phenomenon in a GPS acquisition en-
gine using matched ﬁlters (MFs) as correlators. This phenomenon as conﬁrmed in the analysis
is always visible because of the correlation caused by the local code stored in the MF. Not taking
into account this phenomenon in the analysis of the mean acquisition time causes errors which
then propagate to the threshold setting and eventually the detection probability. Moreover, the
error is more severe if the signal strength is low.
Future work will focus on investigating the impacts of the phenomenon in parallel architectures,
in which the correlation happens not only among cells in the same line but also in different lines
(i.e. different Doppler shift values) of the search space and on new GNSS signals.
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