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Abstrat
This artile is onerned with the mathematial analysis of the Kohn-Sham and
extended Kohn-Sham models, in the loal density approximation (LDA) and gener-
alized gradient approximation (GGA) frameworks. After realling the mathematial
derivation of the Kohn-Sham and extended Kohn-Sham LDA and GGA models from
the Shrödinger equation, we prove that the extended Kohn-Sham LDA model has a
solution for neutral and positively harged systems. We then prove a similar result
for the spin-unpolarized Kohn-Sham GGA model for two-eletron systems, by means
of a onentration-ompatness argument.
1 Introdution
Density Funtional Theory (DFT) is a powerful, widely used method for omputing approx-
imations of ground state eletroni energies and densities in hemistry, materials siene,
biology and nanosienes.
Aording to DFT [10, 15℄, the eletroni ground state energy and density of a given
moleular system an be obtained by solving a minimization problem of the form
inf
{
F (ρ) +
∫
R3
ρV, ρ ≥ 0, √ρ ∈ H1(R3),
∫
R3
ρ = N
}
where N is the number of eletrons in the system, V the eletrostati potential generated
by the nulei, and F some funtional of the eletroni density ρ, the funtional F being
universal, in the sense that it does not depend on the moleular system under onsideration.
Unfortunately, no tratable expression for F is known, whih ould be used in numerial
simulations.
The groundbreaking ontribution whih turned DFT into a useful tool to perform al-
ulations, is due to Kohn and Sham [11℄, who introdued the loal density approximation
(LDA) to DFT. The resulting Kohn-Sham LDA model is still ommonly used, in partiular
in solid state physis. Improvements of this model have then been proposed by many au-
thors, giving rise to Kohn-Sham GGAmodels [12, 21, 2, 20℄, GGA being the abbreviation of
Generalized Gradient Approximation. While there is basially a unique Kohn-Sham LDA
model, there are several Kohn-Sham GGA models, orresponding to dierent approxima-
tions of the so-alled exhange-orrelation funtional. A given GGA model will be known
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to perform well for some lasses of moleular system, and poorly for some other lasses.
In some ases, the best result will be obtained with LDA. It is to be notied that eah
Kohn-Sham model exists in two versions: the standard version, with integer oupation
numbers, and the extended version with frational oupation numbers. As explained
below, the former one originates from Levy-Lieb's (pure state) ontrution of the density
funtional, while the latter is derived from Lieb's (mixed state) onstrution.
To our knowledge, there are very few results on Kohn-Sham LDA and GGA models in
the mathematial literature. In fat, we are only aware of a proof of existene of a minimizer
for the standard Kohn-Sham LDA model by Le Bris [13℄. In this ontribution, we prove
the existene of a minimizer for the extended Kohn-Sham LDA model, as well as for the
two-eletron standard and extended Kohn-Sham GGA models, under some onditions on
the GGA exhange-orrelation funtional.
Our artile is organized as follows. First, we provide a detailed presentation of the
various Kohn-Sham models, whih, despite their importane in physis and hemistry [24℄,
are not very well known in the mathematial ommunity. The mathematial foundations
of DFT are realled in setion 2, and the derivation of the (standard and extended) Kohn-
Sham LDA and GGA models is disussed in setion 3. We state our main results in
setion 4, and postpone the proofs until setion 5.
We restrit our mathematial analysis to losed-shell, spin-unpolarized models. All
our results related to the LDA setting an be easily extended to open-shell, spin-polarized
models (i.e. to the loal spin-density approximation LSDA). Likewise, we only deal with
all eletron desriptions, but valene eletron models with usual pseudo-potential approx-
imations (norm onserving [29℄, ultrasoft [30℄, PAW [3℄) an be dealt with in a similar
way.
2 Mathematial foundations of DFT
As mentioned previously, DFT aims at alulating eletroni ground state energies and
densities. Reall that the ground state eletroni energy of a moleular system omposed
of M nulei of harges z1, ..., zM (zk ∈ N \ {0} in atomi units) and N eletrons is the
bottom of the spetrum of the eletroni hamiltonian
HN = −1
2
N∑
i=1
∆ri −
N∑
i=1
M∑
k=1
zk
|ri −Rk| +
∑
1≤i<j≤N
1
|ri − rj| (1)
where ri and Rk are the positions in R
3
of the ith eletron and the kth nuleus respetively.
The hamiltonian HN ats on eletroni wavefuntions Ψ(r1, σ1; · · · ; rN , σN ), σi ∈ Σ :=
{|↑〉, |↓〉} denoting the spin variable of the ith eletron, the nulear oordinates {Rk}1≤k≤M
playing the role of parameters. It is onvenient to denote by R
3
Σ := R
3 × {|↑〉, |↓〉} and
xi := (ri, σi). As eletrons are fermions, eletoni wavefuntions are antisymmetri with
respet to the renumbering of eletrons, i.e.
Ψ(xp(1), · · · ,xp(N)) = ǫ(p)Ψ(x1, · · · ,xN )
where ǫ(p) is the signature of the permutation p. Note that (in the absene of magneti
elds) HNΨ is real-valued if Ψ is real-valued. Our purpose being the alulation of the
bottom of the spetrum of HN , there is therefore no restrition in onsidering real-valued
wavefuntions only. In other words, HN an be onsidered here as an operator on the real
Hilbert spae
HN =
N∧
i=1
L2(R3Σ),
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endowed with the inner produt
〈Ψ|Ψ′〉HN =
∫
(R3Σ)
N
Ψ(x1, · · · ,xN )Ψ′(x1, · · · ,xN ) dx1 · · · dxN ,
where ∫
R3Σ
f(x) dx :=
∑
σ∈Σ
∫
R3
f(r, σ) dr,
and the orresponding norm ‖ · ‖HN = 〈·|·〉
1
2
HN
. It is well-known that HN is a self-adjoint
operator on HN with form domain
QN =
N∧
i=1
H1(R3Σ).
Denoting by
Z =
M∑
k=1
zk
the total nulear harge of the system, it results from Zhislin's theorem that for neutral or
positively harged systems (Z ≥ N), HN has an innite number of negative eigenvalues
below the bottom of its essential spetrum. In partiular, the eletroni ground state
energy λ1(HN ) is an eigenvalue of HN , and more preisely the lowest one.
In any ase, i.e. whatever Z and N , we always have
λ1(HN ) = inf {〈Ψ|HN |Ψ〉, Ψ ∈ QN , ‖Ψ‖HN = 1} . (2)
Note that it also holds
λ1(HN ) = inf {Tr (HNΓ), Γ ∈ S(HN ), Ran(Γ) ⊂ QN , 0 ≤ Γ ≤ 1, Tr (Γ) = 1} . (3)
In the above expression, S(HN ) is the vetor spae of bounded self-adjoint operators on
HN , and the ondition 0 ≤ Γ ≤ 1 stands for 0 ≤ 〈Ψ|Γ|Ψ〉 ≤ ‖Ψ‖2HN for all Ψ ∈ HN . Note
that if H is a bounded-from-below self-adjoint operator on some Hilbert spae H, with
form domain Q, and if D is a positive trae-lass self-adjoint operator on H, Tr (HD) an
always be dened in R+∪{+∞} as Tr (HD) = Tr ((H −a) 12D(H −a) 12 )+aTr (D) where
a is any real number suh that H ≥ a.
From a physial viewpoint, (2) and (3) mean that the ground state energy an be
omputed either by minimizing over pure states (haraterized by wavefuntions Ψ) or by
minimizing over mixed states (haraterized by density operators Γ).
With any N -eletron wavefuntion Ψ ∈ HN suh that ‖Ψ‖HN = 1 an be assoiated
the eletroni density
ρΨ(r) = N
∑
σ∈Σ
∫
(R3Σ)
N−1
|Ψ(r, σ;x2, · · · ;xN )|2 dx2 · · · dxN .
Likewise, one an assoiate with any N -eletron density operator Γ ∈ S(HN ) suh that
0 ≤ Γ ≤ 1 and Tr (Γ) = 1, the eletroni density
ρΓ(r) = N
∑
σ∈Σ
∫
(R3Σ)
N−1
Γ(r, σ;x2, · · · ,xN ; r, σ;x2, · · · ;xN ) dx2 · · · dxN
(here and below, we use the same notation for an operator and its Green kernel).
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Let us denote by
V (r) = −
M∑
k=1
zk
|r−Rk|
the eletrostati potential generated by the nulei, and by
H1N = −
1
2
N∑
i=1
∆ri +
∑
1≤i<j≤N
1
|ri − rj | . (4)
It is easy to see that
〈Ψ|HN |Ψ〉 = 〈Ψ|H1N |Ψ〉+
∫
R3
ρΨV and Tr (HNΓ) = Tr (H
1
NΓ) +
∫
R3
ρΓV.
Besides, it an be heked that
RN = {ρ | ∃Ψ ∈ QN , ‖Ψ‖HN = 1, ρΨ = ρ}
= {ρ | ∃Γ ∈ S(HN ), Ran(Γ) ⊂ QN , 0 ≤ Γ ≤ 1, Tr (Γ) = 1, ρΓ = ρ}
=
{
ρ ≥ 0 | √ρ ∈ H1(R3),
∫
R3
ρ = N
}
.
It therefore follows that
IN = inf
{
FLL(ρ) +
∫
R3
ρV, ρ ∈ RN
}
(5)
= inf
{
FL(ρ) +
∫
R3
ρV, ρ ∈ RN
}
(6)
where Levy-Lieb's and Lieb's density funtionals [14, 15℄ are respetively dened by
FLL(ρ) = inf
{〈Ψ|H1N |Ψ〉, Ψ ∈ QN , ‖Ψ‖HN = 1, ρΨ = ρ} (7)
FL(ρ) = inf
{
Tr (H1NΓ), Γ ∈ S(HN ), Ran(Γ) ⊂ QN ,
0 ≤ Γ ≤ 1, Tr (Γ) = 1, ρΓ = ρ
}
. (8)
Note that the funtionals FLL and FL are independent of the nulear potential V , i.e. they
do not depend on the moleular system. They are therefore universal funtionals of the
density. It is also shown in [15℄ that FL is the Legendre transform of the funtion V 7→ IN .
More preisely, expliiting the dependeny of IN on V , it holds
FL(ρ) = sup
{
IN (V )−
∫
R3
ρV, V ∈ L 32 (R3) + L∞(R3)
}
,
from whih it follows in partiular that FL is onvex on the onvex set RN (and an be
extended to a onvex funtional on L1(R3) ∩ L3(R3)).
Formulae (5) and (6) show that, in priniple, it is possible to ompute the eletroni
ground state energy (and the orresponding groud state density if it exists) by solving
a minimization problem on RN . At this stage no approximation has been made. But,
as neither FLL nor FL an be easily evaluated for the real system of interest (N inter-
ating eletrons), approximations are needed to make of the density funtional theory a
pratial tool for omputing eletroni ground states. Approximations rely on exat, or
very aurate, evaluations of the density funtional for referene systems lose to the real
system:
• in Thomas-Fermi and related models, the referene system is an homogeneous ele-
tron gas;
• in Kohn-Sham models (by far the most ommonly used), it is a system of N non-
interating eletrons.
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3 Kohn-Sham models
For a system of N non-interating eletrons, universal density funtionals are obtained as
explained in the previous setion; it sues to replae the interating hamiltonian H1N of
the physial system (formula (4)) with the hamiltonian of the referene system
H0N = −
N∑
i=1
1
2
∆ri . (9)
The analogue of the Levy-Lieb density funtional (7) then is the Kohn-Sham type kineti
energy funtional
T˜KS(ρ) = inf
{〈Ψ|H0N |Ψ〉, Ψ ∈ QN , ‖Ψ‖HN = 1, ρΨ = ρ} , (10)
while the analogue of the Lieb funtional (8) is the Janak kineti energy funtional
TJ(ρ) = inf
{
Tr (H0NΓ), Γ ∈ S(HN ), Ran(Γ) ⊂ QN , 0 ≤ Γ ≤ 1, Tr (Γ) = 1, ρΓ = ρ
}
.
Let Γ be in the above minimization set. The energy Tr (H0NΓ) an be rewritten as a
funtion of the one-eletron redued density operator ΥΓ assoiated with Γ. Reall that
ΥΓ is the self-adjoint operator on L
2(R3Σ) with kernel
ΥΓ(x,x
′) = N
∫
(R3Σ)
N−1
Γ(x,x2, · · · ,xN ;x′,x2, · · · ,xN ) dx2 · · · dxN .
Indeed, a simple alulation yields Tr (H0NΓ) = Tr (−12∆rΥΓ), where ∆r is the Laplae
operator on L2(R3Σ) - ating on the spae oordinate r. Besides, it is known (see e.g. [5℄)
that
{Υ | ∃Γ ∈ S(HN ), Ran(Γ) ⊂ QN , 0 ≤ Γ ≤ 1, Tr (Γ) = 1, ΥΓ = Υ, ρΓ = ρ}
=
{
Υ ∈ S(L2(R3Σ)), 0 ≤ Υ ≤ 1, Ran(Υ) ⊂ H1(R3Σ), Tr (Υ) = N, ρΥ = ρ
}
, (11)
where
ρΥ(r) :=
∑
σ∈Σ
Υ(r, σ; r, σ).
Hene,
TJ(ρ) = inf
{
Tr
(
−1
2
∆rΥ
)
, Υ ∈ S(L2(R3Σ)), 0 ≤ Υ ≤ 1,
Ran(Υ) ⊂ H1(R3Σ), Tr (Υ) = N, ρΥ = ρ
}
. (12)
It is to be notied that no suh simple expression for T˜KS(ρ) is available beause one
laks an N -representation result similar to (11) for pure state one-partile redued density
operators. In the standard Kohn-Sham model, T˜KS(ρ) is replaed with the Kohn-Sham
kineti energy funtional
TKS(ρ) = inf
{〈Ψ|H0N |Ψ〉, Ψ ∈ QN , Ψ is a Slater determinant, ρΨ = ρ} , (13)
where we reall that a Slater determinant is a wavefuntion Ψ of the form
Ψ(x1, · · · ,xN ) = 1√
N !
det(φi(xj)) with φi ∈ L2(R3Σ),
∫
R3
φi(x)φj(x) dx = δij .
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It is then easy to hek that
TKS(ρ) = inf
{
1
2
N∑
i=1
∫
R3Σ
|∇φi(x)|2 dx, Φ = (φ1, · · · , φN ) ∈ WN , ρΦ = ρ
}
, (14)
where we have set
WN =
{
Φ = (φ1, · · · , φN ) | φi ∈ H1(R3Σ),
∫
R3Σ
φi(x)φj(x) dx = δij
}
and
ρΦ(r) =
N∑
i=1
∑
σ∈Σ
|φi(r, σ)|2.
Note that for an arbitrary ρ ∈ RN , it holds
TJ(ρ) ≤ T˜KS(ρ) ≤ TKS(ρ).
It is not diult to hek that (12) always has a minimizer. If one of the minimizers Υ of
(12) is of rank N , then Υ =
∑N
i=1 |φi〉〈φi| with Φ = (φ1, · · · , φN ) ∈ WN , Φ being then a
minimizer of (13) and TKS(ρ) = TJ(ρ). Otherwise, TKS(ρ) > TJ(ρ).
The density funtionals TKS and TJ assoiated with the non interating hamiltonian
H0 are expeted to provide aeptable approximations of the kineti energy of the real
(interating) system. Likewise, the Coulomb energy
J(ρ) =
1
2
∫
R3
∫
R3
ρ(r) ρ(r′)
|r− r′| dr dr
′
representing the eletrostati energy of a lassial harge distribution of density ρ is a
reasonable guess for the eletroni interation energy in a system of N eletrons of density
ρ. The errors on both the kineti energy and the eletrostati interation are put together
in the exhange-orrelation energy dened as the dierene
Exc(ρ) = FLL(ρ)− TKS(ρ)− J(ρ), (15)
or
Exc(ρ) = FL(ρ)− TJ(ρ)− J(ρ), (16)
depending on the hoies for the interating and non-interating density funtionals. We
nally end up with the so-alled Kohn-Sham and extended Kohn-Sham models
IKSN = inf
{
1
2
N∑
i=1
∫
R3Σ
|∇φi(x)|2 dx+
∫
R3
ρΦV + J(ρΦ) + Exc(ρΦ),
Φ = (φ1, · · · , φN ) ∈ WN
}
, (17)
and
IEKSN = inf
{
Tr
(
−1
2
∆rΥ
)
+
∫
R3
ρΥV + J(ρΥ) + Exc(ρΥ),
Υ ∈ S(L2(R3Σ)), 0 ≤ Υ ≤ 1, Tr (Υ) = N, Tr (−∆rΥ) <∞
}
, (18)
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the ondition on Tr (−∆rΥ) ensuring that eah term of the energy funtional is well-
dened.
Up to now, no approximation has been made, in suh a way that for the exat exhange-
orrelation funtionals ((15) or (16)), IKSN = I
EKS
N = λ1(HN ) for all moleular system
ontaining N eletrons. Unfortunately, there is no tratable expression of Exc(ρ) that an
be used in numerial simulations. Before proeeding further, and for the sake of simpliity,
we will restrit ourselves to losed-shell, spin-unpolarized, systems. This means that we
will only onsider moleular systems with an even number of eletrons N = 2Np, where
Np is the number of eletron pairs in the system, and that we will assume that eletrons
go by pairs. In the Kohn-Sham formalism, this means that the set of admissible states
redues to {
Φ = (ϕ1α,ϕ1β, · · · , ϕNpα,ϕNpβ) | ϕi ∈ H1(R3),
∫
R3
ϕiϕj = δij
}
where α(|↑〉) = 1, α(|↓〉) = 0, β(|↑〉) = 0 and β(|↓〉) = 1, yielding the spin-unpolarized (or
losed-shell, or restrited) Kohn-Sham model
IRKSN = inf
{ Np∑
i=1
∫
R3
|∇ϕi|2 +
∫
R3
ρΦV + J(ρΦ) + Exc(ρΦ),
Φ = (ϕ1, · · · , ϕNp) ∈ (H1(R3))Np ,
∫
R3
ϕiϕj = δij , ρΦ = 2
Np∑
i=1
|ϕi|2
}
, (19)
where the fator 2 in the denition of ρΦ aounts for the spin. Likewise, the onstraints on
the one-eletron redued density operators originating from the losed-shell approximation
read:
Υ(r, |↑〉, r′, |↑〉) = Υ(r, |↓〉, r′, |↓〉) and Υ(r, |↑〉, r′, |↓〉) = Υ(r, |↓〉, r′, |↑〉) = 0.
Introduing γ(r, r′) = Υ(r, |↑〉, r′, |↑〉) and denoting by ργ(r) = 2γ(r, r), we obtain the
spin-unpolarized extended Kohn-Sham model
IREKSN =
{E(γ), γ ∈ KNp}
where
E(γ) = Tr (−∆γ) +
∫
R3
ργV + J(ργ) + Exc(ργ),
and
KNp =
{
γ ∈ S(L2(R3)) | 0 ≤ γ ≤ 1, Tr (γ) = Np, Tr (−∆γ) <∞
}
.
Note that any γ ∈ KNp is of the form
γ =
+∞∑
i=1
ni|φi〉〈φi|
with
φi ∈ H1(R3),
∫
R3
φiφj = δij , ni ∈ [0, 1],
+∞∑
i=1
ni = Np,
+∞∑
i=1
ni‖∇φi‖2L2 <∞.
In partiular,
ργ(r) = 2
+∞∑
i=1
ni|φi(r)|2.
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Let us also remark that problem (19) an be reast in terms of density operators as follows
IRKSN =
{E(γ), γ ∈ KNp} (20)
where
PNp =
{
γ ∈ S(L2(R3)) | γ2 = γ, Tr (γ) = Np, Tr (−∆γ) <∞
}
is a the set of nite energy rank-Np orthogonal projetors (note that KNp is the onvex
hull of PNp). The onnetion between (19) and (20) is given by the orrespondene
γ =
Np∑
i=1
|φi〉〈φi|,
i.e. γ is the orthogonal projetor on the vetor spae spanned by the φi. Indeed, as
|∇| = (−∆) 12 , it holds
Tr (−∆γ) = Tr (|∇|γ|∇|) =
Np∑
i=1
‖|∇|φi‖2L2 =
Np∑
i=1
‖∇φi‖2L2 =
Np∑
i=1
∫
R3
|∇φi|2.
Let us now address the issue of onstruting relevant approximations for Exc(ρ). In
their elebrated 1964 artile, Kohn and Sham proposed to use an approximate exhange-
orrelation funtional of the form
Exc(ρ) =
∫
R3
g(ρ(r)) dr (LDA exhange-orrelation funtional) (21)
where ρ−1g(ρ) is the exhange-orrelation density for a uniform eletron gas with density
ρ, yielding the so-alled loal density approximation (LDA). In pratial alulations, it
is made use of approximations of the funtion ρ 7→ g(ρ) (from R+ to R) obtained by
interpolating asymptoti formulae for the low and high density regimes (see e.g. [6℄) and
aurate quantum Monte Carlo evaluations of g(ρ) for a small number of values of ρ [4℄.
Several interpolation formulae are available [23, 22, 31℄, whih provide similar results. In
the 80's, rened approximations of Exc have been onstruted, whih take into aount the
inhomogeneity of the eletroni density in real moleular systems. Generalized gradient
approximations (GGA) of the exhange-orrelation funtional are of the form
Exc(ρ) =
∫
R3
h(ρ(r),
1
2
|∇
√
ρ(r)|2) dx (GGA exhange-orrelation funtional). (22)
Contrarily to the situation enountered for LDA, the funtion (ρ, κ) 7→ g(ρ, κ) (from R+×
R+ to R) does not have a univoque denition. Several GGA funtionals have been proposed
and new ones ome up periodially.
Remark 1. We have hosen the form (22) for the GGA exhange-orrelation funtional be-
ause it is well suited for the study of spin-unpolarized two eletron systems (see Theorem 2
below). In the Physis literature, spin-unpolarized LDA and GGA exhange-orrelation
funtionals are rather written as follows
Exc(ρ) = Ex(ρ) + Ec(ρ)
with
Ex(ρ) =
∫
R3
ρ(r) ǫx(ρ(r))Fx(sρ(r)) dr (23)
Ec(ρ) =
∫
R3
ρ(r) [ǫc(rρ(r)) +H(rρ(r), tρ(r))] dr. (24)
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In the above deomposition, Ex is the exhange energy, Ec is the orrelation energy, ǫx and
ǫc are respetively the exhange and orrelation energy densities of the homogeneous eletron
gas, rρ(r) =
(
4
3πρ(r)
)− 1
3
is the Wigner-Seitz radius, sρ(r) =
1
2(3π2)
1
3
|∇ρ(r)|
ρ(r)
4
3
is the (non-
dimensional) redued density gradient, tρ(r) =
1
4(3π−1)
1
6
|∇ρ(r)|
ρ(r)
7
6
is the orrelation gradient,
Fx is the so-alled exhange enhanement fator, and H is the gradient ontribution to the
orrelation energy. While ǫx has a simple analytial expression, namely
ǫx(ρ) = −3
4
(
3
π
) 1
3
ρ
1
3
ǫc has to be approximated (as explained above for the funtion g). For LDA, Fx is every-
where equal to one and H = 0. A popular GGA exhange-orrelation energy is the PBE
funtional [20℄, for whih
Fx(s) = 1 +
µs2
1 + µν−1s2
H(r, t) = θ ln
(
1 +
υ
θ
t2
1 +A(r)t2
1 +A(r)t2 +A(r)2t4
)
with A(r) =
υ
θ
(
e−ǫc(r)/θ − 1
)−1
,
the values of the parameters µ ≃ 0.21951, ν ≃ 0.804, θ = π−2(1 − ln 2) and υ = 3π−2µ
following from theoretial arguments.
4 Main results
Let us rst set up and omment on the onditions on the LDA and GGA exhange-
orrelation funtionals under whih our results hold true:
• the funtion g in (21) is a C1 funtion from R+ to R, twie dierentiable and suh
that
g(0) = 0 (25)
g′ ≤ 0 (26)
∃0 < β− ≤ β+ < 2
3
s.t. sup
ρ∈R+
|g′(ρ)|
ρβ− + ρβ+
<∞ (27)
∃1 ≤ α < 3
2
s.t. lim sup
ρ→0+
g(ρ)
ρα
< 0; (28)
• the funtion h in (21) is a C1 funtion from R+ ×R+ to R, twie dierentiable with
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respet to the seond variable, and suh that
h(0, κ) = 0, ∀κ ∈ R+ (29)
∂h
∂ρ
≤ 0 (30)
∃0 < β− ≤ β+ < 2
3
s.t. sup
(ρ,κ)∈R+×R+
∣∣∣∣∂h∂ρ (ρ, κ)
∣∣∣∣
ρβ− + ρβ+
<∞ (31)
∃1 ≤ α < 3
2
s.t. lim sup
(ρ,κ)→(0+,0+)
h(ρ, κ)
ρα
< 0 (32)
∃0 < a ≤ b <∞ s.t. ∀(ρ, κ) ∈ R+ × R+, a ≤ 1 + ∂h
∂κ
(ρ, κ) ≤ b (33)
∀(ρ, κ) ∈ R+ × R+, 1 + ∂h
∂κ
(ρ, κ) + 2κ
∂2h
∂κ2
(ρ, κ) ≥ 0. (34)
Conditions (25)-(28) on the LDA exhange-orrelation energy are not restritive. They
are obviously fullled by the LDA exhange funtional (gLDAx (ρ) = −34
(
3
π
) 1
3 ρ
4
3
), and are
also satised by all the approximate LDA orrelation funtionals urrently used in pratie
(with α = 43 and β− = β
+ = 13). We have heked numerially that assumptions (29)-(34)
are satised by the PZ81 funtional dened in [23℄.
Remark 2. Our results remain true if (26) and (30) are respetively replaed with the
weaker onditions
∃1
3
≤ β′− ≤ β+ <
2
3
s.t. sup
ρ∈R+
max(0, g′(ρ))
ρβ
′
− + ρβ+
<∞
and
∃1
3
≤ β′− ≤ β+ <
2
3
s.t. sup
(ρ,κ)∈R+×R+
max
(
0,
∂h
∂ρ
(ρ, κ)
)
ρβ
′
− + ρβ+
<∞.
As usual in the mathematial study of moleular eletroni struture models, we embed
(20) in the family of problems
Iλ = inf {E(γ), γ ∈ Kλ} (35)
parametrized by λ ∈ R+ where
Kλ =
{
γ ∈ S(L2(R3)) | 0 ≤ γ ≤ 1, Tr (γ) = λ, Tr (−∆γ) <∞} ,
and introdue the problem at innity
I∞λ = inf {E∞(γ), γ ∈ Kλ} (36)
where
EKS(γ) = Tr (−∆γ) + J(ργ) + Exc(ργ).
The following results hold true for both the LDA and GGA extended Kohn-Sham models.
Lemma 1. Consider (35) and (36) with Exc given either by (21) or by (22) together with
the onditions (25)-(28) or (29)-(32). Then
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1. I0 = I
∞
0 = 0 and for all λ > 0, −∞ < Iλ < I∞λ < 0;
2. the funtions λ 7→ Iλ and λ 7→ I∞λ are ontinuous and dereasing;
3. for all 0 < µ < λ,
Iλ ≤ Iµ + I∞λ−µ. (37)
Our main results are the following two theorems.
Theorem 1 (Extended KS-LDA model). Assume that Z ≥ N = 2Np (neutral or positively
harged system) and that the funtion g satises (25)-(28). Then the extended Kohn-Sham
LDA model (35) with Exc given by (21) has a minimizer γ0. Besides, γ0 satises the
self-onsistent eld equation
γ0 = χ(−∞,ǫF)(Hργ0 ) + δ (38)
for some ǫF ≤ 0, where
Hργ0 = −
1
2
∆ + V + ργ0 ⋆ |r|−1 + g′(ργ0),
where χ(−∞,ǫF) is the harateristi funtion of the range (−∞, ǫF) and where δ ∈ S(L2(R3))
is suh that 0 ≤ δ ≤ 1 and Ran(δ) = Ker(Hργ0 − ǫF).
Theorem 2 (Extended KS-GGA model for two eletron systems). Assume that Z ≥ N =
2Np = 2 (neutral or positively harged system with two eletrons) and that the funtion
h satises (29)-(34). Then the extended Kohn-Sham GGA model (35) with Exc given by
(22) has a minimizer γ0. Besides, γ0 = |φ〉〈φ| where φ is a minimizer of the standard
spin-unpolarized Kohn-Sham problem (19) for Np = 1, hene satisfying the Euler equation
− 1
2
div
((
1 +
∂h
∂κ
(ρφ, |∇φ|2)
)
∇φ
)
+
(
V + ρφ ⋆ |r|−1 + ∂h
∂ρ
(ρφ, |∇φ|2)
)
φ = ǫφ (39)
for some ǫ < 0, where ρφ = 2φ
2
. In addition, φ ∈ C0,α(R3) for some 0 < α < 1 and deays
exponentially fast at innity. Lastly, φ an be hosen non-negative and (ǫ, φ) is the lowest
eigenpair of the self-adjoint operator
−1
2
div
((
1 +
∂h
∂κ
(ρφ, |∇φ|2)
)
∇·
)
+ V + ρφ ⋆ |r|−1 + ∂h
∂ρ
(ρφ, |∇φ|2).
We have not been able to extend the results of Theorem 2 to the general ase of Np
eletron pairs. This is mainly due to the fat that the Euler equations for (35) with Exc
given by (22) do not have a simple struture for Np ≥ 2.
5 Proofs
For larity, we will use the following notation
ELDAxc (ρ) =
∫
R3
g(ρ(r)) dr
EGGAxc (ρ) =
∫
R3
h(ρ(r),
1
2
|∇√ρ(r)|2) dr
ELDA(γ) = Tr (−∆γ) +
∫
R3
ργV + J(ργ) +
∫
R3
g(ργ(r)) dr
EGGA(γ) = Tr (−∆γ) +
∫
R3
ργV + J(ργ) +
∫
R3
h(ργ(r),
1
2
|∇√ργ(r)|2) dr.
The notations Exc(ρ) and E(γ) will refer indierently to the LDA or the GGA setting.
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5.1 Preliminary results
Most of the results of this setion are elementary, but we provide them for the sake of
ompleteness. Let us denote by S1 the vetor spae of trae-lass operators on L
2(R3)
(see e.g. [25℄) and introdue the vetor spae
H = {γ ∈ S1 | |∇|γ|∇| ∈ S1}
endowed with the norm ‖ · ‖H = Tr (| · |) + Tr (||∇| · |∇||), and the onvex set
K = {γ ∈ S(L2(R3)) | 0 ≤ γ ≤ 1, Tr (γ) <∞, Tr (|∇|γ|∇|) <∞} .
Lemma 2. For all γ ∈ K, √ργ ∈ H1(R3) and the following inequalities hold true
1
2
‖∇√ργ‖2L2 ≤ Tr (−∆γ) (40)
0 ≤ J(ργ) ≤ C(Tr γ)
3
2 (Tr (−∆γ)) 12 (41)
−4Z(Tr γ) 12 (Tr (−∆γ)) 12 ≤
∫
R3
ργV ≤ 0 (42)
−C
(
(Tr γ)1−
β−
2 (Tr (−∆γ))
3β−
2 + (Tr γ)1−
β+
2 (Tr (−∆γ))
3β+
2
)
≤ Exc(ργ) ≤ 0(43)
E(γ) ≥ 1
2
(
(Tr (−∆γ)) 12 − 4Z(Tr γ) 12
)2
− 8Z2Tr γ
−C
(
(Tr γ)
2−β−
2−3β− + (Tr γ)
2−β+
2−3β+
)
(44)
E∞(γ) ≥ 1
2
Tr (−∆γ)− C
(
(Tr γ)
2−β−
2−3β− + (Tr γ)
2−β+
2−3β+
)
, (45)
for a positive onstant C independent of γ. In partiular, the minimizing sequenes of (35)
and those of (36) are bounded in H.
Proof. Any γ ∈ K an be diagonalized in an orthonormal basis of L2(R3) as follows
γ =
+∞∑
i=1
ni|φ〉〈φi|
with ni ∈ [0, 1], φi ∈ H1(R3),
∫
R3
φiφj = δij , Tr (γ) =
∑+∞
i=1 ni < ∞ and Tr (−∆γ) =∑+∞
i=1 ni‖∇φi‖2L2 <∞. As
|∇√ργ |2 = 2
∣∣∣∣∣
+∞∑
i=1
niφi∇φi
∣∣∣∣∣
2
+∞∑
i=1
niφ
2
i
,
(40) is a straightforward onsequene of Cauhy-Shwarz inequality. Using Hardy-Littlewood-
Sobolev [16℄, interpolation, and Gagliardo-Nirenberg-Sobolev inequalities, we obtain
J(ργ) ≤ C1‖ργ‖2
L
6
5
≤ C1‖ργ‖
3
2
L1
‖ργ‖
1
2
L3
≤ C2‖ργ‖
3
2
L1
‖∇√ργ‖L2 .
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Hene (41), using (40) and the relation ‖ργ‖L1 = 2Tr (γ). It follows from Cauhy-Shwarz
and Hardy inequalities and from the above estimates that∫
R3
ργ
| · −Rk|
≤ 2‖ργ‖
1
2
L1
‖∇√ργ‖L2 ≤ 4(Tr γ)
1
2 (Tr (−∆γ)) 12 .
Hene (42). Conditions (25)-(28) for LDA and (29)-(32) for GGA imply that Exc(ρ) ≤ 0
and there exists 1 < p− < p+ <
5
3 (p± = 1 + β±) and some onstant C ∈ R+ suh that
∀ρ ∈ K, |Exc(ρ)| ≤ C
(∫
R3
ρp− +
∫
R3
ρp+
)
, (46)
from whih we dedue (43), using interpolation and Gagliardo-Nirenberg-Sobolev inequali-
ties. Lastly, the estimates (44) and (45) are straightforward onsequenes of (41)-(43).
Lemma 3. Let λ > 0 and γ ∈ Kλ. There exists a sequene (γn)n∈N suh that
1. for all n ∈ N, γn ∈ Kλ, γn is nite-rank and Ran(γn) ⊂ C∞c (R3);
2. (γn)n∈N onverges to γ strongly in H;
3. (
√
ργn)n∈N onverges to
√
ργ strongly in H
1(R3);
4. (ργn)n∈N and (∇√ργn)n∈N onverge almost everywhere to ργ and ∇√ργ respetively.
In partiular
lim
n→∞
E(γn) = E(γ) and lim
n→∞
E∞(γn) = E∞(γ). (47)
Proof. Let γ ∈ Kλ. It holds
γ =
+∞∑
i=1
ni|φi〉〈φi|
with ni ∈ [0, 1], φi ∈ H1(R3),
∫
R3
φiφj = δij , Tr (γ) =
∑+∞
i=1 ni = λ and Tr (−∆γ) =∑+∞
i=1 ni‖∇φi‖2L2 <∞.
We rst prove that γ an be approahed by a sequene of nite-rank operators. Let
N0 ∈ N suh that 0 < nN0 < 1 (if no suh N0 exists, then γ is nite-rank and one an
diretly proeed to the seond part of the proof). For all N ∈ N, we set
γ˜N =
N∑
i=1
ni|φi〉〈φi|+
(
λ−
N∑
i=1
ni
)
|φN0〉〈φN0 |.
For N large enough, γ˜N ∈ Kλ, and the sequene (γ˜N ) obviously onverges to γ in H.
Besides, (ρeγN ) onverges a.e. to ργ and
|ρeγN − ργ | ≤
(
nN0 + λ−
N∑
i=1
ni
)
φ2N0 +
+∞∑
i=N+1
ni|φi|2 ≤ ργ + λφ2N0 .
Hene the onvergene of (ρeγN ) to ργ in Lp(R3) for all 1 ≤ p ≤ 3. Besides, for all N ≥ N0,
|∇√ρeγN |2 = 2
∣∣∣∣∣∣
N∑
i=1, i 6=N0
niφi∇φi +
(
nN0 + λ−
N∑
i=1
ni
)
φN0∇φN0
∣∣∣∣∣∣
2
N∑
i=1, i 6=N0
ni|φi|2 +
(
nN0 + λ−
N∑
i=1
ni
)
|φN0 |2
≤ 2
+∞∑
i=1
ni|∇φi|2+2λ|∇φN0 |2.
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Using Lebesgue dominated onvergene theorem, we obtain that the sequene (‖∇√ρeγN ‖L2)
onverges to ‖∇√ργ‖L2 , from whih we dedue that (√ρeγN ) onverges to √ργ strongly in
H1(R3).
The seond part of the proof onsists in approahing eah φi by a sequene of regular
ompatly supported funtions. For eah i, we onsider a sequene (φi,k)k∈N of funtions
of C∞c (R
3) suh that
• supp(φi,k) ⊂ supp(φi) and
∫
R2
φi,kφj,k = δij for all k,
• (φi,k)k∈N onverges to φi strongly in H1(R3) and almost everywhere,
• there exists hi ∈ L2(R3) suh that |∇φi,k| ≤ hi for all k.
It is then easy to hek that the sequene (γ˜N,k)k∈N dened by
γ˜N,k =
N∑
i=1
ni|φi,k〉〈φi,k|+
(
λ−
N∑
i=1
ni
)
|φN0,k〉〈φN0,k|
onverges to γ˜N in H and is suh that (√ρeγN,k)k∈N onverges to √ρeγN strongly in H1(R3).
One an then extrat from (γ˜N,k)(N,k)∈N∗×N a subsequene (γn)n∈N whih onverges to
γ in H and is suh that (√ργn)n∈N onverges to √ργ strongly in H1(R3), and there is no
restrition in assuming that (ργn)n∈N and (∇√ργn)n∈N onverge almost everywhere to ργ
and ∇√ργ respetively.
The linear form γ 7→ Tr (−∆γ) being ontinuous onH and the funtionals u 7→ ∫
R3
u2V
and u 7→ J(u2) + Exc(u2) being ontinuous on H1(R3), (47) holds true.
5.2 Proof of Lemma 1
Obviously, I0 = I
∞
0 = 0 and Iλ ≤ I∞λ for all λ ∈ R+.
Let us rst prove assertion 3. Let 0 < µ < λ, ǫ > 0 and γ ∈ Kµ suh that Iµ ≤ E(γ) ≤
Iµ + ǫ. It follows from Lemma 3 that there is no restrition in hoosing γ of the form
γ =
N∑
i=1
ni|φi〉〈φi|
with 0 ≤ ni ≤ 1,
∑N
i=1 ni = µ, 〈φi|φj〉 = δij and φi ∈ C∞c (R3). Likewise, there exists
γ′ =
N ′∑
i=1
n′i|φ′i〉〈φ′i|
with 0 ≤ n′i ≤ 1,
∑N ′
i=1 n
′
i = λ − µ, 〈φ′i|φ′j〉 = δij and φ′i ∈ C∞c (R3), suh that I∞λ−µ ≤
E∞(γ′) ≤ I∞λ−µ+ ǫ. Let e be a unit vetor of R3 and τa the translation operator on L2(R3)
dened by τaf = f(· − a) for all f ∈ L2(R3). For n ∈ N, we dene
γn = γ + τneγ
′τ−ne.
It is easy to hek that for n large enough, γn ∈ Kλ and
Iλ ≤ E(γn) ≤ E(γ) + E∞(γ) +D(ργ , τneργ′) ≤ Iµ + I∞λ−µ + 3ǫ,
where
D(ρ, ρ′) :=
∫
R3
∫
R3
ρ(r) ρ′(r′)
|r− r′| dr dr
′.
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Hene (37).
Making use of similar arguments, it an also be proved that
I∞λ ≤ I∞µ + I∞λ−µ. (48)
Let us now onsider a funtion φ ∈ C∞c (R3) suh that ‖φ‖L2 = 1. For all σ > 0 and all
0 ≤ λ ≤ 1, the density operator γσ,λ with density matrix
γσ,λ(r, r
′) = λσ3 φ(σr)φ(σr′)
is in Kλ. Using (28) for LDA and (32) for GGA, we obtain that there exists 1 ≤ α < 32 ,
c > 0 and σ0 > 0 suh that for all 0 ≤ λ ≤ 1 and all 0 ≤ σ ≤ σ0,
I∞λ ≤ E∞(γσ,λ) ≤ λσ2
∫
R3
|∇φ|2 + λ2σJ(2|φ|2)− cλασ3(α−1)
∫
R3
|φ|2α.
Therefore I∞λ < 0 for λ positive and small enough. It follows from (37) and (48) that the
funtions λ 7→ Iλ and λ 7→ I∞λ are dereasing, and that for all λ > 0,
−∞ < Iλ ≤ I∞λ < 0.
To proeed further, we need the following lemma.
Lemma 4. Let λ > 0 and (γn)n∈N be a minimizing sequene for (35). Then the sequene
(ργn)n∈N annot vanish, whih means that
∃R > 0 s.t. lim
n→∞
sup
x∈R3
∫
x+BR
ργn > 0.
The same holds true for the minimizing sequenes of (36).
Proof. Let (γn)n∈N be a minimizing sequene for (35). By ontradition, assume that
∀R > 0, lim
n→∞
sup
x∈R3
∫
x+BR
ρn = 0.
Let 1 < p < 53 . For ρ ≥ 0 suh that
√
ρ ∈ H1(R3), it holds for all k ∈ Z3,∫
k+B1
ρp ≤
(∫
k+B1
ρ
)p−1(∫
k+B1
ρ
1
2−p
)2−p
≤ Cp
(∫
k+B1
ρ
)p−1(∫
k+B1
(ρ+ |∇√ρ|2)
)
(where the onstant Cp does not depend on k). We therefore obtain∫
R3
ρp ≤
∑
k ∈Z3
∫
k+B1
ρp
≤ Cp
∑
k ∈Z3
(∫
k+B1
ρ
)p−1(∫
k+B1
(ρ+ |∇√ρ|2)
)
≤ 8Cp
(
sup
x∈R3
∫
x+B1
ρ
)p−1(∫
R3
(ρ+
∫
R3
|∇√ρ|2)
)
.
Hene, for all γ ∈ K, ∫
R3
ρpγ ≤ 16Cp
(
sup
x∈R3
∫
x+B1
ργ
)p−1
‖γ‖2H.
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As we know that any minimizing sequene of (35) is bounded in H, we dedue from the
above inequality that for all 1 < p < 53 ,
lim
n→∞
∫
R3
ρpγn = 0.
In partiular, it follows from (46) that
lim
n→∞
∫
R3
Exc(ργn) = 0.
Let us now x 1 < p < 32 , ǫ > 0 and R > 0 suh that |V | ≤ ǫλ−1 on BcR. For n large
enough, we have∣∣∣∣∫
R3
ργnV
∣∣∣∣ ≤ ∫
BR
ργn |V |+
∫
Bc
R
ργn |V | ≤
(∫
BR
|V |p′
) 1
p′
(∫
BR
ρpγn
) 1
p
+
ǫ
λ
∫
Bc
R
ργn ≤ 2ǫ.
Therefore
lim
n→∞
∫
R3
ργnV = 0.
As,
E(γn) ≥
∫
R3
ργnV + Exc(ργn),
we obtain that Iλ ≥ 0. This is in ontradition with the previously proved result stating
that Iλ < 0. Hene (ργn)n∈N annot vanish. The ase of problem (36) is easier sine the
only non-positive term in the energy funtional is Exc(ρ).
We an now prove that Iλ < I
∞
λ . For this purpose let us onsider a minimizing sequene
(γn)n∈N for (36). We dedue from Lemma 4 that there exists η > 0 and R > 0, suh that
for n large enough, there exists xn ∈ R3 suh that∫
xn+BR
ργn ≥ η.
Let us introdue γ˜n = τx¯1−xnγnτxn−x¯1 . Clearly γ˜n ∈ Kλ and
E(γ˜n) ≤ E∞(γn)− z1η
R
.
Thus,
Iλ ≤ I∞λ −
z1η
R
< I∞λ .
It remains to prove that the funtions λ 7→ Iλ and λ 7→ I∞λ are ontinuous. We will deal
here with the former one, the same arguments applying to the latter one. The proof is
based on the following lemma.
Lemma 5. Let (αk)k∈N be a sequene of positive real numbers onverging to 1, and (ρk)k∈N
a sequene of non-negative densities suh that (
√
ρk)k∈N is bounded in H
1(R3). Then
lim
k→∞
(Exc(αkρk)− Exc(ρk)) = 0.
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Proof. In the LDA setting, we dedue from (28) that there exists 1 < p− ≤ p+ < 53 and
C ∈ R+ suh that for k large enough∣∣ELDAxc (αkρk)− ELDAxc (ρk)∣∣ ≤ C |αk − 1| ∫
R3
(ρ
p−
k + ρ
p+
k ).
In the GGA setting, we obtain from (31) and (33) that there exists 1 < p− ≤ p+ < 53 and
C ∈ R+ suh that for k large enough∣∣EGGAxc (αkρk)− EGGAxc (ρk)∣∣ ≤ C |αk − 1|∫
R3
(ρ
p−
k + ρ
p+
k + |∇
√
ρk|2).
As (
√
ρk)k∈N is bounded in H
1(R3), (ρk)k∈N is bounded in L
p(R3) for all 1 ≤ p ≤ 3 and
(∇√ρk)k∈N is bounded in (L2(R3))3, hene the result.
We an now omplete the proof of Lemma 1.
Left-ontinuity of λ 7→ Iλ. Let λ > 0, and (λk)k∈N be an inreasing sequene of positive
real numbers onverging to λ. Let ǫ > 0 and γ ∈ Kλ suh that
Iλ ≤ E(γ) ≤ Iλ + ǫ
2
.
For all k ∈ N, γk = λkλ−1γ is in Kλk so that
∀k ∈ N, ∀n ∈ N, Iλ ≤ Iλk ≤ E(γk).
Besides,
E(γk) = λk
λ
Tr (−∆γ) + λk
λ
∫
R3
ργV +
λ2k
λ2
J(ργ) + Exc
(
λk
λ
ργ
)
−→
k→∞
E(γ)
in virtue of Lemma 5. Thus
Iλ ≤ Iλk ≤ Iλ + ǫ
for k large enough.
Right-ontinuity of λ 7→ Iλ. Let λ > 0, and (λk)k∈N be an dereasing sequene of positive
real numbers onverging to λ. For eah k ∈ N, we hoose γk ∈ Kλk suh that
Iλk ≤ E(γk) ≤ Iλk +
1
k
.
For all k ∈ N, we set γ˜k = λλ−1k γk. As γ˜k ∈ Kλ, it holds
Iλ ≤ E(γ˜k) = λ
λk
Tr (−∆γk) + λ
λk
∫
R3
ργkV +
λ
λ2k
J(ργk) +Exc
(
λ
λk
ργk
)
.
As (γk)k∈N is bounded inH and (√ργk)k∈N is bounded inH1(R3), we dedue from Lemma 5
that
lim
k→∞
(E(γ˜k)− E(γk)) = 0.
Let ǫ > 0 and kǫ ≥ 2ǫ−1 suh that for all k ≥ kǫ,
|E(γ˜k)− E(γk)| ≤ ǫ
2
.
Then,
∀k ≥ kǫ, Iλ − ǫ ≤ Iλk ≤ Iλ.
This proves the right-ontinuity of λ 7→ Iλ on R+\{0}. Lastly, it results from the estimates
established in Lemma2 that
lim
λ→0+
Iλ = 0.
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5.3 Proof of Theorem 1
Let us rst prove the following lemma.
Lemma 6. Let (γn)n∈N be a sequene of elements of K, bounded in H, whih onverges to
γ for the weak-∗ topology of H. If limn→∞Tr (γn) = Tr (γ), then (ργn)n∈N onverges to ργ
strongly in Lp(R3) for all 1 ≤ p < 3 and
ELDA(γ) ≤ lim inf
n→∞
ELDA(γn) and ELDA,∞(γ) ≤ lim inf
n→∞
ELDA,∞(γn).
Proof. The fat that (γn)n∈N onverges to γ for the weak-∗ topology of H means that for
all ompat operator K on L2(R3),
lim
n→∞
Tr (γnK) = Tr (γK) and lim
n→∞
Tr (|∇|γn|∇|K) = Tr (|∇|γ|∇|K).
For all W ∈ C∞c (R3), the operator (1 + |∇|)−1W (1 + |∇|)−1 is ompat (it is even in the
Shatten lass Sp for all p >
3
2 in virtue of the Kato-Seiler-Simon inequality [27℄), yielding∫
R3
ργnW = 2Tr (γnW ) = 2Tr ((1 + |∇|)γn(1 + |∇|)(1 + |∇|)−1W (1 + |∇|)−1)
→
n→∞
2Tr ((1 + |∇|)γ(1 + |∇|)(1 + |∇|)−1W (1 + |∇|)−1) = 2Tr (γW ) =
∫
R3
ργW
Hene, (ργn)n∈N onverges to ργ in D′(R3). As by (40), (√ργn)n∈N is bounded in H1(R3),
it follows that (
√
ργn)n∈N onverges to
√
ργ weakly in H
1(R3), and strongly in Lploc(R
3) for
all 2 ≤ p < 6. In partiular, (√ργn)n∈N onverges to √ργ weakly in L2(R3). But we also
know that
lim
n→∞
‖√ργn‖2L2 = limn→∞
∫
R3
ργn = 2 limn→∞
Tr (γn) = 2Tr (γ) =
∫
R3
ργ = ‖√ργ‖2L2 .
Therefore, the onvergene of (
√
ργn)n∈N to
√
ργ holds strongly in L
2(R3). By an elemen-
tary bootstrap argument exploiting the boundedness of (
√
ργn)n∈N in H
1(R3), we obtain
that (
√
ργn)n∈N onverges strongly to
√
ργ in L
p(R3) for all 2 ≤ p < 6, hene that (ργn)n∈N
onverges to ργ strongly in L
p(R3) for all 1 ≤ p < 3. This readily implies
lim
n→∞
∫
R3
ργnV =
∫
R3
ργV
lim
n→∞
J(ργn) = J(ργ)
lim
n→∞
ELDAxc (ργn) = E
LDA
xc (ργ).
Lastly, for any orthonormal basis (ψk)k∈N∗ of L
2(R3) suh that ψk ∈ H1(R3) for all k, we
have
Tr (|∇|γ|∇|) =
+∞∑
k=1
〈ψk||∇|γ|∇||ψk〉
=
+∞∑
k=1
Tr (γ(||∇|ψk〉〈|∇|ψk|))
=
+∞∑
k=1
lim
n→∞
Tr (γn(||∇|ψk〉〈|∇|ψk|))
≤ lim inf
n→∞
+∞∑
k=1
Tr (γn(||∇|ψk〉〈|∇|ψk|))
= lim inf
n→∞
Tr (|∇|γn|∇|).
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We thus obtain the desired result.
We are now in position to prove Theorem 1. Let (γn)n∈N be a minimizing sequene for Iλ.
We know from Lemma 2 that (γn)n∈N is bounded in H and that (√ργn)n∈N is bounded in
H1(R3). Replaing (γn)n∈N by a suitable subsequene, we an assume that (γn) onverges
to some γ ∈ K for the weak-∗ topology of H and that (√ργn)n∈N onverges to √ργ weakly
in H1(R3), strongly in Lploc(R
3) for all 2 ≤ p < 6 and almost everywhere.
If Tr (γ) = λ, then γ ∈ Kλ and aording to Lemma 6,
ELDA(γ) ≤ lim inf
n→+∞
ELDA(γn) = Iλ
yielding that γ is a minimizer of (35).
The rest of the proof onsists in rulling out the eventuality when Tr (γ) < λ. Let us
therefore set α = Tr (γ) and assume that 0 ≤ α < λ. Following e.g. [8℄, we onsider
a quadrati partition of the unity ξ2 + χ2 = 1, where ξ is a smooth, radial funtion,
noninreasing in the radial diretion, suh that ξ(0) = 1, 0 ≤ ξ(x) < 1 if |x| > 0, ξ(x) = 0
if |x| ≥ 1, ‖∇ξ‖L∞ ≤ 2 and ‖∇(1 − ξ2) 12‖L∞ ≤ 2. We then set ξR(·) = ξ
(
·
R
)
. For
all n ∈ N, R 7→ Tr (ξRγnξR) is a ontinuous nondereasing funtion whih vanishes at
R = 0 and onverges to Tr (γn) = λ when R goes to innity. Let Rn > 0 be suh that
Tr (ξRnγnξRn) = α. The sequene (Rn)n∈N goes to innity; otherwise, it would ontain a
subsequene (Rnk)k∈N onverging to a nite value R
∗
, and we would then get∫
R3
ργ(x)ξ
2
R∗(x) dx = limn→∞
∫
R3
ργn(x)ξ
2
Rn(x) dx = 2 limn→∞
Tr (ξRnγnξRn) = 2α =
∫
R3
ργ(x) dx.
As ξ2R∗ < 1 on R
3 \ {0}, we reah a ontradition. Consequently, (Rn)n∈N indeed goes to
innity. Let us now introdue
γ1,n = ξRnγnξRn and γ2,n = χRnγnχRn .
Note that γ1,n and γ2,n are trae-lass self-adjoint operators on L
2(R3) suh that 0 ≤ γj,n ≤
1, that ργn = ργ1,n + ργ2,n and that Tr (γ1,n) = α while Tr (γ2,n) = λ− α. Besides, using
the IMS formula
−∆ = χRn(−∆)χRn + ξRn(−∆)ξRn − |∇χRn |2 − |∇ξRn |2,
it holds
Tr (−∆γn) = Tr (−∆γ1,n) + Tr (−∆γ2,n)− Tr ((|∇χRn |2 + |∇ξRn |2)γn)
≥ Tr (−∆γ1,n) + Tr (−∆γ2,n)− 4λ
R2n
, (49)
from whih we infer that both (γ1,n)n∈N and (γ2,n)n∈N are bounded sequenes of H. As
for all φ ∈ C∞c (R3),
Tr (γ1,n(|φ〉〈φ|)) = Tr (γn(|ξRnφ〉〈ξRnφ|))
= Tr (γn(|(ξRn − 1)φ〉〈ξRnφ|)) + Tr (γn(|φ〉〈(ξRn − 1)φ|)) + Tr (γn(|φ〉〈φ|))
−→
n→∞
Tr (γ(|φ〉〈φ|)),
we obtain that (γ1,n)n∈N onverges to γ for the weak-∗ topology of H. Sine Tr (γ1,n) =
α = Tr (γ) for all n, we dedue from Lemma 6 that (ργ1,n)n∈N onverges to ργ strongly in
Lp(R3) for all 1 ≤ p < 3, and that
ELDA(γ) ≤ lim
n→∞
ELDA(γ1,n). (50)
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As a by-produt, we also obtain that (ργ2,n)n∈N onverges strongly to zero in L
p
loc(R
3) for
all 1 ≤ p < 3 (sine ργ2,n = ργn − ργ1,n with (ργn)n∈N and (ργ1,n)n∈N both onverging to ργ
in L
p
loc(R
3) for all 1 ≤ p < 3). Besides, using again (49), it holds
ELDA(γn) = Tr (−∆γn) +
∫
R3
ργnV + J(ργn) +
∫
R3
g(ργn)
≥ Tr (−∆γ1,n) + Tr (−∆γ2,n) +
∫
R3
ργ1,nV +
∫
R3
ργ2,nV
+J(ργ1,n) + J(ργ2,n) +
∫
R3
g(ργ1,n + ργ2,n)−
4λ
R2n
= ELDA(γ1,n) + ELDA,∞(γ2,n) +
∫
R3
ργ2,nV
+
∫
R3
(g(ργ1,n + ργ2,n)− g(ργ1,n)− g(ργ2,n))−
4λ
R2n
.
For R large enough, one has on the one hand∣∣∣∣∫
R3
ργ2,nV
∣∣∣∣ ≤ 2Z (∫
BR
ργ2,n
) 1
2
‖∇√ργ2,n‖L2 +
2Z(λ− α)
R
,
and on the other hand∣∣∣∣∫
R3
(g(ργ1,n + ργ2,n)− g(ργ1,n)− g(ργ2,n))
∣∣∣∣ ≤ ∫
BR
∣∣g(ργ1,n + ργ2,n)− g(ργ1,n)∣∣+ ∫
BR
∣∣g(ργ2,n )∣∣
+
∫
Bc
R
∣∣g(ργ1,n + ργ2,n)− g(ργ2,n)∣∣+ ∫
Bc
R
∣∣g(ργ1,n )∣∣
≤ C
(∫
BR
(ργ2,n + ρ
2
γ2,n) + ‖ργ1,n‖L2
(∫
BR
ρ2γ2,n
) 1
2
)
+ C
(∫
BR
ρp−γ2,n + ρ
p+
γ2,n
)
+ C
∫
Bc
R
(ργ1,n + ρ
2
γ1,n) + ‖ργ2,n‖L2
(∫
Bc
R
ρ2γ1,n
) 1
2

+ C
(∫
Bc
R
ρp−γ1,n + ρ
p+
γ1,n
)
for some onstant C independent of R and n. Yet, we know that (
√
ργ1,n)n∈N and
(
√
ργ1,n)n∈N are bounded in H
1(R3), that (ργ1,n)n∈N onverges to ργ in L
p(R3) for all
1 ≤ p < 3 and that (ργ2,n)n∈N onverges to 0 in Lploc(R3) for all 1 ≤ p < 3. Consequently,
there exists for all ǫ > 0, some N ∈ N suh that for all n ≥ N ,
ELDA(γn) ≥ ELDA(γ1,n) + ELDA,∞(γ2,n)− ǫ ≥ Iα + I∞λ−α − ǫ.
Letting n go to innity, ǫ go to zero, and using (37), we obtain that Iλ = Iα + I
∞
λ−α and
that (γ1,n)n∈N and (γ2,n)n∈N are minimizing sequenes for Iα and I
∞
λ−α respetively. It also
follows from (50) that γ is a minimizer for Iα. In partiular γ satises the Euler equation
γ = 1(−∞,ǫF)(Hργ ) + δ
for some Fermi level ǫF ∈ R, where
Hργ = −
1
2
∆ + V + ργ ⋆ |r|−1 + g′(ργ),
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and where 0 ≤ δ ≤ 1, Ran(δ) ⊂ Ker(Hργ − ǫF). As V + ργ ⋆ |r|−1 + g′(ργ) is ∆-ompat,
the essential spetrum of Hργ is [0,+∞). Besides, Hργ is bounded from below,
Hργ ≤ −
1
2
∆ + V + ργ ⋆ |r|−1,
and we know from [17, Lemma II.1℄ that as −∑Mk=1 zk+∫R3 ργ = −Z+2α < −Z+2λ ≤ 0,
the right hand side operator has innitely many negative eigenvalues of nite multipliities.
Therefore, so has Hργ . Eventually, ǫF < 0 and
γ =
n∑
i=1
|φi〉〈φi|+
m∑
i=n+1
ni|φi〉〈φi|
where 0 ≤ ni ≤ 1 and where
−1
2
∆φi + V φi +
(
ργ ⋆ |r|−1
)
φi + g
′(ργ)φi = ǫi φi
ǫ1 < ǫ2 ≤ ǫ3 ≤ · · · < 0 denoting the negative eigenvalues of Hργ inluding multipliities
(by standard arguments the ground state eigenvalue of Hργ is non-degenerate). It then
follows from elementary ellipti regularity results that all the φi, hene ργ , are in H
2(R3)
and therefore vanish at innity. Using Lemma 12, all the φi deay exponentially fast to
zero at innity.
Let us now analyze more in details the sequene (γ2,n)n∈N. As it is a minimizing
sequene for I∞λ−α, (ργ2,n)n∈N annot vanish, so that there exists η > 0, R > 0 and suh
for all n ∈ N, ∫yn+BR ργ2,n ≥ η for some yn ∈ R3. Thus, the sequene (τynγ2,nτ−yn)n∈N
onverges for the weak-∗ topology of H to some γ′ ∈ K satisfying Tr (γ′) ≥ η > 0. Let
β = Tr (γ′). Reasoning as above, one an easily hek that γ′ is a minimizer for I∞β , and
that Iλ = Iα + I
∞
β + I
∞
λ−α−β. Besides,
γ′ = 1(−∞,ǫ′F)(H
∞
ργ′
) + δ′
where
H∞ργ′ = −
1
2
∆ + ργ′ ⋆ |r|−1 + g′(ργ′),
and where 0 ≤ δ′ ≤ 1, Ran(δ′) ⊂ Ker(H∞ργ′ − ǫ′F), and ǫF′ ≤ 0.
Assume for a while that one an hoose ǫF′ < 0. Then
γ′ =
n′∑
i=1
|φ′i〉〈φ′i|+
m′∑
i=n′+1
n′i|φ′i〉〈φ′i|,
all the φi's being in C
∞(R3) and deaying exponentially fast at innity. For n ∈ N large
enough, the operator
γn = min
(
1, ‖γ + τneγ′τ−ne‖−1
)
(γ + τneγ
′τ−ne)
then is in K and Tr (γn) ≤ (α + β). As both the φi's and the φ′i's deay exponentially
fast to zero, a simple alulation shows that there exists some δ > 0 suh that for n large
enough
ELDA(γn) = ELDA(γ)+ELDA,∞(γ′)−2α(Z − 2β)
n
+O(e−δn) = Iα+I∞β −
2α(Z − 2β)
n
+O(e−δn).
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Hene, for n large enough
Iα+β ≤ ITr (γn) ≤ ELDA(γn) < Iα + I∞β .
Adding I∞λ−α−β to both sides, we obtain that
Iλ ≤ Iα+β + I∞λ−α−β < Iα + I∞β + I∞λ−α−β ,
whih obviously ontradits the previously established equality Iλ = Iα + I
∞
β + I
∞
λ−α−β.
It remains to exlude the ase when ǫF′ has to be hosen equal to zero. In this ase,
0 is an eigenvalue of H∞ργ′ and there exists ψ ∈ Ker(H∞ργ′ ) ⊂ H2(R3) suh that ‖ψ‖L2 = 1
and γ′ψ = µψ with µ > 0. We then dene for 0 < η < µ and n ∈ N,
γn,η = min
(
1, ‖γ + η|φm+1〉〈φm+1|+ τne(γ′ − η|ψ〉〈ψ|)τ−ne‖−1
)
(γ + η|φm+1〉〈φm+1|+ τne(γ′ − η|ψ〉〈ψ|)τ−ne).
As γn,η is in K and suh that Tr (γn,η) ≤ λ, it holds
Iλ ≤ ITr (γn,η) ≤ ELDA(γn,η).
It is then easy to show that
lim
n→∞
ELDA(γn,η) = ELDA(γ + η|φm+1〉〈φm+1|) + ELDA,∞(γ′ − η|ψ〉〈ψ|).
Besides, for η > 0 small enough
ELDA(γ+η|φm+1〉〈φm+1|)+ELDA,∞(γ′−η|ψ〉〈ψ|) = ELDA(γ)+ELDA,∞(γ′)+2ηǫm+1+o(η).
Reasoning as above, we obtain that for η > 0 small enough
Iλ ≤ Iλ + 2ηǫm+1 + o(η),
whih is in ontradition with the fat that ǫm+1 is negative. The proof is omplete.
5.4 Proof of Theorem 2
For φ ∈ H1(R3), we set ρφ(x) = 2|φ(x)|2 and
E(φ) =
∫
R3
|∇φ|2 +
∫
R3
ρφV + J(ρφ) + E
GGA
xc (ρφ).
For all φ ∈ H1(R3) suh that ‖φ‖L2 = 1, γφ = |φ〉〈φ| ∈ K1 and E(γφ) = E(φ). Therefore,
I1 ≤ inf
{
E(φ), φ ∈ H1(R3),
∫
R3
|φ|2 = 1
}
.
Conversely, for all γ ∈ K1, φγ =
√
ργ
2 satises φγ ∈ H1(R3), ‖φ‖L2 = 1 and
EGGA(γ) = EGGA(|φγ〉〈φγ |) + Tr (−∆γ)− 1
2
∫
R3
|∇√ργ |2 ≥ EGGA(|φγ〉〈φγ |) = E(φγ).
Consequently,
I1 = inf
{
E(φ), φ ∈ H1(R3),
∫
R3
|φ|2 = 1
}
(51)
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and (20) has a minimizer for Np = 1, if and only if (51) has a minimizer φ (γφ then is a
minimizer of (20) for Np = 1). We are therefore led to study the minimization problem
(51). In the GGA setting we are interested in, E(φ) an be rewritten as
E(φ) =
∫
R3
|∇φ|2 +
∫
R3
ρφV + J(ρφ) +
∫
R3
h(ρφ, |∇φ|2).
Conditions (29)-(33) guarantee that E is Fréhet dierentiable on H1(R3) (see [1℄ for
details) and that for all (φ,w) ∈ H1(R3)×H1(R3),
E′(φ)·w = 2
(
1
2
∫
R3
(
1 +
∂h
∂κ
(
ρφ, |∇φ|2
))∇φ·∇w+∫
R3
(
V + ρφ ⋆ |r|−1 + ∂h
∂ρ
(
ρφ, |∇φ|2
))
φw
)
.
We now embed (51) in the family of problems
Jλ = inf
{
E(φ), φ ∈ H1(R3),
∫
R3
|φ|2 = λ
}
(52)
and introdue the problem at innity
J∞λ = inf
{
E∞(φ), φ ∈ H1(R3),
∫
R3
|φ|2 = λ
}
(53)
where
E∞(φ) =
∫
R3
|∇φ|2 + J(ρφ) +
∫
R3
h(ρφ, |∇φ|2).
Note that reasoning as above, one an see that Jλ = Iλ and J
∞
λ = I
∞
λ for all 0 ≤ λ ≤ 1
(while these equalities do not a priori hold true for λ > 1).
The rest of this setion onsists in proving that (52) has a minimizer for all 0 ≤ λ ≤ 1.
Let us start with a simple lemma.
Lemma 7. Let 0 ≤ µ ≤ 1 and let (φn)n∈N be a minimizing sequene for Jµ (resp. for J∞µ )
whih onverges to some φ ∈ H1(R3) weakly in H1(R3). Assume that ‖φ‖2L2 = µ. Then φ
is a minimizer for Jµ (resp. for J
∞
µ ).
Proof. Let (φn)n∈N be a minimizing sequene for Jµ whih onverges to φ weakly inH
1(R3).
For almost all x ∈ R3, the funtion z 7→ |z|2 + h(ρφ(x), |z|2) is onvex on R3. Besides the
funtion t 7→ t+h(ρφ(x), t) is Lipshitz on R+, uniformly in x. It follows that the funtional
ψ 7→
∫
R3
(|∇ψ|2 + h(ρφ, |∇ψ|2))
is onvex and ontinuous on H1(R3). As (φn)n∈N onverges to φ weakly in H
1(R3), we get∫
R3
(|∇φ|2 + h(ρφ, |∇φ|2)) ≤ lim
n→∞
∫
R3
(|∇φn|2 + h(ρφ, |∇φn|2)) .
Besides, we dedue from (31) that∣∣∣∣∫
R3
(
h(ρφn , |∇φn|2)− h(ρφ, |∇φn|2)
)∣∣∣∣ ≤ C‖φn − φ‖L2 ,
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where the onstant C only depends on h and on the H1 bound of (φn)n∈N. As (φn)n∈N
onverges to φ weakly in L2(R3) and as ‖φ‖L2 = ‖φn‖L2 for all n ∈ N, the onvergene of
(φn)n∈N to φ holds strongly in L
2(R3). Therefore,∫
R3
|∇φ|2 + EGGAxc (ρφ) =
∫
R3
(|∇φ|2 + h(ρφ, |∇φ|2))
≤ lim inf
n→∞
∫
R3
(|∇φn|2 + h(ρφ, |∇φn|2))
+ lim
n→∞
∫
R3
(
h(ρφn , |∇φn|2)− h(ρφ, |∇φn|2)
)
= lim inf
n→∞
∫
R3
|∇φn|2 + EGGAxc (ρφn).
Finally, as (φn)n∈N is bounded in H
1
and onverges strongly to φ in L2(R3), we infer that
the onvergene holds strongly in Lp(R3) for all 2 ≤ p < 6, yielding
lim
n→∞
∫
R3
ρφnV + J(ρφn) =
∫
R3
ρφV + J(ρφ).
Therefore,
E(φ) ≤ lim inf
n→∞
E(φn) = Iµ.
As ‖φ‖2L2 = µ, φ is a minimizer for Jµ. Obviously, the same arguments an be applied to
a minimizing sequene for J∞µ .
In order to prove that the minimizing sequenes for Jλ (or at least some of them) are
indeed preompat in L2(R3), we will use the onentration-ompatness method due to
P.-L. Lions [18℄. Consider an Ekeland sequene (φn)n∈N for (52), that is [7℄ a sequene
(φn)n∈N suh that
∀n ∈ N, φn ∈ H1(R3) and
∫
R3
φ2n = λ (54)
lim
n→+∞
E(φn) = Jλ (55)
lim
n→+∞
E′(φn) + θnφn = 0 in H
−1(R3) (56)
for some sequene (θn)n∈N of real numbers. As on the one hand, |φ| ∈ H1(R3) and
E(|φ|) = E(φ) for all φ ∈ H1(R3), and as on the other hand, the funtion λ 7→ Jλ is
dereasing on [0, 1], we an assume that
∀n ∈ N, φn ≥ 0 a.e. on R3 and θn ≥ 0. (57)
Lastly, up to extrating subsequenes, there is no restrition in assuming the following
onvergenes:
φn ⇀ φ weakly in H
1(R3), (58)
φn → φ strongly in Lploc(R3) for all 2 ≤ p < 6 (59)
φn → φ a.e. in R3 (60)
θn → θ in R, (61)
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and it follows from (57) that φ ≥ 0 a.e. on R3 and θ ≥ 0. Note that the Ekeland ondition
(56) also reads
−1
2
div
((
1 +
∂h
∂κ
(
ρφn , |∇φn|2
))∇φn)+ (V + ρφn ⋆ |r|−1 + ∂h∂ρ (ρφn , |∇φn|2)
)
φn + θnφn
= ηn with ηn−→
n→0
0 in H−1(R3). (62)
We an apply to the sequene (φn)n∈N the following version of the onentration-ompatness
lemma.
Lemma 8 (Conentration-ompatness lemma [18℄). Let λ > 0 and (φn)n∈N be a bounded
sequene in H1(R3) suh that
∀n ∈ N,
∫
RN
φ2n = λ.
Then one an extrat from (φn)n∈N a subsequene (φnk)k∈N suh that one of the following
three onditions holds true:
1. (Compatness) There exists a sequene (yk)k∈N in R
3
, suh that for all ǫ > 0, there
exists R > 0 suh that
∀k ∈ N,
∫
yk+BR
φ2nk ≥ λ− ǫ.
2. (Vanishing) For all R > 0,
lim
k→∞
sup
y∈R3
∫
y+BR
φ2nk = 0.
3. (Dihotomy) There exists 0 < δ < λ, suh that for all ǫ > 0 there exists
• a sequene (yk)k∈N of points of R3,
• a positive real number R1 and a sequene of positive real numbers (R2,k)k∈N
onverging to +∞,
• two sequenes (φ1,k)k∈N and (φ2,k)n∈N bounded in H1(R3) (uniformly in ǫ)
suh that for all k:
φnk = φ1,k on yk +BR1
φnk = φ2,k on R
3 \ (yk +BR2,k)∣∣∣∣∫
R3
φ21,k − δ
∣∣∣∣ ≤ ǫ, ∣∣∣∣∫
R3
φ22,k − (λ− δ)
∣∣∣∣ ≤ ǫ
lim
k→∞
dist(Supp φ1,k,Supp φ2,k) =∞
‖φnk − (φ1,k + φ2,k) ‖Lp(R3) ≤ Cp ǫ
6−p
2p
for all 2 ≤ p < 6
‖φnk‖Lp(yk+(BR2,k\BR1 )) ≤ Cp ǫ
6−p
2p
for all 2 ≤ p < 6
lim inf
k→∞
∫
R3
(
|∇φnk |2 − |∇φ1,k|2 − |∇φ2,k|2
)
≥ −Cǫ,
where the onstants C and Cp only depend on the H
1
bound of (φn)n∈N.
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We then onlude using the following result.
Lemma 9. Let (φn)n∈N satisfying (54)-(61). Then using the terminology introdued in the
onentration-ompatness Lemma 8,
1. if some subsequene (φnk)k∈N of (φn)n∈N satises the ompatness ondition, then
(φnk)k∈N onverges to φ strongly in L
p(R3) for all 2 ≤ p < 6 ;
2. a subsequene of (φn)n∈N annot vanish ;
3. a subsequene of (φn)n∈N annot satisfy the dihotomy ondition.
Consequently, (φn)n∈N onverges to φ strongly in L
p(R3) for all 2 ≤ p < 6. It follows that
φ is a minimizer to (52).
As the expliit form of the funtions φ1,k and φ2,k arising in Lemma 8 will be useful for
proving the third assertion of Lemma 9, we briey reall the proof of the former lemma.
Sketh of the proof of Lemma 8. The argument is based on the analysis of Levy's onen-
tration funtion
Qn(R) = sup
y∈R3
∫
y+BR
φ2n.
The sequene (Qn)n∈N is a sequene of nondereasing, nonnegative, uniformly bounded
funtions suh that lim
R→∞
Qn(R) = λ.
There exists onsequently a subsequene (Qnk)k∈N and a nondereasing nonnegative fun-
tion Q suh that (Qnk)k∈N onverges pointwise to Q. We obviously have
lim
R→∞
Q(R) = δ ∈ [0, λ].
The ase δ = 0 orresponds to vanishing, while δ = λ orresponds to ompatness. We
now onsider more in details the ase when 0 < δ < λ (dihotomy). Let ξ, χ be in C∞(R3)
and suh that 0 ≤ ξ, χ ≤ 1, ξ(x) = 1 if |x| ≤ 1, ξ(x) = 0 if |x| ≥ 2, χ(x) = 0 if |x| ≤ 1,
χ(x) = 1 if |x| ≥ 2, ‖∇χ‖L∞ ≤ 2 and ‖∇ξ‖L∞ ≤ 2. For R > 0, we denote by ξR(·) = ξ
(
·
R
)
and χR(·) = χ
(
·
R
)
. Let ǫ > 0 and R1 ≥ ǫ−1 large enough for Q(R1) ≥ δ − ǫ2 to hold.
Then, up to getting rid of the rst terms of the sequene, we an assume that for all k, we
have Qnk(R1) ≥ δ− ǫ and Qnk(2R1) ≤ δ+ ǫ2 . Furthermore, there exists yk ∈ R3 suh that
Qnk(R1) =
∫
yk+BR1
φ2nk
and we an hoose a sequene (R′k)k∈N of positive real numbers greater than R1, onverging
to innity, suh that Qnk(2R
′
k) ≤ δ + ǫ for all k ∈ N. Consider now
φ1,k = ξR1(· − yk)φnk and φ2,k = χR′k(· − yk)φnk .
Denoting by R2,k = 2R
′
k, we learly have∣∣∣∣∫
R3
φ21,k − δ
∣∣∣∣ ≤ ǫ, ∣∣∣∣∫
R3
φ22,k − (λ− δ)
∣∣∣∣ ≤ ǫ,∫
yk+(BR2,k\BR1 )
φ2nk =
∫
R1<|·−yk|<R2,k
φ2nk ≤ Qnk(R2,k)−Qnk(R1) ≤ 2ǫ,
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and ∫
R3
|φnk − (φ1,k + φ2,k)|2 ≤
∫
R3
|1− ξR1(· − yk)− χR′k(· − yk)|
2φ2nk
≤
∫
R1≤|·−yk|≤R2,k
φ2nk ≤ 2ǫ.
Similarly, by Hölder and Gagliardo-Nirenberg-Sobolev inequalities, we have for all k and
2 ≤ p < 6
‖φnk − (φ1,k + φ2,k)‖Lp ≤ ‖φnk‖Lp(yk+(BR2,k\BR1 )) ≤ Cpǫ
(6−p)
2p
where the onstant Cp only depends on p and on the H
1
bound on (φn)n∈N. Finally, we
have ‖∇ξR1‖L∞ ≤ 2R−11 ≤ 2ǫ and ‖∇χR′k‖L∞ ≤ 2(R′k)−1 ≤ 2ǫ, so that∣∣∣∣∫
R3
|∇φ1,k|2 − ξ2R1(· − yk)|∇φnk |2
∣∣∣∣ ≤ C ǫ2
and ∣∣∣∣∫
R3
|∇φ2,k|2 − χ2R′
k
(· − yk)|∇φnk |2
∣∣∣∣ ≤ C ǫ2
where the onstant C only depend on the H1 bound on (φn)n∈N. Thus∫
R3
|∇φnk |2 − |∇φ1,k|2 − |∇φ2,k|2 ≥
∫
R3
(1− ξ2R1(· − yk)− χ2R′k(· − yk))|∇φnk |
2 − Cǫ
≥ −Cǫ.
Proof of the rst two assertions of Lemma 9. Assume that there exists a sequene (yk)k∈N
in R
3
, suh that for all ǫ > 0, there exists R > 0 suh that
∀k ∈ N,
∫
yk+BR
φ2nk ≥ λ− ǫ.
Two situations may be enountered: either (yk)k∈N has a onverging subsequene, or
lim
k→∞
|yk| =∞. In the latter ase, we would have φ = 0, and therefore
lim
k→∞
∫
R3
φ2nkV = 0.
Hene
I∞λ ≤ lim
k→∞
E∞(φnk) = lim
k→∞
E(φnk) = Iλ,
whih is in ontradition with the rst assertion of Lemma (1). Therefore, (yk)k∈N has a
onverging subsequene. It is then easy to see, using the strong onvergene of (φn)n∈N to
φ in L2loc(R
3), that ∫
R3
φ2 ≥
∫
y+BR
φ2 ≥ λ− ǫ,
where y is the limit of some onverging subsequene of (yk)k∈N. This implies that ‖φ‖2L2 =
λ, hene that (φn)n∈N onverges to φ strongly in L
2(R3). As (φn)n∈N is bounded inH
1(R3),
this onvergene holds strongly in Lp(R3) for all 2 ≤ p < 6.
Assume now that (φnk)k∈N is vanishing. Then we would have φ = 0, an eventuality that
has already been exluded.
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Proof of the third assertion of Lemma 9. Replaing (φn)n∈N with a subsequene and using
a diagonal extration argument, we an assume that in addition to (54)-(61), there exists
• a sequene (yn)n∈N of points in R3,
• two inreasing sequenes of positive real numbers (R1,n)n∈N and (R2,n)n∈N suh that
lim
n→∞
R1,n =∞ and lim
n→∞
R2,n −R1,n =∞
• two sequenes (φ1,n)n∈N and (φ2,n)n∈N bounded in H1(R3)
suh that 
φn = φ1,n on yn +BR1,n
φn = φ2,n on R
3 \ (yn +BR2,n)
lim
n→∞
∫
R3
φ21,n = δ, limn→∞
∫
R3
φ22,n = λ− δ
lim
n→∞
‖φn − (φ1,n + φ2,n)‖Lp(R3) = 0 for all 2 ≤ p < 6
lim
n→∞
‖φn‖Lp(yn+(BR2,n\BR1,n )) = 0 for all 2 ≤ p < 6
lim
n→∞
dist(Supp φ1,n,Supp φ2,n) =∞
lim inf
n→∞
∫
R3
(
|∇φn|2 − |∇φ1,n|2 − |∇φ2,n|2
)
≥ 0.
Besides, it follows from the onstrution of the funtions φ1,n and φ2,n that
∀n ∈ N, φ1,n ≥ 0 and φ2,n ≥ 0 a.e. on R3. (63)
A straightforward alulation leads to
E(φn) = E
∞(φ1,n) +
∫
R3
ρφ1,nV + E
∞(φ2,n) +
∫
R3
ρφ2,nV
+
∫
R3
(
|∇φn|2 − |∇φ1,n|2 − |∇φ2,n|2
)
+
∫
R3
ρ˜nV
+D(ρφ1,n , ρφ2,n) +D(ρ˜n, ρφ1,n + ρφ2,n) +
1
2
D(ρ˜n, ρ˜n)
+
∫
R3
(h(ρφn , |∇φn|2)− h(ρφ1,n , |∇φ1,n|2)− h(ρφ2,n , |∇φ2,n|2)), (64)
where we have denoted by ρ˜n = ρn − ρφ1,n − ρφ2,n . As
|ρ˜n| ≤ 2χyn+(BR2,n\BR1,n ) |φn|
2,
the sequene (ρ˜n)n∈N goes to zero in L
p(R3) for all 1 ≤ p < 3, yielding∫
R3
ρ˜nV +D(ρ˜n, ρφ1,n + ρφ2,n) +
1
2
D(ρ˜n, ρ˜n) −→
n→∞
0.
Besides,
D(ρφ1,n , ρφ2,n) ≤ 4 dist(Supp φ1,n,Supp φ2,n)−1 ‖φ1,n‖2L2 ‖φ2,n‖2L2 −→n→∞ 0
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and ∣∣∣∣∫
R3
(h(ρφn , |∇φn|2)− h(ρφ1,n , |∇φ1,n|2)− h(ρφ2,n , |∇φ2,n|2))
∣∣∣∣
≤
∫
yn+(BR2,n\BR1,n )
∣∣h(ρφn , |∇φn|2)∣∣+ ∣∣h(ρφ1,n , |∇φ1,n|2)∣∣+ ∣∣h(ρφ2,n , |∇φ2,n|2)∣∣
≤ C
(
‖ρφn‖p−Lp−(yn+(BR2,n\BR1,n )) + ‖ρφn‖
p+
Lp+ (yn+(BR2,n\BR1,n ))
)
−→
n→∞
0
(reall that 1 < p± = 1 + β± <
5
3). Lastly, as limn→∞ dist(Supp φ1,n,Supp φ2,n) =∞,
min
(∣∣∣∣∫
R3
ρφ1,nV
∣∣∣∣ , ∣∣∣∣∫
R3
ρφ2,nV
∣∣∣∣) −→n→∞ 0.
It therefore follows from (64) and from the ontinuity of the funtions λ 7→ Jλ and λ 7→ J∞λ
that at least one of the inequalities below holds true
Jλ ≥ Jδ + J∞λ−δ (ase 1) or Jλ ≥ J∞δ + Jλ−δ (ase 2). (65)
As the opposite inequalities are always satised, we obtain
Jλ = Jδ + J
∞
λ−δ (ase 1) or Jλ = J
∞
δ + Jλ−δ (ase 2) (66)
and that (still up to extration){
lim
n→∞
E(φ1,n) = Jδ
lim
n→∞
E∞(φ2,n) = J
∞
λ−δ
(ase 1) or
{
lim
n→∞
E∞(φ1,n) = J
∞
δ
lim
n→∞
E(φ2,n) = Jλ−δ
(ase 2). (67)
Let us now prove that the sequene (ψn)n∈N, where ψn = φn − (φ1,n + φ2,n), goes to zero
in H1(R3). For onveniene, we rewrite ψn as ψn = enφn where en = 1 − ξR1,n(· − yn) −
χR2,n/2(· − yn) and Ekeland's ondition (62) as
− div (an∇φn) + V φn + (ρφn ⋆ |r|−1)φn + V −n φ1+2β−n + V +n φ1+2β+n + θnφn = ηn (68)
where 
an =
1
2
(
1 +
∂h
∂κ
(ρφn , |∇φn|2)
)
V −n = 2
β−ρ
−β−
φn
∂h
∂ρ
(ρφn , |∇φn|2)χρφn≤1
V +n = 2
β+ρ
−β+
φn
∂h
∂ρ
(ρφn , |∇φn|2)χρφn>1.
The sequene (V φn + (ρφn ⋆ |r|−1)φn + V −n φ1+2β−n + V +n φ1+2β+n + θnφn)n∈N is bounded in
L2(R3), (ηn)n∈N goes to zero in H
−1(R3), and the sequene (ψn)n∈N is bounded in H
1(R3)
and goes to zero in L2(R3). We therefore infer from (68) that∫
R3
an∇φn · ∇ψn −→
n→∞
0.
Besides ∇ψn = en∇φn + φn∇en with 0 ≤ en ≤ 1 and ‖∇en‖L∞ → 0. Thus∫
R3
anen|∇φn|2 −→
n→∞
0.
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As
0 <
a
2
≤ an = 1
2
(
1 +
∂h
∂κ
(ρφn , |∇φn|2)
)
≤ b
2
<∞ a.e. on R3 (69)
and 0 ≤ e2n ≤ en ≤ 1, we nally obtain∫
R3
e2n|∇φn|2 −→n→∞ 0,
from whih we onlude that (∇ψn)n∈N goes to zero in H1(R3). Plugging this information
in (68) and using the fat that the supports of φ1,n and φ2,n are disjoint and go far apart
when n goes to innity, we obtain
−div (an∇φ1,n) + V φ1,n + (ρφ1,n ⋆ |r|−1)φ1,n + V −n φ1+2β−1,n + V +n φ1+2β+1,n + θnφ1,n H
−1−→
n→∞
0
−div (an∇φ2,n) + V φ2,n + (ρφ2,n ⋆ |r|−1)φ2,n + V −n φ1+2β−2,n + V +n φ1+2β+2,n + θnφ2,n H
−1−→
n→∞
0.
We an now assume that the sequenes (φ1,n)n∈N and (φ2,n)n∈N, whih are bounded in
H1(R3), respetively onverge to u1 and u2 weakly in H
1(R3), strongly in Lploc(R
3) for all
2 ≤ p < 6 and a.e. in R3. In virtue of (63), we also have u1 ≥ 0 and u2 ≥ 0 a.e. on
R
3
. To pass to the limit in the above equations, we use a H-onvergene result proved in
Appendix (Lemma 10). The sequene (an)n∈N satisfying (69), there exists a∞ ∈ L∞(R3)
suh that
a
2 ≤ a∞ ≤ b
2
2a and (up to extration) anI3 ⇀H a∞I3 (where I3 is the rank-
3 identity matrix). Besides, the sequene (V ±n )n∈N is bounded in L
∞(R3), so that there
exists V ± ∈ L∞(R3), suh that (up to extration) (V ±n )n∈N onverges to V ± for the weak-∗
topology of L∞(R3). Hene for j = 1, 2 (and up to extration)
V φj,n −→
n→∞
V uj strongly in H
−1(R3)
V ±n φ
1+2β±
j,n ⇀n→∞
V ±u
1+2β±
j weakly in L
2
loc(R
3)
(ρφj,n ⋆ |r|−1)φj,n + θnφj,n ⇀n→∞(ρuj ⋆ |r|
−1)uj + θuj stronly in L
2
loc(R
3).
We end up with
−div (a∞∇u1) + V u1 + (ρu1 ⋆ |r|−1)u1 + V −u1+2β−1 + V +u1+2β+1 + θu1 = 0 (70)
−div (a∞∇u2) + V u2 + (ρu2 ⋆ |r|−1)u2 + V −u1+2β−2 + V +u1+2β+2 + θu2 = 0. (71)
By lassial ellipti regularity arguments [9℄ (see also the proof of Lemma 12 below), both
u1 and u2 are in C
0,α(R3) for some 0 < α < 1 and vanish at innity. Besides, exatly one
of the two funtions u1 and u2 is dierent from zero. Indeed, if both u1 and u2 were equal
to zero, then we would have φ = 0, hene
Jλ = lim
n→∞
E(φn) = lim
n→∞
E∞(φn) = J
∞
λ ,
whih is in ontradition with the rst assertion of Lemma 1 (reall that Jλ = Iλ and
J∞λ = I
∞
λ for all 0 ≤ λ ≤ 1). On the other hand, as dist(Supp φ1,n,Supp φ2,n) → ∞, at
least one of the funtions u1 and u2 is equal to zero.
We only onsider here the ase when u2 = 0, orresponding to ase 1 in (65)-(67),
sine the other ase an be dealt with the same arguments. A key point of the proof
onsists in notiing that apply Lemma 11 (proved in Appendix) to (70) (note that W =
V −u
β−
1 + V
+u
β+
1 is nonpositive and goes to zero at innity) yields
θ > 0. (72)
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Consider now the sequene (φ˜1,n)n∈N dened by φ˜1,n = δ
1
2φ1,n‖φ1,n‖−1L2 . It is easy to hek
that
∀n ∈ N, φ˜1,n ∈ H1(R3),
∫
R3
φ˜21,n = δ and φ˜1,n ≥ 0 a.e. on R3
lim
n→+∞
E(φ˜1,n) = Jδ
−div (a1,n∇φ˜1,n) + V φ˜1,n + (ρeφ1,n ⋆ |r|−1)φ˜1,n + V −1,nφ˜1+2β−1,n + V +1,nφ˜1+2β+1,n + θnφ˜1,n H
−1−→
n→∞
0
(φ˜1,n)n∈N onverges to v˜1 6= 0 weakly in H1, strongly in Lploc for 2 ≤ p < 6 and a.e. on R3
(with in fat v1 = φ). Likewise, the sequene ((λ−δ) 12 ‖φ2,n‖−1L2 φ2,n)n∈N being a minimizing
sequene for J∞λ−δ , it annot vanish. Therefore, there exists γ > 0, R > 0 and a sequene
(xn)n∈N of points of R
3
suh that
∫
xn+BR
|φ2,n|2 ≥ γ. Then, denoting by φ˜2,n = (λ −
δ)
1
2 ‖φ2,n‖−1L2 φ2,n(· − xn),
∀n ∈ N, φ˜2,n ∈ H1(R3),
∫
R3
φ˜22,n = λ− δ and φ˜2,n ≥ 0 a.e. on R3
lim
n→+∞
E∞(φ˜2,n) = J
∞
λ−δ
−div (a2,n∇φ˜2,n) + (ρeφ2,n ⋆ |r|−1)φ˜2,n + V −2,nφ˜1+2β−2,n + V +2,nφ˜1+2β+2,n + θnφ˜2,n H
−1−→
n→∞
0
(φ˜2,n)n∈N onverges to v2 6= 0 weakly in H1, strongly in Lploc for 2 ≤ p < 6 and a.e. on R3.
It is important to note that the sequene (aj,n)n∈N and (V
±
j,n)n∈N are suh that
a
2
≤ aj,n ≤ b
2
and ‖V ±j,n‖L∞ ≤ 2β+C,
where the onstants a, b and C are those arising in (31) and (33).
We an now apply the onentration-ompatness lemma to (φ˜1,n)n∈N and to (φ˜2,n)n∈N.
As (φ˜j,n)n∈N does not vanish, either it is ompat or it splits into subsequenes that are
either ompat or split, and so on. The next step onsists in showing that this proess
neessarily terminates after a nite number of iterations. By ontradition, assume that
it is not the ase. We ould then onstrut by repeated appliations of the onentration-
ompatness lemma (see [1℄ for details) an innity of sequenes (ψ˜k,n)n∈N, suh that for
all k ∈ N
∀n ∈ N, ψ˜k,n ∈ H1(R3),
∫
R3
ψ˜2k,n = δk and ψ˜k,n ≥ 0 a.e. on R3
−div (a˜k,n∇ψ˜k,n) + (ρ eψk,n ⋆ |r|−1)ψ˜k,n + V˜ −k,nψ˜1+2β−k,n + V˜ +k,nψ˜1+2β+k,n + θnψ˜k,n H
−1−→
n→∞
0
(ψ˜k,n)n∈N onverges to wk 6= 0 weakly in H1, strongly in Lploc for 2 ≤ p < 6 and a.e. on R3,
with ∑
k∈N
δk ≤ λ, (73)
and with for all k ∈ N,
a
2
≤ a˜k,n ≤ b
2
and ‖V˜ ±k,n‖L∞ ≤ 2β+C.
Using Lemma 10 to pass to the limit with respet to n in the equation satised by ψ˜k,n,
we obtain
− div (a˜k∇wk) + (ρwk ⋆ |r|−1)wk + V˜ −k w1+2β−k + V˜ +k w1+2β+k + θwk = 0, (74)
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with
a
2
≤ a˜k ≤ b
2
2a
and ‖V˜ ±k ‖L∞ ≤ 2β+C.
Besides, we infer from (73) that
∑
k∈N
‖wk‖2L2 ≤ λ, hene that
lim
k→∞
‖wk‖L2 = 0.
It then easily follows from (74) that
lim
k→∞
‖div (ak∇wk)‖L2 = 0.
We an now make use of the ellipti regularity result [9℄ (see also the proof of Lemma 12)
stating that there exists a onstant C, depending only on the positive onstants a and b,
suh that for all u ∈ H1(R3) suh that div (a˜k∇u) ∈ L2(R3), u ∈ L∞(R3) and
‖u‖L∞ ≤ C (‖u‖L2 + ‖div (a˜k∇u)‖L2)
and obtain
lim
k→∞
‖wk‖L∞ = 0.
Lastly, we dedue from (74) that
θ‖wk‖2L2 ≤ C
(
‖wk‖2β−L∞ + ‖wk‖2β+L∞
)
‖wk‖2L2 .
As ‖wk‖L2 > 0 for all k ∈ N, we obtain that
θ ≤ C
(
‖wk‖2β−L∞ + ‖wk‖2β+L∞
)
−→
k→∞
0,
whih obviously ontradits (72). We therefore onlude from this analysis that, if di-
hotomy ours, (φn)n∈N splits in a nite number of ompat bits. We are now going to
prove that this annot be.
If this was the ase, there would exist δ1 > 0 and δ2 > 0 suh that 0 < δ1 + δ2 ≤ λ and
two sequenes (u1,n)n∈N and (u2,n)n∈N suh that
∀n ∈ N, u1,n ∈ H1(R3),
∫
R3
|u1,n|2 = δ1, u1 ≥ 0 a.e. on R3
lim
n→∞
E(u1,n) = Iδ1
−div (α1,n∇u1,n) + V u1,n + (ρu1,n ⋆ |r|−1)u1,n + v−1,nu1+2β−1,n + v+1,nu1+2β+1,n + θnu1,n
H−1−→
n→∞
0
and
∀n ∈ N, u2,n ∈ H1(R3),
∫
R3
|u2,n|2 = δ2, u2 ≥ 0 a.e. on R3
lim
n→∞
E∞(u2,n) = Iδ2
−div (α2,n∇u2,n) + (ρu2,n ⋆ |r|−1)u2,n + v−2,nu1+2β−2,n + v+2,nu1+2β+2,n + θnu2,n
H−1−→
n→∞
0
and onverging weakly in H1(R3) to u1 and u2 respetively, with ‖u1‖L2 = δ1 and ‖u2‖L2 =
δ2 (as the weak limit of (φn)n∈N in L
2(R3) is nonzero, one bit stays at nite distane from
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the nulei). It then follows from Lemma 7 that u1 and u2 are minimizers for Jδ1 and J
∞
δ2
respetively:
E(u1) = Jδ1 , ‖u1‖2L2 = δ1, E(u2) = J∞δ2 , ‖u2‖2L2 = δ2.
Letting n go to innity in the equations satised by u1,n and u2,n we also have
− div (α1∇u1) + V u1 + (ρu1 ⋆ |r|−1)u1 + v−1 u1+2β−1 + v+1 u1+2β+1 + θu1 = 0 (75)
and
− div (α2∇u2) + (ρu2 ⋆ |r|−1)u2 + v−2 u1+2β−2 + v+2 u1+2β+2 + θu2 = 0, (76)
with
a
2 ≤ αj ≤ b
2
2a and ‖v±j ‖L∞ ≤ 2β+C. This shows in partiular that u1 and u2 are
in L∞(R3). Applying Lemma 12, we then obtain that there exists γ > 0, f1 ∈ H1(R3),
f2 ∈ H1(R3), g1 ∈ (L2(R3))3 and g2 ∈ (L2(R3))3 suh that
u1 = e
−γ|·|f1, u2 = e
−γ|·|f2, ∇u1 = e−γ|·|g1, ∇u2 = e−γ|·|g2. (77)
In addition, as u1 ≥ 0 and u2 ≥ 0, we also have f1 ≥ 0 and f2 ≥ 0. Let e be a given unit
vetor of R
3
. For t > 0, we set
wt(r) = αt (u1(r) + u2(r− te)) where αt = (δ1 + δ2)
1
2 ‖u1 + u2(· − te)‖−1L2 .
Obviously, wt ∈ H1(R3) and ‖wt‖L2 = δ1 + δ2, so that
E(wt) ≥ Jδ1+δ2 . (78)
Besides,
‖u1 + u2(· − te)‖2L2 =
∫
R3
u21 +
∫
R3
u22 + 2
∫
R3
f1(r) f2(r− te) e−γ(|r|+|r−te|) dr
= δ1 + δ2 + 2
∫
R3
f1(r) f2(r− te) e−γ(|r|+|r−te|) dr
= δ1 + δ2 +O(e
−γt),
yielding
αt = 1 +O(e
−γt).
Likewise, we have∫
R3
|∇wt|2 =
∫
R3
|∇u1|2 +
∫
R3
|∇u2|2 +O(e−γt) (79)∫
R3
V |wt|2 =
∫
R3
V |u1|2 +
∫
R3
V |u2(· − te)|2 +O(e−γt) (80)
D(ρwt , ρwt) = D(ρu1 , ρu1) +D(ρu2 , ρu2) + 2D(ρu1 , ρu2(·−te)) +O(e
−γt). (81)
The exhange-orrelation term an then be dealt with as follows. Denoting by
rt = ρwt − ρu1 − ρu2(·−te) = 2(α2t − 1)(|u1|2 + |u2(· − te)|2) + 4α2tu1u2(· − te)
and
st = |∇wt|2−|∇u1|2−|∇u2(·−te)|2 = (α2t−1)(|∇u1|2+|∇u2(·−te)|2)+2α2t∇u1·∇u2(·−te),
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and using (31), (33), (77) and the fat that u1 and u2 are bounded in L
∞(R3), we obtain∣∣∣∣∫
R3
h(ρwt , |∇wt|2)− h(ρu1 , |∇u1|2)− h(ρu2(·−te), |∇u2(· − te)|2)
∣∣∣∣
≤
∫
B t
2
∣∣h(ρu1 + ρu2(·−te) + rt, |∇u1|2 + |∇u2(· − te)|2 + st)− h(ρu1 , |∇u1|2)∣∣
+
∫
te+B t
2
∣∣h(ρu2(·−te) + ρu1 + rt, |∇u2(· − te)|2 + |∇u1|2 + st)− h(ρu2(·−te), |∇u2(· − te)|2)∣∣
+
∫
B t
2
∣∣h(ρu2(·−te), |∇u2(· − te)|2)∣∣+ ∫
te+B t
2
∣∣h(ρu1 , |∇u1|2)∣∣
+
∫
R3\
„
B t
2
∪(te+B t
2
)
« |h(ρwt , |∇wt|2)|+ h(ρu1 , |∇u1|2)|+ |h(ρu2(·−te), |∇u2(· − te)|2)| = O(e−γt).
Combining (79)-(81) together with the above inequality, we obtain
E(wt) ≤ Jδ1 + J∞δ2 +
∫
R3
V |u2(· − te)|2 +D(ρu1 , ρu2(·−te)) +O(e−γt).
Next, using (77), we get∫
R3
V ρu2(·−te) +D(ρu1 , ρu2(·−te)) = −Zt−1
∫
R3
ρu2 + t
−1
∫
R3
ρu1
∫
R3
ρu2 + o(t
−1)
= −2δ2(Z − 2δ1)t−1 + o(t−1).
Finally,
E(wt) ≤ Jδ1 +J∞δ2 − 2δ2(Z− 2δ1)t−1+ o(t−1) ≤ Jδ1+δ2 − 2δ2(Z− 2δ1)t−1+ o(t−1) < Jδ1+δ2
for t large enough, whih ontradits (78).
End of the proof of Lemma 9. As a onsequene of the onentration-ompatness lemma
and of the rst three assertions of Lemma 9, the sequene (φn)n∈N onverges to φ weakly
in H1(R3) and strongly in Lp(R3) for all 2 ≤ p < 6. In partiular,∫
R3
φ2 = lim
n→∞
∫
R3
φ2n = λ.
It follows from Lemma 7 that φ is a minimizer to (52).
Appendix
In this appendix, we prove three tehnial lemmas, whih we make use of in the proof of
Theorem 2. These lemmas are onerned with seond-order ellipti operators of the form
−div (A∇·). For the sake of generality, we deal with the ase when A is a matrix-valued
funtion, although A is a real-valued funtion in the two-eletron GGA model.
For Ω an open subset of R3 and 0 < λ ≤ Λ < ∞, we denote by M(λ,Λ,Ω) the losed
onvex subset of L∞(Ω,R3×3) onsisting of the matrix elds A ∈ L∞(Ω,R3×3) suh that
for all ξ ∈ R3 and almost all x ∈ Ω,
λ|ξ|2 ≤ A(x)ξ · ξ and |A(x)ξ| ≤ Λ|ξ|.
34
We also introdue the set M s(λ,Λ,Ω) of the matrix elds A ∈M(λ,Λ,Ω) suh that A(x)
is symmetri for almost all x ∈ Ω. Obviously, M s(λ,Λ,Ω) also is a losed onvex subset
of L∞(Ω,R3×3).
The rst lemma is a H-onvergene result, in the same line as those proved in the
original artile by Murat and Tartar [19℄, whih allows to pass to the limit in the Ekeland
ondition (62). Reall that a sequene (An)n∈N of elements of M(λ,Λ,Ω) is said to H-
onverge to some A ∈M(λ′,Λ′,Ω), whih is denoted by An ⇀H A, if for every ω ⊂⊂ Ω the
following property holds : ∀f ∈ H−1(ω), the sequene (un)n∈N of the elements of H10 (ω)
suh that
−div(An∇un) = f |ω in H−1(ω)
satises {
un ⇀ u weakly in H
1
0 (ω)
An∇un ⇀ A∇u weakly in L2(ω)
where u is the solution in H10 (ω) to −div(A∇u) = f |ω. It is known [19℄ that from
any bounded sequene (An)n∈N in M(λ,Λ,Ω) (resp. in M(λ,Λ,Ω)) one an extrat
a subsequene whih H-onverges to some A ∈ M(λ, λ−1Λ2,Ω) (resp. to some A ∈
M s(λ, λ−1Λ2,Ω)).
Lemma 10. Let Ω be an open subset of R3, 0 < λ ≤ Λ < ∞, 0 < λ′ ≤ Λ′ < ∞, and
(An)n∈N a sequene of elements ofM(λ,Λ,Ω) whih H-onverges to some A ∈M(λ′,Λ′,Ω).
Let (un)n∈N, (fn)n∈N and (gn)n∈N be sequenes of elements of H
1(Ω), H−1(Ω) and L2(Ω)
respetively, and u ∈ H1(Ω), f ∈ H−1(Ω) and g ∈ L2(Ω) suh that
− div(An∇un) = fn + gn in H−1(Ω) for all n ∈ N
un ⇀ u weakly in H
1(Ω)
fn → f strongly in H−1(Ω)
gn ⇀ g weakly in L
2(Ω).
Then −div (A∇u) = f + g and An∇un ⇀ A∇u weakly in L2(Ω).
The seond lemma is an extension of [17, Lemma II.1℄ and of a lassial result on the
ground state of Shrödinger operators [26℄. Reall that
L2(R3) + L∞ǫ (R
3) =
{
W |∀ǫ > 0, ∃(W2,W∞) ∈ L2(R3)× L∞(R3) s.t.
‖W∞‖L∞ ≤ ǫ, W =W2 +W∞
}
.
Lemma 11. Let 0 < λ ≤ Λ < ∞, A ∈ M s(λ,Λ,R3), W ∈ L2(R3) + L∞ǫ (R3) suh that
W+ = max(0,W ) ∈ L2(R3) + L3(R3) and µ a positive Radon measure on R3 suh that
µ(R3) < Z =
∑M
k=1 zk. Then,
H = −div (A∇·) + V + µ ⋆ |r|−1 +W
denes a self-adjoint operator on L2(R3) with domain
D(H) =
{
u ∈ H1(R3) |div (A∇u) ∈ L2(R3)} .
Besides, D(H) is dense in H1(R3) and inluded in L∞(R3) ∩ C0,α(R3) for some α > 0,
and any funtion of D(H) vanishes at innity. In addition,
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1. H is bounded from below, σess(H) ⊂ [0,∞) and H has an innite number of negative
eigenvalues;
2. the lowest eigenvalue µ1 of H is simple and there exists an eigenvetor u1 ∈ D(H)
of H assoiated with µ1 suh that u1 > 0 on R
3
;
3. if w ∈ D(H) is an eigenvetor of H suh that w ≥ 0 on R3, then there exists α > 0
suh that w = αu1.
The third lemma is used to prove that the ground state density of the GGA Kohn-Sham
model exhibits exponential deay at innity (at least for the two eletron model onsidered
in this artile).
Lemma 12. Let 0 < λ ≤ Λ < ∞, A ∈ M(λ,Λ,R3), V a funtion of L
6
5
loc(R
3) whih
vanishes at innity, θ > 0 and u ∈ H1(R3) suh that
−div(A∇u) + Vu+ θu = 0 in D′(R3).
Then there exists γ > 0 depending on (λ,Λ, θ) suh that eγ|r|u ∈ H1(R3).
Proof of Lemma 10. Let us denote by ξn = An∇un. One an extrat from the sequene
(ξn)n∈N, whih is bounded in L
2
, a subsequene (ξnk)k∈N whih onverges weakly in L
2(Ω)
to some ξ solution to −div (ξ) = f + g in H−1(Ω). The proof will be ompleted if we an
show that we neessarily have ξ = A∇u. Consider ω ⊂⊂ Ω, q ∈ H−1(ω) and vn ∈ H10 (ω)
satisfying
−div(A∗n∇vn) = q in H−1(ω).
As the sequene (A∗n)n∈N H-onverges to A
∗
[19℄, it holds{
vn ⇀ v in H
1
0 (ω)
A∗n∇vn ⇀ A∗∇v in L2(ω)
where v is the solution to −div (A∗∇v) = q in H10 (ω). Let φ ∈ C∞c (ω). As
φvn ⇀ φv in H
1
0 (ω)
φvn → φv in L2(ω)
∇φ vn → ∇φ v in (L2(ω))3
∇φun → ∇φu in (L2(ω))3,
we have on the one hand∫
ω
ξnk · ∇vnkφ = −(divξnk , φvnk)H−1(ω),H10 (ω) −
∫
ω
ξnk · ∇φ vnk
= −(fnk , φvnk)H−1(ω),H10 (ω) −
∫
ω
gnkφvnk −
∫
ω
ξnk · ∇φ vnk
→ −(f, φv)H−1(ω),H10 (ω) −
∫
ω
gφv −
∫
ω
ξ · ∇φ v
= −(divξ, φv)H−1(ω),H10 (ω) −
∫
Ω
ξ · ∇φ v =
∫
Ω
ξ · ∇v φ,
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and on the other hand∫
ω
ξnk · ∇vnkφ =
∫
ω
∇unk · (A∗∇vnk)φ
= −
∫
ω
unk(A
∗∇vnk) · ∇φ+
∫
ω
unkqφ
→ −
∫
ω
u(A∗∇v) · ∇φ+
∫
ω
uqφ =
∫
ω
∇u · (A∗∇v)φ =
∫
ω
(A∇u) · ∇v φ.
Therefore, ∫
ω
ξ · ∇vφ =
∫
ω
(A∇u) · ∇vφ.
As the above equality holds true for all ω, all v ∈ H10 (ω) and all φ ∈ C∞c (ω), we nally
obtain ξ = A∇u.
Proof of Lemma 11. The quadrati form q0 on L
2(R3) with domain D(q0) = H
1(R3),
dened by
∀(u, v) ∈ D(q0)×D(q0), q0(u, v) =
∫
R3
A∇u · ∇v,
is symmetri and positive. It is also losed sine the norm
√
‖ · ‖2
L2
+ q0(·) is equivalent
to the usual H1 norm. This implies that q0 is the quadrati form of a unique self-adjoint
operator H0 on L
2(R3), whose domain D(H0) is dense in H
1(R3). It is easy to hek that
D(H0) =
{
u ∈ H1(R3) | div (A∇u) ∈ L2(R3)} and that
∀u ∈ D(H0), H0u = −div (A∇u).
Using lassial ellipti regularity results [9℄, we obtain that there exists two onstants
0 < α < 1 and C ∈ R+ (depending on λ and Λ) suh that for all regular bounded domain
Ω ⊂⊂ R3, and all v ∈ H1(Ω) suh that div (A∇v) ∈ L2(Ω),
‖v‖C0,α(Ω¯) := sup
Ω
|v|+ sup
(r,r′)∈Ω×Ω
|v(r) − v(r′)|
|r− r′|α ≤ C
(‖v‖L2(Ω) + ‖div (A∇v)‖L2(Ω)) .
It follows that on the one hand, D(H0) →֒ L∞(R3) ∩ C0,α(R3), with
∀u ∈ D(H0), ‖u‖L∞(R3) + sup
(r,r′)∈R3×R3
|v(r) − v(r′)|
|r− r′|α ≤ C (‖u‖L2 + ‖H0u‖L2) , (82)
and that on the other hand, any u ∈ D(H0) vanishes at innity.
Let us now prove that the multipliation by W = V +µ ⋆ |r|−1 +W denes a ompat
perturbation of H0. For this purpose, we onsider a sequene (un)n∈N of elements of D(H0)
bounded for the norm ‖ · ‖H0 = (‖ · ‖2L2 + ‖H0 · ‖2L2)
1
2
. Up to extrating a subsequene, we
an assume without loss of generality that there exists u ∈ D(H0) suh that:
un ⇀ u in H
1(R3) and Lp(R3) for 2 ≤ p ≤ 6
un → u in Lploc(R3) with 2 ≤ p < 6
un → u a.e.
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Besides, it is then easy to hek that the potential W = V + µ ⋆ |r|−1 + W belongs to
L2 + L∞ǫ (R
3). Let ǫ > 0 and (W2,W∞) ∈ L2(R3)× L∞(R3) suh that ‖W∞‖L∞ ≤ ǫ and
W =W2 +W∞. On the one hand,
‖W∞(un − u)‖L2 ≤ 2 ǫ sup
n∈N
‖un‖H0 ,
and on the other hand
lim
n→∞
‖W2(un − u)‖L2 = 0.
The latter result is obtained from Lebesgue's dominated onvergene theorem, using the
fat that it follows from (82) that (un)n∈N is bounded in L
∞(R3). Consequently,
lim
n→∞
‖Wun −Wu‖L2 = 0,
whih proves that W is a H0-ompat operator. We an therefore dedue from Weyl's
theorem that H = H0+W denes a self-adjoint operator on L2(R3) with domain D(H) =
D(H0), and that σess(H) = σess(H0). As q0 is positive, σ(H0) ⊂ R+ and therefore
σess(H) ⊂ R+.
Let us now prove that H has an innite number of negative eigenvalues whih forms an
inreasing sequene onverging to zero. First, H is bounded below sine for all v ∈ D(H)
suh that ‖v‖L2 = 1,
〈v|H|v〉 =
∫
R3
A∇v · ∇v +
∫
R3
Wv2
≥ λ‖∇v‖2L2 − ‖W2‖L2‖∇v‖
3
2
L2
− ǫ
≥ − 27
256
λ−3‖W2‖4 − ǫ.
In order to prove that H has at least N negative eigenvalues, inluding multipliities, we
an proeed as in the proof of [17, Lemma II.1℄. Let us indeed onsider N radial funtions
φ1, ..., φN in D(R3) suh that for all 1 ≤ i ≤ N , supp(φi) ∈ Bi+1 \ Bi and
∫
R3
|φi|2 = 1.
Denoting by φi,σ(·) = σ 32φi(σ·), we have∫
R3
A∇φi,σ · ∇φi,σ ≤ σ2Λ‖∇φi‖2L2 ,
and
∫
R3
W |φi,σ|2 ≤
(∫
B(i+1)σ−1\Biσ−1
W 22
) 1
2
‖φi,σ‖2L4 +
(∫
B(i+1)σ−1\Biσ−1
W 33
) 1
2
‖φi,σ‖2L3
= σ
3
2
(∫
B(i+1)σ−1\Biσ−1
W 22
) 1
2
‖φi‖2L4 + σ
(∫
B(i+1)σ−1\Biσ−1
W 33
) 1
2
‖φi‖2L3
= o(σ)
where we have split W+ = max(0,W ) as W+ = W2 +W3 with W2 ∈ L2(R3) and W3 ∈
L3(R3). Besides, we dedue from Gauss theorem that∫
R3
(µ ⋆ |r|−1)φ2i,σ =
∫
R3
∫
R3
|φi,σ(r)|2
max(|r|, |r′|) dr dµ(r
′) ≤ σ µ(R3)
∫
R3
|φ(r)|2
|r| dr,
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and that, for σ small enough,∫
R3
V |φi,σ|2 = σ Z
∫
R3
|φ(r)|2
|r| dr.
Thus,
〈φi,σ|H|φi,σ〉 ≤ σ
(
µ(R3)− Z) ∫
R3
|φ(r)|2
|r| dr+ oσ→0(σ),
yielding 〈φi,σ|H|φi,σ〉 < 0 for σ > 0 small enough. As φi,σ and φj,σ have disjoint supports
when i 6= j, we also have
max
φ∈span(φ1,σ ,··· ,φN,σ), ‖φ‖L2=1
〈φ|H|φ〉 < 0
for σ > 0 small enough. It follows from Courant-Fisher formula [26℄ and from the fat
that σess(H) ⊂ R+ that H has at least N negative eigenvalues, inluding multipliites.
The lowest eigenvalue of H, whih we denote by µ1, is haraterized by
µ1 = inf
{∫
R3
A∇u · ∇u+
∫
R3
W|u|2, u ∈ H1(R3), ‖u‖L2 = 1
}
, (83)
and the minimizers of (83) are exatly the set of the normalized eigenvetors ofH assoiated
with µ1. Let u1 be a minimizer (83). As for all u ∈ H1(R3), |u| ∈ H1(R3) and ∇|u| =
sgn(u)∇u a.e. on R3, |u1| also is a minimizer to (83). Up to replaing u1 with |u1|, there
is therefore no restrition in assuming that u1 ≥ 0 on R3. We thus have
u1 ∈ H1(R3) ∩ C0(R3), u1 ≥ 0 and − div (A∇u1) + gu1 = 0
with g =W − µ1 ∈ Lploc(R3) for some p > 32 (take p = 2). A Harnak-type inequality due
to Stampahia [28℄ then implies that if u1 has a zero in R
3
, then u1 is identially zero.
As ‖u1‖L2 = 1, we therefore have u1 > 0 on R3.
Consider now w ∈ D(H) \ {0} suh that Hw = µw and w ≥ 0 on R3. It holds
µ
∫
R3
w1w = 〈w|H|w1〉 = µ1
∫
R3
w1w.
As w is not identially equal to zero and as w1 > 0 on R
3
,
∫
R3
w1w > 0, from whih
we dedue that µ = µ1. It remains to prove that µ1 is a non-degenerate eigenvalue. By
ontradition, let us assume that there exists v ∈ D(H) suh that Hv = µ1v, ‖v‖L2 = 1
and (v, u1)L2 = 0. Reasoning as above, |v| also is an eigenvetor of H assoiated with µ1
and |v| > 0 on R3. Sine D(H) ⊂ C0(R3), v is ontinuous on R3, so that either v = |v|
on R
3
or v = −|v| on R3. In any ase, ∣∣∫
R3
u1v
∣∣ = ∫
R3
u1|v| > 0, whih is in ontradition
with the fat that (u1, v)L2 = 0. The proof is omplete.
Proof of Lemma 12. Consider R > 0 large enough to ensure
θ
2
≤ V(r) + θ ≤ 3θ
2
a.e. on BcR := R
3 \BR.
It is straightforward to see that u is the unique solution in H1(BcR) to the ellipti boundary
problem {
−div(A∇v) + Vv + θv = 0 in BcR
v = u on ∂BR.
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Let γ > 0, u˜ = u exp−γ(|·|−R) and w = u − u˜. The funtion w is in H1(R3) and is the
unique solution in H1(BcR) to{
−div(A∇w) + Vw + θw = div(A∇u˜)− Vu˜− θu˜ in BcR
w = 0 on ∂BR.
(84)
Let us now introdue the weighted Sobolev spae W
γ
0 (B
c
R) dened by
W
γ
0 (B
c
R) =
{
v ∈ H10 (BcR) | eγ|·|v ∈ H1(BcR)
}
endowed with the inner produt
(v,w)W γ0 (BcR)
=
∫
Bc
R
eγ|r|(v(r)w(r) +∇v(r) · ∇w(r)) dr.
Multiplying (84) by φe2γ|·| with φ ∈ D(BcR) and integrating by parts, we obtain∫
Bc
R
A∇w ·∇(φe2γ|r|)+
∫
Bc
R
(V + θ)wφe2γ|r| = −
∫
Bc
R
A∇u˜ ·∇(φe2γ|r|)−
∫
Bc
R
(V + θ)u˜φe2γ|r|
and then∫
Bc
R
Aeγ|r|∇w · eγ|r|∇φ+ 2γ
∫
Bc
R
Aeγ|r|∇w · r|r|e
γ|r|φ+
∫
Bc
R
(V + θ)eγ|r|weγ|r|φ
=−
∫
Bc
R
Aeγ|r|∇u˜ · eγ|r|∇φ− 2γ
∫
Bc
R
Aeγ|r|∇u˜ · r|r|e
γ|r|φ−
∫
Bc
R
(V + θ)eγ|r|u˜eγ|r|φ.
(85)
Due to the denitions of W
γ
0 (B
c
R) and u˜, (85) atually holds for (w,φ) ∈ W γ0 (BcR) ×
W
γ
0 (B
c
R), and it is straightforward to see that (85) is a variational formulation equivalent
to (84).
It is also easy to hek that the right-hand-side in (85) is a ontinuous form on W
γ
0 (B
c
R),
so that we only have to prove the oerivity of the bilinear form in the left-hand-side of
(85) to be able to apply Lax-Milgram lemma. We have for v ∈W γ0 (BcR)∫
Bc
R
Aeγ|r|∇v · eγ|r|∇v + 2γ
∫
Bc
R
Aeγ|r|∇v · r|r|e
γ|r|v +
∫
Bc
R
(V + θ)eγ|r|veγ|r|v
≥ λ
∫
Bc
R
∣∣∣eγ|r|∇v∣∣∣ 2 − 2Λγ ∫
Bc
R
∣∣∣eγ|r|∇v∣∣∣ ∣∣∣eγ|r|v∣∣∣+ θ
2
∫
Bc
R
∣∣∣eγ|r|v∣∣∣ 2
≥ λ
∥∥∥eγ|r|∇v∥∥∥2
L2(Bc
R
)
− 2Λγ
∥∥∥eγ|r|∇v∥∥∥
L2(Bc
R
)
∥∥∥eγ|r|v∥∥∥
L2(Bc
R
)
+
θ
2
∥∥∥eγ|r|v∥∥∥2
L2(Bc
R
)
≥ (λ− Λγ)
∥∥∥eγ|r|∇v∥∥∥2
L2(Bc
R
)
+ (
θ
2
− Λγ)
∥∥∥eγ|r|v∥∥∥2
L2(Bc
R
)
.
Thus the bilinear form is learly oerive if γ < min( λΛ ,
θ
2Λ), and there is a unique w solution
of (84) in W
γ
0 (B
c
R) for suh a γ. Now sine u = w + u˜, it is lear that e
γ|·|u ∈ H1(BcR),
and then eγ|·|u ∈ H1(R3).
Aknowledgements.
The authors are grateful to C. Le Bris and M. Lewin for helpful disussions. This work was
ompleted while E.C. was visiting the Applied Mathematis Division at Brown University.
40
Referenes
[1℄ A. Anantharaman, PhD thesis, Eole des Ponts and Université Paris Est, in prepara-
tion.
[2℄ A.D. Beke, Density-funtional exhange-energy approximation with orret asymp-
toti behavior, Phys. Rev. A 38 (1988) 3098-3100.
[3℄ P.E. Blöhl, Projetor augmented-wave method, Phys. Rev. B 50 (1994) 17953-17979.
[4℄ D.M. Ceperley and B.J. Alder, Ground state of the eletron gas by a stohasti method,
Phys. Rev. Lett. 45 (1980) 566-569.
[5℄ E.R. Davidson, Redued density matries in quantum hemistry, Aademi Press, New
York, 1976.
[6℄ R.M. Dreizler and E.K.U. Gross, Density funtional theory, Springer 1990.
[7℄ I. Ekeland, Nononvex minimization problems, Bull. Am. Math. So. 1 (1979) 443-474.
[8℄ R. L. Frank and E. H. Lieb and R. Seiringer and H. Siedentop, Müller's exhange-
orrelation energy in density-matrix-funtional theory, Phys. Rev. A 76 (2007) 052517.
[9℄ D. Gilbarg and N.S. Trudinger, Ellipti partial dierential equations of seond order,
3rd edition, Springer 1998.
[10℄ P. Hohenberg and W. Kohn, Inhomogeneous eletron gas, Phys. Rev. 136 (1964) B864-
B871.
[11℄ P. Hohenberg and W. Kohn, Inhomogeneous eletron gas, Phys. Rev. 136 (1964) B864-
B871.
[12℄ D.C. Langreth and J.P. Perdew, Theory of nonuniform eletroni systems. I. Analysis
of the gradient approximation and a generalization that works, Phys. Rev. B 21 (1980)
5469-5493.
[13℄ C. Le Bris, Quelques problèmes mathématiques en himie quantique moléulaire, Thèse
de l'Eole Polytehnique, 1993.
[14℄ M. Levy, Universal variational funtionals of eletron densities, rst order density ma-
tries, and natural spin-orbitals and solution of the V-representability problem, Pro.
Natl. Aad. Si. USA 76 (1979) 6062-6065.
[15℄ E.H. Lieb, Density Funtional for Coulomb systems, Int. J. Quant. Chem. 24 (1983)
243-277.
[16℄ E.H. Lieb and M. Loss. Analysis, Seond Edition. Graduate Studies in Mathematis,
Vol. 14. Amerian Mathematial Soiety, Providene, Rhode Island, 2001.
[17℄ P.-L. Lions, Solutions of Hartree-Fok equations for Coulomb systems, Comm. Math.
Phys. 109 (1987) 33-97.
[18℄ P.-L. Lions, The onentration-ompatness method in the Calulus of Variations.
The loally ompat ase. Part. I: Anal. non-linéaire, Ann. IHP 1 (1984), p. 109-145.
Part. II: Anal. non-linéaire, Ann. IHP 1 (1984), p. 223-283.
41
[19℄ L. Tartar, Homogénéisation et ompaité par ompensation, Cours Peot au College
de Frane (1977). F. Murat, H-onvergene, Séminaire d'Analyse Fontionnelle et
Numérique de l'Université d'Alger (1978). F. Murat and L. Tartar, H-onvergene, In:
Mathematial Modelling of Composites Materials, A. Cherkaev and R.V. Kohn. (eds.),
Progress in Nonlinear Dierential Equations and their Appliations, Birkhäuser, 1997.
[20℄ J.P. Perdew, K. Burke and M. Ernzerhof, Generalized gradient approximation made
simple, Phys. Rev. Lett. 77 (1996) 3865-3868.
[21℄ J.P. Perdew and Y. Wang, Aurate and simple density funtional for the eletroni
exhange energy: Generalized gradient approximation, Phys. Rev. B 33 (1986) 8800-
8802.
[22℄ J.P. Perdew and Y. Wang, Aurate and simple analyti representation of the eletron-
gas orrelation energy, Phys. Rev. B 45 (1992) 13244-13249.
[23℄ J.P. Perdew and A. Zunger, Self-interation orretion to density-funtional approxi-
mations for many-eletron systems, Phys. Rev. B 23 (1981) 5048-5079.
[24℄ S. Redner, Citation statistis from 110 years of Physial Review, Physis Today 49
(2005) 49-54.
[25℄ M. Reed and B. Simon, Methods of Modern Mathematial Physis, Vol I, Funtional
Analysis, 2nd edition, Aademi Press, New York, 1980.
[26℄ M. Reed and B. Simon, Methods of Modern Mathematial Physis, Vol IV, Analysis
of Operators, Aademi Press, New York, 1978.
[27℄ B. Simon. Trae Ideals and their Appliations. Vol 35 of London Mathematial Soiety
Leture Notes Series. Cambridge University Press, 1979.
[28℄ G. Stampahia, Le problème de Dirihlet pour les équations elliptiques du seond
ordre à oeients disontinus, Ann. Inst. Fourier 15 (1965) 189-257.
[29℄ N. Troullier and J.L. Martins, Eient pseudopotentials for plane wave alulations,
Phys. Rev. B 43 (1991) 1993-2006.
[30℄ D. Vanderbilt, Soft self-onsistent pseudopotentials in a generalized eigenvalue formal-
ism, Phys. Rev. B41 (1990) 7892-7895.
[31℄ S.H. Vosko, L. Wilk and M. Nusair, Aurate spin-dependent eletron liquid orrelation
energy for loal spin density alulations: a ritial analysis, Can. J. Phys. 58 (1980)
1200-1211.
42
