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There are two kinds of methodologies:
1. Those that cannot be used to reason about incomplete information
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3Abstract
Knowledge about data completeness is essentially in data-
supported decision making. In this thesis we present a frame-
work for metadata-based assessment of database complete-
ness. We discuss how to express information about data com-
pleteness and how to use such information to draw conclu-
sions about the completeness of query answers. In particular,
we introduce formalisms for stating completeness for parts
of relational databases. We then present techniques for draw-
ing inferences between such statements and statements about
the completeness of query answers, and show how the tech-
niques can be extended to databases that contain null values.
We show that the framework for relational databases can be
transferred to RDF data, and that a similar framework can also
be applied to spatial data. We also discuss how completeness
information can be verified over processes, and introduce a
data-aware process model that allows this verification.
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I N T R O D U C T I O N
Decision processes in businesses and organizations are becoming more
and more data-driven. To draw decisions based on data, it is crucial
to know about the reliability of the data, in order to correctly assess
the trustworthiness of conclusions. A core aspect of this assessment
is completeness: If data is incomplete, one may wrongly believe that
certain facts do not hold, or wrongly believe that a derived charac-
teristics are valid, while in fact the present data does not represent
the complete data set, which may have different characteristics. With
the advent of in-memory database systems that merge the tradition-
ally separated transaction processing (OLTP) and decision support
(OLAP), data quality and data completeness assessment are also top-
ics that require more timely treatment than in the traditional setting,
where transaction data and data warehouses are separate modules.
This work is motivated by a collaboration with the school depart-
ment of the Province of Bolzano, which faces data completeness prob-
lems when monitoring the status of the school system. The administra-
tion runs a central database into which all schools should regularly sub-
mit core data about pupil enrollments, teacher employment, budgets
and similar. However, as there are numerous schools in the province
and as there are various paths to submit data (database clients, Excel-
sheets, phone calls, ...), data for some schools is usually late or data
about specific topics is missing. For instance, when assigning teachers
to schools for the next school year, it is often the case that the data
about the upcoming enrollments is not yet complete for some schools.
In practice, decisions are then based on estimates, for instance using fig-
ures from the previous year. Completeness information would greatly
help the decision makers to know which figures are reliable, and which
need further checks and/or estimates.
In this thesis, we discuss a framework for metadata-based data com-
pleteness assessment. In particular, we present:
(i) an investigation into reasoning about the completeness of query
answers including decision procedures and analyses of the com-
plexities of the problems,
(ii) an extension of completeness reasoning to geographical databases
and to RDF data,
(iii) a formalization of data-aware processes and methods to extract
completeness statements from such process descriptions.
The rest of this chapter is structured as follows. In Section 1.1 we
give a general introduction to the area of Data Quality and to the
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problem of data completeness. In Section 1.2 we illustrate the problem
of data completeness management with the example of school data
management. Section 1.3 summarizes the contributions in this thesis
and in Section 1.4 we explain the outline of this thesis.
1.1 data quality and data completeness
Quality is a vague term, and this also transfers to data quality. A
general definition that most people concerned with data quality could
agree with is that data are of high quality “if they are fit for their
intended uses in operations, decision making and planning” [39].
Data quality has been a problem since long. With the emergence
of electronic databases in the 1960s, creation and storage of larger
volumes of data has become easier, leading also to more potential data
quality problems. Since the very beginning, data quality has been an
issue in relational databases, e.g., keys were introduced in order to
avoid duplicates [18]. As an independent research area, data quality
has gained prominence in the 1990s. Three areas of data quality have
received particular attention:
(i) The first area is duplicate detection, which is also referred to as
entity resolution, and which is one of the most important oper-
ations within data cleansing [36, 88]. It seems that this is the
most common practical problem that nearly any business that
manages customer relations will run into.
(ii) The second area are guidelines and methodologies for assessing and
improving data quality, with a prominent one being the TDQM
methodology [86, 53].
(iii) The third area are approaches for dealing with data quality in data
integration settings, which are particularly concerned with inte-
gration techniques [54] or methods for identifying data sources
that best satisfy certain information needs [61].
Since the very beginning, relational databases have been designed so
that they are able to store incomplete data [19]. The theoretical foun-
dations for representing and querying incomplete information were
laid by Imielinski and Lipski [47] who captured earlier work on Codd-,
c- and v-tables with their conditional tables and introduced the notion
of representation system. Later work on incomplete information has
focused on the concepts of certain and possible answers, which formal-
ize the facts that certainly hold and that possibly hold over incomplete
data [31, 54, 2]. Still, most work on incompleteness focuses on query-
ing incomplete data, not on the assessment of the completeness. A
possible reason is that unlike consistency, completeness can hardly be
checked by looking at the data itself. If one does not have another
complete data source to compare with, then except for missing values,
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incompleteness is not visible, as one cannot see what is not present.
As well, incompleteness can only be fixed if one has a more complete
data source at hand that can be used, which is usually not the case as
then one could directly use that more complete data source.
In turn, if metadata about completeness is present, an assessment of
the completeness of a data source is possible. As queries are the com-
mon way to use data, we investigate in particular how such metadata
can be used to annotate query answers with completeness information.
In difference to data cleansing, we do not aim to improve data quality,
but instead aim to give a usage-specific information about data quality.
In difference to the guidelines and methodologies, we do not give hints
on how to improve data quality, but instead focus on the algorithmic
question of how to logically reason about completeness information.
In contrast to the approaches in the area of data integration, we do
not investigate source selection optimization or query semantics over
incomplete data.
There has been previous work on metadata-based completeness as-
sessment of relational databases. A first approach is by Motro [59],
who used information about complete query answers to assess the
completeness of other query answers. Later on, Halevy, introduced the
idea of using statements about the completeness of parts of a database
to assess the completeness of query answers [56]. In both works, the
problem of deciding whether a query answer is complete based on
completeness metadata could only be answered in a few trivial cases.
In the next section, we see a motivating story for this research.
1.2 motivation
Consider the school district administrator Alice. Her job in the ad-
ministration is to monitor the impacts of new teaching methodologies,
special integration programs and socioeconomic situations on learning
outcomes of students.
As last year a new, more interactive teaching methodology was
introduced for Math courses, Alice is interested to see whether that
shows any impact on the performance on the students. So, two weeks
after the end of the school year, she uses her cockpit software to find
out how many pupils have the grade A in math.
The results show that at high schools, the number changed insignif-
icantly by +0.3%, while at middle schools the tool reports a drop of
37% compared to the last year.
Alice is shocked about this figure, and quickly calls her assistant
Frank to investigate this drop.
Frank calls several middle schools and questions them about the
performance of their students in Math. All schools that he calls say
that the Math results of their students are as usual.
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Confused from hearing that the schools report no problems, Frank
suspects that something must be wrong with the cockpit software. He
therefore sends an email to Tom, the database administrator.
Tom’s answer is immediate:
Dude, forget those figures, we don’t have the data yet.
-tom
As Frank tells this to Alice, she is relieved to hear that the new teach-
ing methodology is not likely to have wrecked the Math performance.
Nevertheless she is upset to not know which data in the cockpit she
can actually believe in and which not. Maybe the brilliant results of
last year’s sport campaign (-80% overweight students) were actually
also due to missing data?
Alice orders the IT department to find a solution for telling her which
numbers in the cockpit are reliable and which not.
A week later, at a focus group meeting organized by Tom, all par-
ticipants quickly agree that it is no problem to know which data in
the database is complete. They just have to keep track of the batches
of data that the schools submit. However, how can they turn this in-
formation into something that Alice can interpret? They decide that
they need some kind of reasoner, which attaches to each number in Al-
ice’s cockpit a green/red flag telling her whether the number is reliable.
Developing this reasoner becomes Tom’s summer project (Chapter 3).
At the end of the summer break, the reasoner seems successfully
implemented. However just during the presentation to Alice, the
reasoner crashes with the following error message:
java.lang.NullpointerException("Grade is null")
As it turns out, a null value for a grade caused the reasoner to crash.
Thus back to coding, Tom gets stuck when thinking of whether to treat
such null values as incomplete attributes or as attributes that have no
value. As it turns out after consultations with the administration, both
cases happen: Some courses are just generally ungraded, while in other
cases the grade may not yet be decided. As the reasoner has to know
which case applies, Tom finds himself changing the database schema
to allow a disambiguation of the meaning of null values (Chapter 4).
In his free time, Tom is also a member of the OpenStreetMap project
for creating a free open map of the world. During some pub meet-
ing with other members of OpenStreetMap he mentions his work on
database completeness. The others get curious. Don’t they have simi-
lar problems when trying to track completeness information in Open-
StreetMap? Tom therefore invents reasoning methods for geographical
data (Chapter 5).
In the meantime, Alice is very satisfied with the new green and red
flags in her cockpit software. She has a chat about this with some
colleagues of the provincial administration, which are involved in the
ongoing data publishing projects as part of the Open Government
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initiative in the province. They consult again Tom, who adapts his
reasoner to deal also with the RDF data format that is used for data
publishing, and the SPARQL query language (Chapter 6).
In their efforts to standardize processes at schools, the administra-
tion introduces a workflow engine. It now becomes a question how
information about of the states of the workflows of the different schools
can be utilized to assess query completeness. Thus, they investigate
how business process state information can be used to automatically
extract information about completeness (Chapter 7).
1.3 contribution
The contributions of this thesis are threefold:
First, we introduce the reasoning problems of TC-TC entailment, TC-
QC entailment and QC-QC entailment and show that most variants of
these problems can be reduced to the well-studied problem of query
containment, thus enabling implementations that can make use of a
broad set of existing solutions.
Second, we show that completeness reasoning can also be done over
RDF data or over geographical data, and that the additional challenges
in this settings are manageable.
Third, we show that in settings where data is generated by for-
malized and accessible processes, instead of just assuming that given
completeness statements are correct, one instead can verify the com-
pleteness of query answers by looking at the status of the processes.
1.4 structure
This thesis is structured as follows:
In Chapter 2, we introduce relational databases, queries over such
databases and formalisms for expressing completeness. In Chapter 3,
we introduce the core reasoning problems and discuss their complexity.
In Chapter 4, we extend the core framework by allowing null values in
databases. In Chapter 5, we discuss completeness reasoning over geo-
graphical databases. In Chapter 6, we discuss completeness reasoning
over RDF data. In Chapter 7, we show how completeness statements
can be verified over data-centric business processes. In Chapter 8, we
discuss implications of the presented results, possible limitation, and
future directions.

2
P R E L I M I N A R I E S
In this chapter we discuss concepts and notation that are essential for
the subsequent content. In Section 2.1, we introduce the running exam-
ple used throughout this thesis. We introduce relational databases and
their logical formalization in Section 2.2. In Section 2.3, we formalize
queries over relational databases, focusing on the positive fragment
of SQL. In Section 2.4 we introduce the model for incompleteness of
databases, and in Sections 2.5 and 2.6 two important kinds of com-
pleteness statements about incomplete databases, namely table com-
pleteness and query completeness statements. In Section 2.7, we recall
the problem of query containment, onto which many later problems
will be reduced, and review its complexity.
The concepts presented in this chapter were already known in the lit-
erature, though our presentation may be different. On the complexity
of query containment, we present three new hardness results.
2.1 running example
For the examples throughout this thesis we consider a database about
schools. We assume that this database consists of the following ta-
bles:
• student(name, class, school)
• person(name, gender)
• livesIn(name, town)
• class(school, code, formTeacher, profile)
• result(name, subject, grade)
• request(name, school)
As this is just a toy example, we assume that persons are uniquely
identified by their name (in practice one would assign unique IDs or
use nearly unique combinations such as birth data and birth place).
The student table stores for each student the class and the school that
he/she is attending. The person table stores for persons such as students
and teachers their gender. The livesIn table stores for persons the town
they are living in. The result table stores for students the results they
have obtained in different subjects. The request table stores enrollment
requests of current or upcoming students at schools.
15
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2.2 relational databases
Relational databases are a very widely used technology for storing
and managing structured data. The formal background of relational
databases is the relational data model. A database schema consists of a
set of relations, where each relation consists of a relation name and a
set of attributes. A relation usually represents either an entity type or
a logical relation between entity types.
To model relational databases, we assume a set of relation symbolsΣ,
each with a fixed arity. We call Σ the signature or the database schema.
We also assume a dense ordered domain of constants dom, that is, a
domain like the rational numbers or like the set of possible strings over
some alphabet.
Definition 2.1. Given a fixed database schema Σ, a database instance D
is a finite set of ground atoms over dom with relation symbols from Σ.
For a relation symbol R ∈ Σ we write R(D) to denote the interpreta-
tion of R in D, that is, the set of atoms in D with relation symbol R.
Example 2.2. Consider that John is male and a student in class 3a,
Mary is female and a student in class 5c, and Bob is male. One of the
possible ways to store this information would be to use two database
tables, person with the attributes name and gender, and student with the
attributes name, class and school, as shown in Figure 2.1. Then this
database Dschool would contain the following set of facts:
{ student(John, 3a, HoferSchool), student(Mary, 5c, HoferSchool),
person(Bob, male), person(Mary, female), person(Bob, male)}
There exist several extensions of the core relational model that cannot
be captured with the basic model described above. To mention here are
especially database constraints, data types, null values and temporal
data models:
• Real-world databases almost always have keys and foreign keys
defined, which both are database constraints. A discussion of
database constraints and their effects on completeness reasoning
can be found in [69, 63].
Student Person
name class school name gender
John 3a HoferSchool John male
Mary 5c HoferSchool Mary female
Bob male
Table 2.1: Database representation of the information from Example 2.2
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• Attributes in relational databases are normally typed, which both
can make some techniques easier, because different types need
not be compared, or harder e.g., when reasoning about data types
with a nondense domain. We do not consider data types in this
work.
• A special value for representing missing or nonexisting informa-
tion, the null value, has, despite principled concerns about its
meaning, entered the standard relational model. A detailed anal-
ysis of completeness reasoning with null values is contained in
Chapter 4.
• Facts in a database are often time-stamped with information
about their creation in the database or in the real-world or both,
and there exists a body of work on such temporal databases.
Although some of our results may be transferable, in this work,
we do not consider temporal databases.
2.3 database queries
Queries are a structured way of accessing data in databases. For re-
lational databases, the SQL query language is the standard. A basic
SQL query specifies a set of attributes, a set of referenced tables and
selection conditions.
Example 2.3. Consider again the database schema from Example 2.2.
An SQL query to find the names of all male pupils can be written as:
SELECT Student.name
FROM Student, Person
WHERE Student.name=Person.name AND
Person.gender=’male’;
While SQL queries may also contain negation and set difference, the
positive fragment of SQL, that is, the fragment without negation, set
difference, union and disjunction, has a correspondence in (positive)
conjunctive queries. Conjunctive queries are a well established logical
query language. To formalize conjunctive queries, we need some
definitions.
A condition G is a set of atoms using relations fromΣ and possibly the
comparison predicates =, < and ≤. As common, we write a condition
as a sequence of atoms, separated by commas.
A condition is safe if each of its variables occurs in a relational atom.
A term is either a constant or a variable.
Definition 2.4 (Conjunctive Query). A safe conjunctive query is an ex-
pression of the form Q(t¯1):−B(t¯1, t¯2), where B is a safe condition, and
t¯1 and t¯2 are vectors of terms such that every variable in t¯1 also occurs
in some relational atom in B, or is equal to some constant.
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We only consider safe queries and therefore omit this qualification in
the future. We often refer to the entire query by the symbol Q. We call
Q(t¯1) the head, B the body, the variables in t¯1 the distinguished variables,
and the variables in t¯2 the nondistinguished variables of Q. We generically
use the symbol L for the subcondition of B containing the relational
atoms and M for the subcondition containing the comparisons.
A conjunctive query is called projection free, if t¯2 contains no variables.
A conjunctive query is called boolean, if t¯1 contains no variables.
Remark 2.5 (Notation). For simplicity, in some following results we
will use conjunctive queries whose head contains only variables. We
will write such queries as Q(x¯):−B(x¯, y¯), where y¯ are the nondistin-
guished variables of Q. Any queries with constants in the head can be
transformed into a query with only variables in the head, by adding
equality atoms to the body. Therefore, this does not introduce loss of
generality.
A conjunctive query is linear, if it contains every relation symbol
at most once. A conjunctive query is relational, if it does not contain
arithmetic comparisons besides ” = ”.
classes of conjunctive queries In the following, we will focus
on four specific classes of conjunctive queries:
(i) linear relational queries (LLRQ): conjunctive queries without re-
peated relation symbols and without comparisons,
(ii) relational queries (LRQ): conjunctive queries without compar-
isons,
(iii) linear conjunctive queries (LLCQ): conjunctive queries without
repeated relation symbols,
(iv) conjunctive queries (LCQ).
Classes 1-3 as subclasses of class 4 are interesting, because they capture
special cases of conjunctive queries for which, as we will show later,
reasoning can be computationally easier.
For a query Q(x¯):−B(x¯, y¯), a valuation is a mapping from {x¯∪ y¯} into
dom. Conjunctive queries can be evaluated under set or under bag
semantics, respectively returning a set or a bag of tuples as answer. A
valuation v satisfies a query Q:−B over a database D, if vB ⊆ D, that is,
if the ground atoms in vB are in the database D.
The result of evaluating a query Q under bag semantics over a
database instance D is denoted as Q(D), and is defined as the following
bag of tuples:
Q(D) = {{vx¯ | v is a valuation that satisfies Bover D}}
that is, every vx¯ appears as often as there are different valuations v
satisfying B over D.
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If the query is evaluated under set semantics, all duplicate elements
are removed from the result, thus, the query answer contains each
tuple at most once and hence is a set of tuples.
Where necessary, we will mark the distinction between bag or set
semantics by appropriate superscripts ·s or ·b.
Example 2.6. Consider again the query from Example 2.3, that asks for
the names of all male students by joining the student and the person
table. As a conjunctive query, this query would be written as follows:
Q(g):− student(n, c, s), person(n, male)
If we evaluate this query over the database Dschool defined in Example
2.2, the only valuation v for which it holds that B(vx¯, vy¯) ⊆ D is the
valuation {n → John, c → 3a, s → HoferSchool}. Thus, the answer to
Qs(Dschool) and Qb(Dschool) is {John}.
Consider also another query Q(g):− person(n, g) that asks for all the
genders of persons. Under bag semantics, the result Qbgender(Dschool)
would be {male, male, female}. Under set semantics, the multiplicities of
the fact male would collapse and hence the answer to Qsgender(Dschool)
would be {male, female}.
Remark 2.7 (Freezing). In many technical results that follow we will
evaluate queries over atoms that include variables. A technique called
freezing has been used in the literature for that purpose, which uses
a freeze mapping to replaces variables in atom with fresh constants.
Where it is clear from the context which atoms are the frozen ones we
will not make the freeze mapping explicit but allow the evaluation of
queries directly over atoms that include variables.
Formally, we extend the definition of valuations such that they may
also map variables into variables. Then, a valuation v satisfies a query
Q:−B over a set of atomsA, if vB ⊆ A.
Two queries are equivalent under bag or set semantics, if they return
the same result over all possible database instances. A query is minimal
under set semantics, if no relational atom can be removed from its body
without leading to a non-equivalent query.
A query Q1 is contained under set semantics in a query Q2, if for all
database instances it holds that the result of Q1 is a subset of the result
of Q2. All containment techniques used in this thesis are for queries
under set semantics, therefore, whenever in the following we talk
about query containment, we refer to containment under set semantics.
More details on query containment are in Section 2.7.
Conjunctive queries can also be extended to contain aggregate func-
tions such as COUNT, SUM, MIN or MAX, for which we discuss
completeness reasoning in Section 3.4.
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2.4 incomplete databases
A core concept for the following theory is the partially complete
database or incomplete database. The concept of incomplete databases
was first introduced by Motro in [59].
Incompleteness needs a reference: If an available database is con-
sidered to be incomplete, then, at least conceptually, some complete
reference must exist. Usually, the complete reference is the state of the
real world, of which available databases capture only parts and may
therefore be incomplete.
We model an incomplete database as a pair of database instances:
one instance that describes the complete state, and another instance
that describes the actual, possibly incomplete state.
Definition 2.8. An incomplete database is a pair D = (Di, Da) of two
database instances Di and Da such that Da ⊆ Di.
Following the notation introduced by Levy [56], we call Di the ideal
database, and Da the available database. The requirement that Da is
included in Di implies that all facts in the available database are correct
wrt. the ideal database, however, some facts from the ideal database
may be missing in the available database.
Example 2.9. Consider a partial database DS = (DiS, DaS) for a school
with two students, John and Mary, and one teacher, Bob, as follows:
DiS = {student(John, 3a, HoferSchool), student(Mary, 5c, HoferSchool),
person(John, male), person(Mary, female),
person(Bob, male) }
DaS = D
i
S \ {person(Bob, male), student(Mary, 5c, HoferSchool)},
that is, the available database misses the facts that Mary is a student
and that Bob is a person.
In the next two sections we define statements to express that parts of
the information in Da are complete with regard to the ideal database Di.
We distinguish query completeness and table completeness statements.
2.5 query completeness
Because an available database may miss information wrt. the ideal
database, it is of interest to know whether a query over the available
database still gives the same answer as what holds in the ideal database.
Query completeness statements allow to express this fact:
Definition 2.10 (Query Completeness). Let Q be a query. Then Compl(Q)
is a query completeness statement.
Query completeness statements refer to incomplete databases:
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Definition 2.11. A query completeness (QC) statement Compl(Q) for
a query Q is satisfied by an incomplete database D, denoted as D |=
Compl(Q), if Q(Da) = Q(Di).
Intuitively, a query completeness statement is satisfied if the avail-
able database is complete enough to answer the query in the same
way as the ideal database would do. In the following chapters, query
completeness will be the key property for which we study satisfaction.
Example 2.12. Consider the above defined incomplete database DS
and the query
Q1(n):− student(n, c, s), person(n, male),
asking for all male students. Over both, the available database DaS
and the ideal database DiS, this query returns exactly John. Thus, DS
satisfies the query completeness statement for Q1, that is,
DS |= Compl(Q1).
Remark 2.13 (Terminology). In contrast to the terminology used by
Motro [59], our definition of completeness not only requires that the
answer over the ideal database is contained in the available one, also
the converse and thus the equivalence of the query answers. In the
work of Motro, the equivalence property was called query integrity,
and consisted of the query completeness and the symmetric property
of query correctness.
In our work, there is no need to separate completeness and integrity:
as we do not consider incorrect but only incomplete databases, and as
we consider only positive queries, the property of query correctness
always holds, and hence any positive query that satisfies the property
of query completeness in Motro’s sense also satisfies the property of
query integrity in Motro’s sense.
2.6 table completeness
The second important statement for talking about completeness are
table completeness (TC) statements. A table completeness statement
allows one to say that a certain part of a relation is complete, without
requiring the completeness of other parts of the database. Table com-
pleteness statements were first introduced by Levy in [56], where they
were called local completeness statements.
A table completeness statement has two components, a relation R
and a condition G. Intuitively, it says that all tuples of the ideal rela-
tion R that satisfy the condition G in the ideal database are also present
in the available relation R.
Definition 2.14 (Table Completeness). Let t¯ be a vector of terms, R(t¯)
be an R-atom and let G be a condition such that R(t¯), G is safe. Then
Compl(R(t¯); G) is a table completeness statement.
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Observe that G can contain relational and built-in atoms and that we
do not make any safety assumptions about G alone.
Each table completeness statement has an associated query, which is
defined as QR(t¯);G(t¯):−R(t¯), G. We often refer to R as the head of the
statement and G as the condition.
Definition 2.15. Let C = Compl(R(t¯); G) be a table completeness state-
ment andD = (Di, Da) be an incomplete database. Then C is satisfied
overD, writtenD |= Compl(R(t¯); G), if
QR(t¯);G(D
i) ⊆ R(Da).
That is, the statement is satisfied if all R-facts that satisfy the con-
dition G over the ideal database are also contained in the available
database.
The ideal database instance Di is used to determine those tuples
in the ideal version R(Di) that satisfy G. Then, for satisfaction of
the completeness statement, all these facts have to be present also in
the available version R(Da). In the following, we will denote a TC
statement generically as C and refer to the associated query simply
as QC.
The semantics of TC statements can also be expressed using a rule
notation like the one that is used for instance for tuple-generating
dependencies (TGDs) (see [31]). As a preparation, we introduce two
copies of our signature Σ, which we denote as Σi and Σa. The first
contains a relation symbol Ri for every R ∈ Σ and the second contains
a symbol Ra. Now, every incomplete database (Di, Da) can naturally be
seen as a Σi ∪Σa-instance. We extend this notation also to conditions G.
By replacing every occurrence of a symbol R by Ri (resp. Ra), we obtain
Gi (resp. Ga) from G. Similarly, we define Qi and Qa for a query Q. With
this notation, (Di, Da) |= Compl(Q) iff Qi(Di) = Qa(Da). Now, we can
associate to each statement C = Compl(R(t¯); G), a corresponding TGD
ρC as
ρC : Ri(t¯), Gi → Ra(t¯)
from the schema Σi to the schema Σa. Clearly, for every TC statement
C, an incomplete database satisfies C in the sense defined above if and
only if it satisfies the rule ρC in the classical sense of rule satisfaction.
Example 2.16. In the incomplete database DS defined above, we can
observe that in the available relation person, the teacher Bob is missing,
while all students are present. Thus, person is complete for all students.
The available relation student contains Hans, who is the only male
student. Thus, student is complete for all male persons. Formally, these
two observations can be written as table completeness statements:
C1 = Compl(person(n, g); student(n, c, s)),
C2 = Compl(student(n, c, s); person(n, male)),
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which, as seen, are satisfied by the incomplete databaseDS. The TGD
ρC2 corresponding to the statement C2 would be
studenti(n, c, s), personi(n, male) −→ studenta(n, c, s).
Remark 2.17 (Notation). Analogous to conjunctive queries, without
loss of generality, TC statements that contain constants in their head
can be rewritten such that they contain no constants in their head,
using additional equality atoms. Thus, whenever in the following we
assume that TC statements have only variables in the head, this neither
introduces loss of generality.
Example 2.18. Consider the TC statement Compl(person(n, male); ∅).
Then this statement is equivalent to the statement Compl(person(n, g);
g = male).
Table completeness cannot be expressed by query completeness, be-
cause the latter requires completeness of the relevant parts of all the
tables that appear in the statement, while the former only talks about
the completeness of a single table.
Example 2.19. As an illustration, consider the table completeness state-
ment C1 that states that person is complete for all students. The corre-
sponding query QC1 that asks for all persons that are students is
QC1(n, g):− person(n, g), student(n, c, s).
Evaluating QC1 over D
i
S gives the result {John, Mary}. However, eval-
uating it over DaS returns only {John}. Thus, DS does not satisfy the
completeness of the query QC1 although it satisfies the table complete-
ness statement C1.
As we will discuss in Chapter 3, query completeness for queries
under bag semantics can be expressed using table completeness, while
under set semantics generally it cannot be expressed.
2.7 complexity of query containment
As many complexity results in this thesis will be found by reducing
query containment to completeness reasoning or vice versa, in this sec-
tion we review the problem in detail, list known complexity results and
complete the picture by giving hardness results for three asymmetric
containment problems.
Remember that a query Q1 is contained (under set semantics) in a
query Q2, if over all database instances D the set of answers Qs1(D) is
contained in the set of answers Qs2(D).
Definition 2.20. Given conjunctive query languages L1 and L2, the
problem
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• Cont(L1,L2) denotes the problem of deciding whether a query
from language L1 is contained in a query from language L2,
• UCont(L1,L2) denotes the problem of deciding whether a query
from language L1 is contained in a union of queries from lan-
guage L2.
A commonly used technique for deciding containment between
relational queries is checking for the existence of homomorphisms.
The NP-completeness of query containment for relational conjunctive
queries was first shown by Chandra and Merlin in [16]. Results regard-
ing the ΠP2 -completeness of containment with comparisons were first
published by van der Meyden in [84].
To complete the picture for the languages {LLRQ,LLCQ,LRQ,LCQ}
introduced in Section 2.3, we also need to consider asymmetric con-
tainment problems, which have received little attention in the literature
so far. To the best of our knowledge, the results that will follow have
not been shown in the literature before [72].
We show the hardness of UCont(LLRQ,LLCQ), Cont(LRQ,LLRQ) and
Cont(LRQ,LLCQ) by a reduction of (i) 3-UNSAT, (ii) 3-SAT, and (iii)
∀∃3-SAT, respectively.
2.7.1 UCont(LLRQ,LLCQ) is coNP-hard
Containment checking for a linear conjunctive query in a linear con-
junctive query is in PTIME, and the same holds also when considering
a union of linear conjunctive queries as container. Thus, the problem
UCont(LLRQ,LLCQ) is the minimal combination that leads to a jump
into coNP.
A well-known coNP-complete problem is 3-UNSAT. A 3-SAT for-
mula is unsatisfiable exactly if its negation is valid.
Let φ be a negated 3-SAT formula in disjunctive normal form as
follows:
φ = γ1 ∨ . . .∨ γk,
where each clause γi is a conjunction of literals li1, lil2 and li3, and
each literal is a positive or negated propositional variable pi1, pi2 or pi3,
respectively.
Using new relation symbols C1 to Ck, we define queries Q, Q′1, . . . , Q
′
k
as follows:
Q():−C1(p11, p12, p13), . . . , Ck(pk1, pk2, pk3),
Q′i ():−Ci(x1, x2, x3), x1 ◦1 0, x2 ◦2 0, x3 ◦3 0,
where ◦ j = “ ≥ ” if li j is a positive proposition and ◦ j = “ < ”
otherwise.
Clearly, Q is a linear relational query and the Q′i are linear conjunctive
queries.
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Lemma 2.21. Let φ be a propositional formula in disjunctive normal form
with exactly 3 literals per clause, and Q and Q1 to Qk be constructed as above.
Then
φ is valid iff Q ⊆
⋃
i=1..k
Q′i .
Proof. Observe first that the comparisons in the Q′i correspond to the
disambiguation between positive and negated propositions, that is,
whenever a variable is interpreted as a constant greater or equal zero,
this corresponds to the truth value assignment true, while less zero
corresponds to false.
”⇒” : If φ is valid, then for every possible truth value assignment
of the propositional variables pi j, one of the clauses Ci evaluates to
true. Whenever Q returns true over some database instance, the query
Q′i that corresponds to the clause Ci that evaluates to true under that
assignment, returns true as well.
”⇐” : If the containment holds, then for every instantiation of Q
we find a Q′i that evaluates to true as well. This Q
′
i corresponds to the
clause Ci ofφ that evaluates to true under that variable assignment. 
We therefore conclude the following hardness result.
Corollary 2.22. The problem UCont(LLRQ,LLCQ) is coNP-hard.
The next problem is to find the step into NP.
2.7.2 Cont(LRQ,LLRQ) is NP-hard
Deciding containment of a linear relational query in a linear relational
query is in PTIME, as there is only one possibility to find a homomor-
phism. The same also holds when checking containment of a relational
query in a relational query. As we show below, the complexity becomes
NP as soon as repeated relation symbols may occur in the containee
query.
Let φ be a 3-SAT formula in conjunctive normal form as follows:
φ = γ1 ∧ . . .∧ γk,
where each clause γi is a conjunction of literals li1, li2 and li3, and
each literal is a positive or negated propositional variable pi1, pi2 or pi3,
respectively.
Using new relation symbols F1/3 to Fk/3, we define queries Q and
Q′ as follows:
Q():−F(7)1 , . . . , F(7)k ,
where F(7)i is a conjunction of seven ground facts that use the relation
symbol Fi and all those seven combinations of {0, 1} as arguments,
under which, when 0 is considered as the truth value false and 1 as the
truth value true, the clause γi evaluates to true, and
Q′():−C1(p11, p12, p13), . . . , Ck(pk1, pk2, pk3).
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Clearly, Q is a relational query and Q′ a linear relational query.
Lemma 2.23. Let φ be a 3-SAT formula in conjunctive normal form and let
Q and Q′ be constructed as shown above. Then
φ is satisfiable iff Q ⊆ Q′.
Proof. ”⇒” : If φ is satisfiable, there exists an assignment of truth
values to the propositions, such that each clause evaluates to true.
This assignment can be used to show that whenever Q returns a result,
every Ci in Q′ can be mapped to one ground instance of that predicate
in Q.
”⇐” : If the containment holds, Q′must be satisfiable over a database
instance that contains only the ground facts in Q. The mapping from
the variables in Q′ to the constant {0, 1} gives a satisfying assignment
for the truth values of the propositions in φ. 
We therefore conclude the following hardness result.
Corollary 2.24. The problem Cont(LRQ,LLRQ) is NP-hard.
Next we will discuss when containment reasoning becomes ΠP2 -
hard.
2.7.3 Cont(LRQ,LLCQ) is ΠP2 -hard
It is known that containment of conjunctive queries is ΠP2 -hard [84].
As we show below, it is indeed sufficient to have comparisons only in
the container query in order to obtain ΠP2 -hardness.
Checking validity of a universally-quantified 3-SAT formula is a
ΠP2 -complete problem. A universally-quantified 3-SAT formula φ is a
formula of the form
∀x1, . . . , xm∃y1, . . . , yn : γ1 ∧ . . .∧ γk,
where each γi is a disjunction of three literals over propositions pi1, pi2
and pi3, and {x1, . . . , xm} ∪ {y1, . . . , yn} are propositions.
Let the Ci be again ternary relations and let Ri and Si be binary
relations. We first define conjunctive conditions G j and G′j as follows:
G j = R j(0, w j), R j(w j, 1), S j(w j, 0), S j(1, 1),
G′j = R j(y j, z j), S j(z j, x j), y j ≤ 0, z j > 0.
Now we define queries Q and Q′ as follows:
Q():−G1, . . . , Gk, F(7)1 , . . . , F(7)m ,
where F(7)i stands for the 7 ground instances of the predicate Ci over{0, 1}, under which, when 0 is considered as the truth value false and 1
as the truth value true, the clause γi evaluates to true, and
Q′():−G′1, . . . , G′m, C1(p11, p12, p13), . . . , Ck(pk1, pk2, pk3).
Clearly, Q is a relational query and Q′ is a linear conjunctive query.
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Lemma 2.25. Let φ be a universally quantified 3-SAT formula as shown
above and let Q and Q′ be constructed as above. Then
φ is valid iff Q ⊆ Q′.
Proof. Observe first the function of the conditions G and G′: Each
condition G j is contained in the condition G′j, as whenever a structure
corresponding to G j is found in a database instance, G′j is also found
there. However, there is no homomorphism from G′j to G j as x j will
either be mapped to 0 or 1, depending on the instantiation of w j (see
also Figure 2.1).
”⇒” : If φ is valid, then for every possible assignment of truth values
to the universally quantified propositions, a satisfying assignment for
the existentially quantified ones exists.
Whenever a database instance D satisfies Q, each condition G j must
be satisfied there, and w j will have a concrete value, that determines
which value x j in G′j can take. Asφ is valid, however, it does not matter
which values the universally quantified variables x take, there always
exists a satisfying assignment for the other variables, such that each
atom C j can be mapped to one of the ground instances F
(7)
j that are in
D since Q is satisfied over D. Then, Q′ will be satisfied over D as well
and hence Q ⊆ Q′ holds.
”⇐” : If Q is contained in Q′, for every database D that instantiates
Q, we find that Q′ is satisfied over it. Especially, no matter whether
we instantiate the w j by a positive or a negative number, and hence
whether the x j will be mapped to 0 or 1, there exists an assignment for
the existentially quantified variables such that each C j is mapped to a
ground instance from F(7)j . This directly corresponds to the validity of
φ, where for every possible assignment of truth values to the univer-
sally quantified variables, a satisfying assignment for the existential
quantified variables exists. 
We therefore conclude the following hardness result.
Corollary 2.26. The problem Cont(LRQ,LLCQ) is ΠP2 -hard.
Figure 2.1: Structure of G j and G′j. Depending on the value assigned to w j,
the value of x j is either 0 or 1.
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We summarize the complexity for containment of unions of con-
junctive queries in Table 2.2. Regarding the upper bounds for the
cases UCont(LLCQ,LRQ), UCont(LLCQ,LRQ), UCont(LLCQ,LCQ) and
UCont(LLCQ,LLCQ), which imply all other upper bounds, observe the
following:
• UCont(LLCQ,LRQ) is in PTIME, because due to the linearity of
the containee query, there exists only one homomorphism that
needs to be checked.
• UCont(LCQ,LRQ) is in NP because containment of a relational
conjunctive query in a positive relational query (an extension of
relational conjunctive queries that allows disjunction) is in NP
(see [77]), and comparisons only for the containee query do not
change the techniques, besides a check for unsatisfiability of the
containee query.
• UCont(LLCQ,LCQ) is in coNP, because, in order to show non-
containment, it suffices to guess some valuation for the containee
query such that no homomorphism from the container exists.
• UCont(LLCQ,LLCQ) is in ΠP2 as shown by van der Meyden [84].
2.8 entailment
The next chapter will focus on entailment between completeness state-
ments. We therefore review the notion of entailment here:
A set of table completeness or query completeness statements S1
entails a set S2 of table completeness or query completeness statements,
written S1 |= S2, if whenever the statements in S1 are satisfied, then
also the statements in S2 are satisfied. Formally:
S1 |= S2 iff for all partial databasesD : D |= S1 impliesD |= S2
To make a statement about a single incomplete database is hard,
as the content of the ideal database is usually hardly or not at all
accessible. Because of the universal quantification in this notion of
entailment, the content of the ideal database need not be accessed.
The entailment guarantees that no matter what the available and the
ideal database look like, as long as they satisfy S1, they also satisfy S2.
Example 2.27. Consider the table completeness statement C =
Compl(person(n, g); ∅), which states that the available person table con-
tains all facts from the ideal person table, and consider the query
Q(x):− person(x, y) asking for the names of all persons. Clearly, C
entails Compl(Q), because whenever all person tuples are complete,
then also the query asking for their names will be complete. This en-
tailment means that no matter how many person tuples are there in the
ideal database, as long as all of them are also in the available database,
the query Q will return a complete answer.
2.8 entailment 29
Containee Query Language L1
LRQ LCQ RQ CQ
Container
Query
Language
L2
LRQ polynomial polynomial NP-complete NP-complete
RQ polynomial polynomial NP-complete NP-complete
LCQ coNP-complete coNP-complete ΠP2 -complete Π
P
2 -complete
CQ coNP-complete coNP-complete ΠP2 -complete Π
P
2 -complete
Table 2.2: Complexity of checking containment of a query from language L1
in a union of queries from languageL2. Observe the asymmetry of
the axes, as the step into coNP appears when allowing comparisons
in the container queries, while the step into NP appears when
allowing repeated relation symbols in the containee query.
In the next chapter we look into entailment reasoning between ta-
ble completeness and table completeness (TC-TC), table completeness
and query completeness (TC-QC) and query completeness and query
completeness (QC-QC) statements.

3
C O M P L E T E N E S S R E A S O N I N G
In the previous chapter we have introduced incomplete databases and
table and query completeness statements. In this chapter we focus on
the reasoning about the latter two.
As in our view, table completeness statements are a natural way of
expressing that parts of a database are complete, and queries are the
common means to access data in a database, we will particularly focus
on the problem of entailment of query completeness by table completeness
statements (TC-QC entailment).
Entailment of table completeness by table completeness is useful when
managing sets of completeness statements, and in important cases
also for solving TC-QC entailment.
Entailment of query completeness by query completeness (QC-QC entail-
ment) plays a role when completeness guarantees are given in form of
query completeness statements, which may be the case for views over
databases.
The results in this chapter are as follows: For TC-QC entailment,
we develop decision procedures and assess the complexity of TC-QC
inferences depending on the languages of the TC and QC statements.
We show that for queries under bag semantics and for minimal queries
under set semantics, weakest preconditions for query completeness
can be expressed in terms of table completeness statements, which
allow to reduce TC-QC entailment to TC-TC entailment.
For the problem of TC-TC entailment, we show that it is equivalent
to query containment.
For QC-QC entailment, we show that the problem is decidable for
queries under bag semantics. For queries under set semantics, we give
sufficient conditions in terms of query determinacy.
For aggregate queries, we show that for the aggregate functions SUM
and COUNT, TC-QC has the same complexity as TC-QC for nonaggre-
gate queries under bag semantics. For the aggregate functions MIN
and MAX, we show that TC-QC has the same complexity as TC-QC
for nonaggregate queries under set semantics.
For reasoning wrt. a database instance, we show that TC-QC be-
comes computationally harder than without an instance, while QC-QC
surprisingly becomes solvable, whereas without an instance, decidabil-
ity is open.
The results on the equivalence between TC-TC entailment and query
containment (Section 3.1), the upper bound for TC-QC entailment for
queries under bag semantics (Theorem 3.4) and the combined complex-
ity of TC-QC reasoning wrt. database instances (Theorem 3.36(i)) were
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already shown in the Diplomarbeit (master thesis) of Razniewski [69].
Also Theorem 3.9 was contained there, although it was erroneously
claimed to hold for conjunctive queries, while so far it is only proven
to hold for relational queries. As these results are essential foundations
for a complete picture of completeness reasoning, we include them in
this chapter.
All results besides Section 3.3 and Theorem 3.5 were published at
the VLDB 2011 conference [72].
The results on QC-QC instance reasoning and on TC-QC instance
reasoning under bag semantics are unpublished.
This chapter is structured as follows: In Section 3.1, we discuss
TC-TC entailment and in particular its equivalence with query con-
tainment. In Section 3.2 we discuss TC-QC entailment and in Section
3.3 QC-QC entailment. In Section 3.4, we discuss completeness rea-
soning for aggregate queries, in Section 3.5 reasoning wrt. database
instances, and in Section 3.6 we review related work on completeness
entailment.
3.1 table completeness entailing table completeness
Table completeness statements describe parts of relations, which are
stated to be complete. Therefore, one set of such statements entails
another statement if the part described by the latter is contained in
the parts described by the former. Therefore, as we will show, TC-TC
entailment checking can be done by checking containment of the parts
described by the statements, which in turn can be straightforwardly
reduced to query containment.
Example 3.1. Consider the TC statements C1 and C2, stating that the
person table is complete for all persons or for all female persons, respec-
tively:
C1 = Compl(person(n, g); ∅),
C2 = Compl(person(n, g); g = female).
Obviously, C1 entails C2, because having all persons implies also hav-
ing all female persons. To show that formally, consider the associ-
ated queries QC1 and QC2 , that describe the parts that are stated to
be complete, which thus ask for all persons or for all female persons,
respectively:
QC1(n, g):− person(n, g),
QC2(n, g):− person(n, g), g = female.
Again it is clear that QC2 is contained in QC1 , because retrievable female
persons are always a subset of retrievable persons. In summary, we
can say that C1 entails C2 because QC2 is contained in QC1 .
3.1 table completeness entailing table completeness 33
The example can be generalized to a linear time reduction under
which entailment of a TC statement by other TC statements is trans-
lated into containment of a conjunctive query in a union of conjunctive
queries. Furthermore, one can also reduce containment of unions of
conjunctive queries to TC-TC entailment, as the next theorem states.
Recall the four classes of conjunctive queries introduced in Section
2.3: linear relational queries (LLRQ), relational queries (LRQ), linear
conjunctive queries (LLCQ) and conjunctive queries (LCQ).
Theorem 3.2. Let L1 and L2 be classes of conjunctive queries among
{LLRQ,LRQ,LLCQ,LCQ}. Then the problems of TC-TC(L1,L2) and
UCont(L2,L1) can be reduced to each other in linear time.
Proof. Reducing TC-TC to UCont: Consider a TC-TC entailment prob-
lem ”{C1, . . . , Cn}
?|= Compl(C0)”, where C0 is a statement for a relation
R. Since statements for relations different from R do not influence the
entailment, we assume that C1 to Cn are statements for R as well. Recall
that for a TC statement C = Compl(R(x¯); G), the query QC is defined
as QC(x¯):−R(x¯), G.
Claim: {C1, . . . , Cn} |= Compl(C0) if and only if QC0 ⊆ QC1 ∪ . . .∪QCn
”⇒ ”: Suppose the containment does not hold. Then, by definition
there exists a database D and a tuple c¯ such that c¯ is in QC0(D) but
not in the answer of any of the queries QC1 to QCn over D. Thus,
we can construct an incomplete database D = (Di, Da) with Di = D
and Da = D \ {R(c¯)}. Then, D satisfies C1 to Cn, because R(c¯) is
by assumption not in QC1(D
i) ∪ · · · ∪ QCn(Di), and R(c¯) is the only
difference between Di and Da. ButD does not satisfy C0, because R(c¯)
is in QC0(D
i) and thusD proves that C1 to Cn do not entail C0.
” ⇐ ”: Suppose the entailment does not hold. Then, by definition
there exists an incomplete database D = (Di, Da) such that there is a
tuple t in QC0(D
i) which is not in Da. Since C1 to Cn are satisfied over
D, by definition t may not be in QCi(Di) for QC1 to QCn and hence Di
is a database that shows that QC0 is not contained in the union of the
QCi .
Reducing UCont to TC-TC: A union containment problem has the
form ”Q0
?⊆ Q1 ∪ · · · ∪Qn”, where the Qi are queries of the same arity,
and it shall be decided whether over all database instances the answer
of Q0 is a subset of the union of the answers of Q1 to Qn.
Consider now a containment problem ”Q0
?⊆ Q1 ∪ · · · ∪Qn”, where
each Qi has the form Qi(x¯):−Bi. We construct a TC-TC entailment
problem as follows: We introduce a new relation symbol H with the
same arity as the Qi, and construct completeness statements C0 to Cn as
Ci = Compl(H(x¯); Bi). Analogous to the reduction in the opposite di-
rection, by contradiction it is now straightforward that Q0 is contained
in Q1 ∪ · · · ∪Qn if and only if C1 to Cn entail C0. 
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3.2 table completeness entailing query completeness
In this section we discuss the problem of TC-QC entailment and its
complexity. We first show that query completeness for queries under
bag semantics can be characterized by so-called canonical TC state-
ments. We then show that for TC-QC entailment for queries under set
semantics, for minimal relational queries TC-QC can also be reduced to
TC-TC. We then give a characterization for general TC-QC entailment
for queries under set semantics, that is, queries that are nonminimal
or contain comparisons.
3.2.1 TC-QC Entailment for Queries under Bag Semantics
In this section we discuss whether and how query completeness can
be characterized in terms of table completeness. Suppose we want the
answers for a query Q to be complete. An immediate question is which
table completeness conditions our database should satisfy so that we
can guarantee the completeness of Q.
To answer this question, we introduce canonical completeness state-
ments for a query. Intuitively, the canonical statements require com-
pleteness of all parts of relations where tuples can contribute to answers
of the query. Consider a query Q(s¯):−A1, . . . , An, M, with relational
atoms Ai and comparisons M. The canonical completeness statement for
the atom Ai is the TC statement
Ci = Compl(Ai; A1, . . . , Ai−1, Ai+1, . . . , An, M).
We denote by CQ = {C1, . . . , Cn} the set of all canonical completeness
statements for Q.
Example 3.3. Consider the query
Q2(n):− student(n, c, s), class(s, c, f , science),
asking for the names of all students that are in a class with Science pro-
file. Its canonical completeness statements are the table completeness
statements
C1 = Compl(student(n, c, s); class(s, c, f , science))
C2 = Compl(class(s, c, f , science); student(n, s, c)).
As was shown in [69], query completeness can equivalently be ex-
pressed by the canonical completeness statements in certain cases.
Theorem 3.4. Let Q be a conjunctive query. Then for all incomplete
databasesD,
D |= Compl∗(Q) iff D |= CQ,
holds for
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(i) ∗ = b,
(ii) ∗ = s, if Q is a projection-free query.
Proof. (i) “⇒” Indirect proof: Suppose, one of the completeness asser-
tions in CQ does not hold over D, for instance, assertion C1 for atom
A1. Suppose, R1 is the relation symbol of A1. Let C1 stand for the TC
statement Compl(A1; B1) where B1 = B \ {A1} and B is the body of Q.
Let Q1 be the query associated to C1.
Then Q1(Di) * R1(Da). Let c¯ be a tuple that is in Q1(Di), and
therefore in R1(Di), but not in R1(Da). By the fact that Q1 has the
same body as Q, the valuation υ of Q1 over Di that yields c¯ is also
a satisfying valuation for Q over Di. So we find one occurrence of
some tuple c¯′ ∈ Q(Di), where c¯′ = vx¯1, with x¯1 being the distinguished
variables of Q.
However, υ does not satisfy Q over Da because c¯ is not in R1(Da). By
the monotonicity of conjunctive queries, we cannot have another valu-
ation yielding c¯′ over Da but not over Di. Therefore, Q(Da) contains at
least one occurrence of c¯′ less than Q(Di), and hence Q is not complete
over D.
(i) “⇐” Direct proof: We have to show that if t is n times in Q(Di)
then c¯ is also n times in Q(Da).
For every occurrence of c¯ in Q(Di) we have a valuation of the vari-
ables of Q that is satisfying over Di. We show that if a valuation is
satisfying for Q over Di, then it is also satisfying for Q over Da. A
valuation v for a conjunctive condition G is satisfying over a database
instance if we find all elements of the instantiation vG in that instance.
If a valuation satisfies Q over Di, then we will find all instantiated
atoms of vG also in Da, because the canonical completeness conditions
hold in D by assumption. Satisfaction of the canonical completeness
conditions requires that for every satisfying valuation of v of Q, for
every atom A in the body of Q, the instantiation atom vA is in Da.
Therefore, each satisfying valuation for Q over Di yielding a result
tuple c¯ ∈ Q(Di) is also a satisfying valuation over Da and hence Q is
complete overD.
(ii) Follows from (i). Since the query is complete under bag semantics,
it is also complete under set semantics, because whenever two bags
are equal, also the corresponding sets are equal. 
While the lower bounds were left open in [69], with the follow-
ing theorem we show that UCont(L1,L2) can also be reduced to
TC-QC(L2,L1), both under bag or set semantics.
Theorem 3.5. Let L1 and L2 be classes of conjunctive queries among
{LLRQ,LRQ,LLCQ,LCQ}. Then the problem of UCont(L1,L2) can be re-
duced to TC-QC∗(L2,L1) for ∗ ∈ {s, b} in linear time.
Proof. We show how the reduction works in principle. Consider a
UCont problem ”Q0
?|= Q1 ∪Q2” for three queries, each of the form
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Qi(d¯i):−Bi. We define a set of TC statements C and a query Q such
that C |= Compl∗(Q) if and only if Q0 ⊆ Q1 ∪Q2.
Using a new relation symbol S with the same arity as the Qi, we
define the new query as Q(d¯0):−S(d¯0), B0. For every relation sym-
bol R in the signature Σ of the Qi we introduce the statement CR =
Compl(R(x¯R); true), where x¯R is a vector of distinct variables. Fur-
thermore, for each of Qi, i = 1, 2, we introduce the statement Ci =
Compl(S(d¯i); Bi). Let C = {C1, C2} ∪ {CR | R ∈ Σ}. Then it C entails
Compl∗(Q) if and only if Q0 ⊆ Q1 ∪Q2, because on the one hand, the
containment implies that any tuple needed for the completeness of Q is
also constrained by the TC statements in C, and on the other hand, be-
cause, if the containment would not hold, there would exist a database
instance D and a tuple c¯ such that c¯ would be in the answer of Q0 over
D but not in the answer of Q1 to Qn, and thus, an incomplete database
(D, D \ {S(d¯)}) would satisfy C but not Compl∗(Q), thus showing that
the former does not entail the latter. 
From the theorem above and Theorem 3.2 we conclude that UCont
and TC-QC for queries under bag semantics can be reduced to each
other and therefore have the same complexity. We summarize the
complexity results for TC-QC entailment under bag semantics in Table
3.1.
3.2.2 Characterizations of Query Completeness under Set Semantics
In the previous section we have seen that for queries under bag seman-
tics and for queries under set semantics without projections, query
completeness can be characterized by table completeness. For queries
under set semantics with projections, this is not generally possible:
Example 3.6. Consider the query Q(c):− pupil(n, c, s) asking for all the
classes of pupils. Its canonical completeness statements are
{Compl(student(n, c, s); true)}
Query Language
LRQ LCQ RQ CQ
TC State-
ment
Lan-
guage
LRQ polynomial polynomial NP-complete NP-complete
RQ polynomial polynomial NP-complete NP-complete
LCQ coNP-complete coNP-complete ΠP2 -complete Π
P
2 -complete
CQ coNP-complete coNP-complete ΠP2 -complete Π
P
2 -complete
Table 3.1: Complexity of deciding TC-QC entailment under bag semantics.
The entries are equivalent to those for query containment as shown
in Table 2.2.
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Now, consider an incomplete databaseD = (Di, Da) with
Di = {student(John, 3a, HoferSchool), student(Mary, 3a, HoferSchool)}
Di = {student(John, 3a, HoferSchool)}
Clearly, the canonical statement is violated because Mary is missing
in the available database. But the query is still complete, as it returns
the set {3a} over both the ideal and the available database.
As it is easy to see that for any query Q and any incomplete database
D it holds that D |= Complb(Q) implies D |= Compls(Q), we can
conclude the following corollary.
Corollary 3.7. Let Q be a conjunctive query. Then for ∗ ∈ {s, b}
CQ |= Compl∗(Q).
Proof. The claim for bag semantics is shown in Theorem 3.4. For
set semantics, we consider the projection-free variant Q′ of Q. Note
that CQ = CQ′ . Thus, by the preceding theorem, if D |= CQ, then
D |= Compl(Q′), and hence, Q′(Da) = Q′(Di). Since the answers to
Q are obtained from the answers to Q′ by projection, it follows that
Q(Da) = Q(Di) and hence,D |= Compl(Q). 
Let Q be a conjunctive query. We say that a set C of TC statements
is characterizing for Q if for all incomplete databases D it holds that
D |= C if and only ifD |= Compl(Q).
From Corollary 3.7 we know that the canonical completeness state-
ments are a sufficient condition for query completeness under set se-
mantics. However, one can show that they fail to be a necessary
condition for queries with projection. One may wonder whether there
exist other sets of characterizing TC statements for such queries. The
next theorem tells us that this is not the case.
Proposition 3.8. Let Q be a conjunctive query with at least one non-
distinguished variable. Then no set of table completeness statements is char-
acterizing for Compl(Q) under set semantics.
Proof. Let Q:−B be a query with at least one nondistinguished variable
y. We construct three incomplete databases as follows:
Di1 = {B[y/a], B[y/b]} Da3 = {B[y/a]}
Di2 = {B[y/a], B[y/b]} Da3 = {B[y/b]}
Di3 = {B[y/a], B[y/b]} Da3 = {}.
Suppose now there exists some set C of TC statements such that C
characterizes Compl(Q), that is, for any incomplete databaseD it holds
that D |= C iff D |= Compl(Q). The incomplete databases D1 and
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D2 constructed above satisfy Compl(Q), because B[y/a] and B[y/b]
are isomorphic, and the nondistinguished variable does not appear
in the output in the output of Q(D1) or Q(D2). Since the available
databases Da1 and D
a
2 are however missing the facts B[y/b] and B[y/a],
respectively, it cannot be the case that any tuple from B[y/b] or B[y/a]
in the ideal databases Di1 and D
i
2 is constrained by a TC statement inC.
Thus, also the incomplete databaseD3 satisfies C, because Di3 is the
same as Di1 and D
i
2, and the available database misses only the facts
B[y/a]∪ B[y/b] that are not constrained by C. But clearlyD3 does not
satisfy Compl(Q), as Q(Di3) contains the distinguished variables of Q
but Q(Da3) is empty. 
By Theorem 3.8, for a projection query Q the statement Compl(Q)
is not equivalent to any set of TC statements. Thus, if we want to
perform arbitrary reasoning tasks, no set of TC statements can replace
Compl(Q).
However, if we are interested in TC-QC inferences, that is, in finding
out whether Compl(Q) follows from a set of TC statements C, then, as
the next result shows, CQ can take over the role of Compl(Q) provided
Q is a minimal relational query and the statements in C are relational:
Theorem 3.9. Let Q be a minimal relational conjunctive query and C be a
set of table completeness statements containing no comparisons. Then
C |= Compl(Q) implies C |= CQ.
For completeness we list below the proof that is already contained
in [69]. Note however that there erroneously it is claimed that the
theorem holds for conjunctive queries, while the proof deals only with
relational queries. Whether the theorem holds also for conjunctive
queries is an open question.
Proof. By contradiction. Assume Q is minimal and C is such that
C |= Compl(Q), but C 6|= CQ. Then, because C 6|= CQ, there exists some
incomplete databaseD such thatD |= C, butD 6|= CQ. SinceD 6|= CQ,
we find that one of the canonical completeness statements in CQ does
not hold inD. Let B be the body of Q.
Without loss of generality, assume that D 6|= C1, where C1 is the
canonical statement for A1 = R1(d¯1), the first atom in B. Let Q1 be
the query associated to C1. Thus, there exists some tuple u¯1 such that
u¯1 ∈ Q1(Di), but u¯1 < R1(Da). Now we construct a second incomplete
databaseD0. To this end let B′ be the frozen version of B, that is, each
variable in B is replaced by a fresh constant, and let A′1 = R1(d¯
′
1) be the
frozen version of A1. Now, we defineD0 = (B′, B′ \ {A′1}).
Claim: D0 satisfies C as well
To prove the claim, we note that the only difference between Di0 and
Da0 is that A
′
1 < D
a
0, therefore all TC statements in C that describe
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table completeness of relations other than R1 are satisfied immediately.
To show that D0 satisfies also all statements in C that describe table
completeness of R1, we assume the contrary and show that this leads
to a contradiction.
Assume D0 does not satisfy some statement C ∈ C. Then QC(Di0) \
R1(Da0) , ∅, where QC(x¯′) is the query associated with C. Since
QC(Di0) ⊆ R1(Da0), it must be the case that d¯′1 ∈ QC(Di0) \ R1(Da0). Let
BC be the body of QC.Then, d¯′1 ∈ QC(Di0) implies that there is a valua-
tion δ such that δBC ⊆ B′ and δx¯′ = d¯′1, where x¯′ are the distinguished
variables of C. As u¯1 ∈ Q1(Di), and Q1 has the same body as Q, there
exists another valuation θ such that θB ⊆ Di and θd¯1 = u¯1, where d¯1
are the arguments of the atom A1.
Composing θ and δ, while ignoring the difference between B and
its frozen version B′, we find that θδBC ⊆ θB′ = θB ⊆ Di and θδx¯′ =
θd¯′1 = θd¯1 = u¯1. In other words, θδ is a satisfying valuation for QC
over Di and thus u¯1 = θδx¯′ ∈ QC(Di). However, u¯1 < R1(Da), hence,
D would not satisfy C. This contradicts our initial assumption. Hence,
we conclude that alsoD0 satisfies C.
SinceD0 satisfies C and C |= Compl(Q), it follows that Q is complete
overD0. As Di0 = B′, the frozen body of Q, we find that x¯′′ ∈ Qi(D0),
with x¯′′ being the frozen version of the distinguished variables x¯ of
Q. As Q is complete over D0, we should also have that x¯′′ ∈ Q(Da0).
However, as Di0 = B
′ \ {A′1}, this would require a satisfying valuation
from B to B′ \ {A′1} that maps x¯ to x¯′′. This valuation would correspond
to a non-surjective homomorphism from Q to Q and hence Q would
not be minimal. 
By the previous theorems, we have seen that for queries without
projection and for minimal relational queries, the satisfaction of the
canonical completeness statements is a necessary condition for the
entailment of query completeness from table completeness for queries
under set semantics.
As a consequence, in these cases the question of whether TC state-
ments imply completeness of a query Q can be reduced to the ques-
tion of whether these TC statements imply the canonical completeness
statements of Q.
3.2.3 TC-QC Entailment for Queries under Set Semantics
We have seen that for queries under bag semantics, a TC-QC entail-
ment problem can be translated into a TC-TC entailment problem by
using the canonical completeness statements. Furthermore, the TC-
TC entailment problem can be translated into a query containment
problem.
For queries under set semantics, we have seen that for queries con-
taining projections, no characterizing set of TC statements exists. For
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queries without comparisons, we have seen that nevertheless for TC-
QC entailment, weakest preconditions in terms of TC exist, which
allow to reduce TC-QC to TC-TC. For queries with comparisons how-
ever, it is not known whether such characterizing TC statements exist.
In the following we will show that there is a translation of TC-QC into
query containment directly.
Recall that we distinguish between four languages of conjunctive
queries:
• linear relational queries (LLRQ): conjunctive queries without re-
peated relation symbols and without comparisons,
• relational queries (LRQ): conjunctive queries without compar-
isons,
• linear conjunctive queries (LLCQ): conjunctive queries without
repeated relation symbols,
• conjunctive queries (LCQ).
We say that a TC statement is in one of these languages if its associated
query is in it. For L1, L2 ranging over the above languages, we
denote by TC-QC(L1,L2) the problem to decide whether a set of TC
statements inL1 entails completeness of a query inL2. As a first result,
we show that TC-QC entailment can be reduced to a certain kind
of query containment. It also corresponds to a simple containment
problem wrt. tuple-generating dependencies. From this reduction we
obtain upper bounds for the complexity of TC-QC entailment.
To present the reduction, we define the unfolding of a query wrt. to a
set of TC statements. Let Q(s¯):−A1, . . . , An, M be a conjunctive query
where M is a set of comparisons and the relational atoms are of the
form Ai = Ri(s¯i), and let C be a set of TC statements, where each
C j ∈ C is of the form Compl(R j(d¯ j); G j). Then the unfolding of Q wrt.
C, written QC, is defined as follows:
QC(s¯) =
∧
i=1,..,n
(
Ri(s¯i)∧
∨
C j∈C,
(G j ∧ s¯i = d¯ j)
)
∧M.
Intuitively, QC is a modified version of Q that uses only those parts of
tables that are asserted to be complete by C.
Theorem 3.10. LetC be a set of TC statements and Q be a conjunctive query.
Then
C |= Compl(Q) iff Q ⊆ QC.
The proof follows after the next Lemma.
Intuitively, this theorem says that a query is complete wrt. a set of TC
statements, iff its results are already returned by the modified version
that uses only the complete parts of the database. This gives the upper
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complexity bounds of TC-QC entailment for several combinations of
languages for TC statements and queries.
The containment problems arising are more complicated than the
ones commonly investigated. The first reason is that queries and
TC statements can belong to different classes of queries, thus giving
rise to asymmetric containment problems with different languages for
container and containee. The second reason is that in general QC is not
a conjunctive query but a conjunction of unions of conjunctive queries.
To prove Theorem 3.10, we need a definition and a lemma.
Definition 3.11. Let C be a TC-statement for a relation R. We define
the function TC that maps database instances to R-facts as TC(D) =
{R(d¯) | d¯ ∈ QC(D)}. That is, if Di is an ideal database, then TC(Di)
returns those R-facts that must be in Da, if (Di, Da) is to satisfy C. We
define TC(D) =
⋃
C∈C TC(D) if C is a set of TC-statements.
Lemma 3.12. Let C be a set of TC statements. Then
(i) TC(D) ⊆ D, for all database instances D;
(ii) D |= C iff TC(Di) ⊆ Da, for all incomplete databasesD = (Di, Da)
with Da ⊆ Di;
(iii) QC(D) = Q(TC(D)), for all conjunctive queries Q and database
instances D.
Proof. (1) Holds because of the specific form of the queries associated
with C.
(2) Follows from the definition of when an incomplete database
satisfies a set of TC statements.
(3) Holds because unfolding Q using the queries inC and evaluating
the unfolding over the original database D amounts to the same as
computing a new database TC(D)using the queries inC and evaluating
Q over the result. 
Proof of Theorem 3.10. “⇒” : Suppose C |= Compl(Q). We want to
show that Q ⊆ QC. Let D be a database instance. Define Di = D
and Da = TC(D). Then D = (Di, Da) is a incomplete database, due
to Lemma 3.12(i), which satisfies C, due to Lemma 3.12(iii). Exploit-
ing that D |= Compl(Q), we infer that Q(D) = Q(Di) = Q(Da) =
Q(TC(D)) = QC(D).
“⇐” : Suppose Q ⊆ QC. LetD = (Di, Da) be an incomplete database
such that D |= C. Then we have Q(Di) ⊆ QC(Di) = Q(TC(Di)) ⊆
Q(Da), where the first inclusion holds because of the assumption, the
equality holds because of Lemma 3.12(iii), and the last inclusion holds
because of Lemma 3.12(ii), sinceD |= C. 
We show that for linear queries Q the entailment C |= Compl(Q)
can be checked by evaluating the function TC over test databases de-
rived from Q. If C does not contain comparisons, one test database
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is enough, otherwise exponentially many are needed. We use the fact
that containment of queries with comparisons can be checked using
test databases obtained by instantiating the body of the containee with
representative valuations (see [50]). A set of valuations Θ is representa-
tive for a set of variables x¯ and constants c¯ relative to M, if the θ ∈ Θ
correspond to the different ways to linearly order the terms in x¯ ∪ c¯
while conforming to the constraints imposed by M.
Lemma 3.13. Let Q(s¯):−L, M be a conjunctive query, let C be a set of TC
statements, and let Θ be a set of valuations that is representative for the
variables in Q and the constants in L and C relative to M. Then:
• If Q ∈ LLCQ, and C ⊆ LRQ, then
Q ⊆ QC iff L = TC(L).
• If Q ∈ LLCQ and C ⊆ LCQ, then
Q ⊆ QC iff θL = TC(θL) for all θ ∈ Θ.
Proof. (i) “⇒” Suppose TC(L) * L. Then there is an atom A such that
A ∈ L \TC(L). We consider a valuation θ for Q and create the database
D = θL. Then Q(D) , ∅ and, due to containment, QC(D) , ∅. At
the same time, QC(D) = Q(TC(D)) = Q(TC(θL)). However, since
A < tC(L), there is no atom in TC(D) with the same relation symbol as
A and therefore Q(TC(D)) = ∅.
“⇐” Let c¯ ∈ Q(D). We show that c¯ ∈ QC(D). There exists a valuation
θ such that θ |= M, θL ⊆ D, and θs¯ = c¯. Since L = TC(L), we conclude
that θL = TC(θL) ⊆ TC(D). Hence, θ satisfies Q over TC(D). Thus
c¯ = θs¯ ∈ Q(TC(D)) = QC(D).
(ii) ”⇒ ” : Same argument as for (i). Suppose TC(θL) * θL for some
θ ∈ Θ. Then as for (i), there must exist an atom A ∈ θL which is not
in TC(θL) and which allows to construct a database where Q returns
some answer using A, which QC does not return.
”⇐ ” : Suppose c¯ ∈ Q(D). Then there must exist some valuation θ
such that θ |= M, θL ⊆ D, and θs¯ = c¯, and θmust order the terms in Q
in the same way as some valuation θ′ ∈ Θ. Since θ′L = TC(θ′L), we
conclude that also θL = TC(θL) ⊆ TC(D), which again shows that c¯ is
also returned over QC(D). 
The above lemma says that when checking TC-QC entailment for rela-
tional TC statements and a query in LLCQ, we can ignore the compar-
isons in the query and decide the containment problem by applying
the function tC to the relational atoms of the query.
Theorem 3.14. We have the following upper bounds:
(i) TC-QC(LRQ,LLCQ) is in PTIME.
(ii) TC-QC(LCQ,LLCQ) is in coNP.
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(iii) TC-QC(LRQ,LRQ) is in NP.
(iv) TC-QC(LCQ,LCQ) is in ΠP2 .
Proof. (i) By Lemma 3.13(i), the containment test requires to check
whether whether L = tC(L) for a linear relational condition L and a
set C of relational TC statements. Due to the linearity of L, this can be
done in polynomial time.
(ii) By Lemma 3.13(ii), non-containment is in NP, because it suffices
to guess a valuation θ ∈ Θ and check that θL \ TC(θL) , ∅, which can
be done in polynomial time, since L is linear.
(iii) Holds because containment of a relational conjunctive query
in a positive relational query (an extension of relational conjunctive
queries that allows disjunction) is in NP (see [77]).
(iv) Holds because containment of a conjunctive query in a positive
query with comparisons is in ΠP2 [84]. 
In Lemma 3.5 we have seen that UCont(L2,L1) can be reduced also
to TC-QCs(L1,L2). To use this lemma for showing the hardness of TC-
QC entailment, we have to consider the complexities of the asymmetric
containment that were discussed in Section 2.7.
For one problem, namely TC-QC(LLRQ,LCQ), the upper bound that
was shown in Theorem 3.14 (ΠP2 ) and the complexity of the corre-
sponding query containment problem UCont(LCQ,LLRQ) (NP) do not
match. Indeed, using the same technique as was used to show the
hardness of Cont(LRQ,LLCQ) in Corollary 2.26, we are able to prove
that TC-QC(LLRQ,LCQ) is ΠP2 -hard:
Lemma 3.15. There is a PTIME many-one reduction from ∀∃3-SAT to
TC-QC(LLRQ,LCQ).
In Corollary 2.26, we have seen that Cont(LRQ,LLCQ) isΠP2 -hard, be-
cause validity of ∀∃3-SAT formulas can be translated into a
Cont(LRQ,LLCQ) instance.
We now show ΠP2 -hardness of TC-QC(LLRQ,LCQ) by translating
those Cont(LRQ,LLCQ) instances into TC-QC(LLRQ,LCQ) instances.
Recall that the Cont(LRQ,LLCQ) problems were of the form “Q
?⊆
Q′?", where Q and Q′ were
Q():−G1, . . . , Gm, F(7)1 , . . . , F(7)k ,
Q′():−G′1, . . . , G′m, C1(p11, p12, p13), . . . , Ck(pk1, pk2, pk3),
and G j and G′j were
G j = R j(0, w j), R j(w j, 1), S j(w j, 0), S j(1, 1),
G′j = R j(y j, z j), S j(z j, x j), y j ≤ 0, z j > 0.
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Now consider the set C of completeness statements containing for
every 1 ≤ j ≤ m the statements
Compl(R j(0, _); true),
Compl(R j(_, 1); true),
Compl(S j(_, 0); true),
Compl(S j(_, 1); true),
and containing for every 1 ≤ i ≤ k the statements
Compl(Ci(1, _, _); true),
Compl(Ci(0, _, _); true),
where, for readability, ”_" stands for arbitrary unique variables.
Clearly, C contains only statements that are inLLRQ and Q∩Q′ is in
LCQ.
Lemma 3.16. Let Q and Q′ be queries constructed from the reduction of a
∀∃ 3-SAT instance, and let C be constructed as above. Then
C |= Compl(Q∩Q′) iff Q ⊆ Q′.
Proof. “⇐” Assume Q ⊆ Q′. We have to show thatC |= Compl(Q∩Q′).
Because of the containment, Q ∩Q′ is equivalent to Q, and hence it
suffices to show that C |= Compl(Q).
Consider an incomplete database D such that D |= C and Di |= Q.
Because of the way in whichC is constructed, all tuples in Di that made
Q satisfied are also in Da, and hence Da |= Q as well.
“⇒” Assume Q * Q′. We have to show that C 6|= Compl(Q∩Q′).
Since the containment does not hold, there exists a database D0 that
satisfies Q but not Q′. We construct an incomplete databaseDwith
Di = D0 ∪ vBQ′
Da = D0,
where v is a valuation for Q′ that maps any variable either to the
constant -3 or 3.
By that, the tuples from vBQ′ , missing in Da do not violate C, that
always has constants 0 or 1 in the heads of its statements, so C is
satisfied by D. But as Di satisfies Q∩Q′ and Da does not, this shows
that C 6|= Compl(Q∩Q′). 
We summarize our results for the lower complexity bounds of TC-
QC entailment:
Theorem 3.17. We have the following lower bounds:
(i) TC-QC(LLCQ,LLRQ) is coNP-hard.
(ii) TC-QC(LLRQ,LRQ) is NP-hard.
3.2 table completeness entailing query completeness 45
(iii) TC-QC(LLCQ,LRQ) is ΠP2 -hard.
(iv) TC-QC(LLRQ,LCQ) is ΠP2 -hard.
Proof. Follows from Corollaries 2.22, 2.24, 2.26 and Lemma 3.15. 
We find that the upper bounds shown by the reduction to query con-
tainment (Theorem 3.14) and the lower bounds shown in the Theorem
above match. The complexity of TC-QC entailment is also summarized
in Table 3.2.
3.2.4 Alternative Treatment
Instead of treating set and bag semantics completely separated, one
can show that set-reasoning can easily be reduced to bag reasoning.
We remind the reader that a conjunctive query is minimal, if no atom
can be dropped from the body of the query without leading to a query
that is not equivalent under set semantics.
Given a query Q and a set of TC statementsC, it was shown thatC |=
Complb(Q) entailsC |= Compls(Q). Regarding the contrary, observe the
following:
Proposition 3.18 (Characterization). Let Q:−B be a satisfiable conjunctive
query. Then the following two are equivalent:
(i) Q is minimal
(ii) For every set C of TC statements, it holds thatC |= Compls(Q) implies
C |= Complb(Q).
Proof. ”⇒” : Suppose Q is minimal, and suppose some set C of TC
statements entails Compls(Q). We have to show that C entails also
Complb(Q).
Let D be an incomplete database that satisfies C. We have to show
that D satisfies also Complb(Q). Let v be a satisfying valuation for Q
over Di. We claim that every atom in vB is also in Da:
Suppose some atom A ∈ vB was not in Da. Then, A cannot be
constrained byC. But then, we could construct an incomplete database
as (vB, vB \A) which would satisfy C but would not satisfy Compls(Q)
because of the minimality of Q. This incomplete database would
contradict the assumption thatC |= Compls(Q) and hence we conclude
that any atom in vB is also in Da. But this implies that D satisfies
Complb(Q), which concludes the argument.
”⇐” : Suppose Q is not minimal. We have to show that there
exist a set of TC statements that entails Compls(Q) but does not entail
Complb(Q). Consider the set can(Qmin), where Qmin is a minimal
version of Q. By Proposition 3.7, can(Qmin) entails Compls(Qmin) and
hence since Q and Qmin are equivalent under set semantics, can(Qmin)
entails also Compls(Q). Since Q is not minimal, at least one atom
46 completeness reasoning
Query Language
LRQ LCQ RQ CQ
TC State-
ment
Lan-
guage
LRQ polynomial polynomial NP-complete ΠP2 -complete
RQ polynomial polynomial NP-complete ΠP2 -complete
LCQ coNP-complete coNP-complete ΠP2 -complete Π
P
2 -complete
CQ coNP-complete coNP-complete ΠP2 -complete Π
P
2 -complete
Table 3.2: Complexity of deciding TC-QC entailment under set semantics.
Compared with the reasoning under bag semantics (Table 3.1), the
reasoning becomes harder for TC-statements without comparisons
and repeated relation symbols in combination with conjunctive
queries.
Ai can be dropped from the body of Q without changing its results
under set semantics. Furthermore, since Q is satisfiable, there must
exist some satisfying valuation v for Q over Di. Thus, an incomplete
database (vB, vB \ vAi) constructed from the body B of Q shows that
Compls(Q) 6|= Complb(Q), because the valuation v is not satisfying for
Q over Da. 
Theorem 3.19 (Reduction). Let Q be a conjunctive query, C be a set of TC
statements, and let Qmin be a minimal version of Q under set semantics. Then
C |= Compls(Q) iff C |= Complb(Qmin)
Proof. ”⇒ ” :Consider an incomplete databaseDwithD |= Compls(Q).
The query Qmin is equivalent to Q under set semantics, and since Q
is complete under set semantics, also min(Q) is complete under set
semantics, so by Proposition 1, since Qmin is minimal, Qmin is also
complete under bag semantics.
” ⇐ ” : Since bag-completeness implies set-completeness entail-
ment, it holds that Complb(Qmin) entails Compls(Qmin), and since the
query Qmin is equivalent to Q under set semantics, therefore also
Compls(Q) holds. 
As a consequence, we can reduce completeness reasoning under set
semantics to query minimization and completeness entailment under
bag semantics, which is equivalent to query containment.
Note that for asymmetric entailment problems (more complex language
for the query than for the completeness statements), the minimiza-
tion may be harder than the query containment used to solve bag-
completeness reasoning. The complexity results shown before tell that
this is the case when the queries are conjunctive queries and the TC
statements linear relational queries, as this is the only reported case
where completeness entailment under set semantics (ΠP2 ) is harder
than under bag semantics (NP).
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For symmetric reasoning problems, that is, problems where the lan-
guage of the TC statements is the same as that of the query, query
minimization and query containment have the same complexity and
therefore also TC-QC reasoning for queries under set and under bag
semantics have the same complexity.
3.3 query completeness entailing query completeness
In this section we discuss the entailment of query completeness state-
ments by query completeness statements. We first review the notion of
query completeness (QC-QC) entailment and the relation of the prob-
lem to the problem of query determinacy. We then show that query
determinacy is a sufficient but not a necessary condition for QC-QC
entailment, that QC-QC entailment and determinacy are sensitive to
set/bags semantics, and that QC-QC entailment is decidable under bag
semantics. All considerations here are for conjunctive queries without
comparisons. Proposition 3.24 is already contained in [69] and [72],
the other results are new.
Query completeness entailment is the problem of deciding whether
the completeness of a set of queries entails the completeness of another
query. For a set of queries Q = {Q1, . . . , Qn}, we write Compl∗(Q) as
shorthand for Compl∗(Q1)∧ · · · ∧Compl∗(Qn).
Definition 3.20 (Query Completeness Entailment). Let Q be a query
and Q be a set of queries. Then Compl∗(Q) entails Compl∗(Q) for ∗ ∈
{s, b}, if it holds for all incomplete databasesD = (Di, Da) that
If for all queries Qi ∈ Q : Q∗i (Di) = Q∗i (Da) then also Q∗(Di) = Q∗(Da).
GivenQ and Q, we also write QC-QC∗(Q, Q) as shorthand for Compl∗(Q) |=
Compl∗(Q). A variant of this problem is when Da is fixed, this is inves-
tigated in Section 3.5.
To solve QC-QC entailment, Motro proposed to look for rewritings
of the query Q in terms of the queries in Q [59].
If the query Q can be rewritten in terms of the complete queries Q,
then Q can also be concluded to be complete, because the answer to Q
can be computed from the complete answers of Q.
Example 3.21. Consider the following three queries:
Q1(x):−R(x), S(x), T(x)
Q2(x):−R(x), S(x)
Q3(x):−T(x)
Assume now that the queries Q2 and Q3 are asserted to be complete.
Clearly, the query Q1 can be rewritten in terms of Q2 and Q3 as
Q1(x):−Q2(x), Q3(x).
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Thus, the result of Q1 can be computed as the intersection of the results
of the queries Q2 and Q3, and therefore, when Q2 and Q3 are complete,
the intersection between them is complete as well and therefore com-
pleteness of Q2 and Q3 entails completeness of Q1.
An information-theoretic definition of rewritability was given by
Segoufin and Vianu [81] using the notion of query determinacy:
Definition 3.22 (Determinacy). Let Q be a query and Q be a set of
queries. Then Q determines Q under ∗ semantics with ∗ ∈ {b, s}, if for all
pairs of databases (D1, D2) it holds that
If for all queries Qi ∈ Q : Q∗i (D1) = Q∗i (D2) then also Q∗(D1) = Q∗(D2).
If Q determines Q, we write Q → Q.
So far the problem has received attention only under set semantics.
There, if a query Q is determined by a set of queries Q, the answer to
Q can be computed from the answers of Q, and Q can be rewritten in
terms ofQ in second-order logic [81]. However, the rewriting need not
be a conjunctive query itself. In fact, Segoufin and Vianu showed that
there exist queries Q and Q such that Q can be rewritten in terms of Q
as a first-order query, while there is no rewriting as conjunctive query.
A good example for this case was given by Afrati in [4]:
Example 3.23. Consider the following queries P3, P4 and P5, asking for
paths of length 3, 4 and 5, respectively:
P3(x, y):−R(x, z1), R(z1, z2), R(z2, y)
P4(x, y):−R(x, z1), R(z1, z2), R(z2, z3), R(z3, y)
P5(x, y):−R(x, z1), R(z1, z2), R(z2, z3), R(z3, z4), R(z4, y)
It is easy to see that P5 cannot be rewritten as conjunctive query in
terms of P3 and P4. However, there exists a first-order rewriting for P5
as follows:
P5(x, y):−P4(x, z)∧∀w : P3(w, z)→ P4(w, y)
Whether determinacy for conjunctive queries under set semantics
is decidable, remains an open question to date. Various works have
shown decidability for sublanguages of conjunctive queries [65, 34].
It is easy to see that query determinacy is a sufficient condition for
QC-QC entailment, as expressed by the following proposition:
Proposition 3.24 (Sufficiency of Determinacy for QC-QC). Let Q∪ {Q}
be a set of queries and ∗ ∈ {b, s}. Then
QC-QC∗(Q, Q) if Q → ∗ Q.
Proof. The definitions of query determinacy entails the definition of
QC-QC entailment, as query determinacy holds if Q returns the same
answer over all pairs of databases D1 and D2, while QC-QC entailment
requires only to check those pairs where D1 is a subset of D2. 
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For the special case of boolean queries, in [69] it was shown that
query determinacy and QC-QC-entailment coincide.
In general, determinacy however is not a necessary condition for
query completeness entailment:
Proposition 3.25 (Non-necessity of Determinacy for QC-QC). Let Q∪
{Q} be a set of queries, and ∗ ∈ {b, s}. Then there exist queries Q∪ {Q} such
that QC-QC ∗ (Q, Q) holds and ”Q → ∗ Q” does not hold.
Proof. (Set semantics): Consider the following two queries
P2(x, y):−R(x, z), R(z, y)
P3(x, y):−R(x, z), R(z, w), R(w, y)
that ask for paths of length 2 and 3, respectively.
Then, Compls(P2) entails Compls(P3) for the following reason:
Consider an incomplete database D = (Di, Da) and assume that in
Di there is a path from a node 1 via nodes 2 and 3 to a node 4, and
assume that P2 is complete overD. Thus, since P2(Di) = {(1, 3)(2, 4)}
there must be a path from 1 via some node x to node 3 and from 2 via
some node y to node 4 in the available database. But since Da ⊆ Di
those paths must also be in the ideal database. But then there is a path
x-3-4 in the ideal database and hence by the same reasoning a path
from x via some z to 4 in the available database and hence the path
1-x-z-4 is in the available database and thus P3(Di) = P3(Da) = {(1, 4)}
and hence P3 is complete overD.
However, the following pair of databases D1 and D2 shows that P2
does not determine P3: Let D1 = {R(1, 2), R(2, 3), R(3, 4)} and D2 =
{R(1, x), R(x, 3), R(2, y), R(y, 4)}. Then P2(D1) = P2(D2) = {(1, 3), (2, 4)}
but P3(D1) = (1, 3) is not the same as P3(D2) = ∅ and hence determi-
nacy does not hold.
(Bag semantics): Consider queries Q1():−R(x) and Q2(x):−R(x).
Then Complb(Q1) entails Complb(Q2), because Complb(Q1) ensures that
the same number of tuples is in R(Di) and R(Da), and because of
the condition Da ⊆ Di that incomplete databases have to satisfy, this
implies that R(Di) and R(Da) must contain also the same tuples.
But Q1 does not determine Q2 under bag semantics, because having
merely the same number of tuples in R does not imply to have also the
same tuples, as e.g. a pair of databases D1 = {R(a)} and D2 = {R(b)}
shows. 
We show next that both regarding query determinacy and complete-
ness entailment, it is important to distinguish between set and bag
semantics. As the following theorem shows, both problems are sensi-
tive to this distinction:
Proposition 3.26 (Set/bag sensitivity of QC-QC and Determinacy).
There exist sets Q∪ {Q} of queries such that
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(i) Q → s Q does not entail Q → b Q,
(ii) QC-QCs(Q, Q) does not entail QC-QCb(Q, Q),
(iii) QC-QCb(Q, Q) does not entail QC-QCs(Q, Q).
Proof. (Claims 1 and 2): Consider the following query Qnr_french that
asks for the names of people that attended a French language course
and some other language course. Observe that under bag semantics,
this query returns for each person that takes French the name as often
as that person takes language courses, possibly also in other languages:
Qnr_french(n):− result(n, French, g), result(n, x, g′).
Consider now a second query Qfrench which only asks for the names of
persons that took a French language course
Qfrench(n):− result(n, French, g).
If both queries are evaluated under set semantics, then completeness of
Qfrench implies completeness of Qnr_french, because under set semantics,
both queries are equivalent, as Qnr_french is not minimal. But under
bag semantics, completeness of Qfrench does not entail completeness of
Qnr_french as for instance the following incomplete database shows:
Consider the incomplete database D = (Di, Da) where result(Di)
contains {(John, French, A), (John, Dutch, B)} and result(Da) contains
{(John, French, A)}. Then, Qfrench returns over both the ideal and the
available database the answer {(John)} and hence is complete, however,
Qnr_french returns {(John), (John)} over the ideal database and {(John)}
over the available database and hence is not complete.
While because of the equivalence under set semantics, it is also clear
that under set semantics Qfrench determines Qnr_french, the incomplete
databaseD from above shows that under bag semantics that is not the
case.
(Claim 3): Consider the queries Q1():−R(x) and Q2(x):−R(x) as
used in the proof of Prop. 3.25.
Clearly, under bag semantics, completeness of Q1 entails complete-
ness of Q2, because Q1 ensures that the same number of tuples are
present in R(Da) as in R(Di), and by the condition Da ⊆ Di, this im-
plies that those are exactly the same tuples.
But under set semantics completeness of Q1 does not entail com-
pleteness of Q2, as an incomplete database with Da = {R(a)} and
Di = {R(a), R(b)} shows. 
The observations stated in the previous theorem are encouraging, as
they imply that QC-QC entailment under bag semantics may be not
as hard as under set semantics. That this is indeed the case, shows the
following theorem. LetL1 andL2 be conjunctive query languages. We
then denote with QC-QCb(L1,L2) the problem of deciding whether
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completeness of a query in L1 under bag semantics is entailed by
completeness of a set of queries in L2 under bag semantics.
Theorem 3.27 (Decidability of QC-QCb). For all conjunctive query lan-
guages L1, L2 in {LLRQ,LLCQ, LRQ,LCQ} there is a polynomial-time
reduction from QC-QCb(L1,L2) to UCont(L2,L1).
Proof. This follows from Theorems 3.4 and 3.2. The former theorem
shows that a query under bag semantics is complete over an incom-
plete database, exactly if its canonical completeness statements are
satisfied, while preserving the languages. Thus, QC-QC entailment
can be reduced to the entailment of the canonical completeness state-
ments, which is a TC-TC entailment problem.
The latter theorem shows that TC-TC(L1,L2) can be reduced to
UCont(L2,L1). Thus, QC-QC entailment under bag semantics can
be reduced to containment of unions of queries, while interchanging
languages. 
An interesting related decidable problem is query determinacy, with
the determining queries Q being evaluated under bag semantics and
the determined query Q under set semantics. Decidability of this
problem follows from results by Fan et al. [34], who showed that query
determinacy is decidable when the determining queries contain no
projections. As queries under set semantics without projection directly
correspond to queries under bag semantics, this implies decidability of
query determinacy when the determining queries are evaluated under
bag and the determined query under set semantics.
Nevertheless, important questions remain open.
Problem 3.28 (Open Questions). Let Q∪ {Q} be a set of queries. Then
the following are open problems:
(i) Does Q → b Q imply Q → s Q?
(ii) Is Q → s Q decidable?
(iii) Is Q → b Q decidable?
(iv) Is QC-QCs(Q, Q) decidable?
In Section 3.5, we discuss completeness reasoning with instances,
and show that both QC-QC entailment and query determinacy for
queries under set semantics are decidable, when one database instance
is fixed.
We summarize the results of this section in Figure 3.1. For complete-
ness, we also include the results on instance reasoning from Section 3.5.
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Figure 3.1: Relation of different instances of QC-QC entailment and query
determinacy as discussed in Sections 3.3 and 3.5.
3.4 aggregate queries
Aggregate queries are important for data processing in many appli-
cations, especially in decision support. In contrast to normal queries,
aggregate queries do not only ask for tuples but also allow to compute
results of aggregate functions such as SUM, COUNT, MIN or MAX
over results. The school administration for instance is mostly inter-
ested in knowing how many students or teachers are there that satisfy
a certain property, not who those teachers or students are. Complete-
ness reasoning for aggregate queries may be different depending on
the aggregation function.
Example 3.29. Consider a query Qnr that asks for the number of pupils
in the class 4A. In SQL, this aggregate query would be written as
follows:
SELECT count(*)
FROM pupil
WHERE class=4a AND school=HoferSchool
Furthermore, consider a query Qbest_pt for the best grade that a pupil
of class 4A obtained in Pottery, and consider a completeness statement
that says that the database is complete for all pupils in level 4A. Then,
the query Qnr will also return a correct answer, because all pupils are
there. Whether the answer to Qbest_pt is correct is however unknown,
because while the pupils are complete, nothing is asserted about their
grades.
Query equivalence for aggregate queries has already been studied
by Cohen, Nutt and Sagiv in [21]. We will leverage on those results. We
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will also draw upon the results for non-aggregate queries as presented
in Section 3.2 to investigate when TC-statements imply completeness
of aggregate queries.
We consider queries with the aggregate functions COUNT, SUM,
and MAX. Results for MAX can easily be reformulated for MIN. Note
that COUNT is a nullary function while SUM and MAX are unary.
formalization An aggregate term is an expression of the formα(y¯),
where y¯ is a tuple of variables, having length 0 or 1. Examples of aggre-
gate terms are COUNT() or SUM(y). If Q(x¯, y¯):−L, M is a conjunctive
query, and α an aggregate function, then we denote by Qα the aggre-
gate query Qα(x¯,α(y¯)):−L, M. We say that Qα is a conjunctive aggregate
query and that Q is the core of Qα.
Over a database instance, Qα is evaluated by first computing the
answers of its core Q under bag semantics, then forming groups of
answer tuples that agree on their values for x¯, and finally applying for
each group the aggregate function α to the bag of y-values of the tuples
in that group.
A sufficient condition for an aggregate query to be complete over
D is that its core is complete over D under bag semantics. Hence,
Corollary 3.7 gives us immediately a sufficient condition for TC-QC
entailment. Recall that CQ is the set of canonical completeness state-
ments of a query Q.
Proposition 3.30. Let Qα be an aggregate query and C be a set of TC
statements. Then
C |= CQ implies C |= Compl(Qα).
For COUNT-queries, completeness of QCOUNT is the same as com-
pleteness of the core Q under bag semantics. Thus, we can reformulate
Theorem 3.4 for COUNT-queries:
Theorem 3.31. Let QCOUNT be a COUNT-query and C be a set of TC
statements. Then
C |= Compl(QCOUNT) if and only if C |= CQ
Proof. Follows from the fact that a count is correct, if and only if the
nonaggregate query retrieves all tuples from the database. 
In contrast to COUNT-queries, a SUM-query can be complete over
an incomplete database (Di, Da) although its core is incomplete. The
reason is that it does not hurt if some tuples from Di that only con-
tribute 0 to the overall sum are missing in Da. Nonetheless, we can
prove an analogue of Theorem 3.31 if there are some restrictions on TC
statements and query.
We say that a set of comparisons M is reduced, if for all terms s, t
it holds that M |= s = t only if s and t are syntactically equal. A
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conjunctive query is reduced if its comparisons are reduced. Every
satisfiable query can be equivalently rewritten as a reduced query
in polynomial time. We say that a SUM-query is nonnegative if the
summation variable y can only be bound to nonnegative values, that
is, if M |= y ≥ 0.
Theorem 3.32. Let QSUM be a reduced nonnegative SUM-query and C be a
set of relational TC statements. Then
C |= Compl(QSUM) if and only if C |= CQ
Proof. The direction C |= CQ implies C |= Compl(QSUM) holds trivially.
It remains to show that C |= Compl(QSUM) implies C |= CQ.
Assume this does not hold. ThenC |= Compl(QSUM) and there exists
some D = (Di, Da) such that D |= C, but D 6|= CQ. Without loss of
generality, assume that condition C1 of CQ, which corresponds to the
first relational atom, say A1, of the body of Q, is not satisfied by D.
Then there is a valuation θ such that M |= θ and θL ⊆ Di, but θA1 < Da.
If θy , 0, then we are done, because θ contributes a positive value to
the overall sum for the group θx¯. Otherwise, we can find a valuation
θ′ such that (i) θ′ |= M, (ii) θ′y > 0, (iii) if θ′z , θz, then θ′z is a fresh
constant not occurring in D, and (iv) for all terms s, t, it holds that
θ′s = θ′t only if θs = θt. Such a θ′ exists because M is reduced and
the order over which our comparisons range is dense. Due to (iii), in
general we do not have that θ′L ⊆ Di.
We now define a new incomplete databaseD′ = (D′i, D′a) by adding
θ′L \ {θ′A} both to Di and Da. Thus, we have that (i) θ′L ⊆ D′i, (ii)
θ′L 6⊆ D′a, and (iii) D′ |= C. The latter claim holds because any
violation ofCbyD′ could be translated into a violation ofCbyD, using
the fact thatC is relational. Hence, θ′ contributes the positive valueθ′y
to the sum for the groupθ′x¯ overD′, but not overD. Consequently, the
sums for θ′x¯ over D′i and D′a are different (or there is no such sum over
D′a), which contradicts our assumption that C |= Compl(QSUM). 
In the settings of Theorems 3.31 and 3.32, to decide TC-QC entail-
ment, it suffices to decide the corresponding TC-TC entailment prob-
lem with the canonical statements of the query core. By Theorem 3.2,
these entailment problems can be reduced in PTIME to containment
of unions of conjunctive queries.
We remind the reader that for the query languages considered in
this work, TC-TC entailment has the same complexity as TC-QC en-
tailment (cf. Table 3.2), with the exception of TC-TC(LLRQ,LCQ) and
TC-TC(LRQ,LCQ). The TC-QC problems for these combinations are
ΠP2 -complete, while the corresponding TC-TC problems are in NP.
While for COUNT and SUM-queries the multiplicity of answers
to the core query is crucial, this has no influence on the result of a
MAX-query. Cohen et al. have characterized equivalence of MAX-
queries in terms of dominance of the cores [21]. A query Q(s¯, y) is
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dominated by a query Q′(s¯′, y′) if for every database instance D and
every tuple (d¯, d) ∈ Q(D) there is a tuple (d¯, d′) ∈ Q′(D) such that d ≤ d′.
For MAX-queries it holds that QMAX1 and Q
MAX
2 are equivalent if and
only if Q1 dominates Q2 and vice versa. In analogy to Theorem 3.10,
we can characterize query completeness of MAX-queries in terms of
dominance.
Theorem 3.33. Let C be a set of TC-statements and QMAX be a MAX-query.
Then
C |= Compl(QMAX) iff Q is dominated by QC
Proof. ” ⇒ ” : By counterposition. Assume Q is not dominated by
QC. Then there exists a database instance D such that there is a tuple
t1 = (d¯, d) ∈ Q(D) but there is no tuple (d¯, d′) ∈ QC(D) with d ≤ d′.
By Lemma 3.12, the incomplete database (D, TC(D)) satisfies C, and
QC(D) = Q(TC(D)) and thus there is no tuple (d¯, d′) ∈ QC(D) with
d ≤ d′. Thus it is shown that C does not entail Compl(QMAX).
”⇐ ”: Analogous to the proof of Theorem 3.10. Suppose Q is dom-
inated by QC. Let D = (Di, Da) be an incomplete database such that
D |= C. Then we have that Q(Di) is dominated by QC(Di) because of
the assumption, and QC(Di) = Q(TC(Di)) because of Lemma 3.12(iii),
and Q(TC(Di)) ⊆ Q(Da) because of Lemma 3.12(ii), since D |= C.
Thus, Q(Di) is dominated by Q(Da) and hence the MAX-query is com-
plete. 
Dominance is a property that bears great similarity to containment.
For queries without comparisons it is even equivalent to containment
while for queries with comparisons it is characterized by the existence
of dominance mappings, which resemble the well-known containment
mappings (see [21]). This allows to conclude that the upper and lower
bounds of Theorems 3.14 and 3.17 hold also for MAX-queries.
If L is a class of conjunctive queries, we denote by LMAX the class
of MAX-queries whose core is in L. For languages L1, LMAX2 , the
problem TC-QC(L1,LMAX2 ) is defined as one would expect. With this
notation, we can conclude the following:
Theorem 3.34. Let L1 and L2 be languages among LLRQ, LLCQ, LRQ and
LCQ. Then the complexity of TC-QC(L1,LMAX2 ) is the same as the one of
TC-QC(L1,L2).
Proof. That TC-QC(L1,LMAX2 ) is at most as hard as TC-QC(L1,L2)
follows from Theorem 3.33 and the complexity results for query dom-
inance in [21].
That TC-QC(L1,LMAX2 ) is at least as hard as TC-QC(L1,L2) fol-
lows from the fact that TC-QC(L1,L2) can trivially be reduced to
TC-QC(L1,LMAX2 ) by introducing a new unary relation symbol U with
a new variable x, of which the maximum is calculated, into a query
and by adding the assertion that U is complete. 
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3.5 instance reasoning
In many cases one has access to the current state of the database, which
may be exploited for completeness reasoning. Already Halevy [56]
observed that taking into account both a database instance and the
functional dependencies holding over the ideal database, additional
QC statements can be derived. Denecker et al. [27] showed that for
first order queries and TC statements, TC-QC entailment with respect
to a database instance is in coNP, and coNP-hard for some queries
and statements. They then focused on approximations for certain and
possible answers over incomplete databases.
Example 3.35. As a very simple example, consider the query
Q(n):− student(n, c, s), result(n, ’Greek’, g),
asking for the names of students that attended Greek language courses.
Suppose that the language_attendance table is known to be complete.
Then this alone does not imply the completeness of Q, because records
in the student table might be missing.
Now, assume that we additionally find that in our database that the
table result contains no record about Greek.
As the result table is known to be complete, it does not matter which
tuples are missing in the student table. No student can have taken
Greek anyway. The result of Q must always be empty, and hence we
can conclude that Q is complete in this case.
In this section we will discuss TC-QC and QC-QC reasoning wrt.
a concrete database instance. We show that for queries under set se-
mantics, TC-QC reasoning becomes harder whereas QC-QC reasoning
becomes easier.
3.5.1 Entailment of Query Completeness by Table Completeness
Formally, the question of TC-QC entailment wrt. a database instance is
formulated as follows: given an available database instance Da, a set
of table completeness statements C, and a query Q, is it the case that
for all ideal database instances Di such that (Di, Da) |= C, we have that
Q(Da) = Q(Di)? If this holds, we write
Da,C |= Compl(Q).
Interestingly, TC-QC entailment wrt. a concrete database is ΠP2 -
complete even for linear relational queries:
Theorem 3.36. TC-QC entailment wrt. a database instance has (i) polyno-
mial data complexity and is (ii) ΠP2 -complete in combined complexity for all
combinations of languages among LLRQ, LLCQ, LRQ, and LCQ.
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To show the ΠP2 -hardness of TC-QC(LLRQ,LLRQ) entailment w.r.t.
a concrete database instance, which implies the hardness of all other
combinations, we give a reduction of the previously seen problem of
validity of an universally quantified 3-SAT formula.
Consider φ to be an allquantified 3-SAT formula of the form
∀x1, . . . , xm∃y1, . . . , yn : γ1 ∧ . . .∧ γk.
where each γi is a disjunction of three literals over propositions pi1, pi2
and pi3, and where {x1, . . . , xm} ∪ {y1, . . . , yn} are propositions.
We define the query completeness problem
Γφ = ( Da,C
?|= Compl(Q) )
as follows. Let the relation schema Σ be {B1/1, . . . , Bm/1, R1/1,
. . . , Rm/1, C1/3, . . . , Ck/3}. Let Q be a query defined as
Q():−B1(x1), R1(x1), . . . , Bm(xm), Rm(xm).
Let Da be such that for all Bi, Bi(Da) = {0, 1}, and for all i = 1, . . . , m let
Ri(Da) = {} and let Ci(Da) contain all the 7 triples over {0, 1} such that
γi is mapped to true if the variables in γi become the truth values true
for 1 and false for 0 assigned.
Let C be the set containing the following TC statements
Compl(B1(x), true), . . . , Compl(Bm(x), true)
Compl(R1(x1); R2(x2), . . . , Rm(xm),
C1(p11, p12, p13), . . . , Ck(pk1, pk2, pk3)),
where the pi j are either x or y variables as defined in φ.
Lemma 3.37. Let φ be a ∀∃3-SAT formula as shown above and let Q, C and
Da be constructed as above. Then
φ is valid iff Da,C |= Compl(Q).
Proof (of the lemma). Observe first, that validity of φ implies that for ev-
ery possible instantiation of the x variables, there exist an instantiation
of the y variables such that C1 to Ck in the second TC statement in C
evaluate to true.
Completeness of Q follows from C and Da, if Q returns the same
result over Da and any ideal database instance Di that subsumes Da
and C holds over (Di, Da).
Q returns nothing over Da. To make Q return the empty tuple over Di,
one value from {0, 1} has to be inserted into each ideal relation instance
Rˆi, because every predicate Ri appears in Q, and every extension is
empty in Da. This step of adding any value from {0, 1} to the extensions
of the R-predicates in Di corresponds to the universal quantification of
the variables X.
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Now observe, that for the query to be complete, none of these combi-
nations of additions may be allowed. That is, every such addition has
to violate the table completeness constraintC. As the extension of R1 is
empty in Da as well, C becomes violated whenever adding the values
for the R-predicates leads to the existence of a satisfying valuation of
the body of C. For the existence of a satisfying valuation, the mapping
of the variables y is not restricted, which corresponds to the existential
quantification of the y-variables.
The reduction is correct, because wheneverC, Da |= Compl(Q) holds,
for all possible additions of {0, 1} values to the extensions of the R-
predicates in Di (all combinations of x), there existed a valuation of
the y-variables which yielded a mapping from the C-atoms in C to
the ground atoms of C in Da, that satisfied the existential quantified
formula in φ.
It is complete, because whenever φ is valid, then for all valuations
of the x-variables, there exists an valuation for the y-variables that
satisfies the formula φ, and hence for all such extensions of the R-
predicates in Di, the same valuation satisfied the body of the complex
completeness statement, thus disallowing the extension. 
Proof (of the theorem). ForΠP2 -membership, consider the following naive
algorithm for showing nonentailment: Given a query Q(x¯):−B, com-
pleteness statements C and an available database Da, one has to guess
a tuple d¯ and an ideal database Di such that (Di, Da) satisfy C but do
not satisfy Compl(Q), because d¯ is in Q(Di) but not in Q(Da). Verify-
ing that (Di, Da) satisfies C is a coNP problem, as one has to find all
tuples in Di that are constrained by some statement in C. Verifying
that (Di, Da) does not satisfy Compl(Q) via d¯ is a coNP problem as well,
because one needs to show that t is not returned over Da. If one can
guess a Di and a d¯ that satisfy these two properties, the completeness
of Q is not entailed by C and Da.
Now observe that for the guesses for d¯, it suffices to use the constants
in d¯ plus as many new constants as the arity of Q. Also for the guesses
for Di, one needs only minimally larger databases that allow to retrieve
new tuples. Therefore, it is sufficient to guess ideal databases of the
form (Da ∪ vB), where v is some valuation using only constants in Da
plus a fixed set of additional constants.
As the range of possible ideal databases is finite, and given a guess
for an ideal database, the verification that (Di, Da) satisfy C and do
not satisfy Compl(Q) are coNP problems, the problem is in ΠP2 wrt.
combined complexity.There are only finitely many databases Di to
consider, as it suffices to consider those that are the result of adding
instantiations of the body of Q to Da. Furthermore, since for the
valuations v it suffices to only use the constants already present in the
database plus one fresh constant for every variable in Q, the obtained
data complexity is polynomial. 
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This result shows that reasoning with respect to a database instance
is considerably harder, as TC-QC(LLRQ,LLRQ) was in PTIME before.
3.5.2 Entailment of Query Completeness by Query Completeness
Entailment of query completeness by query completeness has already
been discussed in Section 3.3. For queries under set semantics, the close
connection to the open problem of conjunctive query determinacy was
shown. For queries under bag semantics, the equivalence to query
containment was shown.
In the following, we show that when reasoning wrt. a database
instance, both QC-QC entailment under set semantics and determinacy
become decidable, and describe an algorithm in ΠP3 for both.
QC-QC entailment wrt. a database instance is defined as follows:
Definition 3.38 (QC-QC Instance Entailment). LetQ = {Q1, . . . , Qn} be
a set of queries, Q be a query and Da be a database instance. We say
that completeness of Q entails completeness of Q wrt. Da, written
Compl(Q) |=Da Compl(Q)
if and only if for all ideal databases Di with Da ⊆ Di it holds that if
Q1(Da) = Q1(Di), . . . , Qn(Da) = Qn(Di), then Q(Da) = Q(Di).
QC-QC Instance entailment can be decided as follows: To show
that the entailment does not hold, one has to guess a tuple d¯ and an
ideal database Di, such that the incomplete database (Di, Da) satisfies
Compl(Q) but does not satisfy Compl(Q), because d¯ ∈ Q(Di) but d¯ <
Q(Da). As in the proof of Theorem 3.36, for the guesses for Di, it
suffices to consider minimal extensions of Da using some valuation v
for B. Also for the range of the valuation v, one has to consider only the
constants in Da plus a as many new constants as there are variables in
Q. With this algorithm, we obtain an upper bound for the complexity
of QC-QC entailment wrt. database instances as follows.
Proposition 3.39. QC-QC instance entailment for relational conjunctive
queries is in ΠP3 wrt. combined complexity.
Proof. Consider the algorithm from above. To show that the entailment
does not hold, it suffices to guess one valuation v for the body B of Q,
such that the incomplete databaseD = (Da∪vB, Da) satisfies Compl(Q)
but vx¯ < Q(Da). Verifying the latter is a coNP problem. Verifying that
D satisfies Compl(Q) is aΠP2 -problem, as, in order to show thatD does
not satisfy Compl(Q), it suffices to guess one Qi ∈ Q and one tuple
c¯ ∈ Qi(Di), for which one then needs to show that there is no valuation
v′ for Q that allows to retrieve c¯ over Da. 
Interestingly, also query determinacy wrt. an instance can be solved
analogously. In the following definition, notice the similarity to the
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definition of QC-QC instance entailment above. The only difference are
the considered models, which, for QC-QC are incomplete databases,
while for determinacy are arbitrary pairs of databases.
Definition 3.40 (Instance Query Determinacy). Given a setQof queries
Q1 to Qn, a query Q and a database D1, we say that Q determines Q
wrt. D1, written
Q → D1 Q
if and only if for all databases D2 it holds that if Q1(D1) = Q1(D2)
∧ · · · ∧Qn(D1) = Qn(D2), then Q(D1) = Q(D2).
Again, to show that the entailment does not hold, one has to guess
a tuple d¯ and a database D2, such that the Q(D1) = Q(D2) and d¯ ∈
Q(D2) but d¯ < Q(D1). Now for D2 we have to consider all minimal
extensions not of D1 itself but of Q(D1). That is, given the result of
the queries Q over D1, we construct a v-table T such that Q(D1) =
Q(T). This construction can be done by choosing for each tuple c¯′ in
Qi(D1) some valuation v′ that computed c¯′, replacing the images of
nondistinguished variables of Qi in v with new variables, and then
taking the union of all the v-tables for all the tuples in Qi(D1) and then
the union over all queries in Q.
Having this v-table T, a minimal extension of Q(D1) is any database
D2 = (σT ∪ θB), where σ is an instantiation for the v-table T, and θ is
a valuation for the body B of Q.
As before, for both valuations one has to consider only the constants
in D1 plus a as many new constants as there are variables in Q and T.
With this algorithm, we obtain an upper bound for the complexity of
QC-QC entailment wrt. database instances as follows.
Proposition 3.41. Instance query determinacy for relational conjunctive
queries is in ΠP3 .
Proof. Consider the algorithm from above. To show that determi-
nacy does not hold, it suffices to guess σ for T and θ for B, such
that Q(D1) = Q(D2) but θx¯ < Q(D1). Verifying the latter is a coNP
problem. Verifying that Q(D1) = Q(D2) is a ΠP2 -problem, as, in order
to show that Q(D1) , Q(D2), one has to guess a valuation for some
Qi ∈ Q that yields a tuple c¯′ over D2, and then has to show that c¯′ is
not returned by Qi over D1. 
3.6 related work
Open- and closed world semantics were first discussed by Reiter in
[74], where he formalized earlier work on negation as failure [17]
from a database point of view. The closed-world assumption corre-
sponds to the assumption that the whole database is complete, while
the open-world assumption corresponds to the assumption that noth-
ing is known about the completeness of the database.
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Abiteboul et al. [2] introduced the notion of certain and possible
answers over incomplete databases. Certain answers are those tuples
that are in the query answer over all possible completions the incom-
plete database, while possible answers are those tuples that are in at
least one such completion. The notions can also be used over partially
complete databases. Then, query completeness can be seen as the fol-
lowing relation between certain and possible answers: A query over a
partially complete database is complete, if the certain and the possible
answers coincide.
Motro [59] introduced the notion of partially incomplete and incor-
rect databases as databases that can both miss facts that hold in the
real world or contain facts that do not hold there. He described partial
completeness in terms of query completeness (QC) statements, which ex-
press that the answer of a query is complete. The query completeness
statements express that to some parts of the database the closed-world
assumption applies, while for the rest of the database, the open-world
assumption applies. He studied how the completeness of a given
query can be deduced from the completeness of other queries. His
solution was based on rewriting queries using views: to infer that a
given query is complete whenever a set of other queries are complete,
he would search for a conjunctive rewriting in terms of the complete
queries. This solution is correct, but not complete, as later results on
query determinacy show: the given query may be complete although
no conjunctive rewriting exists
While Levy et al. could show that rewritability of conjunctive queries
as conjunctive queries is decidable [57], general rewritability of con-
junctive queries by conjunctive queries is still open: An extensive
discussion on that issue was published in 2005 by Segoufin and Vianu
where it is shown that it is possible that conjunctive queries can be
rewritten using other conjunctive queries, but the rewriting is not a
conjunctive query [81]. They also introduced the notion of query deter-
minacy, which for conjunctive queries implies second order rewritabil-
ity. The decidability of query determinacy for conjunctive queries is
an open problem to date.
Halevy [56] suggested local completeness statements, which we, for a
better distinction from the QC statements, call table completeness (TC)
statements, as an alternate formalism for expressing partial complete-
ness of an incomplete database. These statements allow one to express
completeness of parts of relations independent from the completeness
of other parts of the database. The main problem he addressed was
how to derive query completeness from table completeness (TC-QC).
He reduced TC-QC to the problem of queries independent of updates
(QIU) [29]. However, this reduction introduces negation, and thus,
except for trivial cases, generates QIU instances for which no decision
procedures are known. As a consequence, the decidability of TC-QC
remained largely open. Moreover, he demonstrated that by taking
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into account the concrete database instance and exploiting the key
constraints over it, additional queries can be shown to be complete.
Etzioni et al. [30] discussed completeness statements in the context of
planning and presented an algorithm for querying partially complete
data. Doherty et al. [28] generalized this approach and presented a
sound and complete query procedure. Furthermore, they showed that
for a particular class of completeness statements, expressed using semi-
Horn formulas, querying can be done efficiently in PTIME wrt. data
complexity.
Demolombe [25, 26] captured Motro’s definition of completeness in
epistemic logic and showed that in principle this encoding allows for
automated inferences about completeness.
Denecker et al. [27] studied how to compute possible and certain an-
swers over a database instance that is partially complete. They showed
that for first-order TC statements and queries, the data complexity of
TC-QC entailment wrt. a database instance is in coNP and coNP-hard
for some TC statements and queries. Then they focused on approxima-
tions for certain and possible answers and proved that under certain
conditions their approximations are exact.
In the Diplomarbeit (master thesis) of Razniewski [69] it was shown
that TC-TC entailment and query containment are equivalent (Section
3.1), and that TC-QC entailment for queries under bag semantics can
be reduced to query containment (Theorem 3.4 (i)). Also, reasoning
wrt. database instance was discussed, and the combined complexity of
TC-QC reasoning was shown, and Theorem 3.9 was contained there,
although it was erroneously claimed to hold for conjunctive queries,
while so far it is only proven to hold for relational queries. Furthermore,
it was shown that TC-QC reasoning for databases that satisfy finite
domain constraints is ΠP2 -complete.
Fan and Geerts [32] discussed the problem of query completeness
in the presence of master data. In this setting, at least two databases
exist: one master database that contains complete information in its
tables, and other, possibly incomplete periphery databases that must
satisfy certain inclusion constraints wrt. the master data. Then, in the
case that one detects that a query over a periphery database contains
already all tuples that are maximally possible due to the inclusion
constraints, one can conclude that the query is complete. The work is
not comparable because completeness is not deduced from metadata
but from an existing data source, the master data, which gives an upper
bound for the data that other databases can contain.
Abiteboul et al. [3] discussed representation and querying of incom-
plete semistructured data. They showed that the problem of deciding
query completeness from stored complete query answers, which cor-
responds to the QC-QC problem raised in [59] for relational data, can
be solved in PTIME wrt. data complexity.
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Other work about completeness focused on completeness in sensor
networks [11].
3.7 summary
In this chapter we have discussed three main inference problems: The
entailment of table completeness by table completeness (TC-TC en-
tailment), the entailment of query completeness by table complete-
ness (TC-QC entailment) and the entailment of query completeness by
query completeness (QC-QC entailment).
For the first problem of TC-TC entailment, we have shown that it
naturally corresponds to query containment and also has the same
complexity.
For the second problem of TC-QC entailment, we have shown that
for queries under bag semantics, query completeness can be character-
ized by table completeness and thus TC-QC entailment can be reduced
to TC-TC entailment. We have also shown the hardness of TC-QC un-
der bag semantics and that for queries under set semantics without
projections the same holds.
For queries under set semantics, we have shown that for minimal
queries without comparisons, weakest preconditions in terms of TC
statements can be found, thus again allowing to reduce TC-QC to
TC-TC. For other queries, we have given a direct reduction to query
containment, and also shown that the complexities achieved by this re-
duction are tight. Whereas TC-QC under bag and set semantics mostly
have the same complexity, we have shown that for TC statements with-
out comparisons or selfjoins, but queries with both, the problem for
queries under set semantics is harder than under bag semantics.
For the third problem of QC-QC entailment, we have shown its close
correspondence to the problem of query determinacy, and that QC-QC
entailment for queries under bag semantics is decidable.
A surprising insight of this chapter may be that while query con-
tainment for queries under bag semantics is usually harder than for
queries under set semantics, both the TC-QC and also the QC-QC en-
tailment reasoning for queries under bag semantics is easier than for
queries under set semantics.
The existence of weakest preconditions also for queries under set
semantics that contain comparisons remain open. In the following
chapter we discuss several extensions to the core framework by either
extending the formalism or by taking into account the actual database
instance.
We have also discussed two extensions of the core relational model
that can be taken into account in completeness reasoning: Aggregate
queries and instance reasoning.
For aggregate queries, we have shown how the reasoning can be
performed and that for the aggregate functions COUNT and SUM,
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completeness reasoning has the same complexity as for nonaggregate
queries under bag semantics, while for the functions MIN and MAX,
it has the same complexity as for queries under set semantics.
For the instance reasoning, we have shown that TC-QC reasoning
becomes harder, again jumping from NP to ΠP2 , while for QC-QC
entailment, we have shown that the problem becomes decidable.
In the next chapter, we look into another interesting extension,
namely into databases with null values.
4
D ATA B A S E S W I T H N U L L VA L U E S
In this section we extend the previous results for relational queries to
databases that contain null values. As arithmetic comparisons can be
seen as orthogonal to null values, we consider only relational queries
in this chapter.
Null values as used in SQL are ambiguous. They can indicate either
that no attribute value exists or that a value exists, but is unknown.
We study completeness reasoning for the different interpretations. We
show that when allowing both interpretations at the same time, it
becomes necessary to syntactically distinguish between different kinds
of null values. We present an encoding for doing that in standard SQL
databases. With this technique, any SQL DBMS evaluates complete
queries correctly with respect to the different meanings that null values
can carry.
The results in this section have been published at the CIKM 2012
conference [64].
In Section 4.2 we extend the previous formalisms for incomplete
databases and table completeness to databases with null values. Sec-
tion 4.3 presents the reasoning for simple, uniform meanings of null
value. Section 4.4 shows how the different meanings of nulls can be
made explicit in standard SQL databases, while Sections 4.5 shows that
reasoning is possible in that case. Section 4.6 discusses the reasoning
for queries under bag semantics, and in Section 4.7 we summarize the
complexity results and compare them with the results for databases
without null values.
4.1 introduction
Practical SQL databases may contain null values. These null values
are semantically ambiguous, as they may mean that a value is missing,
non existing, or it is unknown which of the two applies. The different
meanings have different implications on completeness reasoning:
Example 4.1. Consider the table result(name,subject,grade), where name
and subject are the key of the table, and the table contains only the
record (John,Pottery,null). Then, if the null value means that no grade
was given to John, the database is not incomplete for a query for all
pottery grades of John. If the null means that the grade is unknown
then the query is incomplete, while if it is unknown which of the two
applies, the query may or may not be incomplete.
Classic work on null values by Codd introduced them for missing
values [19]. In recent work, Franconi and Tessaris [37] have shown that
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the SQL way to evaluate queries over instances with nulls captures
exactly the semantics of attributes that are not applicable.
In this chapter, we show that it is important to disambiguate the
meaning of null values, and will present a practical way to do so.
4.2 framework for databases with null values
In the following, we adapt the notion of incomplete database to allow
null values, and table completeness statements to allow to specify the
completeness only of projections of tables.
A problem with nulls as used in standard SQL databases is their
ambiguity, as those nulls may mean both that an attribute value exists
but is unknown, or that no value applies to that attribute. The estab-
lished models of null values, such as Codd, v-, and c-tables [47], avoid
this ambiguity by concentrating on the aspect of unknown values. In
this work, we consider the ambiguous standard SQL null values [19],
because those are the ones used in practice. Null values mainly have
two meanings:
• an attribute value exists, but is unknown;
• an attribute value does not exist, the attribute is not applicable.
In database theory, unknown values are represented by so-called Codd
nulls, which are essentially existentially quantified first-order variables.
A relation instance with Codd nulls, called a Codd table, represents the
set of all regular instances that can be obtained by instantiating those
variables with non-null values [1].
For a conjunctive query Q over an instance with Codd nulls, say
DCodd, one usually considers certain answer semantics [1]: the result
set Qcert(DCodd) consists of those tuples that are in Q(D′) for every
instantiation D′ of DCodd. The set Qcert(DCodd) can be computed by
evaluating Q over DCodd while treating each occurrence of a null like a
different constant and then dropping tuples with nulls from the result.
Formally, using the notation
Q(D)↓ := {d¯ ∈ Q(D) | d¯ does not contain nulls}, (4.1)
this means Qcert(DCodd) = Q(DCodd)
↓.
The null values supported by SQL (“SQL nulls” in short) have a
different semantics than Codd nulls. Evaluation of first order queries
follows a three-valued semantics with the additional truth value un-
known. For a conjunctive query Q, we say that y is a join variable if y
occurs at least twice in the body of Q and a singleton variable otherwise.
If DSQL contains facts with null values, then under SQL’s semantics the
result of evaluating Q(x¯) over DSQL is
QSQL(DSQL) = {vx¯ | v maps no join variable to nulls}. (4.2)
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To see this, note that a twofold occurrence of a variable y is expressed in
an SQL query by an equality between two attributes, which evaluates
to unknown if a null is involved.
Franconi and Tessaris [37] have shown that the SQL way to evaluate
queries over instances with nulls captures exactly the semantics of
attributes that are not applicable. To make this more precise, suppose
that R is an n-ary relation with attribute set X := {A1, . . . , An}. If each
attribute in an R-tuple can be null, then R can be seen as representing
for each Y ⊆ X a relation RY with attribute set Y. In this perspective,
an instance of R with tuples containing nulls represents a collection of
2n instances of the relations RY, where a tuple d¯ belongs to the instance
RY iff the entries in d¯ for the attributes in Y are not null. In other
words, null values are padding the positions that do not correspond
to attributes of RY.
Example 4.2. Consider the query Q that asks for all classes whose form
teacher is also form teacher of a class with arts as profile, which we
write as
Q(c1):− class(s1, c1, t, p), class(s2, c2, t, ′arts′)
and consider the instance D = {class(HoferSchool, 1a,⊥, ′arts′)}. If we
interpret ⊥ as Codd-null, then (1a) ∈ QCodd(D). If we evaluate Q
under the standard SQL semantics, we have that (1a) < QSQL(D).
Suppose we know that class 1a has a form teacher. Then whoever
the teacher of that class really is, the class has a teacher who teaches
a class with arts as profile and the interpretation of the null value as
Codd-null is correct. If the null however means that the class has no
form teacher, the SQL interpretation is correct.
Note that certain answer semantics and SQL semantics are not com-
parable in that the former admits more joins, while the latter allows
for nulls in the query result. Later on we will show how for complete
queries we can compute certain answers from SQL answers by simply
dropping tuples with nulls.
We will say that a tuple with nulls representing an unknown but
existing value is an incomplete tuple, since this nulls indicate the absence
of existing values. We say that a tuple where nulls represent that no
value exists is a restricted tuple, because only the not-null values in the
tuple are related to each other. When modeling databases with null
values, we will initially not syntactically distinguish between different
kinds of null values and assume that some atoms in an instance contain
the symbol ⊥.
4.2.1 Incomplete Databases with Nulls
In Section 2.4, incomplete databases were modeled as pairs (Di, Da),
where Da is contained in Di. When allowing null values in databases,
we have to modify this definition.
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To formalize that the available database contains less information
than the ideal one we use the concept of fact dominance (not be mixed
with query dominance):
Definition 4.3. Let R(s¯) and R(d¯) be atoms that possibly contain nulls.
Then the fact R(s¯) is dominated by the fact R(d¯), written R(s¯)  R(d¯), if
R(s¯) is the same as R(d¯), except that R(s¯) may have nulls where R(d¯)
does not. An instance D is dominated by an instance D′, written D  D′,
if each fact in D is dominated by some fact in D′.
Example 4.4. Consider the two facts student(John,null, HoferSchool)
and student(John, 3a, HoferSchool). Then the former is dominated by
the latter, because the null value of the first fact is replaced by the
constant ’A’.
By monotonicity of conjunctive queries we can immediately state
the following observation:
Proposition 4.5 (Monotonicity). Let Q be a conjunctive query and D, D′
be database instances with nulls. Suppose that D is dominated by D′. Then
Qcert(D) ⊆ Qcert(D′) and QSQL(D)  QSQL(D′).
Definition 4.6. An incomplete database is a pair of database instances
(Di, Da) such that Da is dominated by Di. Based on the previous
discussion of the possible semantics of null values, we distinguish two
special cases of incomplete databases:
(i) We say that D is an incomplete database with restricted facts if
Da ⊆ Di. Note that in this case the ideal state may contain nulls
and that every fact in the available state must appear in the
same form in the ideal state. Thus, a null in the position of an
attribute means that the attribute is not applicable and nulls are
interpreted the way SQL does.
(ii) The pair (Di, Da) is an incomplete database with incomplete facts
if Di does not contain any nulls and Da is dominated by Di. In
this case, there are no nulls in the ideal state, which means that
all attributes are applicable, while the nulls in the available state
indicate that attribute values are unknown. Therefore, those
nulls have the same semantics as Codd nulls.
Example 4.7. Recall the school database from our running example,
defined in Section 1.2. In Table 4.1 we see an incomplete database
with restricted facts for this scenario. The null values appearing in
the available database mean that no value exists for the corresponding
attributes. The class table shows that no profile has been assigned to
class 2b and that Mary is an external student not belonging to any
class.
In contrast, Table 4.2 shows an incomplete database with incomplete
facts. Here, null values in the available database mean that a value
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Di
class student
school code formTeacher profile name class school
HoferSchool 1a Smith arts John 1a HoferSchool
HoferSchool 2b Rossi ⊥ Mary ⊥ HoferSchool
Paul 2b DaVinci
Da
class student
school code formTeacher profile name class school
HoferSchool 1a Smith arts John 1a HoferSchool
HoferSchool 2b Rossi ⊥ Mary ⊥ HoferSchool
Table 4.1: Incomplete database with restricted facts
exists but is unknown. So, class 1a has a form teacher, but we do not
know who. Class 2b has a profile, but we do not now which. John is
in some class, but we do not know which one.
Observe that in both kinds of incomplete databases, some facts, such
as the one about Paul being a student, can be missing completely.
In practice, null values of both meanings will occur at the same time,
which may lead to difficulties if they cannot be distinguished.
4.2.2 Query Completeness
The result of query evaluation over databases with null values may
vary depending on whether the nulls are interpreted as Codd or as
SQL nulls.
Consider databases with incomplete facts. Then nulls are inter-
preted as Codd nulls and queries are evaluated under certain answer
semantics. While Da may contain nulls, Di does not and Qcert(Di) =
Q(Di).
Definition 4.8. Let Q be a query and D be an IDB with incomplete
facts. Then for ∗ ∈ {s, b}
D |=inc Compl∗(Q) iff Q∗(Di) = Q∗cert(Da) (4.3)
That is, the tuples returned by Q over Di are also returned over Da
if nulls are treated according to certain answer semantics. Conversely,
that every null-free tuple returned over Da is also returned over Di
follows by monotonicity from the fact that Da  Di (Proposition 4.5).
Consider databases with partial facts. Then nulls are interpreted as
SQL nulls and queries are evaluated under SQL semantics.
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Di
class student
school code formTeacher profile name class school
HoferSchool 1a Smith arts John 1a HoferSchool
HoferSchool 2b Rossi science Mary 2b HoferSchool
Paul 2b DaVinci
Da
class student
school code formTeacher profile name class school
HoferSchool 1a Smith arts John ⊥ HoferSchool
HoferSchool 2b Rossi ⊥ Mary 2b HoferSchool
Table 4.2: Incomplete database with incomplete facts
Definition 4.9. Let Q be a query and D be an incomplete database
with partial facts. Then for ∗ ∈ {s, b}
D |=res Compl∗(Q) iff Q∗SQL(Di) = Q∗SQL(Da). (4.4)
Again, the crucial part is that tuples returned by Q over Di are also
returned over Da if nulls are treated according to SQL semantics, while
the converse inclusion holds due to monotonicity.
Example 4.10. The query Qart_students(n):− student(n, c, s),
class(s, c, f , ′arts′) asks for the names of students in classes with arts as
profile. Over Di in Table 4.2 it returns the singleton set {(John)} and
over Da as well. Therefore, Qart_students is complete over that partial
database.
In contrast, Qschools(s):− student(n, c, s) is not complete over this
database, because it returns {(HoferSchool), (DaVinci)} over the ideal
database but only {(HoferSchool), (⊥)} over the available one.
4.2.3 Table Completeness Statements with Projection
Null values may lead to tuples becoming incomplete at certain posi-
tions. Therefore, it can now happen that tables are complete for some
columns while for others they are not complete. To be able to describe
such completeness, we extend table completeness statements to talk
about the completeness of projections of tables.
Definition 4.11 (TC Statements). A table completeness statement, writ-
ten Compl(R(s¯); P; G), consists of three components: (i) a relational
atom R(s¯), (ii) a set of numbers P ⊆ {1, . . . , arity(R)}, and (iii) a condi-
tion G. The numbers in P are interpreted as attribute positions of R.
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For instance, if R is the relation student, then {1, 3} refers to the
attributes name and school.
Definition 4.12 (Satisfaction of TC Statements). Let C = Compl(R(s¯); P; G)
be a TC statement andD = (Di, Da) an incomplete database. An atom
R(u¯) ∈ Di is constrained by C if there is a valuation v such that u¯ = vs¯,
R(vs¯) ∈ Di, and vG ⊆ Di. An atom R(u¯′) ∈ Da is an indicator for R(u¯)
wrt C if u¯[P] = u¯′[P], where u¯[P] is the projection of u¯ onto the positions
in P. We say that C is satisfied by D if for every atom R(u¯) ∈ Di that is
constrained by C there is an indicator R(u¯′) ∈ Da.
Example 4.13. In our school scenario, the TC statement
Compl(student(n, c, s); {1, 3}; class(s, c, f , ′arts′)) (4.5)
states, intuitively, that the available database contains for all students
of classes with arts as profile the name and the class. However, the stu-
dent’s hometown need not be present. Over the ideal database in Exam-
ple 4.7, the fact student(John, 1a, HoferSchool) is constrained by the state-
ment (4.5). Any fact student(John,⊥, HoferSchool), student(John, 1a, HoferSchool)
or student(John, 1a, DaVinci) in Da would be an indicator. In the
database in Table 4.2 the first fact is present, and therefore State-
ment (4.5) is satisfied over it.
As seen in 2.6, the semantics of TC statements can also be expressed
using tuple-generating dependencies. The TGDs are more complex
now, as they contain an existentially quantified variable in place of
each attribute that is projected out:
For instance, Statement (4.5) would have the following TGD associ-
ated:
classi(s, c, f , ′arts′), studenti(n, c, s)→ ∃ c′. studenta(n, c′, s).
To simplify our notation, we assume that the projection positions P
are the first k positions of R and that s¯ has the form (s¯′, s¯′′), where s¯′
has length k and s¯′′ has length arity(R) − k. Then, for a completeness
statement C = Compl(R(s¯); P; G) its corresponding TGD ρC is
Gi, Ri(s¯′, s¯′′)→ ∃ z¯. Ra(s¯′, z¯),
where z¯ is a tuple of distinct fresh variables that has the same length as
s¯′′. Again, for every TC statement C, an incomplete database satisfies
C in the sense defined above if and only if it satisfies the rule ρC in the
classical sense of rule satisfaction.
Note that our definition of when a TC statement is satisfied takes into
account null values. Regarding nulls in Da, we treat nulls like non-null
values and consider their presence sufficient to satisfy an existential
quantification in the head of a TC rule.
Nulls in Di, however, have to be taken into account when evaluating
the body of a rule. Since nulls in the ideal database always represent
the absence of a value, we always interpret the rules that we associated
with TC statements under SQL semantics.
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4.3 reasoning for specific nulls
In this section we discuss reasoning for databases where the meaning
of nulls is unambiguous. In 4.3.1, we assume that nulls always mean
that a value is missing but exists, while in 4.3.2, we assume that nulls
mean that a value is inapplicable. For both cases we give decidable
characterizations of TC-QC entailment. Moreover, we show that evalu-
ation under certain answer and under SQL semantics lead to the same
results for minimal complete queries.
4.3.1 Incomplete Facts
We suppose we are given a set of TC statements C and a conjunctive
query Q, which is to be evaluated under set semantics. We say that C
entails Compls(Q) over IDBs with incomplete facts, written
C |=inc Compls(Q), (4.6)
iff for every such IDBDwe have that
D |= C implies D |=inc Compls(Q).
To decide the entailment of query completeness by table complete-
ness, we extend the TC operator from Definition 3.11, which for every
TC statement C maps an instance D to the least informative instance
TC(D) such that (D, TC(D)) |= C. Let C = Compl(R(s¯′, s¯′′); P; G ) be a
TC statement, where without loss of generality, s¯′ consists of the terms
in the positions P. We define the query QC by the rule
QC(s¯′, ⊥¯):−R(s¯′, s¯′′), G. (4.7)
This means, given an instance D, the query QC returns for every α
satisfying the condition R(s¯′, s¯′′), G, a tuple (αs¯′, ⊥¯) that consists of
the projected part αs¯′ and is padded with nulls (⊥) for the positions
projected out. We then define
TC(D) := {R(d¯) | d¯ ∈ QC(D)} (4.8)
and TC(D) :=
⋃
C∈C TC(D).
Intuitively, for a database instance Di and a TC statement C, the func-
tion TC calculates the minimal information that any available database
Da must contain in order that (Di, Da) together satisfy C. Observe that
every atom in TC(D) is an indicator for some R(u¯) in D wrt C. This is
the case because every fact in TC(D) is created as an indicator for some
fact in D constrained by C. Observe also that in general, TC(D) may
contain more facts than D, because several TC statments may constrain
the same atom and therefore several indicators are produced.
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Example 4.14. Consider the TC statement C defined in Example 4.13
as Compl(student(n, c, s); {1, 3}; class(s, c, f , ′arts′)). The corresponding
query is QC(n,⊥, s):− student(n, c, s), class(s, c, f , ′arts′). For the par-
tial database in Table 4.2, QC(Di) is {(John,⊥, HoferSchool)} and hence
TC(Di) = {student(John,⊥, HoferSchool)}, which is the minimal infor-
mation that any available database must contain to satisfy together
with Di the TC statement C.
Similarly to the properties of TC over databases without nulls, as
stated in Lemma 3.12, the following properties now hold for the func-
tion TC:
Proposition 4.15. Let D be a database instance without nulls and letD0 be
the incomplete database (D, TC(D)). Then
(i) TC(D) is dominated by D,
(ii) D0 is an IDB with incomplete facts, and
(iii) D0 |= C.
Moreover, if D′ is another instance such that (D, D′) is an IDB with incom-
plete facts that satisfies C, then D′ dominates TC(D).
The following characterization of TC-QC-entailment over IDBs with
incomplete facts says that completeness of Q wrt. C can be checked by
evaluating Q over TC(L).
Theorem 4.16. Let Q(x¯):−L be a conjunctive query and C be a set of table
completeness statements. Then
C |=inc Compls(Q) iff x¯ ∈ Qcert(TC(L)).
Proof. “⇒” By Proposition 4.15, (L, TC(L)) is an IDB with incomplete
facts that satisfies C. Thus, by assumption, (L, TC(L)) |=inc Compls(Q),
which implies Qs(L) = Qscert(TC(L)). The identity from L to L is a
satisfying assignment for Q over L, from which it follows that x¯ ∈ Q(L),
and hence x¯ ∈ Qcert(TC(L)).
“⇐” Suppose that x¯ ∈ Qcert(TC(L)). We show thatC |=inc Compls(Q).
Let D = (Di, Da) be an IDB with incomplete facts that satisfies C.
We show that Qs(Di) = Qscert(D
a). Note that we only have to show
Qs(Di) ⊆ Qscert(Da), since the other inclusion holds by monotonicity
(Proposition 4.5). Let d¯ ∈ Qs(Di). We show that d¯ ∈ Qscert(Da).
There is a valuation δ such that δL ⊆ Di and δx¯ = d¯. We will construct
a valuation δ′ such that δ′L ⊆ Da and δ′x¯ = d¯. To define δ′, we specify
how it maps atoms of L to Da.
Let A be an atom in L. Since x¯ ∈ Qcert(TC(L)), there is a homomor-
phism θ from L to TC(L) such that θx¯ = x¯. Let B′ = θA ∈ TC(L).
By construction of TC(L), there is a TC-statement C = Compl(B; P; G)
such that (B, G) ⊆ L and B′ has been constructed as indicator for B wrt
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C. Since δL ⊆ Di, we have (δB, δG) ⊆ Di. Clearly, δB is constrained by
C overD. SinceD |= C, there is an indicator atom B˜ for δB in Da. We
now define δ′A := B˜.
For δ′ to be well-defined, we have to show that δ′ induces a mapping
on the terms of L, that is, (i) if A contains a constant c at position p, then
δ′A contains c at p, (ii) if A1 contains variable y at position p1, and A2
contains y at p2, then δ′A1 and δ′A2 have the same term at position p1
and p2, respectively.
To see this, let c be in A at p, which we denote as c = A[p]. Since θ is
a homomorphism, B′[p] = (θA)[p] = c. By construction of TC(L), we
have a statement C ∈ C such that p ∈ P, the set of projected positions
of C, and B[p] = B′[p]. Moreover, since δ is a homomorphism, we have
that (δB)[p] = B[p]. As B˜ is an indicator for δB wrt C, and p ∈ P, it
follows that B˜[p] = (δB)[p]. In summary, (δ′A)[p] = B˜[p] = A[p].
Next, suppose that A1[p1] = A2[p2] = y. We will show that B˜1[p1] =
B˜2[p2]. Since θ is a homomorphism, it holds that B′1[p1] = B
′
2[p2]. By
construction of TC(L), we have a statement C1 such that p1 ∈ P1, the
set of projected positions of C1, and B1[p1] = B′1[p1]. An analogous
argument holds for B′2, so B1[p1] = B2[p2]. Moreover, since δ is a
homomorphism, we have that (δB1)[p1] = (δB2)[p2]. As B˜1 is an
indicator for δB1 wrt C1, and p1 ∈ P1, it follows that B˜1[p1] = (δB1)[p1]
An analogous statement holds for δB2. Therefore, it also holds that
B˜1[p1] = B˜2[p2]. 
The intuition of this theorem is the following: To check whether
completeness of a query Q is entailed by a set of TC statements C, we
perform a test over a prototypical database: Considering the body of
the query as an ideal database, we test whether the satisfaction of the
TC statements C implies that there is also enough information in any
available database to return the tuple of the distinguished variables
x¯. If that is the case, then also for any other tuple found over an
ideal database, there is enough information in the available database
to compute that tuple again.
Example 4.17. Consider again the query from Example 4.10, which
is Qart_students(n):− student(n, c, s), class(s, c, f , ′arts′). Suppose we are
given TC statements C1 = Compl(class(s, c, f , p); {1, 2, 3, 4}; true) and
C2 = Compl(student(n, c, s); {1, 3}; class(s, c, f , p)), which state that com-
plete facts about all classes are in our database, and that for all stu-
dents from art classes the name and the school attribute are in the
database. When we want to find out whether C1 and C2 imply that
query Qart_students returns a complete answer, we proceed according to
Theorem 4.16 as follows:
(i) We take the body of the query Qart_students as a prototypical test
database: L = {student(n, c, s), class(s, c, f , p)}.
(ii) We apply the functions TC1 and TC2 to L to generate the minimum
information that can be found in any available database if the TC
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statements are satisfied: TC1(L) = {class(s, c, f , p)} and TC2(L) =
{student(n,⊥, s)}.
(iii) We evaluate Qart_students over TC1(L)∪ TC2(L). The result is {(n)}.
The tuple (n) is exactly the distinguished variable of Qart_students. There-
fore, we conclude that C1 and C2 entail query completeness under
certain answer semantics.
We will discuss the complexity of reasoning in detail in Section 4.7.
At this point we already remark that the reasoning is in NP for re-
lational conjunctive queries, since all that needs to be done is query
evaluation, first of the TC rules in order to calculate TC(L), second of Q,
in order to check whether x¯ ∈ Q(TC(L)). Also, for relational conjunc-
tive queries without self-joins the reasoning can be done in polynomial
time.
So far we have assumed that nulls in the available database are
treated as Codd nulls and that queries are evaluated under certain
answer semantics. Existing DBMSs, however, implement the SQL
semantics of nulls, which is more restrictive, as it does not allow for
joins involving nulls, and thus leads to fewer answers. In the following
we will show that SQL semantics gives us the same results as certain
answer semantics for a query Q, if Q is complete and minimal.
In analogy to “|=inc”, we define for an IDB with incomplete facts
D = (Di, Da) the satisfaction of query completeness as follows:
D |=inc,SQL Compls(Q) if and only if Qs(Di) = QsSQL(Da)↓
Moreover, we write C |=inc,SQL Compls(Q) if and only if D |=inc,SQL
Compls(Q) for all IDBs whereD |= C. Intuitively, “|=inc,SQL” is similar
to “|=inc”, with the difference that queries over Da are evaluated as by
an SQL database system.
We show that query completeness for this new semantics can be
checked in a manner analogous to the one for certain answer semantics
in Theorem 4.16. The proof is largely similar.
Lemma 4.18. Let Q(x¯):−L be a conjunctive query and C be a set of table
completeness statements. Then
C |=inc,SQL Compls(Q) iff x¯ ∈ QSQL(TC(L)).
Now, suppose that the conjunctive query Q is minimal (cf. [16]).
Then Q returns a result over TC(L) only if each atom from L has an
indicator in TC(L). The next lemma shows that it does not matter
whether the nulls in TC(L) are interpreted as SQL or as Codd nulls.
Lemma 4.19. Let C be a set of TC statements and Q(x¯):−L be a minimal
conjunctive query. Then
x¯ ∈ QSQL(TC(L)) iff x¯ ∈ Qcert(TC(L)).
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Combining Theorem 4.16 and Lemmas 4.18 and 4.19 we conclude
that for minimal conjunctive queries that are known to be complete, it
does not matter whether one evaluates them under certain answer or
under SQL semantics.
Theorem 4.20. Let D = (Di, Da) be an incomplete database with in-
complete facts, let C be a set of TC statements, and let Q(x¯):−L be a
minimal conjunctive query. If C |=inc Compls(Q) and if D |= C then
Qscert(D
a) = QsSQL(D
a)↓.
Proof. Let Q be a minimal query. If C |=inc Compls(Q), then x¯ ∈
Qcert(TC(L)) by Theorem 4.16 which implies x¯ ∈ QSQL(TC(L)) by
Lemma 4.19, from which we concludeC |=inc,SQL Compls(Q) by Lemma
4.18.
As a consequence, for any IDB D = (Di, Da) such that D |= C we
have Qscert(D
a) = Qs(Di) = QsSQL(D
a)↓. 
It follows that for complete queries we also get a complete query
result when evaluating them over standard SQL databases.
Example 4.21. Consider again the query Qart_students from Example 4.10,
where Qart_students(n):− student(n, c, s), class(s, c, f , ′arts′), and the TC
statements C1 and C2 from Example 4.17 that entailed query complete-
ness over IDBs with incomplete facts. Since Qart_students has no self-joins
it is clearly minimal, and hence over the available database of any IDB
that satisfies C1 and C2 we can evaluate it under set semantics and will
get a complete query result.
4.3.2 Restricted Facts
We now move to IDBs with restricted facts. Recall that in this case a
null in a fact indicates that an attribute is not applicable. Accordingly,
an IDB with restricted facts is a pair (Di, Da) where both the ideal and
the available database may contain nulls, and where the available is a
subset of the ideal database (Da ⊆ Di).
Again, we suppose that we are given a set of TC statements C and
a conjunctive query Q(x¯):−L, which is to be evaluated under set se-
mantics. Similar to the case of incomplete facts, we say that C entails
Compls(Q) over IDBs with restricted facts, written
C |=res Compls(Q), (4.9)
iff for every such IDBDwe have that
D |= C implies D |=res Compls(Q).
We will derive a characterization of (4.9) that can be effectively
checked. We reuse the function TC defined in Equation (4.8), for which
now the following properties hold (see also Proposition 4.15).
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Proposition 4.22. Let D be an instance that may contain nulls and let
D1 = (D∪ TC(D), TC(D)). Then
(i) D1 is an IDB with restricted facts;
(ii) D1 |= C.
Moreover, if D′ is another instance such that (D ∪D′, D′) is an IDB with
restricted facts that satisfies C, then D′ dominates TC(D).
In contrast to databases with incomplete facts, nulls can now appear
in the output of queries over the ideal database, and therefore must
not be ignored in query answers over the available database. Recent
results in [37] imply that for queries over databases with restricted
facts, evaluation according to SQL’s semantics of nulls returns correct
results.
The characterization of completeness entailment is different now
because Q’s body L is no more a prototypical instance for Q to retrieve
an answer x¯. Since the ideal database may now contain nulls, we
must consider the case that variables in L are mapped to ⊥ when Q is
evaluated over Di.
We first present a result for boolean queries, that is, for queries where
the tuple of distinguished variables x¯ is empty, and for linear (or self-
join free) queries, that is, queries where no relation symbol occurs more
than once.
A variable y in a query Q(x¯):−L is a singleton variable, if it appears
only once in L. Recall that only singleton variables can be mapped to
⊥when evaluating Q under SQL semantics. Let L⊥ and x¯⊥ be obtained
from L and x¯, respectively, by replacing all singleton variables with ⊥.
Theorem 4.23. Let Q(x¯):−L be a boolean or linear conjunctive query and
C be a set of table completeness statements. Then
C |=res Compls(Q) iff x¯⊥ ∈ QSQL(TC(L⊥)).
The theorem reduces completeness reasoning in the cases above
to conjunctive query evaluation. We conclude that deciding TC-QC
entailment wrt. databases with restricted facts is in PTIME for linear
and NP-complete for arbitrary boolean conjunctive queries.
For general conjunctive queries, which may have distinguished vari-
ables, evaluating Q over a single test database obtained from L is not
enough. We can show, however, that it is sufficient to consider all cases
where singleton variables in L are either null or not. A null version of L
is a condition obtained from L by replacing some singleton variables
with ⊥. Any valuation v for L that replaces some singleton variables
of L with ⊥ and is the identity otherwise leads to a null version vL of
L.
Theorem 4.24. Let Q(x¯):−L be a conjunctive query. Then the following are
equivalent:
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• C |=res Compls(Q);
• vx¯ ∈ QSQL(TC(vL)), for every null version vL of L.
The theorem says that instead of just one prototypical case, we have
to consider several now, because query evaluation for databases with
nulls is more complicated: while the introduction of nulls makes the
satisfaction of TC statements and the query evaluation more difficult,
it also creates more possibilities to retrieve null as a result (see [35]).
The above characterisation can be checked by a ΠP2 algorithm: in
order to verify that containment does not hold, it suffices to guess one
null version vL and then show that vx¯ is not in Q(TC(vL)), which is an
NP task.
4.3.3 Ambiguous Nulls
So far we have assumed that nulls have one of two possible meanings,
standing for unknown or for non-existing values. In this section we
discuss completeness reasoning in the presence of one syntactic null
value, which can have three possible meanings, the previous two plus
indeterminacy as to which of those two applies. This is the typical
usage of nulls in SQL.
We model IDBs for this case as pairs D = (Di, Da), where both
instances, Di, Da, may contain ⊥ and each tuple in Da is dominated by
a tuple in Di. We assume that queries are evaluated as in SQL, since
we cannot tell which nulls are Codd-nulls and which not. For a query
Q and ∗ ∈ {s, b}we define
D |=ambg Compl∗(Q) iff Q∗SQL(Di) = Q∗SQL(Da). (4.10)
Different from the case where nulls stand for unknown values, we
may not drop nulls in the query result over the available database,
because they might carry information (absence of a value).
We observe that without further restrictions on the IDBs, for many
queries there is no way to conclude query completeness from table
completeness.
Proposition 4.25. There exists an IDBDwith ambiguous nulls and a query
Q, such that D satisfies any set of TC statements but D does not satisfy
Compls(Q).
Proof. Let D be with Di = {student(Mary, 2a, HoferSchool)} and Da =
{student(Mary, 2a, Chester), student(Mary,⊥, HoferSchool)}. Clearly, D
satisfies all possible TC statements, because every fact from the ideal
database is also in the available database. But the query Qclasses(c):− student(n, c, s)
is not complete over D, because Qs(Di) = {(2a)} while Qs(Da) =
{(2a), (⊥)}. 
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Inspecting D in the proof above more closely, we observe that the
two facts in Da are dominated by the same fact in the ideal database.
Knowing that, we can consider the second fact in Da as redundant: it
does not add new information about Mary. This duplicate information
leads to the odd behaviour ofD wrt completeness: while all informa-
tion from the ideal database is also in the available database, Q(Da)
contains an additional fact with a null.
Sometimes, such duplicates occur naturally, e.g., when data from
different sources is integrated. In other scenarios, however, redun-
dancies are unlikely because objects are identified by keys, and only
non-key attributes may be unknown or non-applicable.
In a school database, it can happen that address or birth place of a
student are unknown. In contrast, it is hard to imagine that one may
want to store a fact student(⊥,⊥, HoferSchool), saying that there is a
student with unknown name and class at the HoferSchool.
Keys alone, however, are still not sufficient:
Example 4.26. Suppose we are given an incomplete database with
Di = {student(Mary, 2a, HoferSchool), student(Paul, 2a, HoferSchool)}and
Da = {student(Mary, 2a, HoferSchool), student(Paul,⊥, HoferSchool)}.
Observe that there are no redundant tuples in Da. The TC statement
Compl(student(n, c, s); {2}; true), which says that all classes from the
ideal database are also in the available database, is satisfied over this
IDB. One might believe that over an IDB satisfying this statement the
query Qclasses, defined above, is complete, as it is the case for IDBs with
incomplete facts or with restricted facts. However, query evaluation
returns that Qsclasses(D
i) = {(2a)}while Qsclasses(Da) = {(2a), (⊥)}.
The problem with ambiguous nulls is that while all information
needed for computing a query result may be present in the available
database, it is not clear how to treat a null in the query answer. If
it represents an unknown value, we can discard it because the value
will still be there explicitly. But if it represents that no value exists, it
should also show up in the query result.
Therefore, we conclude that one should disambiguate the meaning
of null values. In the next section we propose how to do this in an SQL
database.
4.4 making null semantics explicit
Nulls in an available database can express three different statements
about a value: absence, presence with the concrete value being un-
known, and indeterminacy which of the two applies. As seen in Sec-
tion 4.3.3, this ambiguity makes reasoning impossible. To explicitly
distinguish between the three meanings of nulls in an SQL database,
we present an approach that adds an auxiliary boolean attribute to
each attribute that possibly has nulls as values.
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Example 4.27. Consider relation student(name, code, school). Imagine a
student John for whom the attribute code is null because John attends
a class, but the information was not entered into the database yet.
Imagine another student Mary for whom code is null because Mary is an
external student and does not attend any class. Imagine a third student
Paul for whom code is null because it is unknown whether or not he
attends a class. We mark the different meanings of nulls by symbols
⊥uk (unknown but existing value), ⊥n/a (not applicable value) and
⊥⊥ (indeterminacy), but remark that in practice, in an SQL database,
all three cases would be expressed using syntactically identical null
values.
We can distinguish them, however, if we add a boolean attribute
hasCode. For John, the value of hasCode would be true, expressing that
the tuple for John has a code value, which happens to be unknown,
indicated by the ⊥ for code. For Mary, code would have the value
false, expressing that the attribute code is not applicable. For Paul, the
hasCode attribute itself would be ⊥, expressing that nothing is known
about the actual value. Table 3 shows a student instance with explicit
types of null, on the left using three nulls, on the right with a single
null and the auxiliary attribute.
In general, for an attribute attrwhere we want to disambiguate null
values, we introduce a boolean attribute hasAttr. We refer to hasAttr
as the sign of attr, because it signals whether a value exists for the
attribute, no value exists, or whether this is unknown.
Note that if hasAttr is false or ⊥, then attr must be ⊥. This can be
enforced by an SQL check constraint.
As seen earlier, in general SQL semantics does not fully capture
the semantics of unknown nulls as it may miss some certain answers.
We will show in Theorem 4.30, that our encoding can be exploited to
compute answer sets for complete queries by joining attributes with
nulls according to SQL semantics and then using the signs to drop
tuples with unknown and indeterminate nulls.
student student
name . . . code name . . . hasCode code
Sara 2a Sara true 2a
John ⊥uk John true ⊥
Mary ⊥n/a Mary false ⊥
Paul ⊥⊥ Paul ⊥ ⊥
Table 4.3: Making the semantics of nulls explicit
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4.5 reasoning for different nulls
In the previous section we showed how to implement a syntactic dis-
tinction of three different meanings of null values in SQL databases. In
this section we discuss how to reason with these three different nulls.
An instance D with the three different kinds of nulls represents an
infinite set of instances D′ that can be obtained from D by (i) replac-
ing all occurrences of ⊥uk with concrete values and (ii) replacing all
occurrences of ⊥⊥ with concrete values or with ⊥n/a.
As usual, the set of certain answers of a query Q over D consists of
the tuples that are returned by Q over all such D′ and is denoted as
Qcert(D).
It is easy to see that a tuple d¯ is in Qcert(D) iff the only nulls in d¯ are
⊥n/a and there exists a valuation v such that (i) d¯ = vx¯, (ii) vL ⊆ D,
(iii) v does not map join variables to ⊥n/a or ⊥⊥, and (iv) no two
occurrences of a join variable are mapped to different occurrences of
⊥uk. Intuitively, this means that we have to treat⊥uk as Codd null and
the other nulls as SQL nulls.
We say that an incomplete database D = (Di, Da) contains partial
facts if (i) the facts in Di may contain the null ⊥n/a, (ii) the facts in Da
may contain all three kinds of nulls, and (iii) each fact R(d¯) ∈ Da is
dominated by a fact R(d¯′) in Di in the sense that for any position p
• if d¯[p] = ⊥n/a, then also d¯′[p] = ⊥n/a,
• if d¯[p] = ⊥uk, then d¯′[p] is a value from the domain dom,
• if d¯[p] = ⊥⊥, then d¯′[p] is ⊥n/a or in dom,
• if d¯[p] = d for a value d ∈ dom, then also d¯′[p] = d.
We then say that a query is complete over a database D = (Di, Da)
with partial facts, if Q(Di) = Qcert(Da), and writeD |=3⊥ Compl(Q).
Satisfaction of TC-statements is not affected by these changes, as Di
contains only nulls ⊥n/a, which indicate restricted facts that can be
treated according to SQL semantics.
Example 4.28. Consider the available database Da that contains the
three facts class(HoferSchool, 1a,⊥uk, ′arts′), class(HoferSchool, 2b,⊥n/a, ′arts′)
and class(HoferSchool, 3c,⊥⊥, ′arts′). Also, consider the query from Ex-
ample 4.2 that asks for all classes whose form teacher is also form
teacher of an arts class, written as Q(c1):− class(s1, c1, t, p1), class(s2, c2, t, ′arts′).
Then similar to before, the only tuple in Qcert(Da) is (1a), because
since the teacher of that class is unknown but existing, it holds in any
complete database that the class 1a has a teacher that also teaches an
arts class (1a again). The tuples 2b and 3c do not show up in the result,
because the former has no form teacher at all (⊥n/a), while the latter
may or may not have a form teacher.
A first result is that TC-QC entailment over IDBs with partial facts
is equivalent to entailment over IDBs with restricted facts:
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Theorem 4.29. Let Q be a conjunctive query andC be a set of TC statements.
Then
C |=3⊥ Compls(Q) iff C |=res Compls(Q).
Proof. “⇒” Trivial, because IDBs with restricted facts are IDBs with
partial facts that contain only the null value ⊥n/a.
“⇐” Assume, C 6|=3⊥ Compls(Q). Then there is an IDB with partial
facts D such that D |= C, but D 6|=3⊥ Compls(Q). We construct an
IDB D0 with restricted facts that also satisfies C, but does not satisfy
Compls(Q). Let Da0 = D
a[⊥uk/⊥n/a,⊥⊥/⊥n/a] be the variant of Da
where ⊥uk and ⊥⊥ are replaced by ⊥n/a, and let Di0 = Di ∪Da0.
The additional facts in Di0 do not lead to violations of TC statements,
since they are dominated by facts in Di, thus, D0 |= C. However,
Q(Da0) ⊆ Q(Da), since changing nulls to ⊥n/a makes query evaluation
more restrictive, and Q(Di) ⊆ Q(Di0) due to monotonicity. Hence,
Q(Da0) $ Q(D
i
0), that is,D0 6|=res Compls(Q). 
Also, we define the query evaluation Q(D)⇓ as Q(D) without all
tuples containing ⊥uk or ⊥⊥.
Similar to a database with incomplete facts only, it holds that query
answering for minimal queries that are complete does not need to
take into account certain answer semantics but can safely evaluate the
query using standard SQL semantics:
Theorem 4.30. Let D = (Di, Da) be an incomplete database with partial
facts, Q be a minimal conjunctive query and C be a set of table completeness
statements. IfC |=3⊥ Compls(Q) andD |= C then Qscert(Da) = QsSQL(Da)⇓.
4.6 queries under bag semantics
Bag semantics is the default semantics of SQL queries, while set se-
mantics is enabled with the DISTINCT keyword. As the next example
shows, for relations without keys reasoning about query completeness
under bag semantics may not be meaningful.
Example 4.31. Consider the incomplete database with incomplete facts
D = (Di, Da), where Di = {student(Mary, 2a, Chester)} and
Da = {student(Mary, 2a, HoferSchool), student(Mary,⊥, HoferSchool)}.
Since it is a priori not possible to distinguish whether the fact con-
taining ⊥ is redundant, the boolean query Q():− student(n, c, s) that
is just counting the number of students is not complete, because the
redundant tuple in the available database leads to a miscount.
As tuples with nulls representing unknown values can introduce
redundancies, we require that keys are declared for IDBs with incom-
plete facts, with one ambiguous null or with partial facts. Only for
incomplete databases with restricted facts keys are not necessary, be-
cause there the available database is always a subset of the ideal one
and hence no redundancies can appear.
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Formally, for a relation R with arity n, a key is a subset of the attribute
positions {1, . . . , n}. Without loss of generality we assume that the
key attributes are the first k(R) attributes, where k is a function from
relations to natural numbers. An instance D satisfies the key of a relation
R, if (i) no nulls appear in the key positions of facts and (ii) no two
facts have the same key values, that is, if for all R(d¯), R(d¯′) ∈ D it holds
that d¯[1..k(R)] = d¯′[1..k(R)] implies d¯ = d¯′, where d¯[1..k(R)] denotes
the restriction of d¯ to the positions 1..k(r).
Table completeness statements that do not talk about all key at-
tributes of a key are not useful for deciding the entailment of query com-
pleteness under bag semantics, because, intuitively, they cannot assure
that the right multiplicity of information is in the available database.
We say that a TC statement Compl(R(x¯); P; G) is key-preserving, if
{1..k(R)} ⊆ P. In the following, we only consider TC statements that
are key-preserving.
We develop a characterization for TC-QC entailment that is similar
to the one for set semantics. However, now we need to ensure that over
a prototypical database not only query answers but also valuations are
preserved, because the same query answer tuple can be produced by
several valuations. So if a valuation is missing, the multiplicity of a
tuple in the result is incorrect. As a consequence, a set of TC statements
may entail completeness of a query Q for set semantics, but not for bag
semantics.
Example 4.32. The relation result(name, subject, grade) stores the lan-
guage courses that students take. Consider the query
Qnr_for_french(n):− result(n, French, g), result(n, s, g′),
which counts for each student that took French, how many courses
he/she attends in total. Under set semantics, Qnr_for_french is complete
if Da contains all facts about French courses, which is expressed by
the TC statement Cfrench =Compl(result(n, French); {1, 2}; true). To test
completeness for set semantics, we apply TC to the query body L, which
results in TC(L) = {result(n, French,⊥)}, since the first body atom is
not constrained by Cfrench. Evaluating Qnr_for_french over TC(L) returns
(n), which shows set completeness.
But this does not entail that Qnr_for_french is complete under bag se-
mantics. The IDB (L, TC(L) is a counterexample: it satisfies C and we
can evaluate Qnr_ f or_ f rench over L two times, while over TC(L) just once.
If Paul takes French and Spanish according to Di, it is clearly not suffi-
cient to only have the fact about French in Da when we want to count
how many courses Paul takes.
We therefore modify the test criterion in Theorem 4.23 in two ways.
For a query Q(x¯):−L, the tuple w¯ of crucial variables consists of the
variables that are in x¯ or occur in key positions in L. For any two
valuations α and β that satisfy L over a database D, we have that α and
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β are identical if they agree on w¯. Thus, the crucial variables determine
both, the answers of Q and the multiplicities with which they occur.
We associate to Q the query Q¯(w¯):−L that has the same body as Q, but
outputs all crucial variables. Consequently, Q is complete under set
semantics if and only if Q¯ is complete under set semantics. The first
modification of the criterion will consist in testing Q¯ instead of Q.
A direct implication of the first modification is that we need not
consider several null versions vL of L as in Theorem 4.24. The reason
for doing so was that a null ⊥ = αx in the output of Q over vL could
have its origin in an atom vA in vL such that x does not occur in A, but
another variable, say y is instantiated to ⊥. Now, the query Q¯ passes
the test for set completeness only if an atom in L is mapped to an atom
with the same key values. Thus, a variable x cannot be bound to a null
⊥ = γy. Hence it suffices to consider just the one version L⊥ where all
singleton variables are mapped to null. By the same mapping, w¯⊥ is
obtained from w¯.
The second modification is due to the possibility that several TC
statements constrain one fact in Di and thus TC generates several indi-
cators. Since we assumed TC statements to be key-preserving, these
indicators all agree on their key positions. However, in some non-key
position one indicator may have a null while another one has a non-
null value. So, TC(L⊥) may not satisfy the keys. This can be repaired
by “chasing” TC(L⊥) (cf. [1]).
The function chase takes a database D with nulls as input and merges
any two R-facts A′, A′′ that have the same key values into one R-fact A
as follows: the value of A at position p, denoted A[p] is A′[p] if A′[p] , ⊥
and is A′′[p] otherwise. Clearly, if C is key-preserving and D satisfies
the keys, then chase(TC(D)) also satisfies the keys. Intuitively, chase
condenses information by applying the key constraints. Obviously,
chase runs in polynomial time.
Example 4.33. Let name be the key of the relation student.
Consider the database instance D = {student(Mary, 2a, HoferSchool)},
and consider the set C = {C1, C2} of key-preserving TC statements
where C1 = Compl(student(n, c, s); {1, 2}; true) and C2 =
Compl(student(n, c, s); {1, 3}; true). Without taking into account
the key, the instance TC(D) is {student(Mary, 2a,⊥),
student(Mary,⊥, HoferSchool)}. The chase function unifies the two facts,
therefore, chase(TC(D)) = {student(Mary, 2a, HoferSchool)}.
We now are ready for our characterization of completeness entail-
ment under bag semantics, which is similar, but slightly more compli-
cated than the one in Theorem 4.23.
Theorem 4.34. Let Q(x¯):−L be a conjunctive query and C be a set of key-
preserving TC statements. Then
C |=3⊥ Complb(Q) iff w¯⊥ ∈ Q¯(chase(TC(L⊥))).
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Since the criterion holds for incomplete databases with three differ-
ent nulls, it holds also for the special cases where only one type of null
values is present (restricted or incomplete facts).
Notably, it also holds for incomplete databases with one ambiguous
null, because when keys are present and TC statements guarantee that
all mappings are preserved, no additional nulls can show up in the
query result.
4.7 complexity of reasoning
We now discuss the complexity of inferring query completeness from
table completeness. We define TC-QC? as the problem of deciding
whether under ?-semantic for all incomplete databases D it holds
that D |= C implies that D |= Compl(Q), where both the query and
the TC statements are formulated using relational conjunctive queries
(that is, queries without comparisons). We will find that for all cases
considered in the paper, the complexity of reasoning is between NP
and ΠP2 :
Theorem 4.35 (Complexity Bounds).
• TC-QCsinc is NP-complete;
• TC-QCsres is NP-hard and in ΠP2 ;
• TC-QCs3⊥ is NP-hard and in ΠP2 ;
• TC-QCb3⊥ is NP-complete.
Proof. NP-hardness in all four cases can be shown by a reduction of
containment of Boolean conjunctive queries, which is known to be
NP-complete [16]. We sketch the reduction for (1)–(3), the one for (4)
being similar. Suppose we want to check whether Q():−L is contained
in Q′():−L′. Let P be a new unary relation. Consider the query
Q0():−P(a), L and the TC statement C0 = Compl(P(a); {1}; L′). Let C
consist of C0 and the statement that R is complete for every relation
R in L. Then it follows from Theorems 4.16, 4.23 and 4.29 that C |=∗
Compls(Q), where ∗ ∈ {inc, res, 3⊥}, if and only if P(a) ∈ TC(L), P(a) ∈
TC(L⊥), and P(a) ∈ TC(L⊥), respectively. The latter three conditions
hold iff P(a) = TC0(P(a), L), which holds iff Q is contained in Q
′.
Problem 1 is in NP, because according to Theorem 4.16 to show
that the entailment holds, it suffices to construct TC(L) by guessing
valuations that satisfy sufficiently many TC statements in C over L,
and to guess a valuation that satisfies Q over TC(L) such that the tuple
x¯ is returned.
Problem 2 is in ΠP2 , because according to the characterization in
Theorem 4.24, to show that entailment does not hold, it suffices to
guess one null version γL of the body of Q and show that γx¯ is not in
Q(chase(TC(γL))), which is an NP task.
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Problem 3 is in ΠP2 for the same reason.
Problem 4 is in NP, because we do not consider different nullversions
of L but only one. The remaining argument is the same as for Problem
1, since one needs to show that x¯⊥ is in TC(L⊥), which is an NP task. 
Reasoning becomes easier for the special cases of linear queries, that
is, queries, in which no relation symbol occurs more than once and
boolean queries, that is, queries without output variables.
Theorem 4.36 (Special Cases). Let ∗ ∈ {inc, res, 3⊥}. Then
(i) TC-QCs∗ and TC-QCb∗ are in PTIME for linear queries;
(ii) TC-QCs∗ is NP-complete for boolean queries.
Proof. Regarding Claim (i), the most critical case is ∗ = res. For linear
queries under bag semantics, observe that the criterion in Theorem 4.34
can be checked in polynomial time. First, there is only one choice to
map an atom in a query QC to an atom in L⊥ (the one with the same
relation). Second, chase(TC(L⊥)) can be computed in polynomial time.
Lastly, the evaluation of Q¯ over the chase result is in PTIME, because
an atom in Q¯ can be mapped in only one way. Note that for linear
queries under set semantics, we only need to consider one null version
L⊥ because a binding for an output term can only come from one
position.
The lower bounds of Claim (ii) follow from Theorem 4.35, the upper
bounds from Theorem 4.35 for inc, and from Theorems 4.23 and 4.29
for res and 3⊥, since evaluation of conjunctive queries is in NP. 
In Table 4.4 we summarize our complexity results for TC-QC entail-
ment over databases with nulls and compare them with the results
for databases without nulls. Notably, if we have keys then under bag
semantics the complexity does not increase with respect to databases
without null values, while for the containment problem for bag seman-
tics not even decidability is known [48].
For queries under set semantics, it remains open whether the com-
plexity of reasoning increases from NP to ΠP2 for databases with re-
stricted facts and with 3 null values.
4.8 related work
Since the introduction of null values in relational databases [19], there
has been a long debate about their semantics and the correct imple-
mentation. In particular, the implementation of nulls in SQL has led to
wide criticism and numerous proposals for improvement (for a survey,
see [85]). Much work has been done on the querying of incomplete
databases with missing but existing values [75, 2], while only recently,
Franconi and Tessaris showed that SQL correctly implements null val-
ues that stand for inapplicable attributes [37]. It was observed early on
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Query semantics
Incomplete
database class
set semantics bag semantics
& databases
with keys
no nulls NP-complete NP-complete
incomplete
facts
NP-complete NP-complete
restricted facts NP-hard, in ΠP2 NP-complete
partial facts NP-hard, in ΠP2 NP-complete
Table 4.4: Complexity of TC-QC entailment
that different syntactic null values in databases would allow to capture
more information [20], but these ideas did not reach application.
Fan and Geerts discussed incomplete data also in the form of miss-
ing, but existing values [33], which they represented by c-tables [47].
However, their work is not directly comparable, because they work
in the setting of master data, where completeness follows from corre-
spondence with a complete master data source.
4.9 summary
In this chapter we have extended the previous model by allowing
incompleteness in the form of null values. We have shown that the
ambiguity of null values as used in SQL is problematic, and that it is
necessary to syntactically differentiate between the different meanings.
We characterized completeness reasoning for null values that stand
for missing values, for nonapplicable values, and reasoning in the case
that both are present.
While SQL’s query evaluation is generally not correct for nulls that
represent missing values, we showed that for a minimal complete
query correct query answers can be calculated from the SQL query
result by dropping tuples with unknown and indeterminate nulls.
In the next chapter, we will discuss reasoning for geographic databases.

5
G E O G R A P H I C A L D ATA
Volunteered geographical information systems are gaining popularity.
The most established one is OpenStreetMap (OSM), but also classical
commercial map services such as Google Maps now allow users to
take part in the content creation.
Assessing the quality of spatial information is essential for making
informed decisions based on the data, and particularly challenging
when the data is provided in a decentralized, crowd-based manner.
In this chapter, we show how information about the completeness of
features in certain regions can be used to annotate query answers with
completeness information. We provide a characterization of the neces-
sary reasoning and show that when taking into account the available
database, more completeness can be derived. OSM already contains
some completeness statements, which are originally intended for coor-
dination among the editors of the map. A contribution of this chapter
is therefore to show that these statements are not only useful for the
producers of the data but also for the consumers.
Preliminary versions of the results up to Proposition 5.7 have been
published at the BNCOD 2013 conference [73].
5.1 introduction
Storage and querying of geographic information poses additional re-
quirements that motivated the development of dedicated architectures
and algorithms for spatial data management. Recently, due to the
increased availability of GPS devices, volunteered geographical infor-
mation systems have quickly evolved, with OpenStreetMap (OSM)
being the most prominent one. Ongoing open public data initiatives
that allow to integrate government data also contribute. The level of
detail of OpenStreetMap is generally significantly higher than that of
commercial solutions such as Google Maps or Bing Maps, while its
accuracy and completeness are comparable.
OpenStreetMap allows to collect information about the world in
remarkable detail. This, together with the fact that the data is collected
in a voluntary, possibly not systematic manner, brings up the question
of the completeness of the OSM data. When using OSM, it is desirable
also to get metadata about the completeness of the presented data, in
order to properly understand its usefulness.
Assessing completeness by comparison with other data is only pos-
sible, if a more reliable data source for comparison exists, which is
generally not the case. Therefore, completeness can best be assessed
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by metadata about the completeness of the data, that is produced in
parallel to the base data, and that can be compiled and shown to users.
When providing geographical data it is quite common to also provide
metadata, e.g., using standards such as the FGDC metadata standard1
show. However, little is known about how query answers can be
annotated with completeness information.
As an example, consider that a tourist wants to find hotels in some
town that are no further than 500 meters away from a park. Assume,
that, as shown in Figure 5.1, the data about hotels and parks is only
complete in parts of the map. Then, the query answer is only complete
in the intersection of the areas where hotels are complete and a zone
500 meters inside the area where spas are complete (green in the figure),
because outside, either hotels or spas within 500 meters from a hotel
could be missing from the database, thus leading to missing query
results.
Our contribution in this chapter is a methodology for reasoning
about the completeness queries over spatial data. In particular, we
show that metadata can allow elaborate conclusions about query com-
pleteness, when one takes into account the data actually stored in the
database. We also show that metadata about completeness is already
present to a limited extent for OSM, and discuss practical challenges
regarding acquisition and usage of completeness metadata in the OSM
project.
The structure of this chapter is as follows: In Section 5.2, we present
a sample scenario, in Section 5.3 we discuss spatial database sys-
tems, online map services, geographical data completeness and Open-
StreetMap. In Section 5.4, we give formalizations for expressing com-
pleteness over spatial databases. In Section 5.5, we present results
for reasoning, and discuss practical aspects in Section 5.6. Section 5.7
contains related work. Preliminary versions of some of the results
contained in this chapter have been published at the BNCOD 2013
conference [73].
5.2 motivating scenario : openstreetmap
OpenStreetMap is a popular volunteered geographical information
system that allows access to its base data to anyone. To coordinate
their efforts, the creators (usually called Mappers) of the data use
a Wiki to record the completeness of features in different areas. This
information then allows to assess the completeness of complex queries
over the data.
As a particular use case, consider that a user Mary is planning vaca-
tions in Abingdon, UK. Assume Mary is interested in finding a 3-star
hotel that is near a public park. Using the Overpass API, she could
1 http://www.fgdc.gov/metadata/geospatial-metadata-standards
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Figure 5.1: Spatial query completeness analysis example. Assumed that ho-
tels are complete within the brown rectangle, and parks within
the blue rectangle, a query for hotels that have a park within 500
meters distance will definitely return all answers that are located
within the green rectangle.
formulate in XML the following query and execute it online over the
OSM database2:
<query type="node">
<has-kv k="tourism" v="hotel"/>
<has-kv k="stars" v="3"/>
<bbox-query e="7.25" n="50.8" s="50.7" w="7.1"/>
</query>
<query type="node">
<around radius="500"/>
<has-kv k="leisure" v="park"/>
<bbox-query e="7.25" n="50.8" s="50.7" w="7.1"/>
</query>
<print/> 
The query could return as answer the hotels Moonshine Star, British
Rest and Holiday Inn, which in XML would be returned as follows:
<?xml version="1.0" encoding="UTF-8"?>
<osm version="0.6" generator="Overpass API">
<meta osm_base="2014-03-05T17:47:02Z"/>
<node id="446099398" lat="48.9995855" lon="9.1475664">
<tag k="tourism" v="hotel"/>
<tag k="name" v="Moonshine Star"/>
<tag k="stars" v="3"/>
<tag k="restaurant" v="yes"/>
</node>
<node id="459972551" lat="48.9997612" lon="9.1483558">
<tag k="amenity" v="hotel"/>
<tag k="name" v="British Rest"/>
<tag k="stars" v="3"/>
<tag k="restaurant" v="yes"/>
</node>
<node id="459972551" lat="48.9997412" lon="9.1483658">
<tag k="amenity" v="hotel"/>
2 http://overpass-turbo.eu/
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<tag k="name" v="Holiday Inn"/>
<tag k="stars" v="3"/>
</node>
</osm> 
Before taking further steps in decision making, Mary is interested to
know whether this answer is trustworthy: Are these really all hotels in
Abingdon near a park? She therefore looks into the OSM Wiki page of
Abingdon and finds the completeness statements as shown in Figure
5.2.
She also finds a legend for this table as shown in Figure 5.4 and
a partitioning of Abingdon in districts as shown in Figure 5.3. To
conclude in which parts of Abingdon the query is complete, she has to
watch for two things: First, she has to watch for those districts in which
hotels (pictogram: fork/knife) and parks (pictogram: trees/river) are
complete. But that is not all: She also has to watch for those areas where
parks are complete, but no parks are present in Abingdon. Because
those areas do not matter for the query result at all, independent of
whether they actually host hotels or not.
As another use case, consider emergency planning, where the plan-
ners are interested to find all schools that are are within a certain radius
of a nuclear power plant. Querying the database again, he might miss
some information. Therefore, to assess in which areas the query an-
swer is complete, he not only has to watch for areas where schools and
power plants are complete, but also for areas where power plants are
complete and no power plants are present.
5.3 background
In the following, we introduce spatial database systems and online
map services, the problem of geographical data completeness and
OpenStreetMap.
Figure 5.2: Extract from the OpenStreetMap-Wiki page for Abingdon. Source:
http://wiki.openstreetmap.org/wiki/Abingdon
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Figure 5.3: Partition of Abingdon made on the OSM wiki page. Source:
http://wiki.openstreetmap.org/wiki/Abingdon
Figure 5.4: Legend for completeness statements as shown
on the OpenStreetMap wiki page. Source:
http://wiki.openstreetmap.org/wiki/Template:En:Map_status
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5.3.1 Spatial Databases Systems and Online Map Services
To facilitate storage and retrieval, geographic data is usually stored
in spatial databases. According to [40], spatial databases have three
distinctive features. First, they are database systems, thus classical
relational/tree-shaped data can be stored in them and retrieved via
standard database query languages. Second, they offer spatial data
types, which are essential to describe spatial objects. Third, they effi-
ciently support spatial data types via spatial indexes and spatial joins.
Online map services usually provide graphical access to spatial
databases and provide services for routing and address finding. There
are several online map services available, some of the most popular
ones being Google Maps, Bing Maps, MapQuest and OpenStreetMap.
With the exception of OSM, the data underlying those services is not
freely accessible. The most common uses of those services are routing
(“Best path from A to B?”), address retrieval (“Where is 2nd street?”)
and business retrieval (“Hotels in Miami”). While the query capabil-
ities of most online map services are currently still limited (one can
usually only search for strings and select categories), spatial databases
generally allow much more complex queries.
Example 5.1. Tourists could be interested in finding those hotels that
are less than 500 meters from a spa and 1 kilometer from the city center.
Real estate agents could be interested in properties that are larger than
1000 square meters and not more than 5 kilometers from the next town
with a school and a supermarket. Evacuation planners might want to
know which public facilities (schools, retirement homes, kindergartens,
etc.) are within a certain range around a chemical industry complex.
5.3.2 Geographical Data Completeness
Geographical data quality is important, as for instance recent media
coverage on Apple misguiding drivers into remote Australian desert
areas shows.3 Since long there has been work on geographical data
quality, however it was mostly focusing on precision and accuracy
[82], which are fairly uniform among different features. Completeness
in contrast, is highly dependent on the type of feature. If metadata
about completeness is present, it is attractive to visualize it on maps
[87]. Completeness is especially a challenge when (1) databases are
to capture continuously the current state (as opposed to a database
that stores a map for a fixed date) because new features can appear, (2)
databases are built up incrementally and are accessible during build-
up (as it is the case for OSM) and (3) the level of detail that can be stored
in the database is high (as it is easier to be complete for all highways
in a state than for all post boxes).
3 http://www.dailymail.co.uk/sciencetech/article-2245773/Drivers-stranded-Aussie-
desert-Apple-glitch-Australian-police-warn-Apple-maps-kill.html
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There have been several attempts on assessing the completeness of
OpenStreetMap based on comparison with other data sources. In this
chapter, we take a different approach based on completeness metadata.
5.3.3 OpenStreetMap
OpenStreetMap (OSM) is a free, open, collaboratively edited map
project. Its organization is similar to that of Wikipedia. Its aim is
to create a map of the world. The map consists of features, where
basic features are either points, polygons or groups, and each feature
has a primary category, such as highway, amenity or similar. Then,
each feature can have an unrestricted set of key-value pairs. Though
there are no formal constraints on the key-value pairs, there are agreed
standards for each primary feature category.4
There have been some assessments of the completeness of OSM
based on comparison with other data sources, which showed that the
road map completeness is generally good [42, 41, 58]. Assessment
based on comparison is however a method that is very limited in
general, as it relies on a data source which captures some aspects
equally good as OSM. Especially since due to the open key-value
scheme, the level of detail of OSM is not limited, comparison is not
possible for many aspects. Examples of the deep level of detail are the
kind of trash that trash bins accept or the opening hours of shops or
the kind of fuel used in public fire pits 5 (these attributes are all agreed
as useful by the OSM community).
While the most common usage of OSM is as online map service,
it also provides advanced querying capabilities, for instance via the
Overpass API web interface.6 Also, the OSM data, which is natively
in XML, can be downloaded, converted and loaded into classical SQL
databases with geographical extensions.
5.4 formalization
In the following, we formalize spatial databases, queries with the spa-
tial distance function, incompleteness in databases, completeness state-
ments for spatial databases and completeness areas for spatial queries.
5.4.1 Spatial Databases
While OSM uses an extendable data format based on key-value pairs,
and stores its data natively in XML, this data can easily be trans-
ferred into relational data, thus, in the following, we adopt a relational
database view in the following.
4 http://wiki.openstreetmap.org/wiki/Map_features
5 http://wiki.openstreetmap.org/wiki/Tag:amenity%3Dbbq
6 http://overpass-turbo.eu
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Similarly to classical relational databases, spatial databases consist
of sets of facts, here called features, which are formulated using a fixed
vocabulary, the database schema. In difference to classical relational
databases (see Sec. 2.2), in a spatial database, each feature has one
location attribute. For simplicity, we assume that these locations are
only points.
We assume a fixed set of feature names Σ, where each feature name
F has a set of arbitrary attributes and one location attribute. Then, a
spatial database is a finite set of facts over Σ that may contain null values.
Null values correspond to key/value pairs that are not set for a given
feature.
Example 5.2. Consider the three Moonshine Star, British Rest and
Holiday Inn from above. Furthermore, assume that there are also 2
parks in the database. Then, in a geographical database DAbgd, this
information would be stored as follows:
Hotel Park
name stars rstnt location name size location
Moonshine Star 3 yes 48.55:9.64 Central Park med 48.20:9.57
British Rest 3 yes 48.12:9.58 King’s Garden small 48.49:9.61
Holiday Inn 3 no 48.41:9.37
Represented on a map, this information could look as in Figure 5.5.
Spatial query languages allow the use of spatial functions. As we
assume that all spatial objects are points, only the spatial relation
dist(l1, l2), which describes the distance between locations l1 and l2
is meaningful.
A simple spatial query is written as Q(d¯, l):−R(d¯, l), where R is a
relation, the terms d¯ are either constants or variables and l is the location
attribute of R.
Figure 5.5: Visualization of the database DAbgd from Example 5.2.
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Over spatial databases, it is especially interesting to retrieve features
for which there exist other features (not) within a certain proximity.
To express such queries, we introduce the class of so called distance
queries, on which we will focus in the remainder of this chapter:
Intuitively, a distance query asks for a feature for which certain other
features exist within a certain radius. Its shape resembles that of a star,
because the joins between atoms in the query appear only between the
first atom and other atoms. Formally, a distance query with n atoms is
written as follows:
Q(d¯1, l1):−R1(d¯1, l1), R2(d¯2, l2), dist(l1, l2) < c2, (5.1)
R3(d¯3, l3), dist(l1, l3) < c3,
. . .
Rn(d¯n, ln), dist(l1, ln) < cn
where li is the geometry attribute of the feature Ri, and the ci are
constants. Later, we will also discuss negated atoms. Note that using
the relations ′ ,′ and ′ =′ together with dist does not make sense
for a nearly continuous-valued attribute such as location, and that the
expression ′dist > c′ not make sense, because in order to evaluate such
a query, one would need to scan the features in the whole world.
Example 5.3. Consider again Mary’s query that asked for 3-star hotels
with a park within 500 meters distance. As a distance query, it would
be written as follows:
QniceHotels(n, s, r, lhotel):− hotel(n, s, r, lhotel), park(n′, s′, lpark), dist(lhotel, lpark) < 500m
A query that additionally also asks for pubs within a kilometer and
a train station within 1 kilometer would be written as follows:
QnicerHotel(n, s, r, lhotel):− hotel(n, s, r, lhotel), park(n′, s′, lpark), dist(lhotel, lpark) < 500mm
pub(n′′, lpub), dist(lhotel, lpub < 1km
station(n′′′, lstation), dist(lhotel, lstation) < 1km
Figure 5.6: Distance query.
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5.4.2 Completeness Formalisms
In the following, we formalize incomplete databases as in Section 2.4,
extend table completeness statements to feature completeness state-
ments for spatial databases, and show that for queries now their query
completeness area becomes relevant.
incomplete databases Online spatial databases that try to cap-
ture the world can hardly contain all features of the world. As before,
we model such incomplete databases as pairs of an ideal database Di,
which describes the information that holds according to the real world,
and an available database Da, which contains the information that is
actually stored in the database. Again we assume that the stored infor-
mation Da is a subset of the information that holds in the real world
Di.
Example 5.4. Consider that the available database is DAbgd as shown
in Figure 5.5. It might be that in reality, there exists another park,
the Hyde Park, and another hotel the Best Marigold. Thus the ideal
database would also contain those two facts, and, represented on a
map, would look as shown in Figure 5.7.
feature completeness statements Adapting the well-known
table completeness statements (see Section 2.6), feature completeness
statements can be used to express that certain features are complete in
a certain area.
Formally, a feature completeness statement consists of a feature name R,
a set of selections M on the attributes a¯ of the relation R and an area A.
We write such a statement F as Compl(R, M, A). It has a corresponding
simple query, which is defined as QF(a¯, l):−R(a¯, l), M. An incomplete
database (Di, Da) satisfies the statement, if QF(Di) ⊆ Da.
Figure 5.7: Map representation of the ideal database of Example 5.4.
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Example 5.5. Consider a feature completeness statement chotel express-
ing that hotels are complete in the area A1, and a statement cpark express-
ing that parks are complete in the area A2, where A1 and A2 overlap as
shown in Figure 5.8, as follows:
chotel = Compl(hotel(n, s, r, l); ∅; A1)
cpark = Compl(park(n, s, l); ∅; A2)
Observe also that each green icon in Figure 5.2 actually is a complete-
ness statement. For example, the first green icon says that all roads are
complete in the center of Abingdon.
query completeness area When querying an available database,
one is interested in getting all features that satisfy the query wrt. the
ideal world. If data is missing in the available database, then this
cannot be guaranteed everywhere. For example, when pubs are not
complete for north district then a query for all Irish pubs may be
complete in the center but not in the north district.
Given a set of feature completeness statements F , an available
database D and a query Q, the query completeness area of Q is the
set S of all points such that it holds that for any ideal database Di with
(Di, D) satisfying F it holds that Q(Di) = Q(D).
Reasoning Problem
Input: Set of feature completeness statements F ,
Database D, query Q
Output: Completeness area of Q
It is clear that the completeness area depends on the completeness
statements. We remind that also the database D has a crucial influence.
As discussed in the motivating example, areas where a constraining
feature is not present, but complete according to the completeness
statements, also belong to the completeness area.
Figure 5.8: Areas A1 and A2 for the completeness statements chotel and cpark
from Example 5.5.
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Example 5.6. Consider the completeness statement chotel and cpark from
above, the database instance DAbgd from Example 5.5, and consider
Mary’s query QniceHotels from Example TODO. Then the completeness
area for this query would be the green area shown in Figure 5.9. The
upper left area is complete, because due to chotel, hotels are complete
there, and the only hotels in that area in DAbgd are the Moonshine Star
and the British Rest, where the one is an answer and for the other it
is not known. The green area on the lower right is complete, because
parks are complete in the surrounding, but there are no parks nearby,
so there cannot be any hotels that are answers to the query.
5.5 completeness assessment
In the following, we show how the completeness area of a query can
be computed. We start with simple queries and then show how the
computation for distance queries can be reduced to the one of simple
queries. Lastly, we discuss the complexity of completeness assessment.
5.5.1 Assessment for Simple Queries
Simple queries are queries that do not contain any joins, but only
select features with certain attribute values. We will use them as
building blocks for the more complex distance queries. For finding the
completeness area of a simple query, one only needs to take the union
of the areas of all completeness statements that capture the queried
features:
Proposition 5.7. Let F be a set of FC statements and Q(d¯, l):−R(d¯, l) be
a simple query. Then CA, the completeness area of Q wrt F is computed as
follows:
CA =
⋃{
Ai
∣∣∣ Q ⊆ QFi ∧ Fi ∈ F }.
The containment checks needed to compute CA are straightforward:
In each containment, we have to check whether the selection by Q is
the same or more specific than the selection by QF, which is a pairwise
comparison for each attribute. Thus, for a fixed database schema,
the completeness check is linear in the size of the set F of feature
completeness statements.
Example 5.8. Remember the completeness statement chotel from Exam-
ple 5.5, which asserted completeness for hotels in an area A1. Consider
furthermore a simple query Qsimple(n, 3, r, l):− hotel(n, 3, r, l) that asks
for all hotels with 3 stars. Clearly, the completeness area for Qsimple
will contain A1, because Qsimple is contained in the query Qchotel that
asks for all hotels regardless of their number of stars.
In the following, we use the completeness of simple queries as build-
ing block for reasoning about the completeness of distance queries.
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Figure 5.9: Completeness area for the query QniceHotels based on the complete-
ness statement chotel and cpark and the database DAbgd as discussed
in Example 5.6.
Symbol Meaning
Q Query
F Set of feature completeness statements
Da Available database instance
CA completeness area of a query
OR out of range area
COOR complete and out of range area
certQ,F ,Da certain answers to Q wrt. F and Da
possQ,F ,Da possible answers to Qwrt. F and Da
impossQ,F ,Da impossible answers to Qwrt. F and Da
notinsF,c,Da area where no F-feature is within distance c
complinsF,c,Da area where F-features are complete within
distance c
Table 5.1: Notation table
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5.5.2 Assessment for Distance Queries
For distance queries, we have to take into account the completeness
area of each literal. In general, for a point to be in the completeness
area, the point has to be in the completeness areas for all the simple
queries that constitute the distance query. Furthermore, in specific
cases when looking at the database instance, completeness can also be
concluded even when only some features are complete.
As shown in [73], for an arbitrary distance query Q as in Equation
(5.1), one can introduce a simple query QLi for each literal Li in Q,
defined as
QLi(gi):−Ri(d¯i)
for i = 1, . . . , n, which we call a component query of Q.
The function shrink(A, d) that shrinks an area A by a distance d is
defined as one would expect as the set of all points within A that
are at least d apart from the border of A. Then, when neglecting the
actual state of the database, the completeness area of a distance query
is defined as follows:
Proposition 5.9 (Schema-level completeness area). Let F be a set of
FC statements, Q:−L1, . . . , Ln be a distance query and QL1 , . . . , QLn the
component queries of Q. Then for any database Da the completeness area CA
of Q wrt. F satisfies
CA = CAL1 ∩ shrink(CAL2 , c2)∩ . . .∩ shrink(CALn , cn),
As seen before in Lemma 5.7, the computation of the completeness
areas CAL1 to CALn for the component queries is straightforward.
As Example 5.6 showed, wrt. a known available database, the com-
pleteness area may however be larger, as it also includes those areas
where a queried feature is too far away and also complete, so that the
query becomes unsatisfiable in that area.
Before proceeding to the characterization, additional terminology is
needed.
With complinsL,c we denote the set of all points for which it holds
that the literal L is complete within the distance c. This area can be
computed as
complinsL,c = shrink(CAL, c)
The area notinsL,c denotes the set of all points p for which it holds that
no feature satisfying L is within the distance c of p. This are can be
computed as
notinsL,c = ¬(
⋃
f∈Q(l):−L
buffer( f , c))
Using these two areas, we define the area COORL,c, which stands for
the set of points where features satisfying L are both not existent within
the distance c and also complete within the distance c as:
5.5 completeness assessment 103
COORL,c = complinsL,c ∩ notinsL,c
This area defines additional parts of the completeness area of a query:
If the query asks for a feature within a certain distance, but for a given
point there is no such feature within that distance, and the feature is
also complete within that distance, then, even if some feature satisfying
the output atom L1 of a distance query is present, it can never satisfy
the atom L. Thus, the query is complete in that point as well.
Example 5.10. Consider again Figure 5.9, and observe the green area
at the lower right. For each point in that area, it holds that no park
is within 500 meters in the available database, and also parks are
complete within 500 meters according to cpark. Thus, these points lie in
the area COORL2,500m.
Also, a second conclusion can be made wrt. the database instance:
Wherever the output feature L1 alone is complete, and there is no fea-
ture present in the database that could potentially become an answer,
the query is complete as well.
Formally, consider a query Q:−L1, . . . , Ln and a database instance Da.
Then, all features in Da that satisfy d¯1, that is, all tuples in the result to
QL1 can be grouped into three disjoint categories:
(i) Certain answers,
(ii) Impossible answers,
(iii) Possible answers.
Certain answers are those features, which already satisfy the query in
the current database instance, that is:
f ∈ certQ,F ,D iff f ∈ Q(Da)
Impossible answers are those features which are in QL1(D
a), but cannot
be in the answer of the query because some atom Li with i > 1 is
unsatisfiable for them, that is:
f ∈ impossQ,F,D iff ∀Di : (Di, Da) |= F it holds that f < Q(Di)
To practically compute impossQ,F,D, we can use the previously intro-
duced function COOR:
Lemma 5.11. Let Q be a query, F be a set of feature completeness statements
and D be a database. Then for any feature f ∈ QL1(D) with location l f :
f ∈ impossQ,F ,D iff l f ∈ (COORL2,c2 ∪ . . .∪COORLn,cn)
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The intuitive meaning is that a feature is an impossible answer if
and only if for one of the literals in the query it holds that no features
that satisfy it are within the required range, but those features are also
complete there.
The remaining features in QL1(D
a) that are neither certain nor impos-
sible answers are possible answers. Possible answers are characterized
by the fact that currently they are not in the answer to the query, but
the completeness statements do not exclude the chance that the fea-
tures are answers over the ideal database. The possible answers are
computed as:
QL1(D) \ (certQ,F,D ∪ impossQ,F,D)
Example 5.12. In Figure 5.9, the hotel Moonshine Star is a certain
answer, because the Central Park is located nearby. The hotel British
Rest is a possible answer, because there is no park nearby shown in
the database, but parks are not complete in the 500-meter-surrounding
of the hotel. The hotel Holiday Inn is an impossible answer, because
both there is no park in the 500-meter-surrounding and parks are are
complete in that surrounding.
We can now characterize the completeness are of a distance query
as follows:
Theorem 5.13. LetF be a set of FC statements, Q:−L1, . . . , Ln be a distance
query and D be an available database. Furthermore, let CA1 be the complete-
ness area for the literal L1. Then the completeness area of Q wrt. F and D
is
CA = CA1 ∪COORL2,c2 ∪ . . .∪COORLn,cn \ possQ
An implication of this theorem is that the completeness area may
contain incomplete points. Note that these points cannot be in any
of the COOR-areas, as such areas by definition cannot contain any
possible answers.
5.5.3 Quantification
So far, we have only discussed how to describe the completeness area
of a query. Obviously, we can quantify the proportion of the an area of
interest that is contained in the completeness area (e.g., 80% of Abing-
don lie in the completeness area of the query). Since the completeness
area however can contain incomplete points (caused by possible an-
swers), an area which is 100% contained in the completeness area still
satisfies query completeness only if the number of possible answers in
the area is zero.
In general, for an area that is 100% contained in the completeness
area of a query, we can give bounds for the completeness as percentage
of tuples from the ideal database that are already in the answer over
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the available database. Using the relationship between certain and
possible answers, we can give bounds as follows:
1 ≥ Completeness(Q,F , Da) ≥ | certQ,F ,Da || certQ,F ,Da | + |possQ,F ,Da |
These bounds however might be very wide. Since in the real world
features are not distributed uniformly, any conclusions beyond this
bounds are difficult.
Example 5.14. Consider again the database and completeness state-
ments as shown in Figure 5.9. Then for the query QniceHotels, the
completeness in the green area lies between 50% and 100%, because
there is one certain and one possible answer in that area.
5.5.4 Distance Queries with Negation
It may be interesting to ask queries that include negated literals. For
example, one could ask for the schools that do not have a nuclear power
plant within 10 kilometers distance. Formally, a distance query with
negation has a form as follows:
Q(d¯1, l1):−R1(d¯1, l1), R2(d¯2, l2), dist(l1, l2) < c2,
. . .
Ri(d¯i, li), dist(l1, li) < ci,
¬Ri+1(d¯i+1, li+1), dist(l1, li+1) < ci+1,
. . .
¬Rn(d¯n, ln), dist(l1, ln) < cn
such that literals from 1 to i are positive, and from i + 1 to n are
negated. Completeness in the instance-independent case (Lemma 5.7
and Proposition 5.9) holds analogous. In the instance-dependent case,
things are different:
We introduce a function IRL,c,Da for calculating the area where a
feature satisfying an atom L is within a range c in the database Da as⋃
f∈QL(Da)
buffer(l f , c)
Certain and impossible answers are now also differently defined.
Let Q+ be the positive part of Q. Then
• ˜certQ,F ,Da = Q(Da)∩COORLi+1 ∩ . . .∩COORLn
• ˜impossQ,F ,Da = impossQ+ ∪ (QL1 ∩ (IRL j+1 ∪ . . .∪ IRLn))
• ˜poss is defined as before as the remaining features in QL1(D
a) that
are neither certain answers nor impossible answers.
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Having this definitions, we can now define the completeness area of a
query with negation as follows:
Theorem 5.15. Let Q be a distance query with negation, F be a set of feature
completeness statements and Da be a database instance. Then CAQ,F ,Da , the
completeness area of Q wrt. F and Da, satisfies
CAQ,F ,Da = CA1 ∪COOR2 ∪ . . .∪COOR j ∪ IR j+1 ∪ . . .∪ IRn \ ˜possQ
The differences to the positive case are that now also those areas,
where a negated feature is present in the available database in the
surrounding, belong to the completeness area, and that the possible
answers are defined differently.
5.5.5 Explanations for Incompleteness
For a point where a query is not complete, it may be interesting to
know which kind of features can be missing. For a singular point
within a completeness area due to a possible answer, the answer is just
this possible answer. For other points, one has to take into account
all tuples that satisfy the query but do not satisfy the completeness
statements at this point.
Example 5.16. Consider two completeness expressing that hotels with
3 stars and a dinner restaurant are complete, and that 4 star hotels with
a full-day restaurant are complete. Then there are four possible types
of hotels that could be missing: Hotels not with 3 stars and not with 4
stars, hotels not with 3 stars and not with a full-day restaurant, hotels
not with an evening restaurant and not with 4 stars, and hotels with
neither an evening restaurant nor a full-day restaurant. Essentially,
as there are two ways to violate the first statement and two ways to
violate the second statement, there are 4 combinations that violate both
statements.
In general, for a feature class with m attributes and n complete-
ness statements for that class, there could be mn possible explanations.
That means, given that sufficiently many distinct values are used for
attributes in completeness statements, the explanations for incomplete-
ness will grow exponential. This may not be a problem in practice
however, because possibly only few attributes will be instantiated in
completeness statements. For some attributes, such as stars of a ho-
tel, it makes sense to instantiate them, but for many others, such as
opening hours or phone numbers it clearly does not make sense.
5.5.6 Comparisons
Using comparisons in completeness statements may be useful, for
example for saying that all hotels with at least 3 stars are complete.
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In line with previous results (see Section 2.7), when adding compar-
isons to the formalism, reasoning becomes more complex. In particular,
already for simple queries, the problem of deciding whether a certain
point is in the completeness area, becomes coNP hard:
Theorem 5.17. Let Q be a simple query with comparisons, F be a set of
feature completeness statements and Da be a database instance. Then deciding
whether a point p is in CAQ,F is coNP-hard.
Proof. By reduction of the propositional tautology problem.
Consider a propositional tautology problem that asks whether a
formula φ = l1 ∧ l2 ∧ l3 ∨ . . .∨ ln−2 ∧ ln−1 ∧ ln is a tautology, and as-
sume that φ contains variables v1 to vm. Then this tautology prob-
lem can be reduced to a basic-query-completeness problem as fol-
lows: First, one introduces a feature R with m arguments. Then, for
each clause li ∧ li+1 ∧ li+2 one introduces a completeness statement
Compl(R(v1, . . . , vn); vi = sig(li), vi+1 = sig(li+1), vi+2 = sig(li+2); A),
where sig(vi) returns true if li is positive and returns false otherwise,
and by considering a query Q():−R(x1, . . . , xm).
Clearly, any point in A lies in the completeness area of Q if and only
if φ is a tautology. 
Similarly as in the section before, this result may be little harmful in
practice, as in practice likely only few attributes of a feature will be used
for completeness statements, and only few completeness statements
will overlap (see also the discussion of the statements in the following
section).
5.6 discussion
In this section, we discuss various practical considerations regarding
the theory presented so far.
pragmatics All queries used in this chapter are in some way asym-
metric, as the features used in constraining the output feature are more
seldom than the output feature. E.g., there are much more schools than
than nuclear power plants, or considerable more hotels than train sta-
tions. Possibly, this will also hold for most practically used queries.
If that is the case, then in the instance reasoning, the condition that a
constraining feature is complete but out of range is likely to contribute
significantly to the completeness area of queries.
language of statements in openstreetmap The statements as
used on the OSM Wiki (see Figure 5.4) do not use comparisons. Thus,
the reasoning is in PTIME. The statements in OSM are furthermore
of an easy kind because they do not use constants at all, but just
express that one out of 12 feature classes is complete in a certain area.
Furthermore, the statements are also computationally well-behaved
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in another way: The areas for which they are given do not overlap,
instead, the statements are always given for disjoint areas (compared
with stating that Irish pubs are complete in all Abingdon and pubs
are also complete in the center of Abingdon, which are spatially and
semantically overlapping statements).
current usage in openstreetmap So far, the use of complete-
ness statements on the OSM wiki is sparse. More concretely, out of
22,953 on 11th of June, 2013, only approximately 1,300 Wiki pages
(~5%) give completeness statements (estimate based on number of
pages that contain an image used in the table).
Another limitation is that at the moment completeness statements
are only given for urban areas. This may change if completeness
statements become more frequently used.
Particular challenges are the dynamicity of the real-world in two
aspects: New features can arise that toggle previous completeness
statements incorrect, and features can disappear.
The first challenge can be addressed by regularly reviewing com-
pleteness statement, and giving completeness guarantees only with
time stamps (“complete as of xx.yy.zzzz”). The second challenge goes
beyond the term of completeness, and instead asks also for correctness
guarantees. Mappers then not only would have to guarantee that all
information of the real world is captured in the database, but also the
contrary.
In OSM, completeness statements come in 7 different levels, ranging
from unknown to completeness verified by two persons (see Figure
5.4). In that figure the lower table also contains a row concerning the
implications on usage ("Use for navigation"). Still, it remains hard
know how to interpret the levels and to know the implications on data
usage.
gamification Using games to achieve human computation tasks
is a popular topic. Games such as Google’s Ingress7 have shown
that there is a considerable interest in geographical augmented-reality
games. Projects such as Urbanopoly [15] show that this interest could
in principle also be utilized for computation of geographic information.
The general aims of a project for promoting completeness statement
usage would be twofold:
(i) To obtain as many and as general completeness statements as
possible
(ii) To ensure that the current statements are correct.
To achieve both goals, one could introduce a game where users get
points for making correct statements, with the points being propor-
tional to the extend of the statements, thus covering the first goal. To
7 www.ingress.com
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cover the second goal, the game would also reward the falsification
of completeness statements, and penalize the players that gave wrong
statements. Correctness of falsifications could be based on common
crowd-sourced consolidation techniques as discussed for instance in
[52].
The charm of such a method would be that by altering the reward
function, one could steer user efforts into topics of interest, e.g., by
giving more points for mapping efforts in areas with low completeness.
5.7 related work
To the best of our knowledge, the only work on analyzing the com-
pleteness of OpenStreetMap was done Mooney et al. [58] and Haklay
and Ellul [42, 41]. The former introduced general quality metrics for
OSM, while the latter analyzed the completeness of the road maps in
England by comparing them with government data sources.
Regarding metadata based completeness assessment of geographi-
cal data, no work has been done so far.
5.8 summary
In this chapter we have discussed how to assess the completeness of
spatial databases based on metadata. For the class of distance queries,
we have reduced completeness assessment to the assessment of sim-
ple queries, combined with the consideration of possible answers. We
have also shown that in principle, giving explanations for incomplete-
ness and reasoning over statements with comparisons is coNP-hard.
The statements used in OpenStreetMap are of a simple kind how-
ever, and give expectations that systems implementing our algorithms
using the OSM completeness statements will face little computational
challenges. On the other hand, the conceptual challenges regarding
the maintenance and meaning of completeness statements are more
serious, and cannot be answered only from the formal side.
We are currently working on an implementation of our theory 8, a
screenshot of our system can be seen in Figure 5.10. We use the Java
Topoloy Suite (JTS) for the computation of the spatial operations, and
plan to use Leaflet scripts for deploying the demo online.
8 http://www.inf.unibz.it/~srazniewski/geoCompl/
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Figure 5.10: Screenshot from our implementation of geographic completeness
reasoning
6
L I N K E D D ATA
With thousands of RDF data sources today available on the Web, cov-
ering disparate and possibly overlapping knowledge domains, the
problem of providing high-level descriptions (in the form of metadata)
of their content becomes crucial. In this chapter we discuss reasoning
about the completeness of semantic web data sources. We show how
the previous theory can be adapted for RDF data sources, what pe-
culiarities the SPARQL query language offers and how completeness
statements themselves can be expressed in RDF. This chapter origi-
nated from the co-supervision of the master thesis of Fariz Darari [23].
Subsequently, the results have been published at the International Se-
mantic Web Conference 2013 [24].
This chapter discusses the foundation for the expression of complete-
ness statements about RDF data sources. The aim is to complement
with qualitative descriptions about completeness the existing proposals
like VoID that mainly deal with quantitative descriptions. We develop
a formalism and show its feasibility. The second goal of this chapter is
to show how completeness statements can be useful for the semantic
web in practice. We believe that the results have both a theoretical and
practical impact. On the theoretical side, we provide a formalization
of completeness for RDF data sources and techniques to reason about
the completeness of query answers. From the practical side, complete-
ness statements can be easily embedded in current descriptions of data
sources and thus readily used. The results presented in this chapter
have been implemented by Darari in a demo system called CORNER.
Outline. The chapter is organized as follows. Section 6.1 provides
an introduction to the Semantic Web and the challenges wrt. com-
pleteness. Section 6.2 discusses a real world scenario and provides a
high level overview of the completeness framework. Section 6.3 after
providing some background introduces a formalization of the com-
pleteness problem for RDF data sources. This section also describes
how completeness statements can be represented in RDF. In Section 6.4
we discuss how completeness statements can be used in query answer-
ing when considering a single data source at a time. In Section 6.6 we
discuss some aspects of the proposed framework, and in Section 6.7
we discuss related work.
6.1 background
The Resource Description Framework (RDF) [51] is the standard data
model for the publishing and interlinking of data on the Web. It enables
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the making of statements about (Web) resources in the form of triples
including a subject, a predicate and an object. Ontology languages such
as RDF Schema (RDFS) and OWL provide the necessary underpin-
ning for the creation of vocabularies to structure knowledge domains.
Friend-of-a-Friend (FOAF), Schema.RDFS.org and Dublin Core (DC)
are a few examples of such vocabularies. RDF is now a reality; efforts
like the Linked Open Data project [46] give a glimpse of the magni-
tude of RDF data today available online. The common path to access
such huge amount of structured data is via SPARQL endpoints, that
is, network locations that can be queried upon by using the SPARQL
query language [43].
With thousands of RDF data sources covering possibly overlapping
knowledge domains the problem of providing high-level descriptions
(in the form of metadata) of their content becomes crucial. Such de-
scriptions will connect data publishers and consumers; publishers will
advertise “what” there is inside a data source so that specialized appli-
cations can be created for data source discovering, cataloging, selection
and so forth. Proposals like the VoID [5] vocabulary touched this aspect.
With VoID it is possible to provide statistics about how many instances
a particular class has, info about its SPARQL endpoint and links with
other data sources, among the other things. However, VoID mainly
focuses on providing quantitative information. We claim that toward
comprehensive descriptions of data sources qualitative information is
crucial.
6.2 motivating scenario
In this section we motivate the need of formalizing and expressing
completeness statements in a machine-readable way. Moreover we
show how completeness statement are useful for query answering.
We start our discussion with a real data source available on the Web.
Figure 6.1 shows a screenshot taken from the IMDB web site. The
page is about the movie Reservoir Dogs; in particular it lists the cast
and crew of the movie. For instance, it says that Tarantino was not
only the director and writer of the movie but also the character Mr.
Brown. As it can be noted, the data source includes a “completeness
statement”, which says that the page is complete for all cast and crew
members of the movie. The availability of such statement increases the
potential value of the data source. In particular, users that were looking
for information about the cast of this movie and found this page can
prefer it to other pages since, assuming the truth of the statement, all
they need is here.
The problem with such kind of statements, expressed in natural lan-
guage, is that they cannot be automatically processed, thus hindering
their applicability, for instance, in query answering. Indeed, the in-
terpretation of the statement “verified as complete” is left to the user.
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Completeness 
statement about the 
IMDB data source
Quentin Tarantino
was the character 
Mr. Brown
……………
……………
……………
http://www.imdb.com/title/tt0105236/fullcredits?ref_=tt_ov_st_sm#cast
Figure 6.1: A completeness statement in IMDB.
On the other hand, a reasoning and querying engine when requested
to provide information about the cast and crew members of Reservoir
Dogs could have leveraged such statement and inform the user about
the completeness of the results.
Machine readable statements. In the RDF and linked data context
with generally incomplete and possibly overlapping data sources and
where “anyone can say anything about any topic and publish it anywhere”
having the possibility to express completeness statements becomes an
essential aspect. The machine-readable nature of RDF enables to deal
with the problems discussed in the example about IMDB; completeness
statements can be represented in RDF. As an example, the high-level
description of a data source like DBpedia could include, for instance,
the fact that it is complete for all of Quentin Tarantino’s movies. Figure
6.2 shows how the data source DBPedia can be complemented with
completeness statements expressed in our formalism. Here we give a
high level presentation of the completeness framework; details on the
theoretical framework supporting it are given in Section 6.3.
A simple statement can be thought of as a SPARQL Basic Graph Pattern
(BGP). The BGP (?m rdf:type schema:Movie).(?m schema:director
dbp:Tarantino), for instance, expresses the fact that dbpedia.org is
complete for all movies directed by Tarantino. In the figure, this
information is represented by using an ad-hoc completeness vocab-
ulary (see Section 6.3.2) with some properties taken from the SPIN1
vocabulary. For instance, the compl:hasPattern links a completeness
statement with a pattern.
Query Completeness. The availability of completeness statements
about data sources is useful in different tasks, including data integra-
tion, data source discovery and query answering. In this chapter we
will focus on how to leverage completeness statements for query an-
swering. The research question we address is how to assess whether
1 http://spinrdf.org/sp.html#sp-variables.
114 linked data
 
 
 
 
 
                                                                                  
dv:dbpdataset rdf:type void:Dataset .
dv:dbpdataset rdfs:comment "This document provides completeness statements 
about the dbpedia.org datasource" .
dv:dbpdataset c:hasComplStmt dv:st1.
dv:st1        c:hasPattern    [c:subject   [spin:varName "m"];
                                           c:predicate rdf:type;
                                           c:object    schema:Movie     ].
dv:st1        c:hasPattern    [c:subject   [spin:varName "m"];
                                           c:predicate schema:director;
                                           c:object    dbp:Tarantino].
dv:st1       rdfs:comment "This completeness statement indicates that 
dbpedia.org is complete for all movies directed by Tarantino".
@prefix       c: <http://inf.unibz.it/ontologies/completeness#> .
@prefix     rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix    rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix  schema: <http://schema.org/> .
@prefix    spin: <http://spinrdf.org/sp#> .
@prefix     dbp: <http://dbpedia.org/resource/> .
@prefix    void: <http://rdfs.org/ns/void#> .
@prefix      dv: <http://dbpedia.org/void/> .
Figure 6.2: Completeness statements about dbpedia.org
available data sources with different degree of completeness can ensure
the completeness of query answers. Consider the scenario depicted
in Figure 6.3 where the data sources DBpedia and LinkedMDB are
described in terms of their completeness. The Web user Syd wants to
pose the query Q to the SPARQL endpoints of these two data sources
asking for all movies directed by Tarantino in which Tarantino also starred.
By leveraging the completeness statements, the query engines at the
two endpoints could tell Syd whether the answer to his query is com-
plete or not. For instance, although DBPedia is complete for all of
Tarantino’s movies (see Figure 6.2) nothing can be said about his par-
ticipation as an actor in these movies (which is required in the query).
Indeed, at the time of writing this chapter, DBPedia is actually incom-
plete; this is because in the description of the movie Reservoir Dogs
the fact is missing that Tarantino was the character Mr. Brown (and
from Figure 6.1 we know that this is the case). On the other hand,
LinkedMDB, the RDF counterpart of IMDB, can provide a complete
answer. Indeed, with our framework it is possible to express in RDF
the completeness statement available in natural language in Figure 6.1.
This statement has then been used by the CORNER reasoning engine,
implementing our formal framework, to state the completeness of the
query.
In this specific case, LinkedMDB can guarantee the completeness
of the query answer because it contains all the actors in Tarantino’s
movies (represented by the statement lv:st1) in addition to the
Tarantino’s movies themselves (represented by the statement lv:st2).
Note that the statement lv:st1 includes two parts: (i) the pat-
tern, which is expressed via the BGP (?m, schema:actor, ?a) and (ii)
the conditions, that is, the BGP (?m, rdf:type, schema:Movie).(?m,
schema:director, dbp:Tarantino). Indeed, a completeness statement
allows one to say that a certain part (i.e., with respect to some condi-
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lv:lmdbdataset rdf:type void:Dataset;
lv:lmdbdataset c:hasComplStmt lv:st1.
lv:st1 c:hasCondition [c:subject [spin:varName "m"];
c:predicate rdf:type; c:object schema:Movie].
lv:st1 c:hasCondition [c:subject [spin:varName "m"];
c:predicate schema:director; c:object dbp:Tarantino].
 
 
 
 
 
                                                                                  
dv:dbpdataset rdf:type void:Dataset;
dv:dbpdataset c:hasComplStmt dv:st1.
dv:st1 c:hasPattern [c:subject [spin:varName "m"];
c:predicate  rdf:type;  c:object schema:Movie    ].
dv:st1 c:hasPattern [c:subject [spin:varName "m"];
c:predicate schema:director;c:object dbp:Tarantino].
SELECT ?m
WHERE {?m rdf:type schema:Movie.
?m schema:director dbp:Tarantino.
?m schema:actor dbp:Tarantino}
Select all the movies for which 
Tarantino is the director and also an actor
DBPedia is complete 
for all Tarantino's movies
LinkedMDB is complete for all Tarantino's movies 
and also movies for which he is an actor
The answer is
incomplete
The answer is
complete
SPARQL
endpoint
SPARQL
endpoint
@prefix c: <http://inf.unibz.it/ontologies/completeness#>
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
@prefix spin: <http://spinrdf.org/sp#>
@prefix void: <http://rdfs.org/ns/void#>
@prefix dv: <http://dbpedia.org/void/>
@prefix lv: <http://linkedmdb.org/void/>
@prefix dbp: <http://dbpedia.org/resource/>
@prefix schema: <http://schema.org>
Q
lv:lmdbdataset c:hasComplStmt dv:st2.
lv:st2 c:hasPattern [c:subject [spin:varName "m"];
c:predicate  rdf:type;  c:object  schema:Movie     ].
lv:st2 c:hasPattern [c:subject [spin:varName "m"];
c:predicate schema:director;c:object  dbp:Tarantino ].
lv:st1 c:hasPattern   [c:subject[spin:varName "m"];
c:predicate schema:actor;   c:object[spin:varName "a"]].
Endpoint IRI
DBPe
Endpoint IRI
LMDBe
Figure 6.3: Completeness statements and query answering.
tions) of data is complete, or in other words, it can be used to state that
a data source contains all triples in a pattern P1 that satisfy a condi-
tion P2. The detailed explanation and the semantics of completeness
statements can be found in Section 6.3.
6.3 framework for rdf data
In the following, we introduce the RDF data format and the SPARQL
query language, and show how the previous notions for talking about
data completeness can be extended to the new setting.
RDF and SPARQL. We assume that there are three pairwise disjoint
infinite sets I (IRIs), L (literals) and V (variables). We collectively refer
to IRIs and literals as RDF terms or simply terms. A tuple (s, p, o) ∈
I × I × (I ∪ L) is called an RDF triple (or a triple), where s is the subject,
p the predicate and o the object of the triple. An RDF graph or data
source consists of a finite set of triples [51]. For simplicity, we omit
namespaces for the abstract representation of RDF graphs.
The standard query language for RDF is SPARQL. The basic building
blocks of a SPARQL query are triple patterns, which resemble RDF
triples, except that in each position also variables are allowed. SPARQL
queries include basic graph patterns (BGP), built using the AND operator,
and further operators, including OPT, FILTER, UNION and so forth.
In this paper we consider the operators AND and OPT. Moreover, we
also consider the result modifier DISTINCT. Evaluating a graph pattern
P over an RDF graph G results in a set of mappingsµ from the variables
in P to terms, denoted as ~PG. Further information about SPARQL
can be found in [67].
SPARQL queries come as SELECT, ASK, or CONSTRUCT queries. A SELECT
query has the abstract form (W, P), where P is a graph pattern and W is
a subset of the variables in P. A SELECT query Q = (W, P) is evaluated
over a graph G by restricting the mappings in ~PG to the variables
in W. The result is denoted as ~QG. Syntactically, an ASK query is a
116 linked data
special case of a SELECT query where W is empty. For an ASK query Q,
we write also ~QG = true if ~QG , ∅, and ~QG = false otherwise.
A CONSTRUCT query has the abstract form (P1, P2), where P1 is a BGP
and P2 is a graph pattern. In this paper, we only use CONSTRUCT queries
where also P2 is a BGP. The result of evaluating Q = (P1, P2) over G is
the graph ~QG, that is obtained by instantiating the pattern P1 with
all the mappings in ~P2G.
Later on, we will distinguish between three classes of queries: (i)
Basic queries, that is, queries (W, P) where P is a BGP and which
return bags of mappings (as it is the default in SPARQL), (ii) DISTINCT
queries, that is, queries (W, P)d where P is a BGP and which return
sets of mappings, and (iii) OPT queries, that is, queries (W, P) without
projection (W = Var(P)) and P is a graph pattern with OPT.
6.3.1 Completeness Statements and Query Completeness
We are interested in formalizing when a query is complete over a
potentially incomplete data source and in describing which parts of
such a source are complete. When talking about the completeness
of a source, one implicitly compares the information available in the
source with what holds in the world and therefore should ideally be
also present in the source. As before, we only consider sources that
may miss information, but do not contain wrong information.
Definition 6.1 (Incomplete Data Source). We identify data sources
with RDF graphs. Then, adapting the previous notion of incomplete
databases, we define an incomplete data source as a pair G = (Ga, Gi)
of two graphs, where Ga ⊆ Gi. We call Ga the available graph and Gi
the ideal graph.
Example 6.2 (Incomplete Data Source). Consider the DBpedia data
source and suppose that the only movies directed by Tarantino are
Reservoir Dogs, Pulp Fiction, and Kill Bill, and that Tarantino was
starred exactly in the movies Desperado, Reservoir Dogs, and Pulp
Fiction. For the sake of example, suppose also that the fact that he was
starred in Reservoir Dogs is missing in DBpedia2. Using Definition 6.1,
we can formalize the incompleteness of the DBpedia data source Gdbp
as:
Gadbp = {(reservoirDogs, director, tarantino),(pulpFiction, director, tarantino),
(killBill, director, tarantino), (desperado, actor, tarantino),
(pulpFiction, actor, tarantino), (desperado, type, Movie),
(reservoirDogs, type, Movie), (pulpFiction, type, Movie),
(killBill, type, Movie)}
Gidbp = G
a
dbp ∪ {(reservoirDogs, actor, tarantino)}
2 as it was the case on 7 May 2013
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We now introduce completeness statements, which are used to denote
the partial completeness of a data source, that is, they describe for
which parts the ideal and available graph coincide.
Definition 6.3 (Completeness Statement). A completeness statement
Compl(P1 | P2) consists of a non-empty BGP P1 and a BGP P2. We call
P1 the pattern and P2 the condition of the completeness statement.
For example, we express that a source is complete for all pairs of
triples that say “?m is a movie and ?m is directed by Tarantino” using the
statement
Cdir = Compl((?m, type, Movie), (?m, director, tarantino) | ∅), (6.1)
whose pattern matches all such pairs and whose condition is empty. To
express that a source is complete for all triples about acting in movies
directed by Tarantino, we use
Cact = Compl((?m, actor, ?a) | (?m, director, tarantino), (?m, type, Movie)),
(6.2)
whose pattern matches triples about acting and the condition restricts
the acting to movies directed by Tarantino.
We define the satisfaction of completeness statements over incom-
plete data sources analogous to the one for table completeness state-
ments over incomplete databases (Definition 2.15). To a statement C =
Compl(P1 | P2), we associate the CONSTRUCT query QC = (P1, P1 ∪ P2).
Note that, given a graph G, the query QC returns those instantiations
of the pattern P1 that are present in G together with an instantiation of
the condition. For example, the query QCact returns all the actings in
Tarantino movies in G.
Definition 6.4 (Satisfaction of Completeness Statements). For an in-
complete data source G = (Ga, Gi), the statement C is satisfied by G,
written G |= C, if ~QCGi ⊆ Ga holds.
Example 6.5. To see that the statement Cdir is satisfied by Gdbp, ob-
serve that the query QCdir returns over G
i
dbp all three movie triples
in Gidbp, and that all these triples are also in G
a
dbp. However, Cact
is not satisfied by Gdbp, because QCact returns over Gidbp the triple
(reservoirDogs, actor, tarantino), which is not in Gadbp.
Observe that the completeness statements defined here go syntacti-
cally beyond the table completeness statements introduced in Section
2.6, as they allow more than one atom in the head of the statement.
However, these statements can easily be translated to a set of linearly
many statements with only one atom in the head as follows:
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Proposition 6.6. Consider a completeness statement C = Compl(P1 | P2)
with P1 = t1, . . . , tn. Then any incomplete data source G satisfies C if and
only it satisfies the following statements:
Compl(t1 | P1 \ {t1}, P2)
. . .
Compl(tn | P1 \ {tn}, P2).
When querying a potentially incomplete data source, we would like
to know whether at least the answer to our query is complete. For
instance, when querying DBpedia for movies starring Tarantino, it
would be interesting to know whether we really get all such movies,
that is, whether our query is complete over DBpedia. We next formal-
ize query completeness with respect to incomplete data sources.
Definition 6.7 (Query Completeness). Let Q be a SELECT query. To
express that Q is complete, we write Compl(Q). An incomplete data
source G = (Ga, Gi) satisfies the expression Compl(Q), if Q returns the
same result over Ga as it does over Gi, that is ~QGa = ~QGi . In this
case we write G |= Compl(Q).
Example 6.8 (Query Completeness). Consider the incomplete data
source Gdbp and the two queries Qdir, asking for all movies directed
by Tarantino, and Qdir+act, asking for all movies, both directed by and
starring Tarantino:
Qdir =({?m}, {(?m, type, Movie), (?m, director, tarantino)})
Qdir+act =({?m}{(?m, type, Movie), (?m, director, tarantino),
(?m, actor, tarantino)}
Then, it holds that Qdir is complete over Gdbp and Qdir+act is not. Later
on, we show how to deduce query completeness from completeness
statements.
6.3.2 RDF Representation of Completeness Statements
Practically, completeness statements should be compliant with the ex-
isting ways of giving metadata about data sources, for instance, by
enriching the VoID description [5]. Therefore, it is essential to express
completeness statements in RDF itself. Suppose we want to express
that LinkedMDB satisfies the statement:
Cact = Compl((?m, actor, ?a) | (?m, type, Movie), (?m, director, tarantino)).
Then, we need vocabulary to say that this is a statement about Linked-
MDB, which triple patterns make up its pattern, and which its con-
dition. We also need a vocabulary to represent the constituents of
the triple patterns, namely subject, predicate, and object of a pattern.
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Therefore, we introduce the property names whose meaning is intu-
itive:
hasComplStmt, hasPattern, hasCondition, subject, predicate, object.
If the constituent of a triple pattern is a term (an IRI or a literal), then it
can be specified directly in RDF. Since this is not possible for variables,
we represent a variable by a resource that has a literal value for the
property varName. Now, we can represent Cact in RDF as the resource
lv:st1 described in Figure 6.3.
More generally, consider a completeness statement Compl(P1 | P2),
where P1 = {t1, . . . , tn} and P2 = {tn+1, . . . , tm} and each ti, 1 ≤ i ≤ m,
is a triple pattern. Then the statement is represented using a resource
for the statement and a resource for each of the ti that is linked to
the statement resource by the property hasPattern or hasCondition,
respectively. The constituents of each ti are linked to ti’s resource in
the same way via subject, predicate, and object. All resources can be
either IRIs or blank nodes.
6.4 completeness reasoning over a single data source
In this section, we show how completeness statements can be used
to judge whether a query will return a complete answer. We first
focus on completeness statements that hold on a single data source,
while completeness statements in the federated setting are discussed
in Section 6.5.
Problem Definition. Let C be a set of completeness statements and
Q be a SELECT query. We say that C entails the completeness of Q, written
C |= Compl(Q), if any incomplete data source that satisfies C also
satisfies Compl(Q).
Example 6.9. Consider Cdir from (6.1). Whenever an incomplete data
sourceG satisfies Cdir, then Ga contains all triples about movies directed
by Tarantino, which is exactly the information needed to answer query
Qdir from Example 6.8. Thus, {Cdir} |= Compl(Qdir). This may not be
enough to completely answer Qdir+act, thus {Cdir} 6|= Compl(Qdir+act).
We will now see how this intuitive reasoning can be formalized.
6.4.1 Completeness Entailment for Basic Queries
In difference to the characterization for TC-QC entailment that is
shown in Theorem 3.10, we now use characterization for completeness
entailment that is similar to the one in Theorem 4.18.
To characterize completeness entailment, we use the fact that com-
pleteness statements have a correspondence in CONSTRUCT queries. We
reuse the operator TC from Definition 3.11, but define it now using the
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CONSTRUCT queries as a mapping from graphs to graphs. Let C be a set
of completeness statements. Then
TC(G) =
⋃
C∈C
QC(G).
Notice that for any data source G, the pair (TC(G), G) is an incomplete
data source satisfyingC and TC(G) is the smallest set (wrt. set inclusion)
for which this holds wrt. the ideal data source G.
Example 6.10 (Completeness Entailment). Consider the set of com-
pleteness statements Cdir,act = {Cdir, Cact} and the query Qdir+act. Recall
that the query has the form Qdir+act = ({m?}, Pdir+act), where
Pdir+act= {(?m, type, Movie),(?m, director, tarantino),(?m, actor, tarantino)}.
We want to check whether these statements entail the completeness of
Qdir+act, that is, whether Cdir,act |= Compl(Qdir+act) holds.
Example 6.11 (Completeness Entailment Checking). Suppose thatG =
(Ga, Gi) satisfies Cdir,act. Suppose also that Qdir+act returns a mapping
µ = {?m 7→ m′}over Gi for some term m′. Then Gi containsµPdir+act, the
instantiation byµ of the BGP of our query, consisting of the three triples
(m′, type, Movie), (m′, director, tarantino), and (m′, actor, tarantino).
The CONSTRUCT query QCdir , corresponding to our first complete-
ness statement, returns over µPdir+act the two triples (m′, type, Movie)
and (m′, director, tarantino), while the CONSTRUCT query QCact , corre-
sponding to the second completeness statement, returns the triple
(m′, actor, tarantino). Thus, all triples in µPdir+act have been recon-
structed by TCdir,act from µPdir+act.
Now, we have µPdir+act = TCdir,act(Pdir+act) ⊆ TCdir,act(Gi) ⊆ Ga, where
the last inclusion holds due toG |= Cdir,act. Therefore, our query Qdir+act
returns the mapping µ also over Ga. Since µ and Gwere arbitrary, this
shows that Cdir,act |= Compl(Qdir+act) holds.
In summary, in Example 6.11 we have reasoned about a set of com-
pleteness statements C and a query Q = (W, P). We have considered
a generic mapping µ, defined on the variables of P, and applied it to P,
thus obtaining a graph µP. Then we have verified that µP = TC(µP).
From this, we could conclude that for every incomplete data source
G = (Ga, Gi) we have that ~QGa = ~QGi . Next, we make this ap-
proach formal.
Definition 6.12 (Prototypical Graph). Let (W, P) be a query. The freeze
mapping i˜d is defined as mapping each variable v in P to a new IRI
v˜. Instantiating the graph pattern P with i˜d yields the RDF graph
P˜ := i˜d P, which we call the prototypical graph of P.
Now we can generalize the intuitive reasoning from above to a generic
completeness check, analogous to Theorem 3.10:
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Theorem 6.13 (Completeness of Basic Queries). Let C be a set of com-
pleteness statements and let Q = (W, P) be a basic query. Then
C |= Compl(Q) if and only if P˜ = TC(P˜).
Proof. ”⇒” : If P˜ , TC(P˜), then the pair (TC(G), G) is a counterexam-
ple for the entailment. It satisfies C, but does not satisfy Compl(Q)
because the mapping i˜d|VarP, the restriction of the frozen identity i˜d to
the variables of P, cannot be retrieved by Q over the available graph
TC(P˜).
”⇐” : If all triples of the pattern P˜ are preserved by TC, then this
serves as a proof that in any incomplete data source all triples that are
used to compute a mapping in the ideal graph are also present in the
available graph. 
6.4.2 Queries with DISTINCT
In SPARQL, answers to basic queries may contain duplicates, that
is, they are evaluated according to bag semantics. The use of the
DISTINCT keyword eliminates duplicates, thus corresponding to query
evaluation under set semantics. For a query Q involving DISTINCT, the
difference to the characterization in Theorem 6.13 is that instead of
retrieving the full pattern P˜ after applying TC, we only check whether
sufficient parts of P˜ are preserved that still allow to retrieve the identity
mapping on the distinguished variables of Q.
6.4.3 Completeness of Queries with the OPT Operator
One interesting feature where SPARQL goes beyond SQL is the OPT
(“optional”) operator. With OPT one can specify that parts of a query
are only evaluated if an evaluation is possible, similarly to an outer
join in SQL. For example, when querying for movies, one can also ask
for the prizes they won, if any. The OPT operator is used substantially
in practice [68].
Intuitively, the mappings for a pattern P1 OPT P2 are computed as
the union of all the bindings of P1 together with bindings for P2 that
are valid extensions, and including those bindings of P1 that have no
binding for P2 that is a valid extension. For a formal definition of the
semantics of queries with the OPT operator, see [55].
Completeness entailment for queries with OPT differs from that of
queries without:
Example 6.14 (Completeness with OPT). Consider the following query
Qmaw = ((?m, type, Movie) OPT (?m, award, ?aw))
which asks for all movies and if available, also their awards. Consider
also
Caw = Compl((?m, type, Movie), (?m, award, ?aw) | ∅)
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a completeness statement that expresses that all movies that have an
award are complete and all awards of movies are complete. If the
query Qmaw used AND instead of OPT, then its completeness could be
entailed by Caw. However with OPT in Qmaw, more completeness is
required: Also those movies have to be complete that do not have an
award. Thus, Caw alone does not entail the completeness of Qmaw.
Graph patterns with OPT have a hierarchical structure that can be
made explicit by so-called pattern trees. A pattern tree T is a pair
(T,P), where (i) T = (N, E, r) is a tree with node set N, edge set E,
and root r ∈ N, and (ii) P is a labeling function that associates to each
node n ∈ N a BGP P(n). We construct for each triple pattern P a
corresponding pattern tree T .
Example 6.15. Consider a pattern ((P1 OPT P2)OPT(P3 OPT P4)), where
P1 to P4 are BGPs. Its corresponding pattern tree would have a root
node labeled with P1, two child nodes labeled with P2 and P3, respec-
tively, and the P3 node would have another child labeled with P4.
To this end, we first rewrite P in such a way that P consists of
BGPs connected with OPT. For instance, (t1 OPT t2) AND t3 would be
equivalently rewritten as (t1 AND t3) OPT t2. If P has this form, then
we construct a pattern tree for P as follows. (i) If P is a BGP, then
the pattern tree of P consists of a single node, say n, which is the
root. Moreover, we define P(n) = P. (ii) Suppose that P = P1 OPT P2.
Suppose also that we have constructed the pattern trees T1, T2 for P1,
P2, respectively, where Ti = (Ti,Pi) and Ti = (Ni, Ei, ri) for i = 1, 2.
Suppose as well that N1 and N2 are disjoint. Then we construct the
tree T for P by making the root r2 of T2 a child of the root r1 of T1 and
defining nodes, edges and labeling function accordingly.
Similarly to patterns, one can define how to evaluate pattern trees
over graphs, which leads to the notion of equivalence of pattern trees.
The evaluation is such that a pattern and the corresponding pattern
tree are equivalent in the sense that they give always rise to the same
sets of mappings. In addition, one can translate every pattern tree in
linear time into an equivalent pattern.
If one uses OPT without restrictions, unintuitive queries may result.
Pérez et al. have introduced the class of so-called well-designed graph
patterns that that avoid anomalies that may otherwise occur [67]. Well-
designedness of a pattern P is defined in terms of the pattern tree TP.
A pattern tree T is well-designed if all occurrences of all variables are
connected in the following sense: if there are nodes n1, n2 in T such
that the variable v occurs both in P(n1) and P(n2), then for all the
nodes n on the path from n1 to n2 in T it must the case that v occurs
in P(n). We restrict ourselves in the following to OPT queries with
well-designed patterns, which we call well-designed queries.
To formulate our characterization of completeness, we have to intro-
duce a normal form for pattern trees that frees the tree from redundant
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triples. A triple t in the pattern P(n) of some node n of T is redun-
dant if every variable in t occurs also in the pattern of an ancestor of
n. Consider for example the pattern Pex = (?x, p, ?y) OPT (?x, r, ?y).
Its pattern tree Tex consists of two nodes, the root with the first triple,
and a child of the root with the second triple. Intuitively, the second
triple in the pattern is useless, since a mapping satisfies the pattern
if and only if it satisfies the first triple. Since all the variables in the
optional second triple occur already in the mandatory first triple, no
new variable bindings will result from the second triple.
From any well-designed pattern tree T , one can eliminate in poly-
nomial time all redundant triples [55]. This may result, however, in
a tree that is no more well-designed. Letelier et al. [55] have shown
that for every pattern tree T one can construct in polynomial time an
equivalent well-designed pattern tree TNR without redundant triples,
which is called the NR-normal form of T . The NR-normal form of Tex
above consists only of the root, labeled with the triple (?x, p, ?y).
For every node n in T we define the branch pattern Pn of n as the
union of the labels of all nodes on the path from n to the root ofT . Then
the branch query Qn of n has the form (Wn, Pn), where Wn = Var(Pn).
Theorem 6.16 (Completeness of OPT-Queries). Let C be a set of com-
pleteness statements. Let Q = (W, P) be a well-designed OPT-query and T
be an equivalent pattern tree in NR-normal form. Then
C |= Compl(Q) iff C |= Compl(Qn) for all branch queries Qn of T .
Proof. "⇒": By contradiction. Assume the completeness of some
branch query Qn of T is not entailed by C. Then, there must exist
an incomplete graph Gwhere ~QnGi , ~QnGa . By construction of Qn,
every answer valuation v that leads to an answer µn to Qn over G is
also a valuation for Q, and leads either to the same mapping µn or to
a mapping µ that contains µn. In both cases, if the valuation v is not
satisfying for Qn over Ga, either Q misses a multiplicity of the same
mapping µn over Ga, or Q misses a multiplicity of the more general
mapping µ, and thus, Q is incomplete over G as well.
” ⇐ ”: By contradiction. Assume that C 6|= Compl(Q). We have to
show that there exists a branch query Qn of Q such thatC 6|= Compl(Qn).
Since C 6|= Compl(Q), there must exist an incomplete data source G =
(Ga, Gi) such that some mapping µ is in ~QGi but not in ~QGa . By
the semantics of OPT queries, µmust be a mapping of a subtree of the
pattern tree T for Q that includes the root of T . Since µ is not satisfied
over Ga, there must be at least one node n in this subtree such that the
triple µn is not in Ga. But then, the branch query Qn is not complete
over (Ga, Gi) either, thus showing that C does not entail completeness
of all branch queries of Q. 
Note that the proof above discusses only OPT queries without SELECT.
For queries with SELECT, the argument has to be extended to multiplic-
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ities of mappings in the query result, but the technique remains the
same.
The theorem above allows to reduce completeness checking for an
OPT query to linearly many completeness checks for basic queries.
6.4.4 Completeness Entailment under RDFS Semantics
RDFS (RDF Schema) is a simple ontology language that is widely used
for RDF data [12]. RDFS information can allow additional inference
about data and needs to be taken into account during completeness
entailment:
Example 6.17 (RDF vs. RDFS). Consider we are interested in the com-
pleteness of the query
Qdir = ({?m}, {(?m, director, tarantino)})
asking for all objects that were directed by Tarantino, and consider
the completeness statement
Ctn = Compl((?m, director, tarantino), (?m, type, Movie) | ∅)
that tells that all Tarantino movies are complete. A priori, we cannot
conclude that Ctn entails the completeness of Qdir, because other pieces
that Tarantino directed could be missing. If however we consider the
RDFS statement (director, domain, Movie) that tells that all pieces that
have a director are movies, then completeness of all Tarantino movies
implies completeness of all pieces that Tarantino directed, because
there can be no other pieces than movies.
Or, consider the query Qfilm = ({?m}, {(?m, type, film)}), asking for all
films, and the completeness statement Cmovie = Compl((?m, type, movie) |
∅) saying that we are complete for all movies. A priori, we cannot con-
clude that Cmovie entails the completeness of Qfilm, because we do not
know about the relationship between films and movies. When consid-
ering the RDFS statements (film, subclass, movie) and (movie, subclass, film)
saying that all movies and films are equivalent, we can conclude that
{Cmovie} |= Compl(Qfilm).
The intuitive reasoning from above has to be taken into account
when reasoning about query completeness.
In the following, we rely on ρDF, which is a formalization of the core
of RDFS [60]. The vocabulary of ρDF contains the terms
subproperty, subclass, domain, range, type
A schema graph S is a set of triples built using any of the ρDF terms,
except type, as predicates.
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We assume that schema information is not lost in incomplete data
sources. Hence, for incomplete data sources it is possible to extract
their ρDF schema into a separate schema graph. The closure of a graph G
wrt. a schema graph S is the set of all triples that are entailed. We denote
this closure by clS(G). The computation of this closure can be reduced
to the computation of the closure of a single graph that contains both
schema and non-schema triples as clS(G) = cl(S ∪ G). We now say
that a set C of completeness statements entails the completeness of a
query Q wrt. a ρDF schema graph S, if for all incomplete data sources
(Ga, Gi) it holds that if (clS(Ga), clS(Gi)) satisfies C then it also satisfies
Compl(Q).
Example 6.18 (Completeness Reasoning under RDFS). Consider again
the query Qfilm, the schema graph S={(film, subclass, movie),
(movie, subclass, film)} and the completeness statement Cmovie in Exam-
ple 6.17. Assume that the query Qfilm returns a mapping {?m 7→ m′}
for some term m′ over the ideal graph Gi of an incomplete data source
G = (Ga, Gi) that satisfies Cmovie. Then, the triple (m′, type, film) must
be in Gi. Because of the schema, the triple (m′, type, movie) is then en-
tailed (and thus in the closure clS(Gi)). As before, we can now use the
completeness statement Cmovie to infer that the triple (m′, type, movie)
must also be in Ga. Again, the triple (m′, type, film) is then entailed from
the triple (m′, type, movie) that is in Ga because of the schema. Thus,
Qfilm then also returns the mapping {?m 7→ m′} over Ga. Because of
the prototypical nature of m′ and (Ga, Gi), the completeness statement
entails query completeness in general.
Therefore, the main difference to the previous entailment procedures
is that the closure is computed to obtain entailed triples before and af-
ter the completeness operator TC is applied. For a set of completeness
statements C and a schema graph S, let TSC denote the function compo-
sition clS ◦ TC ◦ clS. Then the following holds.
Theorem 6.19 (Completeness under RDFS). LetC be a set of completeness
statements, Q = (W, P) a basic query, and S a schema graph. Then
C |=S Compl(Q) if and only if P˜ ⊆ TSC(P˜).
Proof. 3 ”⇒” : If P˜ * TSC(P˜), then the incomplete data source (TSC(P˜), clS(P˜))
is a counterexample for the entailment. It satisfies Cwrt. the schema S,
but does not satisfy Compl(Q) because the identity mapping i˜d, which
can be retrieved over the closure of the ideal graph clS(P˜) cannot be
retrieved by P over the available graph TSC(P˜).
”⇐” : Assume P˜ ⊆ TSC(P˜). We show that for an incomplete data
source G = (clS(Ga), clS(Gi)) such that G |= C, it holds that G |=
Compl(Q). By definition, G |= Compl(Q) if ~QclS(Ga) = ~QclS(Gi). By
the semantics of SELECT queries, it is sufficient to prove that ~PclS(Ga) =
3 A similar proof can be found in [23]
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~PclS(Gi). Note that ~PclS(Ga) ⊆ ~PclS(Gi) immediately follows from the
monotonicity of P and the fact that clS(Ga) ⊆ clS(Gi).
As for ~PclS(Ga) ⊇ ~PclS(Gi), suppose that there is some mapping µ
in ~PclS(Gi). Then, µP ⊆ clS(Gi) and because of the monotonicity of
TSC, it holds that T
S
C(µP) ⊆ TSC(Gi). By the defintion of satisfaction of
completeness statements wrt. RDFS, (clS(Ga), clS(Gi)) |= C implies that
TC(clS(Gi)) ⊆ clS(Ga). By applying the closure clS once again on both
sides, we find that TSC(G
i) ⊆ clS(Ga). Composing this two inclusions,
we find that the following inclusion holds: TSC(µP) ⊆ TSC(Gi) ⊆ clS(Ga).
Because we have assumed that P˜ ⊆ TSC(P˜), it follows that µ i˜d
−1P˜ ⊆
TSC(µ i˜d
−1P˜). Sinceµ i˜d−1P˜ = µP and TSC(µ i˜d
−1P˜) = TSC(µP), this means
that µP ⊆ clS(Ga). Consequently, µ is also in ~PclS(Ga). Thus, ~PclS(Ga)
is in ~PclS(Gi) and thus ~PclS(Ga) = ~PclS(Gi). 
As the computation of the closure can be done in polynomial time,
reasoning wrt. RDFS has the same complexity as reasoning for basic
queries.
6.5 completeness over federated data sources
Data on the Web is intrinsically distributed. Hence, the single-source
query mechanism provided by SPARQL has been extended to deal
with multiple data sources. In particular, the recent SPARQL 1.1 spec-
ification introduces the notion of query federation [80]. A federated
query is a SPARQL query that is evaluated across several data sources,
the SPARQL endpoints of which can be specified in the query.
So far, we have studied the problem of querying a single data source
augmented with completeness statements. The federated scenario
calls for an extension of the completeness framework discussed in Sec-
tion 6.4. Indeed, the completeness statements available about each
data source involved in the evaluation of a federated query must be
considered to check the completeness of the federated query. The aim
of this section is to discuss this aspect and present an approach to
check whether the completeness of a non-federated query (i.e., a query
without SERVICE operators) can be ensured with respect to the com-
pleteness statements on each data source. We also study the problem
of rewriting a non-federated query into a federated version in the case
in which the query is complete.
Federated SPARQL Queries. Before discussing existing results on
reasoning in the federated case, we formalize the notion of federated
SPARQL queries. A federated query is a SPARQL query executed over
a federated graph. Formally speaking, a federated graph is a family of
RDF graphs G¯ = (G j) j∈J where J is a set of IRIs. A federated SPARQL
query (as for the case of a non-federated query) can be a SELECT or an
ASK query [6]. In what follows, we focus on the conjunctive fragment
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(i.e., the AND fragment) of SPARQL with the inclusion of the SERVICE
operator. Non-federated SPARQL queries are evaluated over graphs.
In the federated scenario, queries are evaluated over a pair (i, G¯), where
the first component is an IRI associated to the initial SPARQL endpoint,
and the second component is a federated graph. The semantics of
graph patterns with AND and SERVICE operators is defined as follows:
~t(i,G¯) = ~tGi
~P1 AND P2(i,G¯) = ~P1(i,G¯) Z ~P2(i,G¯)
~(SERVICE j P)(i,G¯) = ~P( j,G¯)
where t ranges over all triple patterns and P, P1, P2 range over all graph
patterns with AND and SERVICE operators. We denote federated queries
as Q¯.
Federated Completeness Reasoning. Darari et al. have shown [24]
how to extend completeness reasoning to the federated setting. They
extended completeness statements with data source indices, and de-
fined query completeness of a non-federated query as completeness
wrt. the union of the ideal graphs of all data sources. The main result
of this work is that if a non-federated query is complete over a set
of datasources, then there exist a federated version of the query such
that each triple is evaluated over only exactly one data source, and the
query still returns the complete result.
Example 6.20 (Federated Data Sources). Consider the two data sources
shown in Figure 6.3 plus an additional data source named FB (= Face-
book) with the completeness statement
Cfb = Compl({(?m, likes, ?l)} | {(?m, type, Movie), (?m, director, tarantino)})
and the query
Qfb = ({?m, ?l}, {(?m, type, Movie), (?m, director, tarantino), (?m, likes, ?l)})
that asks for the number of likes of Tarantino’s movies.
This query is complete over the three data sources, whose endpoints
are reachable at the IRIs DBPe, LMDBe and FBe, because Facebook is
complete for likes of Tarantino movies and IMDB is complete for all
Tarantino movies and all directing of Tarantino. Since the query is
complete, we can compute a federated version Qfb, which in this case
is ({?m, ?l}, {(SERVICE LMDBe {(?m, type, Movie), (?m, director, tarantino)}
AND (SERVICE FBe {(?m, likes, ?l)}, which returns a complete answer al-
ready.
Note that the results for the federated case as presented in [24]
only work as long as there are no comparisons in the completeness
statements. If the completeness statements may contain comparisons,
then it can be the case that only a combination of data sources together
ensures completeness, e.g. if one data source is complete for movies
before 1980 and the other for movies in or after 1980.
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6.6 discussion
We now discuss some aspects underlying the completeness frame-
work.
availability of completeness metadata At the core of the pro-
posed framework lies the availability of completeness statements. We
have discussed in Section 6.2 how existing data sources like IMDB
already incorporate such statements (Figure 6.1) and how they can be
made machine-readable with our framework. The availability of com-
pleteness statements rests on the assumption that a domain “expert”
has the necessary background knowledge to provide such statements.
We believe that is in the interest of data providers to annotate their data
sources with completeness statements in order to increase their value.
Indeed, users can be more inclined to prefer data sources including
“completeness marks” to other data sources. Moreover, in the era of
crowdsourcing the availability of independent “ratings” from users
regarding the completeness of data can also contribute, in a bottom
up manner, to the description of the completeness of data sources.
For instance, when looking up information about Stanley Kubrick in
DBpedia, as a by-product users can provide feedback as to whether all
of Kubrick’s movies are present.
complexity All completeness checks presented in this chapter are
NP-complete. The hardness holds because of the classical complexity
of conjunctive query containment; the NP upper bound follows be-
cause all completeness checks require conjunctive query evaluation at
their core. In practice, we expect these checks to be fast, since queries
and completeness statements are likely to be small. After all, this is the
same complexity as the one of query evaluation and query optimiza-
tion of basic queries, as implemented in practical database manage-
ment systems. All theorems in this paper characterize completeness
entailment using the transformation TC that is based on CONSTRUCT
queries. Thus, the completeness checks can be straightforwardly im-
plemented and can make use of existing query evaluation techniques.
vocabulary heterogeneity In practice, a query may use a vo-
cabulary different from that of some data sources. In this work, we
assume the presence of a global schema. Indeed, one could use the
schema.org vocabulary for queries, since it has already been mapped
to other vocabularies (e.g., DBpedia).
implementation To show the feasibility of this proposal, Darari
developed the CORNER system, which implements the completeness
entailment procedure for basic and DISTINCT queries with ρDF4.
4 http://rdfcorner.wordpress.com
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6.7 related work
Fürber and Hepp [38] investigated data quality problems for RDF
data originating from relational databases. Wang et al. [89] focused
on data cleansing while Stoilos et al. [83] on incompleteness of rea-
soning tasks. The problem of assessing completeness of linked data
sources is discussed by Harth and Speiser [44]; here, completeness is
defined in terms of authoritativeness of data sources, which is a purely
syntactic property. Hartig et al. [45] discuss an approach to get more
complete results of SPARQL queries over the Web of Linked Data.
Their approach is based on traversing RDF links to discover relevant
data during query execution. Still, the completeness of query answers
cannot be guaranteed.
Indeed, the semantics of completeness is crucial also for RDF data
sources distributed on the Web, where each data source is generally
considered incomplete. To the best of our knowledge, the problem of
formalizing the semantics of RDF data sources in terms of their com-
pleteness is open. Also from the more pragmatic point of view, there
exist no comprehensive solutions enabling the characterization of data
source in terms of completeness. As an example, with VoID it is not
possible to express the fact that, for instance, the data source IMDB is
complete for all movies directed by Tarantino. Having the possibility to pro-
vide in a declaratively and machine-readable way (in RDF) such kind
of completeness statements paves the way toward a new generation of
services for retrieving and consuming data. In this latter respect, the
semantics of completeness statements interpreted by a reasoning en-
gine can guarantee the completeness of query answering. We present
a comprehensive application scenario in Section 6.2.
The RDF data itself is based on the open-world assumption, im-
plying that in general the information is incomplete [51]. One ap-
proach to deal with this incompleteness was proposed by Nikolaou
and Koubarakis [62], in which they developed RDFi, an extension to
RDF that can represent incomplete values by means of e-literals. The e-
literals behave like existentially quantified variables in first-order logic,
and are constrained by a global constraint. Global constraints can
in general be quantifier-free formulae of some first-order constraint
language. Both constitute syntactic devices for the representation of
incomplete information, called RDFi databases. They have also ex-
tended the standard SPARQL in order to allow expressions of a first-
order constraint language as FILTER expressions and be able to pose
queries that ask for certain answers over RDFi databases. However,
incompleteness with respect to missing records in RDF data was not
covered by their approach.
In [44], Harth and Speiser observe that the notion of completeness of
sources can be defined based on authority. They study three complete-
ness classes and their interrelationships, for triple patterns and con-
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junctive queries: one that considers the whole web, one that regards
documents in the surrounding of sources derived from the query and
one that considers documents according to the query execution. Their
work is orthogonal to ours in the sense that we define completeness of
sources based on their semantic structure. Also, their work does not
concern the OPT fragment of SPARQL queries and the RDFS schema
that may underlie RDF data. The partial completeness of RDF data is
not considered in their work either.
Recently, Patel-Schneider and Franconi presented an approach for
integrity constraints in an ontology setting [66]. It is to completely
specify certain concepts and roles, making them analogous to database
tables. On these concepts and roles, which are called DBox, axioms act
like integrity constraints. Moreover, the answers returned by queries
for DBox are complete. However, their work was focused on the in-
tegrity constraint part, not on the query answering part. Additionally,
they did not cover the partial completeness of concepts and roles, i.e.,
to specify that only certain parts of concepts and roles are complete.
6.8 summary
RDF and SPARQL are recent technologies enabling and alleviating the
publication and exchange of structured information on the semantic
web. The availability of distributed and potentially overlapping RDF
data sources calls for mechanisms to provide qualitative characteriza-
tions of their content. In this chapter, we have transferred previous
results for relational databases to the semantic web. We have shown
that although completeness information is present on the web in some
available data sources (e.g., IMDB discussed in Section 6.2) it is neither
formally represented nor automatically processed. We have adapted
the relational framework for the declarative specification of complete-
ness statements to RDF data sources and underlined how the frame-
work can complement existing initiatives like VoID. As particularities,
we studied the reasoning wrt. RDF schema and for SPARQL queries
containing the OPT keyword.
7
V E R I F Y I N G C O M P L E T E N E S S O V E R P R O C E S S E S
In many applications, data is managed via well documented processes.
If information about such processes exists, one can draw conclusions
about completeness as well. In this chapter, we present a formalization
of so-called quality-aware processes that create data in the real world and
store it in the company’s information system possibly at a later point.
We then show how one can check the completeness of database queries
in a certain state of the process or after the execution of a sequence of
actions, by leveraging on query containment, a well-studied problem
in database theory. Finally, we show how the results can be extended
to the more expressive formalism of colored Petri nets. Besides Section
7.5, all results in this chapter are contained in a conference paper by
Razniewski et al., published at the BPM 2013 conference [70], or in the
extended version available at Arxiv.org [71].
This chapter is divided as follows. In Section 7.1, we discuss nec-
essary background information about processes. In Section 7.6, we
discuss related work on data quality verification over processes. In
Section 7.2, we discuss the scenario of the school enrollment data in
the province of Bozen/Bolzano in detail. In Section 7.3, we discuss our
formal approach, introducing quality-aware transition systems, pro-
cess activity annotations used to capture the semantics of activities
that interact with the real world and with an information system, and
properties of query completeness over such systems. In Section 7.4, we
discuss how query completeness can be verified over such systems at
design time, at runtime, how query completeness can be refined and
what the complexity of deciding query completeness is. We conclude
with a discussion of extensions to (colored) Petri Nets in Section 7.5.
7.1 motivation and background
In the previous chapters we have discussed how reasoning over com-
pleteness statements can be performed. In this chapter, we discuss
how the same statements, query completeness, can be verified over
business process descriptions.
In many businesses, data creation and access follow formalized pro-
cedures. Strategic decisions are taken inside a company by relying on
statistics and business indicators such as KPIs. Obviously, this infor-
mation is useful only if it is reliable, and reliability, in turn, is strictly
related to quality and, more specifically, to completeness.
Consider for example the school information system of the au-
tonomous province of Bozen/Bolzano in Italy. Such an information
131
132 verifying completeness over processes
system stores data about schools, enrollments, students and teachers.
When statistics are computed for the enrollments in a given school, e.g.,
to decide the amount of teachers needed for the following academic
year, it is of utmost importance that the involved data are complete,
i.e., that the required information stored in the information system is
aligned with reality.
Completeness of data is a key issue also in the context of auditing.
When a company is evaluated to check whether its way of conducting
business is in accordance to the law and to audit assurance standards,
part of the external audit is dedicated to the analysis of the actual
data. If such data are incomplete w.r.t. the queries issued during the
audit, then the obtained answers do not properly reflect the company’s
behaviour.
A common source of data incompleteness in business processes is
constituted by delays between real-world events and their recording
in an information system. This holds in particular for scenarios where
processes are carried out partially without support of the information
system. E.g., many legal events are considered valid as soon as they
are signed on a sheet of paper, but their recording in the information
system could happen much later in time. Consider again the example
of the school information system, in particular the enrollment of pupils
in schools. Parents enroll their children at the individual schools, and
the enrollment is valid as soon as both the parents and the school
director sign the enrollment form. However, the school secretary may
record the information from the sheets only later in the local database of
the school, and even later submit all the enrollment information to the
central school administration, which needs it to plan the assignment
of teachers to schools, and other management tasks.
relation to previous chapters The model of completeness (cor-
respondence between query results over an ideal and an available
database) is the same as in the previous chapters. While the reasoning
problem of completeness in a state of a process is different, the tech-
niques to solve these problems (query containment) are the same as
before. While Chapters 3 and 4 left the question of where complete-
ness information could come from largely open, this chapter gives an
answer for scenarios, where data creation and manipulation follows
formalized processes.
7.2 example scenario
Consider the example of the enrollment to schools in the province of
Bolzano. Parents can submit enrollment requests for their child to any
school they want until the 1st of March. Schools then decide which
pupils to accept, and parents have to choose one of the schools in
which their child is accepted. Since in May the school administration
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wants to start planning the allocation of teachers to schools and take
further decisions (such as the opening and closing of school branches
and schools) they require the schools to process the enrollments and
to enter them in the central school information system before the 15th
of April.
A particular feature of this process is that it is partly carried out with
pen and paper, and partly in front of a computer, interacting with an
underlying school information system. Consequently, the information
system does often not contain all the information that hold in the real
world, and is therefore incomplete. E.g., while an enrollment is legally
already valid when the enrollment sheet is signed, this information is
visible in the information system only when the secretary enters it into
a computerized form.
A BPMN diagram sketching the main phases of this process is
shown in Figure 7.1, while a simple UML diagram of (a fragment
of) the school domain is reported in Figure 7.2. These diagrams ab-
stractly summarize the school domain from the point of view of the
central administration. Concretely, each school implements a specific,
local version of the enrollment process, relying on its own domain
conceptual model. The data collected on a per-school basis are then
transferred into a central information system managed by the central
administration, which refines the conceptual model of Figure 7.2. In
the following, we will assume that such an information system repre-
sents information about children and the class they belong to by means
of a pupil(pname, class, sname) relation, where pname is the name of an
enrolled child, class is the class to which the pupil belongs, and sname
is the name of the corresponding school.
When using the statistics about the enrollments as compiled in the
beginning of May, the school administration is highly interested in
having correct statistical information, which in turn requires that the
underlying data about the enrollments must be complete. Since the
data is generated during the enrollment process, this gives rise to sev-
eral questions about such a process. The first question is whether the
process is generally designed correctly, that is, whether the enrollments
present in the information system are really complete at the time they
publish their statistics, or whether it is still possible to submit valid en-
rollments by the time the statistics are published. We call this problem
the design-time verification.
A second question is to find out whether the number of enrollments
in a certain school branch is already complete before the 15th of April,
that is, when the schools are still allowed to submit enrollments (i.e.,
when there are school that still have not completed the second activity
in the school lane of Figure 7.1), which could be the case when some
schools submitted all their enrollments but others did not. In specific
cases the number can be complete already, when the schools that sub-
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Figure 7.1: BPMN diagram of the main phases of the school enrollment pro-
cess
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Figure 7.2: UML diagram capturing a fragment of the school domain
mitted their data are all the schools that offer the branch. We call this
problem the run-time verification.
A third question is to learn on a finer-grained level about the com-
pleteness of statistics, when they are not generally complete. When
a statistic consists not of a single number but of a set of values (e.g.,
enrollments per school), it is interesting to know for which schools
the number is already complete and for which not. We call this the
dimension analysis.
7.3 formalization
We want to formalize processes such as the one in Figure 7.1, which
operate both over data in the real-world (pen&paper) and record infor-
mation about the real world in an information system. We therefore
first introduce ideal databases and available databases to model the
state of the real world and the information system, and show then how
transition systems, which represent possible process executions, can
be annotated with effects for interacting with the ideal or the available
database.
7.3.1 Ideal and Available Databases
As in Chapter 3, we assume an ordered, dense set of constants dom
and a fixed set Σ of relations. A database instance is a finite set of facts
in Σ over dom. As there exists both the real world and the informa-
tion system, in the following we model this with two databases: Di
called the ideal database, which describes the information that holds
in the real world, and Da, called the available database, which captures
the information that is stored in the information system. We assume
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that the stored (available) information is always a subset of the real-
world (ideal) information. Thus, processes actually operate over pairs
(Di, Da) of an ideal database and available database. In the following,
we will focus on processes that create data in the real world and copy
parts of the data into the information system, possibly delayed.
Consider that in the real world, there are the two pupils John and
Mary enrolled in the classes 2 and 4 at the Hofer School, while the
school has so far only processed the enrollment of John in their IT
system. Additionally it holds in the real world that John and Alice live
in Bolzano and Bob lives in the city of Merano. The ideal database Di
would then be
{ pupil(John, 2, HoferSchool), pupil(Mary, 4, HoferSchool)
livesIn(John, Bolzano), livesIn(Bob, Merano), livesIn(Alice, Bolzano)}
while the available database would be
{pupil(John, 2, HoferSchool)}.
Where it is not clear from the context, we annotate atoms with the
database they belong to, so, e.g., pupila(John, 4, HoferSchool) means that
this fact is stored in the available database.
7.3.2 Query Completeness
For planning purposes, the school administration is interested in fig-
ures such as the number of pupils per class, school, profile, etc. Such
figures can be extracted from relational databases via SQL queries us-
ing the COUNT keyword. In an SQL database that contains a table
pupil(name, class, school), a query asking for the number of students per
school would be written as:
SELECT school, COUNT(*) as pupils_nr
FROM pupil
GROUP BY school.
(7.1)
As discussed earlier, conjunctive queries formalize SQL queries. A
conjunctive query Q is an expression of the form Q(x¯):−A1, . . . , An, M,
where x¯ are called the distinguished variables in the head of the query,
A1 to An the atoms in the body of the query, and M is a set of built-in
comparisons [1]. We denote the set of all variables that appear in a
query Q by Var(Q). Common subclasses of conjunctive queries are lin-
ear conjunctive queries, that is, they do not contain a relational symbol
twice, and relational conjunctive queries, that is, queries that do not
use comparison predicates. Conjunctive queries allow to formalize all
single-block SQL queries, i.e., queries of the form “SELECT . . . FROM
. . . WHERE . . .”. As a conjunctive query, the SQL query (7.1) above
would be written as:
Qp/s(schoolname, COUNT(name)):− pupil(name, class, schoolname)
(7.2)
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The formalization of query completeness over a pair of an ideal
database and an available database is as before: Intuitively, if query
completeness can be guaranteed, then this means that the query over
the generally incomplete available database gives the same answer as
it would give w.r.t. the information that holds in the ideal database.
Query completeness is the key property that we are interested in veri-
fying.
A pair of databases (Di, Da) satisfies query completeness of a query Q,
if Q(Di) = Q(Da) holds. We then write (Di, Da) |= Compl(Q).
Example 7.1. Consider the pair of databases (Di, Da) from Example
7.3.1 and the query Qp/s from above (2). Then, Compl(Qp/s) does
not hold over (Di, Da) because Q(Di) = {(HoferSchool, 2)} but Q(Da) =
{(HoferSchool, 1)}. A query for pupils in class 2, Qclass2(n):− pupil(n, 2, s),
would be complete, because Q(Di) = Q(Da) = {John}.
7.3.3 Real-world Effects and Copy Effects
We want to formalize the real-world effect of an enrollment action at
the Hofer School, where in principle, every pupil that has submitted
an enrollment request before, is allowed to enroll in the real world. We
can formalize this using the following implication:
pupili(n, c, HoferSchool)f requesti(n, HoferSchool)
which should mean that whenever someone is a pupil at the Hofer
school now, he has submitted an enrollment request before. Also, we
want to formalize copy effects, for example where all pupils in classes
greater than 3 are stored in the database. This can be written with the
following implication:
pupili(n, c, s), c > 3→ pupila(n, c, s)
which means that whenever someone is a pupil in a class with level
greater than three in the real world, then this fact is also stored in the
available database.
For annotating processes with information about data creation and
manipulation in the ideal database Di and in the available database Da,
we use real-world effects and copy effects as annotations. While their
syntax is the same, their semantics is different. Formally, a real-world
effect r or a copy effect c is a tuple (R(x¯, y¯), G(x¯, z¯)), where R(x¯, y¯) is an
atom, G is a set of atoms and built-in comparisons and x¯, y¯ and z¯ are
sets of distinct variables. We call G the guard of the effect. The effects r
and c can be written as follows:
r : Ri(x¯, y¯)f ∃z¯ : Gi(x¯, z¯)
c : Ri(x¯, y¯), Gi(x¯, z¯)→ Ra(x¯, y¯)
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Real-world effects can have variables y¯ on the left side that do not
occur in the condition. These variables are not restricted and thus
allow to introduce new values.
A pair of real-world databases (Di1, D
i
2) conforms to a real-world effect
Ri(x¯, y¯)f ∃z¯ : Gi(x¯, z¯), if for all facts Ri(c¯1, c¯2) that are in Di2 but not in
Di1 it holds that there exists a tuple of constants c¯3 such that the guard
Gi(c¯1, c¯3) is in Di1. The pair of databases conforms to a set of real-world
effects, if each fact in Di2 \Di1 conforms to at least one real-word effect.
If for a real-world effect there does not exist any pair of databases
(D1, D2) with D2 \D1 , ∅ that conforms to the effect, the effect is called
useless. In the following we only consider real-world effects that are
not useless.
The function copyc for a copy effect c = R
i(x¯, y¯), Gi(x¯, z¯) → Ra(x¯, y¯)
over an ideal database Di returns the corresponding R-facts for all the
tuples that are in the answer of the query Pc(x¯, y¯):−Ri(x¯, y¯), Gi(x¯, z¯)
over Di. For a set of copy effects CE, the function copyCE is defined by
taking the union of the results of the individual copy functions.
Example 7.2. Consider a real-world effect r that allows to introduce
persons living in Merano as pupils in classes higher than 3 in the
real world, that is, r = pupili(n, c, s) f c > 3, livesIn(n, Merano) and a
pair of ideal databases using the database Di from Example 7.3.1 that
is defined as (Di, Di ∪ {pupili(Bob, 4, HoferSchool)}. Then this pair con-
forms to the real-world effect r, because the guard of the only new fact
pupili(Bob, 4, HoferSchool) evaluates to true: Bob lives in Merano and his
class level is greater than 3. The pair (Di, Di∪{pupili(Alice, 1, HoferSchool)}
does not conform to r, because Alice does not live in Merano, and also
because the class level is not greater than 3.
For the copy effect c = pupili(n, c, s), c > 3 → pupila(n, c, s), which
copies all pupils in classes greater equal 3, its output over the ideal
database in Example 7.3.1 would be {pupila(Mary, 4, HoferSchool)}.
7.3.4 Quality-Aware Transition Systems
To capture the execution semantics of quality-aware processes, we resort
to (suitably annotated) labeled transition systems, a common way to
describe the semantics of concurrent processes by interleaving [10].
This makes our approach applicable for virtually every business pro-
cess modeling language equipped with a formal underlying transition
semantics (such as Petri nets or, directly, transition systems).
Formally, a (labeled) transition system T is a tuple T = (S, s0, A, E),
where S is a set of states, s0 ∈ S is the initial state, A is a set of names
of actions and E ⊆ S×A× S is a set of edges labeled by actions from A.
In the following, we will annotate the actions of the transition systems
with effects that describe interaction with the real-world and the in-
formation system. In particular, we introduce quality-aware transition
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systems (QATS) to capture the execution semantics of processes that
change data both in the ideal database and in the available database.
Formally, a quality-aware transition system T¯ is a tuple T¯ = (T, re, ce),
where T is a transition system and re and ce are functions from A into
the sets of all real-world effects and copy effects, which in turn obey
to the syntax and semantics defined in Sec. 7.3.3. Note that transition
systems and hence also QATS may contain cycles.
Example 7.3. Let us consider two specific schools, the Hofer School
and the Da Vinci School, and a (simplified version) of their enrollment
process, depicted in BPMN in Figure 7.3 (left) (in parenthesis, we intro-
duce compact names for the activities, which will be used throughout
the example). As we will see, while the two processes are independent
from each other from the control-flow point of view (i.e., they run in
parallel), they eventually write information into the same table of the
central information system.
Let us first consider the Hofer School. In the first step, the re-
quests are processed with pen and paper, deciding which requests
are accepted and, for those, adding the signature of the school di-
rector and finalizing other bureaucratic issues. By using relation
requesti(n, HoferSchool) to model the fact that a child named n requests
to be enrolled at Hofer, and pupili(n, 1, HoferSchool) to model that
she is actually enrolled, the activity pH is a real-world activity that
can be annotated with the real-world effect pupili(n, 1, HoferSchool)f
requesti(n, HoferSchool). In the second step, the information about en-
rolled pupils is transferred to the central information system by copy-
ing all real-world enrollments of the Hofer school. More specifically,
the activity rH can be annotated with the copy effect
pupili(n, 1, HoferSchool)→ pupila(n, 1, HoferSchool).
Let us now focus on the Da Vinci School. Depending on the amount
of incoming requests, the school decides whether to directly process
the enrollments, or to do an entrance test for obtaining a ranking. In
the first case (activity pD), the activity mirrors that of the Hofer school,
and is annotated with the real-world effect pupili(n, 1, DaVinci) f
requesti(n, DaVinci). As for the test, the activity tD can be annotated
with a real-world effect that makes it possible to enroll only those chil-
dren who passed the test: pupili(n, 1, DaVinci) f requesti(n, DaVinci),
testi(n, mark), mark ≥ 6.
Finally, the process terminates by properly transferring the informa-
tion about enrollments to the central administration, exactly as done
for the Hofer school. In particular, the activity rD is annotated with
the copy effect pupili(n, 1, DaVinci)→ pupila(n, 1, DaVinci). Notice that
this effect feeds the same pupil relation of the central information sys-
tems that is used by rH, but with a different value for the third column
(i.e., the school name).
Figure 7.3 (right) shows the QATS formalizing the execution seman-
tics of the parallel composition of the two processes (where activities
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are properly annotated with the previously discussed effects). Cir-
cles drawn in orange with solid line represent execution states where
the information about pupils enrolled at the Hofer school is complete.
Circles in blue with double stroke represent execution states where
completeness holds for pupils enrolled at the Da Vinci school. At the
final, sink state information about the enrolled pupils is complete for
both schools.
In Figure 7.4, we have formalized the school lane of the BPMN pro-
cess from Figure 7.1 as a QATS. The two actions correspond to the
activities in the lane. In Action 1, which corresponds to the acceptance
of enrollment requests by the school, the real-world effect r1 allows to
add new enrollments into the real world. In Action 2, which corre-
sponds to the insertion of the enrollments into the database, the copy
effect c1 copies all enrollments from the real world into the information
system.
7.3.5 Paths and Action Sequences in QATSs
Let T¯ = (T, re, ce) be a QATS. A path pi in T¯ is a sequence t1, . . . , tn of
transitions such that ti = (si−1, ai, si) for all i = 1 . . . n. An action sequence
α is a sequence a1, . . . , am of action names. Each path pi = t1, . . . , tn has
also a corresponding action sequence αpi defined as a1, . . . , an . For a state
s, the set Aseq(s) is the set of the action sequences of all paths that end
in s.
Next we consider the semantics of action sequences. A develop-
ment of an action sequence α = a1, . . . , an is a sequence Di0, . . . , D
i
n
of ideal databases such that each pair (Dij, D
i
j+1) conforms to the ef-
fects re(α j+1). Note that Di0 can be arbitrary. For each development
Di0, . . . , D
i
n, there exists a unique trace Da0, . . . , D
a
n, which is a sequence
of available databases Daj defined as follows:
Daj =
D
i
j if j = 0
Daj−1 ∪ copyCE(t j)(Dij) otherwise.
Note that Da0 = D
i
0 does not introduce loss of generality and is just a
convention. To start with initially different databases, one can just add
an initial action that introduces data in all ideal relations.
7.3.6 Completeness over QATSs
An action sequence α = a1, . . . , an satisfies query completeness of a
query Q, if for all developments of α it holds that Q is complete over
(Din, Dan), that is, if Q(Din) = Q(Dan) holds. A path P in a QATS T¯
satisfies query completeness for Q, if its corresponding action sequence
satisfies it. A state s in a QATS T¯ satisfies Compl(Q), if all action
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Figure 7.3: BPMN enrollment process of two schools (left), and the corre-
sponding QATS (right)
s0 s1 s2
Decide about enrolment requests Record accepted enrolments
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Figure 7.4: The school lane from Figure 7.1 formalized as QATS.
sequences in Aseq(s) (the set of the action sequences of all paths that
end in s) satisfy Compl(Q). We then write s |= Compl(Q).
Example 7.4. Consider the QATS in Figure 7.3 (right) and recall that
the action pH is annotated with the effect pupili(n, 1, HoferSchool) f
requesti(n, HoferSchool) for enrolling pupils in the real world, and the ac-
tion rH with the copy effect pupili(n, 1, HoferSchool) →
pupila(n, 1, HoferSchool). A path pi = ((s0,pH, s1), (s1, rH, s2)) has the
corresponding action sequence (pH, rH). Its models are all sequences
(Di0, D
i
1, D
i
2) of ideal databases (developments), where D
i
1 may con-
tain additional pupil facts at the Hofer school w.r.t. Di0 because of the
real-world effect of action a1, and Di2 = D
i
1. Each such development
has a uniquely defined trace (Da0, D
a
1, D
a
2) where D
a
0 = D
i
0 by defini-
tion, Da1 = D
a
0 because no copy effect is happening in action a1, and
Da2 = D
a
1 ∪ copyce(a1)(Di1), which means that all pupil facts from Hofer
school that hold in the ideal database are copied into the informa-
tion system due to the effect of action a1. Thus, the state s2 satisfies
Compl(QHofer) for a query QHofer(n):− pupil(n, c, HoferSchool), because
in all models of the action sequence the ideal database pupils at the
Hofer school are copied into the available database by the copy effect
in action rH.
7.4 verifying completeness over processes
In the following, we analyze how to check completeness in a state of a
QATS at design time, at runtime, and how to analyze the completeness
of an incomplete query in detail.
7.4.1 Design-Time Verification
When checking for query completeness at design time, we have to
consider all possible paths that lead to the state in which we want to
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check completeness. We first analyze how to check completeness for
a single path, and then extend our results to sets of paths.
Given a query Q(z¯):−R1(d¯1), . . . , Rn(d¯n), M, we say that a real-world
effect r is risky w.r.t. Q, if there exists a pair of ideal databases (Di1, D
i
2)
that conforms to r and where the query result changes, that is, Q(Di1) ,
Q(Di2). Intuitively, this means that ideal database changes caused by
r can influence the query answer and lead to incompleteness, if the
changes are not copied into the available database.
Proposition 7.5 (Risky Effects). Let r be the real-world effect R(x¯, y¯) f
G1(x¯, z¯1) and Q be the query Q:−R1(d¯1), . . .Rn(d¯n), M. Then r is risky
wrt. Q if and only if the following formula is satisfiable:
G1(x¯, z¯1) ∧
( ∧
i=1...n
Ri(d¯i)
)
∧ M ∧
( ∨
Ri=R
(x¯, y¯) = d¯i
)
Proof. "⇐:" If the formula is satisfied for some valuation δ, this valua-
tion directly yields an example showing that r is risky wrt. Q as follows:
Suppose that the disjunct is satisfied for some i = k. Then we can con-
struct databases Di1 and D
i
2 as D
i
1 = G1(δx¯, δz¯1) ∪ {
∧
i=1...n,i,k Ri(δd¯i)}
and Di2 = D
i
1 ∪ {Rk(δd¯k)}. Clearly, (Di1, Di2) satisfies the effect r be-
cause for the only additional fact Rk(δd¯k) in Di2, the condition G1 is
contained in (Di1). But Q(D
i
1) , Q(D
i
2) because with the new fact, a
new valuation for the query is possible by mapping each atom to itself.
"⇒:" Holds by construction of the formula, which checks whether
it is possible for R-facts to satisfy both G1 and Q. Suppose r is risky
wrt. Q. Then there exists a pair of databases (Di1, D
i
2) that satisfies r
and where Q(Di1) , Q(D
i
2). Thus, all new facts in D
i
2 must conform to
G1 and some facts must also contribute to new evaluations of Q that
lead to Q(Di1) , Q(D
i
2). Thus, each such facts implies the existence of
a satisfying assignment for the formula. 
Example 7.6. Consider the query Q(n):− pupil(n, c, s), livesIn(n, Bolzano)
and the real-world effect r1 = pupil(n, c, s) f c = 4, which allows to
add new pupils in class 4 in the real world. Then r1 is risky w.r.t. Q,
because pupils in class 4 can potentially also live in Bolzano. Note
that without integrity constraints, actually most updates to the same
relation will be risky: if we do not have keys in the database, a
pupil could live both in Bolzano and Merano and hence an effect
r2 = pupil(n, c, s)f livesIn(n, Merano) would be risky w.r.t. Q, too. If
there is a key defined over the first attribute of livesIn, then r2 would
not be risky, because adding pupils that live in Merano would not
influence the completeness of pupils that only live in Bolzano.
We say that a real-world effect r that is risky w.r.t. a query Q is repaired
by a set of copy effects {c2, . . . , cn}, if for any sequence of databases
(Di1, D
i
2) that conforms to r it holds that Q(D
i
2) = Q(D
i
1∪ copyc1...cn(Di2)).
Intuitively, this means that whenever we introduce new facts via r and
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apply the copy effects afterwards, all new facts that can change the
query result are also copied into the available database.
Proposition 7.7 (Repairing). Consider the query Q:−R1(d¯1), . . .Rn(d¯n), M,
let v¯ = Var(Q), a real-world effect R(x¯, y¯)f G1(x¯, z¯1) and a set of copy ef-
fects {c2, . . . , cm}. Then r is repaired by {c2, . . . , cm} if and only if the following
formula is valid:
∀x¯, y¯ :
((
∃z¯1, v¯ : (G1(x¯, z¯1)∧
∧
i=1...n
Ri(d¯i)∧M∧
∨
Ri=R
(x¯, y¯) = d¯i
)
⇒
∨
j=2...m
∃z¯ j : G j(x¯, z¯ j)
)
Proof. "⇐:" Straightforward. If the formula is valid, it implies that any
fact R(x¯) that is introduced by the real-world effect r and which can
change the result of Q also satisfies the condition of some copy effect
and hence will be copied.
"⇒:" Suppose the formula is not valid. Then there exists a fact
R(x¯) which satisfies the condition of the implication (so R(x¯) can both
conform to r and change the result of Q) but not the consequence (it
is not copied by any copy effect). Thus, we can create a pair (Di1, D
i
2)
of databases as before as Di1 = G1(x¯, y¯) ∪ {
∧
i=1...n,i,k Ri(d¯i)} and Di2 =
Di1 ∪ {Rk(d¯k)}which proves that Q(Di2) , Q(Di1 ∪ copyc1,...cm(Di2). 
This implication can be translated into a problem of query contain-
ment as follows: For a query Q(z¯):−R1(d¯1), . . . , Rn(d¯n), we define the
atom-projection of Q on the i-th atom as Qpii (x¯):−R1(d¯1), . . . , Rn(d¯n), x¯ =
d¯i. Then, for a query Q and a relation R, we define the R-projection
of Q, written QR, as the union of all the atom-projections of atoms
that use the relation symbol R, that is,
⋃
Ri=R Q
pi
i . For a real-world
effect r = R(x¯, y¯) f G(x¯, z¯), we define its associated query Pr as
Pr(x¯, y¯):−R(x¯, y¯), G(x¯, z¯).
Corollary 7.8 (Repairing and Query Containment). Let Q be a query,
α = a1, . . . an be an action sequence, ai be an action with a risky real-world
effect r, and {c1, . . . , cm} be the set of all copy effects of the actions ai+1 . . . an.
Then r is repaired, if and only if it holds that Pr ∩QR ⊆ Pc1 ∪ . . .∪ Pcm .
Proof. Consider again the formula in Lemma 7.7. Then, the first con-
junct on the lefthandside is the condition of the real-world effect r,
corresponding to Pr, the second conjunct is the R-projection QR of the
query Q, and the third conjunct is the intersection between Pr and QR.
The disjunction on the righthandside corresponds to the union of the
queries Pc1 to Pcm . 
Intuitively, the corollary says that a risky effect r is repaired, if all
data that is introduced by r that can potentially change the result of
the query Q are guaranteed to be copied into the information system
database by the copy effects c1 to cn.
The corollary holds because of the direct correspondence between
conjunctive queries and relational calculus [1].
We arrive at a result for characterizing query completeness wrt. an
action sequence:
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Lemma 7.9 (Action Sequence Completeness). Let α be an action sequence
and Q be a query. Then α |= Compl(Q) if and only if all risky effects in α are
repaired.
Proof. “⇐”: Assume that all risky real-world effects in α are repaired
in α. Then by Lemma 7.8 any fact introduced by a real-world effect
r which can potentially also influence the satisfaction of Compl(Q)
also satisfies the condition of some later copy effect, and hence it is
eventually copied into some Daj and hence it also appears in D
a
n, which
implies that C is satisfied over (Din, Dan).
“⇒”: Assume the repairing does not hold for some risky effect r of
an action ai ∈ α. Then by Lemma 7.8, since the containment does not
hold, there exists a database D with a fact R(t) that is in Qr ∩QR(D)
but not in Qci+1 ∪ . . . ∪Qcn(D). Then, we can create a development
Di0, . . . , D
i
n of α as Di0, . . . , D
i
i−1 = D \ {R(t)} and Dii, . . . , Din = D. Its
trace is Da0, . . . , D
a
n = D \ {R(t)}, because since the containment does
not hold, for none of the copy effects in the following actions its guard
evaluates to true for the fact R(t) and hence R(t) is never copied into
the available database. But since R(t) is in QR(D), query completeness
for Q is not satisfied over (Din, Dan) and hence α 6|= Compl(Q). 
Before discussing complexity results in Section 7.4.4, we show that
completeness entailment over action sequences and containment of
unions of queries have the same complexity. As discussed earlier,
common sublanguages of conjunctive queries are, e.g., queries with-
out arithmetic comparisons (so-called relational queries), or queries
without repeated relation symbols (so-called linear queries).
For a query language L, we call EntC(L) the problem of deciding
whether an action sequence α entails completeness of a query Q, where
Q and the real-world effects and the copy effects in α are formulated
in language L. Also, we call UCont(L,L) the problem of deciding
whether a query is contained in a union of queries, where all are
formulated in the language L.
Theorem 7.10. LetL be a query languages. Then EntC(L) and UCont(L,L)
can be reduced to each other in linear time.
Proof. “⇒”: Consider the characterization shown in Lemma 7.9. For a
fixed action sequence, the number of containment checks is the same
as the number of the real-world effects of the action sequence and thus
linear.
“⇐”: Consider a containment problem Q0 ⊆ Q1 ∪ . . . ∪ Qn, for
queries formulated in a language L. Then we can construct a QATS
T¯ = (S, s0, A, E, re, ce) over the schema of the queries together with a
new relation R with the same arity as the queries where S = {s0, s1, s2},
A = {a1, a2}, re(a1) = {Ri(x¯) f Q0(x¯)} and ce(a2) = ⋃i=1...n{Qi(x¯) →
Ra(x¯)}. Now, the action sequence a1, a2 satisfies a query completeness
for a query Q′(x¯):−R(x¯) exactly if Q0 is contained in the union of the
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queries Q1 to Qn, because only in this case the real-world effect at ac-
tion a1 cannot introduce any facts into Di1 of a development of a1, a2,
which are not copied into Da2 by one of the effects of the action a2. 
We discuss the complexity of query containment and hence of com-
pleteness entailment over action sequences more in detail in Section
7.4.4.
So far, we have shown how query completeness over a path can be
checked. To verify completeness in a specific state, we have to consider
all paths to that state, which makes the analysis more difficult. We first
introduce a lemma that allows to remove repeated actions in an action
sequence:
Lemma 7.11 (Duplicate Removal). Let α = α1, a˜,α2, a˜,α3 be an action
sequence with a˜ as repeated action and let Q be a query. Then α satisfies
Compl(Q) if and only if α′ = α1,α2, a˜,α3 satisfies Compl(Q).
Proof. "⇒": Suppose α satisfies Compl(Q). Then, by Proposition 7.9,
all risky real-world effects of the actions in α are repaired. Let ar be an
action in α that contains a risky real-world effect r. Thus, there must
exist a set of actions Ac in α that follows ar and contains copy effects
that repair r. Suppose Ac contains the first occurrence of a˜. Then, this
first occurrence of a˜ can also replaced by the second occurrence of a˜
and then the modified set of actions also appears after ar in α′.
"⇐": Suppose α′ satisfies Compl(Q). Then, also α satisfies Compl(Q)
because adding the action a˜ earlier cannot influence query complete-
ness: Since by assumption each risky real-world effect of the second
occurrence of a˜ is repaired by some set of actions Ac that follows a˜,
the same set Ac also repairs each risky real-world effect of the first
occurrence of a˜. 
The lemma shows that our formalism can deal with cycles. While
cycles imply the existence of sequences of arbitrary length, the lemma
shows that we only need to consider sequences where each action
occurs at most once. Intuitively, it is sufficient to check each cycle only
once.
Remark 7.12. If we consider a fixed start database, we cannot just drop
all but the last occurrence of an action. Consider e.g. a process consist-
ing of a sequence of three actions: a real-world effect Ri(x) f true, a
copy effect Ri(x)→ Sa(x) and again the real-world effect Ri(x)f true.
Then if the start databases are assumed to be empty, the first occurrence
of R(x)f true cannot be dropped without changing the satisfaction of
completeness of a query Q(x):−S(x) in the end of the process. Still, be-
cause we do not consider recursive queries, such dependencies would
presumably be finite.
Based on the preceding lemma, we define the normal action sequence
of a path pi as the action sequence of pi in which for all repeated actions
all but the last occurrence are removed.
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Proposition 7.13 (Normal Action Sequences). Let T¯ = (T, re, ce) be a
QATS, Π be the set of all paths of T¯ and Q be a query. Then
(i) for each path pi ∈ Π, its normal action sequence has at most the
length |A|,
(ii) there are at most Σ|A|k=1
|A|!
(|A|−k)! < (|A| +1)! different normal forms
of paths,
(iii) for each path pi ∈ Π, it holds that pi |= Compl(Q) if and only if α′
satisfies Compl(Q), where α′ is the normal action sequence of pi.
Proof. The first two items hold because normal action sequences do
not contain actions twice. The third item holds because of Lemma
7.11, which allows to remove all but the last occurrence of an action in
an action sequence without changing query completeness satisfaction.

Before arriving at the main result, we need to show that deciding
whether a given normal action sequence can actually be realized by a
path is easy:
Proposition 7.14. Given a QATS T¯, a state s and a normal action sequence
α. Then, deciding whether there exists a pathpi that has α as its normal action
sequence and that ends in s can be done in polynomial time.
Proof. The reason for this proposition is that given a normal action
sequence α = a1, . . . , an, one just needs to calculate the states reachable
from s0 via the concatenated expression
(a1, . . . , an)+, (a2, . . . , an)+, . . . , (an−1, an)+, (an)+
This expression stands exactly for all action sequences with α as nor-
mal sequence, because it allows repeated actions before their last occur-
rence in α. Calculating the states that are reachable via this expression
can be done in polynomial time, because the reachable states Sreachn can
be calculated iteratively for each component (ai, . . . , an)+ as Sreachi from
the reachable states Sreachi−1 until the previous component (ai−1, . . . , an)
+
by taking all states that are reachable from a state in Sreachi−1 via one or sev-
eral actions in {ai, . . . , an}, which can be done with a linear-time graph
traversal such as breadth-first or depth-first search. Since there are
only n such components, the overall algorithm works in polynomial
time. 
Having shown that realization of a normal action sequence by a
QATS is in PTIME, we can prove the following main result:
Theorem 7.15. Given a QATS T¯ and a query Q, both formulated in a query
language L, checking “s 6|= Compl(Q)?” can be done using a nondetermin-
istic polynomial-time Turing machine with a UCont(L)-oracle.
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Proof. If s 6|= Compl(Q), one can guess a normal action sequence α,
check by Proposition 7.14 in polynomial time that there exists a path
pi from s0 to s with α as normal action sequence, and by Theorem 7.10
verify using the UCont(L)-oracle that α does not satisfy Compl(Q). 
We discuss the complexity of this problem in Section 7.4.4
7.4.2 Runtime Verification
Similarly to the results about database instance reasoning in Section
3.5, more completeness can be derived if the actual process instance is
taken into account, that is, the concrete activities that were carried out
within a process.
As an example, consider that the secretary in a large school can per-
form two activities regarding the enrollments, either he/she can sign
enrollment applications (which means that the enrollments become
legally valid), or he/she can record the signed enrollments that are not
yet recorded in the database. For simplicity we assume that the secre-
tary batches the tasks and performs only one of the activities per day.
A visualization of this process is shown in Figure 7.5. Considering only
the process we cannot draw any conclusions about the completeness
of the enrollment data, because if the secretary chose the first activity,
then data will be missing, however if the secretary chose the second ac-
tivity, then not. If however we have the information that the secretary
performed the second activity, then we can conclude that the number
of the currently valid enrollments is also complete in the information
system.
Formally, a runtime verification problem consists of a path pi =
t1, . . . , tn that was executed so far and a query Q. Again the prob-
lem is to check whether completeness holds in the current state, that
is, whether all developments of pi satisfy Compl(Q). Recall that we
introduced EntC(L) as the problem of deciding whether a path in a
QATS formulated in a language L satisfies completeness of a query
formulated in the same language L.
Corollary 7.16. The problems EntC(L) and UCont(L) can be reduced to
each other in linear time.
The corollary follows directly from Theorem 7.10 and the fact that a
path satisfies completeness if and only if its action sequence satisfies
completeness.
Runtime verification becomes more complex when also the current,
concrete state of the available database is explicitly taken into account.
Given the current state D of the database, the problem is then to check
whether all the developments of pi in which Dan = D holds satisfy
Compl(Q). In this case repairing of all risky actions is a sufficient but
not a necessary condition for completeness:
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Figure 7.5: Simplified BPMN process for the everyday activity of a secretary
in a school
Example 7.17. Consider a path (s0, a1, s1), (s1, a2, s2), where action a1 is
annotated with the copy effect requesti(n, s) → requesta(n, s), action a2
with the real-world effect pupili(n, c, s)f requesti(n, s), a database Da2
that is empty, and consider a query Q(n):− pupil(n, c, s), request(n, s).
Then, the query result over Da2 is empty. Since the relation request
was copied before, and is empty now, the query result over any ideal
database must be empty too, and therefore Compl(Q) holds. Note that
this cannot be concluded with the techniques introduced in this work,
as the real-world effect of action a2 is risky and is not repaired.
The complexity of runtime verification w.r.t. a concrete database
instance is still open.
7.4.3 Dimension Analysis
When at a certain timepoint a query is not found to be complete, for
example because the deadline for the submissions of the enrollments
from the schools to the central school administration is not yet over,
it becomes interesting to know which parts of the answer are already
complete.
Example 7.18. Consider that on the 10th of April, the schools “Hofer”
and “Da Vinci” have confirmed that they have already submitted all
their enrollments, while “Max Valier” and “Gherdena” have entered
some but not all enrollments, and other schools did not enter any
enrollments so far. Then the result of a query asking for the number
of pupils per school would look as in Figure 7.6 (left table), which
does not tell anything about the trustworthiness of the result. If one
includes the information from the process, one could highlight that
the data for the former two schools is already complete, and that there
can also be additional schools in the query result which did not submit
any data so far (see right table in Figure 7.6).
Formally, for a query Q a dimension is a set of distinguished vari-
ables of Q. Originally, dimension analysis was meant especially for
the arguments of a GROUP BY expression in a query, however it can
also be used with other distinguished variables of a query. Assume a
query Q(x¯):−B(x¯, y¯) cannot be guaranteed to be complete in a specific
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Figure 7.6: Visualization of the dimension analysis of Example 7.18.
state of a process. For a dimension v¯ ⊆ x¯, the analysis can be done as
follows:
(i) Calculate the result of Q′(v¯):−B(x¯, y¯) over Da.
(ii) For each tuple c¯ in Q′(Da), check whether s, Da |= Compl(Q[v¯/c¯]).
This tells whether the query is complete for the values c¯ of the
dimension V.
(iii) To check whether further values are possible, one has to guess
a new value c¯new for the dimension and show that Q[v¯/c¯new]
is not complete in the current state. For the guess one has to
consider only the constants in the database plus a fixed set of new
constants, hence the number of possible guesses is polynomial
for a fixed dimension v¯.
Step 2 corresponds to deciding for each tuple with a certain value in
Q(Da), whether it is complete or not (color red or green in Figure 7.6,
right table), Step 3 to deciding whether there can be additional values
(bottom row in Figure 7.6, right table).
7.4.4 Complexity of Completeness Verification
In the previous sections we have seen that completeness verification
can be solved using query containment. Results on query containment
are already reported in Section 3.2.3. The results presented here follow
from Theorems 7.10 and 7.15, and are summarized in Figure 7.7. We
distinguish between the problem of runtime verification, which has the
same complexity as query containment, and design-time verification,
which, in principle requires to solve query containment exponentially
often. Notable however is that in most cases the complexity of runtime
verification is not higher than the one of design-time verification.
The results on linear relational and linear conjunctive queries, i.e.,
conjunctive queries without selfjoins and without or with comparisons,
are borrowed from [72]. The result on relational queries is reported
in [77], and that on conjunctive queries from [84]. As for integrity
constraints, the result for databases satisfying finite domain constraints
is reported in [72] and for databases satisfying keys and foreign keys
in [14].
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Query/QATS language L
Runtime-verification:
Complexity of
UCont(L,L) and
EntC(L)
“(pi |= Compl(Q))”?
Design-time
verification:
Complexity of
“s |= Compl(Q)”?
Linear relational queries PTIME in coNP
Linear conjunctive
queries
coNP-complete coNP-complete
Relational queries NP-complete in ΠP2
Relational queries over
databases with finite
domains
ΠP2 -complete Π
P
2 -complete
Conjunctive queries ΠP2 -complete Π
P
2 -complete
Relational queries over
databases with keys and
foreign keys
in PSPACE in PSPACE
Figure 7.7: Complexity of design-time and runtime verification for different
query languages.
7.5 extracting transition systems from petri nets
Transition systems are a very basic formalism for describing the se-
mantics of business processes. For business processes itself, the quasi-
standard for process models is the business process modeling notation
(BPMN). Large parts of BPMN are well founded in coloured Petri nets.
In turn, the models of coloured Petri nets are represented by its reacha-
bility graph, which is a transition system. It is therefore not surprising
that the annotations of transition systems with real-world and copy
effects can also be expressed on the level of coloured Petri nets.
Informally, coloured Petri nets (CPN) are systems in which tokens of
different types can move and interact according to defined actions [49].
An example of a CPN that is annotated with real-world and copy
effects is shown in Figure 7.8. In this CPN, there exist three types
of tokens: Time, persons and schools, which initially populate the
places on the left side in top-down order. The actions can be executed
whenever there are tokens in all the input places, e.g., the action “Enroll
yourself” can be executed whenever there there is a time token in the
first place, a person token in the second place and a school token in
the third place.
When annotating Petri nets with real-world and copy effects, we can
now use the variables of the actions also in the effect specifications: For
instance, the real-world effect of the action “Decide enrollments of a
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school” allows to create records enrolled(n,s) for pupils who expressed
an enrollment desire at the school which performs this action.
Notice that while already coloured Petri nets also allow some rep-
resentation of data via the tokens, CPN annotated with real-world
and copy effects go clearly beyond this, because (1) copy actions are a
kind of universally quantified transitions, (2) they allow the introduc-
tion of new values, and (3) allow the verification for arbitrary starting
databases.
The semantics of Coloured Petri nets are their reachability graphs,
which, in turn, are transition systems. A common class of well-behaved
Petri nets are bound Petri nets. A Petri net is bound by a value k, if the
number of tokens in all reachable states is less or equal to k. For k-bound
Petri nets, their reachability graph is at most exponential in k. Thus,
completeness verification over coloured Petri nets can be reduced to
completeness verification over exponential transition systems.
7.6 related work
In the BPM context, there have been attempts to model data qual-
ity issues, like in [13, 76, 7]. However, these approaches mainly dis-
cussed general methodologies for modeling data quality requirements
in BPMN, but did not provide methods to asses their fulfillment. In this
chapter, we claim that process formalizations are an essential source for
learning about data completeness and show how data completeness
can be verified. In particular, our contributions are (1) to introduce the
idea of extracting information about data completeness from processes
manipulating the data, (2) to formalize processes that can both interact
with the real-world and record information about the real-world in an
information system, and (3) to show how completeness can be verified
over such processes, both at design and at execution time.
Our approach leverages on two assumptions related to how the
data manipulation and the process control-flow are captured. From
the data point of view, we leverage on annotations that suitably me-
diate between expressiveness and tractability. More specifically, we
rely on annotations modeling that new information of a given type
is acquired in the real world, or that some information present in the
real world is stored into the information system. We do not explicitly
consider the evolution of specific values for the data, as incorporat-
ing full-fledged data without any restriction would immediately make
our problem undecidable, being simple reachability queries undecid-
able in such a rich setting [22, 8, 9]. From the control-flow point of
view, we are completely orthogonal to process specification languages.
In particular, we design our data completeness algorithms over (la-
beled) transition systems, a well-established mathematical structure
to represent the execution traces that can by produced according to the
control-flow dependencies of the (business) process model of interest.
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of a school
1: time() 1: time()
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1: time()
1: pupil(p)
enrRequestrw(p, s) true
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1: school(s)
1: time()
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1: void()
Figure 7.8: Enrollment both from the perspective of schools and students
modelled in a CPN. A desirable property to check is that when the
action “Publish statistics” is executed, the data about enrolments
is complete, which in this example is the case.
Consequently, our approach can in principle be applied to any pro-
cess modeling language, with the proviso of annotating the involved
activities. We are in particular interested in providing automated rea-
soning facilities to answer whether a given query can be answered with
complete information given a target state or a sequence of activities.
7.7 summary
In this chapter we have discussed that data completeness analysis
should take into account the processes that manipulate the data. In
particular, we have shown how process models can be annotated with
effects that create data in the real world and effects that copy data
from the real world into an information system. We have then shown
how one can verify the completeness of queries over transition systems
that represent the execution semantics of such processes. It was shown
that, similarly to the previous chapters, the problems here are closely
related to the problem of query containment, although now, it may be
the case that exponentially many containments have to be solved for
one completeness check. We also showed that completeness checking
is easier when the trace of the process is known.
We focused on the process execution semantics in terms of transition
systems. The results would allow the realization of a demonstration
system to annotate high-level business process specification languages
(such as BPMN or YAWL), extract the underlying quality-aware tran-
sition systems, and apply the techniques here presented to check com-
pleteness.

8
D I S C U S S I O N
In the previous chapters we have discussed how to analyze the com-
pleteness of query answers over databases using metadata about the
completeness of parts of the data. A critical prerequisite for doing
such analysis is to actually obtain such completeness metadata, and to
have reasons to believe that this metadata is correct. Also, the practical
implications of the presented complexity results and the technical in-
tegration of completeness reasoning into existing software landscapes
are important issues. In the following, we discuss these issues.
obtaining completeness statements and ensuring statement
correctness In the setting of company databases, especially fast-
changing transactional databases that possibly get integrated into data
warehouses regularly, in order to have up-to-date completeness meta-
data, completeness statement generation needs to be automated as
much as possible. Where data creation is done automatically (e.g., sen-
sor data), it could be feasible to also generate completeness statements
automatically. Where data is submitted manually (for instance, a hu-
man presses a "submit" button), completeness statement generation
should be bound to the data submission. That is, whenever data is
submitted, the user is asked (or forced) to also make statements about
the (in-)completeness of the submitted data. This is crucial, because
commonly the stakeholder that will know most about the complete-
ness of the data is the one who submits the data.
In settings where the knowledge about completeness is not captured
directly at data creation, later attempts to get completeness statements
will require manual inspection and may be tricky, as often information
about data provenance is not maintained well. This may e.g. be a
problem when a database with completeness metadata is merged with
another database without such completeness information, e.g. after an
acquisition.
In the settings of crowd-based data such as OpenStreetMap or of in-
tegrated data without any quality guarantees such as on the Semantic
Web, there is no way to enforce the generation of completeness meta-
data. Instead, completeness metadata will need to be generated and
maintained based on mutual ratings and trust levels.
practical complexity While some theoretical complexity results
presented in this thesis may seem as if implementations could be very
challenging, most discussed schema-level reasoning problems are re-
duced to query containment, which, for the languages discussed, is
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solved in existing DBMS every day. We thus expect little runtime
challenges when implementing schema level reasoning using existing
techniques for containment.
On the other hand, the results for reasoning wrt. a database instance
for which we showed a PTIME data complexity still pose a big chal-
lenge: Even a linear data complexity may be not feasible for large data
warehouses, thus, for these results, more research is needed before
they can be implemented.
set/bag disambiguation for tc-qc reasoning A major com-
plication in the presented results is the disambiguation between set
and bag semantics for queries. As Proposition 3.18 however shows,
TC-QCentailment reasoning for queries under bag and set semantics
only differs in cases where the queries under set semantics not mini-
mal, and can be synchronized again using query minimization. As for
all instances of TC-QCs(L1,L2) with L1 = L2, the complexity is the
same as that of minimization of queries in L1, the separate discussion
of the reasoning for queries under set semantics in Section 3.2.3 may
give the wrong impression that the problems are very different, while
in fact in all but one case they can be dealt with by the same algorithm.
technical integration The technical integration of complete-
ness reasoning into data management software remains an open prob-
lem. We can only conjecture that a completeness reasoner component
will require deep integration into the existing data management soft-
ware landscape.
First, the components that create completeness statements would
need to be integrated into software for creating and manipulation
database content, e.g. MS Access, SAP software, or custom-made web
interfaces.
Second, the component that perform the actual reasoning should
be integrated with the DBMS, e.g. as a plugin, in order to allow the
execution of reasoning at the same time as query execution.
Third, the components for visualizing completeness information
need to be embedded into the software that is used to show query
results, such as management cockpits, web portals or business intelli-
gence tools such as Qlikview.
impact Parts of the theory presented in this thesis have been imple-
mented by Savkovic et al. in a demonstration system called MAGIK
[78, 79]. The reasoning is MAGIK is performed by translating the rea-
soning problems into logical programs, which are then solved by the
DLV reasoner 1. MAGIK can also reasoning tasks that are not discussed
in this thesis, namely reasoning wrt. foreign keys and computing the
1 http://www.dlvsystem.com/html/DLV_User_Manual.html
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most general complete specializations or the least general complete
generalization of a query that are not complete.
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A
N O TAT I O N TA B L E
The listing below contains common notation used throughout this
thesis. Notation that is specific to a single chapter is not listed here.
Symbol Meaning
Σ relational database schema
A relational atom
dom domain, infinite set of constants
D database, set of ground atoms
c constant
d¯ tuple of constants
x, y, z, w variables
t term, constant or variable
R, (S, T) relation names
Q conjunctive query
B body of a conjunctive query
x¯ distinguished variables of a query
y¯ nondistinguished variables of a query
L relational part of a body
M comparisons
G condition, set of atoms
·s set semantics
·b bag semantics
Di ideal database
Da available database
D incomplete database, pair of an ideal and an
available database
C table completeness statement
QC query associated to a table completeness statement
v valuation, mapping from variables into constants;
sometimes also Greek letters (σ,θ, δ)
TC transformator function for a TC statement, maps
databases into databases
Compl(Q) query completeness statement for a query Q
L query language
165
166 notation table
Cont containment problem of a query in a query
UCont containment problem of a query in a union of queries
TC-TC entailment problem of table completeness by table
completeness
TC-QC entailment problem of table completeness by query
completeness
TC-QC entailment problem of query completeness by query
completeness
