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ABSTRACT
REMOTE SENSING OF HIGH LATITUDE RIVERS:
APPROACHES, INSIGHTS, AND FUTURE RAMIFICATIONS
MAY 2022
MERRITT ELIZABETH HARLAN
B.A., WILLIAMS COLLEGE
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Colin J. Gleason
High latitude rivers across the pan-Arctic domain are changing due to changes in climate
and positive Arctic feedback loops. Understanding and contextualizing these changes is
challenging due to a lack of data and methods for estimating and modeling river
discharge, and mapping rivers. Remote sensing, and the availability of satellite imagery
can provide ways to overcome these challenges. Through combining various forms of
fieldwork, modeling, deep learning, and remote sensing, we contribute methodologies
and knowledge to three key challenges associated with better understanding high latitude
rivers. In the first chapter, we combine field data that can be rapidly deployed with
remote sensing discharge algorithms to estimate river discharge in a field setting that has
the potential to outperform traditional discharge estimation techniques. In the second
chapter, we combine high resolution satellite imagery with a deep learning approach to
map an important yet understudied type of small tundra stream, a beaded stream. The
third chapter combines remotely sensed discharge estimates with gauge data to improve
hydrologic model calibration. The outcomes of this work contribute important
advancements towards improving our understanding of high latitude rivers.
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INTRODUCTION
Despite the vast importance of rivers to society, open data on river discharge is nonexistent, disappearing, or costly to obtain. Within the pan-Arctic domain, streamflow is
projected to increase significantly with climate change, yet these changes are not well
understood, in large part due to lack of data. Likely, there is no one solution to being able
to fully assess pan-Arctic hydrologic changes, as better data, knowledge, and models are
required across many spatial and temporal scales. My dissertation is largely influenced by
these dynamic and consequential changes occurring within Arctic hydrology, as well as
the vast and broad research that has occurred and will occur in this region. Specifically, I
am principally interested in assessing Arctic hydrological change under future climate
change and uncertainty and thus seek to develop methods that allow for more robust
hydrologic measurements across the Pan-Arctic. Remote sensing and the onset of many
current and upcoming earth observing satellite missions can help with our assessment and
hydrologic understanding. This interest in the combination of Arctic hydrologic change
and remote sensing manifests as follows to address the lack of methods to estimate
discharge in remote field settings, the lack of accurate maps of small tundra streams, and
the need to explore how remotely sensed discharge data could improve Arctic hydrologic
models:
1. Introducing a new method to estimate discharge in a remote field setting, such as
the Arctic, which may also serve to improve calibration and validation for the
Surface Water Ocean Topography (SWOT) mission, which seeks to overcome the
overwhelming lack of global discharge data
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2. Combining high resolution satellite imagery with deep learning to estimate the
first global map of a specific type of tundra stream, a beaded stream, which is a
common low-order Arctic stream that frequently flows from high latitude lakes or
drained lakes and provides important ecological functions
3. Calibrating a large scale hydrologic model by combining remotely sensed
discharge data with available gauge data

These three goals manifest as the three chapters in my dissertation. In the first chapter, I
assess a method for rapid discharge estimation using pressure transducer arrays. This
research draws off of fieldwork I have conducted in the previous summers and makes use
of remote sensing discharge algorithms applied to a field setting. The second chapter
presents new understandings as to the location, distribution, and characteristics of a
specific type of high latitude stream: a beaded stream. In the third chapter, I describe a
method to calibrate discharge estimates derived from remote sensing across the panArctic domain in a hydrologic model. My research questions for each chapter are
detailed below:
Chapter 1: Discharge estimation from dense arrays of pressure transducers (this method is
referred to as DAPT, and estimates river discharge in a field setting)
1. How robust is DAPT to changes in input data and model parameters?
2. How does DAPT compare to a temporary gauge (the traditional field discharge
estimation approach)?
3. How well can DAPT reproduce in situ discharge measurements in a realistic field
setting?
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Chapter 2: Where are beaded streams located globally, and to what extent can we
combine high resolution satellite imagery with Computer Vision to map them? To
address this question, we:
1. classify potential river catchments as beaded or non-beaded from literature
thresholds and global hydrology datasets,
2. download tens of thousands of high-resolution Planet satellite images within those
catchments, and
3. employ a state-of-the-art Computer Vision algorithm to detect beaded stream
reaches within each image.

Chapter 3: Remote observations in changing locations: what can 40 years of satellite data
reveal about modeling pan-Arctic discharge?
1. To what extent does incorporating remotely sensed discharge estimates improve
model performance of gauged rivers in the pan-Arctic,
2. And what does this approach reveal about ungauged rivers in the pan-Arctic?
3. How can we best account for the uncertainty in both gauges and remotely sensed
discharge estimates in model calibration?

Within this dissertation, I present these three chapters as a way to improve our
approaches of estimating river discharge (Chapter 1), provide insight into the location
and distribution of tundra streams (Chapter 2), and foreshadow the ramifications of
incorporating remote sensing estimates into hydrologic models (Chapter 3).
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CHAPTER 1
DISCHARGE ESTIMATION FROM DENSE ARRAYS OF PRESSURE
TRANSDUCERS
This chapter appeared as Harlan, M. E., Gleason, C. J., Altenau, E. H., Butman,
D., Carter, T., Chu, V. W., et al. (2021). Discharge estimation from dense arrays of
pressure transducers. Water Resources Research, 57, e2020WR028714.
https://doi.org/10.1029/2020WR028714
In situ river discharge estimation is a critical component of studying rivers. A
dominant method for establishing discharge monitoring in situ is a temporary gauge,
which uses a rating curve to relate stage to discharge. However, this approach is
constrained by cost and the time to develop the stage-discharge rating curve, as rating
curves rely on numerous flow measurements at high and low stages. Here, we offer a
novel alternative approach to traditional temporary gauges: estimating Discharge via
Arrays of Pressure Transducers (DAPT). DAPT uses a Bayesian discharge algorithm
developed for the upcoming Surface Water Ocean Topography satellite (SWOT) to
estimate in situ discharge from automated water surface elevation measurements. We
conducted sensitivity tests over 4,954 model runs on five gauged rivers and conclude that
the DAPT method can robustly reproduce discharge with an average Nash-Sutcliffe
Efficiency (NSE) of 0.79 and Kling-Gupta Efficiency of 0.78. Further, we find that the
DAPT method estimates discharge similarly to an idealized temporary gauge created
from the same input data (NSE differences of less than 0.1), and that results improve
significantly with accurate priors. Finally, we test the DAPT method in nine poorly
gauged rivers in a realistic and complex field setting in the Peace Athabasca Delta, and
show that the DAPT method largely outperforms a temporary gauge in this time and
13

budget constrained setting. We therefore recommend DAPT as an effective tool for in
situ discharge estimation in cases where there is not enough time or resources to develop
a temporary gauge.
1.1 Introduction
Historically, hydrologists have relied on water-level gauges to estimate river
discharge. By indexing in situ measurements of discharge to the stage at the gauge,
continuously recorded stage measurements can be related to discharge through a rating
curve, typically to within 4%–12% error compared with an in situ measurement (Horner
et al., 2018). When extrapolating for low or high flows, however, these rating curve
uncertainties associated with stage-discharge rating curves can increase up to 200%
(Kiang et al., 2018). Gauge accuracy comes at a cost: they require substantial human
effort to install and maintain and require frequent adjustment via new in situ
measurements. Moreover, gauges may become damaged over time from extreme events
(e.g., ice jams). In part due to this high maintenance cost, the number of permanent
stream gauging stations has decreased since the 1980s across North America (Hannah et
al., 2011). Furthermore, for geopolitical reasons, not all gauge data are widely available
(Gleason & Hamdan, 2015). Globally, these factors contribute to a depreciated and
geographically disproportionate gauge network; only 55% of all countries have
contributed river discharge data to the Global Runoff Data Center (GRDC) since 1984
(Fekete et al., 2012). Given these challenges associated with gauges, gauge networks
alone are not adequate to assess changes in flow over time at the global scale
(Biancamaria et al., 2016).
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To account for the dearth of in situ data, hydrologists have turned to remote
sensing to estimate discharge. Because discharge cannot be directly measured from
space, researchers rely on observable data such as river width, height, surface area, and
slope (Alsdorf et al., 2007; Birkinshaw et al., 2014; Bjerklie et al., 2003, 2005, 2018a;
Brakenridge et al., 2007; Dingman & Bjerklie, 2006; Durand et al., 2014; Feng et al.,
2019; Gleason & Durand, 2020; Gleason & Smith, 2014; Huang et al., 2018; Kouraev et
al., 2004; Pavelsky, 2014; Sichangi et al., 2018; Smith et al., 1996; Smith, 1997; Smith &
Pavelsky, 2008a; Tarpanelli et al., 2015; Van Dijk et al., 2016) or combine remotely
sensed data with hydrologic models (Brakenridge et al., 2012; Huang et al., 2020;
Nathanson et al., 2012; Neal et al., 2009; Paris et al., 2016; Sun et al., 2018; Yoon et al.,
2012). Although these methods have the potential to substantially increase the available
discharge record, many still depend on gauges for calibration in some capacity and are
limited in temporal resolution (Gleason & Durand, 2020).
NASA's Surface Water Ocean Topography (SWOT) satellite mission (2022
launch) seeks to measure surface water at unprecedented scales using a Ka-band radar
interferometer to repeatedly map water surface elevation (WSE) and inundated areas for
rivers greater than 100 m wide (Biancamaria et al., 2016). SWOT will measure over 60%
of 50,000 km2 river basins, more than twice the number of basins measured by the
GRDC at 30% (Pavelsky, 2014). In anticipation of SWOT, several methods have been
developed to estimate discharge from its measurements without the use of gauges (K. M.
Andreadis et al., 2020; Durand et al., 2014; Garambois & Monnier, 2015; Gleason &
Smith, 2014; Hagemann et al., 2017; Oubanas et al., 2018). Although SWOT has the
potential to vastly improve discharge estimation in ungauged basins, it is primarily
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designed for large rivers, and it is not expected to provide data on rivers narrower than
50 m wide (Pavelsky et al., 2014a). Thus, we must still rely on field techniques to
estimate discharge in smaller rivers, tributaries, and headwaters. Therefore, there may be
synergies in thinking through these field techniques with a decade of recent remote
sensing work in mind.
To measure river discharge in the field, hydrologists principally rely on current
meters and hydroacoustic sensors such as an Acoustic Doppler Current Profiler (ADCP)
or Acoustic Doppler Velocimeters (ADV; Turnipseed & Sauer, 2010). ADCPs and ADVs
are widely used and have substantially reduced in situ measurement time needed to
accurately measure discharge. The United States Geological Survey (USGS) and
Environment and Climate Change Canada (ECCC) make tens of thousands of streamflow
measurements each year, typically to update rating curves at permanent gauging stations,
with approximately one measurement per gauge every 5–7 weeks (Turnipseed & Sauer,
2010).
In ungauged rivers, hydrologists use ADCPs and ADVs to provide the discharge
measurements needed to create temporary gauges (e.g., Shope et al., 2013). Temporary
gauges, typically consisting of a pressure transducer (PT) coupled with a series of
discharge measurements, function similarly to permanent gauges but are only deployed
for a short time to capture extreme discharge events, avoid seasonal disruptions such as
ice formation, or to accommodate budget, time, or geographic constraints. Temporary
gauges are commonly deployed by many water agencies and have been studied or used in
a myriad of field settings for decades (e.g., Chaudhury et al., 1998; Herbert & Thomas,
1992; Laenen & Hansen, 1985; Miller, 1962; Perry, 2012; Sandberg & Smith, 1995;
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Wiele & Torizzo, 2003; Ziegeweid et al., 2015). Like permanent gauges, temporary
gauges rely on creating a rating curve through pairings of stage and discharge.
Stage variations are measured using a submersible PT fixed at the bottom or side
of a river that measures overlying water pressure and is either vented directly to the
atmosphere or corrected by an above water barometric pressure sensor. The difference
between air and water pressure yields water depth via the hydrostatic equation, which can
be converted to WSE through a GNSS survey (Altenau et al., 2017). PTs are easily
deployed, relatively inexpensive, and can be left unattended for months at a time while
continuously logging data at a user-defined interval, making them an attractive option for
hydrologists. By indexing ADCP discharge measurements to stage or WSE, PTs can be
used to create a temporary gauge, yielding discharge at a high temporal resolution for
months at a time depending on the site and application. PTs can be telemetered to provide
real time monitoring, such as the services provided by the USGS and ECCC, or left in
situ until they are physically collected to download data. Obtaining a continuous
discharge record at high temporal resolution (e.g., 15-min resolution), however, is
dependent on the ability and time needed to accurately make in situ discharge
measurements over a range of flows to adequately build a rating curve. If water levels
rise or fall outside of the corresponding measured range of in situ discharge
measurements, extrapolation can lead to substantial errors (Coxon et al., 2015; Sörengård
& Baldassarre, 2017).
Although temporary gauges represent a common method of field discharge
estimation, there are constraints that prevent them from being a viable option for all
rivers. Obtaining discharge measurements at low and high flows is needed to develop a
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robust rating curve. This often necessitates multiple revisits over weeks or months
depending on the variability of the annual flow regime. For example, an arid catchment
with a spring snowmelt pulse would require visits in the spring high flow and autumn low
flow periods. The use of ADCPs or ADVs may also require a nearby bridge, hydroboard,
tag line, or boat which may not be conducive to all field settings. These considerations
elongate the time and cost required to create an accurate stage-discharge rating curve for
a temporary gauge. Although temporary gauges present a potentially accurate means to
measure discharge to supplement permanent hydrometric networks, the time needed to
fully develop the rating curve, the cost and expertise needed to operate them, and the
inherent limitations of the instruments impede this method from being more broadly
applied.
As a means to overcome the limitations associated with temporary discharge
gauges, we introduce a novel method of field discharge estimation that can be robustly
applied to any river location with in situ access. The only in situ data needed for this
method are arrays of PTs, and hence, we refer to this method as the Discharge via Arrays
of Pressure Transducers method, or DAPT. We combine PT data with globally available
digital elevation models (DEMs) and a discharge algorithm developed for remote sensing
to provide streamflow estimates. Here, we describe DAPT and address the following
three questions: (Q1) How robust is DAPT to changes in input data and model
parameters?; (Q2) How does DAPT compare to a temporary gauge?; and (Q3) How well
can DAPT reproduce in situ discharge measurements in a realistic field setting?
To answer Q1, we explicitly validate our method in gauged rivers and test its
sensitivity to all physical and algorithmic parameters. For Q2, we compare DAPT to
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temporary gauges built from the same PT and discharge data within the same gauged
rivers used for Q1. Lastly, for Q3, we present a case study of this method in a remote
setting over two years of fieldwork in a poorly gauged site: only 4 of 11 demonstration
river reaches have hydrologically relevant permanent gauge information. We find that
DAPT is robust when discharge is well constrained and can perform similarly to a
temporary gauge and recommend it as an effective means to estimate discharge without
needing to fully develop a rating curve.
1.2. Experimental Setup
1.2.1. Experimental Design
To answer our science questions, we designed a series of sensitivity tests followed
by a case study (Figure 1). To address Q1 and Q2 we installed dense arrays of PTs on
five permanently gauged rivers during open-water periods spanning 2014 to 2017 in the
context of SWOT cal/val development, hereafter referred to as the TOWNS data set
(Tanana, Olentangy, Willamette, North Saskatchewan, Sacramento, described in detail in
Section 2.2). DAPT combines the PT data with globally available DEMs and a recent
SWOT discharge algorithm, Bayesian-AMHG-Manning (BAM, Section 2.3), to estimate
discharge. To collect data for our case study and address Q3, we deployed PT arrays
(2018–2019) in nine rivers in a remote deltaic setting (the Peace-Athabasca Delta or
PAD, Canada). We collected extensive in situ ADCP discharge measurements for
validation in these ungauged rivers. Further details for the sensitivity tests and case study
are described below.
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1.2.1.1. Q1: How Robust is DAPT to Changes in Input Data and Model Parameters?
To examine the robustness of DAPT using the TOWNS data set, we evaluated the
method across five sensitivity tests split into two categories: PT sensitivity and BAM
sensitivity (Figure 1). For each test we varied nCk combinations of the chosen sensitivity,
where n is the total possible inputs to the test and k represents the number of inputs that
vary. To reduce the number of overall model runs, we randomly sampled 10
combinations if nCk was greater than 10. In the first three tests, we varied the number of
PTs (Test 1), spacing between PTs (Test 2), and temporal resolution of PTs (Test 3). In
some cases, PTs were installed strategically to capture hydraulic features, and thus we
iterated over all PTs to account for the nonrandom installation in Test 2.
For the BAM sensitivity in Test 4 we used a stationary permanent gauge installed
by either USGS or ECCC to calibrate each BAM parameter, and then artificially
degraded parameters to examine model robustness. We used a leave-one-out construction
to hold all model parameters except one at their true value. To sample a range of
parameter values, we used distributions based on the input data described in Section 3. In
Test 5, we iteratively added one gauge-derived discharge estimate at a time to the
discharge prior (Qprior) to ascertain the added benefit of each additional discharge
estimate, and refer to this sensitivity as numQprior.
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Figure 1. Experiment Design. Our experiment design treats the first two science questions
as sensitivity tests in gauged rivers, and the third question as a case study in a remote
setting. We run five different sensitivity tests for Q1, with the corresponding number of
model runs displayed on the right. Q2 compares the added benefit of discharge
measurements to both DAPT and the standard approach of a temporary gauge. Lastly, we
compare the DAPT method with in situ discharge measurements in poorly gauged rivers
to answer Q3.
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1.2.1.2. Q2: How Does DAPT Compare to a Temporary Gauge?
To address Q2, we compared discharge estimates from DAPT to the discharge
estimated from a temporary gauge created by pairing our PTs with a timeseries of
discharge from a nearby permanent gauge for rivers in the TOWNS data set. Thus, for
every PT we installed, we made a unique rating curve, and this PT and rating curve
together define a “temporary gauge.” Since DAPT inherently relies on multiple PTs, we
compared the ensemble of rating curve discharge estimates to DAPT for a fairer
comparison. We repeated the discharge sensitivity test (Test 5) to understand the
sensitivity of both DAPT and the temporary gauge ensemble to the size and variability of
Qprior.
We note here that we rely on discharge from a permanent gauge rather than
ADCP or ADV measurements to train and test our methods. By definition, this gauged
discharge has a strong correlation with our WSE measurements, thus this comparison
favors a temporary gauge in the gauged set of rivers. An alternative approach would use
archived discharge measurements to develop rating curves, but there were not sufficient
archival USGS or ECCC discharge measurements at similar water levels to our PT
installations for a meaningful comparison, with a maximum of 10 measurements per river
reach over a 10-year period reported in the USGS/ECCC archives.
1.2.1.3. Q3: How Well Can DAPT Reproduce In Situ Discharge Measurements in a
Realistic Field Setting?
Following these sensitivity tests, we present a case study in a poorly gauged set of
rivers in the Peace-Athabasca Delta (PAD) to answer Q3. This setting (Section 2.2) is
ideally suited to DAPT given its complexity, remoteness, size, and number of channels in
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close proximity. Although the PAD is gauged for flows entering and exiting the delta,
water level stations within the connected channel-lake system operated by ECCC do not
commonly provide discharge. We made discharge measurements with an ADCP for
validation and to constrain the DAPT parameters in conjunction with sensitivity results
learned from the TOWNS tests. We again compare DAPT with a temporary gauge,
repeating Q2 sensitivity tests for DAPT and a temporary gauge using the same PT and
ADCP data. There are no gauges used to train either DAPT or temporary gauges in the
PAD, and unlike the TOWNS data set, we assumed no other prior knowledge of
discharge in the PAD.
1.2.2. Study Areas
In total, we tested DAPT on 18 reaches of 14 different rivers using dense arrays of
PTs, installed from 2013 to 2019. We utilized data from two different settings: a fiveriver data set where temporary PT arrays were installed near USGS and ECCC gauges
(TOWNS), and a nine-river field experiment in a remote sub-Arctic environment (PAD)
without permanent discharge gauges. The TOWNS data include the following rivers:
Tanana (AK), Olentangy (OH), Willamette (OR), North Saskatchewan (Canada), and the
Sacramento (CA) (Figure 2). These rivers allow us to test the sensitivity of the method
with full knowledge of discharge. In total, we completed 4,954 model runs across all five
rivers at a daily resolution, a number that represents the sum of the tests outlined in
Figure 1. Following these sensitivities, we explicitly compare DAPT with a temporary
gauge using discharge derived from a permanent gauge (Q2).
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Figure 2: Study Area. Panel A displays both the TOWNS and PAD locations. The PAD is
displayed in further detail in Panel B. Nearby USGS and ECCC gauge stations are
shown as yellow stars, while ADCP discharge measurement locations are shown in cyan
lines and PT locations as red circles. Each site is scaled differently, with lengths shown
on the side of each cutout. Panel C displays a visual schematic of data sources (black),
BAM inputs (red), and validation data (blue). PTs are installed in the riverbed (shown in
grey). Barologgers are either attached to trees along the shore (as pictured), or rebar on
the riverbank. Discharge validation comes from either a gauging station (TOWNS), or
boat-based ADCP measurements (PAD).
We used the PAD rivers as a case study to validate DAPT in a remote, poorly
gauged discharge environment. The PAD is North America's largest inland delta
characterized as a hydrodynamic floodplain area sensitive to climate variability and
development in upstream areas (e.g., hydroelectric dams and mining). Thus, changes in
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inflows and wetland-lake storage are simultaneously vital and difficult to monitor (Peters
et al., 2006; Prowse & Conly, 2000; Toth et al., 2006).
Table 1 displays the mean discharge, mean width, strength of the rating curve,
sampling period, number of loggers, temporal resolution, the closest USGS or ECCC
gauging station, number of validation discharge measurements, and DEM and DEM
resolution for all sites. The Sacramento River was split into three reaches to account for
differences in PT installation time. In the PAD, the Athabasca and Rochers rivers were
split into two separate reaches to account for the presence of tributaries. Here we
explicitly define the length of our river reach as the distance between the first and last PT.
Rating
Mean Mean
Rec.
Curve
Dates
PT
Nearby
River
Q Width
Int.
corr.
(MM/DD/YY)
Count
Gauge
ID
(m3/s) (m)
(min)
coef. r
Tanana
691 653 0.99 5/20/15 - 6/19/15 12
2
15515500
Olentangy
3
48
0.89 12/4/14 - 12/17/14 20
15
03226800
Willamette
198 139 0.59 3/14/15 - 5/3/15 21
14
14166000
N. Sask
306 309 0.86 6/28/17 - 8/10/17 9
5
05GG001
Sacramento R1 147 136 0.99 3/5/15 - 3/18/15 10
15
11389500
Sacramento R2 122 92
0.93 3/17/15 - 5/12/15 6
15
11389500
Sacramento R3 128 199 0.88 3/23/15 - 5/27/15 19
15
11389500
Athabasca R1 841 225 0.27 8/7/18 - 10/1/18 2
5
07DD001
Athabasca R2 876 225 0.48 8/7/18 - 10/1/18 3
5
07DD001
Coupe
91
93
-0.27 8/8/18 - 9/29/18 5
5
Embarras
140 77
0.47 7/12/19 - 8/18/19 2
15
Fletcher
153 85
0.09 8/7/18 - 9/30/18 3
5
Limon
39
36
0.32 7/13/19 - 8/18/19 4
15
Mamawi
110 61
-0.04 8/7/18 - 9/30/18 4
5
07KF015
Quatre
346 111 -0.60 8/6/18 - 9/30/18 6
5
Fourches
Richardson
15
39
0.40 7/13/19 - 8/18/19 5
15
07DD002
Rochers R1
1,890 277 -0.24 8/6/18 - 9/30/18 2
5
Rochers R2
1,649 277 0.12 8/6/18 - 9/30/18 3
5

Q count

DEM

DEM
res.
(m)

3,056
925
4,988
42
1,232
5,349
6,678
4
42
63
12
52
9
20
158

ArcticDEM 2
NED
10
NED
10
CDEM
30
NED
10
NED
10
NED
10
CDEM
30
CDEM
30
CDEM
30
CDEM
30
CDEM
30
CDEM
30
CDEM
30
CDEM
30

26
18
27

CDEM
CDEM
CDEM

30
30
30

Table 1. Reach Data. Mean discharge (Q) and mean river width represent the mean
values over the time period of this study (shown in the Dates column). Rating curve
correlation coefficient r corresponds to the correlation between logged WSE and
discharge for each of the rivers, highlighting the relatively weak correlation in the PAD
dataset compared to the TOWNS dataset. PT count refers to the number of pressure
transducers in each reach and Rec. Int. refers to measurement frequency (minutes).
Discharge count gives the number of permanent gauge (TOWNS) or ADCP (PAD)
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discharges available for training/validation. DEM refers to the digital elevation model
used to estimate river width and slope further described in Section 3.4, with the
corresponding resolutions to the right.
1.2.3. Data
1.2.3.1. Water Surface Elevation
Each of our 14 sites contains arrays of 5–35 PTs spaced between 100 m and
25 km apart depending on the river. In the Tanana river, Solinst Levelogger Jr PTs were
deployed in the river bed secured to either cinder blocks or dumbbells and used nearby
barologgers for atmospheric pressure corrections (Altenau et al., 2017). Stage
measurements were converted to WSE using an optical auto-level survey to measure the
height difference between the water surface and GNSS surveyed benchmarks. These
GNSS measurements were processed using Natural Resources Canada's Canadian
Geodetic Survey Precise Point Positioning (PPP) tool. For the Olentangy, the same
Solinst Levelogger Jr PTs were deployed attached via cinder blocks near barologgers,
and a Leica Viva GS15 RTK GPS rover was used to convert stage to WSE (Stephen
Tuozzolo et al., 2019a). In the North Saskatchewan, Willamette, and three Sacramento
reaches, ONSET U20 PTs were deployed alongside barologgers within open-ended PVC
tubes for protection, and similarly surveyed in with RTK GPS (Minear & Wright, 2016;
Tuozzolo et al., 2019b). To stabilize the PTs in place, a 1 m long by 0.012 m diameter
rebar metal stake was driven into the riverbed, leaving 0.20 m above to attach the PT with
plastic zip ties. A visualization of the installation is outlined in Figure 2. This particular
PT setup differs from a standard gauge in that real-time monitoring is not available, as
providing telemetry for PTs is prohibitively expensive while decreasing physical
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robustness. Instead, data were downloaded at the end of the field campaign upon PT
removal.
In the PAD, we deployed transducers in two separate field seasons. We deployed
44 Solinst Levelogger Junior Edge PTs in 2018 attached via cinder blocks and coupled
these with a total of 352 ADCP discharge measurements collected across six larger rivers.
In 2019, the field team returned to focus on smaller tributaries: deploying 20 transducers
and collecting 83 ADCP discharge measurements across three more rivers. Barometric
transducers were installed every 10 km via zip ties within a tree, roughly 2 m above the
water surface. Each approximate transducer location was identified with a Garmin eTrex
20x GPS, and the WSE was determined through mooring a boat over the transducer for
two minutes and measuring the offset from the boat-based GNSS unit to the water level.
GNSS measurements were made with a Septentrio PolaRX5 receiver logging at 1 Hz
with a Septentrio PolaNt-x MF antenna mounted on a 2 m pole mounted to the back of
the boat and processed with CSRS PPP. Expected error associated with the WSE profiles
for each of the rivers combines uncertainty from GPS surveys, PTs, and barologgers, and
is estimated at 10 cm or less.
1.2.3.2. Discharge Validation Data
In the TOWNS data set, we relied on permanent gauging stations maintained by
either the USGS or ECCC for discharge validation. Each of these stations was within
50 km of the nearest PT and contained discharge data at 15-min intervals for the time
period the PTs were deployed (Table 1). We assumed that the river reaches are massconserved based on the similarity in PT data and distance between transducers, and thus
have the same discharge throughout our reaches. We are aware that in the Tanana and
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Olentangy rivers ungauged tributaries impact this assumption, but previous investigation
on these reaches has asserted that these tributaries contribute an estimated maximum
mass imbalance of 14% (Altenau et al., 2017; Tuozzolo et al., 2019a; Tuozzolo et al.,
2019b).
In the PAD, we relied on SonTek RiverSurveyor M9 ADCP discharge
measurements for validation in most cases, as there are very few gauges available. The
instrument was mounted to the side of a motorboat and used to estimate discharge via
two orthogonal transects at a given location throughout the river reaches surveyed in the
PAD. We processed the data using SonTek's RiverSurveyorLive software, and only
included measurements that met the following criteria: (1) total discharge between right
and left transects agreed within 5%, (2) at least 70% of the wetted width was measured
by the ADCP, (3) the ratio of average boat speed to average water speed was less than
1.5, (4) the battery voltage of the ADCP was sufficiently high (at least 12 V), (5)
measurements made at the river edge were sufficiently dense (have at least 10 edge
samples that have at least 2 cells of depth), (6) the track and depth reference were high
quality (all samples in the transect have a track reference code in SonTek's system), (7)
river velocity vectors appear perpendicular to boat motion, do not cross each other, and
do not move upstream, (8) the ADCP beams were working correctly (i.e., there were no
beam separation errors), and (9) the channel width, channel area, and average velocity are
consistent with other profiles at the same location and same time, where applicable.
Discharge measurements were made within 2 km of transducer locations, and along the
reach where possible over the course of several days.
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In total, we made 352 ADCP discharge measurements over 11 reaches while
traveling over 2,000 river km in the PAD. Despite this large effort, this is not a traditional
discharge monitoring effort for the purposes of establishing a temporary gauge. This
study prioritized rapidly deploying pressure transducers over a large area instead of
spending time collecting repeated ADCP data at a few locations. For instance, we made
dozens of ADCP measurements in a single day or over two days for most reaches, thus
capturing very little flow variability. We aimed to estimate discharge from PTs without
having to fully develop rating curves, and thus wanted to test the effectiveness of relying
on dense PT data with only a few ADCP measurements as input for BAM. Therefore, we
constrain our primary temporary gauge/DAPT comparison to the TOWNS data set where
our in situ measurements span a wider range of days and flow levels. We do, however,
provide the corresponding temporary gauge performance in the PAD.
1.2.3.3. Digital Elevation Models
This study used different digital elevation models (DEMs) depending on
availability. In the Olentangy, Sacramento, and Willamette, we used the USGS 3D
Elevation Program at ⅓ arc second (∼10 m) resolution referenced in the North American
Vertical Datum of 1988 (NAVD88) and published in 2013 (https:// www.usgs.gov/corescience-systems/ngp/3dep). In the Tanana, as it is within the Arctic circle, we relied on
Arctic DEM at a 2 m resolution referenced to the WG84 ellipsoid and updated in
September 2018 (Porter et al., 2018). Lastly, in the North Saskatchewan and PAD, we
used the Canadian Digital Elevation model (CDEM) at 30 m resolution, updated in 2011
(https://open.canada.ca/data/en/dataset/7f245e4d-76c2-4caa951a-45d1d2051333), and
referenced in the Canadian Geodetic Vertical Datum of 1928 (CGVD28). These DEMs
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were used to estimate river width (TOWNS) and slope (Sections 4.2.1 and 4.2.2)
alongside manually digitized river centerlines. Although higher resolution Lidar DEMs
exist for several of these rivers, we relied here on regionally available DEMs to provide
results from standardized and widely available inputs and provide a sense of the
adaptability of this method in different environments.
1.3. Methods
1.3.1. Discharge Algorithm for the TOWNS Tests
To estimate discharge from these unique datasets we used the Bayesian-AMHGManning (BAM) algorithm (Hagemann et al., 2017). BAM estimates discharge given
anticipated SWOT river measurements of width, height, and slope, and is one of several
SWOT-related discharge algorithms (K. M. Andreadis et al., 2020; Durand et al., 2014;
Garambois & Monnier, 2015; Gleason & Smith, 2014; Oubanas et al., 2018).
Specifically, BAM is a Mass conserved Flow Law Inversion algorithm (Gleason et al.,
2017). BAM uses two different flow laws to estimate discharge: AMHG (Gleason &
Smith, 2014), which relies on width only, and Manning's equation, which relies on river
width, slope, and cross-sectional area. In this study, we make use of the multitude of
inputs available from the PT data. River widths are estimated through a coarse DEM and
are not sensitive to small changes in WSE (Section 3.2), so using the less widthdependent Manning's equation allows for more variation in input data compared to
AMHG. At a multi-reach scale, Manning's equation is presented in Equation 1 following
Durand et al. (2014), where i and t represent cross sections and time, respectively, Q is
the discharge (m3/s), n is the Manning roughness coefficient, A0 is the unobserved cross-
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sectional area (m2), dA is the observed change in cross sectional area (m2), W is the width
(m), and S is the slope (m/m):
𝑄! =

"
#

&/(

)*/( "/*
𝑆%!

(𝐴$ + 𝑑𝐴)%! 𝑊%!

(1)

1.3.2. Discharge Algorithm Inputs
To estimate discharge, BAM requires measurements of widths, slopes, partial
flow areas, and “prior” estimates of unobserved quantities. These Bayesian “priors” are
probability distributions that specify the a priori uncertainty about unknown parameters
described in Section 4.2.4. The rest of this section describes how we derived BAM inputs
from our field PT installations, visualized in Figure 2.
1.3.2.1. Width
Width is easily estimated from remote sensing, and previous studies have relied
on satellite imagery (e.g., Feng et al., 2019), topography photogrammetrically extracted
from high-resolution aerial imagery (King et al., 2018), datasets such as Global River
Widths from Landsat (GRWL; Allen & Pavelsky, 2018), or DEMs such as MERIT
Hydro Yamazaki et al., 2019). However, these methods require continuous remote
sensing to estimate width at the time of a PT record, which was not available for this
study. Here we estimated width by generating a cross sectional elevation profile from a
DEM orthogonal to a manually digitized centerline of the reach. Elevations at the water
surface for these DEMs are smoothed, making them visually distinguishable from
surrounding land. At each PT location, we manually identified the left and right banks,
linearly interpolated a smooth slope for each to eliminate the “steps” in the DEM, and
intersected the WSE with these smooth banks to estimate width.
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For the Olentangy, we were able to validate these width estimates with widths
from a rangefinder and found the estimates to be comparable (within ± 5 m on average; (
Tuozzolo et al., 2019a). For the remaining TOWNS data set, we validated our width
estimates with the GRWL data set and found general agreement with an average
discrepancy of 22%. This width estimation method works well for when the water surface
is close to or above the water surface of the DEM, however, when PTs record WSE
below the DEM, we must rely on extrapolation. To extrapolate width from a DEM,
several nonlinear methods have been suggested and successfully employed (Mersel et al.,
2013; J. Schaperow et al., 2019), but here we rely on linear interpolation given the
coarseness of the DEM resolutions: these sophisticated methods are inappropriate given
our relatively small amount of data.
1.3.2.2. Slope
To estimate river slope, we calculated water surface slope at each PT location by
differential leveling of sequential PTs. We used this particular method of obtaining slope
to capture temporal variations in slope over time, as opposed to assuming a constant
slope through measuring the instantaneous slope given by the DEM, which is temporally
invariant and may not be accurate to the river conditions for this study period.
1.3.2.3. Partial Area
Partial area, referred to here as dA, is defined as the change in the cross-sectional
area with respect to time. A0 can be conceptualized as the median cross-sectional area
typically observed at minimum flows and is treated as a prior instead of direct input, as
we do not have bathymetric data on each river. Separating the area into dA and A0 in
Equation 1 allows for an estimate of area without bathymetric or low-flow observations.
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In this case, we calculated dA as the Riemann sum approximation of the integral of width
times the change in river height.
1.3.2.4. Priors
BAM uses several priors to specify the a priori uncertainty in unobserved
parameters. The term “prior” is inherited from Bayesian statistics. Essentially, any
knowledge we had previously about any relevant parameter from any source is a “prior,”
where Bayesian priors are defined as a mean value and uncertainty. Priors include
discharge (Qprior), Manning's roughness coefficient n, and the median low flow area for
each cross section (A0). BAM has default values for each of these parameters based on
the hydroSWOT database (Canova et al., 2016). Both DAPT and a temporary gauge
require a discharge prior, which can come from field data (as in this study) or modeled
estimates. Therefore, in situ discharge from an ADCP, discharge from a previous gauge,
or discharge from a model could all be considered priors. For a temporary gauge, this
discharge prior is used directly to calibrate a rating curve, and for BAM this discharge
prior forms part of a likelihood function. In BAM, the output discharge estimate, or
“posterior,” is generated at the timestep of the water surface elevation data, providing a
continuous discharge record. Table 2 describes which parameters we adapted in this
study to fit to the TOWNS data set.
BAM uses truncated distributions for priors. We constrained Qprior to the gauge
distribution, limited Manning's n to physically realistic values at each cross section within
the reach following Chow, (1959) and a margin of error, and constrained A0 to Manning's
equation via inverting area based on observed width, slope, discharge, and our constraints
on n. σQ, or the standard deviation of discharge, unlike the other standard deviations
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presented in Table 2, encompasses both the expected variability in discharge in time and
the error in the prior center, 𝑄,. Together, 𝑄, and σQ make up the distribution of Qprior.
Additionally, we also constrained the range of upper and lower bounds for each
parameter (bounds) using physically realistic values shown in Table 2, and based
expected measurement errors in input data on the resolution of the input data.
Constraining these parameters allowed us to test the sensitivity of the model based on
these physical controls.
Prior
Description
Discharge
(Q)

Symbol

Minimum

True

Maximum

Qprior
log 𝑄"
log σQ

min(Qobs)
log [Q̅obs - 4σQobs]
0.1 log[σQobs]

Qobs
log[median(Qobs)]
log[σQobs]

max(Qobs)
log[Q̅obs + 4σQobs]
10 log[σQobs]

Manning’s
n (n)
Invariant
area (A0)

log 𝑛&
log σn
$!
log 𝐴

log (0.02)
0.028
[min(n)⨯min(Qobs
)⨯ min(Wobs)2/3⨯
max(Sobs)-1/2]3/5

log (0.035)
1.413
(0.035⨯ Q̅obs ⨯
) obs 2/3⨯ 𝑆̅obs𝑊
1/2 3/5
)

log (0.15)
2.80
[max(n) ⨯
max(Qobs) ⨯
max(Wobs)2/3 ⨯
min(Sobs)-1/2]3/5

log σA0

0.1 log σdAobs

log σdAobs

10 log σdAobs

σSerr
[m/m]
σdAerr
[m2]
σWerr[m]
bounds

0.01* 𝑆̅obs
3
3

0.1* 𝑆̅obs
30
30

𝑆̅obs
300
300

Mean(prior) +/0.1σ

Observed bounds

Mean(prior) +/3σ

Input
errors

Bounds

Related
Priors
$!
log 𝐴
$!
log 𝐴
log σA0
log 𝑄"
log 𝑛&

log Q
A0
log 𝑛&

Table 2: Prior Descriptions. Discharge, Manning’s n, invariant area, and width are all
truncated priors, with upper and lower bounds and sample means and standard
deviations given by ̂ and σ. Each of these priors can vary within the specified
distributions, which are further truncated based on the ‘bounds’ parameter. In total, we
directly varied these 11 parameters for each river, which were used to set 15 of 28 total
BAM priors. The remaining 13 priors are left at the default BAM value, as they are not
directly related to river characteristics or influenced by PTs.
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1.3.3. Temporary Gauge Comparison
For the temporary gauges, we used PT water levels and gauge discharge estimates
to create rating curves. We treated each PT as its own temporary gauging station and
developed a rating curve to estimate discharge over the validation deployment period,
then summarized the ensemble of temporary gauges to compare to DAPT. In order to
determine the sensitivity of a temporary gauge to the number of available discharges, we
subsampled the available discharge and built separate rating curves for each subsample.
To build the rating curve, we assumed a power-law relationship between WSE and
discharge, as presented in Equation 2 where Qt and Ht represent discharge and WSE at
time t, and C0, e, and B are coefficients:
𝑄! = 𝐶$ ∗ (𝐻! − 𝑒)+

(2)

This method follows common field practice of relying on power-law rating curves
to estimate discharge (Ashmore & Sauks, 2006; Dymond & Christian, 1982; Gleason &
Smith, 2014; Herschy, 1993; Leon et al., 2006; Rantz, 1982; Smith et al., 1996; Smith &
Pavelsky, 2008a; World Meteorological Organization, 2010).
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Figure 3: Method Comparison. Depicted on the left for the DAPT method is the workflow
to obtain BAM inputs (width, slope, and partial area) from data sources (WSE, DEM,
and location of the river centerline). The change in height (dH) immediately follows from
WSE and represents the change in elevation between river locations. BAM uses these
inputs alongside prior estimates needed to solve Manning’s equation (Eq. 1) to estimate
discharge. On the right, a temporary gauge relies on WSE measurements tied to
discharge measurements to create a rating curve to estimate discharge (Eq. 2).
1.3.4. PAD Case Study
Similar to the TOWNS data set, we used BAM to estimate discharge within the
PAD, but key differences were that we did not have gauge records for calibration and that
available DEMs have lower resolution. In the TOWNS data set, validation discharge was
derived from a permanent gauge rating curve. As a result, the relationship between our
logged predictor (WSE) and logged output (discharge) is strong with a mean R2 value of
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0.79, while in the PAD the correlation is weaker, with a mean R2 value of 0.25. These
differences motivate the need to treat and validate TOWNS and PAD sites separately, and
we proceed to describe these departures below. Although BAM relies on Manning's
equation (i.e., not a rating curve) to estimate discharge, the input is still driven by
observations of WSE.
To obtain input data in the PAD, we used the PT arrays described in Table 1 to
calculate the change in river height, and we relied on a manually digitized centerline and
a DEM to estimate distance along the river between transducers, shown in Figure 3.
Unlike the TOWNS data, we held widths constant as determined at the time of
installation using a rangefinder instead of relying on the CDEM, thus our widths do not
vary with time. This departure from the TOWNS methodology was due to the deltaic
landscape characterized by low gradients for which a coarse DEM is unable to delineate
water-land separations and thus does not yield accurate river widths.
Instead of using a gauge to constrain priors in the PAD, we instead relied on
ADCP measurements, and we also used the results from the TOWNS data set to better
constrain priors by applying the optimal TOWNS parameters in Table 2 in cases where
our PAD measurements cannot provide them a priori. However, without a gauge or high
frequency ADCP measurements to provide Qprior, our prior constraint estimates were
suboptimal. In an attempt to overcome underestimating the sensitive σQ prior, we set this
value to be greater than or equal to the average of normalized σQ for the TOWNS data
set, as TOWNS sensitivity results indicate that larger σQ improves BAM estimation. In
addition to estimating discharge for the validation time period (i.e., times when ADCP
measurements were made) for DAPT, we also estimated discharge for the entire time
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period for which the PTs were installed, ranging from a few weeks to a few months
depending on the river, as shown in Table 1. For this longer time period, we compared
flow dynamics with nearby gauges that are not mass conserved with our reaches, but
likely emulate similar patterns.
1.3.5. Validation
We relied on a combination of two error metrics to validate all hydrographs. Nash
Sutcliffe Efficiency (NSE) compares model performance to the mean of observations and
is optimal at a value of 1. Kling Gupta Efficiency (KGE) is a metric that combines
correlation coefficient, bias ratio, and variability ratio and is also optimal at 1. These are
both standard skill metrics widely used in hydrology.
1.4. Results
1.4.1. Q1: How Robust is DAPT to Changes in Input Data and Model Parameters?
In each TOWNS river, DAPT closely matches the observed daily discharge
within a relatively narrow variability range as displayed by the small shaded interquartile
region (IQR; Figure 4). In general, DAPT tends to capture mean flow, but there are some
exceptions in the Olentangy and Willamette, where it underestimates peak flows within
the interquartile range of the sensitivities. Under optimal parameter settings, DAPT
captures flows at all ranges, with a mean NSE across all rivers of 0.92. When taking into
account all 4,954 sensitivity tests, the average NSE across rivers falls to 0.79. Overall,
these results confirm the ability of DAPT to closely replicate the discharge record across
all tests in the TOWNS data set with the aid of a nearby gauge to optimize model
parameters and discharge inputs.
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Figure 4: TOWNS hydrographs of all seven reaches. BAM is represented by the blue
lines and shaded areas, whereas the gauge is shown in black circles. The solid line
represents the median discharge across all 4,954 sensitivity tests over the given time
period, and the shaded region represents the first and third quartile of all sensitivity tests
described in Figure 1 (number of PTs, spacing of PTs, BAM parameters, and observed
discharge). NSE values correspond to the best-performing test for each river.
Our TOWNS sensitivity analyses focused on the effect of PT resolution and
model parameters to constrain BAM. As a reminder, these sensitivity tests modulate the
parameters, inputs, and priors that control DAPT by varying them across ranges of
plausible values. Differences across these tests are relatively small (Figure 5),
highlighting the overall robustness of this method under these ideal conditions. As
corroborated by the hydrographs in Figure 4, DAPT performance is on average quite
skillful, with many of the violin plots concentrated near optimal values of 1 in Figure 5.
The most sensitive parameter is the sample size of observed discharge measurements
used to constitute the prior for discharge (num Qprior), indicating that a larger sample size
to estimate Qprior is crucial to effectively reproduce discharge (Figure 5).
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Figure 5: TOWNS sensitivity categories. TOWNS sensitivity broken down by each
sensitivity category (PT resolutions in Panel A and BAM parameters in Panel B). Each
violin plot summarizes these tests across all rivers. Model performance is measured
through Nash Sutcliffe Efficiency (NSE), and Kling Gupta Efficiency (KGE), both
considered optimal at 1. Results are truncated at 0.5 for viewing purposes, and number
of data points not shown are counted in the parentheses following each test. Results that
are more sensitive have uniform distributions, while concentrated distributions are less
sensitive: the ‘bulb’ in the violin plot indicates a more common value.

40

The relative insensitivity of the remaining parameters and PT resolutions is
encouraging; if discharge is adequately constrained, a solid understanding of the
remaining priors or a certain threshold of PT resolution is less important. For example,
the difference between 2 and 20 PTs is insignificant compared to the difference between
2 and 20 discharge measurements included in Qprior. This finding implies that with a good
prior understanding of discharge, DAPT can reproduce discharge at high temporal
resolution by relying on only a few PTs.
The results of changing PT spatial and temporal resolution (Figure 5, Panel A) are
less sensitive than changes in BAM parameters and discharge (Panel B), particularly with
regards to outliers, but noteworthy nevertheless in the implications for method design.
The violin plots in Figure 5 are mirrored pdfs, such that the thicker the shaded area, the
more common the value. The long tails of the plots thus correspond to infrequent values.
A sensitive test would have a violin plot of uniform thickness extending over a wide
range, whereas an insensitive plot would have a single “bulb” around a narrow range of
values. We thus interrogate these plots by examining the width of the range of values
over which the violin plots show the highest concentrations of values KGE and NSE
show similar patterns with a higher concentration of sensitivity tests toward the optimal
end, and longer, thinner tails toward the worse metrics, with NSE showing more
favorable results. Aggregating to a daily timestep, altering the spacing between PTs, or
decreasing the number of PTs all have negligible effects (Figure 5).
The number of samples in the discharge prior (numQprior), on the other hand, is
sensitive, implying that subsampling just part of Qprior can significantly degrade model
performance. This implication is realized in Panels D–F in Figure 6, where
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mischaracterizing Qprior or relying on only a few discharge samples substantially worsens
results. We find that increasing the number of discharge estimates in Qprior and increasing
the variability of those estimates improves overall performance of DAPT. In cases with
substantial “breaks” in observed WSE, it is important that Qprior is sampled from each
side of the break (e.g., the Olentangy).
Interestingly, as the number of PTs increases, model performance slightly
decreases, since more PTs incorporate more variance within channel geometry and the
assumption of mass conservation becomes less stable. This may be slightly
counterintuitive, as readers may expect more data to produce better results. However,
these results indicate that these extra data confound the Bayesian likelihood rather than
improve it.

Figure 6: PT and BAM Sensitivity. TOWNS sensitivities for the PT sensitivity (Panels AC), and discharge parameters in BAM sensitivity (Panels D-G). The x-axis represents the
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value of each prior tested, and the y-axis is model performance measured by NSE,
considered optimal at 1. PT resolution in general is relatively insensitive. Panel D shows
that either over or underestimating discharge substantially degrades model performance,
while Panel E (truncated), shows that underestimating discharge standard deviation has
a negative effect. Panels F and G are truncated to highlight differences between rivers,
and performance generally increases as the number of samples within the discharge
count (Panel F) and variability (measured by coefficient of variation CV) of the
discharge count increase (Panel G).
1.4.2. Q2: How Does DAPT Compare to a Temporary Gauge?
To compare DAPT with a temporary gauge, we used the USGS gauge record as
Qprior for both DAPT and a temporary gauge. We then conducted a sensitivity analysis
(Test 5; Figure 6 Panel F) to the number and variability of discharge estimates in this
prior data set. To compare these results, we compare the error metrics for both methods
over the validation period. Figure 7 Panel A shows 72% of DAPT estimates are within
0.10 NSE of a temporary gauge ensemble. Figure 7 Panels B–G combine the results of
discharge sensitivity shown earlier in Figure 6. In the Tanana and Sacramento R3 both
methods perform similarly, whereas in the Olentangy and Sacramento R2 DAPT
outperforms a temporary gauge. In the Olentangy in particular, the temporary gauge
performance is unstable largely arising from discharge samples that omit a single peak
flow in the data record, with a median NSE of 0.87 including the peak flow and median
NSE of −9.3 omitting the peak flow. In comparison, DAPT is relatively robust with
identical medians of 0.77 for samples with and without the peak flow. Finally, in the
Willamette, North Saskatchewan, and Sacramento R1, the temporary gauge outperforms
DAPT.
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Figure 7: TOWNS comparison between DAPT and a temporary gauge. Panel A displays
the difference for all rivers in NSE between the temporary gauge and DAPT in a
cumulative density function, hence positive values show that DAPT outperforms the
temporary gauge. 72% of the comparisons are between +/- 0.1 NSE, indicating that
DAPT and the temporary gauges are largely equivalent in this ideal setting. Panels B-H
show NSE as a function of the number of discharge measurements for each river
individually.
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1.4.3. Q3: How Well Can DAPT Reproduce In Situ Discharge Measurements in a
Realistic Field Setting?
To address Q3, we validated DAPT with in situ ADCP-based discharge
measurements in the PAD. Here we validated on two fronts: quantitatively across the
validation period (the time period ADCP measurements were taken), and qualitatively
across the entire PT deployment period for each reach using nearby permanent ECCC
gauges for comparison. Over the validation time period, DAPT closely approximates the
ADCP time series and is relatively robust to the number of ADCP measurements used to
constrain this method, as the IQR across all samples of ADCP measurements closely
matches the observed record (Figure 8). The temporary gauge, in comparison, is not
adequately trained as the water levels remain relatively static over this time period
(Figure 8). As such, the temporary gauge fails to capture either high or low flows. Since
the power-law relationship between water surface elevation and discharge is not fully
developed or appropriate in this case, more prior discharge data would be needed to
improve the temporary gauge. Therefore, the DAPT method is better suited for and
designed for this context: many rivers and limited field time and budget.
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Figure 8: Hydrographs of the validation period. The x-axes represent the nth ADCP
measurement, as the time between samples varies for each measurement and river. Blue
lines represent the median hydrograph for the DAPT method, with shaded regions
representing the IQR across the sensitivity to the number of ADCP measurements used to
constrain each method. Temporary gauge estimates are displayed in red and are
developed across a range of identical samples to the DAPT method from identical PT
and ADCP data.
The validation time period during which ADCP measurements were made
represents a short and misrepresentative span of the entire PT deployment period, as
shown in Figure 9. Thus, we must also look at discharge estimation over the entire
deployment time to further understand this comparison. Figure 9 shows hydrographs for
each of the 11 reaches within the nine PAD rivers across the entire time period for which
the PTs were installed. As DAPT discharge bounds are constrained by ADCP
measurements, DAPT tends to estimate discharge within the range of observed ADCP
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values throughout the entire time series producing relatively stagnant hydrographs, while
nearby gauges show more dynamism over this period. DAPT dynamics do track nearby
gauges, but this qualitative assessment can only state as much.

Figure 9: PAD 2018 and 2019 hydrographs for each of the nine rivers and eleven
reaches over the entire time period of PT deployment. The DAPT method is shown in
blue with a solid line representing the median hydrograph across the sensitivity to the
number of ADCP measurements (black) used, with the IQR shown shaded. Note that the
nearby gauges (grey, dashed) are not mass conserved and highlight only temporal
trends, not accuracy of the methods, and serve as qualitative validation.
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1.5. Discussion
In essence, we have taken a method designed to retrieve discharge from global
satellite data and reimagined it for in situ field campaigns. Our results indicate that DAPT
is a viable discharge estimation option, as it closely replicates gauge discharge under
optimal conditions (Figure 4) and performs adequately in remote settings. As expected,
overall performance was closely tied to the ability to correctly calculate BAM model
parameters, notably Qprior. In the TOWNS case where gauges were used to constrain
BAM, all rivers, including very large, braided rivers such as the Tanana as well as leveed
rivers such as the three Sacramento reaches displayed robust results, and these results
were relatively insensitive to changes in PT resolution. This signifies the universality of
this method, and implies that when well calibrated, DAPT can reproduce discharge in a
variety of field settings.
In our comparison with a temporary gauge in TOWNS, we found that both
methods perform similarly. However, we note that this comparison favors a temporary
gauge from the outset, as the gauge record is derived from a rating curve and presents a
best-case scenario for a temporary gauge. In a true field setting, in situ discharge
measurements may present weaker relationships with stage or contain additional errors or
uncertainty, such as those seen in the PAD ADCP data. When only a few measurements
are included with low sample variance, the DAPT method tends to perform better than a
temporary gauge, and DAPT is less dependent on the quality of discharge priors. The
robustness of DAPT implies that this method could estimate discharge with fewer in situ
measurements over a less dynamic range. Therefore, if time and budget only allow only a
few ADCP measurements, then DAPT could be applied to several rivers over a wide area
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in a shorter time than would be needed to fully develop rating curves. Thus, we feel this
method could be a good alternative or supplement to the traditional approach of installing
a temporary gauge when developing a rating curve is infeasible, especially in remote
sites.
Our PAD case study represents one of these sites, where developing a full rating
curve at each river was impractical for the magnitude of rivers covered in a month(s) long
period. In the PAD, the DAPT method is able to accurately reproduce an ADCP
discharge record, particularly for when a high number of ADCP measurements were
used. Although this “perfect” discharge case in and of itself might seem trivial in that the
output is simply reproducing the input data, we note the temporary gauge could not
match this performance (Figure 8). This highlights an additional strength of DAPT in that
it is not tightly bound to a singular mathematical relationship (i.e., the power law in a
gauge) but has additional flexibility that allows it to replicate discharge where traditional
flow laws and rating curves cannot (Table 1, Figure 8). This performance in the PAD has
one exception in the Richardson, where the DAPT method fails to fully capture the
observed record, potentially due to the size of the river, which compromised the quality
of the ADCP data as the boat was not able to complete a full transect at low enough
speed, and compromised prior assumptions within BAM, which was not trained on small
rivers.
Comparing time and effort, the DAPT method can be employed in a substantially
shorter time than a temporary gauge, allowing more rivers to be monitored in a field
season. We argue it would not have been possible to build a quality temporary gauge in
all 11 reaches in the two summer-only field seasons we visited the PAD, and that DAPT
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was the most viable and accurate path toward improved hydrologic understanding of the
PAD. Because the PAD case study was specifically designed to mimic a realistic remote
field setting for which a temporary gauge may not be suitable to begin with, obtaining a
longer ADCP record would have either resulted in a substantially longer field campaign
or only focusing on one river instead of 11 reaches. Indeed, adequate data collection for a
temporary gauge was never achieved in this case study across our 11 reaches.
To better parse the difference between a temporary gauge and DAPT, future
studies could rely on a more thorough ADCP time series to build more comparable
temporary gauges, which would further delineate challenges observed in these two
datasets, such as those related to the gauge records, ADCPs, temporal discharge
resolution, and PAD-specific limitations. However, obtaining such a record would
obviate the need for the DAPT method as a temporary gauge would fit the data well at
that point. Further, this substantial effort would likely only re-verify the TOWNS results
presented here. Our case study (two summer field campaigns to a remote sub-Arctic
delta) represents conditions frequently experienced by hydrologists and is a realistic
marker of perhaps the best way to collect a temporary discharge record over a large area
in a short time.
Another path forward includes a further look into the ability of DAPT to estimate
discharge without any ADCP measurements or a gauge. We did not explicitly explore the
case where a global model is used as Qprior, which would eliminate the need for an ADCP
or gauge altogether. The PAD is poorly represented in globally available hydrology
models, as its complex deltaic channels and occasionally reversing flow direction require
a hydraulic sophistication (see Peters et al., 2006; Pietroniro et al., 2000) not typically
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available from “off the shelf” model output. We are confident that DAPT would work
well for the PAD in the absence of any ADCP work if a model could give an accurate
estimate of Qprior (following the TOWNS results and Hagemann et al., 2017), but in this
case ADCP measurements were needed for both DAPT and the temporary gauge.
Other areas of improvement include exploring higher resolution DEMs, such as
UAV-based or Lidar DEMs, which would allow for more accurate and contemporaneous
width and slope extraction. Higher-resolution DEMs would also allow for better width
extraction methods, including nonlinear interpolation following Mersel et al. (2013) and
Schaperow et al. (2019). If high-resolution bathymetry were obtained (e.g., through a
UAV, or aerial imagery during low-flow conditions, or ADCP bathymetry), then
following King et al. (2018) it would be possible to pair PTs with hydraulic modeling to
estimate discharge. Additionally, incorporating ADCP bathymetry into the parameters
would allow for more accurate width and area estimates that vary temporally, and would
likely improve AMHG estimates, which rely on variations in width alone.
Looking toward the overall utility of this method, both the TOWNS tests and
PAD case study indicate that estimating discharge with the DAPT method can be a
precise and efficient means of field discharge estimation. Even in the PAD where
parameters were sub-optimally fit, DAPT definitively replicated an ADCP for the
validation period while highlighting its main strengths: accurate in situ discharge
estimation with little to no discharge measurements in a region or time frame that is not
conducive to relying on or installing a temporary or permanent gauge.
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1.6. Conclusion
We introduced a novel in situ method to estimate discharge in poorly gauged
basins using arrays of pressure transducers (DAPT). Through five sensitivity tests, we
validated and assessed the robustness of DAPT in five gauged rivers and in a realistic
field setting. We found that DAPT performs similarly to a temporary gauge and can
reproduce ADCP discharge data in a complex boreal river delta over two years of
dedicated field experiments, given a threshold of at least 3–5 initial discharge estimates.
We recommend the DAPT method for rivers or studies in which obtaining a long-term
ADCP record or installing a gauge is infeasible, as the method is relatively robust to
imperfect discharge priors. We note that this non-traditional method for small field rivers
was spurred by developments in global remote sensing and hydrology via the SWOT
satellite mission and suggest that future work that translates remote sensing paradigms for
field study may be fruitful.
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CHAPTER 2
MAPPING AND CHARACTERIZING ARCTIC BEADED STREAMS
THROUGH HIGH-RESOLUTION SATELLITE IMAGERY

Arctic beaded streams provide unique ecosystem functions and serve as important tundra
habitats. Their unique ‘beads-on-a-string’ morphology is thought to form from
thermokarst erosion, and they are densely represented in permafrost-ridden landscapes.
Despite their ubiquity in high latitude regions, beaded stream formation and occurrence is
not well studied, and beaded streams are not globally mapped. Access to these streams is
challenging in their remote, dynamic environment, and up until recently, monitoring
these streams through satellite imagery was difficult given their relatively small size with
channel widths of a few meters. The availability of high-resolution imagery from Planet
data now makes it possible to detect and map these streams at scale. Here we provide and
predict the location of beaded stream catchments throughout the pan-Arctic domain,
through combining the location of known beaded streams with recent advances in
Computer Vision and high resolution (3 meter) satellite imagery. Specifically, we use the
location of known existing beaded streams to classify potential river catchments as
beaded or not beaded, then download high resolution imagery across those regions, and
use the latest You-Only-Look-Once (YOLO) object detection algorithm (YOLOv5) to
detect beaded streams throughout the pan-Arctic, estimating a much higher prevalence
than previously thought.
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2.1 Introduction
Beaded streams are a common yet understudied thermokarst landform in
permafrost ridden landscapes (Arp et al., 2015). These streams are characterized by their
unique morphology of deep low-energy pools followed by high-energy chutes which
appear as ‘beads-on-a-string’ (Oswood et al., 1989a). Beaded streams are important
sources of freshwater storage and serve as ecological habitats for species such as Arctic
grayling (Heim et al., 2016; McFarland et al., 2018). Beaded streams are classified as a
type of tundra stream (Craig & McCart, 1975) which typically flow from the foothills
across the coastal plain in catchments composed of thin layers of peat underlain by
permafrost (Hobbie & Kling, 2014). The pools, or beads, are often circular or elliptical,
relatively deep (up to 2 meters) and wide (1-35 square meters), and form from
thermokarst erosion at the intersection of ice wedge polygons (Péwé, 1966). The
connecting chutes typically follow ice wedges, and thus tend to be shallower with
straight, steep sides (Hopkins & Karlstrom, 1955).
Several field studies within the North Slope of Alaska have further characterized
beaded stream water chemistry, temperature profiles, hyporheic exchange, and discharge
and electrical conductivity profiles. From these studies we have learned that these
streams may be sensitive to increased inputs of nutrients from road dust and fertilization
of roadsides (Benstead et al., 2005), but seem to be resilient to increases in dissolved
organic carbon (Larouche et al., 2015). Their unique morphology and thermal
stratification allows them to react slowly to seasonal solar input and maintain thaw
thicknesses longer (Brosten et al., 2006), and this thermal stratification also effects
transient storage of solutes, which in turn effects hyporheic exchange (Zarnetske et al.,
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2007, 2008). The water chemistry of these streams and their interaction with the
subsurface and nearby lakes and broader streams can have broad implications for
watershed nutrients (Wollheim et al., 2001)
Although these field studies provide important insights into the physical and
biogeochemical makeup of these streams, these findings came from a relatively small
number of sample streams, and thus results may not be generalizable across all beaded
streams. For example, a study conducted in a Russian province found the existence of
beaded channels in the permafrost zone to be unstable (Tarbeeva & Surkov, 2013),
contrasting Arp et al., 2015’s findings of relatively stable beaded channels in Alaska (Arp
et al., 2015). Additionally, Tarbeeva & Surkov found beaded streams outside of the
continuous permafrost region that were formed from other factors such as anthropogenic
changes to flow regimes, unevenness of geologic structures, and ongoing karst processes.
These divergent findings motivate the need to continue studying these streams across
more representative regions of the Arctic.
In 2015, Arp et al., conducted an expansive survey of beaded networks from high
resolution aerial imagery, identifying 445 beaded networks, but the search was limited to
north of 66° latitude, and the lack of availability of high-resolution snow free imagery
significantly reduced the number of identifiable channels in Siberia and Canada. Their
estimates suggest that there are over 1,900 individual beaded stream networks throughout
the world, with an approximate 13% in northern Canada, 18% in Alaska, and 69% in
northern Russia (Arp et al., 2015). We believe that there may be even more networks in
existence, and that finding the estimated unmapped > 1,500 beaded networks may help us
better understand the formation, morphology, and occurrence of beaded streams. More
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accurate beaded stream maps may also help to better contextualize and broaden the
impact of previous field studies by improving understanding of where Arctic grayling
may reside, or which basins and catchments may be more susceptible to permafrost
degradation, nutrient loading, and changes in biogeochemistry.
Assessing these streams on a global scale poses some challenges, as to date, they
are not globally mapped. Beaded streams tend to be first order streams, which are too
small for global hydrography networks such as MERIT Hydro (Yamazaki et al., 2019b)
or HydroSHEDS (Lehner et al., 2008), and higher resolution stream networks such as the
National Elevation Dataset (U.S. Geological Survey) or the Sentinel-ArcticDEM merged
river network SARN (Lu et al., 2020) are not globally available. Because of their small
size, beaded streams are also hard to detect and identify from overhead satellite imagery,
as the resolution of satellite imagery at 30 meters with Landsat or 10 meters with Sentinel
2 makes it difficult to resolve streams with widths less than 10 meters. The generally
unknown location and logistical impossibility of global field survey necessitates remote
sensing, and yet these traditional sensors are ill suited to the task.
Recent advances in the private remote sensing sector are promising, such as the
PlanetScope optical satellite image dataset, which has 3-meter resolution 4-band imagery
with approximately daily near-global coverage. This extensive spatial and temporal
coverage roughly guarantees cloud-free, snow-free imagery throughout the pan-Arctic
domain, thus allowing us to search a broader region. Planet imagery has successfully
been used to map surface water in high latitude and mountainous regions, from large
rivers (Feng et al., 2019; Kääb et al., 2019; Strick et al., 2019) to wetlands (Cooley et al.,
2017a) and lakes (Cooley et al., 2019; Lezine et al., 2021; Qayyum et al., 2020).
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Although Planet imagery is not as high resolution as NASA Worldview imagery or
airborne imagery, the 4-band imagery with its added near infrared band helps distinguish
water from vegetation (e.g. Lezine et al., 2021).
Therefore, in an attempt to map and locate beaded streams globally to better
understand their occurrence and formation, we 1) classify potential river catchments as
beaded or non-beaded from literature thresholds and global hydrology datasets, 2)
download tens of thousands of high-resolution Planet satellite images within those
catchments, and 3) employ a state-of-the-art Computer Vision algorithm to detect beaded
stream reaches within each image. We therefore provide the first global assessment of
these common high latitude streams. The remainder of this paper is organized as follows:
first, we provide an overview of the methods, including obtaining the data sources,
classification scheme, and beaded stream detection through the YOLO-v5 Computer
Vision algorithm (Jocher et al., 2021). Next, we present the results of both the catchment
classification, beaded stream detection training, validation, and testing, and the global
properties of beaded stream occurrence and catchments. Finally, we provide a
comparison to previous studies including the Arp et al., (2015) survey, limitations of this
approach, and future directions for both object detection for geospatial surveys and
specifically within the context of beaded streams.
2.2. Methods and Data
2.2.1 Data
Data acquired for this study consists of 4-band 3-m PlanetScope imagery
(https://www.planet.com/products/planet-imagery/), a global hydrography dataset from
MERIT Hydro (http://hydro.iis.u-tokyo.ac.jp/~yamadai/MERIT_Hydro/), a circum-
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Arctic permafrost and ground ice map from the National Snow and Ice Data Center
(NSIDC; https://nsidc.org/data/GGD318/versions/2), and an a priori map of known
beaded stream locations (Arp et al., 2015). Figure 10 displays the locations of the 445
beaded streams mapped by Arp et al., the river network hydrography from MERIT
Hydro, and possible beaded catchments as classified by a regression tree algorithm
described below. As the insets on the map show, the MERIT Hydro river network in its
vectorized form does not reliably extend to streams as small as 1st order beaded streams.
However, MERIT Hydro catchments cover continuous areas that invariably contain
beaded streams, and have relevant attributes associated with each catchment, including
catchment area (km2), slope (m/m), upstream drainage area (km2), and channel width (m;
in this case likely not the beaded channel).
In addition to the catchment-level data, base maps such as the NSIDC CircumArctic Map of Permafrost and Ground Ice Conditions provide permafrost extent and
ground ice content information. Permafrost is defined as ground that remains at or below
0° C for at least two years, and permafrost extent is categorized into continuous (90100% coverage), discontinuous (50-90%), sporadic (10-50%), and isolated patches (010%). Landform is broadly categorized as either f: “lowlands, highlands, and intra-and
intermontane depressions characterized by thick overburden cover (>5-10m)” or r:
“mountains, highlands ridges, and plateaus characterized by thin overburden cover (>510m) and exposed bedrock”, and has additional categories for glaciers, relict permafrost,
inland lakes, ocean/inland seas, and land (Heginbottom et al., 2002). Although permafrost
coverage has changed since 2002 (e.g. Biskaborn et al., 2019), given the Arp et al.,
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(2015) findings of beaded stream stability over decades in time, beaded stream
occurrence likely has not changed dramatically in the past two decades.
Together, the Arp et al., (2015) stream locations, MERIT Hydro catchments, and
permafrost base maps form the training data for the catchment level classification. These
three datasets are spatially joined to overlay permafrost coverage on the catchments, and
to find which catchments contain one or more beaded streams as identified in the Arp et
al., (2015) paper.

Figure 10. Known beaded streams and potential beaded catchments. Shown in red is a
map of beaded streams found in the Arp et al., (2015) survey, used here for training
purposes. In blue are MERIT Hydro catchments that could potentially contain beaded
streams, based on a classification of the Arp et al., (2015) stream sites. Underlying the
catchments and stream sites is the MERIT Hydro river network, a high resolution global
hydrography dataset. The first inset shows a closeup of a MERIT Hydro catchment and
hydrography, with the outline of a manually digitized beaded stream shown in red
underlain by a Bing basemap. The second, and highest spatial resolution inset shows an
aerial image of a beaded stream, with the characteristic pool-chute structure.
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2.2.2 Where to look?
It is infeasible to manually scan every square kilometer of the Arctic with high
resolution imagery to look for beaded streams. The literature fortunately helps narrow the
range of where beaded streams could form. Arp et al., (2015) found that most beaded
streams transition to alluvial channels with increasing drainage area and decreasing
channel slope. In an earlier study which focused on three watersheds in Alaska, it was
discovered that most beaded streams were in areas with marine silt deposits and that 61%
of beaded streams initiated from lakes and 29% were from drained thermokarst lake
basins (DTLB), with only a few initiating from hillslopes (Arp et al., 2012). Within the
continuous permafrost zone in Alaska, Farquharson et al., (2016) confirms these results,
finding that beaded streams are less common in areas of aeolian sand and favor high
ground ice content and greater topographic relief. Within the northeastern part of
Yakutia, Tarbeeva and Surkov (2013) provide additional hydrologic bounds, finding that
beaded streams occur in rivers with catchment areas ranging from 3 to 10 km2, gradients
of up to 2 m/km, and with maximum flow rates of 0.5–1 m3/s. These findings limit likely
areas with beaded streams to regions with moderate to high permafrost coverage, in silty,
relatively low-slope regions with high concentrations of lakes or drained lakes.
We applied these criteria to the MERIT basins to identify potential catchments
that may be beaded. We first tried simple global thresholds based on these literature
values, but these produced an inaccurate recreation of the Arp et al., (2015) known
breaded streams, with a classification accuracy of 74.90%. We then turned to a
supervised classification approach to turn our a priori knowledge of beaded streams into a
potential catchment identifier. For the identification, we used the rpart R package which
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implements classification and regression trees (CART) following Breiman et al., 1984.
Variables used in the dataset include catchment properties (area, upstream area, slope,
and river width), permafrost properties (land type, permafrost extent), and a binary factor
of beaded/non-beaded.
There are two main processes in building the regression tree. First, the single
variable which best separates beaded and non-beaded streams is chosen, and the data is
then recursively separated into subgroups, until the subgroups reach a minimum size, or
no further improvement is made. The second process uses cross-validation to trim back
the tree, reducing the complexity. Each split is based on the Gini impurity index, which is
calculated as the probability of mislabeling an element (or catchment in this case)
assuming that element is randomly labeled from the distribution of all classes in the set
(in this case beaded and non-beaded).
We tested this classifier on the Arp et al., (2015) map of beaded stream locations,
and it had an accuracy of 83.64%, with 85.20% omission accuracy (Figure 11). We are
primarily concerned with omission, as we are identifying potential locations for further
Computer Vision work to assess whether or not a beaded stream exists with a catchment.
Commission error is therefore acceptable provided it does not produce too large a global
surface, but omission error will propagate into our final analysis. Therefore, we begin our
process with up to 15% underestimation of beaded streams based on our omission
accuracy. Applying this classifier on our global data identified 98,147 catchments as
“possibly beaded.”
As shown in Figure 11, the variable that most distinguished beaded and alluvial
streams in the training dataset was landcover, with lowlands (‘f’) and inland seas (‘o’)
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associated with beaded streams, and glaciers, land and inland lakes associated with
alluvial streams. Within the lowland and inland sea category, beaded streams were further
distinguished by continuous permafrost coverage and catchments with areas greater than
26 km2, or if permafrost was discontinuous, semicontinuous, or isolated, in catchments
with areas greater than 69 km2. Encouragingly, these machine learning findings generally
match findings from the literature, which note the high presence of beaded streams in
continuous permafrost regions in lowlands and low-slope regions, and find that beaded
streams tend to arise from larger catchments with drainage areas greater than 1 km2
compared to alluvial hillslope channels (Arp et al., 2012; Farquharson et al., 2016). In
areas outside of lowlands or inland seas, beaded streams are again distinguished by a
larger catchment area, as well as continuous permafrost, catchment river widths less than
22 m, slopes less than 0.0064 m/m, and upstream areas less than 37 km2, and if not,
catchment areas greater than 43 km2.
These findings are not representative of all beaded streams, and several of the
beaded stream catchments found in the Arp et al., (2015) study used in this training set
were not identified from our regression trees (15 out of 210 catchments in the training set,
and 25 out of 169 in the test set). Further, these categorizations may also be biased
towards the set of beaded streams the Arp et al., (2015) study identified. To avoid some
of this bias, several attributes or variables of the catchments were purposefully not
included, including latitude, longitude, continent, distance to known beaded streams, or
other variables that may have geospatially biased the end results. However, while this
regression tree does not likely encompass all beaded stream catchments, it significantly
helped to narrow the scope of pan-Arctic regions, and the choices within the regression
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tree are largely confirmed by trends from literature. Further, this approach also provides
confidence values for the degree to which catchments have been classified as beaded or
non-beaded, allowing us the flexibility to further narrow or expand the range of possible
beaded streams. For this analysis, a standard cutoff threshold of confidence values of 0.50
was used.

Figure 11. Beaded catchment classification results. On top, the tree diagram shows the
splits created from the training data (half of the dataset of beaded and non-beaded
catchments). Variables are shown in boxes and ordered from most important (top) to
least important (bottom). The values or attributes of each split are shown in bold, e.g. for
the first split, data is categorized as either land type ‘g’, ‘l’, ‘ld’, or ‘r’, or as ‘f’ or ‘o’.
The legend explains each of the land type (Land) and permafrost extent (Perm.Ext)
acronyms. Slope is in units of m/m, width in m, and area and upstream area (Up.Area) in
km2. The number of stream catchments correlated with each split are shown circled in
numbers and are denoted as either beaded (green) or alluvial/non-beaded (pink). Shown
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in the bottom are the confusion matrices for the training (left) and testing (right)
datasets, along with the overall accuracy.
Following this catchment identification, depicted on the left panel of Figure 12
below, we moved onto the Computer Vision analysis, depicted on the right panel. We
identified 88,250 Planet images from summer 2021 that covered these catchments after
filtering for cloud coverage, snow coverage, visibility, clearness, and the type of
instrument, quality, ground, and asset filter. These filtered images cover 90% of the
potential catchments, and there was no discernible spatial pattern to the catchments where
beaded imagery of sufficient quality was not available, thus this omission is spatially
non-biased. Data were limited to Summer 2021 to take advantage of the latest Planet
sensors and limit the quantity of this commercial product needed. See the discussion for
the impact of our coverage on the final beaded stream detection.
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Figure 12. Methodology outline. On the left panel, the beaded catchment classification is
outlined, while on the right the beaded reach object detection workflow is outlined. Input
to the classification involves the beaded streams found in the previous Arp et al., (2015)
study, alongside permafrost and catchment data. The classifier is first trained on known
beaded and non-beaded catchments, then applied globally to the remaining catchment
s to predict a binary beaded/non-beaded decision tree. An example of a typical alluvial
and beaded stream is shown in the center of the panel; both are often found in near
proximity to each other, thus a “beaded” catchment does not preclude alluvial streams
within. On the right panel, the object detection workflow includes filtering imagery to the
catchments and image quality filters, then proceeding with image processing, chipping,
and labeling of the training data. Like the catchment classification, the object detection
algorithm (YOLOv5) is trained on known beaded imagery that were manually digitized,
and then applied globally to detect beaded stream reaches.
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2.2.3. Detecting beaded streams
2.2.3.1 Hydrologic Image classification and computer vision
The traditional hydrology approach to detecting beaded streams might consist of
generating a water mask from the images and combining that water mask with a digital
elevation model (DEM) to determine stream locations within the catchment, for example
following methods from Lu et al., 2020 and Lu et al., 2021. From there, beaded streams
could be differentiated from non-beaded, or alluvial streams by their size, width profile,
slope, and drainage area, following methods such as RivWidthCloud (Yang et al., 2020),
RivaMap (Isikdogan et al., 2017), and TauDEM (Tarboton, 1997). However, a challenge
with this approach is generating an accurate water mask, along with the computational
time associated with generating the river network across thousands of catchments.
Beaded streams, unlike larger rivers and lakes, tend to have a different spectral signal,
and can be difficult to mask with common indexes such as the modified normalized
difference water index. Although thresholding can help solve this issue (Cooley et al.,
2017b; Lu et al., 2021; Yang et al., 2014), it is still possible that some beaded streams
might be confused for vegetation or small unconnected ponds.
Instead of detecting beaded streams from a pixel-based method such as index
thresholding, an alternative approach is through object detection, a computer vision
technique. Unlike a classification algorithm and object-based image analysis, object
detection is a technology that detects instances of semantic objects, such as facial
recognition (Sung & Poggio, 1998) and pedestrian detection (Dollar et al., 2012), or in
this case beaded stream reaches. Given the task at hand of detecting beaded streams
globally, this approach was promising in that it avoided having to distinguish first water
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masks and river networks, and from there beaded networks within an entire catchment
full of hydrologically diverse features, and focused on solely detecting beaded streams,
providing an end-to-end methodology. Within object detection, there are several different
approaches that can be split into neural network approaches that rely on deep learning,
and non-neural approaches. Deep neural networks constitute some of the latest
advancements in the field and tend to perform better than traditional, non-neural
algorithms (Erhan et al., 2014; Zhao et al., 2019).
Zhao et al. classify generic object detection (locating and classifying objects in
bounding boxes) into two main subcategories: regional and regression/classification. The
regional method first generates regions to classify, then classifies each region into
different categories, and includes popular methods such as R-CNN (Girshick et al.,
2014), Fast R-CNN (Girshick, 2015), Faster R-CNN (Ren et al., 2015), and Mask RCNN (He et al., 2017). The regression/classification approach adopts a unified
framework to both categorize and locate objects at once, allowing for real-time detection,
and include algorithms such as MultiBox (Erhan et al., 2014), SSD (Liu et al., 2016), and
YOLO (Jocher et al., 2021; Redmon et al., 2016; Redmon & Farhadi, 2016, 2018; Wang
et al., 2021). YOLO, or “You Only Look Once” enables end-to-end training and is
extremely fast and accurate in comparison to other algorithms (Srivastava et al., 2021; L.
Tan et al., 2022). We chose YOLO v5 (Jocher et al., 2021) for this study based on these
published results.
2.2.3.2. Beaded Stream Detection via Computer Vision
Our goal in this study is to detect the beaded streams within the catchments
classified as “possibly beaded” in section 2.2. Each Planet image within the 88,250
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catchments (71,831 images- some images covered multiple catchments) was cropped to
the catchment file, equalized, converted to 8-bit imagery, and ‘chipped’ to smaller
512x512 pixel images. This resulted in a total of 2,188,531 individual chips for
classification. This chipping produces standard images that run quickly with computer
vision and is essentially inverse mosaicking. Images containing a known beaded stream
derived from the Arp et al., (2015) study were manually inspected through the LabelMe
Annotation tool (Wada, 2022) to confirm the presence of beaded streams within the
training chips, yielding 1,093 image chips with a beaded stream (Figure 12). For each
chip, we labeled (other common terms for this process include digitally identified and
digitized) beaded streams by drawing a unique box for each beaded reach. Here we
define a beaded reach as a section of a beaded stream where the beaded pattern and width
were consistent. For example, if both a tributary and a larger connecting stream were
beaded, two bounding boxes would encompass each. Any streams that exhibited a poolchute structure that appeared to be 1st or 2nd order streams were included. Each of the
annotated images from LabelMe were then cross-checked and converted to the YOLO
format through the Roboflow Annotation Tool (https://roboflow.com/).
Following the image processing, we then trained the YOLOv5 algorithm (Jocher
et al., 2021) with the 1,093 training chips. To train the model, we relied on pre-trained
weights (yolov5x), a batch size of 12, and 300 epochs within a GPU cluster, although the
model stopped improving after only 147 epochs. Training the model was relatively fast
with 1 GPU (approximately 1 hour). To test the risk of overfitting, we used a 10-fold
cross validation using a 70/20/10 training/testing/validation split for training the YOLO
model, resulting in 749 training chips, 243 validation chips, and 101 testing chips (Figure
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12). We found accuracies ranging between 76.2% and 99.2%, with a mean accuracy of
84.9% and a standard deviation of 6.4%. This indicates sensitivity to the training/testing
partition, but results were relatively consistent.
Accuracy in this case refers to the number of correctly identified beaded reaches
divided by the sum of total beaded reaches in the validation set and misclassified nonbeaded reaches. A beaded stream was deemed to be “correctly identified” so long as a
portion of the predicted and actual bounding box overlapped. Traditional object detection
typically calculates error and accuracy in terms of the area of overlap, but in this case any
overlap was considered a positive outcome, since our goal is to locate beaded streams.
From the 10-fold cross validation, the training model with the median accuracy
was chosen for the beaded reach detection. The results of this training model are shown
below in Figure 13, along with sample image chips with the training bounding boxes and
predicted bounding boxes. In addition to the coordinates of the predicted bounding box,
the YOLO algorithm also provides class confidence scores that measure the confidence
of the classification and localization. The confidence score is computed as the product of
conditional class probability (the probability that the box contains a beaded stream) and
the box confidence score (or the accuracy of the area and location of the box).

69

Figure 13. Object detection training and validation. To the left, four sample Planet image
chips are displayed, shown in near infrared false color composite. The yellow boxes mark
labeled bounding boxes, manually digitized for training, and the cyan dashed boxes
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represent the predicted bounding boxes from the YOLO algorithm. The probability that
each box accurately encompasses a beaded stream is shown in cyan. On the top right,
results from the training, validation, and test sets are shown. Predicted boxes are
classified as “correct” if they overlap with a labeled box (top left image on the left), and
“extra” if they do not (top left image on the right). If no predicted box overlaps with a
labeled bounding box, then it is marked as “missed”. “0.1” denotes that the column
represents values from all predicted boxes with a beaded confidence greater than 0.1
(10%); likewise, “0.25” represents all predicted boxes with a confidence value greater
than 25%. The cumulative density function (CDF) of beaded stream confidence values is
shown in the plot below for testing, training, and validation (valid) datasets.
Figure 13 displays results for two confidence score thresholds, 0.1 and 0.25,
which include all bounding boxes with overall confidence scores greater than those
thresholds. As the threshold shifts from 0.1 to 0.25, the percentage of omission (missed)
and commission (extra) errors change accordingly, with omission increasing and
commission decreasing. Unlike the catchment level classification, both errors propagate
into the overall mapping of beaded streams, but the confidence scores help us better
estimate the rate of commission and omission. In terms of the distribution of the
confidence scores, approximately half of all predicted beaded reach bounding boxes have
confidence scores between 0.1 and 0.35 ± 0.05 depending on the dataset, as shown in the
CDF plot in Figure 13. As the rate of omission is low with the 0.1 confidence threshold
(0 %, 3.4%, and 1% for training, validation, and testing), we rely on this value for the
remaining images in the prediction set, and additionally threshold at 0.25 to include
insight on commission errors.
2.3 Results
We estimate that there are approximately 102,000 ± 36,500 beaded catchments
globally. We define a beaded stream catchment as a catchment that likely contains one or
more beaded streams, as identified from both our catchment classification and Computer
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Vision object detection. Our analysis is largely focused on beaded catchments, as
opposed to beaded stream reaches or bounding boxes, in order to be able to compare with
pan-Arctic beaded catchments and the river networks identified in the Arp et al., (2015)
study. We estimate the total beaded catchment count from both the catchment
classification and beaded reach detection from Computer Vision. Further, this estimate
incorporates both confidence score thresholds described above. To arrive at this value, we
first took all the beaded catchments identified from the classification and predicted
beaded reach boxes within those catchments. If a catchment contained a beaded stream
with a likelihood of at least 10% (or 25% for our second threshold), we identify it a
possibly beaded catchment. From there, we estimate the range of beaded streams from
both the 10% and 25% thresholds, and account for commission and omission through the
testing and training results, described in greater detail below. This estimate of beaded
catchments is likely an overestimation, but we estimate that the true number is
nevertheless greater than the Arp et al., (2015) initial estimate, who estimated 1,900
beaded stream networks, which may overlap several catchments, but likely on the order
of 0.5-10 catchments per stream network, not 30-80 as would be needed here if only
1,900 beaded networks existed.
Our reasoning for the overestimation within our total is that from manual
inspection of the results of the object detection, commission appears to be a greater issue
than omission, in large part due to our choices of thresholds and desire to locate all
beaded streams. Figure 14 below displays results from the object detection, and some
examples of correctly and incorrectly identified beaded streams.
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Figure 14. Map of beaded reach bounding box predictions. From the top, a map of the
pan-Arctic domain with the Arp et al., (2015) beaded stream locations is shown in red,
along with the bounding boxes of predicted streams colorized by the confidence value,
ranging from 0.1 to 0.9. In the bottom images, starting with the furthest left, is an inset of
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North America showing bounding boxes in greater detail followed by a further inset to
the right. The next image shows a closeup of a correctly identified beaded stream not
identified in the Arp et al., (2015) study, and to the right is an incorrectly classified
beaded stream, representing a commission error.
The beaded catchments we identified are primarily in continuous permafrost (70.5
– 71.9%), but several beaded streams were identified in semi-continuous (5.5 – 6 %),
discontinuous 8.5 – 9.4%), and isolated permafrost (4.4 – 4.9%) catchments. In terms of
land type, less than expected were found in lowlands (42.07 – 42.12 %). This result is
both a factor of the initial tree classification, which identified 57.9% as lowland, and the
beaded reach object detection, which predicted beaded reaches in 74% of lowlands. In
terms of hydrologic characteristics, the mean slope of these beaded catchments is likely
between 0.00496 – 0.00504 m/m, with a mean catchment width likely between 80.3 and
80.65 m, with an average catchment area and upstream area of 62.9 – 63.1 km2 and 8,608
– 9,305 km2. The ranges within these mean estimates provided by the two different
confidence thresholds are markedly similar, although it is noted that the standard
deviation of the distribution of slope, width, upstream area, and catchment area are all
significantly greater than the mean (Figure 15). Although these two Computer Vision
predictions are similar to each other in the catchment properties, our estimates from these
methods are noticeably different than both the average pan-Arctic catchment trend and
catchments identified in the Arp et al., (2015) study.
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Figure 15. Comparison of catchment properties. The table displays the number of
catchments, slope (m/m),width (m), upstream area (km2), catchment area (km2), stream
order (1-6), percent of catchments in continuous permafrost regions (%), and percent of
catchments within North America, Asia, and Europe respectively. Results are presented
for the Arp et al., (2015) study, all catchments within the pan-Arctic, all catchments
identified in the initial beaded classification, as well as the Computer Vision results
showing both the 0.10 and 0.25 confidence level thresholds for object detection. The
catchment distributions (slope, width, upstream area, areas, and order) are signified by
the mean ± the standard deviation. Below, a histogram of the number of predicted beaded
catchments as a function of the YOLO confidence threshold, ranging from 0.1 to 1. As the
confidence threshold increases, the number of beaded catchments sharply declines. The
top chart on the bottom right shows the distribution of each category in terms of the
number of catchments in each continent, and the bottom shows the distribution of
permafrost and landcover scaled across each category. *For the Arp et al., (2015) row,
we include the number of catchments that one or more identified streams (375), with the
number of estimated stream networks (1,900) and include their estimated values for the
percentage of beaded streams across geographic regions.
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The catchments identified as beaded in this work have significantly higher slope,
width, upstream area, and stream order than the catchments identified in the Arp et al.,
(2015) study, and significantly lower permafrost coverage and catchment area. Compared
to the pan-Arctic catchment average, the opposite trends hold (Figure 15). The initial
estimates of the distribution of beaded streams throughout North America, Russia (Asia)
and Europe within the Arp et al., 2015 study are for the most part similar to our estimates
here, and similar to the regional distribution of all catchments, but with slightly more
beaded catchments identified in Europe than North America, as visualized in the upper
right chart of Figure 15. Possibly the largest difference is within the percentage of beaded
streams within continuous permafrost regions, indicating that our work implies a larger
percentage of streams outside of continuous permafrost, as shown in the lower right chart
within Figure 15. Between the three rows within Figure 15 that pertain to this study
(Classified, 0.10 Confidence Threshold, and 0.25 Confidence Threshold), the catchment
properties are largely similar, but between the catchment classification (Classified), and
the two Computer Vision predictions (0.10 and 0.25 Confidence Thresholds), generally
the continuous permafrost coverage, width, and catchment area decrease while the stream
order and slope decrease.
In terms of the relative importance and sensitivity of the YOLO confidence
threshold, we find that the confidence threshold value has a substantial influence on the
total number of beaded catchments identified. Higher confidence values yield far fewer
estimates of beaded stream catchments (Figure 15). Thus, our estimate of catchments
derived from the 0.10 and 0.25 thresholds is likely an overestimation, but we provide
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them here as an upper bound likelihood of the total number of beaded stream catchments
and their likely distribution.
Error in our estimation of beaded stream locations arises from three main sources
1) the catchment level classification, 2) image availability and 3) the beaded stream
object detection. The majority of this error comes from catchment level classification,
with omission and commission errors of 17.36% and 22.2% respectively, whereas the
image availability contributes an approximate 10%. For the YOLO object detection
errors, for omission we find values of 1% (0.10 threshold) and 21.8% (0.25 threshold),
and for commission we find 15.25% (0.10 threshold) and 6.0% (0.25 threshold). From
all three error sources combined, we expect an omission error of 20.2% (0.10 threshold),
39.3% (0.25 threshold), and a commission error of 34.1% (0.10 threshold), and 26.9%
(0.25) calculated as:
𝑜𝑚𝑖𝑠𝑠𝑖𝑜𝑛: 100 × 1/0.9 × .1 − 0
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(3)
(4)

represents the fraction of correctly identified beaded

catchments divided by the true number of beaded catchments (or bounding boxes in the
second half of Equation 3). In Equation 4, the formula is identical, except the
denominator now represents the total number of predicted catchments or bounding boxes,
including those incorrectly identified, and here we do not factor in the error from the
image availability. Together, these errors represent the percentage of all beaded streams
that were likely to be missed from the analysis (20.2% - 39.3%), and the percentage of
alluvial or non-beaded streams or regions misclassified as a beaded stream (26.9% 34.1%) from the combination of both the catchment classification and object detection.
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Combined, we can set an informed bounds on the number of global beaded streams,
which is our 160,866 streams + 32,500 for probable commission error – 54,900 for
probable omission error for the 0.10 threshold, and 58,341 + 22,900 – 15,700 for the 0.25
threshold. Between these two totals, the number of streams still varies greatly (138,500 vs
65,500), hence our initially large range of estimate 102,000 ± 36,500 which averages
these two thresholds.
Although these uncertainties are large, they still improve upon our current
understanding of the locations of beaded streams, and by combining varying confidence
thresholds, we can better understand the effects of our commission and omission errors
on the total prediction. Further, these results demonstrate the potential of applying
Computer Vision to high resolution satellite imagery to map and identify surface water
on a global scale at high spatial resolution.
2.4 Discussion
We present the first global map of Arctic beaded streams by combining a
supervised classification and a recent advancement in object detection algorithms with
high resolution satellite data. From our findings, we estimate that beaded streams are
more common than previously thought, with streams within 65,500 to 138,500
catchments throughout the globe. Further, we find that an estimated 30% of Arctic
streams reside outside of the continuous permafrost zone, and that the range of catchment
slopes and upstream areas is much larger than previously thought. This finding implies
that the beaded streams identified in this study are located in closer proximity to
mountainous regions and large streams than the beaded streams identified within the Arp
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study, confirming findings from (Tarbeeva & Surkov, 2013) who noted the presence of
beaded streams outside of continuous permafrost.
From the catchment level classification, we learned that the attributes most
closely attributed with the beaded and alluvial training data in order of importance are:
land type, permafrost coverage, catchment area, catchment river width, slope, and
upstream area. These findings are generally backed by the literature and our knowledge
of the formation of beaded streams from thermokarst erosion, a process inherently
associated with both landcover and permafrost extent (Craig & McCart, 1975; Hobbie &
Kling, 2014; Oswood et al., 1989b; Péwé, 1966). Despite the credibility of these findings,
the catchment level classification remains the largest source of error throughout this
workflow, revealing that detecting beaded streams through catchment properties has its
limitations.
On the other hand, detecting beaded streams through the YOLO algorithm
provided relatively accurate results, when combined with multiple thresholds, although
the accuracy of results was sensitive to the training data. In general, this approach was
largely suitable to the task of identifying beaded reaches throughout the pan-Arctic, with
fast training and prediction times of around 0.02 seconds per chipped image using 1 GPU
with 40 cores and 60 GB of memory. Although this method was both quick and efficient,
there were some challenges associated with applying Computer Vision to the task at hand
of identifying beaded streams. One limitation in particular was having to rely on boxes to
outline the training data, as they encapsulated mostly land surrounding the beaded
streams, and it was difficult to follow the morphology of the stream reaches with just a
box. Further, the output of bounding boxes made it challenging to translate our findings
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into a succinct value of beaded streams, or beaded stream networks, hence we conducted
most of our analysis at the beaded catchment level. A traditional hydrology approach of
detecting streams from digital elevation model stream burning or pixel-based
classification may have made detecting stream networks easier, but at the cost of
computation time and potentially accuracy as well (Lu et al., 2020).
In general, the suite of methods relied on within this study (classification, object
detection, confidence thresholds, what denotes a beaded stream in training) is sensitive.
From our choices of the number and distribution of classification training data to the
permafrost and landcover variables, to the type of image and Planet image thresholds, to
the Computer Vision algorithm, the quality and number of training images and classes,
and the form of analysis in beaded catchments, any number of these factors impacted and
likely introduced errors to our final outcome. Ultimately, our choice was to err on the
side of commission, and thus we based our decisions on attempting to include as many
beaded streams in our final output as possible.
Other limitations of this study include the limitations on the number of highresolution Planet images we were able to access, process, and download. If obtaining and
downloading high resolution imagery everywhere throughout the pan-Arctic was
possible, our initial catchment classification would not be necessary, although first
filtering for beaded stream locations likely helped our Computer Vision work. We were
also limited by the amount of beaded stream training data we had access to, as identifying
streams beyond the Arp et al., (2015) set was difficult, hence the need for automation in
this study. Future studies and mapping of beaded streams could hopefully iterate from the
data and locations we have provided here, to further improve our error metrics.
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Other potential future directions for this work include increasing the number of
classes used in the training data, for both the catchment level classification and/or the
beaded object detection work. For example, we could have classified catchments as
beaded, alluvial, and lake, or classified bounding boxes as beaded streams, alluvial
streams, or roads to try and decrease our commission error. Although our likely
commission is high at nearly 40% with the 0.10 threshold, a silver lining of this
commission is that we have also identified likely water features and rivers throughout the
pan-Arctic domain that are also unmapped, even if they might not be technically beaded.
From inspection of some of the prediction stream reaches, several small streams were
misclassified as a beaded stream, and so using this method with a wider set of training
data may be helpful for detecting and mapping various types of small Arctic streams and
headwater streams, not just beaded streams.
2.5 Conclusion
Beaded streams are a common feature of permafrost-ridden landscapes, but to
date they are not globally studied or extensively mapped. By relying on recent advances
in Computer Vision and high-resolution satellite imagery, we predict the location of
beaded streams with an estimated 20.2% omission rate, resulting in the first global
mapping of beaded streams in the region. We characterize differences between beaded
and non-beaded streams and confirm that a large majority of beaded streams are in
continuous permafrost in lowland regions, but that more than previously thought are in
discontinuous permafrost regions. Additionally, we provide further evidence towards the
high prevalence of beaded streams within Russia and demonstrate the potential of
Computer Vision for addressing gaps in hydrologic understanding of small Arctic rivers.
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CHAPTER 3
REMOTE OBSERVATIONS IN CHANGING LOCATIONS: WHAT CAN 40
YEARS OF SATELLITE DATA REVEAL ABOUT MODELING PAN-ARCTIC
DISCHARGE?
Arctic streamflow is increasing significantly and projected to continue accelerating in the
future. However, due to limitations of limited observations and insufficient understanding
of linkages within the Arctic hydrologic cycle, the scope and implications of these
changes are not yet well understood. Given the lack of available observations,
hydrologists have turned to remote sensing estimates of river discharge. By using atmany-stations hydraulic geometry, we can use river width estimates from Landsat
satellites to estimate discharge through a Bayesian inversion, yielding discharge estimates
from 1984 to present in largely ungauged river reaches. Here we combine this novel
dataset (Feng et al., 2021) with the Variable Infiltration Capacity (VIC) hydrology model
to determine the extent to which incorporating remotely sensed (RS) discharge estimates
changes VIC model performance in the pan-Arctic across the historical and future record.
To do so, we use this new remotely sensed discharge product to calibrate VIC and
compare these results with calibration from the gauge record. To account for uncertainty
in both the gauge and RS discharge, we introduce a Monte Carlo realization of both time
series, generating 100 possible estimates of discharge across each reach and time step,
then compute a weighted average error metric within a Shuffled Complex Evolution
Algorithm (SCEU-UA). We then compare the two calibrated models using reanalysis
forcing data.
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3.1 Introduction
The Arctic is warming at twice the rate of the global mean temperature increase
and Arctic sea ice is rapidly retreating, greatly altering Arctic terrestrial ecosystems and
cryospheric processes (Richter-Menge et al., 2019; Thoman et al., 2020). These
pronounced changes lead to an amplification of the Arctic hydrologic cycle, with a
general consensus of increased rainfall in the region (Bintanja, 2018; Wagner et al.,
2011). Increasing flows observed in rivers throughout the pan-Arctic domain confirm this
hydrologic intensification (Ahmed et al., 2020; Bring & Destouni, 2014; Durocher et al.,
2019; Dyurgerov et al., 2010; Feng et al., 2021; Holmes et al., 2012; McClelland et al.,
2006; Overeem & Syvitski, 2010; Peterson et al., 2003; Shiklomanov et al., 2021;
Shiklomanov & Lammers, 2009), however due to limitations of trusted gauge data (Bring
et al., 2017) and insufficient understanding of linkages within the Arctic hydrologic cycle
(Carmack et al., 2016; Lique et al., 2015; Park et al., 2015; Vihma et al., 2016), the scope
and implications of these changes are not well understood.
While the extent and interconnectedness of processes within the Arctic hydrologic
cycle are not fully known, the effects of changes in the Arctic, given the region’s
fundamental role in global energy dissipation and carbon storage, will nevertheless be
substantial. The network of Arctic rivers extends well beyond the Arctic circle and
represents one of the largest global river systems. Approximately 50 million people
reside in the pan-Arctic drainage basin (Oak Ridge National Laboratory, 2020), thus
changes in the magnitude and timing of rivers imply changes in fluvial landscapes,
permafrost degradation, fossil fuel extraction, hydropower generation, and flood events
for a significant population.
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Furthermore, on a global scale, Arctic rivers play a fundamental role in freshwater
circulation in the Arctic Ocean. Runoff accounts for approximately double the amount of
freshwater influx to the Arctic Ocean compared with net precipitation, unlike other
oceans where precipitation is the main source of freshwater (Carmack et al., 2016; Haine
et al., 2015). Freshwater inflows affect sea level rise from glacial meltwater runoff
(Gardner et al., 2013), global thermohaline circulation, sea ice formation, salinity
(Aagaard & Carmack, 1989; Broecker, 1997; Hátún et al., 2005; Macdonald, 2000; H.
Park et al., 2020; Peterson et al., 2003) as well as the transport of nutrients, carbon, and
pollutants (Bring et al., 2016; Gordeev, 2000; Kanhai et al., 2018; Rouse et al., 1997).
Future projections of Arctic climate rely on global general circulation models
(GCMs), as well as regional circulation models (RCMs). In general, GCMs tend to
predict an increase in temperature and precipitation over high-latitude regions, leading to
an increase in pan-Arctic streamflow in comparison with the rest of the globe (Holland et
al., 2007; Kattsov et al., 2007; Milly et al., 2005; Nohara et al., 2006; Stadnyk et al.,
2021). Hydrologic models driven by input from global climate models similarly show
increases in streamflow between 25-50% over rivers in the pan-Arctic domain (Arnell,
2005; Koirala et al., 2014; MacDonald et al., 2018; Shiklomanov et al., 2013; Shkolnik et
al., 2017; Vuuren et al., 2014). Modeling Arctic terrestrial hydrology within a global
model can be challenging in comparison to temperate climates due to the prevalence of
permafrost, snow cover, lakes and wetlands, and presence of glaciers and snowmelt
floods. Thus, there is a need to couple high latitude specific land surface schemes
alongside GCMs to adequately capture factors often insignificant or absent in other areas
of the world, such as permafrost.
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Hydrologic models such as the Variable Infiltration Capacity (VIC) Model
include separate representations for permafrost, snow accumulation, lakes and wetlands,
and sublimation accordingly (Andreadis et al., 2009; Bowling & Lettenmaier, 2010;
Cherkauer et al., 2003; Su et al., 2005). Even with these implementations however, there
is still substantial discrepancy between models and measurements (Matthes et al., 2017).
The ability to calibrate models for snow cover, permafrost or discharge is limited by the
lack of observable data. Even for Arctic rivers with gauging stations, the number of
stations is on the decline due to their cost of maintenance (Hannah et al., 2011; Pavelsky
et al., 2014; Shiklomanov et al., 2002) and geopolitics (Gleason & Hamdan, 2015).
Models are then necessary to not only project future changes under varying
climatic conditions, but also to estimate the current state of the Arctic. Given the lack of
available data, hydrologists have turned to remote sensing estimates of river discharge.
Within the pan-Arctic domain, studies have incorporated altimetry (Kouraev et al., 2004),
hydraulic geometry (Smith & Pavelsky, 2008b), synthetic aperture radar (Smith et al.,
1996), altimetry combined with width from Landsat (Birkinshaw et al., 2014; Bjerklie et
al., 2018b), and widths derived from multiple sensors (Brinkerhoff et al., 2020; Feng et
al., 2019, 2021). Feng’s latest work estimates river discharge using at-many stations
hydraulic geometry (AMHG; Gleason and Smith 2014) and data assimilation (Ishitsuka
et al., 2021) for all rivers in the Arctic wider than 120m for the period 1984-present,
presenting the most extensive database of Arctic river discharge to date, the Remotelysensed Arctic Discharge Reanalysis (RADR). AMHG leverages fluvial geomorphology
and mass conservation to estimate discharge from Landsat data for wider rivers,
providing an estimate of discharge at an unprecedented scale in the many Arctic
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ungauged basins. RADR provides discontinuous estimates of river discharge at much
vaster spatial and temporal availability; out of the 486,493 reaches they obtained
discharge estimates for, only 293 had a temporally complete daily gauge record, and 93%
of those reaches were in North America (Feng et al., 2021).
RADR confirms pan-Arctic hydrologic acceleration for the time period 19842020, and finds an acceleration rate of 11.6km3/yr/yr, much larger than previous
estimates (3.47-10 km3/yr/yr) (Feng et al., 2021; McClelland et al., 2006; Rawlins et al.,
2009; Shiklomanov et al., 2021). Thus, RADR has fundamentally changed our
understanding of the past 40 years of pan-Arctic discharge. Here we aim to combine this
novel dataset with a hydrologic model (VIC) to assess the impact this dataset has on
Arctic hydrology modeling of pan-Arctic discharge. Specifically, we investigate the
following: 1) To what extent does incorporating remotely sensed discharge estimates
improve model performance of gauged rivers in the pan-Arctic? 2) And of ungauged
rivers in the pan-Arctic? 3) How can we best account for the uncertainty in both gauges
and remotely sensed discharge estimates in model calibration?
3.2 Methods
In order to address these questions, we set up a comparative model calibration,
calibrating VIC to gauged reaches only, and gauged reaches in addition to the remote
sensing discharge estimates within RADR. We hypothesize that the addition of remote
sensing discharge estimates will improve calibration metrics at both the gauged reaches
and the reaches that only have remote sensing estimates. To account for bias and errors
within the forcing data and hydrologic model, we employ state of the art bias-correction
to the VIC-modeled runoff prior to calibration (Lin et al., 2019). To account for
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uncertainty in both the remotely sensed discharge estimates and the gauge discharge data,
we use a Monte Carlo realization of both time series, then compute a weighted average of
the Kling Gupta efficiency error metric within our calibration algorithm, the Shuffled
Complex Evolution Algorithm. The remainder of this section provides further detail on
the VIC model implementation, reanalysis forcing and VIC parameter data sources, bias
correction, and calibration methods.
3.2.1 Variable Infiltration Capacity (VIC) Model
The VIC model is a semi-distributed macroscale hydrologic model first developed
in 1994 that solves full water and energy balances (Hamman et al., 2018; Liang et al.,
1994). Like other land surface models, land is modeled as a grid of large uniform cells,
typically spanning from 1/16° to 2°, and sub grid variability is statistically distributed.
VIC inputs include daily or sub-daily time series of meteorological drivers including
temperature, precipitation, and radiation fluxes, and typical output fluxes include daily or
sub-daily runoff, baseflow, evaporation, and precipitation. The vertical flux of water is
assumed to be much greater than the horizontal flux between grid cells, and so water can
only enter a grid cell from atmospheric fluxes. Once water reaches a channel network, it
is assumed to stay there. These assumptions enable each grid cell to be run
independently, allowing for parallelization, and necessitate separate routing of
streamflow from the land surface simulation.
The VIC model framework has been described in great detail in (Gao et al., 2010;
Liang et al., 1994, 1996, 2003; Nijssen et al., 1997), and here we mainly focus on an
overview as well as some key implementations for pan-Arctic modeling. As shown in the
VIC schematic in Figure 16 below, key characteristics of the VIC model include multiple

87

soil layers with variable infiltration, vegetation heterogeneity, and non-linear baseflow.
Soil is typically represented by three layers and the subgrid variability of soil properties
in the first layer are estimated using the infiltration function, which partitions
precipitation into infiltration and direct runoff within each vegetation class (Figure 16).
Different types of land cover and vegetation can be subdivided into individual tiles, and
VIC has been adapted to input albedo, leaf area index (LAI) and vegetated area fraction
directly from forcing files. Baseflow for drainage from the lowest lower is represented
with the empirically based Arno baseflow curve (Franchini & Pacciani, 1991; Liang et
al., 1994; Todini, 1996).
Additional adaptations to the VIC model soil processes relevant to the pan-Arctic
include simulation of frozen soil (Cherkauer & Lettenmaier, 1999), soil temperature
spatial heterogeneity (Cherkauer et al., 2003), permafrost processes (Adam &
Lettenmaier, 2008), and water table depth (Bohn et al., 2013). Other model additions
include the two-layer energy balance snow model which accounts for snow accumulation
and ablation processes (Andreadis et al., 2009), a blowing snow algorithm (Bowling et
al., 2004), and the lake and wetland model (Bowling & Lettenmaier, 2010).
Several of these adaptations require running VIC with a full water and energy
balance, instead of only calculating the water balance. The water balance mode within
VIC assumes that the soil temperature and ground temperature are the same for a given
time step, and thus does not compute a ground heat flux, significantly reducing
computation time. Both the snow and frozen soil algorithms require energy balance
calculations, and sub-daily timesteps. The energy balance attempts to minimize the
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surface energy balance error through balancing fluxes such as sensible heat, ground heat,
ground heat storage, and outgoing longwave radiation (Gao et al., 2010).

Figure. 16. Variable Infiltration Capacity Model. Overview of key characteristics of the
VIC model, including the water and energy balance, soil moisture layers, subgrid
vegetation coverage, and infiltration and baseflow curves. Reprinted from:
https://vic.readthedocs.io/en/master/Overview/ModelOverview/
VIC has been applied to a variety of use cases, including dataset construction
(Hamman et al., 2017; Maurer et al., 2002; Schaperow et al., 2021; Xia et al., 2018),
historic trend analysis (Gao et al., 2011; Hamlet et al., 2005, 2007; Hamlet &
Lettenmaier, 2007; Lilhare et al., 2020; Matheussen et al., 2000; Mote et al., 2005;
Nijssen et al., 2014; Sheffield & Wood, 2007; Shi et al., 2013), forecasting and
nowcasting (Gebregiorgis & Hossain, 2011; Hamlet & Lettenmaier, 1999; Maurer &
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Lettenmaier, 2003; Pierce et al., 2013; Sheffield et al., 2014; Wood et al., 2002), data
evaluation and assimilation (Andreadis & Lettenmaier, 2006; Srivastava et al., 2021), and
climate change analysis (Barnett et al., 2005; Beyene et al., 2010; Christensen &
Lettenmaier, 2007; Das et al., 2018; Das et al., 2011; Gergel et al., 2017; Hamlet &
Lettenmaier, 1999; Park & Markus, 2014; Schewe et al., 2014), as categorized by
(Hamman et al., 2018b).
Within the pan-Arctic domain specifically, VIC is used as the primary land
surface model within the Regional Arctic Systems Model (Hamman et al., 2016), a
coupled land-atmosphere model for high latitude regions. Other applications include
work by Su et al., (2005), who simulated Arctic streamflow, modeling all regions
draining towards the Arctic Ocean, and found that VIC was able to reproduce observed
streamflow values, but underestimated baseflow and was sensitive to errors in
precipitation forcing. Tan et al., (2011) modeled all major Eurasian Arctic rivers with
VIC to determine drivers of streamflow regulation in the region (mainly snow cover and
air temperature). Thus, VIC has been applied widely to many hydrologic applications,
including modeling streamflow and runoff within Arctic rivers.
Within this study, we made use of the latest implementation of the VIC model
(Hamman et al., 2018) which makes use of an image driver to provide a space-beforetime configuration with parallel processing, enhancing model efficiency. Specifically, we
model three subbasins within Alaska delineated with the HydroBASIN Pfafstetter level 3
outline at 2° resolution (Lehner & Grill, 2013), and plan to extend this work to the
remaining regions within the pan-Arctic domain in future work. An outline of the region,
basins, daily gauge locations, and river reaches with remotely sensed discharge estimates
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are shown below in Figure 17. The gauge reaches, or river reaches that contain a gauge
station shown in red, are much more sparse than the network of river reaches that Feng et
al., (2021) estimated river discharge for using satellite imagery through the
geomorphologically informed Bayesian-AMHG-Manning discharge algorithm
(geoBAM; Hagemann et al., 2017; Brinkerhoff et al., 2020), and thus are referred to as
geoBAM reaches.

Figure 17. Map of Alaskan river basins included in the study. There are three basins in
total outlined in blue, with the Yukon River basin on the bottom accounting for the large
majority of the study area. The grid in the background shows the 2° resolution used to
model VIC runoff in the region. In red are river reaches that overlap a United States
Geological Survey (USGS) gauge station, and in black are river reaches that have a
remotely-sensed discharge estimate from the Bayesian-AMHG-Manning discharge
algorithm (referred to here as geoBAM_reaches).
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3.2.2 VIC Input data
Input data for the VIC model consists of both static soil and vegetation
parameters, as well as sub-daily inputs of climatology data. Table 1 below shows the
types of data, sources, resolution, and either available dates or date published. For the
VIC parameters, we relied on the same input data sources used in the Regional Arctic
Systems Model, relying on a workflow provided by (VIC5 Parameter Development, June
12, 2018/2021) and adapted for this domain. Soil data was obtained from the
International Soil Reference and Information Center (ISRIC) which has global data on
seven layers of soil properties including organic matter, coarse content, silt content, sand
content, clay content, and bulk density (Hengl et al., 2014). Vegetation and LAI data
were obtained from the National Center from Atmospheric Research (NCAR) portal from
the Community Land Model (Lawrence et al., 2019). Elevation data came from a USGS
Global 30 Arc-Second elevation product (Earth Resources Observation And Science
(EROS) Center, 2017), and climatology data (historic precipitation and temperature
averages) was obtained from WORLDCLIM (Fick & Hijmans, 2017). Hydroclimate
classes included both a permafrost map (Brown et al., 1997), and a Koppen-Geiger global
climate class (Kottek et al., 2006). Together, these data were combined to create the VIC
soil and vegetation parameter files.
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Table 3. VIC input data
Type
Parameters

Data
Soil
Vegetation & Leaf
Area Index
Climatology

Source
Heng et al., 2014
Lawrence et al., 2019

Native Res.
1 km
0.05°

Date(s)
2014
2019

Fick & Hijmans, 2017

1970-2000

Elevation

Oak Ridge National Lab
(GTOPO)
Brown et al., 1997,
Kottek et al., 2006
European Center for
Medium-Range Weather
Forecasts Reanalysis v5
(ERA5)
ERA5

10 minutes
(~340 km2)
30 arcsecond
0.05°
0.25°

1979-2022
hourly

0.25°

1979-2022
hourly
1979-2022
hourly
1979-2022
hourly

Hydroclimate
Forcing

Temperature at 2
meters
Dewpoint temperature
at 2 meters
10m_u and v
component of wind
Mean surface
download longwave
radiation flux
Mean surface
downward shortwave
radiation flux
Surface pressure
Total precipitation

Discharge

Gauge discharge
RS discharge

1997
1997, 2006

ERA5

0.25°

ERA5

0.25°

ERA5

0.25°

1979-2022
hourly

ERA5

0.25°

Multi-Source WeightedEnsemble Precipitation
(MSWEP)

0.10°

1979-2022
hourly
1979-2022
3-hourly

Feng et al., 2021

1984-2019
1984-2019

For forcing data, reanalysis data from the European Center for Medium-Range
Weather Forecasts Reanalysis v5 (ERA5) was used, including temperature, dewpoint
temperature, wind, longwave and shortwave radiation, and surface pressure. Vapor
pressure was calculated from the dew point temperature with the following equation:
(.*×,%

𝑒 = 0.611 × 10-.(../,%
Where e is vapor pressure, and Td is the dewpoint temperature in °C. ERA5 is recently
published (Hersbach et al., 2020), and is made available at relatively high spatial and
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(5)

temporal resolution (31 km horizontal resolution, and hourly data) and has been shown to
perform well in the Arctic relative to other reanalysis products (Graham et al., 2019). For
precipitation, the Multi-Source Weighted-Ensemble Precipitation v2 (MSWEP v2)
product was used which is available at higher spatial resolution (0.10°), but lower
temporal resolution (3-hourly). Compared with other precipitation datasets through global
comparisons, MSWEP exhibits more realistic spatial patterns in mean, magnitude, and
frequency (Beck et al., 2019).
Although the precipitation product has been validated globally, within these
Alaskan basins in particular we wanted to ensure that the precipitation forcing reasonably
matched the fluxes we would expect from our gauge discharge. Figure 17 below displays
hydrographs of gauge output at the 22 gauge locations within the largest basin of our
study region (Yukon river basin). Expected runoff ratios in Northern Alaska are generally
between 0.3 and 0.8 from previous literature (Stuefer et al., 2017), thus we are looking
for the precipitation flux to be 1-4 times the volume of observed discharge. In this case,
the precipitation flux is even larger than 1-4 times the gauge discharge flux, roughly 10
times as large, thus we turn to bias correction (described in Section 3.2.4 and shown in
Figure 18) to overcome some of these potential errors.
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Figure 18. Discharge and precipitation comparison. Monthly comparison of 2° gridded
precipitation flux compared to the observed gauge discharge for the 22 gauges with daily
data within the study region.
3.2.3 Discharge data
For calibration and validation data in this study, we use the same gauge discharge
data and remote sensing discharge estimates from geoBAM used to develop RADR (Feng
et al.’s discharge product), which totals 1,079 gauge records and 486,493 reaches with
daily discharge estimates. In order to compare the discharge data from Feng et al., 2021
with VIC model results, we crop the RADR reaches to the basin outline, and split the
time series into a validation period (1/1/1984-12/31/2000), and a calibration period
(1/1/2001-12/31/2019). Further, we subset the data to only include reaches that have a
mean discharge greater than or equal to 10 m3/s, and at least 10 discharge observations in
total. These cutoffs are to ensure that that there are enough discharge estimates to
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reasonably compute error metrics, and to only include rivers large enough to be
reasonably modeled by VIC at 2° resolution.
Further, we aggregate the discharge data to monthly average values, in order to
compare with VIC discharge estimates. As VIC only outputs runoff, but not discharge,
we use an approximation to compute discharge from runoff by multiplying the average
runoff value at a RADR reach or gauge location by the basin area. This approximation is
a reasonable estimate for monthly average flows, as routing mainly effects the timing of
discharge and not the total volume, but it is not effective for estimating daily flows.
In order to account for the uncertainty in both the gauge and geoBAM discharge
records, we introduce a Monte Carlo realization of both time series. Monte Carlo
simulations are commonly used in hydrologic modeling to estimate uncertainty, such as
the Generalized Likelihood Uncertainty Estimation technique (Khu & Werner, 2003).
Here, we make use of random sampling to add known uncertainty into our calibration
process. Specifically, we assume that each monthly discharge estimate for each reach can
be represented as a normal distribution with a mean value of the discharge estimate, and a
standard deviation of the estimated error. For the gauge record, we assume that the
associated error is 10% of the discharge value (Horner et al., 2018), and for geoBAM we
use the known associated uncertainty from the Bayesian approximation. The gauge and
geoBAM distributions are shown here, represented by the mean (1st value) and standard
deviation (2nd value):
𝑁7-68, ~(𝑞%! , 0.1 × 𝑞%! )

(6)

𝑁+9: ~(𝑞%! , 𝑞,55;5,%! )

(7)
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where Ngauge is the normal distribution approximation of the gauge record, qit is the
discharge at reach i and timestep t, and qerror,it is the uncertainty associated with qit for the
geoBAM record. This random sampling creates 100 possible values each discharge could
take on, and we compute calibration error metrics for each of these iterations as described
in Section 3.2.5.
3.2.4 Bias Correction
VIC has been widely used within the hydrologic community for a variety of
purposes and remains a relevant tool for hydrology. Recent advances in neural network
and machine learning applications to hydrology also present promising new alternatives,
or additions to traditional hydrologic modeling. Machine learning can help overcome
some of the limitations within hydrologic modeling (Zhang et al., 2018), and here we
make use of machine learning estimates of river discharge (Beck et al., 2015) to bias
correct VIC discharge through sparse CDF matching (Lin et al., 2019). At each VIC grid
cell, the runoff computed every 6 hours is used to construct an empirical CDF with runoff
at different exceedance probabilities. These values are then ratio corrected to the runoff
characteristics in the Beck et al., (2015) study. Results from the bias corrected grid cells
are shown below in Figure 19. To disentangle some of the effects of bias correction from
our calibration, we only employ bias correction once before calibration, and add or
subtract the initial offset for each subsequent model run.
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Figure 19. A comparison of VIC runoff (left) and bias corrected runoff (right).
3.2.5 Calibration
For model calibration, we rely on the Shuffled Complex Evolution (SCE-UA)
algorithm (Duan et al., 1994), within the SPOTPY python library (Houska et al., 2015).
The SCE-UA method is a global optimization algorithm that combines complex shuffling
(Duan et al., 1992), controlled random search (Nelder & Mead, 1965), and competitive
evolution (Holland, 1992) with the simplex procedure. SCE-UA is widely used in
calibrating hydrologic models, and can outperform a genetic algorithm approach in many
cases with sufficient calibration run time (Jeon et al., 2014). A flow chart of the SCE-UA
is shown below in Figure 20. Each sample size s contains p complexes times m points
with randomly generated parameter sets, and in this case, we use 1 complex with 7
points, following guidelines from (Hay & Umemoto, 2007). Each complex is evaluated
using a competitive complex evolution (CEE) and is then sorted and shuffled. The
algorithm converges when the error metric (Kling Gupta Efficiency; KGE) value has not
improved within 0.001 after 5 shuffled complexes. Each sample is evaluated according to
the 6-step process outlined in Figure 20. First, VIC is run with the new parameter set,
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then we add the bias-corrected offset, and calculate discharge from the runoff. Then we
compute a weighted KGE value as follows:

𝐾𝐺𝐸=,%82!,. =
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(8)

where i the reach, ranging from 1 to r, x represents the random sample number, ranging
from 1 to 100, Qobs,xi is the observed discharge (either from the gauge or geoBAM reach)
at a given reach i and sample x, QVIC,xi is the modeled VIC discharge, and T represents the
total number of timesteps. To compute the weighted KGE value, we take the mean of all
the average KGE values across the reaches, multiplied by a weighted factor that equally
considers the average observed reach discharge as a fraction of the total observed
discharge, and the total number of time steps out of the total possible number of
timesteps.
We calibrate first the gauge data only, and then to the gauges plus the geoBAM
remote sensing data set. We select three parameters for calibration: infiltration runoff
coefficient bi, the depth of the second soil layer d2, and Ds, the fraction of Dsmax where
non-linear baseflow begins. Dsmax is represented by the maximum baseflow that can occur
in the lowest soil layer. These three soil parameters are commonly calibrated within VIC,
and VIC runoff is particularly sensitive to the three values (Gou et al., 2019; Lilhare et
al., 2020). bi controls the shape of the variable infiltration capacity curve, and higher
values of bi gives lower infiltration. As the depth of the second soil layer d2 increases it
generally increases the loss to evapotranspiration and slows down baseflow peak flows.
Finally, as Dsmax increases, the water content needed for rapidly increasing baseflow
increases, delaying runoff peaks (“CalibrateSoil - VIC,” 2015).
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Figure 20. Flow chart of data preparation, calibration, and analysis for this study. On
the left, data preparation includes cropping and regridding forcing and parameter data
described in Table 1 to obtain VIC forcing and parameter files. For the discharge data,
we crop, subset, split between a calibration and validation period, aggregate to monthly
and randomly sample discharge values to add uncertainty to the calibration data. For the
calibration, we use SCE-UA, where we first initialize the three VIC parameters we are
calibrating (bi, d2, and Ds), generate s points within that parameter space, evaluate those
parameters in steps 1-6, rank it, partition the set of all parameters, evolve then shuffle the
complex, and determine whether the convergence criteria have been met. If so, the
calibration is complete, and if not, the process continues with the next sample s point.
Here p is the number of complexes (1), m is the number of points in the complex (7), and
s is the product of p and m. The end result of the calibration process is a set of optimal
parameters, generated either from the gauge comparison or geoBAM and gauge
comparison. Finally, in the analysis, we compare both calibrations to both the set of
gauge reaches, and geoBAM reaches across the calibration and validation periods.
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3.3 What did we learn?

Figure 21. Calibration results at gauged rivers between years 2001 and 2019. Each
column corresponds to one of the three basins modeled in this study. In the top row are
monthly hydrographs summed across all gauged reaches for the calibration period of
2001-2019. In pink is the gauge record, in green is VIC calibrated to a gauge, and in
blue is VIC calibrated to geoBAM discharge estimates as well as gauge estimates. In the
second row are monthly averages of the sum of these discharge estimates. Finally in the
third row, we compare the spread of KGE values between the gauge calibration (x-axis)
and gauge and geoBAM calibration (y-axis) on a 1-1 plot.
Thus far, results are in the preliminary stage, but show promise in that by
incorporating geoBAM discharge estimates, we match, and in some cases improve our
discharge understanding at gauge reaches. These results show that calibration that
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incorporates both remote sensing and gauges does not negatively impact our ability
gauged reaches, and that the impact varies across gauge locations, motivating the need to
expand the study areas to fully assess this impact. Planned future work includes a
comparison at ungauged reaches, as well as a comparison across the validation period,
and at additional basins. These results also highlight some of the challenges associated
with modeling Arctic river discharge, as error metrics range from KGE values of -0.5 to
0.7, showing that even after calibration and bias correction, accurately modeling
discharge in certain reaches at this coarse scale remains challenging.
In summary, we employ the latest developments of the Variable Infiltration
Capacity model with recent bias correction from machine learning datasets to model
Alaska through incorporating remote sensing data. We provide a framework to do so,
including methodology to account for the uncertainty in both gauges and remote sensing
through random sampling. We find that our hypothesis that remote sensing data will
improve our hydrologic understanding holds in some cases, but that future work and
modeling is needed to fully flesh out the impact of this dataset. These methods may prove
fruitful in incorporating remote sensing discharge estimates with lower uncertainty from
the Surface Water Ocean Topography Satellite mission, and this work could later be used
for the purposes of model projection of future discharge.
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CHAPTER 4
CONCLUSION
In my first chapter, I describe a novel approach to estimating river discharge that
combines stage measurements with digital elevation models (DEMs) and the recently
published Bayesian-AMHG-Manning (BAM) discharge algorithm. This process is
specifically designed for SWOT cal/val and presents an efficient means of calculating
discharge in remote areas, furthering the data available to validate SWOT’s
measurements of WSE, slope, and extent as well as SWOT discharge estimates,
yet also provides an efficient method of estimating river discharge in a remote field
setting, such as rivers within the Arctic. Thus, while this method is designed for SWOT
cal/val, it can be applied to a broader context as it represents an economical and accurate
approach to estimating river discharge as both a standalone option and useful
complement to the traditional approach of relying on a gauge.
Therefore, anyone relying on assessing river discharge (e.g. under the context of
water resources, water management, fishing and recreation, sediment or contaminant
transport, groundwater/surface water interactions, or hydrologic/hydraulic modelers) may
find this technique useful. Here I demonstrate its utility across seven designated SWOT
cal/val sites, 6 with validation, and one ungauged site within the Peace Athabasca Delta.
Results indicate that this methodology can estimate discharge within 15% error and is
better than a temporary gauge when only a few discharge measurements are possible
within a realistic field setting.
The second chapter focuses on a specific type of high latitude stream and provides
the first global assessment of Arctic beaded streams through combining deep learning
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with high resolution satellite imagery. Although our results have a relatively large
associated error, we find that our Computer Vision approach was accurate in detecting
water features generally and suggest that this approach will be an efficient alternative for
mapping streams compared with traditional hydrography approaches. Further, we find
that beaded streams are much more ubiquitous than previously thought and confirm a
large percentage of them within Russian river basins and outside of the continuous
permafrost zone.
In the third chapter, we outline methods to calibrate a hydrologic model with
remotely sensed discharge estimates. We find that calibration metrics remain similar
when we introduce remotely sensed discharge estimates and hypothesize from these
preliminary results that increasing the number of study basins and resolution of modeling
may increase the advantage incorporating remote sensing provides.
From the combination of field methods, modeling, deep learning, and remote
sensing, my aim is that this research, despite the broad differences, will meaningfully
contribute to a greater understanding of hydrologic changes in the Arctic, and
demonstrate the vast potential of remote sensing applications to Arctic hydrology.
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