In this paper, we apply importance sampling to Heston's stochastic volatility model and Bates's stochastic volatility model with jumps. We propose an effective numerical scheme that dramatically improves the speed of importance sampling. We show how the Greeks can be computed using the Likelihood Ratio Method based on characteristic function, and how combining it with importance sampling leads to a significant variance reduction for the Greeks.
Introduction
This paper extends the application of importance sampling to derivative pricing with price dynamics that have stochastic volatility and jumps. Our contributions are as follows. First, we apply the importance sampling scheme introduced in Fouque and Tullie (2002) to price derivatives under the Heston and the Bates models. To accommodate the jumps in the Bates model, we add a modification so that the effect of jump is captured by the change in volatility of the stock price.
Consequently, it is possible to apply importance sampling to the Bates model. Next, we introduce an effective numerical scheme based on a 2-dimensinal lookup table that dramatically improves the speed of importance sampling scheme. Finally, we demonstrate how the Likelihood Ratio Method for calculating the Greeks can be made more efficient by importance sampling.
It is well known that the error rate in Monte Carlo estimator decreases with √ n where n is the number of sample paths. This has an important implication on the speed of the simulation. For example, to reduce the error by a factor of 10, Monte Carlo simulation requires 100 times more samples and thus 100 times more computational effort. Many techniques have been suggested to improve the efficiency of Monte Carlo simulation including: antithetic variates, control variate, importance sampling, and stratified sampling. Here, we focus on the variance reduction through importance sampling. The main idea behind importance sampling is to focus the simulation effort on the event of major concern. In option pricing, this amounts to simulating only sample paths that will lead to a non-zero payoff. This is done by changing the drift of the simulated sample paths and then rescaling the payoff by the likelihood ratio to obtain the actual probability. From the mathematical point of view, this likelihood ratio is the Radon-Nikodym derivative of the original probability measure with respect to the importance sampling measure. It is important to note here that the variance reduction achieved through importance sampling critically depends on the change of drift.
The rest of the paper is organized as follows. In Section 2, we discuss how this paper is set in context with the previous literature. In Section 3, we follow Fouque and Tullie (2002) to derive the optimal change of drift for the Heston model. Next, we recall the approximations to European option prices obtained using small noise and fast mean-reversion expansions. Small noise expansion was introduced in Fournie, Lebuchoux and Touzi (1997) and is obtained by regular perturbation of the pricing partial differential equation. Fast mean-reversion expansion was introduced in Fouque and Tullie (2002) and is obtained by singular perturbation of the pricing partial differential equa-tion. We then use these expansions together with the optimal change of drift and apply them to European and barrier options. This results in two approximations to the optimal change of drift. The first approximation to the optimal change of drift is based on the small noise expansion, whereas the second one is based on the fast mean-reversion expansion. Finally, we discuss how to improve the speed of both small noise and fast mean-reversion importance sampling schemes by using a 2-dimensinal lookup table. In Section 4, we extend the results in Section 3 and derive the optimal change of measure for the Bates model. In Section 5, we show how the Greeks can be computed using the Likelihood Ratio Method. We then improve the computational efficiency by using the importance sampling schemes, and demonstrate their performance using European and barrier options in both Heston and Bates models. Finally, Section 6 concludes the paper.
Throughout this paper we use a European call and a down-and-out put as examples.
Literature Review
Importance sampling is a popular variance reduction technique. Much research has been devoted to importance sampling and the choice of drift that maximizes the variance reduction. One of the areas where importance sampling finds fruitful applications is credit risk, because it is able to capture the rare but large losses that are very important in credit risk. For example, Merino and Nyfeler (2004) apply importance sampling in the estimation of individual risk contributions of the obligors to the expected shortfall of the credit portfolio. Glasserman (2005) also uses importance sampling to estimate marginal risk contributions to the portfolio expected shortfall and value-atrisk. Glasserman (2005) notes that individual risk contributions can be thought of as marginal risk contributions and calculated as expected losses conditioned on a tail event. Since calculating these conditional expectations requires the simulation of rare events, importance sampling focuses the simulation effort on these rare events thereby dramatically increases the convergence of the Monte Carlo estimator.
In a copula literature, Glasserman and Li (2005) sampling to estimate the probability of large losses in the t-copula model. Grudke (2009) shows the benefit of using importance sampling for calculating economic capital.
In credit derivatives, Joshi and Kainth (2004) introduce an importance sampling procedure for the pricing of n-th to default swaps. Chen and Glasserman (2008) improve their method by changing the default probabilities and use it for the pricing of basket default swaps. Joshi (2004) shows that importance sampling can be applied to the pricing of single tranche CDOs. In case of default swaps and CDOs the advantage of importance sampling is the concentration of the simulation effort in regions where defaults are most likely.
In option pricing, Vázquez-Abad and Dufresne (1998) introduce a variance reduction method that combines importance sampling and control variate for Asian options in the Black-Scholes model. Glasserman et al. (1999a) propose a variance reduction method for path-dependent options that is based on importance sampling with deterministic change of drift and stratified sampling.
They show that the variance of the Monte Carlo estimator can be approximated using the Laplace method for integrals. Based on that, they identify the asymptotically optimal change of drift as a solution to a deterministic optimization problem in discrete time. In a subsequent paper, As shown in Caprotti (2007), least squares importance sampling can be also used for LIBOR market model. The common feature of these studies is that the optimal change of drift is obtained by solving an optimization problem. 
Heston with Importance Sampling
The dynamics of the Heston model under the risk neutral measure Q is given by
where
S t is the stock price, r is the risk-free interest rate, v t is the variance, κ is the mean-reversion rate, θ is the long-term variance, ξ is the volatility of volatility, and ρ is the correlation between stock returns and changes in the variance.
In matrix notation, the dynamics in (1) and (2) can be represented as
where η t is a 2-dimensional Q-Brownian motion and
In this setup, the price P (t, X t ) of a European option at time t is given by
Here T is the option maturity, r is the risk-free interest rate, K is the strike price, and S T is the price of the underlying asset at T .
Changing Measure
Following Fouque and Tullie (2002), we derive the optimal change of measure for the Heston model.
First, we introduce the martingale
where h ⊤ denotes the transpose of h. Next, we define a new probability measure denoted byQ which is equivalent to Q by its Radon-Nikodym derivative
By the Girsanov theorem, the process
is a 2-dimensionalQ-Brownian motion. Usingη t , (3) and (4) can be written as
With respect to the new measure, the price of a European option becomes
Next, we apply Ito's lemma to P (t, X t )H t and use Kolmogorov backward equation for P (t, X t )
where ∇P is the gradient of P with respect to the state variable x. Integrating d (P (t, X t )H t ) from 0 to T yields
where ϕ(X T ) is the option payoff at maturity. Therefore, the variances of Monte Carlo estimators underQ and Q respectively are given by
and the optimal choice of h for which the variance of ϕ(X T )H T underQ is minimized is
The difficulty with (6) is that P (t, X t ) and ∇P (t, X t ) are not known. Indeed, the whole purpose of the simulation is to find P (t, X t ). Hence, the Black-Scholes equivalents of P (t, X t ) and ∇P (t, X t ) will be used instead. In what follows, we study the conditions under which the Heston model can be approximated by the Black-Scholes model. This leads to the following fundamental partial differential equation for pricing derivatives
which can be written as
with differential operators
When the market price of volatility risk λ is 0, M 2 is the Black-Scholes operator with volatility √ v. If δ = 0, (7) becomes
Therefore, the approximation P SN E of P (t, X t ) is given by the Black-Scholes formula with volatility √ v. When volatility is slowly varying, that is when κ → 0, volatility is stuck at its initial level. In that case, the approximation P SN E of P (t, X t ) is given by the Black-Scholes formula with volatility √ v 0 .
As an alternative expansion, the fast mean-reversion is obtained by setting κ =
The dynamics of the Heston model becomes Similarly, the fundamental partial differential equation for pricing derivatives is
Expanding P in powers of √ ε, we get
We eliminate terms of order
, √ ε by equating them to 0. This leads to
Since the operator L 1 takes derivatives with respect to v and P 1 must be constant with respect to v, we must have
Finally, we have
When the market price of volatility risk λ is 0, L 2 is the Black-Scholes operator with constant volatility. As shown in Fouque, Papanicolaou and Sircar (2011), P 0 = P BS(σ) whereσ is the constant volatilityσ = √ θ. Therefore, the approximation P F M R of P (t, X t ) is given by the BlackScholes formula with volatility √ θ.
From (6), under the small noise expansion, h is given by
where P SN E is the option price under the classic geometric Brownian motion dynamics with volatility √ v 0 . Similarly, under the fast mean-reversion expansion, h is given by
where P F M R is the option price under the classic geometric Brownian motion dynamics with
To simulate the Heston model using importance sampling we use the following discretization
are standard normal random variables. Then from (5) the option payoff is multiplied by the Radon-Nikodym derivative of the risk neutral probability measure with respect to the importance sampling measure
where M is the number of time steps.
Numerical Examples
In this section, we present the numerical results for a European call, where a semi-analytical We simulate 10,000 sample paths. For the European call we use a time-increment of 0.001, whereas
for the down-and-out put we use a time-increment of 1/252, which corresponds to one business day.
As the control variate, we use the classic geometric Brownian motion dynamics with a volatility of 30% which is the long-run mean of volatility used for the Heston model. as the change of the drift depends on option price and delta in the Black-Scholes model at every time step. For example, if each sample path is simulated using 1,000 time steps and there are 10,000 sample paths, one has to calculate 10,000,000 Black-Scholes prices and deltas. There is no such calculation in MC, whereas CV requires the simulation of 10,000 sample paths to obtain the Monte Carlo estimate of the option price used as a control variate. Table 3 reports price, variance of price, and computational time for an at-the-money European call option, when the mean-reversion is 0.5. Variance reduction ratio and speed are measured against the basic Monte Carlo. Effective performance is defined as variance reduction ratio over speed. Speed itself is defined as the ratio of computational time of the importance sampling to computational time of the basic Monte Carlo.
We note from Table 3 that FMR reduces the variance almost 10 times compared to MC, but it is 120 times slower. SNE reduces the variance 6 times compared to MC, but it is also 120 times slower. Therefore, the effective performance of both FMR and SNE is far worse than that of MC.
On the other hand, the effective performance of CV is almost 2 times better than MC.
To improve the effective performance of FMR and SNE, we propose the use of a lookup table.
As mentioned before, when calculating the drift in the simulation we repeatedly re-calculate the Black-Scholes price and delta at every time step for different pairs of stock price and time to maturity. Therefore, it is possible to construct a 2-dimensional lookup table using the range of possible values of the stock price and the time to maturity according to the time step used in the simulation. This way the number of times Black-Scholes prices and deltas are calculated is significantly reduced. 
Adding Jumps
Here, we demonstrate how the importance sampling can still be used when a jump process is added to the dynamics in (1) . To this end, we follow the stochastic volatility with jump dynamics in Bates (1996) . given by
S t is the stock price, r is the risk-free interest rate, v t is the variance, κ is the mean-reversion rate, θ is the long-term variance, ξ is the volatility of volatility, and ρ is the correlation between stock returns and changes in the variance. Z t is a compound Poisson process with intensity λ and log-normal distribution of jump sizes such that if k is its jump size
For the purpose of importance sampling, we will rewrite the model as follows
Comparing (9) and (11), it is clear that the dynamics is the same.
In matrix notation the model dynamics is
Importance sampling
Using the analogous derivation to that presented in Section 3, the optimal choice of h for which the variance is minimized has the same form as (6) . With the Bates model in (13) and from (6), under the small noise expansion, h is given by
where P F M R is the option price under the classic geometric Brownian motion dynamics with volatility √ θ.
To simulate the Bates model using importance sampling we use the following discretization 
happens to be 0, we set
to 0, which means that we apply importance sampling only to the stochastic volatility component. Then from (5) the option payoff is multiplied by the Radon-Nikodym derivative of the risk neutral probability measure with respect to the importance sampling measure. Here H T has the same form as (6), but h follows that in (14) for SNE scheme and (15) for FMR scheme.
Numerical Examples
As in the previous section, the price is obtained using five methods: basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), Control Variate (CV), and semianalytical solution (B). We assume that the jump intensity is 1 jump per year, standard deviation of the jumps is 2%, and the mean jump size is -5%. All other parameters are the same as in the Heston model in Section 3.2. As the control variate, we use the classic geometric Brownian motion dynamics with a volatility of 30%. Table 4 presents the price, variance, and relative error for the European call. Relative error is measured against the semi-analytical solution. Importance sampling outperforms CV in terms of both variance reduction and relative error. Variance reduction for SNE is up to 27 times compared to MC. For FMR, this is up to 60 times, whereas for CV this is up to 17 times. As before, the amount of variance reduction depends on mean-reversion rate and moneyness. As the meanreversion rate increases and as the option becomes deeper in-the-money, so does the amount of variance reduction. FMR appears to be not only more efficient but also more accurate than than SNE. Table 5 that importance sampling outperforms CV in terms of variance reduction. Variance reduction for SNE is up to 11 times compared to MC. For FMR, this is up to 42 times, whereas for CV this is up to 6 times. As the mean-reversion rate increases and as the option becomes deeper in-the-money, so does the amount of variance reduction. For the barrier option, we noted that the performance of SNE starts to be less competitive especially for fast mean-reversion and deep in-the-money cases, whereas FMR continues to dominate CV.
Greeks
In this section, we show how the Greeks, or derivative hedge ratios, can be calculated by exploiting the importance sampling. Broadie We begin with an option price under Q defined as
where ϕ (S T ) is the payoff function and f (x) is the risk-neutral probability density function.
Next, consider delta, ∆, the first derivative of the option price with respect to S 0
is the likelihood ratio. The probability density function is obtained from the characteristic function using the following inversion formula
where ψ is the characteristic function. We note that the characteristic functions for both the Heston and the Bates models are available in semi-closed form. Since the total probability mass is 1,
Then the integral in (17) the probability density function we use the following finite difference approximation
To apply importance sampling, note that option price underQ is
Delta of an option under the importance sampling measure will be obtained by multiplying the integrand of delta under the risk-neutral measure in (16) by
g (x) .
is the Radon-Nikodym derivative. Similarly, delta of the down-and-out put option can be calculated as
The same procedure as above can be followed to compute the other Greeks.
For comparison, we compute the Greeks using the Malliavin calculus, where the Greek is an expectation of the payoff times a Malliavin weight
The Malliavin weights for delta, ∆, and gamma, Γ, of European option are given by
Heston Greeks
In this section, we present delta, ∆, and gamma, Γ, of the Heston model calculated using Malliavin The superiority of the Likelihood Ratio Method carries on to the gamma calculation presented in Table 7 . This time, the variance reduction for SNE is up to 30 times. For FMR, variance reduction is up to 60 times. For the delta of a down-and-out put, presented in Table 8 , variance reduction for SNE is up to 12
times. For FMR, variance reduction is up to 68 times.
For the gamma of a down-and-out put, presented in Table 9 , variance reduction for SNE is up to 6 times. For FMR, variance reduction is up to 70 times.
Bates Greeks
In this section, we present delta, ∆, and gamma, Γ, of the Bates model calculated using Likelihood Ratio Method (L) and Likelihood Ratio Method combined with SNE or FMR importance sampling schemes. Tables 10 and 11 present results for delta For the delta of European call, presented in Table 10 , variance reduction of SNE is up to 19 times. For FMR, variance reduction is up to 76 times. For the gamma of European call, presented in Table 11 , SNE gives up to 27 times variance reduction. For FMR, variance reduction is up to 50 times.
For the delta of a down-and-out put, presented in Table 12 , SNE reduces variance up to 12 times, while FMR gives variance reduction of up to 44 times. For the gamma of a down-and-out put, presented in Table 13 , SNE reduces variance up to 10 times, while FMR gives variance reduction of up to 46 times.
Conclusion
In this paper we provide strong evidence that importance sampling reduces the variance of European and barrier options and in most cases it clearly outperforms the control variate. We have Method is an efficient way of obtaining the Greeks, and combining it with importance sampling leads to a significant variance reduction for the Greeks.
