Root cause analysis helps industrial plant operators in finding possible root causes of alarms and their associated abnormalities, where one pre-requisite information is the set of root-cause process variables. This paper proposes a method to determine a set of root-cause process variables for a primary process variable based on their qualitative trends. According to requirements on time durations, amplitude changes and correlation coefficients, qualitative trends of process variables are extracted from historical data samples via a dynamic programming approach. A set of root-cause process variables is selected as the one whose qualitative trend combinations are associated with the largest ratio in explaining increasing and decreasing trends of the primary process variable. An industrial case study is provided to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Industrial alarm systems detect alarm states of process variables and assist industrial plant operators to analyze root causes of alarm states [1] , [2] . Alarm states arise in the presence of abnormalities such as device faults, disturbance fluctuations and human errors [3] , [4] . Detecting and diagnosing abnormalities are very important for safe and efficient operations of modern industrial plants.
The root cause analysis aims at finding underlying reasons resulting in alarms and their associated abnormalities so that proper actions can be taken to avoid deteriorations and propagation of abnormalities [5] , [6] . One common technique is to exploit process knowledge in establishing root-cause relationships among process variables in forms of graphical models [7] . This technique is very effective for the case that process knowledge is transparent without doubts. For some process variables, however, the process knowledge required for establishing root-cause relationships is either vague or difficult to tell. As a result, it is frequently happened that industrial plant operators with different operational experiences and educational backgrounds give various explanations of root causes to the same abnormal state. Alternatively, The associate editor coordinating the review of this manuscript and approving it for publication was Youqing Wang . data-driven methods require no process knowledge and find causal relationships solely based on data samples of process variables from diverse statistics, e.g., Granger causalities, transfer entropies and nonlinearity indices [8] . However, results from the data-driven methods are often difficult to validate and have to resort to some process knowledge for confirmation. Alternatively, knowledge-based and data-based methods may be integrated together to alleviate the above limitations [9] , [10] . Thambirajah et al. [11] combined the process layout in XML, plant connectivity and a cause-andeffect matrix calculated from data samples. Yang et al. [12] validated a signed direct graph cause-effect model from both data-and connectivity-based results. Yu & Rashid [13] developed a dynamic Bayesian network-based process monitoring approach for fault detection, propagation identification, and root cause diagnosis. Chiang et al. [14] exploited the data-driven and causal connectivity-based features as well as the propagation path-based feature for diagnosing faults. Landman and Jamsa-Jounela [15] , [16] proposed new hybrid approaches for detecting causality based on transfer entropies and nearest neighbors by incorporating process connectivity information. Taktak et al. [17] diagnosed abrupt parametric faults of switched systems based on time series data abstraction and a hybrid bond graph model. Yue et al. [18] formulated a fuzzy-Bayesian network to consider both multi-source knowledge and data uncertainties for root cause analysis of abnormal aluminum electrolysis cell conditions. Gharahbagheri et al. [19] and Don & Khan [20] introduced a combined approach to take data-driven techniques for detecting abnormalities and Bayesian networks for diagnosing root causes of faults. Ma et al. [21] , [22] identified a propagation path for quality-related faults based on a nonlinear dynamic latent variable model or Gaussian mixture model and a partitioned Bayesian network. Meng et al. [23] and Zhu et al. [24] respectively integrated family transfer entropies and multiblock transfer entropies with Bayesian networks for root cause analysis of occurring alarms. Suresh et al. [25] incorporated information from process flow sheets to improve the accuracy and reliability of data-based causal inferencing algorithms by reducing spurious predictions. This paper is motivated by a common practice adopted by industrial plant operators to combine a simple process knowledge and the information in data samples in analyzing cause-effect relationships among process variables. The simple process knowledge is that increments or decrements of a primary process variable are induced by corresponding increments or decrements of some root-cause process variables, owing to underlying physical relationships among these process variables. The information in data samples refers to a fact that if an abnormality leads to an increasing or decreasing qualitative trend in the primary process variable, then one or several root-cause process variables are associated with increasing or decreasing qualitative trends, too. Industrial plant operators will be very confident in making a conclusion about occurring abnormalities if the simple process knowledge and the information in data samples are consistent to each other.
The main contribution of this paper is to propose a computerized method implementing the above common practice in an automatic manner. The method is composed by two main steps. First, by imposing requirements on time durations, amplitude changes and correlation coefficients, qualitative trends of process variables are extracted from historical data samples via a dynamic programming approach. Second, a set of root-cause process variables is selected as the one whose qualitative trend combinations have the largest ratio in explaining increasing and decreasing trends of the primary process variable. To the best of our knowledge, qualitative trends have not been exploited in selecting root-cause process variables (even though they have been used for fault detection and diagnosis [26] - [28] ), so that the proposed method is novel with respect to the existing methods in literature.
The rest of the paper is organized as follows. Section II defines the problem to be solved. Sections III and IV respectively present the proposed method and an industrial case study for illustration. Section V makes a conclusion.
II. PROBLEM DESCRIPTION
Let Y 0 be a primary process variable whose abnormalities are of major concerns to safe and/or efficient operations of an industrial process. According to some process knowledge, several process variables Y 1 , Y 2 , · · · , Y R are regarded as the root-cause candidates leading to abnormalities in Y 0 . A common practice adopted by industrial plant operators is to support the process knowledge and tell the actual relationship between primary and root-cause process variables in a particular situation by looking at their qualitative trends. Mathematically, the qualitative trend of Y r with r = 0, 1, 2, · · · , R is represented by − → Y r ∈ {−1, 0, +1}. Here −1 and +1 respectively denote decreasing and increasing trends, while 0 stands for either steady trends or non-conclusive situa-
then the corresponding data samples support a fact that Y i is a root-cause variable. Given historical data samples y r (1 : l) = [y r (1) , y r (2) , · · · , y r (l)] T for r = 0, 1, 2, · · · , R, the objective is to determine a nonempty root-cause process variable set Z := [X 1 , X 2 , · · · , X R ] for R ≤ R from above candidates of root-cause process variables Y 1 , Y 2 , · · · , Y R by exploiting such a common practice, i.e.,
(1)
If a multivariate system is defined as
, and a qualitative trend combination of X is defined as
then determining Z is equivalent to finding different qualitative trend combinations to explain qualitative trends in Y 0 .
III. THE PROPOSED METHOD
This section presents details of the proposed method. First, qualitative trends are extracted in Subsection III-A. Second, a root-cause process variable set is selected on the basis of qualitative trend combinations in Subsection III-B.
A. QUALITATIVE TREND ANALYSIS
This subsection extracts increasing and decreasing qualitative trends of process variables. The motivation of this extraction is that industrial plant operators define qualitative trends with special requirements on time durations, amplitude changes and correlation coefficients. Such a definition is quite different from the ones based on first-order derivatives of process variables in literature. Consider a time sequence y (1 : l) = [y (1) , y (2) , · · · , y (l)] T with a sampling period h (a positive real number, e.g., 0.5 sec). A piecewise linear representation (PLR) of y(1 : l) is to separate the long time sequence y(1 : l) into several short segments, each of which is approximated by a straight line. The PLR of y(1 : l) is denoted by y (1 : l) = [ y (1) , y (2) , · · · , y (l)] T , being composed by G linear segments. The starting time index of the i-th linear segment is denoted as
where t 1 = 1, t G ≤ l and t G+1 = l + 1. Here 'PLR(·)' represents some PLR algorithm, e.g., the bottomup algorithm [29] . Since y (1 : l) well approximates y (1 : l),
the qualitative trend sequence − → y (1 : l) of y (1 : l) can be determined by checking variations of the subsegments among time indices {t i }.
Qualitative trends for subsegments are defined as follows.
Three factors are considered, namely, the time duration t i,j , the amplitude change y i,j and Pearson correlation coefficient ρ i,j , (4) , as shown at the bottom of this page, where is the abbreviation of
Here Pearson correlation coefficient ρ i,j measures how well y t i : t j+1 − 1 is approximated by its PLR; if ρ i,j is large enough (too small), then the qualitative trend of y t i : t j+1 − 1 can (cannot) be inferred from its PLR. The qualitative trend q i,j of y t i : t j+1 − 1 takes the values −1, 0 and +1 for decreasing, steady and increasing trends, respectively,
Here τ is a threshold for t i,j , while δ 1 and δ 2 , with δ 1 < δ 2 , are thresholds for y i,j . The decision space for q i,j is illustrated by Fig. 1 . If t i,j is not less than τ , then y i,j needs to be larger than δ 1 in order to tell the qualitative trend. If the time duration is shorter, i.e., t i,j < τ , then y i,j has to be larger, i.e., y i,j > δ 2 , in order to tell the qualitative trend. Similarly, ρ 0 > 0 is a threshold for ρ i,j , saying that if y t i : t j+1 − 1 is well approximated by its PLR, then q i,j can be determined by looking at t i,j and y i,j ; otherwise, the qualitative trend cannot be told so that q i,j = 0. Hence, q i,j = 0 indeed refers to either steady trends or non-confirmative qualitative trends. Users select the values of τ , δ 1 , δ 2 and ρ 0 according to the requirements in a particular application.
The qualitative trend sequence − → y (1 :
T is obtained as the joints of qualitative trends for U subsegments, 1 ≤ U ≤ G. Let the starting time indices of these subsegments be denoted as
As t i u ⊆ {t i }, the determination of t i u is equivalent to selecting {i u }. Given a value of U , {i u } is obtained by maximizing the summation of weighted Euclidean distances in the time-amplitude space,
where w i u ,i u+1 −1 is a weighting factor and h i u ,i u+1 −1 is the Euclidean distance of y t i u : t i u+1 − 1 in the time-amplitude space,
The optimization problem (7) can be solved via a dynamic programming approach. Define a function H (g, u) with u = 1, 2, · · · and u ≤ g ≤ G as
According to (7) , {i u } can be obtained as the solution to H (G, U ). It is ready to formulate a recurrence relation,
Algorithm 1 Obtain H and I Using Dynamic Programming Input Argument #1: h, matrix, h (i, j) is Euclidean length of subsegment y t i : t j+1 − 1 ; Input Argument #2: w, matrix, w (i, j) is the flag of nonzero trends for subsegment y t i : t j+1 − 1 ; Input Argument #3: G, the number of linear data segments; Output Argument #1: H , matrix, the value for each (g, u); Output Argument #2: I , matrix, the routes for each (g, u);
; end if end for end for return H , I because the following equations hold for u = 1, 2, · · · and u ≤ g ≤ G,
Hence, H (g, u) can be calculated by adopting (8) in a recursive maximization process, and {i v } u v=1 is determined in the route of maximization. Algorithm 1 is the pseudo-code to obtain a table H G×G = [H (g, u)] u=1,2,··· ,G;g=1,2,··· ,G and a route table I G×G = {i v } u v=1 u=1,2,··· ,G;g=1,2,··· ,G . As a result, U is determined by maximizing H (G, u) with u = 1, 2, · · · , G , i.e.,
and {i u } is obtained as the table element I (G, U ), i.e.,
Thus, the qualitative trend sequence − → y (1 : l) is obtained from y (1 : l) via (6) with {t i } in (5), q i,j in (5), U in (9) and {i u } in (10) . In summary, the above procedure performs a qualitative trend analysis (QTA) from the time sequence y(1 : l) to the qualitative trend sequence − → y (1 : l) , and is denoted as y (1 : l) ) .
B. PROCESS VARIABLE SELECTION
This subsection selects a root-cause process variable set by looking at the abilities of candidate sets in explaining qualitative trends of the primary process variable. First, historical data samples of a multivariate system X = [Y 0 , X 1 , X 2 , · · · , X R ] are converted into historical data segments. The i-th historical data segment D i is
where a i is the starting time index of D i with a 1 = 1 and l i is the data length of D i . Both a i and l i are determined from (11) in obtaining the qualitative trends of y(1 : l). If there is a large time delay between Y 0 and X r with r = 1, 2, · · · , R, then data samples of X r are shifted accordingly to remove the time delay; a minor time delay (in a sense comparing to l i ) can be ignored, because dominant qualitative trends in D i will be considered in (13) later. The qualitative trend sequence − → D i of D i is obtained as
where 'QTA(·)' is the one in (11) . Second, the qualitative trend histogram F i of − → D i is extracted by calculating the proportions of −1, 0, +1 in each dimension of − → D i ,
Here
T is the histogram vector of the r-th dimension of − → D i . The component f i,r,q is the proportion of q = −1, 0, +1 in − → x r (a i : a i + l i − 1) (note that − → x 0 = − → y 0 ), i.e.,
Algorithm 2 Obtain C n,k and s n,k for [Y 0 , Z n ] Input Argument #1: C, matrix, C(i, :) is the qualitative trend combination of i-th historical data segment; Output Argument #1: C n , matrix, C n (k, :) is the k-th feasible qualitative trend combinations in [Y 0 , Z n ]; Output Argument #2: s n , vector, s n (k) is the number of support data segments for C n (k, :); N = size(C, 1); % the number of historical data segments R n = size(C, 2)−1; % the number of root process variables K n = 3 1+R n ; % the number of all feasible C n,k Generate all feasible qualitative trend combinations in C n ; s n = zeros(K n , 1); % initialize s n for k = 1 to K n do for i = 1 to N do if C(i, :) == C n (k, :) then s n (k) = s n (k) + 1; end if end for end for return C n , s n The qualitative trend combination C i of D i is
Here the r-th component c i,r in C i is chosen as the maximum of f i,r,−1 , f i,r,0 and f i,r,+1 , i.e.,
Third, as the root-cause process variable set Z is a nonempty subset of {Y 1 , Y 2 , · · · , Y R } in (1), a feasible solution Z n for Z consists of one or more root process variables, e.g.,
For each feasible Z n , the qualitative trend combination C n,k for 1 ≤ k ≤ K n of the multivariate system [Y 0 , Z n ] is obtained analogously to C i in (12) . Considering decreasing, steady and increasing trends for qualitative trend combinations, the number K n of all feasible C n,k is
where |Z n | is the number of root-cause process variables in Z n . Each historical data segment has its own qualitative trend combination, or alternatively speaking, its qualitative trend combination is supported by this data segment. Thus, for each feasible qualitative trend combination C n,k , the number s n,k of supportive data segments are counted, s n,k ≥ 0. Algorithm 2 yields C n,k and s n,k for the multivariate system [Y 0 , Z n ]. Next, as defined in (2), C n,k can be expressed as C n,k = c n,k,0 , c n,k,1 , c n,k,2 , · · · , c n,k,|Z n | ,
where the first dimension c n,k,0 = − → Y 0 denotes the qualitative trend of the primary process variable Y 0 , and the remaining dimensions c n,k,r are the qualitative trends of root-cause process variables in Z n for 1 ≤ r ≤ |Z n |. All the qualitative trend combinations with decreasing or increasing trends in Y 0 formulate a set S n,1 , i.e., S n,1 = C n,k c n,k,0 ∈ {−1, +1} , 1 ≤ k ≤ K n .
Since the variations of Y 0 are caused by the changes in Z n , C n,k is explanatory to the nonzero value in c n,k,0 only if at least one element c n,k,r for 1 ≤ r ≤ |Z n | is nonzero and s n,k is no less than a user-selected threshold s 0 . Thus, the explanatory qualitative trend combinations yield a set S n,2 ,
Apparently, S n,2 ⊆ S n,1 . For instance, [+1, +1, +1, 0, −1] of a multivariate system [Y 0 , X 1 , X 2 , X 3 , X 4 ] means that the increasing trend of Y 0 can be explained by the increasing trends of X 1 , X 2 and the decreasing trend of X 4 if it occurs no less than s 0 times in historical data samples. On the contrary, [−1, 0, 0, 0, 0] or [+1, 0, 0, 0, 0] is not explanatory to the decrement or increment of Y 0 . Finally, for each feasible Z n , an explanatory ratio α n is calculated, α n = sum s n,k C n,k ∈ S n,2 sum s n,k C n,k ∈ S n,1 × 100%.
A higher value of α n means that variations of the primary process variable Y 0 can be better explained by the variations of root-cause process variables in Z n . Hence, a non-empty root-cause process variable set Z in (1) should be selected as the one with the highest value of α n , i.e.,
Remark #1: The proposed method selects a root-cause process variable set for a primary process variable based on their qualitative trends in historical data samples. The accuracy of selected root-cause process variables can be verified by comparing the qualitative trend combinations being found by the proposed method with the actual combinations. In practice, the actual combinations can only be determined in a manual manner, so that such a comparison is feasible but quite tedious.
Remark #2: Historical data samples are the information sources to yield the qualitative trend combinations being found by the proposed method. If historical data samples are not informative enough, then confound bias and selection bias may arise. In order to avoid the biases, a spiral approach is recommended in practice to have an interaction between the proposed method and its users industrial plant operators as follows. The proposed method finds qualitative trend combinations from currently-available historical data samples, and selects a root-cause process variable set accordingly. As the qualitative trend combinations are essentially from historical data samples, they will stimulate industrial plant operators to recall their operational experiences in the past. If some operational experiences are beyond these qualitative trend combinations, then corresponding historical data samples are added into consideration to make the results from the proposed method more complete.
IV. INDUSTRIAL CASE STUDY
This section presents an industrial case study to illustrate the proposed method. The released NOx density is a process variable measuring the air pollution level in a large-scale coal-fired power plant located at Shandong Province in China. The essence of controlling the released NOx density is to make the generated NOx density Y 0 from a furnace as less as possible. Based on some process knowledge on the coal combustion, six process variables are selected as root cause candidates affecting Y 0 , namely, the total air flow rate Y 1 , the primary air flow rate Y 2 , the secondary air flow rate Y 3 , the furnace inside oxygen density Y 4 , the furnace outside oxygen density Y 5 and the furnace pressure difference Y 6 . The proposed method is applied to historical data samples from 30 days of June 2018 with the sampling period h = 1 second.
First, qualitative trends of all seven process variables are extracted. As an example, Fig. 2 presents the qualitative trends of the primary air flow and the secondary air flow. The amplitude change y and correlation coefficient ρ 2 are respectively given as the top and bottom numbers in Fig. 2 . All of them meet the requirements in (5) . The parameters δ 1 's are selected as 7.76 for the primary air flow and 20.7 for the secondary air flow, taking the sample standard deviations being estimated from some steady-state data samples; the other parameters are δ 2 = 2δ 1 and ρ 0 = 0.2. As these flow-rate process variables are with fast variations, τ = 20 sec is taken as recommended in the industrial standard [1] for alarm delay timers.
Second, for all feasible solutions {Z n } N n=1 with N in (14), the explanatory ratios {α n } N n=1 are calculated from (15) . Fig. 3 shows a map of {Z n } N n=1 and {α n } N n=1 with s 0 = 3. In this map, each node denotes a feasible solution Z n labelled with the process variables in Z n and its explanatory ratio α n . The directed edge of two nodes indicates the subset relationship. The radius of a node is linearly related to the explanatory ratio, and the node with the maximum α n in (16) is colored by red. The width of an edge connected to this red node is linearly related to the explanatory ratio difference between the source node and the end node, and the color represents the sign of an explanatory ratio difference, namely, red (blue) for a positive (negative) difference. The red node labelled with [2, 4, 5, 6] has the highest explanatory ratio 82.2%, so that (16) 
Third, for an increment in Y 0 , the top 30 explanatory qualitative trend combinations in 3 4 = 81 feasible qualitative trend combinations are shown in the bar graph of Fig. 4 . These qualitative trend combinations reveal different qualitative relationships of root-cause process variables with the primary process variable. Let us look at the first three qualitative trend combinations for details. C 1 = [+1, 0, 0, 0, +1] is the case that only the increment of Y 6 has an impact on the increment of Y 0 . C 2 = [+1, 0, −1, −1, +1] is the case that the decreasing trends of Y 4 , Y 5 and the increasing trend of Y 6 lead to the increasing trend of Y 0 . C 3 = [+1, +1, 0, 0, 0] is the case that only the increment of Y 2 explains the increment of Y 0 . The representative data segments of C 1 , C 2 and C 3 are shown in Figs. 5, 6 and 7, respectively. For each historical data segment, data in previous and subsequent 30 minutes are plotted, which are separated by dashed lines. For each process variable, its amplitude change is labelled at the subplot bottom. Process variables with decreasing or increasing trends are highlighted with the yellow background colors.
Finally, the sensitivity of a key parameter s 0 is analyzed. For different values of s 0 from 1 to 4, the selected root-cause process variable set Z and the corresponding explanatory ratio α are listed in Table 1 . The role of s 0 is to ensure that root-cause process variables explain qualitative trends in Y 0 at leat for s 0 times, instead of occasional times less than s 0 . It is found in Table 1 that Y 2 , Y 4 , Y 5 and Y 6 are always in Z for different values of s 0 . Thus, the selected root-cause process variables are not very sensitive to the value of s 0 .
V. CONCLUSION
This paper proposed a method to determine a set of root-cause process variables for a primary process variable based on their qualitative trends in historical data samples. Qualitative trends of process variables were extracted via a dynamic programming approach in Algorithm 1 according to requirements on the time duration t i,j , the amplitude change y i,j and Pearson correlation coefficient ρ i,j in (4). All the qualitative trend combinations and their numbers of supportive segments were given by Algorithm 2. The root-cause process variable set was selected as Z in (16), whose qualitative trend combinations had the largest explanatory ratio α n in explaining increasing and decreasing trends of the primary process variable. The industrial case study from a coal-fired power plant illustrated the effectiveness of the proposed method.
