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ABSTRAK
Tugas akhir merupakan salah satu syarat yang harus dipenuhi oleh mahasiswa untuk menyelesaikan
pendidikan di perguruan tinggi. Dalam proses pengerjaan tugas akhir, mahasiswa membutuhkan
dosen pembimbing sebagai tempat untuk berkonsultasi. Untuk itu dibutuhkan dosen pembimbing
yang tepat dengan bidang keahlian sesuai dengan kategori/ bidang ilmu topik tugas akhir yang
diajukan mahasiswa dalam proposal tugas akhir. Pada Program Studi Sistem Informasi UIN
SUSKA Riau penentuan Dosen pembimbing ditentukan berdasarkan keputusan dari Ketua Program
Studi (Kaprodi). Kaprodi menentukan dosen pembimbing berdasarkan topik tugas akhir mahasiswa
dan keahlian dosen. Proses dalam menentukan dosen pembimbing memakan waktu kurang lebih
selama sebulan. Untuk lebih mengefisienkan waktu maka perlu adanya terobosan baru yang
dapat memotong waktu dalam proses penentuan dosen pembimbing. Tujuan penelitian ini adalah
membangun sistem rekomendasi dosen pembimbing menggunakan metode klasifikasi terbaik untuk
mempermudah Kaprodi dalam menentukan pembimbing Tugas Akhir. Dilakukan tiga percobaan
pada penelitian ini yaitu: (1) menggunakan 3 kelas, (2) menggunakan seluruh kelas, dan (3)
menggunakan abstrak, ketiga percobaan tersebut akan dihitung menggunakan metode Naı¨ve Bayes
Clasifier dan K-Nearest Neighbor (KNN). Berdasarkan percobaan tersebut percobaan pertama yang
memiliki akurasi tertinggi dengan menggunakan metode KNN yaitu 91,67% dengan nilai k=7.
Sistem dibangun menggunakan metode klasifikasi terbaik yaitu KNN, bahasa pemograman yang
digunakan yaitu bahasa pemograman Python.
Kata Kunci: Industri Pendidikan, segmentasi pelanggan, target pemasaran, fuzzy c-means.
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CLASSIFICATION OF DOCUMENTS OF FINAL PROJECT
BASED ON TEXT MINING USING NAI¨VE BAYES CLASSIFIER
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ABSTRACT
The final project is one of the requirements that must be met by students to complete their education
in college. In the process of working on the final project, students need a supervisor as a place to
consult. For this reason, a proper supervisor is required with the area of expertise in accordance
with the category / field of science of the final project topic submitted by students in the final project
proposal. In the Information Systems Study Program of UIN SUSKA Riau the determination of the
Supervising Lecturer is determined based on the decision of the Head of the Study Program. The
Head of Study Program determines the supervisor based on the topic of the student’s final project
and the expertise of the lecturer. The process of determining the supervisor takes approximately
a month. To make more time efficient, it is necessary to have a new breakthrough that can cut
time in the process of determining the supervisor. The purpose of this study is to build a system of
recommendations for supervisors using the best classification method to facilitate the Head of Study
Program in determining Final Project supervisors. Three experiments were conducted in this study,
namely: (1) using 3 classes, (2) using all classes, and (3) using abstracts, all three experiments will
be calculated using the Naı¨ve Bayes Clasifier and K-Nearest Neighbor (KNN) methods. Based on
these experiments the first experiment that had the highest accuracy using the KNN method was
91.67% with a value of k = 7. The system is built using the best classification method, KNN, the
programming language used is Python programming language..
Keyword: customer segmentation, education industry, Fuzzy C-Means , target marketing.
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BAB 1
PENDAHULUAN
1.1 Latar Belakang
Tugas akhir merupakan suatu karya ilmiah yang disusun mahasiswa un-
tuk menyelesaikan studi yang sedang dijalani melalui proses berpikir ilmiah, kre-
atif, integratif serta seauai dengan disiplin ilmunya yang kemudian disusun un-
tuk memenuhi persyaratan kelengkapan studi dalam suatu program atau jenjang
pendidikan di lingkungan tempat studi (Septiana, Irfan, Atmadja, dan Subaeki,
2016). Tugas akhir adalah salah satu syarat yang harus dipenuhi mahasiswa se-
belum menyelesaikan studi di perguruan tinggi. Ilmu yang diperoleh mahasiswa
disusun menjadi penelitian yang menghasilkan dokumen tugas akhir (Yusra, 2016).
Selama proses penyusunan tugas akhir, mahasiswa memerlukan dosen pem-
bimbing sebagai wadah untuk berdiskusi (Masudia, 2015). Berdasarkan Peraturan
Bersama Menteri Pendidikan dan Kebudayaan dengan Kepala Badan Kepegawaian
Negara Nomor 24 Tahun 2014, dijelaskan bahwa Dosen adalah pendidik profesional
yang memiliki tugas utama mentransformasi, mengembangkan serta menyebarkan
ilmu, teknologi, dan seni melalui pendidikan, penelitian serta pengabdian kepa-
da masyarakat. Dosen mempunyai tanggung jawab untuk mengajar jan melakukan
bimbingan tugas akhir dalam melaksanakan kegiatan pendidikan (Laengge, Wowor,
dan Putro, 2016).
Peran Dosen pembimbing Tugas Akhir secara ikhtisar adalah sebagai: (1)
organisator, (2) fasilitator, (3) inovator, (4) penemu, (5) teladan, (6) evaluator, (7)
pemandu, (8) pencipta, (9) konselor, dan (10) motivator, penyemangat serta pemberi
energi (Zulkifli, 2012). Dosen pembimbing tugas akhir memiliki peran yang pent-
ing karena mempunyai tanggung jawab untuk memastikan bahwa mahasiswa yang
dibimbing mampu menyusun tugas akhir dengan baik sehingga siap untuk diujikan
dan berkualitas (Hariyati, 2012). Oleh sebab itu, penentuan Dosen pembimbing Tu-
gas Akhir memiliki faktor penting karena akan berdampak terhadap proses bimbin-
gan yang akan dilakukan Mahasiswa saat proses penyusunan Tugas Akhir (Salam,
Wicaksana, dan Hastuti, 2015).
Untuk itu mahasiswa memutuhkan dosen pembimbing tugas akhir yang se-
suai dengan bidang keahlihan topik tugas akhir yang telah diajukan dalam proposal
tugas akhir. Hal ini bertujuan agar ide dan rancangan tugas akhir yang telah dibuat
dalam proposal dapat dikerjakan dengan mudah sesuai dengan tujuan yang diren-
canakan, dan tidak ada kendala yang berarti (Kasih, 2016). Pada Program Studi
Sistem Informasi Universitas Islam Sultan Syarif Kasim Riau (UIN SUSKA Ri-
au) penentuan Dosen pembimbing ditentukan berdasarkan keputusan dari Ketua
Program Studi (Kaprodi). Dalam menentukan dosen pembimbing, Kaprodi menen-
tukan dosen pembimbing berdasarkan topik tugas akhir mahasiswa dan keahlian
dosen. Untuk lebih mengefisienkan waktu maka perlu adanya terobosan baru yang
dapat memotong waktu dalam proses penentuan dosen pembimbing.
Penelitian ini bertujuan untuk mempermudah Kaprodi dalam menentukan
Dosen pembimbing untuk Mahasiswa yang mengajukan Proposal Tugas Akhir. Un-
tuk melihat sesuai atau tidaknya judul Tugas Akhir dengan Dosen pembimbing ma-
ka dilakukan text mining menggunakan algoritma Naı¨ve Bayes Clasifier (NBC) dan
K-Nearest Neighbor (KNN) dengan melihat kesesuaian judul-judul tugas akhir se-
belumnya yang sudah dibimbing oleh pembimbing tersebut. Pada bidang dat min-
ing, Text Mining memiliki peran yang penting. Dengan menggunakan proses-proses
dalam text mining, maka akan diperoleh pola-pola data, tren serta ekstraksi dari
pengetahuan-pengetahuan yang tersembunyi dari data tersebut (Hidayatullah dan
Ma’arif, 2016).
Data Mining merupakan proses dalam menemukan pola menarik serta
pengetahuan dari data dalam jumlah besar (Han, Pei, dan Kamber, 2011). Hal
ini mendukung organisasi untuk berfokus pada informasi paling penting di data
warehouse organisasi. Sebagai alat untuk memprediksi tren di masa depan, sebagai
penunjang organisasi dalam membuat keputusan berdasarkan pengetahuan proaktif
(Deshpande dan Thakare, 2010). Text mining adalah teknik atau metode yang digu-
nakan untuk memproses masalah klasifikasi, pengelompokan, ekstraksi informasi
dan pengambilan informasi untuk mengekstrak informasi dari sumber-sumber yang
berbeda. Saat ini banyak informasi (perkiraan menyebutkan lebih dari 80%) di-
simpan dalam bentuk teks, Text mining diyakini mempunyai potensi nilai komersial
yang tinggi (Grimes, 2008).
Naı¨ve Bayes Classifier (NBC) adalah salah satu algoritma yang ditemukan
oleh Thomas Bayes untuk proses klasifikasi sekumpulan teks. Algoritma NBC
menggunakan metode probabilitas dan statistik, untuk memprediksi probabilitas di
masa mendatang berdasarkan pengetahuan di masa lalu (Noah dan Ismail, 2008).
Selain menggunakan NBC pada penelitian ini juga menggunakan algoritma K-
Nearest Neighbor (KNN) yang merupakan metode untuk klasifikasi pada objek
berdasarkan data latih yang mempunyai jarak paling dekat dari objek tersebut
(Larasati, 2015). Prinsip kerja dari KNN adalah mencari jarak antara dua titik yaitu
titik latih atau training dan titik uji atau testing. Kemudian dilakukan evaluasi de-
ngan k tetangga terdekatnya pada data training (Yusra, 2016).
NBC memberikan hasil yang lebih tinggi dibandingkan dengan Support Vec-
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tor Machine (SVM) pada penelitian Hidayatullah dan Ma’arif pada tahun 2016 un-
tuk Penerapan Text Mining dalam Klasifikasi Judul Skripsi. Dilihat dari peneli-
tian sebelumnya bahwasannya NBC mampu memberikan hasil yang lebih tinggi
dibandingkan dengan metode lainnya maka dipilihlah metode NBC dalam peneli-
tian ini untuk mendapatkan hasil yang maksimal. Pada penelitian sebelumnya telah
dilakukan penelitian oleh Efendi dan Mustakim (2017) tentang klasifikasi text min-
ing sebagai rekomendasi dosen pembimbing Tugas Akhir Program Studi Sistem
Informasi menggunakan algoritma KNN dengan akurasi sebesar 60%.
Dari penelitian sebelumnya, NBC dan KNN mampu menghasilkan klasi-
fikasi yang sesuai. Kelebihan penelitian ini dibandingkan penelitian sebelumnya
yaitu pada penelitian ini dibandingkan algoritma NBC dan KNN. Algoritma ter-
baik akan diterapkan kedalam sistem yang dibangun yaitu sistem klasifikasi dosen
pembimbing tugas akhir. Selanjutnya bahasa pemograman yang digunakan adalah
bahasa pemograman phyton.
1.2 Perumusan Masalah
Berdasarkan uraian latar belakang di atas, rumusan masalah dalam peneli-
tian ini yaitu: “Bagaimana Mepenerapan Algoritma Naı¨ve Bayes Classifier dan K-
Nearest Neighbor Untuk Klasifikasi Judul Tugas Akhir Berbasis Text Mining”.
1.3 Batasan Masalah
Batasan masalah dalam penelitian ini, yaitu:
1. Data teks yang digunakan dalam penelitian merupakan dokumen Tugas
Akhir pada Program Studi Sistem Informasi Tahun 2013-2018 sebanyak 422
judul dan abstrak sebanyak 105 abstrak.
2. Atribut yang akan digunakan untuk klasifikasi adalah judul tugas akhir dan
abstrak dengan melakukan tahapan preprocessing text, dengan nama dosen
sebagai kelas target klasifikasi.
3. Algoritma klasifikasi yang digunakan yaitu Naı¨ve Bayes Classifier (NBC)
dan K-Nearest Neighbor (KNN) dengan percobaan nilai K dari K=6 hingga
K=10.
4. Dilakukan tiga percobaan pada penelitian ini yaitu: (1) klasifikasi meng-
gunakan data 3 kelas, (2) klasifikasi menggunakan data 16 kelas atau data
keseluruhan dan (3) klasifikasi menggunakan data abstrak.
5. Tools yang digunakan untuk preprocessing text dan klasifikasi yaitu jupyter
notebook menggunakan bahasa pemrograman Python.
6. Hasil algoritma terbaik pada penelitian ini diterapkan pada sebuah sistem
berbasis desktop untuk menampilkan hasil klasifikasi dosen pembimbing
3
tugas akhir.
1.4 Tujuan
Adapun tujuan dari penelitian ini adalah sebagai berikut:
1. Untuk melakukan klasifikasi dosen pembimbing tugas akhir pada Program
Studi Sistem Informasi.
2. Untuk menarapkan text mining dengan algoritma Naı¨ve Bayes Classifier dan
K-Nearest Neighbor dalam klasifikasi dosen pembimbing tugas akhir.
3. Untuk membangun sistem klasifikasi dosen pembimbing tugas akhir meng-
gunakan algoritma klasifikasi terbaik.
1.5 Manfaat
Adapun manfaat dari penelitian ini adalah sebagai berikut:
1. Membantu pengklasifikasian dosen pembimbing tugas akhir secara otoma-
tis.
2. Membantu mengetahui Dosen yang sesuai dengan judul yang diajukan oleh
Mahasiswa.
3. Memudahkan Program Studi dalam menentukan dosen pembimbing Tugas
Akhir yang cocok dengan judul Tugas Akhir mahasiswa.
1.6 Sistematika Penulisan
Sistematika penulisan laporan tugas akhir ini disusun agar pembuatan la-
poran dapat lebih terstruktur dan lebih mudah dalam memahami penelitian yang
dilakukan. Adapun sistematika penulisan tersebuat adalah sebagai berikut:
BAB 1. PENDAHULUAN
Bab ini berisi tentang: (1) latar belakang; (2) perumusan masalah; (3)
batasan masalah; (4) tujuan; (5) manfaat; (6) sistematika penulisan.
BAB 2. LANDASAN TEORI
Bab ini berisi tentang (1) text mining; (2) text preprocessing; (3) term
frequency-inverse document frequency (TF-IDF); (4) klasifikasi; (5) naı¨ve bayes
classifier (NBC); (6) k-nearest neighbor (KNN); (7) confusion matrix; (8) tugas
akhir; (9) bahasa pemrograman python; (10) program studi sistem informasi; (11)
penelitian terdahulu.
BAB 3. METODOLOGI PENELITIAN
Bab ini berisi tentang (1) tahap perencanaan; (2) tahap pengumpulan data;
(3) tahap pengolahan data; (4) tahap analisa dan hasil; (5) tahap dokumentasi.
BAB 4. ANALISA DAN HASIL
Bab ini berisi tentang (1) analisa kebutuhan data; (2) cleaning; (3) text pre-
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processing; (4) Data training dan testing; (5) term frequency-inverse document fre-
quency (TF-IDF); (6) naive bayes classifier (NBC); (7) k-nearest neighbor; (8) anal-
isis klasifikasi; (9) implementasi.
BAB 5. PENUTUP
Bab ini berisi tentang (1) kesimpulan; (2) saran.
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BAB 2
LANDASAN TEORI
2.1 Text Mining
Text mining merupakan salah satu bidang khusus dari data mining. Data
mining adalah proses yang menggunakan teknik statistik, matematika, kecerdasan
buatan, dan machine learning untuk mengekstraksi dan mengidentifikasi informasi
yang bermanfaat dan pengetahuan yang terkait dari berbagai database besar (Tan,
2018). Text mining adalah satu langkah dari analisis teks yang dilakukan seca-
ra otomatis oleh komputer untuk menggali informasi yang berkualitas dari suatu
rangkaian teks yang terangkum dalam sebuah dokumen (Han dkk., 2011). Menurut
Feldman dan Sanger (2007) text mining yaitu proses menggali informasi dimana
user berinteraksi dengan sekumpulan dokumen dari waktu ke waktu dengan meng-
gunakan seperangkat tools analisis. Text mining merupakan teknik yang digunakan
untuk menangani masalah klasifikasi, clustering, information extraction dan infor-
mation retrieval (Berry dan Kogan, 2010). Prosedur utama dalam metode ini terkait
dengan menemukan kata-kata yang dapat mewakili isi dari dokumen untuk selanjut-
nya dilakukan analisis keterhubungan antar dokumen dengan menggunakan metode
statistik tertentu seperti analisis kelompok, klasifikasi dan asosiasi. Tahapan awal
dalam text mining disebut dengan text preprocessing.
2.2 Text Preprocessing
Tahap text preprocessing mencakup semua rutinitas, dan proses untu kmem-
persiapkan data yang akan digunakan pada operasi knowledge discovery sistem text
mining (Feldman dan Sanger, 2007). Tahapan text preprocessing secara umum
adalah tokenizing, filtering, stemming, tagging, dan analyzing (Berry dan Kogan,
2010).
Tokenizing yaitu proses penguraian deskripsi yang semula berupa kalimat-
kalimat menjadi kata-kata dan menghilangkan delimiter-delimiter seperti tanda titik
(.), koma (,), spasi dan karakter angka yang ada pada kata tersebut (Weiss, In-
durkhya, Zhang, dan Damerau, 2010). Filtering merupakan proses seleksi terhadap
kata-kata yang dihasilkan dari proses tokenizing, dapat dilakukan dengan algorit-
ma stop word (stop list) maupun word list. Stopword adalah kosakata yang bukan
merupakan ciri (kata unik) dari suatu dokumen (Dragut, Fang, Sistla, Yu, dan Meng,
2009). Algoritma stopword akan membuang kata-kata yang tidak penting seperti
kata ganti, kata keterangan, kata sambung, kata depan dan kata sandang. Daftar
kata stopword di penelitian ini bersumber dari Tala (2003). Sebaliknya, algoritma
word list akan menyimpan kata-kata yang penting. Proses Stemming kemudian di-
lakukan untuk mencari kata dasar dari setiap kata yang telah lolos proses filtering.
Stemming adalah proses pemetaan dan penguraian berbagai bentuk (variants) dari
suatu kata menjadi bentuk kata dasarnya (stem) (Tala, 2003).
Berdasarkan penelitian sebelumnya, ada beberapa algoritma stemming yang
bisa digunakan untuk stemming bahasa Indonesia diantaranya algoritma Confix-
Stripping, algoritma Porter Stemmer Bahasa Indonesia, Algoritma Arifin dan Su-
tiono, dan Algorima Idris (Adriani dkk., 2007). Dimana, algoritma confix-stripping
adalah algoritma yang akurat dalam stemming bahasa Indonesia (Tala, 2003). Algo-
ritma confix-stripping stemmer adalah algoritma yang digunakan untuk melakukan
proses stemming terhadap kata-kata berimbuhan (Adriani dkk., 2007). Algoritma
Confix-stripping stemmer mempunyai aturan imbuhan sendiri dengan model seba-
gai berikut:
[[[AW + ]AW +]AW +] Kata-Dasar [[+AK][+KK][+P]
Keterangan:
AW: Awalan
AK: Akhiran
KK: Kata ganti kepunyaan
P: Partikel
Langkah-langkah algoritma Confix-Stripping Stemmer adalah sebagai
berikut:
1. Kata yang belum di-stemming dibandingkan ke dalam database kamus kata
dasar. Jika ketemu, maka kata tersebut diasumsikan sebagai kata dasar dan
algoritma berhenti. Jika kata tidak sesuai dengan kata dalam kamus, lanjut
kelangkah 2.
2. Jika kata di-input memiliki pasangan awalan akhiran “be-lah”,”be-an”,”me-
i”,”di-i”,”pe-i”, atau “te-i” makalangkah stemming selanjutnya adalah 5, 3,
4, 5, 6, tetapi jika kata yang di-input tidak memiliki pasangan awalan-
akhiran tersebut, langkah stemming berjalan normal yaitu 3, 4, 5, 6, 7.
3. Hilangkan partikel dan kata ganti kepunyaan. Pertama hilangkan partikel
(“-lah”, “-kah”, “-tah”, “-pun”). Setelah itu hilangkan juga kata ganti kepun-
yaan (“-ku”, “-mu”, atau “-nya”). Contoh: kata “bajumulah”, proses stem-
ming pertama menjadi “bajumu” dan proses stemming kedua menjadi “ba-
ju”. Jika kata “baju” ada di dalam kamus maka algoritma berhenti. Sesuai
dengan model imbuhan, menjadi:
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[[[AW+]AW+]AW+] Kata Dasar [+AK]
4. Hilangkan juga Akhiran (“-i”,”-an”, dan “-kan”), sesuai dengan model im-
buhan, maka menjadi:
[[[AW+]AW+]AW+] Kata Dasar
Contoh: kata “membelikan” di-stemming menjadi ”membeli”, jika tidak ada
dalam database kata dasar maka dilakukan proses penghilangan awalan.
5. Penghilangan awalan (“be-“, ”di-“, ”ke-“, ”me-”, ”pe-”, ”se-”, dan “te“)
mengikuti langkah-langkah berikut:
(a) Algoritma akan berhenti jika:
i. Awalan diidentifikasi sebagai bentuk sepasang imbuhan yang
tidak diperbolehkan dengan akhiran berdasarkan pada pendekatan
awalan (prefiks) dan akhiran (sufiks), untuk lebih jelas nya dapat
dilihat pada Tabel 2.1 akan dihapus pada langkah 3.
Tabel 2.1. Awalan dan akhiran(Adriani dkk., 2007)
Awalan (Prefiks) Akhiran (sufiks)
be- -i
di- -an
ke- -i, -kan
me- -an
se- -i, -kan
te- -an
ii. Diidentifikasi awalan yang sekarang identik dengan awalan yang
telah dihapus sebelumnya atau,
iii. Kata tersebut sudah tidak memiliki awalan.
(b) Identifikasi jenis awalan dan peluruhannya jika diperlukan. Jenis
awalan ditentukan dengan aturan sebagai berikut:
i. Jika awalan dari kata adalah “di-“, “ke-“, atau “se-“ maka awalan
dapat langsung dihilangkan.
ii. Hapus awalan “te-“, “be-“, “me-“, atau “pe-“ yang menggunakan
aturan peluruhan. Sebagai contoh kata “menanggung”, setelah
menghilangka nawalan “me-“ maka kata yang didapat adalah
“nanggung”. Karena kata “nanggung” tidak ditemukan dalam
database kata dasar maka karakter “n” diganti dengan karakter “t”
sehingga dihasilkan kata “tanggung” dan kata “tanggung” meru-
pakan kata yang sesuai dengan kata yang ada di database kata
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dasar, maka algoritma berhenti.
6. Jika semua langkah gagal, maka kata yang diuji pada algoritma ini dianggap
sebagai kata dasar.
Pada dokumen yang berbahasa Indonesia, proses filtering secara sederhana di-
lakukan dengan menghilangkan awalan dan akhiran dari setiap kata. Jika dokumen
berbahasa Inggris, maka diperlukan proses lanjutan yang disebut sebagai tagging
yang dilakukan untuk mencari bentuk awal dari setiap kata lampau (Prilianti dan
Wijaya, 2014). Setelah semua kata penting berhasil dikoleksi dari rangkaian proses
tersebut, maka tahap berikutnya adalah analyzing yaitu menentukan keterhubungan
antar dokumen dengan mengamati frekuensi kemunculan tiap kata yang ada pada
tiap dokumen.
2.3 Term Frequency–Inverse Document Frequency (TF-IDF)
Hal yang perlu diperhatikan dalam pencarian informasi dari koleksi tweet
yang heterogen adalah pembobotan term. Term dapat berupa kata, frase atau unit
hasil indexing lainnya dalam suatu dokumen yang dapat digunakan untuk menge-
tahui konteks dari dokumen tersebut. Karena setiap kata memiliki tingkat kepentin-
gan yang berbeda dalam dokumen, maka untuk setiap kata tersebut diberikan se-
buah indikator, yaitu term weight (Zafikri dkk., 2008). Term Frequency–Inverse
Document Frequency (TF-IDF) sering digunakan sebagai faktor pembobotan dalam
information retrieval dan text mining. Nilai TF-IDF meningkat secara proporsion-
al berdasarkan berapa banyak kemunculan kata dalam dokumen (term frequency),
tetapi dinetralkan oleh frekuensi kata dalam corpus (inverse document frequency)
(Vijayarani, Ilamathi, dan Nithya, 2015).
Pada metode ini, perhitungan bobot term t dalam sebuah dokumen dilakukan
dengan mengalikan nilai Term Frequency dengan Inverse Document Frequency. Ni-
lai term frequency dihasilkan dari jumlah term dalam satu dokumen. Sedangkan un-
tuk menghasilkan nilai Inverse Document Frequency adalah dengan menggunakan
Persamaan 2.1.
id f j = log(
d
d f j
) (2.1)
Dimana:
D = jumlah semua dokumen dalam koleksi.
d f j = jumlah dokumen yang mengandung term t j.
Dengan demikian untuk menghitung nilai TF-IDF adalah dengan cara men-
galikan nilai term frequency (tf) dengan nilai inverse document frequency (idf). Per-
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samaan TF-IDF dapat dilihat pada Persamaan 2.2.
t f id f (d, t) = t f (d, t)xid f j (2.2)
2.4 Klasifikasi
Klasifikasi merupakan suatu pekerjaan menilai objek data untuk mema-
sukkannya ke dalam kelas tertentu dari sejumlah kelas yang tersedia. Dalam k-
lasifikasi ada dua pekerjaan utama yang dilakukan, yaitu (1) pembangunan model
sebagai prototipe untuk disimpan sebagai memori dan (2) penggunaan model terse-
but untuk melakukan pengenalan/klasifikasi/prediksi pada suatu objek data lain agar
diketahui di kelas mana objek data tersebut dalam model yang sudah disimpannya
(Prasetyo, 2012).
2.5 Naı¨ve Bayes Classifier (NBC)
Algoritma NBC merupakan metode klasifikasi yang statistik berdasarkan
pada teorema Bayes (Baby dan T, 2012). NBC merupakan pengklasifikasian
dengan metode probabilitas dan statistik yang dikemukan oleh ilmuwan Inggris
Thomas Bayes, yaitu memprediksi peluang di masa depan berdasarkan pengala-
man dimasa sebelumnya sehingga dikenal sebagai Teorema Bayes. Teorema terse-
but dikombinasikan dengan Naive dimana diasumsikan kondisi antar atribut saling
bebas. Klasifikasi Naive Bayes diasumsikan bahwa ada atau tidak ciri tertentu dari
sebuah kelas tidak ada hubungannya dengan ciri dari kelas lainnya. NBC berpotensi
baik untuk mengklasifikasikan data karena kesederhanaannya (Ting, Ip, dan Tsang,
2011).
Persamaan NBC untuk klasifikasi terdapat pada Persamaan 2.3.
p(Wi|C j) = Ncw +1Nc + v (2.3)
Dimana:
Ncw = jumlah kata wi yang ada dalam dokumen training yang masuk ke dalam
kategori Cj.
Nc = jumlah semua kata yang ada dalam dokumen training yang masuk kedalam
kategori Cj (tanpa menghiraukan ada kata ang sama atau tidak).
V = jumlah total jenis kata yang ada dalam dokumen training (kata yang sama
hanya dihitung 1).
Menurut Han dkk. (2011), NBC menggunakan algoritma Bayessian untuk
menghitung nilai total probabilitas. Prinsip dari NBC adalah probabilitas suatu kata
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akan masuk ke dalam suatu suatu kategori (posterior probability), didasarkan pada
nilai probabilitas tertinggi yang telah dimiliki sebelumnya (prior probability), yang
dimiliki teks yang bersangkutan untuk suatu ketegori tertentu. Misalnya kata “pro-
cessor” pada koleksi data memiliki probabilitas untuk kategori “komputer” sebe-
sar 0,9, sedangkan untuk kategori “elektronik” sebesar 0,3. Sehingga kalau pada
proses pengujian ditemukan kata “processor” maka akan masuk ke dalam kategori
“komputer”. Dengan kata lain, NBC menggunakan asumsi bahwa kemunculan atau
ketidakmunculan dari suatu kata atau fitur tidak terkait dengan kemunculan atau
ketidakmunculan fitur yang lain.
2.6 K-Nearest Neighbor (KNN)
Algoritma ini pertama kali diperkenalkan oleh Fix dan Hodges pada tahun
1951 dan 1952 (Santoso dan Irawan, 2016). Algoritma ini juga merupakan salah
satu teknik lazy learning. KNN dilakukan dengan mencari kelompok k objek dalam
data training yang paling dekat (mirip) dengan objek pada data baru atau data test-
ing (Leidiyana, 2013).
KNN mengklasifikasikan objek berdasarkan data latih yang jaraknya pal-
ing dekat dari objek tersebut. Dekat atau jauhnya tetangga biasanya dihitung
berdasarkan jarak euclidean dengan Persamaan 2.4 (Efendi dan Mustakim, 2017).
d =
√
∑
i=1
n(ai−b1)2 (2.4)
Keterangan:
d = jarak
a = data uji/testing
b = sampel data
i = variable data
n = Dimensi data
Prinsip kerja dari KNN adalah mencari jarak antara dua titik yaitu titik train-
ing dan titik testing. Selanjutnya dilakukan evaluasi dengan k tetangga terdekatnya
dalam data training. Jarak yang digunakan adalah persamaan jarak Euclidean dis-
tance (Yusra, 2016).
2.7 Confusion Matrix
Confusion matrix merupkan sebuah model evaluasi klasifikasi berdasarkan
data uji dan seluruh data yang diprediksi dengan proporsi yang tepat (Faiza, 2009).
Tabel Confusion Matrix dapat dilihat pada Tabel 2.2.
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Tabel 2.2. Confusion matrix 2 kelas
Clasification Prediction ClassYes No
Yes A (True Positive)/TP B (False Negative)/FN
No C (False Positive)/FP D (True Negative)/FN
Adapun perhitungan tingkat akurasi pada Confusion Matriks 2 kelas
berdasarkan Persamaan 2.5 (Adriani dkk., 2007) sebagai berikut.
Accuracy =
(T P+T N)
P+FN +FP+T N
=
(A+D)
A+B+C+D
(2.5)
2.8 Tugas Akhir
Tugas akhir merupakan suatu karya ilmiah yang disusun mahasiswa untuk
menyelesaikan studinya melalui proses berpikir ilmiah, kreatif, integratif, dan se-
suai dengan disiplin ilmunya yang disusun untuk memenuhi persyaratan kebulatan
studi dalam program dan jenjang pendidikan yang ada di lingkungan tempat stu-
di. Tugas akhir disusun dengan tujuan memberi kesempatan kepada mahasiswa
agar dapat memformulasikan ide, konsep, pola berpikir, dan kreativitasnya yang
dikemas secara terpadu dan komprehensif, dan dapat mengkomunikasikan dalam
format yang lazim digunakan di kalangan masyarakat ilmiah (Septiana dkk., 2016).
Tugas akhir adalah bentuk pengalaman belajar yang meliputi penggalian
kembali apa yang telah dipelajari, mencari dan mengumpulkan pengetahuan baru
secara mandiri, melakukan analisis dan bimbingan, serta mengungkapkannya de-
ngan bantuan pembimbing sehingga menghasilkan luaran berupa tulisan tentang
suatu pengetahuan baru atau sesuatu yang bersifat pemecahan masalah. Pemil-
ihan pembimbing sangat mempengaruhi dalam penyelesaian proses tugas akhir.
Keahlian yang dimiliki setiap dosen dalam perannya sebagai pembimbing tugas
akhir sangat berpengaruh dalam penyusunan tugas akhir mahasiswa. Karena apa-
bila keahlian dosen tidak sesuai dengan konsep/ kategori tugas akhir yang dipilih
mahasiswa maka dapat menghambat penyusunan tugas akhir, atau tugas akhir yang
disusun mahasiswa kurang sesuai dengan tujuan yang telah ditentukan dalam pro-
posal yang telah diajukan (Laengge dkk., 2016).
2.9 Bahasa Pemrograman Python
Python adalah bahasa pemrograman yang fleksibel dan sederhana yang
didefinisikan dalam dokumennya sebagai berikut: Python adalah bahasa pemrogra-
man tingkat tinggi, dinamis, berorientasi objek, dan bertujuan umum yang meng-
gunakan interpreter dan dapat digunakan dalam domain aplikasi yang luas (Nosrati,
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2011). Python diklaim sebagai bahasa yang menggabungkan kapabilitas, kemam-
puan, dengan sintaksis kode yang sangat jelas, dan dilengkapi dengan fungsion-
alitas pustaka standar yang besar serta komprehensif. Python mendukung multi
paradigma pemrograman, utamanya (tidak dibatasi) pada pemrograman berorien-
tasi objek, pemrograman imperatif, dan pemrograman fungsional. Salah satu fi-
tur yang tersedia pada python adalah sebagai bahasa pemrograman dinamis yang
dilengkapi dengan manajemen memori otomatis. Seperti halnya pada bahasa pem-
rograman dinamis lainnya, python umumnya digunakan sebagai bahasa skrip meski
pada praktiknya penggunaan bahasa ini lebih luas mencakup konteks pemanfaatan
yang umumnya tidak dilakukan dengan menggunakan bahasa skrip. Python da-
pat digunakan untuk berbagai keperluan pengembangan perangkat lunak dan dapat
berjalan di berbagai platform sistem operasi. Ada beberapa modul yang digunakan
yaitu:
1. Scikit-learn
scikit-learn telah menjadi salah satu libraryopen source untuk machine
learning paling populer di Python. Scikit-learn menyediakan algoritma un-
tuk machine learning termasuk klasifikasi, regresi, dimensi reduksi, dan
pengelompokan. Juga menyediakan modul untuk mengekstraksi fitur, mem-
proses data, dan mengevaluasi model (Hackeling, 2017).
2. Pandas
Pandas adalah pustaka perangkat lunak yang ditulis untuk bahasa pemro-
graman Python yang menyediakan kinerja tinggi, manipulasi data, struktur
data yang mudah digunakan dan alat analisis data untuk bahasa pemrogra-
man Python serta merupakan perangkat lunak gratis yang dirilis di bawah
tiga klausa Berkeley Software Distribution lisensi (Kumar, 2015).
2.10 Program Studi Sistem Informasi
Institut Agama Islam Negeri Sulthan Syarif Qasim (IAIN Suska)
mendirikan Jurusan Sistem Informasi pada tahun ajaran 2002/2003 sejalan dengan
rencana untuk meningkatkan status IAIN menjadi Universitas Islam Negeri Sul-
tan Syarif Kasim Riau (UIN Suska Riau), yang saat ini telah terlaksana. Hal ini
didukung oleh Pemerintah Daerah Provinsi Riau, DPRD Riau dan masyarakat, di-
mana sarjana jurusan teknik sangat dibutuhkan oleh pasar kerja pada masa yang
akan datang, terutama menyambut era otonomi daerah. Jurusan yang strategis ini
juga akan menopang Fakultas Sains dan Teknologi dan pengembangan studi Islam
pada millenium ketiga. IAIN Susqa Pekanbaru (saat ini telah berubah menjadi UIN
Suska Riau) sebagai salah satu institusi pendidikan Islam negeri di Riau mencer-
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mati dan berupaya menjawab tantangan ini dengan mendirikan Jurusan Sistem In-
formasi.
Kurikulum Jurusan Sistem Informasi mengacu kepada Kurikulum Nasion-
al dengan pengelompokan berdasarkan Surat Keputusan Menteri Pendidikan Na-
sional RI Nomor 232 tahun 2000 tentang Pedoman Penyusunan Kurikulum Pen-
didikan Tinggi dan Penilaian Hasil Belajar Mahasiswa, yaitu Kelompok Mata Ku-
liah Pengembangan Kepribadian (MPK), kelompok Mata kuliah Keilmuan dan Ke-
trampilan (MKK), kelompok Mata kuliah Keahlian Berkarya (MKB), kelompok
Mata kuliah Prilaku Berkarya (MPB) dan kelompok Mata kuliah Berkehidupan
Bermasyarakat (MBB). Total beban SKS untuk program sarjana (S1) sekitar 147
SKS yang dapat ditempuh selama 8 semester.
Disamping kurikulum di atas, mahasiswa Jurusan Sistem Informasi juga di-
haruskan memiliki standar minimum kompentensi dasar Ilmu Agama Islam yang
tertuang dalam mata kuliah institusional yaitu: Aqidah, Akhlak Tasawuf, Studi al-
Qur’an dan hadis, Ilmu Fiqih. Diharapkan mahasiswa akan memiliki pengetahuan
yang baik, serta memiliki integritas pribadi yang Islami, serta mampu mengap-
likasikan ilmu dan ketrampilan dalam kehidupan. Dengan demikian, alumni Juru-
san Sistem Informasi Fakultas Sains dan Teknologi UIN Suska Pekanbaru memiliki
pengetahuan, keahlian dan kepribadian Islami yang integral.
Disamping mendapatkan softskill di kelas dan di laboratorium, mahasiswa
Jurusan Sistem Informasi juga mendapat pengayaan di bidang keagamaan, dan
kepemimpinan yang bersifat ekstra kurikuler. Pada masa awal keberadaan maha-
siswa baru di kampus UIN Suska Pekanbaru, mereka akan mendapat orientasi ten-
tang perkuliahan di perguruan tinggi serta pengenalan kampus. Di samping itu,
agenda kegiatan orientasi mahasiswa baru pada tahun akademik mendatang juga
meliputi matrikulasi yaitu prakuliah untuk memperkenalkan sekaligus sebagai pen-
gantar mahasiswa untuk mengikuti perkuliahan kompetensi dasar ilmu keislaman
yang menjadi karakter UIN Suska Riau.
Dalam pelaksanaannya Jurusan Sistem Informasi telah melakukan ker-
jasama dengan PT. Chevron Pacific Indonesia. Disamping itu dilakukan juga k-
erjasama dengan beberapa pihak seperti Universitas Riau, Politeknik Caltex Riau,
PT. Riau Andalan Pulp and Paper (RAPP), PT. Indah Kiat Pulp and Paper (IKPP),
dan Pemerintah Daerah Provinsi Riau.
2.11 Penelitian Terdahulu
Penerapan text mining dalam klasifikasi judul skripsi telah dilakukan oleh
Hidayatullah dan Ma’arif pada tahun 2016 dengan menggunakan algoritma Support
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Vector Machine (SVM) dan NBC. Penelitian tersebut bertujuan untuk melakukan
klasifikasi judul skripsi secara otomatis dan juga membandingkan algoritma SVM
dan NBC. Hasil yang diperoleh yaitu perolehan f-score algoritma NBC lebih tinggi
dibandingkan SVM (Hidayatullah dan Ma’arif, 2016).
Selanjutnya penelitian oleh Efendi dan Mustakim pada tahun 2017 tentang
klasifikasi text mining sebagai rekomendasi dosen pembimbing Tugas Akhir Pro-
gram Studi Sistem Informasi menggunakan algoritma KNN. Nilai k yang digunakan
yaitu 15 dengan akurasi yang diperoleh sebesar 60% (Efendi dan Mustakim, 2017).
Selanjutnya penelitian oleh Mas’udia pada tahun 2015 tentang klasifikasi
Tugas Akhir untuk menentukan Dosen pembimbing menggunakan algoritma NBC.
Digunakan 10 judul Tugas Akhir dengan 4 Dosen pembimbing sebagai data training
dan 1 judul Tugas Akhir sebagai data testing. Kesimpulan dari penelitian tersebut
yaitu algoritma NBC mampu mengklasifikasikan judul Tugas Akhir ke sejumlah
nama Dosen pembimbing (Masudia, 2015).
Selanjutnya penelitian oleh Yusra dkk pada tahun 2016 tentang perbandin-
gan klasifikasi Tugas Akhir Mahasiswa Teknik Informatika menggunakan algoritma
NBC dan KNN. Pemrosesan algoritma menggunakan tools WEKA dan pengujian
akurasi algoritma menggunakan test option 10-fold cross validation dan evaluasi
data uji menggunakan confusion matrix. Hasil dari penelitian tersebut yaitu NBC
dapat melakukan klasifikasi lebih baik dibandingkan KNN dengan akurasi sebesar
87% (Yusra, 2016).
Selanjutnya penelitian oleh Rajesweri dkk pada tahun 2017 tentang klasi-
fikasi teks untuk data set pelajar menggunakan algoritma NBC dan KNN. Dari hasil
eksperimen diperoleh nilai akurasi algoritma NBC sebesar 66,67 dan algoritma KN-
N sebesar 38,89. Dari perolehan akurasi tersebut dapat disimpulkan algoritma NBC
lebih baik dibandingkan algoritma KNN (Rajeswari, Juliet, dan Aradhana, 2017).
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BAB 3
METODOLOGI PENELITIAN
Adapun langkah-langkah yang ditempuh dalam Tugas Akhir ini dapat dili-
hat pada Gambar 3.1.
Gambar 3.1. Metode penelitian
3.1 Tahap Perencanaan
Tahap perencanaan adalah tahapan yang harus direncanakan saat akan
melakukan penelitian, data yang direncanakan adalah:
1. Identifikasi Masalah
Mengamati dan mengidentifikasi permasalahan yang terjadi pada proses pe-
nentuan dosen pembimbing Tugas Akhir di Sistem Informasi Universitas
Islam Negeri Sultan Syarif Kasim (UIN SUSKA) Riau.
2. Menentukan Tujuan Penelitian
Tujuan dari penelitian ini adalah membuat sebuah sistem informasi yang
mampu memberikan rekomendasi dosen pembimbing Tugas Akhir sehing-
ga mampu membantu pengambilan keputusan di Program Studi Sistem In-
formasi UIN SUSKA Riau.
3. Menentukan Data yang diperlukan
Data yang diperlukan pada penelitian ini yaitu data Tugas Akhir Mahasiswa
dan data bidang keahlian Dosen Sistem Informasi UIN SUSKA Riau.
4. Studi Pustaka
Studi pustaka dilakukan untuk mencari rujukan-rujukan utama yang berkai-
tan dengan penelitian ini
3.2 Tahap Pengumpulan Data
Pada tahap ini akan dilakukan pengumpulan data yang akan digunakan
dalam penelitian ini. Tahap dari pengumpulan data adalah sebagai berikut:
1. Pengumpulan Data Tugas Akhir
Pengumpulan data dilakukan dengan mengajukan surat permohonan per-
mintaan data Tugas Akhir ke Program StudiSistem Informasi UIN SUSKA
Riau.
2. Wawancara
Wawancara dilakukan dengan Ketua Program StudiSistem Informasi tahun
2017 yaitu Bapak Syaifullah, SE., M.Sc.
3. Studi Pustaka Tambahan
Studi pustaka lanjutan dilakukan untuk mencari rujukan-rujukan tambahan
yang diperlukan oleh peneliti. Sumber yang digunakan dalam menyele-
saikan penelitian ini adalah dari buku, jurnal, skripsi dan website resmi.
3.3 Tahap Pengolahan Data
Pada tahap pengolahan data, terdapat beberapa tahapan yaitu:
1. Text Preprocessing
Pada kegiatan ini data yang telah terkumpul akan diproses sesuai dengan
tahapan dalam text mining yaitu:
(a) Tokenizing merupakan tahapan untuk misahkan setiap kata (token) pa-
da dokumen input.
(b) Filtering merupakan proses seleksi terhadap kata-kata yang dihasil-
kan dari proses tokenizing, dapat dilakukan dengan algoritma stop list
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maupun word list. Algoritma stop list akan membuang kata-kata yang
tidak penting seperti kata ganti, kata keterangan, kata sambung, kata
depan dan kata sandang. Sebaliknya, algoritma word list akan me-
nyimpan kata-kata yang penting.
(c) Proses stemming kemudian dilakukan untuk mencari kata dasar dari
setiap kata yang telah lolos proses filtering.
2. Pembobotan TF-IDF
Pembobotan yang digunakan pada penelitian ini yaitu Term Frequen-
cy–Inverse Document Frequency (TF-IDF), pembobotan dilakukan karena
setiap kata memiliki tingkat kepentingan yang berbeda dalam setiap doku-
men.
3.4 Tahap Analisa dan Hasil
Pada tahap analisa dan hasil, terdapat beberapa tahapan yaitu:
1. Analisis Pendahuluan
Analisis pendahuluan dilakukan untuk memberikan gambaran penelitian
yang dimulai dari situasi permasalahan yang terdapat pada saat proses pe-
nentuan dosen pembimbing Tugas Akhir diProgram Studi Sistem Informasi
UIN SUSKA Riau.
2. Analisis Metode yang Digunakan
Analisa ini merupakan penyelesaian dari metode Naive Bayes Clasifier (N-
BC) dan K-Nearest Neighbor (KNN) menggunakan rumus yang telah dite-
tapkan. Pada penelitian ini dilakukan beberapa simulasi nilai k pada metode
KNN dan melakukan perbandingan metode NBC dan KNN untuk menda-
patkan metode dengan akurasi terbaik di penelitian ini. Akurasi dihitung
dengan Confusion Matrix (CM). Adapun gambar alur penelitian dapat dili-
hat pada Gambar 3.2.
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Gambar 3.2. Alur penelitian
3. Analisis Hasil Akhir
Setelah melakukan analisa dari metode NBC dan KNN maka metode ter-
baik akan diimplementasikan kedalam sistem yang dibangun. Pada kegiatan
akhir ini penulis akan membangun sebuah sistem, sistem yang dibangun
nantinya berbasis web menggunakan bahasa pemrograman Python, tujuan
dari sistem ini yaitu membantu pihak Jurusan Sistem Informasi UIN SUS-
KA Riau dalam proses penentuan dosen pembimbing Tugas Akhir.
3.5 Tahap Dokumentasi
Tahap dokumentasi yaitu mendokumentasikan seluruh kegiatan yang di-
lakukan pada Tugas Akhir ini. Mulai dari tahap pendahuluan, pengumpulan data,
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pengolahan data, analisa dan pembahasan serta kesimpulan dan saran. Hasil dari
tahap dokumentasi ini adalah laporan Tugas Akhir.
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BAB 5
PENUTUP
5.1 KESIMPULAN
Kesimpulan dari penelitian ini yaitu:
1. Dari percobaan 3 kelas, 16 kelas dan 15 kelas (abstrak), diperoleh akurasi
terbaik pada percobaan 3 kelas dengan nilai 86,11% untuk Naive Bayes
Classifier (NBC) dan 91,67% untuk K-Nearest Neighbor (KNN).
2. Dari 3 percobaan akurasi KNN unggul di 2 percobaan yaitu percobaan 3 ke-
las dengan akurasi 91,67% dan percobaan 15 kelas (abstrak) dengan akurasi
23,33%.
3. Pada algoritma KNN nilai k yang memiliki akurasi tertinggi yaitu k=6, k=7
dan k=8.
4. Akurasi yang bagus dapat diperoleh jika sebaran data disetiap kelas tidak
memiliki range yang terlalu jauh seperti pada percobaan menggunakan 3
kelas.
5. Proses klasifikasi dosen pembimbing tugas akhir diimplementasikan
kedalam sistem menggunakan algoritma dengan nilai akurasi tertinggi
yaitu KNN. Sistem yamg dibangun mampu menghasilkan klasifikasi beru-
pa rekomendasi dosen-dosen pembimbing tugas akhir yang diurutkan
berdasarkan nilai akhir.
5.2 SARAN
Saran yang dapat diberikan penulis dalam pengembangan selanjutnya di-
antaranya:
1. Melakukan percobaan menggunakan algoritma lainnya untuk melihat t-
ingkat akurasi dari algoritma tersebut seperti fuzzy K-Nearest Neighbor.
2. Menambah data uji lebih banyak baik menggunakan abstrak ataupun judul
untuk memperoleh akurasi yang lebih tinggi.
3. Melakukan pengembangan terhadap sistem rekomendasi dosen pembimb-
ing tugas akhir.
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