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Abstract--Fol lowing paper [1], significant improvements are proposed as concerns the class of 
problems that can be solved, the quality of the solution, and the numerical impiementability of the 
method. Optimization is considered in a Banach space over a nonconvex inf-compact, finitely inf- 
robust set for a multivalued nonconvex continuous functional. The iterative method is monotonic 
and represents generalized variant of setwise descent onto the set of all globM minimizers. A real-life 
example of the vertical soft landing of an aircraft is considered to illustrate the method. (~) 2004 
Elsevier Ltd. All rights reserved. 
Keywords--Nonconvex global optimization, Set contraction. 
1. INTRODUCTION 
In the recent paper [1], that further develops important results of the intensive research in [2-11], 
the following problem is considered: 
Minf(x), x e C. (1.1) 
Here C is a closed and convex subset of a Hilbert space H, and f : H --* R a convex and 
continuous function that is assumed to be finite valued. For solution of problem (1.1), the 
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following iterative method is proposed in [1]. Take 
X 1 e H, (1.2) 
xk+l = pc [Xk- -akuk l  max(l ,  (1.3) 0h j '  II kll), 
c (1.4) 
1 
ak =sk = ~, k=l ,2 , . . . .  (1.5) 
Here O~kf(x k) is an ck-subdifferential at x k, and in (1.5), we took some specific values for ak 
and ¢k mentioned in [1, pp. 25-26]. 
If u k = 0, then stop, otherwise, the iterations continue. Pc(') is the metric projection operator 
which is defined in the literature as follows Pc[x] = yO E C, such that 
[Ix - -  y°[[  = min  [Ix - -  yll. 
yEC 
(1.6) 
Vector y0 exists and is unique since C is closed and convex. 
It is easy to see that the procedure (1.2)-(1.5) may stop at a nonoptimal point or begin cycling 
in which case the algorithm fails. However, if it generates an infinite sequence (of different 
points x k) and there exist ~ E C, k _> 0 such that f(~) _< f (xk) ,  for all k >/¢, then by Lemma 1 
in [1, p. 3o], 
(1) {x k} is quasi-Fejer convergent to the level set 
L(5:) = {y E C:  f (y)  <_ f (~)} ; (1.7) 
(2) {f(zk)} is convergent and l imf(z  k) = f(~); 
(3) {z k} is weakly convergent to some • E L(~). 
These results ensure that, under certain conditions, the sequence x k converges to a minimizer 
of (1.1) which is global due to convexity of C and f and which is unique if both C and f are 
strictly convex. 
To run the algorithm (1.2)-(1.5), it is assumed "that an 'oracle' is available which can provide 
an e-subgradient of f at any x C H" and "that we have a procedure which decides whether a 
given vector (the null vector in our case) is or is not a subgradient of f at x" [1, p. 26]. It is 
worth noting that, to use the projection operator Pc, another minimization problem (1.6) of the 
same kind as (1.1) with the specific functional f (y)  = ]Ix - Ytl, Y E C C H, should be solved at 
each step (1.3) of the algorithm if the current argument in (1.3) does not belong to the set C. 
In the subsequent paper [2], that was written later but published earlier than [1], the results 
of [1] are generalized onto uniformly smooth and uniformly convex Banach spaces with some mod- 
ifications of the algorithm (1.2)-(1.5) that mainly concern the consideration ofthe dual space B* 
(a Hilbert space is self-dual), the normalized uality mapping J : B --* B* and the generalized 
projection operator zrv[~] defined similarly to (1.6) with the substitution of the norm in (1.6) by 
the "generalized norm" V(qo, x), x e B, ~ E B*, see [2, formula (1.6)], which for a Hilbert space 
reduces to the standard metric projection (1.6) since H* = H. Constructions (1.3), (1.5), (1.6) 
are modified to suit the Banach space setting but the auxiliary optimization problem (1.6) still 
must be solved at each iteration if the bracket in (1.3) (see also [2, formula (1.8)]) happens to be 
out of the subset C C B (outer approximations to a minimizer x° E OC on the boundary of C). 
In the present paper, we propose to replace the point-wise descent algorithm (1.2)-(1.5) by the 
setwise descent, and also to relax the conditions on function f and on the set C. To achieve this, 
we do not use subdifferentials nor the metric or generalized projection operators, nor sequences 
of points {xk}. Instead, we use a nondegenerate measure, a corresponding integral, and when 
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necessary, a basis in a Banach space or a subset C thereof. Function f : C -~ R is not supposed 
to be convex; it is enough that its closure, see Section 3; be continuous and bounded below. We 
do not require that f (x )  be given as a formula; it should only be computable (pointwise), given 
xECC__B.  
A set C in (1.1) is not supposed to be closed, nor convex, nor even connected. To ensure the 
existence of all minimizers in (1.1) and reliability of the algorithm, see Section 4, the set C is 
assumed to be inf-compact and finitely inf-robust (for explanation of these terms, see the next 
section). 
We shall extensively use the level sets (1.7) which can be written in the form 
L(ck) = {y E C :  f (y )  <_ ca}, k = 1 ,2 , . . . .  (1.8) 
With this modification of expression (1.7), we can realize setwise descent of level sets (1.8) onto 
the entire exact set X ° C_ C of all global minimizers. 
Indeed, let c o be the unique global minimum value in (1.1) existing under our conditions on f 
and C. If in (1.8) we have ca < c G, then all L(ck) are empty. To avoid this situation, one should 
either guess a value cl > c G, or take, as in (1.2), a vector x 1 e C and calculate Cl : f (x  1) ~ c °. 
If by chance cl : c G, the problem is solved: X ° = L(cl),  which is self-evident from (1.8). 
However, we do not know c o in advance, so we assume that cl > c °. Now, if we apply a specific 
algorithm described in the sequel to produce a monotonic sequence 
cl _> c2 _> .. .  _> c,~ > c~+1 > .. .  > c o > -0% (1.9) 
with the corresponding sequence of nested level sets 
LI  _ L~ __D_ . . .  _D L,~ D L,~+z _D . . .X  G, L.~ = L(c~),  (1.10) 
then 
(a) if by chance an equality appears in (1.9), say, c~ = c,~+i, then the problem is solvecl: 
cm = c G, L,~ = X ° (a proof of this is given later); 
(b) if all inequalities in (1.9) are strict, then the algorithm guarantees that 
l imc~ = c G, (1.11) 
Go 
lim L,~ = ~'~ n (c~) = Z °, (1.12) 
so that the global optimal solution of (1.1) is found in the limit and approximated for 
sufficiently large m by (1.9),(1.10). 
The main idea of the method is to replace pointwise weak convergence of x k in (1.2)-(1.5) by 
set-wise contraction (strong convergence) of level sets (1.10) leading to the solution (1.11),(1.12) 
by virtue of certain specific properties of the algorithm. 
In the iterative process, we also need an "oracle" to compute the contour of the level sets 
in (1.8). This presents a computational challenge. However, the level sets can be approzhmated 
using Monte Carlo or other methods, and in some cases, the solution (c G, X °) can be found at 
once by resolution of a specific set-valued equation that represents the criterion (a necessary mad 
sufficient condition) for the existence of the global optimal solution. 
Thus, to be more precise, we solve the problem of finding the global minimum value 
c o = inf I (x) ,  x C C C_ B, (1.13) 
and the entire set of all global minimizers 
X ° = {x e C :  f (x )  = co}. (1.14) 
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Note that for finding the global maximum value, sup in (1.13), it is sufficient o reverse the 
inequalities in (1.8),(1.9) and to replace inf-compact, inf-robnst with sup-compact, sup-robust, 
reversing the corresponding inequalities in definitions below. 
Function f(-) and the set C in (1.13) may depend on time and some parameters in which case 
the solution (c °, X °) will also depend on those parameters. 
2. BAS IC  DEF IN IT IONS 
To make the paper self-contained, we reproduce below four known definitions (with a reference 
where they all can be found) and define a new notion of finitely inf-robnst subset in a Banach 
space. 
DEFINITION 2.1. (See [12, pp. 86-87].) A set F in a topological space U is said to be inf- 
compact with regard to a given functional f(x),  x E F C U iff f (x)  is bounded below, i.e., 
infz~F f (x)  = pO > --oo, and there exists 7 > 0 such that the set 
H~ = {x e F :  f(x) < pO +V)  (2.1) 
is nonempty and compact. 
To ensure the reliability of the algorithm described in the sequel, the set C in (1.1) is assumed 
to be finitely inf-robust. To explain this property, we first reproduce the following definitions. 
DEFINITION 2.2. (See [12, p. 83].) A set F in a topological space U is said to be robust if the 
closure of its interior coincides with its closure 
cl(int F) = cl F. (2.2) 
The empty set is robust. An open set is robust. A convex set with nonempty interior is also 
robust. A nonempty robust set has nonempty interior. Roughly speaking, a robust set is a 
"shaved" set. 
REMARK 2.1. In mathematical programming literature, it is usually assumed that the Slater 
condition (the existence of an interior point) is satisfied. If a nonempty set is robust (convex 
or nonconvex), then the Slater condition is automatically satisfied. The converse is, however, 
wrong: the Slater condition may be satisfied for a set that is not robust (thus, not convex~, and 
if that set is not inf-robust, the widely used mathematical programming methods would fail. 
DEFINITION 2.3. (See [12, p. 86].) A set F in a topological space U is said to be inf-robust 
with regard to a given functional f(x), x E F c U, if[ f (x)  is bounded on F from below, i.e., 
infzeF f (x)  : pO > -oo, and there exists V > O, such that the set 
[-I v = {x e F :  f(x) < p0 +7} (2.3) 
is nonempty and robust. 
We do not require that the set C C B in (1.1) be inf-robust. In an infinite-dimensional topo- 
logical space U, a nonrobust set of infinite dimension can possess an infinite sequence of subsets 
of different dimensions n = 0, 1, 2, 5,100,... ,n l , . . . ,  n2, . . . .  We require that this sequence be 
finite. 
DEFINITION 2.4. A set F in a topological space U is said to be finitely inf-robust if this set can 
be split in a finite number of subsets each of wh/ch/s inf-robust with regard to a given functional 
f (z) ,  x 6 F C U, in its own topology. 
A Banach space is a complete normed space and its topology can be induced by a norm. A 
Banach space with a basis contains ubsets of all dimensions n -- 0,1,2, . . . .  It follows from a 
unique decomposition of its element 
OO 
x = E aiei = a le l  q- a2e2 q - " "  q- anen +. . .  , (2.4) 
i=l 
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where the basis {ei} is such that series (2.4) converges to the same element x E B under any 
permutation of terms in (2.4); such bases are called Schauder bases [13]. If all ai = 0 for 
i > n > 1, then corresponding vectors {x} generate a subspace of dimension isomorphic to ~n 
with corresponding topology T,, n ---- 1, 2 , . . . .  Isolated points form discrete sets with a special 
discrete topology To (for n = 0). 
A set of fixed dimension, say, a plane for n = 2, may have different opologies depending on a 
definition of neighborhoods (for a plane, neighborhoods ofthe origin can be defined as x~ +x 2 < ~ 
Ix1] + Ix21 < 5, IXll < 51, and Ix21 < 52, etc.). Such topologies are all equivalent in the sense 
that given a neighborhood R in topology % notation }~ E % there exists a neighborhood }~' E r I 
such that R c R', and vice versa. To different opologies correspond ifferent measures which 
depend also on a chosen measure function [14, pp. 24-25]. A surface can be bended and twisted 
which modifies all its topologies and corresponding measures, Since the resulting solution of (1.1) 
produced by the integral global optimization algorithm below does not depend on a particular 
topology nor on a measure chosen to construct an integral, see [12, Section 3.1, pp. 75-81], we 
allow for any choice of topology and corresponding nondegenerate measure. 
Now, it is clear that a non-inf-robust but finitely inf-robust set C E B can be treated by 
separately considering its constituent inf-robust subsets in their own topologies, see the algorithm 
below. 
We conclude this section with a definition of a nondegenerate measure, not to be confused with 
nonnegative measures which may well happen to be degenerate. 
The class of nondegenerate measures, referred to as Q-measures, was considered by Zheng et 
al. [15-18]. To such measures correspond various Q-measure spaces which, to our knowledge, do 
not appear in the most of current literature. The main idea is that a nondegenerate measure 
allows us to construct an integral that would account for all neighborhoods of a Q-measure space. 
In a Hausdorff topological space U, let £t be a a-algebra on U and # a measure on ~. 
DEFINITION 2.5. (See [12, p. 82].) A measure space (U, ~, ~) is said to be the Q-measure space 
if 
(1 °) gt is a Bore/field (algebra) on U; 
(2 o) > 0 nonempty open set e a; 
(3 °) #(K) < co for each compact set K C U. 
The Lehesgue measure space (~n, ~t, #) is a Q-measure space for any n = 1,2, . . . .  Such is also 
the nondegenerate Ganssian measure space (H, ~, #) on a separable Hilbert space I19]. A wide 
class of measures known as Radon measures contains the Lebesgue measure which is a Q-measure, 
and the unit mass measure (Dirac measure) which is not a Q-measure in R ~. 
In order to consider global optimization with respect o finitely inf-robust sets of a Banach 
space, we need to expand Definition 2.5 as follows. 
DEFINITION 2.6. A measure space (U, ~, p) is said to be the Q-measure space if it is composed 
of a finite number of subspaces (Ui, ~i, #i), i = 1, . . . ,  s, each of which is a Q-measure space in 
its own topology in the sense of Definition 2.5, and the union [y  i=l U~ =U. 
If U = R", then Ui are of different dimensions or curvature (to include manifolds). We do not 
require that Ui be disjoint. In a nondegenerate Q-measure space, an integral can be constructed 
component-wise for each Ui whose values form s-vector in ]~. 
3. SETWISE  DESCENT AND A PROTOTYPE EXAMPLE 
For every correct theory, there is a counterexample. For Riemann integration, this example 
was furnished by Dirichlet's function 
1, if x is irrational, 
~(x) = 0, if x is rational, x e [0,1]. (3.1) 
The Pdemann integration process fails for ~(x) and its Riemann integral does not exist. 
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This fact has lead to the introduction of Lebesgue integral with a different integration process, 
see [20] for details and comparisons. 
Since the measure of the sets 
~(X0) = ~ {x E [0, 1] : ~(x) = 0} = 0, 
(3.2) 
 (x1) = {x e [0,1]: = 1} = 1, 
so the Lebesgue integral of (3.1) exists and has the value 
(L) ~(x) dx - 1. (3.3) 
Now, consider another function 
l+xtana ,  if x is rational, aE  0 ,3  , 
¢(x, ~) = (3.4) 
0, if x is irrational, x ~ [0, 1]. 
For this function, Lebesgue integration is applicable, and Lebesgue integral has the value 
/o (L) ¢(x, ~) dx -- O, Ya  E , (3.5) 
not reflecting the profile of ¢(x, ~) for different c~. 
There is a simple way out of this difficulty. 
DEFINITION 3.1. (See [21, p. 942].) A function f : R --* R is called closed if its every accumulation 
point (x, y) represents a function value, that is, f (x)  = y. 
Functions ~(x), ¢(x, a) are nowhere closed. The closure of ¢ is a double-valued function 
~(z ,c~)=0 and ¢(x ,a )= l+xtanc~,  xe[0 ,1 ] ,  0, . (3.6) 
For the function in (3.6), the usual Riemann integration is valid but we have to introduce a 
double-valued integral of the Pdemann type 
(VR) fo 6(x ,~)dx= x+ x 2tana, c~C 0 ,~ , (3.7) 
0, 
fully reflecting the profile of ~(x, ~). 
Now we shall use integral (3.7) to solve the problem 
inf¢(x,c~), x E [0, 1]. (3.8) 
Let us begin with the branch of ¢ that corresponds to the first value of the integral in (3.7). 
Consider the level sets 
n(c )={xE[O,  1 ] :~b(x ,a )= l+xtana<_c} ,  ~E 0,-~ . 
To have L(c) ~ ~), nonempty, take sufficiently large c, for example, c = 143. Then, for a < 
arctan142, we have n(c) = [0,1], otherwise L(c) = [0,x0] C [0, 1) with x0 -- ( c -  1)cotana. 
Another way to assign the level constant is to take arbitrarily xo E (0,1] and set c ---- 1 + xo tan c~. 
In both cases, we get the first upper bound in (3.8) as Cl = 1 +xotana ,  xo E (0, 1], and the first 
exact level set is 
L1 = L(cl) = {x E [0,1] : 1 +xtana  < c1, cl > 1}. (3.10) 
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The mean value of ¢ over L1 is 
1 
c~-  ~(L~) 
tana  f~0 1 cl 
c1--I /o (1H-xtan~)dx=5-F-2" (3.11'I, 
Clearly 1 < c2 < cl. Repeating steps (3.10),(3.11), we replace cl with c2 of (3.11), cl := c2, in 
the right-hand sides, and obtain 
1 c2 3 cl (3.12) 
c3=2 +~=4 + 4" 
It is easy to see that the sequence c~ of (1.9) is given by 
Cm --= 1 + 2(Cl -- 1)2 -'~, m = 2, 3,. . .  ; Cm --+ 1, as m --* oo, (3.13]} 
and the level sets L,~ of (1.10) contract into one point 
limLm = 5 L,~ = X ° = {0}. (3.14) 
rn=2 
Thus, solution of (3.8) for the nonzero branch of ¢(x, a) in (3.6) is the singleton (c °, X °) :: 
(i, {0}). 
For the zero branch ¢(x,c~) - 0, we put in (3.10) any Cl > 0, then L1 = [0, 1],/z(L1) = 1, and 
c2 = 0 in (3.11). Repeating, we get from (3.10) with c2 = 0, the level set L2 = [0, 1], then c3 = 0, 
etc., so c~ = 0, Lm = [0, 1], Vm, yielding the solution (0, [0,1]) = (c°,X°). Since c o < c °, ou:~ 
final global optimal solution for the double-valued function ¢(x, a) of (3.6) is (c °, X °) = (0, [0, 1]). 
We see that for multivalued functions, a number p of different integrands corresponding to par- 
ticular branches hould be considered. Similarly, if a function is single-valued but x 6 X C IR" 
and the feasible set X contains q subsets of different dimensions, then different measures corre- 
sponding to different opologies of constituent subsets lead to different integrals. The collection 
of all those integrals is what we call the multivalued integral V = (VI, . . . ,  VN), where N = pq 
is the total number of different components and corresponding solutions (c °, X°), i = 1, . . . ,  N, 
from which we obtain the global optimal solution (c °, X °) where 
c °=minc° ,  X °=UX~,  such that c °=c  o , l _< i , j<N.  (3.15) 
J 
For p = q = 1, this method called integral global optimization method was proposed by Zheng et 
al. in [15-17], then applied for control problems and differential games in [12]. Here, we extend it 
to global optimization of multivalued functions in Banach spaces with a basis, and over a set that 
may be not inf-robust. It requires the introduction of different opologies, various Q-measures, 
and corresponding integrals relevant o a particular problem under consideration. Such specific 
Q-measures exist, and some examples of their practical construction are presented in [12, pp. 110-- 
123,231-238]. For continuous functions, the Riemann integration will usually suffice, as well as 
for essentially measurable functions (i.e., not piecewise continuous) with the continuous closure 
as in (3.6). A collection of Q-measures and the corresponding integrals can be constructed using 
the product of Q-measures defined on the axes of a Schauder basis of a Banach space with the 
application of the Kolmogorov extension theorem [22, pp. 191-193], see also [12, p. 112]. 
4. MULT IPLE  SET  CONTRACTION ALGORITHM 
We consider a bounded below, finitely multivalued function f : C --~ • with continuous closure 
over an inf-compact, finitely inf-robust set C in a Banach space B with a Schauder basis. The 
algorithm below represents a parallel realization of the abstract integral optimization algorithm 
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described in [12, pp. 88-98], suitably modified in a doubly vectorized framework. When necessary, 
references are given to some lemmas and theorems in [12] proved for a single-valued continuous 
function over an inf-compact, inf-robust set in a topological space which can be extended to our 
case .  
THE ALGORITHM. Take an initial vector 
and compute the values 
z 1 • c (4.1) 
f i (x l )= {c~}, i• I1 ,  cardIl=N1, (4.2) 
1 where c i are values rendered by all N1 branches fi(') of f(x) at x 1. Calculate 
C 1 ---- mince, i • /1 ,  (4.3) 
which is the first level constant and also the first approximation to the global minimum value 
c o = inf f(x), x • C. 
If x I • C is difficult to assign, a sufficiently large value c 1 is usually known beyond which 
problem (1.13),(1.14) is of no interest. 
Define the collection of level sets 
L i½={x•Cj : f i (x )<c l} ,  i • I~CI1 ,  j • J1 .  (4.4) 
Some branches may be above the level c 1, thus discarded (L~ = 0 for some i • I1), so card I~ < N1 
in this case. Here, Cj are subsets in C with different opologies and measures. 
Compute the mean values 
and calculate 
c' 2= 1 ~ fi(x) d#j, iC I *  - -  1, J • J1 ,  (4 .5)  .5 (Llj) 
.2 = min i e I ; ,  j e J, ,  (4.6) 
which is the second level constant and also the second approximation to the global minimum 
value c °. 
REMARK 4.1. Relation (4.5) is valid iff #j(L}~) > 0, and in this case, it is clear that ~ < c 1, 
Vi, V j ,  thus c a <_ c 1. Theoretically, the integral in (4.5) can be considered with respect o any 
Q-measure (see Definition 2.5 in Section 2) which should be suited to the problem under consid- 
eration. A choice of Q-measure affects intermediate calculations but the global optimal solution, 
i.e., c °, X ° of (1.13),(1.14) remains the same, cf. [12, pp. 75-79], and its close approximations 
differ slightly due to continuity of the integral. With the use of successive axes of a Schauder 
basis, the computation ofthe integral in (4.5) for the closure of functions f~(x), see Definition 3.1, 
is reduced to evaluation of successive multiple Riemann integrals along the axes, that is, in •k, 
k = 1, 2 , . . . ,  thereby precision is not required until the final approach to the exact solution c°, X °. 
For this case, with application to optimal control (Fourier axes in Hilbert space), the Gaussian 
and uniform Q-measures are actually constructed in [12, pp. 110-123,231-238]. An example of 
such calculations is given in Section 5 for x = (cl,c2) in (5.12) and x = {a2k, k = 1,2, . . .} 
in (5.21), (5.27)-(5.30). 
REMARK 4.2. If/zj(L~j) = 0 for some i, j ,  it means, see Lemma 3.2 in [12, p. 89], that c 1 is 
the global minimum value of the branch f~(x) over subset Cj. In this case, if at least one other 
ci j2 _< c 1, the branch fi is to be discarded over Cj. If ~j _< c 1, V j,  then f~(x) is discarded 
2 < c 1, Vi, then the subset Cj is discarded altogether. altogether; if c~j _ 
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After such possible deletions, replace c 1 in (4.4) by c 2 of (4.6) and define the second collection 
of level sets 
Li~ = {x • Cj: fi(x) <_ c2}, i • /2  C_ I~, j • J2 _C J1, (4.7) 
where/2, J2 are sets of indices after possible deletions by c 2 < c 1 of all i, j ,  for which #j (Lilj) = 6. 
If c 2 -- c 1, then the problem is solved 
= c 2. (4 .8)  c° = c2' X° = U Li½, for which c O 
i , j  
If c 2 < c 1 , repeat the process computing ci 3 and c a by (4.5),(4.6) for L2j of (4.7), then ci4j 
and c a, etc. For computation of multiple integrals in (4.5), see, e.g., [23,24]. 
In this process, we obtain nested sequences (1.9),(1.10) where am are values from (4.3),(4.6), 
etc., and Lm are unions of corresponding undeleted level sets LiT defined above. 
If all inequalities in (1.9) are strict, then, for continuous closure of finitely multivalued functions 
over finitely inf-robust set C, all inclusions in (1.10) are also strict, and the process is infinite. 
In this case, due to our assumption that there is a finite number of continuous branches fi(x) 
(recall that f is closed) over a set C C_ B which is inf-compact and consists of a finite number 
of subsets Cj each of which is inf-robust in its own topology, we can formulate the following 
theorems. 
THEOREM 4.1. We have 
limc "~ = c o = inf f(x). (4.9) 
xEC 
PROOF OUTLINE. Monotonically decreasing sequence (1.9) of real numbers bounded below by 
c o > -co ,  tends to a limit. Then, inf-compactness and finite inf-robustness of C are used to 
assert hat this limit cannot be greater than the global min-value in (4.9). 
THEOREM 4.2. We have 
co 
= U = N = x0  = {x  • c :  : (x )  = c0}  (4.10) 
i, j m=l  i,j 
PROOF OUTLINE. Nonempty sets Lm from (1.10) composed of unions of sets in (4.4),(4.7), 
etc., are inf-compact and nested by construction, and thus, their intersection X ° of (4.10) is 
nonempty. Then, finite inf-robustness i  used to assert hat X ° does not contain points x* for 
which f(x*) > c °. 
The complete proofs of these results follow the same ideas as in two different proofs of The- 
orem 3.1 in [12, pp. 95-98], but they are more involved due to intermediate deletions of some 
branches fi and some subsets Cj. So, we refer the reader to [12] for a proof when i = j - 1. Note 
that Q-measures in different opologies are needed in order that integrals in (4.5) account for all 
subsets of C. In contrast, a basis in C is not required for the theorems in this section, nor for 
the algorithm above. A Schander basis in C C B is required only if successive approximations 
over the axes are used for computations, ee the example in Section 5. 
REMARK 4.3. It is clear that one can use some available xk E C from (1.3)-(1.5) to speed up 
the convergence of the above algorithm by generating some level constants without computing 
integrals in (4.5) 
c k = nn'.'n :i (x/C) . (4.11) 
REMARK 4.4. The presence of isolated points in C does not disturb the iteration process. The,: 
can be treated as a special subset of C with discrete topology ~-0 whereby the integrals in (4.5) 
are replaced with finite sums so that c~ for such subsets are simply arithmetic averages. Still 
better and simpler to use them in (4.11) or (4.2),(4.3) to determine a smaller level constant. V~e 
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do not consider the case of infinitely many isolated points in C. If for all isolated points x0j E C, 
we have fi(xoj) > c °, Vi, V j, they will be simply discarded at some iteration. If c o is attained 
only at one or several isolated points, then the process is finite. 
REMARK 4.5. Since c m in (4.4), (4.6), (4.7), (4.9) are not supposed to be function values at 
some x m E C, it is clear that the algorithm does not stop lest the problem is solved. Hence, 
the continuity of the closure cl f (x) is not required for the iteration process. It is sufficient hat 
cl f (x) be integrable in the sense of (4.5) at each branch f~(x). However, the continuity is required 
for (4.10) to be valid, see the proof of Theorem 4.3 below. 
If C is inf-compact, hen starting from some m = M, all LiT in (4.10) will be compact so that 
the intersection is nonempty and renders the entire set X ° of all global minimizers. 
The condition of inf-compactness i  usually very difficult to verify. So, we want to get rid of it. 
THEOREM 4.3. If C is closed and inf f (x)  is attained in C, then (4.10) is still valid. 
PROOF. Consider a point x0 E C such that f(xo) = c o = inf f(x).  If x0 is an isolated point in C, 
it cannot be discarded, thus, x0 E X °. If x0 is an accumulation but not interior point in C, such 
that 3Xs E X °, Xs --+ x0, then x0 E OX ° (the boundary of X°). But f is continuous over C, 
including at x0, thus, within a neighborhood of x0 all level sets are closed so that within this 
neighborhood the set X ° is also closed, hence, OX ° E X ° and x0 c X °. 
Shortly, if C is closed and contains all points of inf f(x),  then X ° is closed and contains all 
global minimizers (though X ° can be unbounded if C is not inf-compact). Note that X ° is 
"clean", i.e., it does not contain points x E C for which f (x) > c °. 
If C is not closed and X ° = 0, then the algorithm still renders good suboptimal solutions. 
THEOREM 4.4. For any ¢ > 0, there is m such that c o < c m < c o + e and the closed set 
Y = U~,i cl L~'~ contains the closed set f(o rendered by (4.10) for the closure C. 
PROOF. The greatest lower bound c o = inff(x) ,  x E C exists for any C since f is bounded 
below. Thus, the existence of such m foUows from Theorems 4.1 and 4.2. All isolated points x0 
such that f(xo) = c o are obviously in Y (they are also in X ° which is nonempty in this case). 
If x0 is an accumulation point, then by continuity of f ,  the interval (c °, c m] belongs to the range 
of f over C and X ° C Y follows. 
REMARK 4.6. In applications, the set C C B and the functional f : C --* R are defined by a 
concrete problem P, and it may well happen that global optimization is to be carried over a 
closed bounded finite-dimensional set K C R ~. It simply means that the interpretation operator 
A : P --* K transforms an infinite dimensional, possibly noncompact set of controls in P into a 
closed bounded set K C ~,  usually with small n, see Section 5. Even if it is not the case, a good 
suboptimal solution over a noncompact C can usually be obtained by successive optimization 
along the axes in a basis of B, see Section 5 below. 
5. EXAMPLE 
Consider the problem of the vertical soft landing of a vehicle (a satellite from on orbit, a plane 
of the Harriott type with vertical take-off and landing). In the usual xt-coordinates (x = altitude, 
t = time), the equation of motion is 
d2x ( dx)  (5.1) m-~ = -mg + f t, x, -~ , 
where m is a constant mass, g ___ 9,8m/sec 2 is the gravitational acceleration, and 1(.) is an 
external (reactive) force which is bounded (with f(-) -~ 0 it becomes a free fall). If we divide (5.1) 
by m and then by the bound, the equation takes a simple form 
d2x 
dt 2 = u, I~1 <-- 1, t _> 0, (5.2) 
where x in (5.2) is proportional to x in (5.1). 
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The vertical component of velocity on a circular stationary orbit is zero, so adding initial 
conditions and writing (5.2) as a normal system of the first-order equations, we have 
dx dv 
d- t=v '  ~=u,  lu l< l ,  t_>0, x (0 )=z0>0,  v(0)=0.  (5.3) 
Soft landing means that after some finite time T > 0 the vehicle should be on the ground, 
thus, x(T) = O, and without an impact, hence, also v(T) = 0. A natural requirement is that the 
landing time be minimal: T = min. This minimum-time two point boundary value problem is 
considered in all books on optimal control. 
Technically, reactive force is usually realized as a short time thrust of constant power. So, let 
us try to find the minimum-time solution in the class of bang-bang controls 
f cl <0, fo r te [0 , t l ) ,  Ici[_<l, 
u(t) (5.4) l c2>0,  fo r tE [ t l ,T ) ,  ]c2I_<1, 
where signs reflect he fact that the vehicle is first accelerated down to Earth and then decelerated 
for soft landing after the moment of switching tl. 
Note that the set of controls u(t) C L2(0, T), lu(t)t < M is noncompact since the trigonometric 
orthonormal system which is a basic in L2(0, T) contains no convergent subsequence for M _> 1. 
However, the set of bang-bang controls (5.4) is a compact in R 3. Thus, problem (5.2) with a 
noncompact infinite-dimensional set of controls is transformed into problem (5.2)-(5.4) with a 
compact set of controls in N 3. 
Integrating system (5.3) with control (5,4), we have on [0, tl] 
~0 tv l ( t )  = ~dt  = c¢ ,  v , ( t l )  = c l t l ,  (5.5) 
fo 
t clt 2 clt~ 
xl(t) =X0+ vl(t) d t=xo+-~- - ,  x l ( t l )  = xo + -~--  (5.~) 
Similarly, we obtain for [tl, T] 
v2(t) = vl(t l)  + c2 dt = Clt I -t- c2( t  - -  tl),  (5.7) 
~i cit2i . . . .  
x2(t) = xl(tl) + v2(t) dt = xo + T -t- c1~I[~ - tl) q- 2 ( t  - ~1) 2. (5.8) 
At t = T, we have the boundary conditions 
v2(T) = cltl + c2(T - tl) = O, (5.9) 
Cl  t2  , ~ r,.~ 
x2(T)  = x0 + -~-  * C l~t~ - t l )  + 2 (T  - t l )  2 = 0. (5.10) 
Expressing tl from (5.9) 
c2T 
t~ - - - ,  (5 .11)  
c 2 - -  C 1 
substituting it into (5.10) and solving for T, we obtain 
T [2x° (c l - c2) ]  1/2 
= - - -  , (5.12) L clc2 
to be minimized. Removing from (5.12) the constant factor 2v/'ff~ and the square root, we write 
the level sets 
Lk = L(hk) = {cl,c2 : - !  < cl < O, O < c2 < l, cl -c------.~2 <_ hk } (5.13) 
142 A. BALB~.S et al. 
and the mean value relation 
1 ~L Cl -- c2 dcldc2, k = 1, 2, (5.14) hk+l --- #(Lk------) k clc-----~ . . . .  
Putting (5.13),(5.14) on a computer, one gets the solution 
1 
limhk = 2, Train = 2v'~,  tl --- ~T -- v~.  (5.15) 
This solution can also be obtained by the maximum principle, and it can be expressed as a 
feedback with at most one switching ~=1 at the corresponding parabola. 
A drawback of this solution is that a jump in acceleration produces a soft impact that may 
be harmful for people in an aircraft or spacecraft. Let us see what can be done with continuous 
controls. 
Expanding u(t) in the half range sine series (a complete orthonormal system) 
co 
u(t) = ~_~ an sin L T 
n~rt 2 nTr t  
--~-, an=T~o u(t) sm" ~dt ,  n=l ,2 , . . . ,  (5.16) 
and integrating (5.3) with this representation f control, yields 
v(t) = u(t) dt = -- 1 - cos , 
7( 
oo oo 
an  . T2  smn t 
x(t) = xo + 7r ~= n 7r 2 n=l n T " 
For soft landing, it is required that 
(5.17) 
(5.18) 
v(T) T ~ _~ (1 cosnTr) 2T ( a3 a5 ) . . . . .  a lq -  q- -~ . . . .  O, 
T 2 f i  an T2 co '~  a2k 
x(T)  = xo  + - -  - -  = xo  + . = O, 2k 7( n 7( 
n=l  = 
(5.19) 
(5.20) 
where we have excluded from (5.20), the zero sum of odd terms in (5.19). From (5.20), we get 
T = -~rx0 
to be minimized by a proper choice of terms in the sum 
(5.21) 
oo 
~"~ a2k a2 a4 
2k -- 2 +-4- +""  " (5.22) 
k=l  
Representation (5.16) contains all possible controls including bang-bang controls. 
By Parceval's identity, we have 
oo 2 ~oTu2dt < 2, for lu(t)l < 1, (5.23) 
= - _ 
n=l  
and, due to (5.19), controls are represented by 12 vectors 
u(t)  ~=~ (o, ~2, o, ~4, o, ~6, • • • ) .  (5.24) 
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To realize setwise descent (4.4)-(4.8) in this Hilbert space, it is convenient to proceed by Fourier 
axes. Set all a2k  ~- 0 for k > 1, and according to lul < I in (5.23), take a2 ---- -1.  For this choice, 
we have 
T -- ~/ -2~x0 = 2v /~0 ~_ 2.507x/~ ' (5.25) 
V a2 
greater than Train = 2v/~. It is easy to see that soft landing conditions (5.19),(5.20) are satisfied 
exactly, and with resulting control u(t) = -sin(21rt/T) there are no soft impacts. 
Now, fix k = m, let a2k = 0, for all k ¢ m and take a2rn -- -1  according to (5.23). Then, 
instead of (5.25), we obtain 
= 2V  04-  2.507v 4 , (5.26) 
thus, T(m)  ---+ cc as m ---* oo monotonically with the rate V~ which means that estimate (5.25) 
is nonimprovable by a choice of the axis. We see that the Fourier coordinate system (5.16) is in 
the "natural" order with respect o the functional infT(u(.)), and the increase rate is v/-~. 
To improve estimate (5.25), the only way is to take two axes in (5.24) and, since it is in the 
natural order, one should take the next axis aa together with a2 under the condition 
a2 27rt 47rt sin -~- q- a4 sin -~- < 1, t e [0, T]. (5.27) 
Of course, we can organize descent under the general scheme (4.4)-(4.8) as in (5.13),(5.14). To 
save space, we will only demonstrate what kind of improvement can be achieved by" taking two 
axes instead of one. For t = T /8 ,  we have in (5.27) 
a2-~-~+ a41_ l  , (5.28) 
so with a2 = --1, one should take 
a4 = -1  + =-0 .293 ,  (5.29) 
2 
yielding 
= 2.342 . 
T = ~ a2 /2  + a4 /4  
It is clear that more axes should be added for a good approximation to the minimal anding 
time. Since a 2 -b a42 = 1.086 well below 2 in (5.23), one must be careful with using the Parceval 
identity with the upper bound produced by the optimal control; instead, one should use the 
original bound [u(t)[ <_ 1. 
Also, attention should be paid to a good choice of a basis which depends on the problem. For 
our example, the best choice is the Haar basis [24,25] where the optimal solution is achieved in 
just one axis which we have actually done in the above bang-bang solution. 
6. CONCLUSIONS 
A general set contraction algorithm is described and studied for nonconvex nonsmooth full 
global optimization i  a Banach space with a basis. Bounded multivalued functionals are consid- 
ered over inf-compact finitely inf-robust sets that may be nonconvex and nonconnected. Level 
sets are employed to design a setwise descent onto the set of all global minimizers. Theorems are 
proved to generalize the algorithm for the cases of non-inf-compact and/or non-inf-robust ets 
in a Banach space. Computer implementation is discussed, and an application is considered to 
the problem of the vertical soft landing of an aircraft. The paper continues the line of intensive 
current research in mathematical programming with important applications to control. 
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