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Abstract. Retinal vessel segmentation plays an important role in the diagnosis of eye diseases and is consid-
ered as one of the most challenging tasks in computer-aided diagnosis (CAD) systems. The main goal of this
study was to propose a method for blood-vessel segmentation that could deal with the problem of detecting
vessels of varying diameters in high- and low-resolution fundus images. We proposed to use the particle
swarm optimization (PSO) algorithm to improve the multiscale line detection (MSLD) method. The PSO algo-
rithm was applied to find the best arrangement of scales in the MSLD method and to handle the problem of
multiscale response recombination. The performance of the proposed method was evaluated on two low-
resolution (DRIVE and STARE) and one high-resolution fundus (HRF) image datasets. The data include healthy
(H) and diabetic retinopathy (DR) cases. The proposed approach improved the sensitivity rate against the MSLD
by 4.7% for the DRIVE dataset and by 1.8% for the STARE dataset. For the high-resolution dataset, the pro-
posed approach achieved 87.09% sensitivity rate, whereas the MSLD method achieves 82.58% sensitivity rate
at the same specificity level. When only the smallest vessels were considered, the proposed approach improved
the sensitivity rate by 11.02% and by 4.42% for the healthy and the diabetic cases, respectively. Integrating the
proposed method in a comprehensive CAD system for DR screening would allow the reduction of false positives
due to missed small vessels, misclassified as red lesions. © 2018 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI:
10.1117/1.JBO.23.5.056004]
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1 Introduction
The extraction of the retinal vasculature from fundus images is
an important step for the diagnosis of eye diseases. The inspec-
tion of the retinal vessels is considered an integral part of the
medical examination in ophthalmology. Possible morphological
changes in the appearance of the vascular structures in the retinal
image can be the result of manifestations of many systemic dis-
eases, such as cardiovascular1 or diabetes2 pathologies. As an
example, the vessel caliber can act as a biomarker for coronary
heart diseases,3 and the growth of new vessels is considered as a
landmark for the transition of a retinopathy to the proliferative
stage, which is related to high risk of blindness. According to
the World Health Organization,4 diabetic retinopathy (DR) is
the leading cause of blindness in developed countries, and it
is estimated that 4.8% of 37 million diabetic patients become
blind due to DR. Worldwide, 333 million diabetic patients in
the next 10 years will require retinal examination each year,
which will greatly increase the workload on ophthalmologists.
To cover larger populations and reduce the disease’s impact
through earlier detection, computer-aided diagnosis (CAD)
systems have been proposed to assign the patients to different
eye-care specialists depending on the type of treatment required
and to reduce the patient/ophthalmologist ratio. The automatic
segmentation of retinal vessels is usually the first step in a
CAD system.5 In addition, this information is provided to the
physician to assist him in clinical assessment of many other
pathologies. For example, vessel segmentation is a prerequisite
step in the evaluation of retinopathy of prematurity,6 extraction
of measurements on the vessel diameters,7 detection of the fovea
region,8 detection of arteriolar narrowing,9 or even in computer-
assisted laser therapy of retinopathies.10 Thus, even if many
algorithms were proposed in the literature for an automatic
detection of retinal lesions in fundus images without retinal ves-
sel segmentation,11–15 an accurate segmentation of small retinal
vessels is still needed for assessment of other diseases.
A considerable amount of work on the automatic retinal ves-
sel segmentation problem has been reported in the literature.16
The available methods can be classified into two main catego-
ries: supervised17–22 or unsupervised.23–34 Supervised methods
utilize classifiers to categorize image pixels as belonging to
either retinal vessels or background (nonvessel). Various
types of classifiers based on machine-learning methods have
been proposed in the literature to classify the different regions
of interest from a set of extracted features. Among these, support
vector machines,17 artificial neural networks,18 the K-nearest
neighbors,19 lattice neural networks,20 and the Gaussian mixture
models21 have been used. Lately, deep-learning classifiers have
been proposed, such as convolutional neural networks,22 in
order to avoid the extraction of handcrafted features. Overall,
the recent methods based on supervised learning provide
good results. However, the performance of the algorithms
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depends on the careful tuning of its parameters, which increases
its training time. Second, the methods require a manually
labeled set by an expert, which is a very tedious and time-con-
suming task.19 On the other hand, the unsupervised approaches
attempt to find the blood vessels in the retinal images without
any prior labeling information. The different proposed methods
are categorized into either clustering or intensity-based tech-
niques. Clustering32,33 is the most widely investigated approach,
in which a feature-designed space is used and the pixels are clas-
sified into two clusters, either vessel or nonvessel, based on their
relative distance in the feature space. The features are extracted
from intensity-based characteristics, such as the grayscale level,
the gradient, the local texture, or the derivatives. Intensity-
based methods consist of detecting the vessels by identifying
specific image patterns that discriminate the vessels from
other structures. These include the morphological operators,23
model-based methods,24 matched filtering (MF),25 multiscale
line detector methods,26 vessel tracking,27 multiscale vessel
segmentation methods,28 and bioinspired algorithms/heuristics-
metaheuristics.29–34 However, the existing clustering methods
require the correct initialization of a predefined number of
clusters to avoid the trapping of the cluster centeres into a local
minimum. For the intensity-based methods, the drawback is that
sophisticated approaches have to be employed to deal with
a crossover or bifurcation point due to the complexity of the
intensity profile at these regions. Since vessel crossover or
branching points are not well displayed, these methods usually
tend to terminate at these points, and this leads to the incom-
pleteness in the detection of all vessels.26
Thus, blood-vessel segmentation from retinal images is still
a challenging task, even if several line detection methods have
been proposed to resolve this problem.35 Based on the basic
line detector, Nguyen et al.26 proposed the multiscale line
detection method (MSLD) in order to accommodate the vari-
ous vessel sizes that appear in the retinal image. This method is
considered as the most effective approach in the segmentation
of the large- and medium-sized vessels compared to existing
methods. However, the MSLD method does not take into
account the fact that blood vessels generally yield the optimal
line response in a specific scale that corresponds to their
specific size. The method uses all the available scales
exhaustively, which is expensive. Moreover, small vessels’
line response decreases when higher scales are used, because
a large averaging area is performed to normaliz the overall
response. Recently, Christodoulidis et al.36 proposed a hybrid
approach based on the combination of the tensor-voting
framework37 and the MSLD method, in order to overcome
the limitations of this approach in handling the smallest
vessels. However, the time complexity of this approach is
very high compared to other methods.
On the other hand, several nature-inspired optimization
algorithms have been proposed for the segmentation of retinal
blood vessels. However, most of the existing bioinspired algo-
rithms do not take into account the different characteristics of
the thin and the large vessels in their optimization process,
because they use only a single criterion based on a specific
feature. For example, a genetic algorithm is used by Al-Rawi
and Karajeh29 to obtain the optimum thresholding parameters
for the MF response. Cinsdikici and Aydın30 used an ant
colony algorithm and a hybrid model of the MF to reduce
the strong response from the boundary of the bright or dark
diabetic lesions, which in turn reduce the false positives (FPs).
Moreover, Asad et al.31 proposed a new feature selection
approach based on ant colony optimization in order to mini-
mize the classification complexity by removing redundant
features. In Ref. 32, the probabilistic fuzzy c-means (FCM)
clustering objective function is optimized by a cuckoo search
technique to find the best segmentation.
Even though many promising methods based on nature-
inspired optimization algorithms have been proposed in the
literature, the methods can be improved by taking into account
local context information. Recently, Hassanien et al.33 and
Emary et al.34 showed that the inclusion of several criteria in
the segmentation phase gives satisfactory results and helps to
extract the thin vessels. In Ref. 33, for example, the proposed
algorithm is based on two levels of clustering. At the first
level, the artificial bee colony (ABC) optimization algorithm
on the FCM function was used to localize medium-diameter
vessels. At the second level, the obtained cluster centeres were
enhanced using a pattern search optimization approach with
emphasis on localizing small-diameter vessels, where the thin-
nest ratio was used as a fitness function for the pattern search
algorithm. In Ref. 34, an algorithm was proposed based on the
flower-pollination-search (FPSA) and the pattern-search (PS)
algorithms. As a first step, the FPSA algorithm searches the
full vasculature from the retinal images, then the PS algorithm
is used to localize the thin vessels that are not identified by the
first optimization algorithm. However, the limitation of these
methods is that they optimize the different criteria separately
by using different optimization algorithms, which is time-
consuming. Nevertheless, particle swarm optimization (PSO)
techniques have been able to outperform standard algorithms
for segmentation of biomedical images.38
In our previous preliminary work,39 we applied the PSO
algorithm to improve the MSLD method for the retinal
blood-vessel segmentation problem. The PSO algorithm was
adapted to find the best scales in the MSLD method. The pro-
posed method demonstrated fast convergence to the optimal sol-
ution, with better vessel segmentation than the MSLD method,
using fewer scales. However, the initialization step, which con-
sists in choosing two specific scales representing the size of
small and large vessels, negatively affects the optimization con-
vergence of the algorithm, due to the limitation of the search
space of the PSO algorithm. In addition, the method did not
take into account the line response recombination problem of
the various scales in the MSLD method. Finally, the segmenta-
tion performance was validated only on healthy subjects from
a single public high-resolution fundus (HRF) image database.
In this work, we exploited the flexibility of multiobjective
fitness functions and the power of the PSO algorithm to find
the best arrangement of the available scales and to overcome
the drawbacks of the scale response recombination in the
MSLD method. The sensitivity and the specificity measures
were used simultaneously as objective functions, in order to
evaluate the result of the PSO algorithm at each iteration.
To validate experimentally the performance of the proposed
method, two low-resolution fundus and one HRF image datasets
were used.
The organization of this paper is as follows. Section 2
presents the concepts of the proposed retinal blood vessel seg-
mentation algorithm. In Sec. 3, we discuss the experimental
results obtained from applying the proposed method on three
widely used publicly available retinal image datasets. Finally,
the conclusion is given in Sec. 4.
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2 Method
The method used to extract the vessels from the retinal images is
described in this section. First, we introduce the algorithm pro-
posed by Nguyen et al.,26 which represents the first step of our
method. Then, we present the basic concepts of the PSO algo-
rithm. The proposed method involves the process of finding the
best arrangement of the line-detection scales, by application of
the PSO algorithm (Sec. 2.3). Finally, the proposed recombina-
tion step is presented in Sec. 2.4.
2.1 Multiscale Line Detection Algorithm
The MSLD method26 is a generalized model of the single-scale
line detection method.17 As first proposed, it uses a straight sam-
pling segment of variable length L that is rotated around a cen-
tral pixel. The mean intensity along the segment is computed
with the goal of maximizing its response ILmaxwhen the segment
is parallel to the vessel direction. The maximum response is then
corrected by comparing it against the average intensity Iwavg in
the neighborhood of the central pixel. The size of the neighbor-
hood W equals the highest chosen scale or line length. The line
response for a single scale is computed as follows:
EQ-TARGET;temp:intralink-;e001;63;508
L
max ¼ ILmax − Iwavg: (1)
According to the authors,26 the chosen length of the scale
parameter W is twice the diameter of a typical vessel in the
retinal image. Thus, a high-resolution image, as in the HRF)
database,40 requires a value close to W ¼ 40 pixels with a
scale-increasing step of two. In contrast, for a low-resolution
image, as in the DRIVE database,19 half the previous value is
sufficient. To get the final MSLD response, the following equa-
tion [Eq. (2)] is used to calculate the linear combination of the









where nL is the number of scales, RLW is the response of the line
detector at scale L, and Iigc is the value pixel of the inverted
green channel.
2.2 Particle Swarm Optimization Algorithm
The PSO algorithm is an evolutionary computation technique
proposed by Eberhart and Kennedy.41 The advantage of PSO
is that it is simple in concept, easy to implement, and there
are very few control parameters to adjust in comparison with
other evolutionary techniques. The method is used for stochastic
optimization and is similar to the swarm intelligence principles
observed in natural behaviors of groups of animal species. These
are known collectively as swarms, and they can include flocks of
birds, or even the sociological behavior of a group of people.42
Each individual of the swarm is represented by a particle. In the
PSO algorithm, the particle candidates are called solutions. To
find an optimal solution, the particles travel through the search
space and follow the particles that are at their previous best posi-
tions, as well as near food sources. In each step of the PSO pro-
cedure, gbesti is the global best value obtained thus far by any
particle in the population when the entire swarm is updated. For
each iteration of the algorithm, the new position of a particle is
computed according to its previous position Xi, velocity Vi, or
rate of position change, and gbesti value. This is an iterative
process that is repeated until a predefined convergence
criterion is met. Algorithm 1 presents the basic stages of the
PSO algorithm.
2.3 Proposed Scale Rearrangement Algorithm
Our main contribution is the optimization of the arrangement of
the available scales in the MSLD method by exploiting the flex-
ibility of the PSO algorithm. In the MSLD method, all the avail-
able scales between the minimum and the maximum are usually
considered for any vessel size. This is deficient because vessels
generally yield the optimal line response at a particular scale that
depends on their diameter. In the proposed algorithm, we select
the most optimal scales and retain only those that contribute to
the overall optimization of the objective functions.
In our application, we assume that the retinal images contain
three calibers of vessels: (1) small, (2) large, and (3) medium
range of vessels (Fig. 1). According to the diagram (Fig. 2),
at the initialization step we assign each particle (Xi) to a specific
scale among the three available vessel calibers. The optimization
process is iterative. At the second step, we add a new scale for
each particle in order to extract more vessels from the retinal
image. Then, we compare the new particle with the previous
particle according to its position Xi using the objective func-
tions. In our case, the objective functions that we use represent
the sensitivity and the specificity of the segmented image
[Eqs. (4) and (5)]. We sort the particles, in order to keep
only the best for each iteration, by applying the multiobjective
optimization strategies proposed by Huo et al.,43 namely the fast,
nondominated sorting method, and the population selection
strategy. At the end of the process, we keep the best particle
that gave the best scales.
2.4 Proposed Recombination Algorithm
Additionally, we propose to cluster the identified scales depend-
ing on their contribution to the detection of each vessel. We aim
to avoid the negative impact of combining scales at lower or
at higher level than the optimal for a vessel of a specific size.
The proposed process of scale recombination is demonstrated
in Fig. 3.
In the MSLD approach, the final recombination response
depends on the number of the available scales [Eq. (2)], with
the method equally weighting the contribution of each scale.
Algorithm 1. The basic stages of the PSO algorithm
Initialize swarm (Initialize X i , V i and gbesti )
Loop:
For all particles
Evaluate the Fitness function (f i ) of each particle X i
Update X i , V i , and gbesti
Update the new position X i
End
Until stopping criteria (convergence)
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Fig. 1 Example of the three different considered calibers of vessels in the retinal vessels. (a) Reference
segmentation from a high-resolution retinal image (HRF);40 (b) zoomed region corresponding to the red
square inset in (a); rectangle form indicates the large vessels, hexagon form shows the small vessels,
while oval form indicates the medium caliber vessels.
Fig. 2 Flowchart of the process for selecting the best scales by the PSO algorithm.
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However, this is not optimal because contributions from some
scales that are not relevant for the examined vessels, and the
correction against the averaging neighborhood [Eq. (1)] can
reduce the overall line-detection response. For example, in
the recombination phase, small vessels’ line response decreases
when high scales in the cluster are used, because the line
response is corrected based on the use of a large averaging.
In certain regions, at the periphery and the center of the retina,
the contrast between the small vessels and the background is
low. Moreover, the small vessels are thin and appear tortuous,
and their morphology could be affected in pathological cases.
When the MSLD approach is applied to this category of vessels,
there is an overall reduction in the recombined multiscale line
response RCombined, which is a combination of two factors. First,
the length of the sampling line at high scales exceeds the size of
the small vessels, and so the overall mean ILmax is normalized by
background pixels adjacent to the vessels.
Second, the averaging window from large scales considers
a significant number of background pixels, which overall
increases the value of Iwavg. Therefore, the final MSLD response
value is reduced at low-contrast regions with small vessels.
Equally, large vessels central line response decreases when
lower scales in the cluster are used because of the small aver-
aging area that fits completely inside the vessel. The PSO algo-
rithm is a suitable alternative to cluster the scales depending on
the size of vessels. To do so, we searched the best threshold for
each cluster Gri, and removed the small components from the
segmented results. Finally, we recombined the results according




ðGri þGriþ1þ · · · þGrnÞ; (3)
where n is the number of clusters.
For the classification of a region as vessel or background, we
used Otsu’s method to find the best threshold that increases the
separation between the two classes, so that their combined
spread is minimal.44 Since small isolated background linear
structures can be misclassified as blood vessel, we applied mor-
phological area opening (see Fig. 4) to suppress all connected
components that had fewer than P pixels area size. The choice of
the value of the parameter P is empirical and should be adapted
to the given database.
3 Experimental Results and Discussion
3.1 Datasets and Performance Measures
Three databases are considered to evaluate the performance of
the proposed method: DRIVE19 and STARE25 databases for the
low-resolution images and HRF40 database for the HRF images.
DRIVE dataset contains 40 images with an image size of
584 × 565 pixels obtained at 45 deg field of view (FOV).
This dataset is further separated into a DRIVE training set
and a DRIVE test set with 20 images in each set. The
DRIVE test set is annotated by two experts, whereas the training
set is annotated by a single expert. The images were obtained
from a DR screening program in the Netherlands. The screening
population consisted of 453 subjects between 31- and 86-years
old. The STARE dataset contains 20 images with an image size
of 605 × 700 obtained at 35 deg FOV, which are manually anno-
tated by two independent human experts. In this case, 10 images
represent patients with retinal abnormalities (STARE abnormal).
The other 10 images represent healthy retinas (STARE normal).
These datasets containing manual segmentations by experts are
considered as the gold standard.
Recently, high-resolution images are becoming more
common in clinical practice; thus, in our work we also evaluated
the performance of the proposed method on high-resolution
images. The Erlangen HRF database has been newly established
by a collaborative research group; the database contains 15
images of healthy (H), 15 images of DR, and 15 images of
glaucomatous (G) eyes. The images were acquired using a
CANON CF-60UVi camera with fixed image resolution of
3504 × 2336 pixels. Manual segmentations of the vessels by
an expert are also available for the three categories of images.
Based on these gold standards from the low- and high-res-
olution databases, we calculated the sensitivity (Sen), specificity
(Spec), and accuracy (Acc) of the proposed method. The sensi-
tivity [Eq. (4)] quantifies the ability of the algorithm to detect
correctly the vessel pixels, whereas the specificity [Eq. (5)]
quantifies the ability of the algorithm to identify correctly non-
vessel pixels, or the background. Finally, accuracy [Eq. (6)] is
Fig. 3 Flowchart of the proposed recombination method.
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the ratio of the total number of correctly classified pixels to the
number of pixels in the image FOV
EQ-TARGET;temp:intralink-;e004;63;414Sensitivity ¼ TP
TPþ FN ; (4)
EQ-TARGET;temp:intralink-;e005;63;373Specificity ¼ TN
TNþ FP ; (5)
EQ-TARGET;temp:intralink-;e006;63;337 ccuracy ¼ TPþ TN
TPþ FNþ FPþ TN ; (6)
where TP, TN, FP, and FN are true positive, true negative, false
positive, and false negative, respectively.
3.2 Performance Evaluation
To compare the results of the proposed method with those of the
MSLD method,26 and other state-of-the-art methods, the perfor-
mance of the vessels’ segmentation was evaluated separately on
the low- and high-resolution databases. To tune the parameters
of the proposed method, DRIVE training set and HRF glaucom-
atous set were used, respectively. In the MSLD method, the
maximum line length W is fixed to 40 pixels for the high-
resolution images, and 15 pixels for the low-resolution images.
This choice is based on the rule-of-thumb of using a length twice
the width of an average vessel in an image. In the proposed
method, the value of W is fixed for each cluster of scales
based on the flexibility of the PSO algorithm, and the setting
of the maximum line length parameter is adaptive. The PSO
algorithm was optimized for 50 iterations and population size
100. For the evaluation of the execution time, we used a personal
computer with a 2.6-GHz processor and 4 GB RAM.
3.2.1 Performance evaluation on the high-resolution
dataset
The existing work on vessel segmentation has been validated on
low-resolution datasets only.29–34 Instead, in this study, we also
considered a high-resolution dataset in order to demonstrate the
effectiveness of the proposed method on different retinal image
resolutions. In our experiment, the healthy (H) and the DR
groups were used to compare the MSLD and the proposed
methods. After the application of the proposed method, the
algorithm partitions the available scales into three clusters
ðL1; L2; L3Þ with: L1 ¼ f3; 7; 9g, L2 ¼ f13; 15; 19; 21g, and
L3 ¼ f25; 27; 37g. Subsequently, the thresholds for each cluster
are set to TL1 ¼ 0.65, TL2 ¼ 0.75, and TL3 ¼ 0.48, while the
threshold value used for the MSLD method is T ¼ 0.63.
Overall, the number of scales was reduced from 21 to 10.
Qualitatively, from the binarized images in Figs. 4(d) and 4(e),
we can see the effectiveness of using a specific threshold for
each cluster of scales compared to the case where a common
threshold across all the scales is used. The proposed method
extracts the vessels more reliably than does the MSLD method
and with less background noise. We can conclude that the choice
of a single threshold for all scales is not sufficient to segment
well the different sizes of retinal vessels. Furthermore, the choice
of the threshold value is performed manually in the MSLD
method, whereas the proposed method selects the thresholds
automatically based on the optimization of the final segmenta-
tion. The robustness of the proposed method was evaluated
quantitatively according to two strategies: first, when the full
vasculature is considered and second, when separating the
large and the small vessels.
Full vasculature analysis and comparison. Table 1
shows the results in terms of standard discrepancy metrics
Fig. 4 Effect of the threshold and the postprocessing steps on the final segmentation result in (image 06
DR case, HRF datasets): (a) the diabetic fundus image; (b) ground-truth segmentation image; (c) ground-
truth segmentation corresponding to the red square inset in (b); (d) and (e) the segmentation by the
MSLD and the proposed algorithms, respectively; and (f) and (g) the effect of the postprocessing on
the final segmentation for the MSLD approach and the proposed method, respectively.
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in the healthy and the diabetic group of images. The proposed
methods achieved segmentation of more vessels than the
MSLD. The proposed method improved the sensitivity rate
for the full vasculature segmentation against the MSLD by
4.51% for the test set. Figure 5 demonstrates the per image
performance sensitivity rate of the proposed and the MSLD
methods on the H and DR datasets. From these two graphs,
we can see that the proposed method achieved a consistently
higher sensitivity rate than the MSLD method. The difference
is stable regardless whether the image is healthy or contains
various types of lesions such as MAs, exudates, hemorrhages,
or neovascularization.
Figure 6 shows qualitative results on the segmentation of
healthy and diabetic images for the two compared methods.
The two examples demonstrate the robustness of the proposed
method compared to the MSLD approach. In the case of the
diabetic image, we can see that some abnormalities, consisting
mainly of lesions and linear background structures, are isolated
when the MSLD method is applied. However, the proposed
method handled this problem by reducing the response from
background structures. For vessels with small diameters,
the MSLD method provides low line-response values, mainly
because the scales are not correctly rearranged, or recombined.
Similarly, for the healthy case, we can see that the proposed
Table 1 Full vasculature performance comparison on the test set in terms of sensitivity, specificity, and accuracy.
Method Sensitivity (μ σ) Specificity (μ σ) Accuracy (μ σ) Time (min)
MSLD method 82.58% 3.65% 95.40% 2.14% 94.13% 1.72% 3.31
Proposed method 87.09% 3.46% 95.40% 1.78% 94.54% 1.51% 3.27
Fig. 5 Per image performance comparison of the sensitivity rate on the healthy and diabetic groups.
Fig. 6 Full vessel segmentation examples on a diabetic and a healthy image from HRF datasets. (a) and
(e) The diabetic and healthy fundus images, respectively; (b) and (f) ground-truth segmentation images;
(c) and (g) the segmentation results by the MSLD method; while (d) and (h) the segmentation results by
the proposed method.
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method detected more vessels, large and thin, with less back-
ground noise than the MSLD method.
Table 2 demonstrates the performance of the proposed
method compared to other existing methods on the high-reso-
lution database. We can observe that the sensitivity rate of
the proposed vessel segmentation method is higher than most
of the other methods on the test set. In comparison to a recently
proposed algorithm based on the combination of the MSLDwith
a perceptual organization approach,36 the specificity and accu-
racy rates are similar for both methods; however, the sensitivity
rate is higher for the proposed method by 2.03%. Moreover, the
segmentation accuracy of the proposed method is comparable to
most of the other methods, achieving a rate around 95%.
Hannink et al.47 managed to obtain slightly better accuracy
than our method; however, at the expense of a considerable
lower sensitivity rate.
For a fair comparison, we implemented and executed the
methods that are based on the MSLD approach, such as
Nguyen et al.26 and Christodoulidis et al.36 approaches, on
the same computer. We can observe from Table 2 that the com-
putational time of the proposed method is slightly better than
the MSLD method.26 Compared to Christodoulidis method,
the computational time is significantly lower for the proposed
approach, segmenting the vessels approximately six times faster.
The other hybrid methods rely on the use of several steps to
achieve the final segmentation, which increases their overall
computational time.
Small and large vessels analysis comparison. In this sec-
tion, we focus further on the performance analysis of two differ-
ent categories of vessels in the images: the small and the large
vessels. This is necessary because there is population inhomo-
geneity in the different categories of vessels.17 The standard
discrepancy metrics, therefore, are not able to quantify properly
the performance on the smallest category of vessel when all the
vessels are considered. The different categories of vessels were
considered and analyzed separately. In the context of the high-
resolution data, and for the HRF database more particularly, we
considered that vessel pixels belonging to vessels with diameter
less than 8 pixels (D ≤ 8 pixels) are small. We evaluated
the performance of the proposed method on the healthy (H) and
the diabetic (DR) data separately. The same threshold values
used for the global performance analysis (Sec. 3.2.1) were used
separately for the small and large vessels analysis.
Table 3 gives the performance evaluation on the small vessels
in each image group. We can see that the performances on the
different individual measures were higher for the proposed
method compared to the MSLD method with (p < 0.05, two
sample t-test). At a similar specificity rate, the proposed method
improved the sensitivity rate by 11.02% for the healthy and by
4.42% for diabetic cases, respectively.
Figures 7 and 8 show examples from healthy and diabetic
cases, where the analysis focuses on the smallest vessels.
The segmented vasculature is colored according to the confu-
sion matrix: white pixels represent the TPs, black pixels are
Table 2 Performance comparison of different methods on the test set in terms of sensitivity, specificity, and accuracy.
Method Sensitivity (μ σ) Specificity (μ σ) Accuracy (μ σ) Time (min) System
Frangi et al.45 60.55% 6.52% 98.05% 2.25% 95.05% 2.05% 0.65 2.3 GHz, 4-GB RAM
Yu et al.46 77.89% 96.96% 95.13% — —
Budai et al.28 66.00% 98.45% 95.80% 0.44 2.3 GHz, 4-GB RAM
Odstrcilik et al.40 76.62% 96.84% 94.92% 18 2.3 GHz, 4-GB RAM
Nguyen et al.26 82.58 3.65% 95.40% 2.14% 94.13% 2.14% 3.31 2.6 GHz, 4-GB RAM
Hannink et al.47 79.85% 5.02% 97.55% 2.01% 96.10% 1.7% —
Annunziata et al.48 69.08% 98.61% 95.70% — —
Christodoulidis et al.36 85.06% 4.03% 95.82% 1.15% 94.79% 1.06% 18.31 2.6 GHz, 4-GB RAM-
Proposed method* 87.09% 3.46% 95.40% 1.78% 94.54% 1.51% 3.27 2.6 GHz, 4-GB RAM
*p < 0.05, two sample t -test.
Table 3 Performance evaluation on the small vessels (D ≤ 8 pixels) on the healthy and diabetic images using the standard discrepancy
measures.
Method Sensitivity (μ σ) Specificity (μ σ) Accuracy (μ σ)
H MSLD method 52.80% 8.64% 97.61% 0.51% 96.51% 0.63%
Proposed method 63.82% 8.38% 97.38% 0.41% 96.52% 0.40%
DR MSLD method 65.83% 6.64% 94.40% 1.36% 93.60% 1.21%
Proposed method 70.25% 7.10% 94.1% 0.79% 93.49% 0.76%
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the TNs, blue pixels are the FPs, and red pixels are the FNs.
Green pixels in Fig. 7(f) are the TPs detected by the proposed
algorithm but missed by the MSLD method. Qualitatively, for
the healthy case (Fig. 7), the proposed method segmented more
small vessels compared to the MSLD method (sensitivity:
80.52% versus 74.98%) at a similarl background noise level
(specificity: 97.78% versus 97.87%). To evaluate even further
whether the proposed method segments more small vessels
than the MSLD method, we include Fig. 8, which corresponds
to a diabetic case. At the periphery of this image, there are many
convoluted vessels that could be neovessels. From the results,
we can see that the proposed method managed to include
many more thin and tortuous vessels compared to the MSLD
method (sensitivity: 75.85% versus 73.67%). However, in our
method, small FP vessels were either reconnected to the
main vasculature [see blue vessels in Fig. 8(g)] or their
Fig. 7 Small-vessel segmentation example in healthy image from HRF datasets. (a) Grayscale input
image; (b) zoomed region corresponding to inset in (a); (c) zoomed region of the manual segmentation;
(d) MSLD segmentation result; (e) our segmentation result; and (f) the fusion between the manual
segmentation and the proposed method segmentation result (the interpretation of each color in (f) is
presented above in this section).
Fig. 8 Small-vessel segmentation example in a diabetic case. (a) Grayscale input image; (b) manual
segmentation; (c) zoomed region of the manual segmentation; (d) and (f) the MSLD and the proposed
method segmentation results; (e) and (g) the fusion between the manual segmentation and the MSLD
and the proposed method segmentation results (the interpretation of each color in these figures are
presented above in this section).
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boundaries were overestimated. The straight-line pattern of the
basic line detector was not able to approximate difficult cases
such as those encountered in convoluted vessels.
Table 4 gives the performance evaluation for the large vessels
in each image category. In this table, we show that the specificity
and the accuracy were equivalent in both methods. The sensi-
tivity rate was significantly higher for our method compared to
the MSLD method (p < 0.05, two sample t-test). The improve-
ment in the sensitivity rate for the healthy and the diabetic cases
were 6.6% and 6.2%, respectively. Figure 9 provides an example
where the analysis focuses on the large vessels. Qualitatively,
our method segmented most of the large vessels [see Fig. 9(g)]
in comparison with the MSLD method [see Fig. 9(d)]. However,
some FP vessels were reconnected to the main vasculature by
the proposed method (blue pixels in image g).
3.2.2 Performance evaluation on the low-resolution
datasets
For the low-resolution images, the proposed algorithm
grouped the scales into two groups: L1 ¼ ð1; 5; 7; 9g and
L2 ¼ f11; 13; 15g. The first group threshold it by 0.70 and
the second one by 0.95. The number of utilized scales was
reduced by one (eight to seven scales) compared to the MSLD
method. To examinewhich method identifies more vessel pixels,
the optimized or the MSLD, we determined a threshold value
(T > 0.52) for the MSLD with respect to the rate of identified
vessels at the same background noise level (specificity), and
then we compared their sensitivities.
From Tables 5 and 6, we show that the performance on the
different considered measures were higher for the proposed
version compared to the MSLD method (p < 0.05, two sample
t-test). The proposed method improved the sensitivity rate
against the MSLD by 4.7% for DRIVE and 1.8% for STARE
datasets, respectively. The higher sensitivity rate in the two data-
sets indicates that the proposed method segments more retinal
vessels.
Table 7 presents the performance comparison against other
existing supervised and unsupervised approaches. The proposed
vessel segmentation method outperformed all the existing meta-
heuristics vessel segmentation algorithms in the literature,30–34
and also it obtained results comparable to the other existing
methods in term of specificity and accuracy, except for the
Table 4 Performance evaluation for the large vessels (D > 8 pixels)











0.870 3.42% 0.977 0.53% 0.968 0.60%
Proposed
method
0.936 2.75% 0.970 0.40% 0.968 0.36%
DR MSLD
method
0.886 2.71% 0.942 1.32% 0.939 1.32%
Proposed
method
0.944 2.24% 0.940 0.79% 0.939 0.77%
Fig. 9 Large-vessel segmentation example. (a) Zoomed region from a retinal image; (b) grayscale image
of the input (a); (c) zoomed region of the manual segmentation; (d) and (f) the MSLD and the proposed
method segmentation results; (e) and (g) are the fusion between themanual segmentation and the MSLD
and the proposed method segmentation results.
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supervised approaches18,19 on the STARE dataset. The approach
of Staal et al.19 seems to be better than our method; however,
it suffers from higher computational complexity to find the
vessels. Additionally, in the proposed method we used only the
DRIVE training dataset to tune the parameters, whereas most of
the existing unsupervised and supervised methods used both
DRIVE and STARE datasets to find the best parameters.
In addition, we can observe from Tables 5 and 6 that the exe-
cution time was reduced slightly by ∼0.03 s compared to the
MSLD method.26 The reason for that is that the number of
used scales in the proposed method was reduced by only one
compared to the MSLD method. On the other hand, from
Table 7, the computational time of the proposed vessel segmen-
tation method was lower than most of the existing methods in
the literature.
Finally, the application of the optimization metaheuristic
algorithms for any problem requires the definition of the two
following parameters: the objective functions and the represen-
tation of the solution. In our case, we have well defined these
two parameters for the PSO algorithm, but we could easily adapt
it for another optimization algorithm such as ABC. Thus, the
proposed scheme could work with any heuristic optimization
technique instead of PSO algorithm, but the performance of
the algorithm may be affected.
4 Conclusion
In this paper, a new method for extracting blood vessels from
retinal images was presented. The proposed method exploits the
power of the PSO technique to find the best arrangement of
scales in the MSLD method and to handle the problem of
the scale response recombination. The performance of the pro-
posed method was evaluated on two low-resolution (DRIVE and
STARE) and one HRF image datasets. The data included
healthy (H) and DR cases. According to the low-resolution
data, the proposed method achieved significantly better













0.698 5.36 0.972 2.02 0.941 1.86 4.31
Proposed
method
0.745 4.26 0.971 0.72 0.942 0.57 4.27













0.836 7.14 0.945 2.58 0.932 1.82 5.42
Proposed
method
0.854 6.91% 0.944 1.23% 0.935 1.53 5.35
Table 7 Comparison of performance with the available segmentation methods on the STARE and DRIVE databases.
Test data DRIVE STARE
SystemMethod Sen Spec Acc Time (s) Sen Spec Acc Time (s)
Supervised
Marin et al.18 70.6% 98.0% 94.5% 90 69.4% 98.1% 95.2% 90 2.13 GHz, 2-GB RAM
Staal et al.19 71.9% 97.7% 94.4% 900 69.7% 98.1% 95.2% 900 1.0 GHz, 1-GB RAM
Soares et al.21 73.3% 97.8% 94.6% 180 72.0% 97.5% 94.8% 180 2.17 GHz, 1-GB RAM
Mendonca et al.23 73.4% 97.6% 94.5% 150 69.9% 97.3% 94.4% 180 3.2 GHz, 1-GB RAM
Budai et al.28 64.4% 98.7% 95.7% 5 58.0% 98.2% 93.8% 6 2.3 GHz, 4-GB RAM
Unsupervised
Hoover et al.25 — — — — 65.0% 81.0% 92.8% 300 2.6 GHz, 4-GB RAM
Miri et al.49 71.5% 97.6% 94.3% 50 — — — — 3 GHz, 1-GB RAM
Emary et al.32 62.8% 98.4% 93.8% — 58.6% 98.7% 94.4% — -
Asad et al.31 — — — — 85.3% 92.1% 91.3% 42 2.53 GHz, 3-GB RAM
Cinsdikici et al.30 — — 92.9% 35 — — — — —
Hassanien et al.33 72.1% 97.1% 93.8% 86 64.9% 98.2% 94.6% 86 —
Emary et al.34 — — 93.6% 102 — — — — —
Proposed method 74.5% 97.1% 94.2% 4.27 85.4% 94.4% 93.5% 5.35 2.6 GHz, 4-GB RAM
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performance compared to the MSLD method and to all existing
metaheuristics vessel segmentation algorithms.
Moreover, the performance of the proposed method was
evaluated qualitatively and quantitatively on the high-resolution
images according to two strategies: first, when the full vascula-
ture was considered and second, by separating the large and the
small vessels. According to the results, the proposed method
managed to include more thin and tortuous vessels compared
to the MSLD method, by using fewer scales with different
pixel resolutions, which makes the proposed method a suitable
tool compared to state-of-the-art techniques. In future work, we
will improve this method by including more objective functions
based on perceptually important characteristics of the seg-
mented vessels. These measures could include that recently pro-
posed by Gegundez-Arias et al.,50 where three measures based
on connectivity, area, and length are combined. The ultimate
goal is to improve further the MSLD algorithm in order to
extract more tortuous structures around the optic disc or to
improve the detection of pathological vessels related to sight-
threatening complications, such as neovascularization.
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