Let m, n be a couple of vector measures with values on a Banach space. We develop a separation argument which provides a characterization of when the Radon-Nikodým derivative of n with respect to m-in the sense of the Bartle-Dunford-Schwartz integral-exists and belongs to a particular sublattice Z (μ) of the space of integrable functions L 1 (m). We show that this theorem is in fact a particular feature of our separation argument, which can be applied to prove other results in both the vector measure and the function space settings.
Introduction
The aim of this paper is to obtain a specialized version of a Radon-Nikodým Theorem for vector measures. In [15] , K. Musiał considers the following question: suppose that X is a locally convex space and take a couple of countably additive vector measures m, n with values in X .
When is it possible to obtain a scalar function f , integrable in the sense of Bartle-Dunford-Schwartz, such that n( A) =
A f dm (1) for every measurable set A?
The author solves the problem by obtaining the requirements that m and n must fulfill to ensure that a relation as the one given by (1) holds. Two situations are considered; in the first one [15, Theorem 1] the Radon-Nikodým derivative of n with respect to m-the function f in (1)-is bounded; in the setting of vector measures defined on Banach spaces, this is equivalent to the fact that (the equivalence class of) f belongs to L ∞ (μ), where μ is a Rybakov control measure for m (i.e. a measure satisfying the conditions of Rybakov Theorem, see [4] for details). The second result gives less restrictive requirements, equivalent to the integrability of the function f in the sense of Bartle-Dunford-Schwartz [15, Theorem 2] . In this context, it can be considered as an element of L 1 (m), the space of (classes of) integrable functions with respect to the vector measure m. The precise statements of these results that we will use several times through the paper and can be found in [15] are the following 
Remark 1. The results in [15] are given in a more general framework (being X a locally convex space). The condition (2) in Theorem 1 is the definition of vector measure ν scalarly dominated by κ and the condition (2 ) in Theorem 2 is the definition of vector measure ν locally scalarly dominated by κ.
This couple of results are the extreme cases of a more general problem that can be formulated as follows. Is it possible to obtain a characterization of when the Radon-Nikodým derivative of n with respect to m belongs to a particular sublattice of L 1 (m)? In this paper we provide such a result in the following sense. We will show that the Radon-Nikodým derivative belongs to the Köthe function subspace Z (μ) of L 1 (m) whenever a vector norm inequality associated to the norm of Z (μ)
is satisfied. This result can be found in Section 4. In order to prove it we present a general separation argument, that is developed in Section 3. Actually, we show that this result provides a general framework for the understanding of different arguments in the vector measure setting; our Radon-Nikodým type theorem is then obtained as a consequence of the separation result of Section 3. To finish the paper, some factorizations of operators regarding the results obtained in the other sections are given in Section 5.
Notation and preliminaries
Throughout this paper, (Ω, Σ, μ) will be a finite measure space, that is, Ω is a set, Σ a σ -algebra on Ω and μ is a scalar positive finite measure unless otherwise indicated. If A ∈ Σ we denote by μ | A the restriction of μ to the subset A.
Let X be a Banach space. We denote by X the topological dual of X and by B X its closed unit ball. P(Ω) will represent the set of partitions π of Ω into a finite number of disjoint measurable sets. If 1 p ∞ then p ∈ [1, ∞] is given by
Let m : Σ → X be a (countably additive) vector measure. The semivariation of m is defined by
where we have employed the usual notation m,
A property which holds outside an m-null set is said to hold m-almost everywhere (m-a.e. for short).
For a vector measure m, we will consider a Rybakov measure μ; recall that a Rybakov measure for a vector measure m is a scalar measure ν defined as the variation of a measure m, x , where x ∈ X , whenever m is absolutely continuous with respect to ν. Rybakov measures always exist for every vector measure m (see [4, IX.2 
.2]).
Definition 2. A function f : Ω → R is said to be integrable with respect to the measure m if
The space (of the equivalence classes with respect to m-almost everywhere equality) of these functions is denoted by L 
The Orlicz-Pettis Theorem ensures that m f is again a countably additive vector measure. An equivalent norm for L 
The reader is referred to [16, Chapter 3] for all the unexplained information about this subject. 
Given an (equivalence class of μ-almost everywhere equal) measurable function(s) h on Ω and a couple of Köthe func-
Note that, if h and g are equal μ-a.e., then the multiplication operators M h and M g are equal. Therefore, we can define the vector space of (the classes of) all multiplication operators between 
is a subspace of L( X(μ), Y (μ)).
A general separation theorem
Consider a measurable space (Ω, Σ) and an index set I . Let {X i | i ∈ I} be a family of Banach spaces. Let {m i : Σ → X i | i ∈ I} a family of vector measures, and {μ i : Σ → R + | i ∈ I} a family of scalar measures. For the following result, we need the compatibility property between Z (μ) and the family of measures {μ i : Σ → R + | i ∈ I} given by the following definition. 
and can be identified with an element of Z (μ).
Observe that if Z (μ) and a set of measures are compatible, then in particular 
Remark 5. Note that if μ(Ω) < ∞-that is the case that we are considering in the paper
The family of all such functions (for different sets of scalars and indexes) is a concave family of convex functions that, by the compatibility assumption, is weak * continuous.
Assuming (a), taking into account the weak * compactness of B Z (μ) × (since Z (μ) = Z (μ) × ) and using the Hahn-Banach Theorem we obtain that for every function
Then by Ky Fan Lemma (see [5, p. 190 
This gives (a) just taking a family of indexes with a single element i. The converse is trivial. 2 Remark 7. The same construction can be done for every convex and weak * compact subset of Z (μ) × and not only
A first simple application of Theorem 6 gives the following corollary. This result can be easily obtained by duality, but it shows that, for the scalar case, the theorem above generalizes this kind of arguments. In order to prove this using the theorem it is enough to take families of measures as {τ | A | A ∈ Σ}, where τ is a finite (scalar) measure. 
The set of all (countably additive) vector measures m : Σ → X with bounded p-variation with respect to μ equipped with the norm · V p (μ,X) is a Banach space denoted by V p (μ, X). The reader is referred to [6] for information about this space. 
There is a constant K > 0 such that for every set of non-negative scalars λ 1 , . . . , λ N and A 1 
holds. 
∈ P(Ω), and every simple function
we obtain that
.
For the equivalence between (b) and (c) just apply Theorem 6. 2
The extension of classical Lebesgue function spaces L
, see [9] ) and Köthe function spaces (E(μ), see [12] [13] [14] ) has lead to the extension of the corresponding vector measures spaces (respectively [18, 19] , [2] and [3, 7, 8] ). In each case, the simple functions taken in the supremum of Eq. (2) are taken in the unit ball of the associated space (L p (μ) for the p-variation). The previous corollary can then be rephrased in terms of these vector measure spaces, using the same arguments.
It is well known-see for example [1] -that if (Ω, Σ, μ) is a finite measure space then given 1 < p < ∞ the space
V p (μ, X) is isometrically isomorphic to the space of the cone absolutely summing operators from
. This is the space consisting of all bounded linear operators T : L p (μ) → X satisfying that there is a constant K > 0 such that for each finite family of non-negative functions
holds. So given T ∈ Λ(L p (μ), X) we have that the vector measure associated to T ,
. Reciprocally, given m ∈ V p (μ, X) the bounded linear operator, T m , defined from the set of the simple
can be extended to L p (μ) and the resulting extension is an operator lying in Λ(L p (μ), X). Hence using Corollary 9 we obtain the following result. 
Corollary 10. Let (Ω, Σ, μ) be a finite measure space. Given
There is a constant K > 0 such that for every family of non-negative scalars λ 1 , . . . , λ N and A 1 
(c) There is a constant K > 0 and a function
0 ϕ ∈ L p (μ), such that for every A ∈ Σ , T (χ A ) K A ϕ dμ.
A Radon-Nikodým Theorem for vector measures
In this framework, it is clear that each scalar measure m, x , x ∈ X , is absolutely continuous with respect to μ. Let 
and so
, and then it can be also identified with an element of (Z (μ) × ) just by dualizing the inclusion scheme
Actually the inequality above allows us to prove that
For the following proposition we need a bit more; 
holds.
Proof. Clearly, (a) and (b) are equivalent. To see that (c) implies (a) take a finite set of non-negative scalars λ 1 , . . . , λ N , of vectors x 1 , . . . , x N ∈ X and of measurable sets
For the proof of (a) ⇒ (c) we apply Theorem 6 considering the set of measures {| m,
The result of K. Musiał [15, Theorem 1] 
Example 12. Although (i) and (ii) may seem restrictive conditions there are many general situations for which one condition is enough. Indeed: and
Therefore with one of these conditions (a) or (b) we have that (i) implies (ii).
(ii) Assume now that RN (m, μ) can be identified with a (bounded) set of Z (μ).
We can obtain the same result also with c 0 -valued vector measures.
(b ) Consider, for instance, the c 0 -valued vector measure m( A) := ( A r n (t) dt) n (being r n (t) the sequence of Rademacher functions defined on [0, 1]). In this case it is also true that
Therefore with one of these conditions (a ) or (b ) then (ii) implies (i).
Let us illustrate the result with other example. 
It can be easily shown that these measures are countably additive. then we can find a function
In this case, the inequality given in Theorem 11(b) is 
for every measurable set A. This means that for all i ∈ N we have that
where.
Note that in the general case the equality f 0 = ∞ i=1 g i χ A i does not mean that the series converges to f 0 in the norm of 
Proof. Let us define the countably additive vector measures
Let us take a finite set of positive scalars λ 1 , . . . , λ n , a finite set of functions h 1 , . . . , h n ∈ Y (μ) and a finite family of measurable sets A 1 , . . . , A n . Note that for each 1 i n, 
Using Theorem 11 there is a function f 0 ∈ Z (μ) × such that
So g −1 = f 0 μ-a.e. and g −1 ∈ Z (μ) × . 2
Scalar factorizations for operators from
Let m : Σ → X and n : Σ → X be a pair of countably additive vector measures, and denote by N (m) and N (n), respectively, the family of m-null and n-null sets. In this section we are interested in the study of the relation between the subspace of continuous linear operators from L 1 (m) to L 1 (n) which are multiplication operators and the properties relating the measures m and n. Note that in this case gχ Ω = g ∈ L 1 (n), and then the expression
gives a (countably additive) vector measure n g : Σ → X . In all this section we will identify a multiplication operator M g with the measurable function g that defines it. We will show that in the context of 
}, the space of functions leading to multiplication mappings. For the purpose of this section we introduce the linear space M(m, n) consisting of all functions g ∈ L 0 (μ) that define a continuous map
for all x ∈ X . The infimum of the constants K that occur in (4) will be denoted by · M(m,n) . Note that we write M g for the multiplication operator defined by g ∈ L 0 (μ) independently of the spaces between which it is defined. If g is a function in M(m, n) then for each x ∈ X we can consider the diagram
where i m,x (analogously we define i n,x ) is the identification map (not necessarily injective). Note that i m,x (respectively i n,x ) is well defined as a consequence of the following well-known technical result whose proof is straightforward. By [15, Theorem 1] , this condition is equivalent to (c) in Theorem 11, and the (uniform) factorization of the operator given in (b) is also clearly equivalent to the scalar domination property. Thus, it is easy to see that this situation is recovered when Z (μ) = L 1 (μ) in Theorem 11; statement (a) in this theorem can be written for this case as
That is clearly equivalent to the scalar domination condition given above. Therefore, Theorem 11 can be considered a generalization of [15, Theorem 1] , just taking Z (μ) = L 1 (μ) and g = χ Ω .
