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ABSTRACT 
 
Ultrafast femtosecond dynamics of various simple metalloporphryinates (M = Fe3+, Ni2+, 
Mn3+, Co2+) and a heterobimetallic complex CoMnCl(py3tren) are studied using a homebuilt 
extreme ultraviolet (XUV) transient absorption apparatus.  XUV photons are produced via high-
harmonic generation, allowing M-edge XANES measurements to be performed as an in-lab 
technique.  This developing technique is coupled with semi-empirical ligand field multiplet 
(LFM) simulations to enable the application of tabletop M-edge XANES to resolve the metal-
specific ultrafast relaxation mechanism of coordination complexes, complementing information 
gained from ligand-specific techniques such as optical transient absorption.  The experimental 
apparatus for transient absorption pump-probe XANES of molecular thin films is described in 
detail. The research described in this thesis establishes M-edge spectroscopy as a powerful tool 
for studying the steady-state and transient electronic structure of coordination complexes.  This 
technique has been applied to four metalloporphyrinates (FeTPPCl, NiOEP, CoOEP, and 
MnOEPCl); results show diverse M-edge transient spectra and kinetics that reveal the strong 
impact of the metal d-orbital occupation on the early time relaxation mechanism and 
intermediate states of these catalytically-relevant systems.  This project is the first instance of 
using tabletop transient XUV/VUV spectroscopy on coordination complexes and furthermore 
highlights the importance of directly probing of the metal center in these systems.  Ongoing work 
on the transient XANES of heterobimetallic complex CoMnCl(py3tren) (triply-deprotonated 
N,N,N-tri(2-(2-pyridylamino)ethyl)amine) is presented, the aim of which is to detangle the 
complex photophysics present in a system with directly-interacting dual metal centers within a 
non-innocent ligand scaffold. The relation of function to metal-specific photodynamics will help 
lay essential groundwork for the development of multimetallic catalysts with efficiencies 
comparable to those found in nature. 
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CHAPTER 1:  Tabletop HHG XUV Apparatus and Application to Thin Film Transition Metal 
Coordination Complexes 
1.1  Introduction to Tabletop XUV Spectroscopy 
Understanding the complex electron dynamics of multimetallic systems is essential for 
development of novel, financially and synthetically accessible catalysts with the efficiencies 
rivaling those found in nature. However, these catalytic reaction mechanisms are poorly 
understood due to the complexity of the excited-state electronic structure of multimetallic, spin-
crossover, and redox non-innocent systems. Understanding of these systems has previously been 
limited by the capabilities of existing spectroscopic techniques. High-specificity options such as 
EPR are too slow to watch the transient intermediate states. Conversely, high time-resolution 
options such as transient IR and optical spectroscopies are often not specific enough to 
definitively show the progression of electronic states for multimetallic and redox non-innocent 
systems. The aim of this work is to develop tabletop XUV spectroscopy into a tool for resolving 
the relaxation mechanism and intermediate electronic states of inorganic small molecules, 
specifically poorly understood systems such as heterobimetallic photocatalysts and coordination 
complexes where redox-noninnocence complicates the analysis of the catalytic mechanism.  
X-ray spectroscopies are powerful tools in the study of nuclear and electronic dynamics. 
In the past decades, ultrafast X-ray techniques have been at the forefront of characterizing 
chemical dynamics from the attosecond to nanosecond timescale.1  The last two decades have 
yielded exponential growth in the field of X-ray techniques for studying molecular structural 
dynamics and energy/charge transfer in a variety of materials and mediums, from gas phase to 
molecular catalysts and solid-state photovoltaic materials and semiconductors.1–4  X-ray 
absorption near-edge structure (XANES) and extended X-ray absorption fine structure (EXAFS) 
are powerful techniques for probing local geometric structure as well as molecular structural 
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dynamics, spin dynamics, solvation dynamics, and energy or charge transfer with time resolution 
sufficient to capture important to chemical dynamics and electronic motion.   
X-ray Absorption Spectroscopy is an inner shell technique that probes the unoccupied 
density of electronic states by exciting core-to-valence transitions of electrons.4–6 X-ray 
absorption occurs when the energy of the incoming photon matches the energy of a resonant 
transition. Above the ionization potential of this transition, there is an increase in the absorption 
cross-section, giving rise to X-ray absorption “edges”.  Additional fine structure (EXAFS) arises 
from nonresonant interference of the photo-electron. Multiple scattering events during the 
absorption process lead to modulations above the ionization edges that are rich with chemical 
information.  XANES and EXAFS are strongly sensitive to the formal oxidation state and 
coordination chemistry of the atom.4  
XANES at the K-edge (transitions from the 1s→valence) and L-edge (transitions from 
the 2p→valence) are commonly used techniques for probing transition metal (TM) complexes. 
At the K-edge (5-10 keV), dipole-allowed transitions into molecular orbitals with contributions 
from the metal 4p orbitals provide information about the oxidation state and coordination.  A 
quadrupole transition from 1s→3d is particularly sensitive to the symmetry and covalency. 
Lower energy L-edge transitions (0.5-1 keV) and M-edge (10-100 eV) measure the stronger 
dipole-allowed 2p→3d and 3p→3d excitations and provides higher sensitivity to spin states and 
more featureful spectra.  The lower energy M-edge transitions are in the extreme ultraviolet 
(XUV) energy range.  
With the advent of accessible collimated ultrafast X-ray sources, time-resolved XANES 
has become a powerful tool for probing the transient changes in the metal center oxidation state 
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and environment as charge separation and energy movement occur. Several review articles 
summarize the usefulness of ultrafast XANES for studying molecular dynamics.3–10 
The higher energy photons needed for K- and L-edge XAS are only available at large 
beamline facilities. However, new developments in high-harmonic generation (HHG) have 
enabled the generation of ultrashort pulses of collimated XUV photons in a tabletop source, 
opening the door for the development of XUV spectroscopy as an accessible, in-lab technique 
for chemical characterization and dynamic studies.1,2,11,12  
The XUV photons are generated in a tabletop source via high-harmonic generation 
(HHG), a process by which high energy photons are generated by the interaction of gas atoms 
with an intense, oscillating electromagnetic field provided by the exciting laser pulse.13–16  
In transition metal coordination complexes, absorption of the XUV photon causes a 3p→3d 
resonant transition on top of a photoionization baseline. This core-to-valence transition is highly 
sensitive to element-, oxidation state-, spin state-, and ligand field of the target atom, manifesting 
in complex and information-rich multiplet  structures.  Simulations based on ligand field 
multiplet theory are commonly used for interpretation of L-edge spectra and may be effectively 
applied to M-edge specta.17,18 Primary differences include that the M-edge oscillator strength is 
~10 times higher than L-edge and ~1000 times higher than K-edge.  At the M-edge, the M2 and 
M3 transitions overlap energetically (M2,3-edges) and thus, unlike the L2 vs L3 edge transitions, 
are not separable. Additionally, the M-edge is more sensitive to the core-hole lifetimes and must 
implement individually-broadened transitions.12,18  In the past decade, M2,3-edge spectroscopy of 
TM complexes has been conducted at both synchrotron sources19 and using a HHG tabletop 
source20 to study the transition metal M2,3-edge spectra of a series of metal oxides. The fs-pulse 
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duration of the HHG technique was later used to perform ultrafast time-resolved M-edge XAS on 
α-Fe2O3 thin films, showing a photoinduced oxidation state change.11 
In the succeeding years, several groups have used XUV spectroscopy to study a variety 
of chemical dynamical processes. Gas-phase studies have elucidated sub-fs electron motion in 
atoms and molecules, and have probed the molecular dynamics of photodissociation in organic 
systems.21–24 Solid-state studies have covered core-level electron dynamics at photocatalytic 
surfaces as well as carrier photophysics in metal oxide semiconductors such as α-Fe2O3 , Co3O4, 
and NiO.25–28 
 The instrument described in this thesis has been used to establish XUV spectroscopy as a 
powerful technique that provides information comparable to synchrotron and X-ray Free 
Electron Laser (XFEL) K- and L-edge spectroscopies.12,29 In our maiden voyages, we have been 
able to resolve the ultrafast photophysics of heme model complex iron(III)tetraphenylporphyrin 
chloride30 and the rapid sub-100 fs intersystem crossing in nickel(II)octaethylporphyrin,31 probe 
the hot carrier dynamics in PbI2 and perovskite methyl-ammonium lead iodide (MAPbI3),
32,33 
and elucidate the sub-200 fs intersystem crossing/cascade of spin-states and vibrational 
wavepacket dynamics in the relaxation of photoexcited Fe[H2B(pz)2]2(bpy).
34  
1.2  Experimental Apparatus 
1.2.1  XUV apparatus layout 
 The driving laser source for the XUV apparatus is a dual-output SpectraPhysics Spitfire 
Ace near-Infrared (NIR) chirped pulse amplification-based laser system with a 6 W output of 35 
fs, ~800 nm pulses at a 1 kHz repetition rate.  The four-component SpectraPhysics laser system 
uses a MaiTai SP mode-locked Ti:Sapphire seed laser, an Empower 45 Q-switched diode-
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pumped frequency-doubled Nd:YLF pump laser, a Spitfire Ace-35F Ti:Sapphire regenerative 
amplifier plus internal compressor, and an external compressor unit for the secondary output.  
 The NIR beam is split within the Spitfire Ace head after amplification but prior to 
compression; part of the beam is sent to an internal compressor (IC) cavity and part is sent to the 
external compressor (EC) unit. Specification for the system is 6 W output when all power is 
directed through the internal compressor.  Standard operating conditions for the laser is 5.7-6.2 
W all internal; if the power drops below 5.6 W the Spitfire Ace amplifier is realigned. The 
variable power split of the ~6 W beam is controlled manually by a picometer-controlled rotatable 
waveplate that directs it to two thin film polarizers to redirect the two beams.  The efficiency is 
lower when power is directed through the EC rather than all IC due to additional mirrors along 
the beampath that direct the uncompressed beam. The standard operational split is 4 W EC for 
XUV-generation, resulting in ~1-1.2 W IC. The gaussian output has a 10 mm beam diameter 
(1/e2).  High-quality 2“ dia. dielectric TLM1 mirrors (CVI:Laser Optics TLM1-800-45-2037) are 
used on the NIR beam paths for their high damage threshold and wavelength-specific high 
reflectivity.   
 The EC beam is used to generate the XUV probe beam inside a series of stainless steel 
vacuum chambers (~10-8 torr), while the IC beam is further split using two beam splitters to 
generate the pump beam via nonlinear optical parametric amplification, NOPA, 
(LightConversion TOPAS White) or second harmonic generation (SHG), and to generate a UV-
visible probe beam for a separate transient UV-visible spectroscopy experiment via white light 
generation (WLG).  
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 The EC output NIR beam is focused by a f/75 cm fused silica lens into a semi-infinite gas 
cell to generate the broadband XUV probe via high-harmonic generation (HHG).13 The semi-
infinite gas cell technique was chosen as a means to a robust, eas- to-align method for generating 
high XUV flux due to the long interaction region, relative to that achievable with finite cells, gas 
jets, or waveguide phase-matching methods.13,35,36 The experimental setup is shown in Figure 
1.1: XUV apparatus layout. The gas cell is a sealed ~20“ stainless steel cylinder filled with ~100 
torr noble gas. The gas pressure is one of the primary HHG tuning conditions, discussed below in 
section 1.2.3 . The downstream end of the cylinder is inside of the 0th (HHG) vacuum chamber 
and is sealed with a KF flange and replaceable 0.002“ thick stainless-steel foil. The lens is 
mounted on a micrometer stage and positioned such that the NIR focal point is at the end of the 
tube. The focused laser beam is used to burn a hole in the replaceable foil in order to minimize 
the rate of flow from the pressurized gas tube into the vacuum of the 0th vacuum chamber, as 
well as to remove the difficulty of aligning the IR and XUV beams to a pinhole. Scotch tape is 
applied to either side of the stainless-steel foil to a thickness of ~1mm to provide differential 
pumping, which stabilizes the pressure within the end of the gas tube by decreasing the flow rate 
of gas out of the tube. This has the two-fold benefit of reducing the load on the turbomolecular 
pump and conserving the noble gas generation medium. Without gas flow, the HHG chamber 
 
Figure 1.1: XUV apparatus layout.  
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maintains a pressure of 10-8 torr via a 1600 L/s turbomolecular pump (Edwards) and backing 
roughing pump. With gas flow, the pressure ranges from 10-4 to 10-3 torr. 
 At the focal point, the strong electromagnetic field of the driving 800 nm laser source 
drives high-harmonic generation within the noble gas medium to produce a ~20 fs XUV pulse. 
Residual 800 nm photons are attenuated by reflectance off a polished Si mirror (Electro Optical 
Inc.) set in a copper block heat sink. The Si wafer separates soft x-rays from the residual NIR 
pump based on the wavelength dependence of the Brewster angle (Ɵ = 75° for Si). At this angle, 
the 800 nm pump pulse is attenuated by 6x10-5 while the high-harmonic pulse (20~100 nm) is 
attenuated by only half, i.e. 0.56 @ 29.6 nm.37 This method for NIR attenuation is used firstly 
due to the high damage threshold of silicon vs that of Al filters (TW/cm2 for a fs pulse). When 
set at an 8285-degree reflectance angle (to maximize the XUV fluence), the roughly 2 mJ of 
residual NIR light (7.8x1015 ph/pulse) is reduced by an order of magnitude, while the newly 
generated 7.8x109 XUV ph/pulse is reduced by half.  A 100-200 nm thick metal filter, typically 
Al or Al-coated Zr (Lebow) attenuates the rest of the residual NIR while transmitting ~half the 
XUV photons (each 100 Al foil reduces the XUV flux by a factor of 2-3). The Al will cut XUV 
flux sharply above the 72.64 eV Al L-edge absorption, while the Zr will reduce flux below ~65 
eV. The Zr filter burns easily, so we have found that a ~300nm Zr filter with a 50 nm Al coating 
has a longer functional lifetime.  
 The XUV beam is then focused to the sample using a gold-coated toroidal mirror (ARW 
Optical Corporation) for1:1 imaging from the HHG point to the sample position. A second 
toroidal mirror (TM2) refocuses the beam after the sample. 
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Toroidal Mirror Equations38: 
1
𝐿1
+
1
𝐿2
𝐻 =
2
𝑅1𝑐𝑜𝑠𝛼
 
1
𝐿1
+
1
𝐿2
𝑉 =
2𝑐𝑜𝑠𝛼
𝑅2
 
 
 For the first toroidal mirror, L1 represents the distance between the XUV generation point 
and TM1. 𝐿2
𝐻 and 𝐿2
𝑉 are the distances from TM1 to the horizontal and vertical focal points of the 
horizontal and vertical dimensions of the beam, with R1 and R2 being the respective radii of 
curvatures and α representing the incidence angle (90° − grazing angle). For TM1: R1 = 88.55 
mm; R2 = 11657.3 mm; for TM2: R1 = 54.9 mm; R2 = 4697.5 mm. Both mirrors have a bare Au 
coating with a surface roughness of <10 Å rms. Toroidal mirror alignment is often 
counterintuitive; the SHADOW ray tracing simulation software was used to aid in 
alignment/design. 
  Light is collected after transmission through the sample by refocusing using a second 
toroidal mirror and reflecting off a gold-coated diffraction grating (Newport plane ruled 
reflection grating, 53107FS02-110R) dispersing the beam onto an array CCD detector (Andor 
Technologies iKon-L SO back-illuminated CCD camera: 2048x2048 pixel,13.5um/pixel, no AR 
coating, 5MHz, -75C).  
𝑎(sin(𝐼) + sin(𝐷)) = 𝑚𝜆 
𝐷 = arcsin (
𝑚𝜆
𝑎
− 𝑠𝑖𝑛(𝐼)) 
Where α is the grating spacing, I is the incident angle (from grating normal), D is the diffracted 
angle (from grating normal), and m is order of diffraction. The diffraction grating implemented 
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in our spectrometer has a grating spacing (α) of 1.67 μm (600 grooves per mm) and a blaze angle 
of 2.58° and blaze wavelength of 0.16 um. Standard alignment of the grating is to diffract the 1st 
order (m=1) of the low energy region (36-72 eV, λ = 17-34 nm), with I of 87.5° and |D| = 78.1-
81.5°.  The 0th order diffraction peak has no energy-dependence and does not disperse the energy 
onto the CCD for data collection. At times, the 0th order can be a useful diagnostic tool for issues 
with the XUV mode and/or resolution. 
 On the grating surface, anomalous magnification of the beam occurs. The grating is at 
glancing angle, so the surface “shape”/footprint on the grating surface is an ellipse, not a 
gaussian circle, and magnification/disperses the ellipse not the circle. This results in mismatched 
focal planes for the horizontal and vertical axes for the zero-order reflection. The toroidal 
alignment is designed such that the vertical and horizontal focal planes are nearly in-plane for the 
first order diffraction, additionally dependent on energy dispersion. 
 Thin film samples, typically ~100 nm thick films on Si3N4 substrates, are measured in 
transmission mode and are mounted on a 3-axis sample stage (2x Newport MFA-CCV6, 
Newport UTS50PPV6) with 1in.x1in.x2in. travel controlled through LabVIEW by a Newport 
ESP301 control box. During data collection, the chamber pressures specification are: HHG: 10-4 
Torr, Optics: 10-6 Torr, Sample: 10-6 Torr, or 10-4 Torr with gas flow, Spectrometer: 10-8 Torr. 
 The secondary output from the NIR laser source (the IC) passes through a p-polarized 
40:60 ultrafast laser beamsplitter (Newport 10RQ00UB.4; note: specification is 50:50, actual 
measured is 40:60 R:T at 800 nm) to divert 0.66 W to a LightConversion TOPAS-white non-
colinear optical parametric amplifier (NOPA) to generate pump light, spanning 500 nm – 750 nm 
and 850 nm – 1000 nm with down to 15 fs pulse length.. The reflected 40% of the beam reflects 
10 
 
off an additional 90:10 UVFS beamsplitter (Alto Photonics 045-7790PB) and is aligned through 
two telescoping lenses to reduce the beam diameter from ~10 mm to ~2 mm, in order to increase 
the efficiency of a subsequent upconversion process. The reduced beam passes through a β-BBO 
crystal (θ=29.2ᵒ, φ=90ᵒ) to generate the 400 nm, ~50 fs pump pulse via the nonlinear process of 
second harmonic generation (SHG). Residual IR is removed by an 800 nm shortpass filter. 
Generated 400 nm light is rotated to s- or p- polarization using a 1/2 waveplate (Newport 
10RP52-1, Achromatic Zero-Order Quartz-MgF2). A removable Ag mirror is used to direct the 
NOPA output or 400 nm light to be aligned to a 6 ns, 1 m delay stage (Aerotech, Inc. PRO LM 
series, 165mm wide linear motor stage with hard-cover and sideseals; PRO165LM-1000-TTU-
LTAS-1000-X-CMS-LIFTING-NO PLOTS).  After the stage the light passes through an ND 
filter wheel and is directed into the chamber through a fused silica input window and focused 
onto the sample by a f/20 cm fused silica lens.  The lens is mounted on a computer-controlled 
micrometer stage to allow easy adjustment of the pump beam size. A LabVIEW controlled beam 
shutter (Thorlabs) gates the pump and probe pulses for time-resolved data collection. An 
oscilloscope is used to confirm synchronization of the shutter and CCD data-collection window. 
The smaller portion following the 90:10 beamsplitter is used to generate a broadband 
UV-visible probe pulse via white light generation, using either a sapphire plate (450 nm - 850 
nm) or a CaF2 plate (320 nm – 850 nm).  The transient UV-visible absorption apparatus uses the 
same pump setup (described above).   
1.2.2  High harmonic generation in the XUV source 
 The collimated beam of broadband XUV photons is generated via the process of high-
harmonic generation (HHG). During HHG, the oscillating laser field drives the strong-field 
ionization and subsequent recombination of an atomic generation medium, commonly a noble 
11 
 
gas.13,16 This is 
effectively described 
using the semi-classical 
three-step model 
developed by Krause, Schafer, and Corkum et al.15,39,40 In this model, the first step occurs 
quantum mechanically as an electron tunnels out of the Coulombic potential well the into the 
ionization continuum. The second step is governed classically, as the electrons gain energy while 
propagating through the strong oscillating electric field of the laser. The third step is the 
oscillation-driven recombination of the ionized electron with the source nucleus; the gained 
energy is emitted harmonically in the form of an XUV pulse wherein the photon energy is equal 
to the sum of the kinetic energy gained (a multiple of the pondermotive potential) and the 
ionization potential. This is shown in Figure 1.3. Several useful reviews of the HHG process 
have been published.13,16   
 Early evidence of HHG in neon (17th harmonic of a KrF* laser) was seen in 1987.41  
Theoretical framework followed, showing that the energy of the emitted photon is dependent 
upon the amount of time the electron spent propagating in the continuum before the 
recombination process. The energy of the emitted HHG photon is 𝐸𝑘(𝜃𝑟) + 𝐼𝑝, where the kinetic 
energy per photon is dependent upon the phase at recombination, 𝜃𝑟.
14  Tunneling ionization 
occurs at the peaks of the electric field, resulting in odd harmonics emitted at every half-cycle of 
the driving laser field.16 
 The cutoff energy is dependent on the pondermotive potential (Up), the average kinetic 
energy of an electron in the combined field between the atomic potential and the laser EM field. 
The HHG cutoff energy is dependent upon the driving beam and the gas medium.13,42,43 
 
Figure 1.2: IR focusing through semi-infinite gas cell. XUV light is produced in 
the last several mm.  Semi-infinite refers to the length of the gas cell relative to 
the Rayleigh length of the laser focus where XUV generation occurs.36 
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      𝐸𝑐𝑢𝑡−𝑜𝑓𝑓 =  3.17𝑈𝑝 + 𝐼𝑝 
The broadness and structure of the HHG continuum is additionally dependent upon the driving 
laser pulse duration and phase-matching.14 The ionization and recombination steps, relative to 
the induced EM field, is shown in Figure 1.3B. Phase-matching, or quasi-phase matching,14 is 
critical to achieving high XUV flux from the HHG process.13,35 The HHG process produces a 
near-diffraction limited beam with an pulse duration that is inherently ~20 fs given the 35-fs 
driving laser pulse.14,44 
 
1.2.3  Characterizing XUV beam 
Part of this section is adapted with permission from  Lin, M.-F.; Verkamp, M. A.; Ryland, E. S.; 
Zhang, K.; Vura-Weis, J. Journal of the Optical Society of America B 2016, 33 (9), 1986. 
 
 All figures in this section are for harmonics generated with neon. Argon and helium are 
characterized similarly but are not shown in this thesis.  
 
  
Figure 1.3: A) 3 Step Model for high harmonic generation. Steps 1 and 3 (tunneling ionization and recombination) are 
described quantum mechanically. Step 2 (propagation of a charged particle through an electromagnetic field) is 
described classically. B) Shows the energy-dependence of the HHG photon as a function of the ionization and 
recombination phase. Figures reproduced from Ishikawa.16 
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 Figure 1.4 shows the focus of the XUV 
beam generated from high-harmonic generation of 
neon at the sample position. The FWHM of the 
beam for the horizontal and vertical axes are 84 μm 
and 70 μm, respectively.  This focus is dependent 
upon alignment and is typically sub-100 μm. 
 
Spatial chirp  
 The high-harmonic XUV beam has an unstable spatial chirp as a result of the short- and 
long-trajectories of the high harmonic generation process.45 The term spatial chirp describes that 
the energy distribution of the broadband XUV probe is not uniform across the entire mode. 
Figure 1.5 shows the probe beam mode/spatial distribution at the sample position of three 
different energies of the 
broadband XUV probe beam. 
Resolution 
 The spectrometer 
resolution is typically 0.2-0.3 
eV FWHM as measured using 
the atomic absorption lines of 
Xe and Xe ion, as well as Kr 
and Kr ion for the high energy 
(>75 eV) region. The 
resolution varies based on 
 
Figure 1.4: Mode at focus of XUV beam from 
high-harmonic generation of Ne. Figure taken 
from Lin et al.29 
 
Figure 1.5: A) Energy profile of broadband XUV probe beam. With 
these harmonic generation conditions, a repeating pattern of two peaks 
followed by a valley is seen, with one se labeled 1, 2, and V, 
respectively. B) Spatial distribution of the flux at three different 
energies.  Figure taken from Lin et al.29 
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HHG conditions; observed values range between 0.15 eV (very good) to 0.9 eV (very bad).  
When tuning HHG, we aim for <0.2 eV resolution and consider 0.4 eV or better to be usable for 
preliminary data sets. This resolution is sufficient for resolving M-edge spectra, as the intrinsic 
lifetimes of the 3p→3d core-hole states lead to transition-dependent intrinsic linewidths on the 
order of 1-2 eV. 
 
1.2.4  Tuning harmonic conditions 
 The broadness of the XUV continuum is highly tunable and sensitive to the generation 
conditions.  The sharp periodicity of the high harmonic generation process is suppressed by 
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Figure 1.6: Atomic absorption lines of Xe0, Xe+/2+, Kr0, and Kr+/2+ with associated energy resolution listed. 
The Xe ion graph shows three different spectra, for good resolution (0.2 eV), poor resolution (0.5 eV) and 
abysmal resolution (0.9 eV) where poor alignment also leads to incorrect ratio for peak intensity. 
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optimizing for broad phase-matching.14 However, without switching to attosecond optics, the  
Figure 1.7 shows sharp vs broad harmonics for Ar and Ne. 
 
  
Figure 1.8 displays the beam path for HHG generation with the important tuning parameters 
marked.  The tuning parameters with the most direct effect on HHG conditions are the pulse 
compression (via the External Compressor grating position), IR driving laser power, irising of 
the driving IR beam, lens position to move the focal point of the driving IR beam, the gas 
pressure in the semi-infinite gas cell, and the hole size of the tube-capping HHG foil.  Effects of 
tuning these parameters are explained below. 
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Figure 1.7: Sharp (left) vs broad (right) harmonics.  Harmonics generated from argon are shown in blue, with 
harmonics generated from neon shown in black and grey. Black is with the Al filter (cuts flux off at Al L-edge), 
grey is with the Zr filter. The XUV continuum changes with tuning of generation conditions. 
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External compressor: Adjusting the spacing of the external compressor grating cavity will 
change the pulse duration, which has the most substantial effect on the XUV continuum 
shape/broadness. i.e., ~35 fs pulses may make discreet XUV harmonics, but 42 fs pulses will 
make a broad XUV continuum. I typically scan a +/-100 step range by 15-step increments , to 
find a sufficiently broad spectrum without a major drop off in flux.  Note that changing the 
compressor grating position modifies the pathlength and will move time-zero for any time-
resolved experiments. 
 Figure 1.9 shows an example of tuning HHG conditions. Optimal HHG conditions 
change daily and almost seasonally. For two years the best Ne HHG conditions were at ~80 torr. 
After major system realignment, the best Ne HHG conditions were around ~150 torr consistently 
for a year. This needs to be periodically optimized to suit current instrument conditions. 
Spectrometer resolution is dependent on the generated probe beam. 
 
 
Figure 1.8: HHG layout for tuning harmonic conditions. 
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Further, when the driving laser pulse duration is reduced to a few-cycle pulse, a scenario not 
discussed herein, broad continuum is achieved from the generation high harmonics from a 
single-electron trajectory close to the peak, enabling attosecond spectroscopies.23,46,47   
Lens: Moving the lens position can help improve resolution. Usually it’s the case of finding the 
global minimum for your current alignment—moving 1 or 2 mm to find best spot. Sometimes 
local minima are found and can cause confusion and you need to move considerably (5 to 10 
mm) to find best conditions.  Often, different generation medium and different laser power works 
best with different lens positions. Say, Ne at 4 W is optimized at 20 mm but Ar are 3 W is 
optimized at 35 mm. The optimal lens position also changes slightly (~1 mm) in response to 
changes at the HHG generation point caused by the hole in the HHG foil changing sizes, and 
thus affecting the gas pressure and flowrate at the tube end/generation point. 
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Figure 1.9: Effect of EC grating position on flux and XUV continuum of Ne 
harmonic with the Zr filter.  Other conditions are fixed, with 4 W unirised, 
100 torr Ne, lens 22 mm.  
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 Note: The lens was originally a bestform (bi-concave) lens but has since been replaced 
with a plano-concave with no noticeable decrease in HHG quality. 
 
 
Gas pressure. If mostly optimized, then changes in gas pressure may increase/decrease flux 
while the ‘appearance’ and broadness of the spectrum remain unchanged. At some/other times, 
the same is true but there is significant effect on the resolution. Optimizing for resolution might 
require increasing gas pressure to the point of reducing overall flux. We have found that the 
optimal gas pressure changes over time (timescale of months to years) as instrument conditions 
age. 
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Figure 1.10: Effect of lens position on flux and XUV continuum of Ne harmonic 
with the Zr filter.  Other conditions are fixed, with 4 W unirised, 100 torr Ne, 
EC -45 steps.  
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HHG foil + scotch tape: The HHG foil is a 0.002” thick stainless-steel disk. The scotch tape, 
layered to a thickness of ~1 mm on either side of the disk, provides differential pumping and 
helps both conserve gas and helps stabilize the end of tube pressure by reducing the tube to 
vacuum flow rate. The hole in the foil will burn larger over the course of the experiment and will 
eventually begin affecting the HHG process. As the hole gets larger, increasing the set gas 
pressure may counteract the effect of the increased flow rate (shown as part of Figure 1.18).  The 
foil should be replaced every 1-3 weeks, depending on usage. If the tape is applied poorly, then 
air pockets might form interspersed between the layers of tape and the foil and will cause 
instability in the HHG process and resulting probe spectrum may become unstable. Consistency 
in the thickness is important as different thicknesses of the tape layer at the HHG point will 
cause significant changes in the HHG conditions. 
Laser power (+ irising): The laser power is generally unchanged and set to 4.0 W.  Typically, 
more power→ more flux. However, different generation mediums work better with different 
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Figure 1.11: Effect of gas pressure on flux and XUV continuum of Ne harmonic 
with the Zr filter.  Other conditions are fixed, with 4 W unirised, lens 22 mm, EC 
-45 steps.  
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power levels.  Ne and He harmonics work well at ~4.0 W, while Ar generally works well at ~2.5 
W but can be run at higher powers to accommodate for the EC/IC+NOPA power split. A 
significant side effect of increasing the power is causing reabsorption due to ionization of the gas 
medium—leading to a donut-like XUV mode (~TEM11) that focuses abnormally. This will likely 
yield a “split” Xe ion spectrum, which is caused by the way the donut-like TEM11 mode focuses 
through the system, essentially forming two parallel XUV probe beams that travel parallel 
through the XUV system and are horizontally offset on the CCD surface: resulting in an overlap 
of two XUV spectra from the Xe—looking like a “split” peak.  See Figure 1.12.   
 Irising of the driving IR beam prior to focusing can also have a significant effect on the 
mode and resolution by a similar argument—by irising the beam, the IR focus at the generation 
point is modified. Irising will clean up the mode and reduce the beam diameter. In Gaussian 
focusing the smaller beam diameter will not focus as tightly, reducing peak power and over 
driving effect at the HHG generation point.48  Previous studies have examined the dependence of 
the harmonic brightness and structure on the diameter of an aperture placed in front of the HHG 
focal lens.36,49 Irising of the beam may cause the HHG generation to be more sensitive to room 
vibrations—such as walking around and closing doors. 
21 
 
 
1.2.5  Effect of HHG spatial heterogeneity on XUV absorption spectroscopy 
The information in this section is adapted with permission from Lin, M.-F.; Verkamp, M. A.; 
Ryland, E. S.; Zhang, K.; Vura-Weis, J. Journal of the Optical Society of America B 2016, 
33 (9), 1986. 
 
 The spatial heterogeneity can cause “harmonic artifacts”: harmonic-shaped structure 
superimposed on the absorption spectrum with an oscillatory period equal to the half-cycle of the 
driving laser energy (in the case of the 800 nm driving source, 3.1 eV).  This problem is 
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Figure 1.12: Overdriving Ar will ruin mode. High power causes strong ion population at center of gaussian IR 
mode, which reabsorbs XUV stronger and causes “donut” like mode. Note that 4.0 W will not always cause 
overdriving, since there are other parameters that effect the hhg conditions. 
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mitigated when the sample is spatially homogenous. When inhomogeneous, differences in 
sample thickness may result in different Beer’s law absorption pathlengths for the energies. 
Figure 1.13 shows how the effect of surface roughness introduces artifacts in an XUV absorption 
spectrum.   
 
1.2.6  Diagnosing a problem 
Along with the resolution as measured using Xe etc. and the spectral fidelity of a strong absorber 
such as Fe2O3, the HHG image on the CCD is a useful diagnostic tool for harmonics.  Below is a 
case study of using the HHG image to fix "split" atomic absorption lines of reference gas. The 
problem was poor resolution with “split”, diffraction-appearing Xe Ion spectra. Realignment 
helped improve the mode at the sample position, but the CCD image of the diffracted harmonics 
looked crescent-moon-like rather than elliptical Gaussian.  
 
Figure 1.13: Surface roughness introduces artifacts in XUV spectrum. Left: XUV beam with spatially 
inhomogeneous energy distribution will experience different Beers law pathlengths at different energies. (a) 
Experimental absorption spectrum of TBA2CoCl4 (red) and nonresonant absorption baseline fit by power law 
(black). (b)-(d) Simulated absorption spectra of a sample with a Gaussian “hill” of different heights on top of a 
flat film using the known spatiospectral information of the XUV beam and intrinsic absorption spectrum shown 
in (a). (e) Absorption spectra with nonresonant background subtracted and vertically offset for clarity. At as 
little as 5% heterogeneity, two artifacts appear at 64 and 67 eV that might be mistaken for real spectral features. 
Figures taken from Lin et al.29 
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Despite looking good at the focus, the mode after the focus rapidly diverged into horizontally 
bimodal (see Figure 1.15), which is the source of the “split-peaked” Xe ion. Tuning harmonics to 
have a “normal” beam mode on the CCD surface as well as decent at the sample position fixed 
the resolution issue. 
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Figure 1.14: Case study Using HHG image on CCD to fix "split" atomic absorption lines of reference gas.  
24 
 
 
Effect of optic cleanliness/quality 
 Debris-coated Si wafer will have lower XUV reflectivity and will decrease XUV flux at 
sample position. This is characterized by observing scattering off surface with IR viewer—a 
clean wafer has no visible scatter. The wafer can be wiped with methanol/acetone without 
removal and following standard optics-cleaning procedures or can be removed and cleaned with 
heavier solvent such as piranha acid. If not maintained, permanent damage will occur that will 
affect XUV mode and continuum (due to the inherent XUV spatial chirp). Replacement in our 
system occurs every 2-3 months with high use. It is hypothesized that the debris is a result of 
downstream flow of regularly burning holes in the HHG filters. User practice is to burn the hole 
in the foil with the Box 0 to Box 1 gate valve closed, to reduce the amount of metal particulate 
debris getting to the Si wafer. 
 The Si wafer is held in a copper block heatsink, but still heats during use (from RT to 
~100 ᵒC). As the Si wafer heats, the beam pointing changes such that the probe beam will shift 
up to ~200 μm.  This stabilizes after 1-2 hrs of use.  Heating the copper block with a resistive 
heating element brings Si mirror to a stable equilibrium and stabilize the shift in the probe beam 
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Figure 1.15: Scanning along the z-axis (along the beam path).  A) is at the sample position. B) is 15.5 mm past 
the sample position. 
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focus.  While the effect of the minor shifting in beam-pointing is insignificant for static 
absorption experiments, for pump/probe experiments alignment must be corrected frequently as 
the spatial pump/probe overlap is lost. The Si wafer does not need to be specially polished; 
inexpensive Si wafers with a surface roughness of <5 Å rms have proved sufficient. 
 Dirty/burned compressor grating will affect XUV stability (distribution of spatial chirp) 
and ease of tuning—harder to find optimal conditions because of inhomogeneous pulse 
compression. If severe, it can/will also affect IR and XUV mode. The grating should be checked 
monthly by observing the IR scatter while 
running, or by blocking the beam and examining 
the surface with a flashlight. Clean according to 
laser provider recommendations. The higher 
power used, the more frequently it will need to be 
cleaned.   
 Damaged/burned lens will ruin the XUV 
mode (and resolution), though the effect may be 
difficult to notice in IR beam/focus. A similar 
effect results for the AR-coated input window. For this, it is more likely that the AR-coating will 
burn off, depending on where it is placed distance wise after the focusing lens. Damage to these 
optics will reduce the transmitted power used for HHG generation, reducing XUV flux, and will 
impact the mode due to the inhomogeneous burning (greater at the center) causing an irising 
effect.  An example is shown in Figure 1.16. 
 Poor IR mode from laser will strongly affect HHG quality. This encompasses the 
generation efficiency, flux, mode, resolution, stability, etc.  
 
 
Figure 1.16: Pinhole scan images of the XUV 
mode at the sample focus for three realignment 
attempts to 'fix' mode. The poor mode was caused 
by damage in the focusing lens, the effect of 
which was imperceptible in the IR mode but 
which was ruinous to the XUV mode. 
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1.2.7  Data collection and processing 
 Data collection is conducted using a homemade LabVIEW program to synchronize 
instrumentation and record data.  Data is collected in transmission mode with the sample stage 
iterating between the sample and reference sample to measure I and Io.  Absorbance, the 
attenuation of light, is related to material properties via the Beer-Lampert law: 
𝐴 = 𝜀𝑏𝑐                      
 = − 𝑙𝑜𝑔10 (
𝐼
𝐼𝑜
) 
Where 𝜀 is the molar absorptivity (or molar extinction coefficient) of the sample, b is the path 
length, and c is the concentration. 𝐼 is the transmitted intensity through the sample and 𝐼𝑜 is the 
total intensity. In our data collection scheme 𝐼𝑜 is the transmitted intensity through the reference 
substrate. Note that in the literature, the natural log (ln) is sometimes used in the place of the 
log10, and inconsistencies can be caused by the incongruity. 
 Samples are prepared as ~100 nm films on 100 nm or 50 nm Si3N4.As described in 
section 1.2.5 , sample smoothness is necessary to collect artifact-free XUV absorption spectra.  
While many samples can be 
prepared as atomically 
smooth films via thermal 
evaporation deposition, 
some samples cannot be 
prepared this way due to 
thermal instability, outer 
sphere cations, or other 
complications.  The spatially 
    
 
Figure 1.17: Left: XUV sample map of spuncast film.  Right: photos of 
thin films prepared via spin-casting and thermal evaporation deposition. 
Position 2 has varying film thickness and optical density and transmission 
through this sample spot will yield an absorption spectrum with harmonic 
artifacts. The transmission through position 1 is smooth/symmetric and 
will provide an absorption spectrum with minimal artifacts. 
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inhomogeneous samples are mapped out by raster-scanning the sample with the XUV probe 
beam and collecting the XUV transmission at each point in the raster. An example of an XUV 
sample map of a spun-cast film is shown in  
Figure 1.17. For spun-cast samples, data collection requires ~1-2 hours per sample. For TED 
films, data collection is reduced to ~5 min per sample, though the edge is typically visible in one 
shot. 
 Raw absorption data is processed using a python code that converts the CCD pixel axes 
to energy axis using the grating eq. with daily energy calibration values. Linear interpolation is 
used to re-bin the data into 0.1 eV bins, as the native pixel size is nonlinear due to the grating 
dispersion. 
1.2.8  Method 
 To find temporal overlap, the pump and probe beam spatial overlap is found using a 
webcam placed at the sample position (with the IR filter removed) with the sample chambers 
vented. Even with the NIR power reduced to ~100 mW, 
several ND filters (ND~5) are necessary to prevent 
burning the webcam CCD. First temporal overlap of the 
NIR along the pump and probe paths is found using 
SHG within an 800x800 BBO, next proceeding to 
finding temporal overlap of the NIR probe path and the 
λ nm visible pump using the appropriate 800xλ BBO. 
After pumping down, spatial overlap of the visible 
pump and XUV probe is found using a knife-edge scan 
on the edge of the Si3N4 sample membrane. Temporal 
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Figure 1.18: Knife-edge scan 
measuring the size of the pump and 
probe beams. 
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overlap is found using the IRF-limited response of a reference sample, i.e. α-Fe2O3 excited at 
400 nm. The instrument response function, IRF, is going to be largely dependent on the pump 
pulse (since XUV via HHG is inherently ~20 fs).44 
    𝐼𝑅𝐹 = √𝐹𝑊𝐻𝑀𝑝𝑢𝑚𝑝
2 + 𝐹𝑊𝐻𝑀𝑝𝑟𝑜𝑏𝑒
2  
For the pump, keep in mind dispersion in optics for material selections and wavelengths etc.  The 
pump beam size is adjusted to be 2-3x the probe size, as measured using a knife-edge scan 
(Figure 1.18). This is to reduce the impact of pump-induced sample inhomogeneity interacting 
with the spatial chirp of the XUV probe beam. 
 Average transient experiments may take several days to acquire sufficient S/N.  The 
XUV probe has been shown to remain relatively consistent without changes in the HHG 
parameters (Figure 1.19: Common drift in HHG flux during 4-day PP experiment. (Ne, 0.2eV 
resolution) Flux was dropping between 2/6 and 2/7, so gas pressure was increased from 120 to 
125 torr.Figure 1.19).  If there is a loss of flux, this is likely due to increase in the diameter of the 
hole in the HHG foil and related decrease in gas pressure at the generation point.  This effect 
may be negated somewhat by increasing the gas pressure by 5 or 10 torr, resulting in bolstered 
29 
 
flux with insignificant changes in resolution and stability. 
 
1.2.9  Transient UV-visible layout 
 A portion of the 800 nm fundamental is split off with transmission through a 90:10 beam 
splitter and is focused into a sapphire plate to generate the broadband ~100 fs visible probe pulse 
via white light generation (WLG), using either a sapphire plate (450 nm - 850 nm) or a CaF2 
plate (320 nm - 850 nm). After passing through the sample, the white light probe is then 
refocused into an OceanOptics USB2000+ spectrometer. The 400 nm 50 fs pump pulse, shared 
with the transient M-edge XANES apparatus, is sent through a chopper running at 20 Hz before 
focusing onto the sample. 
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Figure 1.19: Common drift in HHG flux during 4-day PP experiment. 
(Ne, 0.2eV resolution) Flux was dropping between 2/6 and 2/7, so gas 
pressure was increased from 120 to 125 torr. 
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1.3  TR M-edge XANES 
1.3.1  Introduction 
 Transient M-edge XANES is an ultrafast optical laser pump, XUV probe experiment with 
femtosecond temporal resolution.  Pump-probe spectroscopy is a time-resolved technique 
wherein an initial (visible) laser pulse puts the target molecule into an excited state that a 
secondary laser pulse interacts with.  By changing the relative time-delay between pump and 
probe pulses, the excitation and relaxation dynamics are deduced. 
 The resonant 3p→3d transitions manifest on top of a base nonlinear absorption due to 
nonresonant photoionization of the valence electrons.  All ground state spectrum shown are 
presented after subtraction of a power-law baseline. Example raw and baseline-subtracted XUV 
absorption spectra are shown in Figure 1.21. 
 
Figure 1.20: Transient UV-visible layout.  For extending the probe into the UV, the sapphire 
plate is replaced with CaF2 on an oscillatory motion stage. 
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1.3.2  LFMT and multiplet splitting for 3p→3d transitions 
 Allowed electronic transitions of inorganic coordination complexes are controlled by the 
transition dipole moment, μT, for the appropriate symmetry point group. Figure 1.22 shows the 
M-edge transition diagram for FeTPPCl, which is high spin iron(III) in a square planar (D4h) 
ligand field. The broadband XUV probe excites a set of symmetry-allowed 3p→3d transitions.  
Electron-electron repulsion splits the 3p63d5 ground state and 3p53d6 core-hole state into the 
Russel-Saunders states shown. These states are further split due to the symmetry of the ligand 
cage, depicted here as first the octahedral field splitting followed by the square planar field 
splitting as a perturbation on the octahedral field.11,12,18  This results in ligand field states 
designated by the Mulliken term symbols shown.  Spin-orbit coupling further splits the ligand-
field strength, which is not shown for visual clarity.  The allowed transitions are determined 
using the point group-specific transition moment integral Allowed transitions will have a 
nonzero transition integral, ⟨𝜓𝑖𝑛𝑖𝑡𝑖𝑎𝑙|𝜇𝑇|𝜓𝑓𝑖𝑛𝑎𝑙⟩≠0.   
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Figure 1.21: Left: Raw absorption data (log/log scale) for d10 zinc(II) porphyrin (black) and d5 iron(III) 
porphyrin, with the nonresonant baseline fit to a power-law baseline (red). Right: iron(III) porhpryin spectra 
with power law baseline subtracted.  
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 We employ a modified version of the CTM4XAS software packet (Charge Transfer 
Multiplet for X-ray Absorption Spectroscopy) to conduct LFMT simulations for the XUV 
absorption spectra of various molecules.17,18 The modification is that in M-edge, rather than the 
L-edge the software was developed for, the change in core-hole lifetimes of the individual 
transitions are significant and must be applied individually. The absolute peak energy is 
calculated using Hartree-Fock theory and is approximate; the simulated spectra are shifted to 
match the experimental edge position.  
 
 
Figure 1.22: XUV transition diagram for high spin (S=5/2) Iron(III) in a D4h ligand field. 
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 Figure 1.23 shows the LFM simulation overlaid with the experimental ground state spectra.  
The simulation also includes transition-specific Lorentzian lifetime broadening and 0.2 eV 
FWHM Gaussian broadening to account for the spectrometer resolution. The LFM method does 
not calculate absolute peak energies accurately, so both simulations are shifted by +0.6 eV to 
match the 57.5 eV experimental peak.  Finally, a Fano lineshape with q=3.5 is applied to account 
for interference between Auger and direct photoemission pathways.   
1.3.3  M-edge XANES of model complexes 
The material in this section is in part adapted with permission from Zhang, K.; Lin, M. F.; 
Ryland, E. S.; Verkamp, M. a.; Benke, K.; De Groot, F. M. F.; Girolami, G. S.; Vura-
Weis, J. J. Phys. Chem. Lett. 2016, 7, 3383–3387.  
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Figure 1.23: Experimental M2,3-edge XANES spectra of 
ground state FeTPPCl with LFM simulation overlaid.  
Sticks of the primary transitions are shown.  
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 We have developed a library of M-edge XANES spectra for various model complexes in 
order to show the theoretically predicted element-, oxidation state-, ligand field-, and spin-state 
specificity. Figure 1.24 shows the experimental and simulated M-edge XANES of four 
metalloporphyrins with M= Mn(III), Fe(III), Co(II), Ni(II) showing distinct edge positions for 
each element. For first row transition metals, the 3p→3d absorption edge shifts by approximately 
+5 eV across the period.  
 
  
Figure 1.25 compares the M-edge spectra for molecules with distinct oxidation states, ligand 
fields, and spin states (molecules: CoII(Tp)2, Co
III(acac)2, Co
IIOEP, HS FeII(Tren-MePy), LS 
FeII(Tren)) to show experimental evidence of the LFMT-predicted specificiy. 
50 60 70
0.0
0.5
1.0
50 60 70
0.0
0.5
1.0
50 60 70
0.0
0.5
1.0
60 70 80 90
0.0
0.5
1.0
N
o
rm
a
li
z
e
d
 A
b
s
o
rp
ti
o
n
CoOEPFeOEPCl
N
o
rm
a
li
z
e
d
 A
b
s
o
rp
ti
o
n
Energy (eV)
MnOEPCl
Energy (eV)
NiOEP
 
Figure 1.24: M-edge XANES of four metalloporphyrinates with M= Mn, Fe, Co, Ni.  
Experimental spectra (circles) and LFM simulation (line). 
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An increase in oxidation state will blue shift the edge and effect a change in the multiplet 
structure. A change in the ligand field will significantly affect the near-edge structure while 
inducing only a minor shift in the edge position.  Changes in spin state will have minor to 
moderate shifts in the absorption edge (blue shifting as spin decreases) and will significantly 
affect the allowed transitions and their relative oscillator strengths, often resulting in broader 
spectra with additional high-energy features for low-spin species. These changes are reproduced 
well using LFM calculations, resulting in a very good match of experimental to simulated M-
edge XANES. 
 
 
 
 
Figure 1.25: Model TM coordination complexes showing M-edge XANES sensitivity to oxidation state, ligand 
field, and spin state. Experimental and ligand-field-multiplet simulation of the complexes show good agreement 
in edge position and multiplet structure. Adapted from Zhang et al.12 
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ABSTRACT: Iron porphyrins are the active sites of many natural and artificial catalysts, and their 
photoinduced dynamics have been described as either relaxation into a vibrationally hot ground 
state or as a cascade through metal-centered states. In this work, we directly probe the metal center 
of iron(III) tetraphenyl porphyrin chloride (FeTPPCl) using femtosecond M2,3-edge x-ray 
absorption near-edge structure (XANES) spectroscopy. Photoexcitation at 400 nm produces a (π, 
π*) state that evolves in 70 fs to an iron(II) ligand-to-metal charge transfer (LMCT) state. The 
LMCT state relaxes to a vibrationally hot ground state in 1.13 ps, without involvement of (d,d) 
intermediates. The tabletop extreme-ultraviolet probe, combined with semiempirical ligand field 
multiplet calculations, clearly distinguishes between metal-centered and ligand-centered excited 
states and resolves competing accounts of Fe(III) porphyrin relaxation. This work introduces 
tabletop M-edge XANES as a valuable tool for measuring femtosecond dynamics of molecular 
transition metal complexes in the condensed phase. 
2.1  Introduction 
 Metalloporphyrinate complexes such as hemes, porphyrins, and chlorins serve important 
roles as catalysts, chromophores, and the reaction centers of many proteins.50 Photoexcitation of 
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the porphyrin drives reactions as diverse as O2 deligation and subsequent conformational 
changes in heme-Cu oxidases,51 gene regulation in cobalamin-dependent photoreceptor 
proteins,52 and photocatalytic hydrocarbon oxidation.53,54 The femtosecond to picosecond 
dynamics of these systems, and specifically the metal electronic structure at early times, 
determine the metal-ligand interactions and contribute strongly to their reactivity. In this work, 
we use tabletop M-edge XANES spectroscopy to measure the oxidation and spin state of the 
metal center at femtosecond timescales and isolate its contribution to the relaxation pathway. 
 Several hypotheses for the ultrafast relaxation mechanism of iron(III) porphyrins have 
been proposed, and can generally be grouped into two pathways.55–61 Crucially, the two pathways 
differ in the transient population of metal d-orbitals that are used to form metal-ligand bonding 
and antibonding orbitals. As shown in Figure 1, (π,π*) excitation of the porphyrin is followed by 
electron transfer from the ligand to the iron center, forming a ligand-to-metal charge transfer 
(LMCT) Fe(II) state. Relaxation of this electronic state may occur through metal-centered 
excited state intermediates and/or vibrationally hot ground state intermediates. In the metal-
centered pathway, back-electron transfer from a low-lying d orbital to the porphyrin π system 
creates a (d,d) Fe(III) excited state that subsequently relaxes to the ground state.55,62–64 This 
interpretation was supported by femtosecond transient UV-visible absorption spectroscopy of 
FeTPPCl,62 which identified three distinct spectral components after 400 nm excitation: an initial 
(π,π*) state, an LMCT state that formed in 580 fs, and a (d,d) state that formed in 2.3 ps and 
decayed in 13-18 ps. The latter time constant lengthened to >1 ns at 77K, supporting the (d,d) 
assignment.62–64 
 In the alternative vibrationally hot ground state pathway, back electron transfer 
regenerates the ground-state Fe(III) electron configuration and deposits energy into ligand 
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vibrational modes.65–68 Transient UV-visible spectroscopy of ferric FeTMPyP identified a single 
LMCT intermediate electronic state followed by several ps of solvent-dependent vibrational 
relaxation on the ground electronic surface.68 Similarly, femtosecond stimulated resonance 
Raman spectroscopy described the relaxation of the high-spin Fe(II) heme in myoglobin as sub-
50 fs depopulation of the (π,π*) state to a hot ground state followed by a systematic depopulation 
of vibrational modes.67  
 
 Transient UV-visible absorption and ultrafast broadband fluorescence detection 
experiments showed that the Fe(III) heme metMb relaxes via simultaneous metal-centered and 
hot ground state pathways.65 After formation of the LMCT state, part of the excited state 
population relaxes through a several-ps cascade of electronic spin states, while part relaxes 
directly to a vibrationally hot ground state. In all of these studies, the experimental probe was 
primarily sensitive to ligand-based electronic or vibrational transitions.  
In the present work, we directly probe the metal center of 5,10,15,20-tetraphenyl-21H23H-
porphine iron(III) chloride (FeTPPCl) thin films using femtosecond tabletop extreme-ultraviolet 
 
 
 
Figure 2.1: Potential relaxation pathways of FeTPPCl. 
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(XUV) spectroscopy. X-ray absorption near edge spectroscopy (XANES) at the Fe M2,3-edge, 
corresponding to 3p→3d transitions, is oxidation- and spin-state specific.12,69 Ligand field 
multiplet calculations are used to predict distinct LMCT and (d,d) state spectra and identify the 
relaxation pathway.  
2.2  Methods/Instrumentation 
 
 The broadband XUV probe was generated via high-harmonic generation (HHG),13 using 
a tabletop instrument described previously.12,29 The experimental setup is shown in Figure 2. 
Briefly, a 1 kHz, 35 fs, 800 nm pulse is focused into a semi-infinite gas cell filled with 80 torr 
Neon, where the strong electric field at the focal point generates a ~20 fs XUV pulse (35-75 eV) 
with a flux of 105 photons/pulse at the sample position. Residual 800 nm photons are attenuated 
by a Si mirror and a 200 nm thick Al filter. Light is collected after transmission through the 
sample by dispersing the beam onto an array CCD detector. The spectrometer resolution is 0.3 
eV FWHM as measured using the atomic absorption lines of Xe and Xe+.  A secondary output 
from the same fs NIR laser source was aligned to a delay stage and sent through an β-BBO 
crystal to generate the 400 nm, ~50 fs pump pulse via second harmonic generation. Visible-light 
transient absorption was performed using the same laser system, with the probe pulse generated 
in a sapphire plate.  Samples were deposited as ~100 nm thick films on Si3N4 substrates and 
measured in transmission mode. Further experimental details are given in the Supporting 
Information. 
2.2.1  Data collection conditions 
 At the sample position, the probe beam size was measured using a knife-edge scan to be 
60 μm FWHM and the pump beam set to be ~200 μm FWHM. The sample was pumped at 0.95 
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mJ/cm2, corresponding to ~15% excitation per pulse.  Nitrogen gas cooling is used to avoid 
sample ablation and/or accumulative heating, and neither pump nor XUV-induced damage is 
observed under these conditions. The XUV ground state absorption was checked periodically 
during data collection to confirm that there was no degradation. 
Time zero for the pump-probe experiment is determined using transient absorption of 
Fe2O3.
11  Data is collected from 35 to 75 eV by 0.2 eV bins. During processing ~10% of scans 
were thrown out due to intense harmonic fluctuations by looking at flat range 65-70 eV and 
removing scans with fluctuations greater than a ± 6 mA trimming factor. 
 This data set was collected over three days, totaling in roughly ~20 hours of data 
collection time including concurrent Fe2O3 transient absorption.   
2.2.2  Energy calibration and spectral resolution 
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Figure 2.2: Energy calibration and Xe neutral resolution. 
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2.3  Results/Discussion 
2.3.1  Ground state spectra 
Figure 3 shows the experimental M2,3-edge 
XANES spectra of high-spin FeIIITPPCl 
(S=5/2) and intermediate-spin FeIIIOEPClO4 
(S=3/2), which serves as a model for the 
proposed metal-centered intermediate. 
Semiempirical ligand field multiplet (LFM) 
simulations are also shown.12,18,69 The 
experimental FeTPPCl spectrum is 
composed of a small peak at 53.8 eV and a 
major peak at 57.4 eV. FeOEPClO4 shows a peak at 58.0 eV and a broad shelf at higher energy. 
M-edge spectra of high-spin complexes are generally redshifted from their low- and 
intermediate-spin analogues due to increased exchange stabilization of the 3p53dN+1 core-hole 
state.12 A similar effect is observed in L-edge spectra.70  LFM calculations reproduce these 
features well. The FeTPPCl simulation contains two weak peaks at 53.1 eV and 53.8 eV, a 
shoulder at 55.0 eV, and a large peak at 57.4 eV. A detailed analysis of the transitions is given in 
the supporting information.  FeOEPClO4 is predicted to show a major peak at 58.4 eV and a 
series of broad peaks between 60 eV and 65 eV. These high-energy features are not resolved in 
the experiment, likely due to a porphyrin ring saddle distortion71 that lowers the symmetry below 
the nominal D4h used in the simulation. 
 The LFM method does not calculate absolute peak energies accurately, so both 
simulations in Figure 3 are shifted by +0.6 eV and scaled vertically to match the 57.4 eV peak of 
 
Figure 2.3: Experimental (symbols) and simulated 
(lines) M2,3-edge XANES spectra of FeTPPCl and 
FeOEPClO4. 
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FeTPPCl. Note that the FeOEPClO4 simulation is scaled identically to FeTPPCl, and the 
excellent agreement with experiment in edge position and height comes directly from the 
calculation and not from manual tuning. 
 Figure 1.22 in the previous chapter shows the M-edge transition diagram for FeTPPCl, 
which is high spin iron(III) in a square planar (D4h) ligand field. The broadband XUV probe 
excites a set of symmetry-allowed 3p→3d transitions.  Electron-electron repulsion splits the 
3p63d5 ground state and 3p53d6 core-hole state into the Russel-Saunders states shown. These 
states are further split due to the symmetry of the ligand cage, depicted here as first the 
octahedral field splitting followed by the square planar field splitting as a perturbation on the 
octahedral field.11,12,18  This results in ligand field states designated by the Mulliken term 
symbols shown.  Spin-orbit coupling further splits the ligand-field strength, which is not shown 
in Figure 1.22 for visual clarity.  The allowed transitions are determined using the point group-
specific transition moment integral. Figure 1.23 shows the LFM simulation overlaid with the 
experimental ground state spectra.  The simulation also includes transition-specific Lorentzian 
lifetime broadening and 0.2 eV FWHM Gaussian broadening to account for the spectrometer 
resolution. The LFM method does not calculate absolute peak energies accurately, so both 
simulations are shifted by +0.6 eV to match the 57.5 eV experimental peak.  Finally, a Fano 
lineshape with q=3.5 is applied to account for interference between Auger and direct 
photoemission pathways.  Primary simulation parameters are shown in Table 2.1, additional 
details on the calculation are given in a previous publication.12  
Table 2.1: Parameters for generating ground state d5 FeIII(porphyrin) in D4h ligand field. 
 
Term 
Symbol Element Charge 
Scalings of slater integrals Scaling of SO 
coupling 
Crystal Field Parameters 
Fdd Fpd Gpd 10Dq Ds Dt 
S = 5/2 6A1g Fe     3+ 1 0.625 0.625 1 2.5 0.15 0.07 
S = 3/2 4A2g Fe     3+ 1 0.625 0.625 1 4.8 0.05 0.70 
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2.3.2  Transient M-edge XANES 
 Transient XANES was performed by 
photoexciting the Soret band of the FeTPPCl 
sample with a 400 nm, 50 fs pump pulse and 
probing with the XUV pulse. The experimental 
transient absorption spectra (Figure 4A) show a rise 
of positive and negative features at 55.0 eV and 
57.5 eV, respectively. Over the next few ps, this 
spectrum decays to a small positive peak at 55.5 eV 
that persists for at least 300 ps. Singular value 
decomposition of the data and global fitting to a 
sequential three-component  model 
identified the three species associated spectral 
components, shown in Figure 4B. Component A 
rises with a 90 ± 7 fs (FWHM) Gaussian instrument 
response and has weak positive and negative peaks 
(~1 mΔA) centered at 55.0 and 58.0 eV. 
 Component B forms with a time constant 
(1/k1) of 70 ± 29 fs and has strong (~3.5 mΔA) 
positive and negative features at 55.0 eV and 57.5 
eV. This component evolves in 1.13 ± 0.04 ps (1/k2) into component C, which has a small 
positive peak at 55.5 eV and persists for hundreds of ps (unresolvable in the observed time 
 
Figure 2.4:(A) XUV transient absorption 
spectra of FeTPPCl after 400 nm excitation, 
with scaled ground-state spectrum for 
comparison. (B) Component spectra obtained 
from global fitting. (C) Predicted spectra of 
LMCT and (d,d) excited states. 
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window). Time zero is measured using XUV transient absorption of α-Fe2O3,72 and  t0 for the 
 fit matches that of the α-Fe2O3 reference within the ±3 fs fit error. 
2.3.3  Excited state assignment 
 Using these simulations, component B is assigned 
as the FeII LMCT state due to its strong redshifted 
absorbance. Component A is interpreted as partial 
LMCT character in the initial (π,π*) Franck-Condon 
state given its similar shape to B but weaker intensity. 
This assignment is consistent with previous DFT 
calculations that predicted overlapping (π,π*) and 
LMCT transitions at the 400 nm excitation 
wavelength.73 The Franck-Condon state is partially 
XUV dark because the excitation is primarily ligand-
based and has little impact on the d-orbital occupation. 
Component C corresponds to vibrational excitation of 
the ligand and/or heat. As was observed for the (π,π*) component A, the ligand-based nature of 
this state makes it largely XUV-dark. Long-lived heat signals are frequently observed in transient 
X-ray/XUV experiments performed on thin films due to the poor thermal conductivity of the 
substrate.74 This interpretation is supported by transient UV-visible spectroscopy, which shows 
that a similarly-timed transient signal persists for hundreds of ps in thin-film FeTPPCl but decays 
in ~20 ps in dichloromethane solution (see below).  
 The data can also be fit to a two-component  model with a +23 fs delay in t0 and an 
instrument response of 100 ± 6.8 fs. As shown in the Supporting Information, components A’ and 
 
Figure 2.5: (A) Populations of transient 
species obtained from global fit. (B) Time 
traces (circles) at 55.0 and 57.5 eV with 
reconstructed traces (solid lines) from the 
global fit. 
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B’ are nearly identical to components B and C of the three-component model, with a similar time 
evolution (1.23 ± 0.04 ps).  This delay could therefore be interpreted as a fully XUV-dark initial 
state that then evolves into the LMCT state. 
 At no time does the transient XUV spectrum resemble the (d,d) simulation. Specifically, 
simulations of all potential (d,d) states predict a positive signal above 60 eV, which is not 
observed, and negative or near-baseline signal at 55 eV, as opposed to the strong positive signal 
in the experiment. The potential (d,d) excited state is therefore excluded as the 1.13 ps 
component, though we do not rule out a short-lived (<<1 ps) intermediate. 
 Figure 2.5A shows the evolution of each spectral component over time, with 
reconstructed traces at 55.0 eV and 57.5 eV compared to the experimental data shown in Figure 
2.5B. The low intensity of the initial (π,π*) state A causes a delayed onset of the transient signal 
at both energies, compared to the independently measured time zero. LMCT component B is 
formed with a time constant of 70 fs, which is a reasonable match for the 44 fs, 82 fs and 84 fs 
half-periods of the Fe-Cl stretch, Fe-N stretch, and porphyrin breathing modes.75  The transition 
between the (π,π*) and LMCT states is therefore best described as a ballistic expansion along 
these vibrational coordinates as the porphyrin ring expands. A similar expansion was observed in 
pioneering femtosecond hard x-ray studies of Co and Ni porphine systems.76,77 The FeTPPCl 
ring expansion results in a continuous increase in the charge transfer character of the excited 
state and a corresponding increase in the magnitude of the LMCT transient signal.  
2.3.4  LFM simulations of excited state spectra 
 Ligand field multiplet calculations are performed to simulate the potential intermediate 
state spectra. Figure 2.4C shows the simulated difference spectra (excited state minus ground 
state) of 5Eg LMCT and 
4Eg (d,d) intermediates. Spectra of other LMCT and (d,d) states are 
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shown in the S.I., and are similar to the ones shown here. The simulated LMCT state shows a 
ground-state bleach at 57.5 eV and positive features at 55.0 and 52.0 eV. The (d,d) simulation 
predicts a ground-state bleach at 57.5 eV and a broad positive feature from 60-65 eV. The 
intermediate-spin (d,d) state is also simulated by subtraction of the experimental high-spin 
FeTPPCl and intermediate-spin FeOEPClO4 spectra, giving a difference spectrum similar in 
shape and magnitude to the LFM simulation. Peak intensities are predicted using the ground-
state FeTPPCl absorbance and the 15% excitation density calculated from the pump fluence, as 
described in the following section. 
 Figure 2.4 shows predicted transient spectra for the proposed LMCT and (d,d) 
intermediates.  In both cases (LMCT and d,d), there are several potential orbital occupations that 
could be used to construct such states.  As shown in Figure 2.6 below, the predicted spectrum is 
not especially sensitive to the precise orbital occupation (i.e. all d,d states have similar 
absorption spectra).  Table S3 shows the input parameters for LFM simulation of potential 
excited states following transfer of an electron into the d5 ground state. The scaling of slater 
integrals, spin-orbit coupling, and broadening were kept constant at the same values indicated 
above. The average kinetic energy of the free electron ejected by Auger decay of the core-hole 
states used was 4.0 Rydberg. 
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Table 2.2: Parameters for generating excited state spectra of HS FeIII in D4h ligand field.  The state used for Figure 
4C in the main text is bolded. 
 Term 
Symbol 
Element Charge Group Spin Orbital occupation Crystal Field Parameters 
10Dq Ds Dt 
GS 6A1g Fe 3+ d5 5/2  2.5 0.15 0.07 
LMCT 5B1g Fe 2+ d6 2  2.5 0.15 0.07 
LMCT 5A1g Fe 2+ d6 2  2.5 0.15 0.07 
LMCT 5Eg Fe 2+ d6 2  
2.5 0.15 0.07 
LMCT 5B2g Fe 2+ d6 2  2.5 0.15 0.07 
d-d 4A2g Fe 3+ d5 3/2  2.5 0.15 0.07 
d-d 4B2g Fe 3+ d5 3/2  2.5 0.15 0.07 
d-d 4Eg Fe 3+ d5 3/2  
2.5 0.15 0.07 
d-d 4Eg Fe 3+ d5 3/2  2.5 0.15 0.07 
d-d 4Eg Fe 3+ d5 3/2  2.5 0.15 0.07 
  
 Figure 2.6 shows the LFM simulation of the ground electronic state (6A1g, black) 
compared to the potential LMCT and d-d excited states.  The most likely excited states (used to 
construct Figure 4C in the main text) are those involving the transfer of an electron from the 
porphyrin π system into the dπ orbitals and a subsequent back electron transfer from the lowest 
lying dxy orbital, both shown in green. Of secondary likelihood are those involving the dz2 
orbital, both shown in red. All of the (d,d) states are predicted to have blueshifted absorption 
compared to the ground state, so the conclusion that there is no evidence for a (d,d) state does not 
depend on the particular (d,d) state chosen.  Furthermore, all possible LMCT states are predicted 
to show a ground-state bleach and redshifted induced absorption, so again the particular LMCT 
state is not crucial for the conclusions of the main paper.  Further work using polarized M-edge 
XANES may be able to differentiate these states. 
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 DFT calculations have shown that the dx2-y2 orbital is too high in energy to accept charge 
from the excited porphyrin (π, π*) state.78,79 These calculations are in agreement with much 
earlier iterative extended Huckel (IEH) calculations on ferric porphyrinate systems.  The IEH 
calculations additionally showed that the dxy orbital is near-degenerate in energy with the ground 
porphyrin HOMO and is therefore unlikely to act as a probable intermediate,80 though we have 
included the simulation of this 5B2g state in Figure 2.6A for completeness. The IEH calculations 
also showed that for high spin (S=5/2) Fe(III) in a D4h field with a Cl ligand, the dz2 orbital and 
dπ orbitals are located between the porphyrin HOMO and LUMO and may serve as 
intermediaries in the relaxation mechanism. It was suggested that the dz2 orbital is in a good 
energetic position to accept an electron from the porphyrin eg(π) orbital while the lower dπ 
orbitals are possibly too close in energy to the ground porphyrin a2u(π) orbital to act as an 
efficient intermediary.80 Based on IEH calculations and near IR absorption spectra, dz2 has been 
assigned as the interacting orbital for LMCT in CoII(P) and NiII(P) systems.  For example LMCT 
formation in the relaxation of CoTPP was proposed to occur via the porphyrin a2u(π)→Co(dz2) 
transition, showing that the better symmetric overlap of the dπ orbitals with the porphyrin ligand 
can be overcome by a more favorable energy of the dz2 orbital.81,82  
 Later DFT calculations and detailed assignment of the MCD and UV/visible absorption 
spectra of FeTPPCl showed strong mixing of the iron dπ orbitals with the porphyrin a2u and a1u 
orbitals, suggesting that the dπ is a likely candidate for an LMCT intermediate within FeTPPCl in 
particular.62,73 In this work, we have favored the porphyrin(π*)→Fe(dπ) assignment as the most 
probable LMCT intermediate based on this later study, in agreement with the recent works 
published by Rury et al.62,63 
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2.4  Transient Visible-Light Spectroscopy 
2.4.1  Instrumentation 
 A portion of the 800 nm fundamental was split off with an 80:20 beam splitter and was 
focused into a sapphire plate to generate the broadband ~100 fs visible probe pulse via white 
light generation (WLG).  After passing through the sample, the white light probe is then 
refocused into an OceanOptics USB2000+ spectrometer. The 400 nm 50 fs pump pulse, shared 
with the transient M-edge XANES apparatus, is sent through a chopper running at 20 Hz before 
focusing onto the sample. 
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Figure 2.6: LFM simulations of the potential excited states of FeTPPCl, with A) the potential ligand to metal 
charge transfer (LMCT) states and B) the potential d-d excited states.  The 6A1g ground state is shown in black and 
the most likely transition states 5Eg(π,dπ) and 4Eg(dxy ,dπ) are shown in green.   
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2.4.2  Data and analysis 
 As noted in the previous section, a weak transient XUV signal (Component C) persists 
for hundreds of picoseconds. Visible-light transient absorption spectroscopy was therefore 
performed to confirm the assignment of this long-lived signal as pump-induced heating in the 
thin film, as well as to discern whether the thin-film relaxation mechanism is transferable to the 
solution phase.  Figure 6A,B show the transient absorption spectra of FeTPPCl in 
dichloromethane solution and as a thin film on a 100 nm Si3N4 membrane (the latter matching 
the transient XUV experimental conditions).  By 0.3 ps (after LMCT), both samples show a 
minimum at 504 nm, a maximum at 544 nm, a local minimum at 570 nm, and a broad local 
maximum between 590 nm and 670 nm.  Additionally, both samples show a rise of a positive 
feature to the blue of the detection window.  The difference in spectral shape between the Si3N4 
spectrum and the DCM spectrum (such as the local minimum at 612 nm) is likely due to 
interference effects in the thin film on the 100 nm substrate. By 10 ps (after relaxation to the 
vibrationally hot ground state), both samples show a negative feature at 499 nm and a positive 
peak at 529 nm (538 nm for Si3N4) that returns to baseline above 565 nm.  Again, the Si3N4 
sample has additional oscillations due to thin-film interference.  As shown in the Supporting 
Information, transient spectra of thin films on glass substrates lack these oscillations and match 
 
Figure 2.7: Transient UV-visible absorption apparatus. 
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the early-time spectra in solution.  After 100 ps, the DCM spectrum has returned to baseline 
while the thin-film spectrum resembles the 10 ps spectra with a negative shift. 
 Global fitting was performed of each data set using singular value composition and a 
sequential kinetic model, with spectral components shown in Figure 6C,D.  The DCM data fits 
well to a three-component model (W→X→Y) with time constants (1/k) of 0.29 ps, 1.15 ps, and 
18.9 ps, with an instrument response function of 220 fs.  Note that W/X/Y labels are used to 
avoid confusion with the A/B/C labels used for transient XUV fits.  These times (as well as the 
spectral components) are reasonable matches for the 0.58 ps, 2.3 ps, and 18.5 ps time constants 
measured by Rury et al62 for FeTPPCl in DCM.  That work probed a wider spectral window, 
from 350-750 nm, and was able to observe large and distinct transient signals at ~390 nm and 
~420 nm that likely lead to more accurate time constants. 
 
 
Figure 2.8: Left: Visible transient absorption spectra of FeTPPCl in (A) DCM and        (B) a thin 
film on 100 nm Si3N4.  Right: Component spectra obtained from global fits in (C) DCM and (D) 
thin film. 
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 For our Si3N4 data, a fourth component (W→X→Y→Z) is required to account for the 
long-lived signal, but the time constants obtained from the fit are otherwise an excellent match 
for the DCM data: 0.23 ps, 1.62 ps, 23.2 ps, and 27 ns, with an IRF of 124 fs.  The final 27 ns 
time constant is much longer than the time window probed (500 ps) and should be considered a 
very approximate number.  Experimental and simulated kinetic slices are shown below. 
 The similarity between the early-time kinetics of the DCM and thin-film samples shows 
that the relaxation mechanism is not drastically affected by the sample environment, and that the 
conclusions reached via the transient XUV experiment are likely relevant to the solution phase.  
This is consistent with previous UV/Visible transient absorption studies of FeTPPCl,62 
FeTMPyP,68 and CoTPP,81 which concluded that the polarity and coordinating ability of the 
solvent affected the lifetime of the LMCT state but did not alter the relaxation mechanism.  In Ni 
porphyrins, axial ligation of coordinating solvents such as pyridine occurs on a hundreds-of-
picoseconds timescale, long after formation of a (d,d) state.83 
2.4.3  Transient visible spectroscopy in glass vs thin film samples 
 Thin-film interference causes additional oscillations in the visible transient absorption 
spectra of the ~100 nm FeTPPCl film on the 100 nm Si3N4 membrane that are not observed in 
solution.  To verify that these oscillations come from interference and not different transient 
species, we also collected selected timepoints of ~100 nm FeTPPCl film on a glass cover slip 
substrate.  Figure 2.9shows time slices of transient visible-light absorption spectra for FeTPPCl 
in DCM, as a thin film on a 100 nm Si3N4 membrane, and a thin film on glass.  Three times were 
chosen for this comparison: ~0.3 ps (after LMCT), ~10 ps (after recombination to the 
vibrationally hot ground electronic state), and ~100 ps (after heat transfer to solvent).  The 
transient spectra on glass strongly resemble those in solution but lack the additional oscillations.  
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We therefore conclude that the transient species (as evidenced by the shape of the transient 
spectra in the absence of interference) are identical in solution and thin film. 
 
2.4.4  Comparison of DCM and thin film kinetics 
Table 2.3 summarizes the lifetimes measured using transient XUV and visible spectroscopy. 
Table 2.3: Comparison of the transient XUV and UV/Vis lifetimes of FeTPPCl solvated in DCM and as a ~100 nm 
thick thin film on a 100 nm silicon nitride membrane.  The thin film data has an additional long-time kinetic not 
present in the solution phase data.  Literature data from Rury et al.62 shown for comparison.  Lifetimes given in ps. 
 XUV Visible 
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Figure 2.9: Spectral slices of the transient optical data for FeTPPCl in a solution 
of DCM (top) and as thin films on silicon nitride (middle) and glass (bottom) at 
three selected time points. 
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 Kinetic slices of the transient visible spectra at four different wavelengths and 
reconstructed kinetics from the global fits are shown in   
Figure 2.10. The solution-phase spectra have returned to baseline by 100 ps, while there is 
significant signal remaining at 500 ps for the thin-film sample. 
 
 
Figure 2.11 shows the population of each component species versus time for the solution-phase 
and thin-film transient data.  The similar early-time behavior (<10 ps) shows that the 
photophysics in this time window are not drastically affected by the sample environment, and the 
presence of the long-term feature in the transient UV-visible data of the sample in a film that is 
absent in the solution phase data supports our assignment of the long term transient M-edge 
XANES feature to heat in the thin film. 
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Figure 2.10: Kinetic traces showing the experimental data (circles) and global fits (lines) at four different 
wavelengths for FeTPPCl solvated in DCM (left) and as a thin film on Si3N4 (right). 
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2.4.5  Comparison of timescales of transient visible and transient XUV spectroscopy 
 Figure 2.12 compares the populations of intermediate species derived from the transient 
visible (tVis) and transient XUV (tXUV) spectra.  As noted earlier, the tXUV spectra shown in 
the main paper were fit using a three-component sequential model, labeled A→B→C, while the 
tVis spectra were fit with a four-component sequential model labeled W→X→Y→Z.  Both 
experiments were performed on ~100 nm thick films of FeTPPCl pumped at 400 nm with a 15% 
excitation fraction.  An 81 ps decay time for component C is taken from an additional data set 
collected out to 35 ps, shown in Section S8 (given the short data set, this should be considered a 
lower bound). The tVis and tXUV kinetics for components A/W and B/X generally match in 
both techniques.  The third XUV component, C, encompasses the third and fourth UV/Vis 
components, Y and Z. As described in the main text, transient UV-vis can distinguish between 
states Y (assigned here as a vibrationally hot ground state) and Z (thermal heating only present in 
the thin film), while transient XUV cannot distinguish between these states due to the minimal 
impact of the ligand vibrations on the metal electronic structure.   
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Figure 2.11:   Population of component species in solution 
(solid lines) and thin film (dashed lines) determined from 
transient visible spectroscopy. 
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2.5  Additional Analyses/Supporting Information 
2.5.1  Time-zero confirmation with Fe2O3 
 Time-zero was determined daily with transient absorption of Fe2O3 pumped at 400 nm.
11  
Fe2O3 data collection was repeated after FeTPPCl data collection to confirm that time-zero did 
not shift.   For the data set collected, time zero did not shift appreciably over the three-day period 
and no correction was applied. Figure 2.13 shows the transient XUV absorption of Fe2O3 (shown 
in black/grey) compared to that of FeTPPCl (red/blue).  A consistent delay of 20-30 fs was 
observed in the FeTPPCl rise relative to that of Fe2O3.  
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Figure 2.12: Populations of component species observed for FeTPPCl 
from transient visible (dashed) and transient XUV (solid) spectroscopy. 
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 It is reasonable to ask whether this shift in time zero is robust to both the experimental 
conditions and the noise in the data.  Both the FeTPPCl and Fe2O3 samples are loaded onto a 
single plane of the sample mount, which translates perpendicular to the XUV beam.  Given the 
5-degree angle between the pump and probe beams, a 20-fs time delay would correspond to a 1.6 
mm difference in sample location along the XUV beam direction, which is not possible given the 
geometry of the shared sample mount.  In addition, such as difference in position (for example if 
the FeTPPCl sample were attached to the back of the mount and the Fe2O3 were attached to the 
front) would correspond to a misalignment of the overlap of the pump and probe beams of 140 
μm.  Before each run, the sample edge is used as a knife edge to verify alignment of pump and 
probe to within 10 μm, so such an experimental mistake would have been easy to observe as we 
cycle between the FeTPPCl and Fe2O3 samples during a single day. In summary, the time-zero 
shift cannot be explained by geometrical errors in the sample mounting.  The statistical errors 
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Figure 2.13: Transient XUV absorption of Fe2O3 and FeTPPCl, showing 
that the FeTPPCl rise is delayed from the IRF-limited Fe2O3 rise. 
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reported in the main paper, such as the ±3 fs error in the time-zero determination for Fe2O3 and 
FeTPPCl, are obtained from the global fit.  We also sought a more intuitive test of whether the 
shift in time zero was reliable given the actual signal and noise levels of the experimental data.  
To that end, we simulated rising and falling instrument response functions (corresponding to 
single-wavelength kinetics at the peak of the induced absorption and the bleach) with FWHM of 
90 fs, height of 2.6 mΔA, and Gaussian noise with σ = 0.64 mΔA.  This noise is the actual 
standard deviation of the residual from the three-component FeTPPCl fit shown in Figure 2.13.  
A representative noisy data set and its fit are shown in Figure 2.14A.  The fitted IRFs from 
twenty such noisy data sets are shown in Figure 2.14B, showing that the fitted time zero clusters 
closely around the true time zero.  10,000 such simulations were performed, each of which used 
a random initial guess for the fit (t0 evenly distributed between -20 and 20 fs, width between 30 
and 180 fs FWHM, and height between 0.5 and 3.5 mΔA.  The standard deviation of the fitted 
time zero was 7.2 fs, and 2.5% of the simulations gave fitted t0 of 20 fs or above.  If only a 
single rising exponential was simulated, the standard deviation of the fitted time zero was 10 fs, 
and 3% of the simulations gave t0 ≥ 20 fs. 
 In summary, it is unlikely that the observed 23 fs time delay between the Fe2O3 and 
FeTPPCl rises is caused by noisy data or fit errors.  This conclusion is supported by the fact that 
if each of the three days of data collection are globally fit independently, t0 for Fe2O3 and 
FeTPPCl each change by less than 5 fs from day to day. 
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2.5.2  Global fitting comparison of the A →B →C and A’→B’ models   
 The Glotaran software package was used to conduct global fitting of the data set. Figure 
2.15 shows the comparison of the three-component A→B →C fit, discussed in the paper, with a 
two component A’ →B’ fit.  Both models fit the data well, but the A’ →B’ model requires a 23-
fs delay in time zero compared to that measured as described in Section S6. The species 
associated spectra of each fit are shown in Figure 2.15E. Component B of the three-component 
fit is nearly indistinguishable from component A’ of the two-component fit.  Similarly, 
components C and B’ are superimposable.   
 As noted in the main text, Component A of the three-component fit resembles a less-
intense version of component B, which was attributed to weak LMCT character in the Franck-
Condon state.  The two fits can therefore both be interpreted as follows: Photoexcitation creates 
an initial state that is fully or partially XUV-dark.  This initial state rapidly evolves into the 
LMCT state within 250 fs.   As shown in Figure 2.15F, the population of the LMCT state (B or 
A’) reaches a maximum at 140 fs for the two-component model and 220 fs for the three-
component model.   
 
 
Figure 2.14: A) Simulated 90 fs FWHM instrument response function (black line) with added noise (red symbols) 
and the least-squares fit to the noisy data (red line). B) Fits of 20 sets of simulated noisy instrument response 
functions (colored lines), compared to the true IRF (black). 
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Figure 2.15: Comparison of the A’→B’ and A→B→C fitting models.  A,B) 2D reconstruction plots from global 
fitting showing the A’→B’ and A→B→C fits, C) 2D plot of experimental data used for fitting, D) kinetic traces of 
the primary peaks comparing the two fits, E) overlaid SAS of two fits, and F) comparison of the populations of the 
two/three component species. 
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2.5.3  Additional data for the long-term thermal signal in FeTPPCl 
 Figure 2.16 shows an additional transient XUV data set from 0 to 35 ps, in order to 
confirm the duration and decay of the long-term thermal signal.  The time-zero resolution for this 
data set is insufficient to resolve the A/B components, so a two-component fit of A/B→C is 
used. This data set was fit with a 180 fs IRF, 1.1 ps decay of A/B to C, and 81 ps decay of state C 
to baseline.  The 81 ps time constant should be considered a lower bound, given the noise in the 
data and the limited time window.     
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Figure 2.16: Transient XUV of FeTPPCl from 0 to 35 ps.  A) 2D plot of experimental data used for fitting; B) 
2D reconstruction plots from global fitting showing the A/B→C  fit; C) Experimental spectra at selected time 
points;  D) Kinetic traces of the primary peaks with global  fit overlaid; E) Species associated spectra obtained 
by the global fit; and F) Populations of component species. 
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2.5.4  M-edge XANES of iron(III) porphyrin with spin of 5/2, 3/2, and 1/2 
  FeOEPClO4 is used as a model 
complex for a proposed intermediate-spin 
excited state.  To demonstrate that the XUV 
and UV/Vis spectral differences between 
FeTPPCl and FeOEPClO4 are due to the axial 
ligand and spin state of the Fe(III) center and 
not to the macrocycle substituents, Figure 
2.17 compares the spectra of FeOEPCl and 
FeTPPCl.  The XUV and UV/Vis spectra of 
the two high-spin Fe(III) complexes are nearly identical. FigureFigure 2.18 emphasizes the spin-
sensitivity of the technique by comparing the static M-edge XANES of three D4h Fe(III) 
porphyrins with spin = 5/2, 3/2, and 1/2. 
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Figure 2.18: Static M-edge XANES measurement of D4h iron(III) with three different 
spin states. Spin state changes are an effect of axial ligation. 
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Figure 2.17: Static M2,3-edge absorption spectra of 
~100 nm thin film samples of FeOEPCl and FeTPPCl. 
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2.5.5  Sample preparation and characterization 
 5,10,15,20-tetraphenyl-21H,23H-porphine iron(III) chloride (FeTPPCl) and 
2,3,7,8,12,13,17,18-octaethyl-21H,23H-porphine iron(III) chloride (FeOEPCl) were purchased 
from Sigma Aldrich and used with no additional purification.  2,3,7,8,12,13,17,18-octaethyl-
21H,23H-porphine iron(III) perchlorate (FeOEPClO4) was synthesized according to published 
procedure.84,85  Samples of ~100 nm thick thin films were deposited on 100 nm or 50 nm Si3N4 
membranes via thermal evaporation using a homebuilt instrument.  Static UV/Vis spectra were 
taken to confirm sample identity and are shown in Figure 2.20. 
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Figure 2.19: Static UV/Vis absorption spectra of ~100 nm 
thin film samples of FeOEPCl, FeTPPCl, and FeOEPClO4. 
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2.6  Conclusions 
2.6.1  Complementarity of transient XUV and visible probes 
 The similarity between the early-time kinetics observed in the transient XUV and visible 
experiments, as well as the long-lived signal observed in both, can be used to generate a more 
comprehensive picture of the excited-state relaxation than would be possible using either 
technique alone.  Components W and X of the transient visible experiment are equated with 
XUV components A and B, the (π,π*) and LMCT states, while visible components Y and Z are 
observed in the XUV experiment as the single component C.  Component Y, with similar ~20 ps 
lifetimes in DCM and in the thin film, was previously assigned as a (d,d) intermediate.62  As 
discussed above, such a metal-centered intermediate would show a distinct transient XANES 
spectrum, which is not observed.  Instead, the long-lived XUV component C is nearly XUV-dark, 
indicating that the metal electronic structure is nearly identical to that of the molecule before 
photoexcitation.  The ~20 ps visible component is therefore reinterpreted here as vibrational 
cooling on the ground-state surface.  Due to its focus on the metal, the M-edge XANES spectrum 
does not distinguish between this vibrationally hot state (i.e. excess energy in specific normal 
modes) and the thermally hot state after intramolecular vibrational relaxation. Transient visible 
absorption, on the other hand, is able to distinguish these states spectroscopically as components 
Y and Z. The cooling timescale observed here matches the 10-20 ps relaxation of the 
vibrationally hot T(d,d) state of NiTMP observed using transient K-edge XANES.77 
2.6.2  Relaxation mechanism of thin film FeTPPCl 
 In summary, femtosecond M-edge XANES identifies a single electronic excited state 
surface that evolves from (π,π*) to LMCT character in 70 fs, followed by 1.13 ps relaxation to a 
vibrationally hot electronic ground state that cools in ~20 ps. This scheme is illustrated in Figure 
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7, in which species A and B are local and global minima on a single exited-state surface. Back-
electron transfer forms the XUV-dark vibrationally excited ground state C. 
 
 The reassignment of the ~20 ps component as ligand-centered vibrational excitation 
rather than a (d,d) excited state limits the potential photocatalytic activity of FeTPPCl. 
Specifically, any metal-based photochemistry such as charge transfer or axial ligand 
binding/deligation must occur within the first picosecond after excitation. Less-symmetric 
porphyrins such as hemes may have more pathways for (d,d) relaxation65 and are attractive 
targets for future studies with metal-centered probes.  This report highlights the power of 
transient M-edge XANES and its complementarity with other femtosecond techniques. The M-
edge spectra directly probe the metal electronic structure and clearly differentiate between 
LMCT and (d,d) intermediates. Conversely, ligand-centered excitations such as the Franck-
Condon (π,π*) state or the final vibrationally and/or thermally excited ground state are mostly 
XUV-dark but are amenable to UV/Visible and vibrational spectroscopy. With the advent of free-
electron lasers, femtosecond hard x-ray probes have shown great success in resolving hidden 
 (π,π*)/LMCT 
GS 
A 
B 
C 
400 nm 
70 fs 
1.13 ps 
20 ps 
400 nm pump 
XUV probe 
 
Figure 2.20: Schematic of FeTPPCl potential energy surface.  Lifetimes 
given in purple and green are measured by transient XUV and visible 
spectroscopy, respectively. 
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charge transfer and spin dynamics in transition metal complexes.6,76,77,86,87 Tabletop M-edge 
spectroscopy has revealed ultrafast charge dynamics in semiconductor transition metal oxides 
and the strong-field dissociation pathway of gas-phase transition metal complexes.88 The present 
work on a molecular, condensed-phase transition metal complex opens up a wide range of new 
targets that can now be studied at femtosecond to attosecond timescales. 
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CHAPTER 3:  Sub-100 fs Intersystem Crossing to a Metal-Centered Spin Triplet in Ni(II)OEP 
Observed with M-edge XANES 
 
The results in this chapter are part of an unpublished journal submission. 
ABSTRACT: Nickel porphyrins have been extensively studied as photosensitizers due to their 
long-lived metal-centered excited states.  The multiplicity of the (d,d) state, and/or the rate of 
intersystem crossing between singlet and triplet metal-centered states, has remained uncertain 
due to the spin-insensitivity of many spectral probes.  In this work, we directly probe the metal 
3d shell occupation of nickel(II) octaethylporphyrin (NiOEP) using femtosecond M2,3-edge X-
ray absorption near-edge structure (XANES).  A tabletop high-harmonic source is used to 
perform 400 nm pump, extreme-ultraviolet probe transient absorption spectroscopy with ~100 fs 
time resolution. Photoexcitation produces a (π,π*) state that evolves with a time constant of 48 fs 
to a vibrationally hot metal-centered triplet 3(d,d) excited state with a lifetime of 595 ps. The spin 
sensitivity of M-edge XANES allows the 3(d,d) state to be distinguished from a potential 1(d,d) 
state, as shown by charge transfer multiplet simulations and comparison to triplet nickel(II) 
oxide.  Vibrational cooling of the hot triplet state occurs over tens of ps, with minimal change in 
the electronic structure of the nickel(II) center.  No evidence of an LMCT or MLCT intermediate 
state is seen within the time resolution of the instrument, suggesting that if such a state exists in 
NiOEP it depopulates in <25 fs. This study shows that the rapid intersystem crossing previously 
observed in Fe(II) polypyridyl complexes is likely a general phenomenon in first-row transition 
metal complexes.   
3.1  Introduction 
 Metalloporphyrins are versatile molecules that can serve as chromophores, 
photocatalysts, or components of supramolecular electron and energy transfer arrays.89–91 In 
nature they serve as redox-active sites of many biological systems. For example tetrapyrrole Ni 
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is the basis of the Ni-F430 cofactor, which serves as the active site of methyl-coenzyme M 
reductase and catalyzes the final step of biological methane production.92 Other 
metalloporphyrins have been developed as photosensitizers for photodynamic therapy of 
cancer.92,93 Nickel porphyrinate species are distinct from other metalloporphyrins in that they 
undergo radiationless decay much more slowly than Fe- and Co- based porphyrinates, and with a 
complete lack of the luminescence seen from other slowly-relaxing porphyrins such as Zn and 
Mn.94  Previous studies have shown that the unique radiationless relaxation mechanism of 
nickel(II) porphyrinate species is due to the involvement of a long-lived d-d excited state, 
possibly through a short-lived LMCT intermediate.95–97  
 The functionality of metalloporphyrins relies heavily on their ability to form transient or 
stable axial bonds and full understanding of their function necessitates characterization of the 
ground and excited metal electronic structure at every step in the relaxation process. 
Photoexcitation of the Soret or Q-band of Ni porphyrins populates the singlet S1/S2 state 
followed by energy transfer into the metal d-manifold, forming a metal-centered (d,d) excited 
state that can either relax directly to the ground electronic state or form a transient but relatively 
long-lived spin-triplet six-coordinate species.59,98,99 In noncoordinating solvents such as toluene, 
photoexcited Ni porphyrins relax in hundreds of ps.95–97,100,101  In the presence of coordinating 
solvents such as pyridine and piperidine, Ni porphyrins undergo photoinduced axial ligation 
several hundred ps after excitation to populate a six-coordinate 3(d-d) excited state species with 
lifetimes of tens of ns.95,99 Work on four- and six-coordinate nickel porphyrins, primarily via 
ultrafast transient optical and K-edge XAS, has characterized the effects of axial ligation on the 
ground and excited electronic structure.  Femtosecond K-edge XANES of NiTMP in a non-
coordinating solvent showed that there exists a very short-lived (<300 fs) Ni(I) LMCT state amid 
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the ~1 ps population of a vibrationally hot (d,d) state that undergoes vibrational cooling in ~20 
ps.77 
 An important remaining question is whether the singlet-triplet spin change occurs before 
or after axial ligation. While early picosecond transient absorption studies assigned the metal-
centered state as a triplet due to its presumed energetics, later femtosecond work showed that the 
intermediate state was formed on sub-picosecond timescales.96 This rapid formation was thought 
to be too fast for intersystem crossing in a system without the strong spin-orbit coupling of 
second- or third-row transition metals.98,102  However recent work has shown that ISC can occur 
drastically faster, within ~200 fs, in first-row transition metal complexes such as FeII(bpy)32+ due 
to strong spin-vibronic coupling.103,104 To the best of our knowledge, the spin state of the four-
coordinate d-d intermediate has not yet been definitively resolved. 
 In this work, we use ultrafast tabletop M2,3-edge XANES of nickel(II) octaethylporphyrin 
(NiOEP) to show that the triplet metal-centered state is fully populated within 150 fs of 
photoexcitation and exclude the presence of long-lived charge transfer intermediates.  M-edge 
XANES measures transitions between the 3p and 3d orbitals of first-row transition metals, and 
we recently showed that it provides comparable element-, ligand field-, oxidation state-, and 
ligand field specificity to synchrotron-based L- and K-edge XANES.12  This technique has been 
used recently to resolve ultrafast photophysics of heme model complex 
iron(III)tetraphenylporphyrin chloride30 as well as carrier photophysics in metal oxide 
semiconductors such as α-Fe2O3 , Co3O4, and NiO.25–28  
3.2  Methods 
 The broadband XUV probe shown in Figure 3.1 was generated via high-harmonic 
generation (HHG), using a tabletop instrument described previously.12,30 Briefly, a 1 kHz, 35 fs, 
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800 nm pulse is focused into a semi-infinite gas cell filled with 140 Torr Neon, where the strong 
electric field at the focal point generates a ∼20 fs XUV pulse (35−110 eV) with a flux of 105 
photons/pulse at the sample position. Residual 800 nm NIR light is attenuated by a Si mirror and 
a thin metal filter. The high energy (HE) data set shown in the main paper spans 62.5 eV - 90 eV 
and uses a 300 nm thick zirconium filter coated with 50 nm Al. An additional low energy (LE) 
data set shown in the Supporting Information spans 40 eV - 72.5 eV and uses a 200 nm 
aluminum foil, consistent with our previous published work.  These broadband XUV probes are 
shown in Figure 3.1.  Light is collected after transmission through the sample by dispersing the 
beam onto an array CCD detector. The spectrometer resolution is 0.25 eV FWHM as measured 
using the atomic absorption lines of Xe and Kr+. The 400 nm, ∼50 fs pump pulse was generated 
via second harmonic generation in an β-BBO crystal from a secondary output from the same fs 
NIR laser source. Samples 
were deposited as ∼100 nm 
thick films on Si3N4 substrates 
and measured in transmission 
mode. Visible-light transient 
absorption was performed 
using the same laser system, 
with the probe pulse generated 
in a sapphire plate. Further 
experimental details are given 
in the Supporting Information.  
 
 
Figure 3.1: Broadband XUV probe pulse generated from high-harmonic 
generation in Ne. Thin metal foils used to filter residual near-IR light also 
cut off the XUV spectra at low or high energies. The low-energy (40-72.5) 
eV continuum (black) is achieved using a 200 nm Al filter, while the high-
energy (60-95 eV) continuum (blue) uses 300 nm Zr + 50 nm Al. 
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3.3  Results 
3.3.1  Ground state M-edge XANES spectra of singlet and triplet nickel(II) 
 The spin state of d8 NiII coordination 
complexes is highly dependent upon the 
ligand field geometry. Most octahedral and 
tetrahedral NiII complexes have triplet ground 
states105,106, as opposed to square planar 
complexes which tend to be singlets.  This 
singlet/triplet balance is sensitive to geometry 
(point group, crystal field parameters), 
electronic density distribution, and axial 
coordination.78,106,107  Four-coordinate NiII 
porphyrins in particular tend to be of singlet 
spin due to strong metal-ligand covalency that 
raises the energy of the dx2-y2 orbital. 
 Experimental and simulated M-edge XANES spectra of singlet NiOEP are shown in 
Figure 3.2A, with those of NiO in Figure 3.2B as an example of a triplet NiII system.  The 
spectra shown here is post subtraction of a power-law background signal caused by 
photoionization of valence electrons; the raw spectra are given in Figure 1.21. The experimental 
spectrum of NiOEP shows three major peaks centered at 68.2 eV, 73.4 eV, and 79.6 eV.  As will 
be described in detail in the next section, these features arise from the angular momentum 
coupling between the Ni 3p and 3d electrons, the symmetry of the ligand field, and the effect of 
metal-ligand covalency.  The simulated spectrum reproduces the three-peak structure and peak-
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Figure 3.2: Experimental and simulated M-edge 
XANES spectra of (A) NiOEP and (B) NiO. 
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to-peak spacing, thought it underestimates the absorption strength of the higher-energy peaks and 
the post-edge region.  The computational framework used in this work does not include 3p 
photoionization above the absorption edge, which causes this discrepancy at high energy.12 The 
experimental NiO spectrum in in Figure 3.2B contains two main peaks at 66.8 and 69.9 eV.  As 
in the case of NiOEP, the simulated spectrum is a good match for the experimental data.  The M-
edge spectra of high-spin complexes such as NiOEP are generally redshifted from those of low-
spin complexes in the same oxidation state.  This trend, also observed in L-edge spectra, is 
caused by increased exchange stabilization of the high-spin core-hole state.12,18,105  
 A detailed diagram of the spectral assignments is shown in Figure 3.3.  These 
assignments, as well as the corresponding simulated spectra in Figure 3.2, were performed using 
a version of the charge transfer multiplet code CTM4XAS12,108 that has been modified to 
calculate Auger-limited core-hole lifetimes as well as spectra of d-d excited states.  These 
diagrams are analogous to the Tanabe-Sugano diagrams used to describe d-d transitions in 
coordination complexes.   
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 Figure 3.3A shows the allowed transitions for NiOEP at three levels of approximation:  
NiII as a free ion, in an ionic D4h ligand field, and in a ligand field with metal-ligand covalency.  
In spherical symmetry (i.e. a free 3p63d8 NiII ion), the lowest-energy singlet state is 1Dg.  Given 
the selection rules of ΔS = 0 and ΔL = 0, ±1, transitions are allowed into three 3p53d9 core-hole 
states: one with 1Du symmetry at 63.5 eV and two with 1Pu and 1Fu symmetry at 72.8 and 73.8 
eV.  After application of a D4h ligand field, the ground state takes on 1A1g symmetry and 
transitions to 1Eu  and 1A2u core-hole states are allowed by dipole selection rules.18  This creates a 
spectrum with one peak at 66 eV (the 1Eu state derived from 1Du in the free ion) and a broad 
feature from 74-78 eV (1Eu and 1A2u states derived from 1Pu and 1Fu). Note that degeneracy is not 
conserved in this figure because several of the D4h core-hole states are dipole-forbidden and are 
not shown. The impact of metal-ligand covalency is then included by treating the ground state as 
a linear combination of 3d8 and 3d9L electron configurations, where L indicates an effective 
electron hole on the ligand.18  Configuration interaction in the ground and core-hole excited 
 
 
Figure 3.3: Transition diagrams for 3p→3d XANES of NiOEP and NiO calculated using ligand field multiplet 
theory. Each figure shows the dipole-allowed core-hole states (i.e. the final states after XUV absorption) at three 
levels of approximation: first as the free ion, then in a ligand field, and finally with a charge transfer term that 
models metal-ligand covalency.  The thickness of each line is proportional to the oscillator strength of the specific 
transition.  All excited states have ‘u’ symmetry due to the 3p core-hole. 
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states further shifts the excited-state energies and creates a new set of dipole-allowed 
3p63d9L→3p53d10L transitions at ~73 eV.  These transitions lie between the 1Du-derived 
transitions at 68 eV and the 1Pu,1Fu-derived transitions at ~78 eV, leading to the three-peak 
spectrum observed in the experiment.  Note that the state assignments are only approximate, as 
there is significant spin-orbit coupling between the core-hole states.  Finally, spin-orbit coupling 
(shown in the Supporting Information) further splits the excited states and broadens the 
spectrum.  Additional broadening in the experimental spectrum will result from the slight 
symmetry breaking of the D4h ligand field into S4 symmetry due to ruffling of the porphyrin 
macrocycle.106,109  Density function theory calculations have shown only small perturbations in 
the d-orbital energies upon the D4h→S4 symmetry breaking.110 
 Figure 3.3B shows the allowed M-edge transitions for triplet NiO using the same 
conceptual framework as NiOEP in Figure 3.3A. In this case the final spectrum has two major 
peaks at 66.4 and 70.3 eV that are largely derived from the free-ion 3Fu and 3Du states, along with 
two weak transitions to 3p53d10L states that are not resolved in the experiment.  Further 
description of the semiempirical parameters used for these calculations, such as the ligand-field 
splitting parameters 10Dq, Ds, and Dt, is given in the Supporting Information.  These parameters 
were taken from previous density functional theory calculations of NiOEP and from L-edge 
absorption spectra of NiO.  The simulated spectra are relatively insensitive to 10-20% changes in 
these parameters. 
3.3.2  Transient M-edge XANES 
 Transient M-edge XANES spectroscopy was performed on ~100 nm thick films of 
NiOEP thermally evaporated onto 50 nm thick Si3N4 substrates.  The sample was photoexcited at 
the porphyrin Soret band with a 400 nm, 50 fs pulse at a fluence 1.2 mJ/cm2 to achieve an 
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excitation fraction of ~20%.  Time-zero and the instrument response function of 105 fs FWHM 
were determined using concurrent transient absorption of α-Fe2O3, which displays IRF-limited 
formation of a ligand-to-metal charge transfer state.28,69  Transient spectra at a range of pump-
probe delay times are shown in Figure 3.4A, with kinetic slices at selected energies in shown in 
Figure 3.4B.  These spectra are analyzed using both single-energy kinetic fits and a global fit 
using a sequential 𝐴
𝑘1
→𝐵
𝑘2
→𝐶
𝑘3
→𝐷
𝑘4
→𝐸 first-order kinetic model. Both fits include a convolution 
with the independently-measured instrument response.  The component spectra from this global 
fit are shown in Figure 3.4C, with the population of each species in Figure 3.4D. The initial 
photoexcited state is ligand-centric and XUV-dark within experimental noise (Component A).  
 
Figure 3.4: (A) Transient M-edge XANES of NiOEP after 400 nm excitation.  (B) Kinetic slices at selected 
energies.  The solid lines correspond to single-energy fits, while the dashed lines are reconstructed kinetics from 
a global fit (see main text).  The instrument response function shown was independently measured using an α-
Fe2O3 reference sample.  (C) Component spectra obtained from a global fit.  (D) Population of each component as 
a function of time. 
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This finding is similar to that observed in transient M-edge XANES of FeIII tetraphenylporphyrin 
chloride, in which (π,π*) excitation of the porphyrin ring had a minimal effect on the metal 
electronic structure at time zero.  Over the next ~50 fs, a ground-state bleach grows in at 79.6 eV 
(corresponding to the 3rd peak in the ground-state spectrum) along with two excited state 
absorption features at 66.2 and 69.4 eV.  These features are fully formed by 150 fs. The positive 
features in this spectrum (Component B) sharpen and rise in ~3 ps (Component C).  Over the 
next ~26 ps, the shape evolves into Component D, with the 66.2 eV peak and the bleach at 79.6 
eV losing intensity.  Finally, the entire transient spectrum decays in ~600 ps to a long-lived heat 
signal nearly indistinguishable from noise in the HE region, as shown by Component E.  These 
time constants are taken from the global fit (τ=1/k) and are summarized with fit uncertainties in 
Table 3.1. 
Table 3.1: Kinetic fits of transient XANES spectra. The single-energy fits required only three rate 
constants.  Errors noted are the 1σ uncertainty from the fit.  
 τ1  τ2  τ3 τ4 
Global fit 63-93 eV 48 ± 8 fs 3.39 ± 0.83 ps 26.3 ± 7.5 ps 595 ± 97 ps 
66.2 eV 32  ± 8 fs 2.8 ± 0.9 ps -- 314 ± 49 ps 
69.4 eV 48 ± 9 fs 2.8 ± 0.6 ps -- 562 ± 73 ps 
79.6 eV 155 ± 118 fs 12.2 ± 15 ps -- 334 ± 291 ps 
 
 Single-energy fits to sums of exponentials generally reproduce these time constants.  The 
positive peaks at 66.2 eV and 69.4 eV peaks fit to a rise with τ1= 32 fs and 48 fs, respectively.  
These rise times are consistent with each other within the ±9 fs uncertainty shown in Table 1.   
Both peaks show an additional rise with τ2 = 2.8 ps, then decay with time constants τ3 of 314 ps 
and 562 ps, respectively. The difference between the τ3 fits at 66.2 eV and 69.4 eV reflects the 
change in the shape of the transient spectrum that is expressed in the global fit as the 26 ps time 
constant.  At the ground-state bleach at 79.6 eV, the fit gives rises of 155 fs and 12.2 ps and a 
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decay of 334 ps.  Due to the lower signal and greater noise in this high-energy region, the 
uncertainty on these fits is large and the time constants are not distinguishable from those of the 
lower-energy peaks.  For all three single-energy fits, a weak long-lived signal (<10% of the peak 
ΔA) is modeled as a final 5 ns decay component.  The true time constant is beyond the limit of 
our 2-ns data collection window. 
 In order to identify the intermediate states, we compare the experimental transient spectra 
to simulated charge transfer multiplet (CTM) spectra of potential excited states. Figure 3.5A 
shows simulated M-edge XANES spectra for potential singlet and triplet (d,d) excited states, 
while Figure 3.5B shows the simulated difference spectra compared to the ground-state 
simulation.  As shown in Figure 3.5C, the lowest-energy (d,d) excited states have B1g [ (dz2)1(dx2-
y2)1 ] and Eg [ (dπ)3(dx2-y2)1 ]  symmetry.  In both electron configurations, the unpaired electron 
spins may be aligned parallel or antiparallel, leading to triplet or singlet excited states. 
 
 
Figure 3.5: A) Ligand field multiplet simulations of singlet and triplet (d,d) excited state spectra with 1A1g 
ground-state simulation as a reference. B) Simulated difference spectra (excited minus ground) for each excited 
state.  C) Electron configurations of the potential excited states. 
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 In the excited singlet states 1B1g and 1Eg, the simulated spectra retain the three-peak 
structure of the 1A1g ground state, with a ~1 eV redshift of the entire spectrum compared to the 
ground state.  The preservation of the three-peak structure for the excited state singlets implies 
that the change in orbital occupation has a minor effect on the spectra, such that the excited-state 
spectrum is largely a redshift of a qualitatively similar singlet ground-state spectrum. The triplet 
3B1g and 3Eg simulations, on the other hand, show a large difference from the singlet ground and 
excited states.  They closely resemble the NiO spectrum in Figure 3.2B, with two peaks at 71 eV 
and 67-68 eV.  As we have shown in previous transient M-edge XANES studies of α-Fe2O3 and 
FeTPPCl,11,30 the differences between states of different spin are much larger than those within a 
single spin state. 
 Simulated transient spectra (ground state minus excited state) are shown in Figure 3.5B. 
The triplet states appear as a strong bleach at ~79 eV and two-peaked positive features at ~66.5 
eV and ~70.5 eV, with the primary difference between 3B1g and 3Eg states being the relative 
intensities of the two peaks.  Both simulated triplet spectra are good qualitative matches to the 
experimental transient spectra, reproducing the two redshifted positive peaks and a high-energy 
ground-state bleach with ~½ the intensity of the excited-state absorption.  The excited-state 
singlet simulations show a weak bleach at ~79.2 eV and two well-separated positive features at 
~66 eV and ~71.5 eV, with a distinct zero-crossing point between the two features at ~68.5 eV. 
This zero-crossing is not observed in the experimental transient spectra. Additional simulations 
of MLCT and LMCT excited states are shown in the Supporting Information and do not 
resemble any observed transient species. 
 The data described above were collected with the instrument configured for maximum 
flux from 62 to 90 eV. An additional data set was collected with the system tuned for the 45 to 72 
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eV region, capturing the pre-edge region below 65 eV and the positive features from 65-72 eV 
but lacking the high-energy bleach.  A flat, wavelength-independent rise of the pre-edge region is 
observed with a time constant of 26 ps and shows no decay in the temporal probe window.  This 
shift in the pre-edge baseline reflects a change in the non-resonant photoionization of the ligand 
atoms and is likely due to thermal heating within the thin film.30,74  Information about the 
thermal baseline, whose rise is a good match for the 26.3 ps component of the global fit,  is 
shown in the SI. 
3.3.3  Visible-light transient absorption 
 Visible-light transient absorption has been an important tool used in previous reports on 
NiOEP photophysics.95,102  Those results were performed in the solution phase and it is important 
to verify that the thin-film photophysics measured above with transient XANES spectroscopy are 
relevant to what would be observed in non-coordinating solvents.  We therefore compared the 
visible-light transient spectra of NiOEP in dichloromethane solution (Figure 6A) and in a thin 
film on a Si3N4 substrate (Figure 6B).  The solution-phase results are in excellent agreement with 
previous reports of NiOEP in non-coordinating solvents.95,102  The transient spectra of the thin 
film are nearly identical in shape to the solution-phase spectra, except for a ~10 nm redshift of 
each feature in the thin film that is consistent with the ground-state spectra (Figure 3.16.  Global 
fitting using singular value decomposition and a sequential kinetic model was performed to 
extract spectral components, which are shown in Figure 6C and D.  In both samples, there is 
instrument response-limited formation of an initial spectrum characterized by bleaches of the QV 
and Q bands at 500 nm and 545 nm (510 nm and 560 nm for the thin film), positive features to 
the blue of the Q bands, and a flat positive feature from ~575 nm to beyond 700 nm.  Over the 
next 0.92 ps (1.2 ps for the thin film) the flat feature disappears, and a new positive feature rises 
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at ~575 nm.  This new feature narrows over the next 10 ps (4.2 ps in the film). In solution, this 
final component spectrum returns to baseline with a time constant of 298 ps.  In the thin film the 
third component decays in 680 ps to a long-lived spectrum, which persists for ~12 ns (beyond 
the limit of our experiment).   
 
 Given the close similarity between the shape of the spectra in solution and in the thin 
film, the differences in the time constants of the first three components (0.92 vs 1.2 ps, 10 vs 4.2 
ps, and 298 vs 680 ps) are likely due to the different dielectric and steric environments of the two 
samples.   Previous visible-light transient absorption spectra of NiOEP in toluene produced 
similar spectra and time constants, additionally noting that the solvent environment modifies the 
timescale of each relaxation process but not the spectral shape.95  The ~1-ps and few-ps time 
 
Figure 3.6: Transient visible absorption spectra of NiOEP in DCM (A) and film on Si3N4 and (B).   Spectral 
components from the global fit are shown in (C) for DCM and (D) for the thin film. 
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constants have been assigned as intramolecular vibrational relaxation through a cascade of 
vibrational modes, with a possible influence from intermolecular vibrational relaxation at long 
times.95,111 The major difference in the thin-film results is the long-lived spectrum, which we 
attribute to local heating in the film, in agreement with previous studies.30,74  This assignment is 
supported by additional transient visible data of a thin-film on glass, a substrate with better 
thermal conductivity than Si3N4.  As shown in the Supporting Information, the early-time 
kinetics match those of the Si3N4 sample but the final component lasts for only 2.2 ns. 
3.4  Discussion 
 Nickel porphyrin photophysics are especially intriguing due to the multiple timescales of 
electronic and vibrational relaxation.    The initial S2 (π, π*) state of NiOEP has been shown to 
relax to the S1 (π, π*) state in <50 fs, while the S1 state decays to a nonfluorescent state in 90 ± 
20 fs.112  Visible-light transient absorption studies (both those presented here and in previous 
reports) showed transient features that narrow on ~1 ps and 5-20 ps timescales.  Early work 
interpreted the slower component as intersystem crossing from 1B1g to 3B1g, while noting that 
these two states should have similar spectra in the visible region.102,113  Later studies with 
improved time resolution observed the ~1 ps component and assigned it as delayed formation of 
the relaxed (d,d) state, whether due to intersystem crossing or to vibrational relaxation within the 
metal-centered triplet state.95  Further insight was gained via time-resolved resonance Raman 
spectroscopy, which showed a cascade of vibrational energy through different normal modes.111  
The ν4 symmetric pyrrole stretch is populated within the 3 ps instrument response of the 
experiment, while the ν7 macrocycle breathing mode is populated after a delay of 2.6 ps.  
Furthermore, the ν4 band shifts in energy with a time constant of 9.2 ps as lower-energy modes 
are populated.  These conformational dynamics were similar to those observed by transient K-
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edge XANES experiments on a similar Ni porphyrin (NiTMP), which showed that the porphyrin 
ring flattens and expands ~1 ps due to population of the dx2-y2 orbital, followed by vibrational 
cooling in ~20 ps.96,99   
 Considering those reported timescales, the transient M-edge XANES results presented in 
the current work can be summarized as follows: the initial IRF-limited excited state is XUV-
dark, as expected for the ligand-centered (π, π*) states.  A transient species rises in 48 fs with a 
spectrum that matches the predicted shape and position of a 3(d,d) state, whether calculated using 
charge transfer multiplet theory or by comparison with the triplet ground state of NiO.  This 
spectrum changes slightly in shape with 3.4 ps and 26 ps time constants, which are good matches 
for the reported vibrational relaxation rates. The latter time constant is also reflected in the 
increase in photoionization background observed in the pre-edge spectral region attributed to 
vibrational energy dissipation within the film.  Given the spectral similarity between the 3B1g and 
3Eg simulations, this component may also reflect population redistribution between the two 
triplet states as the 3(d,d) state cools. There is no evidence for 1(d,d) or charge transfer 
intermediates even at early times, indicating that if such states exist they must be extremely 
short-lived (<25 fs). 
 While the initial visible-light transient absorption studies of Ni porphyrins reasoned that 
intersystem crossing should only occur on the picosecond timescale, later work remained 
agnostic regarding the spin state of the (d,d) intermediate due to the lack of spin specificity in the 
visible/Raman/K-edge probes.   In recent years, however, it has become clear that spin-vibronic 
coupling can drastically accelerate intersystem crossing in first-row transition metal 
complexes.103,104  This phenomenon has been most intensely studied in Fe(II) polypyridyl 
complexes such as Fe(bpy)32+, in which the initial 1MLCT photoexcited state relaxes to a quintet 
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metal-centered state in 120 fs.86,103,114,115 Similar timescales for intersystem crossing have been 
observed in Co and Cr complexes.116–121  This rapid intersystem crossing is mediated by spin-
vibronic interactions, which couple molecular vibrations with the spin-orbit electronic states.  
The magnitude of this coupling, and therefore the intersystem crossing rate, depends on the 
Franck-Condon overlap between the 1(π, π*) and 3(d,d) states at the crossing point of the two 
electronic surfaces.122  Nonradiative relaxation from S1 to 3B1g leaves the system with ~14,000 
cm-1 of excess vibrational energy, and many vibrational modes are coupled to this transition.95,111  
In addition to the pyrrole stretch and macrocycle breathing mode noted above, transient 
resonance Raman experiments showed excitation of several other collective C-C stretch modes 
in the 750-1600 cm-1 energy range.  The triplet excited state is flattened compared to the ruffled 
singlet ground state,99,100 suggesting that low-frequency de-ruffling modes are also activated 
upon intersystem crossing.  This multitude of vibrational states leads to a large vibrational 
density of states near the S1 minimum and promotes fast intersystem crossing.  Furthermore, the 
short periods of these vibrations (25-50 fs) are compatible with rapid trapping of the triplet 
electronic state.  Similar fast dynamics have been observed in cobalamins, where simultaneous 
ballistic expansion along multiple vibrational coordinates was shown to rapidly dissipate 
vibrational energy in less than 500 fs.76,123  
 The <100 fs formation of the 3(d,d) state observed in this work is in contrast with the 
much slower 1,3(d,d) state formation observed in transient K-edge XANES spectroscopy of 
NiTMP.96  In that work, the initial (π, π*) state evolved into a Ni(I) ligand-to-metal charge 
transfer state in 1 ps, followed by back-electron transfer to form a 1,3(d,d) state in <300 fs. This 
difference in behavior can be traced to the different excited-state potential energy surfaces of the 
two porphyrins.  In NiOEP, the ground-state Ni-N distance of 1.95 Å expands to 2.00 Å in the 
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3(d,d) excited state,111 along with significant flattening of the ruffled porphyrin ring.  NiTMP also 
flattens in the excited state but experiences a significantly larger Ni-N expansion, from 1.942 Å 
in the ground state to 2.018 Å in the LMCT state and then to 2.044 Å in the 1,3(d,d) state. This 
additional distortion increases the barrier between the excited states, slowing intersystem 
crossing and allowing population and observation of the LMCT intermediate.  In NiOEP, 
intersystem crossing appears to be a near-barrierless process, with the (π, π*) state converting 
directly into the highly vibrationally 
excited 3(d,d) state. While the current 
results do not exclude an intermediate 
LMCT state, the lifetime of such a state 
would have to be less than 25 fs to 
produce the observed transient spectra. 
 From a photochemical perspective, 
the sub-100 fs intersystem crossing 
revealed in this work implies that in 
coordinating solvents such as pyridine, 
the axial ligand binding occurs on an already-formed triplet state.  This is in contrast to CO/CN 
binding in heme proteins, in which the ligand-binding event induces a spin-state change on the 
metal.124  
3.5  Conclusions 
 Femtosecond M-edge XANES provides a sensitive probe of transition metal electronic 
structure in a convenient and accessible tabletop source.  The spin state sensitivity of this 
technique, combined with ligand field multiplet calculations, provided conclusive identification 
 
 
 
Figure 3.7: Proposed relaxation mechanism of thin film 
NiOEP, showing sub-100 fs intersystem crossing in a first-
row transition metal complex. 
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of a vibrationally hot 3(d,d) excited state that forms within 100 fs of photoexcitation.  There is no 
evidence for 1(d,d) or charge transfer intermediates, indicating that if such species exist they 
must have lifetimes < 25 fs.  From a photochemical perspective, this result shows that axial 
ligand binding in coordinating solvents occurs in the already-formed 3B1g state and that the triplet 
is the cause and not the effect of the binding event. The 48-fs intersystem crossing time in this Ni 
system joins similar times observed for Fe, Co, and Cr complexes, suggesting that rapid spin-
state changes are likely in highly vibrationally excited states of most 1st-row transition metal 
complexes. 
3.6  Supporting Information 
3.6.1  Data collection and experimental details  
 At the sample position, the probe beam size was measured using a knife-edge scan to be 
90 μm FWHM and the pump beam set to be ~200 μm FWHM. The sample was pumped at 5 
mJ/cm2, corresponding to ~20% excitation per pulse. Nitrogen gas cooling is used to avoid 
sample ablation and/or to mitigate accumulative heating. Neither pump nor XUV-induced 
damage is observed under these conditions, as checked periodically during pump-probe data 
collection by measuring the XUV ground state absorption to confirm that there was no 
degradation. Time zero for the pump-probe experiment is determined using transient absorption 
of Fe2O3. The low energy (LE) data uses a 200 nm aluminum foil to filter residual driving NIR 
light, consistent with our previous published work.  The high energy (HE) data uses a zirconium 
foil to filter residual NIR light; the 300 nm thick zirconium filter is coated with 50 nm Al to 
mitigate Zr foil burning/breakage. Data is collected from 45 to 125 eV by 0.2 eV bins. During 
processing ~4% of scans were discarded due to intense harmonic fluctuations by scanning the 
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relevant range 65-85 eV and removing scans with deviations from the average greater than a ± 6 
mA trimming factor. 
 The HE data set was collected over three days, the main data set collected in 2 days and 
totaling in roughly ~17 hours of data collection time including concurrent Fe2O3 transient 
absorption. Data from the 3rd day totaled 14 hours of data collection and covers just the 1st ps 
with HE/LE NiOEP and α-Fe2O3; it is shown later in this SI. 
 The LE data set used for thermal energy detection was performed under similar 
conditions, pumped with 400 nm at 3 mJ/cm2 corresponding to a 10% excitation per pulse. 
 
3.6.2  Sample preparation and characterization 
 2,3,7,8,12,13,17,18- octaethyl-21H,23H-porphine nickel(II) chloride (NiOEP) was 
purchased from Sigma Aldrich and used with no additional purification. Samples of ~100 nm 
thick thin films were deposited on 100 nm or 50 nm Si3N4 membranes via thermal evaporation 
using a homebuilt instrument. Static UV-visible spectra were taken to confirm sample identity. 
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Figure 3.8: Raw experimental XUV absorption data of NiOEP from 
Ne harmonics. Non-resonant power law baseline shown in red. 
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Transient UV-visible data was performed on similarly prepared samples on 100 nm Si3N4 
membranes and glass coverslips, or as a solution in DCM. 
  
 Attempts to collect a M-edge spectrum for ground state triplet Ni(II) porphyrin were 
unsuccessful due to sample preparation difficulties. While six-coordinate NiOEP species with 
were synthesized according to published procedure, we were unable to spincast a sufficiently 
smooth film to collect a ground state M-edge tabletop spectrum.29   
3.6.3  Time-zero confirmation with α-Fe2O3 
 Time-zero was determined daily with the IRF-limited transient absorption of α-Fe2O3 
pumped at 400 nm.125 α-Fe2O3 data collection was repeated before and after NiOEP data 
collection to confirm time-zero. 
 A consistent delay of ~50 fs was observed in the NiOEP rise relative to that of Fe2O3. To 
confirm, an extra day of data collection (immediately after the other two days) was dedicated to 
collecting several runs of the 1st ps at time-zero, iterating between α-Fe2O3 with Al filter, NiOEP 
with Al filter, NiOEP with AlZr filter, and back to α-Fe2O3 with Al filter.  There is no 
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Figure 3.9: Static UV-visible absorption spectra of NiOEP as 
solution in DCM and as thin film on Si3N4. 
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discernable delay between the Al-filter and AlZr-filter NiOEP data. However, there is a clear 
shift between the NiOEP and α-Fe2O3 absorptions.  
 Figure 3.10 shows the transient XUV absorption of α-Fe2O3 (shown in green) compared 
to that of NiOEP (black, red, blue), with the α-Fe2O3 data scaled to match the Ni absorption. The 
Al filter cuts off at 72.5 eV and thus the NiOEP data from those runs does not include the 79.6 
eV bleach.   
 The α-Fe2O3 data was collected for a total of 3 hrs. The 41 time points span -0.2 to 0.6 ps. 
For this single day of data, the IRF FWHM was measured to be 80 fs.  The NiOEP data for each 
filter is an average of 4 hrs of sum data collection time. The same range was used for each, 68 
time points spanning -0.2 to 1ps. 
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Figure 3.10: Transient XUV absorption of α-Fe2O3 with Al filter, NiOEP with Al filter, 
and NiOEP with AlZr filter, showing that the NiOEP transient is delayed from the IRF-
limited α-Fe2O3 rise. The excellent match of NiOEP data for the two different filters 
shows that the delay is not an artifact due to switching between filters.  
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Even with the AlZr filter, the probe beam at 80 eV shows worse harmonic structure and lower 
flux and is thus somewhat noisier than the lower energy data. As was described in detail in a 
previous publication (J. Am. Chem. Soc., 2018, 140 (13), pp 4691–4696), the shift in time zero 
between the NiOEP and α-Fe2O3 is not due to geometrical misalignment of the two samples. 
3.6.4  Thermal heating signature in pre-edge region 
 In transient XUV/UV-vis data 
of thin films of metalloporphyrins, a 
thermal heating feature appears in 20-
30 ps after excitation and lasts several 
hundred ps.30 This feature is not seen 
in solution-phase samples, which 
allow better dissipation of heat than 
the thin film.   
 In NiOEP thin films, the thermal feature manifests as a flat rise in the spectrum below the 
Ni absorption edge at 63 eV, as shown in Figure 3.11 (contour plot) and Figure 3.12 (spectra at 
selected time points).   
 
Figure 3.11: Contour plot showing transient M-edge XANES of 
NiOEP using LE filter.  Thermal baseline shift rises in 26 ps. 
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 This time constant serves as a measure of heat distribution to the thin film caused by 
intermolecular vibrational relaxation.  Global fitting of the region from 50-62.5 eV was 
performed with a 2-component fit (with t0 and IRF fixed) with a 2
nd (thermal) component rise of 
26 ps and decay of 6.9 ns. The spectral components and populations are shown in Figure 3.12.  
 A global fit was performed on the 50-62.5 eV region. The component spectra and 
population changes are shown in Figure 3.13.  
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Figure 3.12: Transient M-edge XANES of NiOEP using LE filter. The thermal baseline shift appears around ~20 
ps. B) spectral slices at selected time points and C) kinetic trace of average from 55-60 eV. The black line shows 
global fit of pre-edge data. Kinetic traces at the 66.2 eV, 69.4 eV shown for reference. IRF for this data set 
measured with Fe2O3 to be 120 fs FWHM. 
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Figure 3.13: Global fit of the 50-62.5 eV Ni pre-edge region. A) Spectral components, where component 1 ~flat 
and component 2 indicates the thermal rise, and B) populations. 
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3.6.5  Simulation details and Transition Diagrams with SO coupling 
 Charge-transfer parameters were based on analogy with L-edge spectra for Ni2+ species. 
The three charge transfer parameters are: Δ, the energy of the secondary ground configuration 
relative to the first; Udd - Upd , the energy of the secondary core-hole configuration relative to the 
first in terms of the Hubbard U and which describe the balance between increased repulsion 
within the 3d orbital and decreased repulsion from the 3p orbital; and the hopping integrals 
(T(eg) and T(t2g) for Oh and T(b1), T(a1), T(b2), and T(e) for D4h), also called the overlap or 
mixing integrals, which parameterize the mixing of the two ground and core-hole 
configurations.17  
 The LFM simulation of a singlet Ni2+ in D4h was calculated with CT input parameters of 
Δ = 0, Udd - Upd = 2 eV, and T(b1)=1, T(a1)=2, T(b2)=2, and T(e)=2.  Small variations of 
parameters did not lead to significant qualitative change in the simulated spectra. The simulation 
must incorporate CT to have the correct three-peak structure and singlet ground electronic state. 
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Figure 3.14: Transition diagrams for 3p→3d XANES of NiOEP and NiO calculated using ligand field multiplet 
theory. Same figure as shown in the main paper, with the addition of showing the effect of spin-orbit coupling. 
Each figure shows the dipole-allowed core-hole states (i.e. the final states after XUV absorption) at five levels 
of approximation: first as the free ion, then in a ligand field and ligand field with spin-orbit coupling, and 
finally with charge transfer and charge transfer with spin-orbit coupling.  The thickness of each line is 
proportional to the oscillator strength of the specific transition.  
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 In D4h, the Ni(II) ground state without CT is 
3B1g rather than 
1A1g. The crystal field 
parameters (10Dq=2.33 eV, Dt=0.230 eV, and Ds= 0.383 eV) are based on literature values 
calculated from DFT and experimental fitting of polarization-dependent 2p→3d multiplets.126  
For comparison, experimental and simulated M-edge spectra are shown for NiO, a Ni2+ species 
with octahedral symmetry that exists in a triplet geometry with a 3A2g ground state. The LFM 
simulation of a triplet Ni2+ in Oh was calculated with literature values 10Dq=0.7 eV, Δ = 3, Udd - 
Upd = 0 eV, and T(eg)=2.2, T(t2g)=1.1.
17 The calculated 3p→3d transition energies and oscillator 
strengths are shown in Figure 3 for both NiOEP and NiO. For high spin Ni, the 3d9L 
contribution is ~10%. For low spin Ni, the 3d9L contribution is ~50%. This is consistent with the 
percent contributions for the singlet or triplet configurations as seen with L-edge spectroscopy.17   
3.6.6  MLCT and LMCT transient state simulations 
 Figures 3A and 3B of the main text shows predicted transient spectra for the proposed 
(d,d) singlet and triplet intermediates.  Simulations of 1,3LMCT and 1,3MLCT intermediates are 
shown in Figure 3.15.  Table S1 shows the input parameters for LFM simulation of potential 
excited states following transfer of an electron into/out of the d8 ground state. The scaling of 
slater integrals, spin-orbit coupling, and broadening were kept constant. The average kinetic 
energy of the free electron ejected by Auger decay of the core-hole states used was 4.0 Rydberg. 
The crystal field parameters used are 10Dq = 2.33, Ds = 0.23, and Dt = 0.383. For the charge 
transfer parameters: Δ = 0 eV, Udd = 8 eV, Upd = 6 eV, and hopping integrals set to T(eg)=2 
T(b1g)=1 T(a1g)=2 T(b2g)=2. 
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Table 3.2: Parameters for generating the ground and excited state spectra of LS NiII in D4h ligand field.  The state 
used for the NiOEP low-spin ground state (Figure 2A in the main text) is bolded and the state used for NiO (figure 
2B in the main text) is shown in grey. 
 Term 
Symbol 
Charge Group Spin Orbital occupation Calculated Charge Transfer 
 % dn % dn+1L 
NiO 
3
A
1g
 2+ d
8
 1 
𝑑𝜋
4𝑑𝑥𝑦
2𝑑𝑧2
!𝑑𝑥2−𝑦2
! 
𝑎1𝑢
2𝑎2𝑢
2𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟏𝒃𝟏𝒈
𝟏 
 0.818 0.192 
S
0
 
1
A
1g
 2+ d
8
 0 
𝒅𝝅
𝟒𝒅𝒙𝒚
𝟐𝒅𝒛𝟐
𝟐𝒅𝒙𝟐−𝒚𝟐
𝟎 
𝒂𝟏𝒖
𝟐𝒂𝟐𝒖
𝟐𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟐𝒃𝟏𝒈
𝟎 
 0.56 0.44 
1,3
(d,d) 
1/3
B
1g
 2+ d
8
 0 or 1 
𝑑𝜋
4𝑑𝑥𝑦
2𝑑𝑧2
1𝑑𝑥2−𝑦2
1 
𝑎1𝑢
2𝑎2𝑢
1𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟏𝒃𝟏𝒈
𝟏 
Singlet: 
Triplet: 
0.404 
0.576 
0.596 
0.424 
1,3(d,d) 
1/3
E
g
 2+ d
8
 0 or 1 
𝑑𝜋
3𝑑𝑥𝑦
2𝑑𝑧2
2𝑑𝑥2−𝑦2
1 
𝑎1𝑢
2𝑎2𝑢
1𝟏𝒆𝒈
𝟑𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟐𝒃𝟏𝒈
𝟏 
Singlet: 
Triplet: 
0.428 
0.595 
0.572 
0.405 
LMCT (π,d) 
2
B
1g
 1+ d
9
 ½  
𝑑𝜋
4𝑑𝑥𝑦
2𝑑𝑧2
2𝑑𝑥2−𝑦2
1 
𝑎1𝑢
1𝑎2𝑢
2𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟐𝒃𝟏𝒈
𝟏 
  N/A 
LMCT (π,d) 
2
B
2g
 1+ d
9
 ½  
𝑑𝜋
4𝑑𝑥𝑦
2𝑑𝑧2
2𝑑𝑥2−𝑦2
1 
𝑎1𝑢
2𝑎2𝑢
1𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟐𝒃𝟏𝒈
𝟏 
  N/A 
MLCT (d, π) 
2
E
g
 3+ d
7
 ½  
𝑑𝜋
3𝑑𝑥𝑦
2𝑑𝑧2
2𝑑𝑥2−𝑦2
0 
𝑎1𝑢
2𝑎2𝑢
2𝟏𝒆𝒈
𝟑𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟐𝒃𝟏𝒈
𝟎 
 0.294 0.706 
MLCT (d, π) 
2
A
1g
 3+ d
7
 ½  
𝑑𝜋
4𝑑𝑥𝑦
2𝑑𝑧2
1𝑑𝑥2−𝑦2
0 
𝑎1𝑢
2𝑎2𝑢
2𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟐𝒂𝟏𝒈
𝟏𝒃𝟏𝒈
𝟎 
 0.442 0.558 
MLCT (d, π) 
2
B
2g
 3+ d
7
 ½  
𝑑𝜋
4𝑑𝑥𝑦
1𝑑𝑧2
2𝑑𝑥2−𝑦2
0 
𝑎1𝑢
2𝑎2𝑢
2𝟏𝒆𝒈
𝟒𝒃𝟐𝒈
𝟏𝒂𝟏𝒈
𝟐𝒃𝟏𝒈
𝟎 
 0.535 0.465 
 
 Figure 3.15 shows the LFM simulation of the ground electronic state (1A1g, black) 
compared to the potential MLCT and LMCT excited states.  The d-d 1/3B1g states (used to 
construct Figure 4C in the main text) are shown in orange/green, for reference. The MLCT states 
involve the transfer of an electron from the Ni d orbitals (dπ, dz2, or dxy) into the vacancy in the 
porphyrin π system, where the corresponding d-d state is formed by subsequent electron transfer 
from the excited porphyrin π orbital into Ni dx2-y2 orbital. The LMCT states involve the transfer 
of an electron from the porphyrin π* (S2,S1) into the vacant Ni d orbital (dx2-y2), where the 
corresponding d-d state is formed by subsequent back electron transfer from a lower lying Ni d-
orbital (dπ, dz2, or dxy) to fill the vacancy in the ground porphyrin π system. The simulations for 
LMCT and MLCT (with and without CT) do not match the observed experimental transients. 
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3.6.7  Transient visible spectroscopy  
A) On glass substrate 
 A long-lived component of the visible transient absorption spectra of the ~100 nm 
FeTPPCl film is observed that is not present in solution. The long-lived thermal component is 
present in samples deposited on both the Si3N4 membranes and on a glass coverslip. In the 
former, the lifetime of the thermal feature is ~12 ns (too long to accurately observe in our 6-ns 
window) for the 100 nm Si3N4 membrane and a shorter ~2.2 ns for the glass coverslip, reflecting 
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Figure 3.15: Figures A/B show the simulated excited state absorption and difference spectra for three potential 
MLCT states, with charge-transfer included. Figures C/D show the same for MLCT and LMCT states without 
charge transfer included in the calculation.  LMCT states cannot have CT included, because the electron 
configuration for the N(I) is d9/d10L, and the XUV cannot move an electron from the 2p into the 3d10L full shell.  
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the better thermal conductivity of the glass relative to Si3N4.  The spectral slices and global fit 
component spectra are shown in Figure 3.16A Figure 3.16B.  
 
B) Kinetic slices and global fit 
  Figure 3.17 shows the kinetic slices at selected wavelengths for the transient visible 
absorption spectroscopy of NiOEP in solution and as thin films on Si3N4 and glass. The global fit 
is plotted in black; see the main paper for the global fit component spectra. The spectral slices 
reported in figure 7 of the main paper are reproduced for convenience. The NiOEP films on 
Si3N4 and glass show near-identical kinetic traces, with only a small change in the enduring 
thermal feature. Differences in the film/solution dynamics are attributed to differences in 
vibrational relaxation due to the different molecular environments.  
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Figure 3.16: Transient visible NiOEP spectra for thin film on glass, and global fit species associated spectra. 
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Figure 3.17: Transient visible spectra and kinetic traces for NiOEP in solution in DCM (A/B) and as thin film on 
Si3N4 (C/D) and glass (E/F) substrates. For the kinetic traces, experimental data i shown as cirles and global fits 
are shown in black lines. 
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3.6.8  Overlay of visible and XUV transient data kinetics 
 Figure 3.18 shows the relaxation kinetics of NiOEP after photoexcitation at 400 nm 
attained from transient XANES and transient visible spectroscopies. The slight delay of the 
transient XUV relative to the transient visible data is due to the IRF-limited rise of the (π,π*) in 
the visible, where as in XUV the (π,π*) is dark. The XUV spectrum signal manifests as the 
metal-centered 3(d,d) state are populated.  
 
3.7  CoOEP and MnOEPCl Preliminary Results 
3.7.1  CoIIOEP 
 Photoexcitation at 400 nm induces a blueshift of the ground state M-edge XANES 
spectra, in contrast to the redshift seen in the three other metalloporphyrinates studied with M-
edge XANES (M=MnIII, FeIII, NiII). Spectra are shown in Figure 3.19. There is a small bleach at 
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Figure 3.18: Transient kinetics of photoexcited NiOEP at six different energies, from 
transient XANES (circles) and transient visible (lines). 
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59.1 eV, consistent with the first peak of the ground state CoOEP absorption, and two positive 
features at 61.9 eV and 65.3 eV that sharpen and narrow on the order of 1 ps. 
 
 Preliminary global fit analysis of the CoOEP tXUV data gives a 2-component fit with 
lifetimes of 1.47±0.13 ps and 8.15±0.64 ps with a thermal rise that does not relax within the 
temporal probe window (fixed to 10 ns in the global fit).  The IRF for the above fit was allowed 
to drift and yielded a “t0” of 13±3 fs and an IRF FWHM of 115±8 fs, in comparison to the t0=0 
fs and 84 fs FWHM from the IRF-limited Fe2O3 rise. Further data analysis will clarify if the 
delay is statistically significant and can confirm the presence and upper-bound for lifetime of the 
XUV-dark (π,π*) initial excited state. 
 Tentative state assignments suggest an initially populated vibrationally hot electronic 
excited state that vibrationally cools in 1.47 ps.  Due to the blueshift, this electronic state is likely 
an MLCT state or 1(d-d) excited state, rather than LMCT or rapidly populated 3(d,d) as seen in 
other metalloporphyrinates presented. Earlier ps transient UV-visible studies estimated that the 
lifetime for the 2T state is <10 ps and for the LMCT state is 10-20 ps.61 LFM simulations of the 
excited state spectra will help elucidate the state identities. 
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Figure 3.19: Transient M-edge XANES of CoOEP photoexcited at 400 nm. A) 2D colormap B) Selected time 
traces with GS spectra overlaid.  
 
102 
 
3.7.2  MnIIIOEPCl 
 Photoexcitation at 400 nm induces a bleach at 53.3 eV that decays rapidly, and a slower 
to rise positive feature at 50.7 eV with a significantly longer lifetime. The transient M-edge 
XANES spectra is shown in Figure 3.20 and Figure 3.21. 
The LFM simulated excited state spectra for potential LMCT and (d,d) intermediates are shown 
in Figure 3.23, with diagrams of the d-orbital population for probable states shown in Figure 
3.22. 
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Figure 3.20: Transient M-edge XANES of MnOEPCl photoexcited at 400 nm. A) 2D colormap. B) Selected time 
traces with GS spectra overlaid. Ar harmonics drop in flux around 60 eV. 
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Figure 3.21: Transient M-edge XANES of MnOEPCl photoexcited at 400 nm and probed with Ne harmonics 
(minimal flux below 50 eV) on right. Figure shows selected early-time traces with GS spectra overlaid. 
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 From a cursory look at the simulated excited state spectra and the observed experimental 
XANES transients, it appears that the 400 nm pump initially populates one of the quartet LMCT 
states (4B1g or 
4Eg) before rapidly transitioning into the 
6A1g LMCT state. Populating one of the 
eg orbitals to form the 
4Eg is reasonable through the shared symmetry with the eg porphyrin 
orbital.127  However, early ps work on the relaxation mechanism of MnOEPCl suggested that the 
6A1g LMCT state is unlikely, as the b1g orbital is predicted to be appreciably higher in energy 
than the eg states.
80,128 More work will need to be done to elucidate these findings. 
  
 
Figure 3.22: d-orbital population of probable intermediate excited states for the relaxation of 
MnOEPCl. (I think the 4B1g and 6A1g LMCT state should be B2g and A2g). 
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Figure 3.23: LFM simulated transient XANES spectra for LMCT and d-d excited states of 
MnOEPCl. 
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CHAPTER 4:  Characterization of the Ultrafast Intermediate States of a Divalent Cobalt-
Manganese Complex: CoMnCl(py3tren) 
4.1  Introduction 
 Development of efficient processes for the creation of storable fuels as viable energy 
alternatives is one of the main challenges faced by the scientific community today. Many 
researchers have turned towards imitating natural catalysts, such as mimicking oxygen evolving 
complexes for water-splitting applications. However, these catalytic reaction mechanisms are 
poorly understood due to the complexity of the excited-state electronic structure of multimetallic 
systems. Understanding of these systems has been limited by the capabilities of existing 
spectroscopic techniques. High-specificity options such as EPR and X-ray absorption are too 
slow to watch the transient intermediate states. Conversely, high time-resolution options such as 
transient IR are often not specific enough to definitively show the progression of electronic states 
for multimetallic systems. While time-resolved synchrotron usage is an option, the limited 
availability and high expense of these instruments reduces their practicality as an efficient tool 
for chemical research.  
 Transient extreme ultraviolet (XUV) spectroscopy is aptly suited to studying these types 
of ultrafast multielectron systems. This technique, which excites 3p→3d transitions, is element-, 
oxidation state-, spin state-, and ligand field-specific.  The femtosecond time resolution provided 
by this laser-based method will allow us to study the changes in the electronic structure of each 
metal in the cluster, composing an accurate image of the short-lived intermediates that occur 
during charge transfer and catalysis.  
 Ultrafast studies of multimetallic mixed valence systems are primarily focused on the 
systems with through-ligand interaction, typically through organic linkers (cyanide-bridge, 
Creutz-Taube ion) that are used for a vibrational probe of the metal electronic dynamics.129–131 
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Directly-bonded multimetallic systems are difficult to achieve synthetically, and ultrafast studies 
on these types of molecules are limited.   Systems that have been studied include quadruply 
bonded MM complexes with M=W,Mo and RuII-RuII paddlewheel complexes, leading to the 
observation of unusual MM’LCT and δδ* excited states in Chisholm Mo-W complexes.132–135 
More recently, interesting chromophoric functionality has been observed in RuII-RuII 
paddlewheel complexes.136,137 Few directly interacting multimetallic complexes have been 
synthetically realized using first row transition metals. To the best of my knowledge, no ultrafast 
studies of heterobimetallic systems with first row transition metals have been published.   
 In this work we perform ultrafast transient M2,3-edge XANES on divalent  
cobalt(II)manganese(II) (N,N,N-tri(2-(2-pyridylamino)ethyl)amine) chloride, a heterobimetallic 
system with directly-interacting dual metal centers held within a non-innocent ligand scaffold.138  
The strong metal-metal interaction facilitated by the ‘double-decker’ type ligand scaffold leads to 
a highly multiconfigurational electronic structure with relaxation pathways unavailable in 
monometallic analogues. With the ultrashort broadband probe pulse used in transient high-
harmonic generation spectroscopy, we are able to perform M2,3-edge XANES on both metal 
edges simultaneously with high specificity for each metal center and ligand environment. By 
combining transient XANES with transient UV-visible spectroscopy we have compiled a full 
picture of the electronic relaxation dynamics of this complex molecule. Photoinduced MM’CT is 
followed by distinct electronic dynamics at both metal edges and within the ligand scaffold, 
suggesting complex interplay of the Co, Mn, and ligand redox centers.  Increased understanding 
of the relation of function to metal-specific photodynamics will help lay essential groundwork 
for the development of multimetallic catalysts with efficiencies comparable to those found in 
nature. 
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4.1.1  Background on Lu group molecules 
The Lu group has created two families of heterobimetallic molecules ((PiPr2)3tren) and 
the (py3tren) ligands) with “double-decker”-type ligand scaffolds and directly-interacting dual 
metal centers.138,139 The resulting molecules were shown to have interesting tunability of the 
metal-metal interactions. For example, the M-Cr((PiPr2)3tren) compounds with M=Mn,Fe,Co,Ni 
have a tunable interaction strength between the two metal centers based on metal identity 
resulting in bond orders spanning from 5 in the MnCr(L) complex and 1 in the NiCr(L) 
complex.139 Inducing a similar bond order change via photoexcitation and studying the resulting 
ultrafast charge transfer dynamics would allow us to learn more about the interaction of directly 
bonded metal centers during photoactivation. For example, in the CoCr(N(o-(NCH2P
iPr2)C6H4)3) 
complex, shown in Figure 1, photoexcitation of the Co0Cr2+ ground state is hypothesized to 
transfer an electron from a fully occupied Co-based orbital to an empty Cr-based orbital, forming 
Co1+Cr1+ through a metal-to-metal charge transfer (MMCT) transition. Alternatively, absorption 
of a photon may induce a ligand-to-metal charge transfer (LMCT) transition from the chelating 
ligand to the Cr, forming Co0Cr1+. As Co and Cr have strong and distinct XUV absorptions, 
centered around 40 eV and 60 eV respectively, our experimental method will be able to monitor 
the ultrafast charge transfer evolution at the individual metal centers to comprise a 
comprehensive picture of the photoexcitation relaxation pathways. 
The (py3tren) family allows for additional studies on the role of the chelating ligand and 
the internal magnetic properties of the molecular system.138,140 Excitation in the visible region is  
hypothesized to induce an MM’CT transition, while an NIR pump is proposed to induce an 
intrametal d-d excitation (see Figure 2A).  The resulting change in the electronic structure of 
each metal would be reflected in its M-edge absorption, which we could once again monitor 
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individually.  An example of the Mn and Co absorptions for a mixed sample (a bilayer of 
MnOEPCl and CoOEP) is shown in Figure 2B.  Studying the transient M-edge absorption 
spectra and kinetics of these transition states will provide new information on how charge 
transfer works in complex bimetallic systems and shed light on their potential catalytic 
properties. 
4.2  Characterization of the Complex 
 Samples of the CoMnCl(py3tren) complex were provided by the Lu Group at the 
University of Minnesota. The (py3tren) ligand is triply-deprotonated N,N,N-tri(2-(2-
pyridylamino)ethyl)amine) with a trigonal bipyramidal geometry. 
This “double-decker”-type ligand holds the two metal atoms in a 
weakly-interacting arrangement. A series of the MM’Cl(py3tren) 
molecule is available with the ‘bottom’ metal M= Co, Fe and 
‘top’ metal M’=Mn, Co, Fe.138 
4.2.1  Air-sensitivity 
 The CoMnCl(py3tren) molecule is air stable as a solid powder. In solution, the compound 
decomposes rapidly (50% gone in <5 min in solution with dichloromethane (DCM)). Static UV-
visible measurements are characteristic of the samples decay when exposed to air. The peak at 
~300 nm blue shifts while the peaks at 360 nm, 400 nm, and 430 nm rapidly decay to zero.  
  
Figure 4.1: CoMnCl(py3tren) 
complex 
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 The molecule is thermally stable up to several hundred degrees Celsius, allowing for 
sample preparation via thermal evaporation deposition.  Thin films of ~100 nm thickness were 
prepared at 250 ᵒC with a deposition rate of ~0.2 Å/s.  
 
 Despite the air-stability of the solid powder form, the thin film decomposes in air in <24 
hours as shown in Figure 4.3: Static UV-visible absorption spectra of CoMnCl(py3tren) as a 
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Figure 4.2: Static UV-visible absorption spectra of CoMnCl(py3tren) in DCM. 
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Figure 4.3: Static UV-visible absorption spectra of 
CoMnCl(py3tren) as a ~100 nm thin film. Broadening and shift of 
absorption peaks is typical of thin films vs solvated molecules. 
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~100 nm thin film. Broadening and shift of absorption peaks is typical of thin films vs solvated 
molecules.. This is likely due to the penetration depth possible with the thin film allowing for full 
air-exposure and deterioration.  The solid powder, however, likely forms a passivation layer on 
the surface that prevents full air penetration and preserves the sample. The thin film remains 
usable for 1 to 2 hours air exposure. Degradation product is likely demetallation of the 
compound starting with the top metal (the Mn), based on the disappearance of the ~430 nm peak, 
which is peak is absent from the monometallic Co species.138  Comparisons summarized in 
Figure 4.4. 
 
 Samples are transferred from the thermal evaporation vacuum chamber (vented to N2 
prior to unloading) or N2 glove box to the XUV sample chamber with <15 min air exposure. 
Unused samples are stored in N2 glove box.  Static UV-vis of stored samples are taken prior to 
XUV experiments to confirm sample quality. 
300 400 500 600 700
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
A
b
s
o
rp
ti
o
n
 (
O
D
)
wavelength (nm)
 CoMnCl(py3tren)
 CoCoCl(py3tren)
 K[Co(py3tren)]
In DCM
 no air
 1 min air
 90 min air
as TED film on glass
 ~1 hr air
 20 hrs air
 
Figure 4.4: Comparison of the CoMnCl(py3tren) compound in DCM and as 
thin film, good and decomposed. Lu group data for the CoMn, CoCo, and 
monometallic K[Co(py3tren)] shown for comparison. 
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4.2.2  Ground state M-edge spectra 
 The experimental M-edge XANES spectrum of CoMnCl(py3tren) is shown in Figure 4.5. 
The experimental spectrum of CoMnCl(py3tren) shows strong absorption peaks at 50.5 eV and 
61.9 eV, corresponding to the Mn and Co M-edge absorptions. The strength of the Mn 
absorption relative to the weaker Co signal is typical of absorption edges for these metals. 
 
 If the sample is decomposed due to air exposure, the experimental spectrum clearly 
changes, as shown in Figure 4.6. The Mn absorption peaks at 50.5 eV blue shifts by ~1 eV and 
decreases in relative intensity to the Co, and the Co absorption peak at 61.9 eV narrows and a 
strong shoulder resolves at 59.0 eV.  
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Figure 4.5: Ground state M-edge XANES of CoMnCl(py3tren). 
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Decrease of the Mn peak intensity relative to the Co is consistent with loss of the Mn from the 
top metal position in parts of the film.  Change in spectral shape and multiplicity of the Co is 
indicative of change in electronic structure. The main point is that the XUV ground state can 
clearly distinguish a ‘good’ sample from a ‘decomposed’ sample and all subsequent XUV 
measurements were on confirmed ‘good’ samples. 
4.2.3  X-ray Photoelectron Spectroscopy (XPS) measurements 
Similar to XAS, XPS (also known as Electron Spectroscopy for Chemical Analysis, ESCA) 
measures the excitation of a core electron from the ground to a free-electron state. The difference 
is primarily in the measurement technique. XPS measures the kinetic energy of the emitted 
electron at a constant excitation energy and gives the binding energy of the valence electrons. 
XPS of three MM’Cl(py3tren) complexes are shown below in Figure 4.7 and Figure 4.8, for 
MM’= CoCo, CoFe, and CoMn (where Co is the bottom metal). 
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Figure 4.6: Ground state M-edge XANES of (black) films stored under nitrogen and exposed to air <10 min, 
and (pink) films that were exposed to air for several days. Left: Ne harmonics, 45-75 eV (resolution?). Right: 
Argon harmonics, 30-60 eV (resolution?). 
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The cobalts in the CoMn and CoCo are very similar, with the CoFe only slightly offset; all look 
typical of Co(II) region.  The CoMn has distinct Co 3p peaks (one major and one minor). The 
CoCo does not have obvious peak at ~65. 
 
With XPS, the Mn oxidation state may be determined quantitatively by the splitting in between 
the two primary peaks, though in this sample potential degradation obscures the signal. The Mn 
3p signal has two visible peaks (major, minor). There are two very distinct Mn 3s peaks with a 
smaller third peak visible (possibly due to sample degradation). Splitting of the two Mn 2s peaks, 
 
Figure 4.7: XPS spectral overlay of Co 3p region for bimetallic 
complexes; CoMn (blue), CoCo (red), and CoFe (green). Peaks at ~60 
eV are Co 3p. The peak at ~55 eV in the green spectrum is Fe 3p.   
    
Figure 4.8: XPS spectra of (left) the Mn 3s region and (right) the Mn 3p region of CoMnCl(py3tren).  The 
weirdness in the ~88 eV peak is likely due to sample degradation; repeated measurements are in queue. 
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which is definitively characteristic of oxidation state for Mn, is either ~5.3 (Mn(II-III)) or ~3.4 
(Mn(IV)). Mn(IV) highly unlikely based on other measurements.  
4.2.4  Complications in LFM simulations due to extreme multiconfigurational nature, 
hybridized divalent core, and trigonal bipyramidal symmetry 
 Simulated XANES spectra based on ab initio ligand field multiplet (LFM) calculations of 
the symmetry allowed 3p→3d electronic transitions are used to aid state assignment. Simulations 
of ground and excited state XAS data of trigonal bipyramidal (D3d and D3h) symmetries is extra 
complicated due to the lower symmetry leading to an underdefined system of equations for 
deriving the crystal field parameters. The XPS data above of the CoMn, CoCo, and CoFe 
complexes and (scheduled to collect) L-edge XAS data will help me confirm the oxidation state 
and crystal field parameters, which will help with simulating the potential excited intermediate 
states. 
 The d-orbitals are significantly more hybridized than originally anticipated. The LFM 
simulations will have to include significant charge transfer between the metals and ligand in both 
the ground and core-hole XUV excited states. That is, M-edge XANES excites metal 3p→3d 
transitions in order to probe the unoccupied 3d density of states. If the Mn and Co orbitals are 
primarily localized, as we originally supposed, the XUV transitions would individually excite 
Mn 3p→3d and Co 3p→3d transitions (shown in purple). However, since the orbitals are highly 
hybridized each XUV transitions is going to be a combination of (Mn 3p + MnCo 3p) → (Mn 3d 
+ MnCo 3d) and of (Co 3p + MnCo 3p → Co 3d + MnCo 3d). 
 Our collaborators have provided a MO diagram of the d-orbital energies determined 
through CASSCF and TDDFT calculations by associating the DFT energies to the multireference 
hybridized orbitals. Currently, we are attempting to do an extended-Huckel method-like 
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decomposition of the multireference hybridized orbitals in order to determine the crystal field 
parameters of the D3h system. See  
Figure 4.9. 
 
 
4.3  Transient M-edge XANES 
 As Co and Mn have strong and distinct XUV absorptions, centered around ~60 eV and 
~50 eV respectively. Transient M-edge XANES monitors the ultrafast charge transfer evolution 
at the individual metal centers to comprise a comprehensive picture of the photoexcitation 
relaxation pathways. 
 Excitation in the visible region (~435 nm) was originally hypothesized to induce an 
MM’CT transition or possibly an intrametal (d,d) transition in the Mn-based d-manifold.  
However, the TDDFT results indicate a large degree of hybridization of the Mn-Co σ and δ d-
orbitals that complicates this picture. 
 
 
Figure 4.9: Extended Huckel-model type diatomic MO for the hybridized 
CoMnCl(py3tren) compound. Figure developed in collaboration with J. Vitillo of the 
Gagliardi/Lu group at U-Minn. CASSCF/DFT output are not reproduced and will be 
available in eventual publication. 
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4.3.1  Experimental details 
 1mW 435 nm pump and broadband XUV probe generated from HHG of Ne. The probe 
has a spectral range of 45-72 eV with 0.2 eV energy resolution, measured with the atomic 
absorption lines of Xe+/2+ (Figure 4.11A), and ~40 fs temporal resolution, measured with the 
IRF-limited rise of Fe2O3.  
Pump beam characterization:  
 The 435 nm pump is the parasitic generation off of generating ~860 nm light using the 
NOPA.141 The NOPA was tuned to compress the 435 nm pulse to get the shortest possible cross-
correlation. The cross-correlation of the ~35 fs 800 nm NIR driving laser and the 435 nm pump 
beam was measured to be 35.3 fs (Figure 4.11B). The resulting pulse was with a FWHM of 6.5 
nm centered at 435.7 nm (Figure 4.11A). 
    
Figure 4.10: Left: molecular structure Right: Simple diagram showing approximate XUV 
probe transitions. Note that the large degree of hybridization in the d-manifold (and possibly 
π-manifold) will lead complicate the simple transitions pictured above, as transitions into the 
hybridized orbitals will also occur. 
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Probe characterization 
 The energy resolution was measured to be 0.2 eV using the atomic absorption lines of 
Xe+ and Xe2+ Figure 4.12.  The energy calibration shown in Figure 4.12 used Xe+/2+ and the 
known absorption features of aluminum, lead(II) iodide, and iron(III) oxide.  
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Figure 4.11: Pump beam characterization. Left: pump spectrum and Gauss fit. Right: Cross-correlation of ~35 
fs 800 nm NIR driving laser and 435 nm pump pulse, with NOPA tuned for max compression.  ~700 steps. 
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Figure 4.12: Left: Xe+/2+ spectrum used for energy calibration/resolution check.  Xe+ and Xe2+peaks clearly 
resolvable and at properly spacing. 4-peak Voight fit overlaid, with FWHM of 0.22 eV.  Spectrum collected each 
day with day to day variance of resolution only +/- 0.02 eV, likely within noise. Right: Grating calibration using 
Al, PbI2, Fe2O3, and Xe ion peaks. 
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4.3.2  Results 
 The transient M-edge XANES of 
CoMnCl(py3tren) photoexcited at 435 nm and 
probed with Ne harmonics is shown in Figure 
4.13.  At the Mn-edge, there is a clear two-
peaked bleach feature at 50.3 eV and 51.5 eV 
with a small positive feature centered at 47.5. 
Within a few ps, this feature has decayed, and 
a new positive feature rises in the place of the 
50.3 eV bleach and lasts several hundred ps. 
At the Co-edge, there are two strong positive 
features at 58.5 eV and 61.4 eV (and possibly 
a third feature at ~64eV), which seem to rise 
somewhat delayed from time-zero and lasts tens of ps, decaying before the transient Mn feature. 
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Figure 4.14: Spectral slices (left) and kinetic traces of the features at the Mn- and Co- edges. 
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Figure 4.13: Transient M-edge XANES of 
CoMnCl(py3tren) photoexcited at 435 nm. Above 
spectra shows ground state XANES spectrum. 
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 At time-zero, there appears to be rapid rise 
of the features at the Mn-edge and the 58.5 eV 
Co feature, while the 61.4 eV feature shows a 
delayed rise. The original Mn feature has decayed 
by ~1 ps and the 50.3 eV feature undergoes a 
sign flip while the 47.5 and 51.5 eV features 
decay to zero. Aside from the delayed rise of one 
feature, the two Co features seem to evolve 
simultaneously. Interestingly, the final Mn 
feature and final Co feature peak at different 
times, being ~100 ps and ~20 ps, respectively.  
 The photoinduced electronic relaxation 
mechanism of the CoMnCl(py3tren) complex 
involves multiple electronic states. I performed a four-component global fit of the transient XUV 
data. The component species and associated kinetics are shown in Figure 4.15.  
 
 
 There appears to be immediate formation of an excited Mn and Co state upon excitation 
at 435 nm (black). This state rapidly evolves in ~150 fs into a similar state (red), likely a small 
geometry change rather than an electronic state change. This relaxed state has lifetime of ~0.8 ps. 
Subsequently, there is a major electronic change on the Mn while the Co remains relatively 
constant—a slight sharpening of the features that typically indicates vibrational relaxation within 
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Figure 4.15: Component spectra and population 
traces of the 4-component global fit. 
120 
 
the molecule (green).  The Co then relaxes with a time constant of ~80 ps while the Mn feature 
sharpens (blue). The Mn relaxes in another ~600 ps. 
4.3.3  Results: Ar harmonics data set 
 A secondary data set using Ar harmonics was collected in order to probe the Mn pre-edge 
region and confirm the small positive feature at ~48 eV.  0.9 mW 435 nm pump and broadband 
XUV probe generated from HHG of Ar. The probe window spans from 30-62.5 eV with 0.4 eV 
energy resolution, measured with the atomic absorption lines of Xe+/2+, and ~100 fs temporal 
resolution, measured with the IRF-limited rise of Fe2O3. 
 
Figure 4.17 shows the global fit component spectra and population traces of the Ar data set, with 
those of the Ne data set overlaid (faded lines). Data from the Ar data set agrees with the Ne data 
set within the energetic and temporal resolution of the experiments.  
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Figure 4.16: Transient XANES of CoMnCl(py3tren) using Ar harmonics in the probe range of 35-62.5 eV.  
Left: 2D colormap. Right: Selected time slices. 
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 The next step, in terms of analysis, will be to perform a global fit of the two edges 
separately and perhaps see which correlates more strongly to the observed ligand dynamics. 
4.3.4  Transient UV-visible studies 
 Transient UV-visible absorption spectroscopy was performed on samples of 
CoMnCl(py3tren) prepared as both a solution in DCM (sealed to be air-free) and as ~100 nm 
thin films on glass coverslips. Two experiments were performed on each sample, pumping at 
1mW with the 435 nm pump and at ~1mW with a 400 nm pump (generated via SHG of the 800 
nm primary). Results of the 435 nm excitation of the thin film sample are shown in Figure 4.18 
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Figure 4.17: Global fit component spectra (left) and population traces (right) of Ar data set. The global fit 
component spectra/population traces from the Ne data set are overlaid for reference. The Ar data set has lower 
temporal resolution (~100 fs IRF) and fewer time points and does not resolve the early ~150 fs species.  
Additionally, the Ar data set has lower energy resolution (0.4 eV rathern than 0.2 eV) and does not clearly 
resolve the split in the ~51 eV Mn bleach feature. 
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These results are less complex than those observed for the XUV region.  We primarily observe a 
bleach at the 435 nm band and a broad rise to the red that narrows in ~10 ps. Two- and three-
component global fits were performed on the data. Dispersion within the system and the longer 
probe pulse duration made it difficult to resolve dynamics in the first ~1ps. 
 
More detailed information on the ligand motion may be acquired via femtosecond stimulated 
resonance Raman spectroscopy. We have contacted Prof. Renee Frontiera at U-Minn to 
potentially conduct some measurements and more sensitively characterize the ligand vibrations. 
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Figure 4.18: Transient UV-visible spectroscopy of CoMnCl(py3tren) as a thin film on glass 
pumped at 435 nm.  Dispersion obviates the first ~200 fs. 
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Figure 4.19: Global fit component spectra (left) and population traces (right) the transient UV-visible 
data set. 
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4.4  Discussion and Preliminary Conclusions 
One interpretation is that the initially populated state is Mn-centric, possibly with small 
bleed-over into the Co through the hybridized molecular orbital structure. This state may be a 
Mn (dπ,dπ*) state in the localized dπ orbitals, though that would be more anticipated for a NIR 
transition. Also possible is some kind of MLCT (or MM’LCT with minor contribution from Co), 
but we do not clearly distinguish this within the temporal resolution of the transient UV-visible 
data. Next, there appears to be formation of a Co-centric vibrationally hot state as the Mn bleach 
and red-shifted feature relaxes.  As the Co appears to vibrationally cool (characterized by the 
narrowing/sharpening of the transient feature in ~few ps), the Mn achieves a new electronic state 
characterized by a small positive feature. Simultaneously, the ligand (as perceived by UV-vis) 
appears to narrow as well, again potentially vibrational relaxation within the excited state 
manifold. This state decays in ~100 ps, with both the Co and the ligand relaxing, while the Mn 
feature grows in intensity and decays in ~580 ps. 
 
 
This interpretation, however, ignores the complex hybridized nature of the Co and Mn molecular 
orbitals predicted with TDDFT.  It is also possible that we are seeing the intriguing (δ,δ*) excited 
states seen with directly bonding W-Mo complexes, (dσ,dσ*) states, or even combinations of 
MMCT, MMLCT, etc. 
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APPENIX A: Vura-Weis Lab XUV Apparatus Schematic 
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