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Abstract
The Weather Research and Forecasting (WRF) model has evolved toward a self-
contained numerical weather prediction system, capable of modeling atmospheric mo-
tions ranging from global to microscales. The promise of such capability is appealing
to both operational and research user communities for which accurate prediction of
turbulence effects is increasingly desirable. Air pollution applications, for instance,
rely on accurate representation of the dispersive role of small-scale atmospheric mo-
tions. On the other hand, many remote sensing applications depend on the accurate
description of propagation of electromagnetic and acoustic waves in the turbulent at-
mosphere. The question of how best to adequately represent small-scale atmospheric
motions in the range of scales of the order of 100 m and less based on numerical
model output, remains a topic of debate. Several methods have been evaluated in
the reported study with a goal to identify an optimal approach to reproduce realistic
near-surface flow fields and turbulence parameters using mesoscale numerical model
output. The focus of the study was primarily on the daytime flow fields correspond-
ing to the convective boundary layer (CBL) conditions. A straightforward application
of the WRF model in a traditional mesoscale configuration was the first evaluated
approach. The WRF model applied in the large eddy simulation (LES) mode was
another evaluated model configuration. Approaches were also explored that are based
on using the outputs of mesoscale models (including the WRF model) to nudge high-
resolution LES of boundary-layer flows to realistic mesoscale environments. For this
purpose, the OU-LES code was employed. Historically, this code has proven to be ad-
equate for the reproduction of idealized CBL flows, but its technical implementation
limits applicability to real-world situations. Mean fields of meteorological quantities
predicted by the WRF model in a mesoscale configuration generally compare favor-
ably with observational and LES data. However, inspection of near-surface turbulence
xvii
characteristics indicates that the model fails to adequately reproduce the spatial vari-
ability associated with atmospheric turbulence. Results from the WRF-LES indicate
that the model tends to attribute more energy to larger-scale components of motion as
compared to the conventional LES. Consequently, the WRF model fails to adequately
reproduce spatial variability within sufficiently broad scale ranges. Spectra from the
WRF model have narrower inertial subranges and point to over-dissipation on small
scales of turbulent motion. Employment of the high-resolution OU-LES driven by the
output of the WRF model run in the mesoscale-mode yielded the overall best results
in terms of predicting near-surface turbulence parameters. This approach appears
to be a best compromise in generating accurate bulk meteorological quantities and





The trend in numerical weather prediction (NWP) is toward the use of fine grid
meshes capable of resolving atmospheric motions down to the turbulence scale. The
ability to reproduce credible small-scale spatial variability of meteorological fields is
appealing to both operational and research environments. For instance, air pollu-
tion applications rely on accurate representation of the dispersive role of small-scale
motions. Another example is the propagation of electromagnetic and acoustic waves
in the atmosphere, for which structure-function parameters are highly dependent on
atmospheric turbulence (Wilson and Fedorovich 2012). Other areas in which such
detail is critical include convective boundary layer (CBL) dynamics, the impact of
urban regions on local microclimate, thunderstorm initiation and maintenance, and
the influence of land characteristics on exchanges between the atmosphere and un-
derlying surface (Talbot et al. 2012). How best to simulate such accurate turbulence
statistics remains a topic of debate.
Limitations surrounding computational resources, observational data, and opera-
tional considerations often restrict the use of eddy-resolving numerical grids to small
geographic regions. One popular compromise is the use of mesoscale NWP mod-
els, which are more amenable to large geographic domains. One such tool is the
Weather Research and Forecasting (WRF) model (Skamarock et al. 2008), a self-
contained NWP system potentially capable of resolving atmospheric motions ranging
from global to microscales. Scales of motion associated with atmospheric turbulence
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are generally not resolved on mesoscale grid meshes, like those most commonly used
in the WRF model. Instead, the combined effects of subgrid turbulent motions must
be modeled. Horizontal turbulent exchange is related to the deformation of the re-
solved flow through a Smagorinsky-type closure, while vertical turbulent exchange is
parameterized using so-called planetary boundary layer (PBL) schemes.
These schemes assume that an individual model grid cell contains a represen-
tative sample of subgrid turbulent motions. Due to the proliferation of affordable
and highly parallelizable computing systems, the horizontal extent of these grid cells
have progressed downward into the range of 1 to 4 km. Adequate representation of
atmospheric boundary layer flow features within this horizontal scale range poses a
particular problem, however. These scales often reside within the maximum energy-
containing (turbulence producing) spectral intervals of CBL motions. As a conse-
quence, the corresponding flow features are neither sufficiently resolved explicitly nor
correctly represented statistically as subgrid-scale phenomena (Wyngaard 2004). Re-
sults from past studies indicate that that domain-averaged mean fields from the WRF
model compare reasonably well with observations. Additionally, it has been shown
that grid refinement in the considered range yields minimal benefit under certain
conditions. Meanwhile, examination of more robust turbulence parameters suggests
a deficiency in the WRF model’s ability to reproduce accurate flow statistics (Gibbs
2008; Gibbs et al. 2011).
Another method to reproduce atmospheric turbulence in the CBL is the large
eddy simulation (LES) technique. Stull (1988) defines the CBL as a mixed layer
dominated by buoyant turbulence generation. Historically, the LES approach has
proven particularly relevant for the reproduction of CBL flow types whose structure
is dominated by large-scale, buoyantly-produced turbulent eddies (Deardorff 1972;
Moeng 1984; Mason 1989; Schmidt and Schumann 1989; Fedorovich et al. 2004b). The
LES approach was first proposed by Smagorinsky (1963) and later applied to the CBL
2
by Deardorff (1970). The University of Oklahoma LES (OU-LES; Fedorovich et al.
2004a,b) code represents one such tool in which turbulent motions are confidently
reproduced in the CBL. In this approach, the governing equations are filtered in or-
der to separate the flow field into large-scale and small-scale eddies. The large-scale
eddies are explicitly calculated on the computational mesh, while the contribution of
small-scale eddies are parameterized using a subfilter-scale (SFS) closure model. The
resolved large eddies are assumed to encompass a majority of the energy-producing
spectral intervals and are primarily responsible for turbulent transport of momentum
and scalars. As large eddies cascade into the SFS portion of the turbulence spectrum,
they become small, homogeneous, and isotropic in nature and act primarily to dissi-
pate energy. Such qualities make these smallest eddies more favorable to generalized
modeling than those parameterized in the NWP approach. In fact, given sufficient
resolution, LES data are assumed independent of the SFS model.
The LES technique is popular for idealized experiments of the boundary layer, but
its technical implementation often limits applicability to realistic environments. One
potential issue is that lateral boundaries are often periodic, a condition rarely met
in the atmosphere (C.-H. Moeng 2012, personal communication). Another problem
is that LES domains are generally disconnected from large-scale forcings and local
terrain properties, meaning that predictions are increasingly susceptible to drift as
the length of simulation increases. Lastly, low-ordered, centered, finite-difference
advection schemes are a common choice in LES applications. These schemes are
known to suffer from dispersive errors, which are undesirable for real-world scenarios
where spatial and temporal accuracy are more important than in idealized periodic
domains. A promising option to ameliorate such concerns is to implement the WRF
model in its supported LES mode (hereafter WRF-LES). The WRF-LES grid may
be nested within a mesoscale WRF model domain, which allows for the gradual
downscaling of atmospheric forcing data. As a matter of implementation, the coarser
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mesoscale domain provides specified lateral boundary conditions to the interior LES
grid. Additionally, WRF-LES implements a more accurate, high-order, upwind-biased
finite-difference scheme. Combined, the WRF-LES properties potentially allow for a
more realistic temporal evolution of the CBL for real-world applications.
The WRF-LES approach is not, however, without its share of concerns. Firstly,
the WRF model governing equations preclude the use of an explicit spatial filter in-
herent to most LES applications. Instead, the discrete numerics provide both implicit
filtering associated with horizontal advection and filters required to maintain numer-
ical stability when integrating the equations forward in time. Such filters, however,
do not cleanly separate the flow field into resolved and SFS components. Instead, the
resolved scales are increasingly damped as they approach the grid scale. The resultant
partially-resolved scales are known to introduce upscale errors (Chow et al. 2005).
The higher-order advection scheme minimizes such errors, but the lower-order time
integration filters used in WRF-LES are known to produce numerical errors at scales
smaller than approximately seven to ten times the model grid spacing (Skamarock
2004; Mirocha et al. 2010). Secondly, the available turbulence closure schemes in the
WRF model inadequately match turbulence values across all nesting levels and poorly
handle inflow scale interactions. These issues can lead to a significant and nonphys-
ical eddy-deficient zone that impacts the turbulence statistics across the entire LES
domain (Moeng et al. 2007; Gaudet et al. 2012).
While several solutions exist to reproduce realistic near-surface turbulent fluctu-
ations and parameters, no single approach is entirely ideal. Each method excels in
particular areas while suffering from errors associated with their specific implemen-
tation. It remains unclear which, if any, technique is superior. It is this uncertainty
that motivates the search for the best possible method to downscale meteorological




The goal of this study is to examine the current state-of-the-art downscaling tech-
niques for purposes of representing atmospheric turbulence. The most obvious and
extensively-tested solution is employing the WRF model to examine the extent to
which a mesoscale model is capable of producing accurate turbulence parameters.
Next, the numerics of two LES codes are investigated by means of idealized CBL
simulations for differing flow patterns (with and without shear). In order to examine
whether results from the idealized experiments are transferable, the LES codes are ex-
tended to real-world CBL cases corresponding to those investigated in the mesoscale
configuration. In addition to examining the current approaches to representing at-
mospheric turbulence and their associated limitations, the implementation of a new
downscaling technique is investigated.
1.3 Outline of Remaining Chapters
Chapter 2 describes the OU-LES code, including its governing equations and subgrid
closure scheme. Chapter 3 describes the WRF model, including its governing equa-
tions, surface- and boundary-layer parameterizations, and subgrid closure schemes.
Chapter 4 details the WRF model’s performance when run in a traditional mesoscale
mode by way of comparison with observational and nudged OU-LES data. Chap-
ter 5 details the WRF model’s performance when run in LES mode by comparing
output with OU-LES data for idealized CBL environments. Chapter 6 investigates
a hybrid-nudging approach in which the WRF model is used to downscale regional
meteorological data and in turn provide input soundings and nudging profiles for
the OU-LES code through the subsequent output fields. Finally, the overarching
implications are discussed and summarized in Chapter 7.
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Chapter 2
University of Oklahoma Large Eddy Simulation
2.1 Governing Equations
The OU-LES governing equations are described here, building upon those outlined
by Conzemius (2004) and Wilson (2012). The equations are derived from the general























= 0 , (2.2)
where ρ is fluid density, g is the acceleration due to gravity, δi3 is the Kronecker delta,
p is fluid pressure, Ωk is the vertical component of Earth’s angular velocity, εijk is











the strain rate tensor.
To simply the equations, the Boussinesq approximation is applied, such that the
continuity equation is replaced by the incompressibility condition (∇ · ~u = 0), density
is assumed constant (ρo) except when coupled with gravitational acceleration, and the
fluid’s viscosity, thermal diffusivity, and specific heat are assumed constant. Dividing
by constant density, excluding Coriolis terms, specifically those involving vertical
velocity in the horizontal equations of motion and all terms in the vertical equation
of motion, and defining the Coriolis parameter as f = 2
∣∣∣~Ω∣∣∣ sin(θ), the equations are

















where ν = µ
ρo
is the kinematic viscosity. When considering the vertical equation of
motion, the third and fourth terms in Eq. (2.3) are expressed as functions of reference




















Recalling that hydrostatic and geostrophic balances are defined, respectively, as
∂pr
∂z












and applying the following approximation
−ρ− ρr
ρo
≈ (θv − θvr)
θvo
, (2.7)
where θv is virtual potential temperature, θvr the associated reference value, and θo















The large eddy simulation approach lacks proper resolution to explicitly solve
this system of equations, meaning Eq. (2.8) must be filtered. In other words, the
terms must be represented as a sum of resolvable and subfilter-scale components. For
purposes of a discretized numerical grid, the resolvable terms correspond to values at
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each computational node, while subfilter-scale terms represent unknown quantities.
Accordingly, a box filter consistent with grid spacing is applied because it provides
the simplest interpretation in physical space and is computed implicitly. The filter
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For purposes of OU-LES, filters are uniform in space, allowing filtering and differenti-







= 0 , (2.11)
























The nonlinear term on the right hand side of Eq. (2.12) poses a problem because
it is a filtered product of two unfiltered variables. In order to alleviate the problem,
the filtered product is divided into a product of filtered variables and a subgrid stress
term, taking the form ũiuj = ũiũj− τij. Here, τij = −23Eδij +σij is the subgrid stress
tensor, where E = 1
2
(ũiuj − ũiũj) is the subgrid turbulence kinetic energy (STKE)
and σij is the subgrid deviatoric stress tensor. Noting that E is analogous to pressure,
it is grouped with the mechanical pressure term in Eq. (2.12) to redefine pressure as
8
Π = π̃+ 2
3
E. Furthermore, the subgrid deviatoric stress tensor is assumed to take the








, where Km is the subgrid momentum exchange coefficient.

























Although practically speaking, Km  ν, the viscosity is retained for modeling small-
scale flows. The derivation of the thermodynamic equation is left as an exercise for the















where Kh and νh are the subgrid exchange coefficient for heat and the thermal diffu-
sivity, respectively. The subgrid exchange coefficients, Km and Kh, are the lone terms
that must be parameterized in order to close Eqs. (2.13) and (2.14).
2.2 Subgrid Closure
Subgrid closure follows Deardorff (1980) and is based on the balance of STKE, cal-
























where β is the buoyancy parameter and ε is dissipation.
In Deardorff’s equation, (I) is the local rate of change in STKE, (II) is the advec-
tion of STKE by the resolved flow, (III) is shear production of STKE, (IV) is buoyancy
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production or destruction of STKE, (V) is the distribution of STKE through pressure
and turbulent motions, and (VI) is the STKE dissipation rate.











where Ck = 0.12 is the Deardorff turbulence coefficient, l is the characteristic length
scale, and ∆ is grid spacing. Stratification effects are considered when relating the













where N is the Brunt-Väisälä frequency.















Here, fc is a correction factor that accounts for wall effects according to:








where zw is the distance from the wall and ∆zw is the vertical extent of the first
computational grid point nearest the wall. With the implementation of the Deardorff
closure, the OU-LES code represents a complete and closed set of LES equations.
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Chapter 3
The Weather Research and Forecasting Model
3.1 Governing Equations
The WRF model governing equations are described here, building upon those outlined
by Skamarock et al. (2008) and Lundquist (2010). The equations are derived from
the inviscid, compressible form of the Navier-Stokes equations. The equations are
recast into flux-form with conservative variables in Cartesian space, transformed to
employ a terrain-following vertical mass coordinate following Laprise (1992), modified
to include moisture effects, extended to project onto the Earth’s spherical surface (not
discussed here), and finally rewritten in perturbation form.
For this study, the WRF model (version 3.4.1) was employed using the Advanced
Research WRF (ARW) dynamical solver. The ARW core solves moist equations, but
couples prognostic variables to dry-air mass in order to maintain the mass conserva-
tion equation for dry air, thus avoiding the inclusion of source terms. The vertical





Here, pdh is the hydrostatic pressure of the dry atmosphere at any considered model
level, while pdhs and pdht represent the hydrostatic pressure of dry air at the surface
and top boundary, respectively. The η-coordinate ranges from unity at the surface to
zero at the upper bounds of the model domain, and is thusly considered a normal-
ized, terrain-following, pressure coordinate. The denominator in Eq. (3.1), denoted
11
µd(x, y) = pdhs − pdht, is the mass of dry air per unit area of a given column in the
computational domain and is used to cast variables in flux form:
~V = µd~v = (U, V,W ) , (3.2a)
Ω = µdη̇ , (3.2b)
Θ = µdθ , (3.2c)
Qm = µdqm . (3.2d)
In Eq. (3.2), ~v = (u, v, w) are the covariant velocity components in Cartesian space,
η̇ = ∂η
∂t
is the contravariant vertical velocity in η-coordinate space, θ is covariant
potential temperature, and qm is covariant mixing ratio for any of the considered
moisture sources (water vapor, rain, clouds, ice, etc.). Additional variables include
specific volume for dry air (αd = ρ
−1
d ), specific volume of the full parcel (α = αd[1 +
qv + qr + qc + qi + . . .]
−1), pressure (p), and geopotential height (φ = gz), all of which
are non-conservative.






















































































where subscript h denotes horizontal components of the respective vectors, subscript




is a modifier based on density effects associated with moisture, and F∗ are
catch-all forcing terms that encompass the combined effects from spherical projection
techniques, Coriolis, model physics, and turbulent exchange. Additionally, diagnostic













where Rd = 287 Jkg
−1K−1 is the universal gas constant for dry air, γ = 1.4 is the
ratio of atmospheric heat capacities at constant pressure and constant volume, and
θm ≈ θ (1 + 1.61qv) is full potential temperature.
In order to reduce truncation errors in the horizontal pressure gradient calculations
and numerical errors associated with the vertical pressure gradient and buoyancy
calculations, the flux-form equations are recast into perturbation form. Variables are
redefined in terms of their departure (denoted by primes) from their hydrostatically-
balanced reference state (denoted by tildes), which are strictly functions of height
(z̃). For this state, ud = ũd − u′d, αd = α̃d − α′d, φ = φ̃− φ′, and p = p̃− p′. However,
given that η-coordinate surfaces are not perfectly horizontal, the reference profiles are
functions of (x, y, η). Following substitution of the mean and perturbation quantities,











































+ gµ′d = FW . (3.11)




























= 0 , (3.13)
Conservation of potential temperature and scalars, Eqs. (3.5) and (3.6), are un-
changed. Finally, the hydrostatic relation, Eq. 3.9a, is redefined as:
∂φ′
∂η
= −µ̃dα′d − αdµ′d . (3.14)
The equation of state is non-linear and cannot be recast in perturbation form
without approximation. Accordingly, Eq. (3.5), together with Eqs. (3.10) - (3.13)
and Eqs. (3.5) - (3.6) form the fully compressible governing equations that are solved
in the ARW dynamical core.
3.2 Microphysics
The microphysics package includes explicitly resolved water vapor, cloud, and pre-
cipitation processes. In the WRF model, the microphysics scheme is employed at
the end of each time-step as an adjustment process. This guarantees that the final
saturation balance is accurate for the updated temperature and moisture fields. In
this respect, the microphysics schemes do not provide tendencies of such atmospheric
quantities.
The WRF Single Moment 6-class (WSM6) mixed-phase scheme is employed as the
microphysics option. According to Skamarock et al. (2008), as a general rule, grids
with horizontal spacing of 10 km or less, where updrafts may be resolved, should
implement a mixed-phase scheme. Mixed-phase processes are those that result from
the interaction of ice and water particles. An example is riming, which produces
graupel or hail. The six considered classes include vapor, rain, snow, cloud ice, cloud
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water, and graupel. The WSM6 parameterization uses a diagnostic relation for ice
number concentration based on ice mass content rather than temperature, unlike
several alternative microphysics schemes. The freezing and melting processes are
computed during the fall-term sub-steps to increase accuracy in the vertical heating
profile of these processes. The order of the processes is also optimized to decrease the
sensitivity of the scheme to the model time-step. Saturation adjustment in WSM6
follows Dudhia (1989) and Hong et al. (1998) in separately treating ice and water
processes. This differs directly with the Lin et al. (1983) scheme, which handles them
as a combined process. The efficiency and theoretical backgrounds of the WSM6
scheme provide adequate reasoning for its use as the microphysics scheme.
3.3 Atmospheric Radiation
Atmospheric radiation schemes account for atmospheric heating due to radiative flux
divergence and surface downward longwave and shortwave radiation for the ground
heat budget. Every radiation scheme acts as a one-dimensional column model, where
each column is treated independently and the associated fluxes correspond to those
in infinitely horizontally-uniform planes. Longwave radiation includes infrared radi-
ation absorbed and emitted by gases and surfaces. Upward longwave radiation flux
from the ground is determined by the surface emissivity that in turn depends on land
use type, as well as the ground temperature. Shortwave radiation includes visible
and surrounding wavelengths that make up the solar spectrum. In this regard, the
only source of shortwave radiation is the sun. However, considered processes include
absorption, reflection, and scattering within the atmosphere and at the surface. For
shortwave radiation, the upward flux is the reflection due to surface albedo. Within
the atmosphere, radiation responds to model-predicted cloud and water vapor dis-
tributions, as well as specified carbon dioxide, ozone, and trace gas concentrations.
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Accordingly, atmospheric radiation schemes provide potential temperature tenden-
cies.
The employed shortwave radiation scheme is the Dudhia (1989) parameterization.
Originally in The Pennsylvania State University (PSU) 5th-Generation Mesoscale
Model (MM5), the scheme has simple downward integration of solar flux, accounting
for clear-air scattering, water vapor absorption, and cloud albedo and absorption.
The implemented longwave radiation scheme is the rapid radiative transfer model
(RRTM; Mlawer et al. 1997). Originally included with MM5, RRTM is a spectral-
band scheme that uses the correlated-k method. The scheme utilizes pre-set tables to
accurately represent longwave processes due to water vapor, ozone, carbon dioxide,
and trace gases. Cloud optical depth is additionally considered.
3.4 Land-Surface Model
Land-surface models (LSMs) use atmospheric information from the surface layer
scheme, radiative forcing from the radiation scheme, and precipitation forcing from
the microphysics and convection schemes, together with internal information of the
land’s state variables and surface properties, to provide heat and moisture fluxes over
land and sea-ice grid points. These fluxes serve as the lower boundary condition for
vertical turbulent exchange in the PBL schemes, or in the three-dimensional diffusion
scheme when a PBL option is not employed (e.g. in LES mode). The LSM offers
various degrees of sophistication in dealing with thermal and moisture fluxes across
multiple soil layers and may also consider vegetation, root, and canopy effects along
with snow cover prediction. There is no horizontal interaction between neighboring
grid points, so the LSM may be considered a one-dimensional column model. The
LSM provides no tendencies, but does update the land’s state variables which include
the ground (skin) temperature, soil temperature profile, soil moisture profile, snow
cover, and canopy properties.
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The Noah LSM is the successor to the OSU LSM described in Chen and Dudhia
(2001). The LSM was developed by both the National Center for Environmental Pre-
diction (NCEP) and the National Center for Atmospheric Research (NCAR). Nearly
identical to NCEP’s operational North American Model (NAM), the Noah LSM was
designed to be mutually beneficial to research and operational objectives. Noah is a
4-layer soil temperature and moisture model with canopy moisture and snow cover
prediction. It includes root zone, evapotranspiration, soil drainage, and runoff, tak-
ing into account vegetation categories, monthly vegetation fraction, and soil texture.
The scheme provides sensible and latent heat fluxes to the planetary boundary layer
scheme. Noah LSM improves upon the OSU LSM urban treatment and now considers
surface emission properties. The sophistication of the Noah LSM, when compared to
alternative LSM schemes, makes it an ideal candidate for the experiments contained
in this study.
3.5 Surface Layer Schemes
The surface layer scheme provides friction velocities and exchange coefficients that
enable the calculation of surface heat and moisture fluxes by the land-surface model
and surface stress in the planetary boundary layer (PBL) scheme. Over water, the
surface fluxes and diagnostic fields are computed in the surface layer scheme itself.
Each surface layer option is tied to a particular PBL scheme. The schemes provide no
tendencies, rather only the stability-dependent information about the surface layer
for the land-surface models and PBL schemes.
This study implements four surface layer parameterization options contained in
the latest release of the WRF model, including the MM5, Janjić, MYNN, and TEMF
schemes. The WRF model, as in most typical atmospheric models, implements
surface-layer similarity theory to characterize the flux-profile relationships. Monin
and Obukhov (1954) hypothesized that in the atmospheric surface layer flow, where
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the considered level is greater than that of the so-called roughness length (z0), the
vertical gradients of Reynolds-averaged meteorological fields (U , θ, q), and their asso-
ciated turbulence moments are universal functions of a dimensionless height (ζ = z/L)
when normalized by the corresponding surface-layer turbulence scales and length scale
L. Here, U represents velocity (ms−1), θ is potential temperature (K), and q is water



































represent perturbations of the x-component, y-




v are the perturbations of potential
and virtual potential temperature, respectively, and q
′
represents the perturbation
of water vapor mixing ratio. Accordingly, w̃′u′ and w̃′v′ are kinematic momentum
fluxes, w̃′θ′ and w̃′θ′v are kinematic heat and virtual heat fluxes, and w̃
′q′ is the
kinematic moisture flux. Reynolds averaging is denoted by (̃), and L is assumed
constant throughout the surface layer since turbulent momentum and heat fluxes
are assumed constant with height. For a neutrally-stratified surface layer, L goes to
infinity, the sign of L is undefined, and the integral flux-gradient relation follows the
logarithmic profile law. In the stably-stratified surface layer, with no turbulent shear
stress, L tends to zero. If there exists non-zero turbulent shear stress, L is positive.
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For the unstably-stratified surface layer with non-zero turbulent shear stress, L is
negative. Following the Monin-Obukhov similarity theory, profiles are defined for















= φq (ζ) . (3.17c)
Here, φm, φh, and φq are empirically derived universal functions of dimensionless
height ζ. It is often assumed that φh and φq are equivalent.
Next, kinematic fluxes of momentum, heat, and moisture are defined in terms of
the turbulence scales (u∗, θ∗, and q∗ respectively) as:
Fm = −u2∗ , (3.18a)
Fh = −u∗θ∗ , and (3.18b)
Fq = −u∗q∗ . (3.18c)
Finally, the kinematic fluxes are described in terms of state variables by integrating
Eq. (3.17) from the roughness height z0 to the considered height z, and subsequently










− ψm (ζ, ζ0)
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, (3.19a)
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, and (3.19b)









− ψh (ζ, ζ0)
]
, (3.19c)
where ζ0 = z0/L. Additionally, θ0 and q0 are the potential temperature and moisture























Similarity theory, however, is imperfect in representing the flux-profile relation-
ship. The main quandary is that potential temperature and moisture values at rough-
ness height z0 are not generally known in numerical models. Alternatively, θ0 and q0
are approximated by the surface skin potential temperature (θg) and moisture (qg)
values. Consequently, momentum flux is defined from the gradient down to the rough-
ness height z0, while heat and moisture fluxes are defined from the gradient down to
the surface. This results in an inconsistency between fluxes. This inconsistency is
exacerbated on the extreme ends of the meteorological spectrum. For instance, un-
der very stable or very unstable conditions, θg and θ0 can differ by a large margin.
Another problem of similarity theory lies in the need to solve the complex stabil-
ity correction functions. Each surface layer scheme in the WRF model attempts to
alleviate at least one of these dilemmas, if not both.
3.5.1 MM5
Relations between φ functions and ζ were experimentally estimated by Dyer and Hicks
(1970) for the three major stability regimes discussed in Zhang and Anthes (1982).
The regimes are classified as: stable (Ri > 0.2), damped mechanical turbulence (0.2 >
Ri > 0), and forced convection (Ri ≤ 0). Here, Ri is the Richardson number, which
is the ratio of buoyancy forces to inertial forces. For the stable regime, it assumed
that turbulence does not exist. Subsequently, based on this premise, the damped
mechanical regime is described as stable in nature and the forced convection regime
is considered to be unstable.
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For unstable conditions (ζ < 0), when the gradient Richardson number is approx-
imated as Ri = ζ, the φ functions are given by:
φm = [1− 16ζ]−
1
4 , (3.21a)
φh = [1− 16ζ]−
1
2 . (3.21b)
For stable conditions (ζ > 0), with Ri
1−5Ri = ζ:
φm = 1 + 5ζ , (3.22a)
φh = 1 + 5ζ . (3.22b)
Fluxes are then found using the “flux-gradient relationship” as described in Section
3.5. Since gradients are defined and the profiles are approximated by the Dyer and
Hicks (1970) functions, surface layer turbulence velocity and temperature scales can
be prescribed following Eq. (3.17). Once the surface layer scales are known, turbulent
fluxes of heat and momentum are calculated according to Eq. (3.18).
Paulson (1970) found that the relationships given by Dyer and Hicks (1970) per-
formed better compared with those from either a log-linear approximation or those
from Panofsky (1963). The reasoning for this conclusion is that the Dyer approx-
imation prescribes α = 1/φm, where α = Kh/Km is the inverse turbulent Prandtl
number, while other calculations assumed α to be unity. Here Kh and Km refer the
heat and momentum eddy diffusivities, respectively. The Dyer and Panofsky for-
mulations fared similarly in wind profiles, but the Dyer formulation produced more
realistic temperature profiles. This is a direct result of Dyer allowing α to vary as a
function of stability.
For water surfaces, surface roughness height must be separately considered from
that over land, in which z0 is defined from the land use category. With small cap-
illary waves, the surface may be considered smooth and the Reynolds number is
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approximated as Re = z0u∗/ν  1 ' 0.1. Here, ν represents the kinematic molec-
ular viscosity. The water surface is considered fully rough when Re  1. Here, the
MM5 surface layer scheme implements a Charnock relation, which links the roughness







where αc = 0.14 is the Charnock constant.
No thermal roughness length parameterization is included to address the flux con-
sistency dilemma detailed in Section 3.5. A convective velocity accounting for the free
convection regime following Beljaars (1995) is used to ensure non-vanishing surface
fluxes of heat and moisture. This is needed because under free convection conditions,
surface stresses approach zero and thusly so do surface fluxes. The convective veloc-
ity is simply a correction term added to the velocity, which guarantees a non-zero
surface stress. The MM5 SL parameterization must be implemented juxtaposed with
the Yonsei University (YSU) PBL scheme.
3.5.2 Janjić
The Janjić surface layer scheme is also based on Monin and Obukhov (1954) similarity
theory, with adjustments following Janjić (1994, 1996, 2002). The scheme assumes
that turbulent fluxes are constant with height and that boundary conditions are to
be prescribed at two levels, z1 and z2. After following a similar path described in the
previous section, Janjić reaches a relation in the form:






where S1,2 are prognostic variables at height z1,2, F is the corresponding kinematic
flux, κ is von Kármán constant, and Φf is a function comprised of integral and
stability functions. As an example, if S = u, and F = w̃′u′, from Eq. (3.24):
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The turbulence velocity scale, u∗, is often approximated as (−w̃′u′
1
2
), which leads to:





If z1, z2, u1, u2, and the Obukhov length L are known, both u∗ and w̃′u′ may be
computed. Two issues are that L is generally unknown and the fact that Eq. (3.24)
is highly implicit. Accordingly, L is often times approximated as a function of Rib,
the bulk Richardson number, which approximates Ri by estimating local gradients
through finite differences of meteorological variables across layers. An iterative ap-
proach is then employed to solve for the bulk exchange coefficients in which Janjić
claims convergence with no more than three iterations, as a general rule. Over land
however, the scheme replaced Φf stability functions with those from Dyer and Hicks
(1970) and Paulson (1970). Under stable conditions, w̃′θ′v becomes very large and
negative, meaning that L tends toward zero. An upper limit is placed on ζ to ensure
that in such cases, surface fluxes are non-vanishing. At the unstable regime, the Bel-
jaars (1995) correction is applied to prevent a singularity in the case of an unstable
surface layer with vanishing winds. In this case, L goes to zero due to the vanishing
winds. The correction prevents such behavior by converting a fraction of the surface
buoyancy flux to kinetic energy of the near-surface winds.
As stated previously, appreciation of the similarity theory requires specification of
upper and lower boundary limits, ζ = z/L and ζ0 = z0/L. The upper limit is taken
at the first model level. It is assumed that the considered flow variables follow a
logarithmic form as the lower boundary is approached and take their lower boundary
values at the roughness height z0.
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The Janjić version of similarity theory states that the processes near the surface
are not so straightforward. Within the thin layer of air next to the surface there is
not enough space for turbulent eddies to develop, meaning that molecular transport
dominates. In reality, this molecular transport can significantly affect the surface
fluxes and thusly the PBL evolution. To account for this, an implicit viscous sublayer
following Zilitinkevich (1995) is employed over land, while an explicit viscous sublayer
is implemented according to Janjić (1994) over water.
The Zilitinkevich (1995) method defines different roughness heights for different
variables, all possibly dependent on the dominant flow regime. The basic concept
in this method is to relate the roughness height for momentum to the roughness
height for mass. For example, the equation for potential temperature in the surface
layer may be given by θ(z) = θ0 + f(z0). The problem is that in this case, θ0 is
not necessarily the surface value of potential temperature, but rather an integration
constant. Thus, there is a need to relate the two roughness heights. This method
improves the surface flux representation neglected in the previous methods.
Over water, the Janjić (1994) method explicitly defines a viscous sublayer. This
method assumes that there are two distinct layers: a thin viscous sublayer where
vertical transports are only defined by molecular diffusion, and a turbulent layer on
top of the sublayer where vertical transports are only defined by turbulent fluxes.
The method also assumes that the fluxes are continuous across these layers. A set
of equations used to compute the height of the viscous sublayer, along with fluxes
at the sublayer interface, allow for the lower boundary conditions to be taken at
the computed heights as a weighted mean of the values at the surface and at the
upper boundary. This viscous sublayer over water is assumed to operate in three
distinct regimes: smooth and transitional, rough, and rough with spray. When the
Reynolds number reaches a prescribed threshold, the flow is no longer smooth and
the rough regime is entered. Here, the viscous sublayer is turned off for momentum,
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but is retained for moisture and heat. When the Reynolds number reaches another
prescribed level, the regime is considered rough with spray and the whole viscous
sublayer collapses. In this regime, spray and breaking waves are assumed to provide
a much more efficient method of exchange for heat and moisture between the water
and air than could be accomplished from molecular diffusion alone. This surface layer
scheme must operate in conjunction with the Mellor-Yamada (Janjić) PBL scheme.
3.5.3 MYNN
The Mellor-Yamada-Nakanishi-Niino (MYNN) surface layer scheme (Nakanishi and
Niino 2001, 2004, 2006) also makes use of the Dyer and Hicks (1970) approximations
given by Eqs. (3.21) and (3.22). Three major stability regimes are considered based







where θg is the skin potential temperature, θr is a surface layer reference potential
temperature, and ()1 terms refer to atmospheric variables at the lowest explicit model
level. The classifications are categorized exactly as described in Section 3.5.1.
The procedure to calculate ζ follows that of Li et al. (2010). For unstable condi-






2 + (bu21β + bu22)α +
(
bu31β
2 + bu32β + bu33
)]
Rib , (3.28)
where α = ln(z/z0), β = ln(z0/z0h), and the coefficients au11 = 0.0450, bu11 = 0.0030,
bu12 = 0.0059, bu21 = −0.0828, bu22 = 0.8845, bu31 = 0.1739, bu32 = −0.9213, and
bu33 = −0.1057.
For damped mechanical turbulence (Rib < 0):
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ζ = [(aw11β + aw12)α + (aw21β + aw22)] Rib
2
+ [(bw11β + bw12)α + (bw21β + bw22)] Rib , (3.29)
where aw11 = 0.5378, aw12 = −0.4399, aw21 = −4.901, aw22 = 52.50, bw11 = −0.0539,
bw12 = 1.540, bw21 = −0.6690, and bw22 = −3.282.
Finally, for stable conditions (Rib < 0):
ζ = (as11α + as21) Rib + bs11αbs21β + bs22 , (3.30)
where as11 = 0.7529, as21 = 14.94, bs11 = 0.1569, bs21 = −0.3091, bs22 = −1.303.
The thermal and moisture roughness lengths over land are calculated following
that from Zilitinkevich (1995):







where κ = 0.4 is von Kármán constant and Cz = 0.1 is the Zilitinkevich constant.
Similarly, thermal and moisture roughness lengths are calculated over water following
that from Fairall et al. (2003):
z0h = z0q = min
(
1.1× 10−4, 5.5× 10−5Re−0.6
)
. (3.32)
Similar to the MM5 scheme, a convective velocity accounting for the free convection
regime following Beljaars (1995) is employed. In addition, a lower limit is placed
on the turbulence velocity scale. Both are invoked in order to ensure non-vanishing
surface fluxes of heat and moisture.
3.5.4 TEMF
Similar to other considered surface layer schemes, the Total Energy-Mass Flux (TEMF;
Angevine et al. 2010) scheme specifies fluxes that act as the lower boundary condition
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in the WRF model. Generally, these schemes assume a constant flux layer in order to
apply similarity theory. The TEMF scheme, however, considers that the first model
level may comprise a relatively large fraction of a shallow boundary layer. Thus, such
a circumstance would likely invalidate the assumption of a constant flux layer. Alter-
natively, the scheme calculates the lowest-level flux by linearly interpolating between
the surface and the second model level.
The stability functions are parameterized using empirical data (Mauritsen and




0.25 + 0.75 (1 + 4Ri)−1
]
, (3.33a)
fθ = −0.145 (1 + 4Ri)−1 . (3.33b)
These functions are subsequently used to compute the flux-profile relationships on
the TEMF computational grid, as depicted in Fig. 3.1.
Figure 3.1: The computational grid used in the TEMF scheme: zt represents full model
levels, zm represents mass levels, and M is the total number of mass levels. Adapted from
Angevine et al. (2010).
Thermodynamic variables, c = θ and q, are solved using the following relation:
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is the convective velocity scale. The friction velocity is
defined through logarithmic interpolation and stability correction as:
u∗ =
√








3.6 Planetary Boundary Layer Schemes
The PBL scheme is responsible for vertical subgrid fluxes due to eddy transports in
the whole atmospheric column, not just within the boundary layer. This means that
explicit vertical diffusion is deactivated with the assumption that the PBL scheme will
handle this process. Accordingly, the most appropriate horizontal diffusion choices
are either those based on horizontal deformation or those that prescribe a constant
horizontal eddy diffusivity. The schemes are one-dimensional and assume that there
is a clear separation of scales between subgrid eddies and resolved eddies. Most PBL
schemes consider dry mixing, but many also include saturation effects in the vertical
stability that determines the mixing. The surface fluxes are provided by the surface
layer scheme and land-surface model. The PBL scheme subsequently determines the
flux profiles within the well-mixed boundary layer and the stable layer. Thus, the
PBL scheme provides atmospheric tendencies of temperature, moisture (including
clouds), and horizontal momentum in the entire atmospheric column.
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3.6.1 YSU
Hong et al. (2006) proposed a next generation PBL scheme to improve upon that
used in the Medium Range Forecast (MRF) model. The scheme is called the YSU
scheme, named so because of its development at Yonsei University. Given are the
algorithms for both mixed-layer diffusion and for free-atmosphere diffusion.
For the mixed layer (z ≤ zi), where zi is the boundary layer depth, the turbulence



















where Ka is the associated eddy diffusivity, γa is the counter-gradient correction
term, which incorporates the contribution of the large scale eddies to the total flux,
and (̃w′a′)zi is the flux at the inversion layer. This scheme is identical to the MRF






. In the MRF scheme, zi is defined as the level at which bound-
ary layer turbulent mixing diminishes. The MRF scheme implicitly parameterizes
these entrainment processes by raising zi above the minimum flux level. The YSU
scheme, however, explicitly treats the entrainment processes through the second term
in Eq. (3.37). Thus, in the YSU scheme, zi is defined as the level in which minimum
flux exists at the inversion level.







where p = 2 is the profile shape exponent, κ is the von Kármán constant, z is the
height above the surface, and ws is the mixed layer velocity scale. The counter-






where (̃w′a′)0 is the corresponding surface flux, b is a coefficient of proportionality,
and ws0 is the mixed-layer velocity scale in Eq. (3.38) at z = 0.5zi.
To ensure compatibility between the surface layer top and bottom of the boundary
layer, the YSU scheme employs the same Dyer and Hicks (1970) functions as imple-
mented in the MM5 similarity theory. The entrainment flux is taken to be −0.15
times the surface flux of buoyancy. Given this buoyancy flux at the inversion layer,
the flux at the inversion layer for prognostic variables is proportional to the jump
of each variable across the inversion layer. Thus, the fluxes are a function of the
entrainment rate. Again, zi is determined as the first neutral level by checking the
stability between the lowest model level and levels above. The eddy diffusivity for
momentum, Km, is ultimately computed with zi, ws0, the entrainment fluxes, Pr, and
the counter-gradient correction term.
In the free atmosphere, YSU utilizes a local diffusion scheme, or the so-called local-
K approach. Local-K theory is a method for parameterizing the effects of turbulent
mixing based on how small eddies will mix quantities along a local gradient of the
transported quantity. The YSU scheme also defines an entrainment zone in which
penetration of the entrainment flux above zi is considered along with the local-K
approach. Above this entrainment zone, the local-K method is considered alone.
Momentum and mass fluxes within the entrainment zone are defined as functions
of δ−1, where δ is the entrainment zone depth. This depth can be approximated by:
δ
zi
= d1 + d2Ri
−1 , (3.40)
where constant are set as d1 = 0.2 and d2 = 0.5. Hong et al. (2006) showed that the
scheme is independent of δ.
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After the entrainment diffusivities are calculated, the diffusivities from local-K
theory are computed using the gradient Richardson number, Ri, which is a function
of momentum and mass fluxes. The computed Ri is bounded to −100 to prevent
nonphysical unstable regimes. Stability functions are computed for both unstable
and stable regimes, expressed in terms of Ri. Once the local-K theory diffusivities
are calculated, the total diffusivities for the entrainment zone are found by taking the
geometric mean of Kent, the entrainment diffusivities and Kloc, the local-K diffusivi-
ties. Above the entrainment zone, only the local-K theory applies, or in other words,
K = Kloc. A small background diffusion is introduced (.001 times the vertical grid
length) so that the vertical eddy diffusivity, Kv, is bounded by this and 1000 m
2s−1.
Finally, the diffusion equations for all prognostic variables are solved by an implicit
numerical method.
3.6.2 MYJ
Janjić (2002) implements a non-singular version of the Mellor and Yamada (1982)
level 2.5 closure scheme. Problems have become apparent in the original version of
the closure scheme which Janjić attempts to address. One such issue is the singularity
problem in a convective PBL with growing turbulence.
The turbulence kinetic energy (TKE) production and dissipation term in the Mel-

































where l is the master length scale, q =
√
2TKE, and B1 is a constant. The coefficients
denoted by Greek letters only depend on buoyancy and shear of the large scale flow.













+ 1 = 0 . (3.42)






where p1 is the relevant root from Eq. (3.42).
In the stable regime, an upper limit is imposed on l, which states that the ratio
w̃′w′/TKE cannot be smaller than that corresponding to the regime of vanishing






where t1 is the relevant root of the bi-quadratic equation. Combining Eqs. (3.43) and
(3.44) yields a unified criterion defined for the entire stability range, given by:
l < f(B, S)q. (3.45)
Note that in Eq. (3.45), f is a function of buoyancy and shear parameters B and S,
depending only on the large scale flow.
Procedurally, l is first computed from diagnostic equations and then is adjusted
to satisfy Eq. (3.45). Once the master length scale is determined, the contribution
of production and dissipation are added to TKE. This is done iteratively with con-
vergence reached after approximately two attempts. The diffusion coefficients are
computed using the updated TKE, but without recomputation of l. The vertical dif-
fusion of TKE is taken after the computation of the turbulent exchange coefficients.
Due to the linearization of the production and dissipation equation and its iterative
nature, roughly the same parameters determine the production and dissipation of
TKE and vertical diffusion of the large scale variables. The fast convergence in solv-
ing the TKE equation makes this a non-issue. The boundary layer depth is defined
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as the lowest model level above the surface at which the equilibrium turbulent energy
becomes negative, or in other words, as the height of the lowest model level at which
TKE approaches its prescribed lower bound.
3.6.3 MYNN
Similar to Janjić (2002), Nakanishi and Niino (2001, 2004, 2006) implement a local,
non-singular version of the Mellor and Yamada (1982) level 2.5 closure scheme (note:
a level 3 closure is available, but known numerical instabilities preclude its use).
The scheme addresses the singularity problem in a convective PBL with growing
turbulence. In addition, the scheme attempts to improve the Janjić (2002) approach
through a redefined master length scale. All coefficients of proportionality in the
scheme are based on an extensive database of large eddy simulation data.




































where Sq = 3Sm is a dimensionless eddy flux coefficient (described below), (I) is
the local rate of change in TKE, (II) is the advection of TKE by the resolved flow,
(III) is the vertical redistribution of TKE, (IV) is shear production of TKE, (V) is
buoyancy production or destruction of TKE, and (VI) is the TKE dissipation rate.






















where β1 = 1/273 and B1 = 24.0.
The MYNN scheme attempts to better reproduce boundary layer growth and TKE
representation as compared to that from MYJ. Accordingly, the primary difference
between the schemes is the prescription of the master length scale, which directly
affects the vertical redistribution and dissipation of TKE (see terms III and VI of
Eq. 3.46). The master length scale is defined such that the the shortest length among
the surface layer length scale (ls), the turbulence length scale (lt), and buoyancy













The surface layer length scale is a function of the Monin-Obukhov dimensionless
height ζ, and is defined as:
ls =

κz/3.7, if ζ > 1 ,
κz (1 + 2.7ζ)−1 , if 0 ≥ ζ > 1 ,
κz (1− 100ζ)0.2 , ζ < 0 .
(3.49)









An issue with this formulation is that the length scale is potentially affected by
turbulence unrelated to the boundary layer. Olson and Brown (2011) modify the























where qc = [(g/θo)w̃′θ′vlt]
1
3 is a convective velocity scale and N = [(g/θo)∂θv/∂z]
1
2
is the Brunt-Väisälä frequency. Two issues remain with Eqs.(3.51) and (3.52) in
their current form. First, they are only valid in the PBL, meaning a new length
scale is required to treat the free atmosphere. Second, the buoyancy length scale
has the potential for numerical instability under unstable atmospheric conditions. To
address these issues, Olson and Brown (2011) implement the BouLac (Bougeault and
Lacarrère 1989) length scale for the free atmosphere, which is a measure of a parcel’s








β [θ(z′)− θ(z)] dz′ = TKE(z) (3.53b)
The BouLac length scale is then defined as lBL = min (lup, ldown).
The boundary layer length scales and their free-atmosphere counterparts must
be pieced together. Olson and Brown (2011) accomplish this through a hyperbolic
tangent weighting function, W = 0.5 tanh[(zi + h)/∆z] + 0.5. This function requires





ziθv is the height at which θv = θv0+1 and ziTKE is the height at which TKE falls below
0.08 m2s−2. The final turbulence and buoyancy length scales are defined, respectively,
as:
lt = lt(MYNN)(1−W ) + lBLW , (3.54a)
lb = lb(MYNN)(1−W ) + lBLW . (3.54b)
The MYNN master length scale formulation adds numerical stability and implicit
non-local mixing as compared to the MYJ scheme.
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Finally, diffusion coefficients for momentum and heat are defined, respectively, as:
Km = qlSm , (3.55a)
Kh = qlSh , (3.55b)
where Sm and Sh are empirically derived dimensionless eddy flux coefficients (Helfand
and Labraga 1988).
Procedurally, the master length scale is diagnostically computed. Next, the con-
tribution of production and dissipation are added to TKE. This is accomplished iter-
atively with relatively fast convergence. The diffusion coefficients are calculated using
the updated TKE, but without recomputation of the master length scale. The verti-
cal diffusion of TKE is then taken after the computation of the turbulent exchange
coefficients.
3.6.4 TEMF
The TEMF scheme is formulated with the goal of serving as an integrated boundary
layer solution, with the ability to adequately parameterize atmospheric motions across
a range of stability regimes. This study will focus on the convective approach as
outlined by Angevine et al. (2010). For the convective boundary layer, turbulent
exchange is accomplished through two primary mechanisms: eddy diffusivity and
mass flux (with the procedure often referred to as EDMF). Unlike previous schemes,
the eddy diffusivity is calculated from total energy (Et) instead of TKE alone. Total
energy is the sum of turbulence kinetic energy (Ek) and turbulence potential energy
(Ep). Conceptually, the use of total energy favors conditions of static stability because
the buoyancy destruction term (see Eq. 3.47b) vanishes. However, Angevine et al.
(2010) reports improved atmospheric profiles for unstable conditions. More important
to the convective boundary layer is the dual mixing approach. Physically speaking,
shear and buoyancy production of turbulence in the CBL are dependent on local
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gradients. At the same time, large updrafts originating in shallow near-surface layers
generate a large portion of turbulence. That is, turbulence in the CBL depends
on both local production and nonlocal vertical transport. Accordingly, the TEMF
scheme attempts to address both contributions.
The flux of a variable φ is given by:
w̃′φ′ = −K∂φ
∂z
+M(φu − φ) , (3.56)
where K is eddy diffusivity, M is mass flux, and subscript u refers to updraft values
(discussed later). The eddy diffusion portion is activated whenever surface buoyancy
flux is positive, while mass flux is activated when surface heat flux is positive.




= ~τ · ~S − ε− ∂FEt
∂z
+B , (3.57)
where ~τ and ~S are the stress and shear vectors, respectively, ε is dissipation, FEt is















where lc is the convective length scale.
Under convective conditions, the length scale and eddy diffusivities for momentum


















Ek , and (3.59b)
Khc = Pr(0)
−1Kmc , (3.59c)
where fτ is the same stability function used in the TEMF surface layer scheme











































Here, fθ is the same stability function used in the TEMF surface layer scheme












For the mass flux portion of the scheme, the updraft is initialized at the roughness
height z0 as:
wu = 0.5w∗ , (3.62)






















where hd, again, is the top of the dry thermal, found as the level where updraft
velocity first reaches zero. Subsequently, the properties of the variable φ within an
updraft evolve according to:
∂φu
∂z
= −γ(φu − φ) . (3.65)
Finally, the mass flux is initialized at the surface as:
M = 0.03w∗ , (3.66)
and evolves according to:
∂M
∂z
= (γ − δ)M . (3.67)
Procedurally, stability is first determined. If the surface buoyancy flux is positive,
then eddy diffusion is activated. Energy budgets, appropriate length scales, and
diffusion coefficients are calculated. Likewise, if surface heat flux is positive, then
mass flux is activated. An updraft is initialized and appropriate fractional lateral
entrainment and detrainment rates are computed. Finally, mass flux is calculated.
3.7 Subgrid Closure
As stated in Section 3.6, the PBL scheme in the WRF model is tasked to param-
eterize the vertical diffusion within a model grid column. Subsequently, horizontal
diffusion must be separately considered when a PBL scheme is implemented. When
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the WRF model is run for real-world cases, the recommended subgrid closure is a two-
dimensional, first-order approach. If, however, the WRF model is run in LES mode
(WRF-LES), the subgrid closure is responsible for diffusion in all three dimensions. In
the WRF-LES approach, PBL motions are explicitly calculated. The recommended
subgrid closure for these scenarios is a three-dimensional, 1.5-order, prognostic TKE
scheme. Each respective scheme is described here.
3.7.1 Two-Dimensional Mixing
For purposes of real-world cases, when the WRF model employs a PBL parameteri-
zation the preferred subgrid closure scheme is a first-order closure approach following
that from Smagorinsky (1963). This scheme was formulated for large-scale atmo-
spheric flows, and therefore eddy viscosities are assumed proportional to horizontal




2[0.25(S11 − S22)2 + S212]
1
2 , (3.68)
where l = (∆x∆y)
1
2 is the length scale and Cs = 0.25 is Smagorinsky’s constant.

































































where Pr = 1
3
is the turbulent Prandtl number.
3.7.2 Three-Dimensional Mixing
The ideal subgrid closure for WRF-LES applications, similar to OU-LES, follows




where Ck = 0.12 is the Deardorff turbulence coefficient, l is the characteristic length
scale, E is STKE, and subscripts h and v correspond to values in the horizontal and
vertical directions, respectively. The main difference between this scheme and that
used in OU-LES is the option for two different mixing lengths.
The isotropic option (∆x,∆y ∼ ∆z) is primarily used in idealized experiments
with regular geometric grid. In such cases, lh = lv which means that Kmh = Kmv .















, stable conditions ,
(3.73)













Here qv is water vapor mixing ratio and qw is total water (vapor, ice, liquid) mixing











The anisotropic option (∆x,∆y  ∆z) is generally selected for real-world simu-
lations with a vertically stretched η-grid. In such cases, lh 6= lv, which means that
Kmh 6= Kmv . The horizontal length scale, lh = (∆x∆y)
1
2 , is used for calculation
of horizontal eddy viscosities. For purposes of computing the vertical turbulent ex-











, stable conditions .
(3.76)























where (I) is the local rate of change in STKE, (II) is the advection of STKE by
the resolved flow, (III) is shear production of STKE, (IV) is buoyancy production or




















Here, Ce is the Deardorff dissipation coefficient, given by:









Atmospheric models utilizing fine-scale numberical grids with horizontal spacing of 1
to 4 km are increasingly popular in both research and operational applications. How-
ever, adequate representation of atmospheric boundary layer flow features within the
corresponding horizontal scale ranges poses a certain problem. These scales are often
within the maximum energy-containing (turbulence producing) spectral intervals of
boundary layer motions. As a result, the corresponding flow features are potentially
neither sufficiently resolved explicitly nor correctly represented statistically as subgrid
scale phenomena. In other words, the inherent assumption of turbulence modeling
that an individual model grid column contains a representative sample of subgrid tur-
bulent motions may not hold within this particular range of scales. This warrants an
investigation into the WRF model’s capability to accurately reproduce atmospheric
flow features on spatial scales of boundary layer processes, particularly in terms of
near-surface flow, turbulence, and land-atmosphere interaction parameters. Reliable
prediction of these fields may prove valuable for a wide range of practical applications,
such as those outlined in Section 1.1.
In this study, version 3.4.1 of the WRF model was applied to evaluate basic pa-
rameters of the atmospheric turbulent flow for five cases of a dry (also called clear;
Holtslag and Duynkerke 1998) CBL developing over the Southern Great Plains (SGP),
USA. In parallel with the WRF model, numerical simulations of the same CBL cases
were conducted with OU-LES. The comparison time interval was limited to the por-
tion of day with a positive surface heat flux. The WRF model was employed with
two different horizontal grid spacings and four different boundary-layer/turbulence
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parameterizations (see Chapter 3). Both OU-LES and WRF model domains were
centered over the SGP observational site of the Atmospheric Radiation Measurement
(ARM) Program in Lamont, Oklahoma as shown in Fig. 4.1. The Lamont site pro-
vides for an ideal comparison setting because it offers a robust suite of in situ and
remote sensing instrumentation systems. Observational data include atmospheric
sounding data available every six hours, traditional meteorological fields, and sur-
face flux data. The horizontally homogeneous terrain in north-central Oklahoma is
mostly suitable for such model and simulation exercises, specifically in relation to




Figure 4.1: WRF model domain with 1-km grid spacing (outer square) and OU-LES domain
(inner square) centered over the LMN site (indicated with a dot).
Model specifications, setup details, and verification approach are presented in
Sections 4.1 and 4.2. The investigated CBL cases are described in the subsequent
sections, in which model predictions of CBL flow are analyzed in comparison with
observational and OU-LES data. Section 4.8 contains summary and conclusions.
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4.1 Experimental Design
4.1.1 University of Oklahoma Large Eddy Simulations
Large eddy simulations were conducted in a numerical domain with size 51.1×51.1×4
km3 centered over the Lamont site, with horizontal spacing ∆x = ∆y = 100 m
and vertical spacing ∆z = 50 m. The first model level was located at 25 m above
ground level (AGL). Surface fluxes in the simulations were prescribed from the eddy
correlation flux measurement system (ECOR; Cook and Pekour 2008) at the Lamont
site, with flux values available in 30-minute intervals. To account for the larger-scale
(as compared to the size of the LES domain) atmospheric variability, a force-restore
nudging procedure was implemented in the OU-LES. The solutions for horizontal
velocity components, virtual potential temperature, and water vapor mixing ratio at
each time step were nudged with temporally interpolated profiles (soundings) from the
Rapid Update Cycle (RUC; Benjamin et al. 1994) model. The following force-restore






= − φ̃(z)LES − φ(z)RUC
tr
, (4.1)




is its tendency due to the nudging (force-restore mechanism), φ̃(z)LES
is the mean (obtained by averaging over horizontal planes) profile of φ̃ from the pre-
ceding time step, φ(z)RUC is the RUC profile of the flow variable at that time step,
and tr is the nudging time constant, which was set equal to 3600 seconds. Hence,
the tendencies of the above specified physical variables are adjusted across the entire
domain every time step by subtracting the time-scaled difference between the domain-
averaged profiles from OU-LES and the local profile from RUC at the previous time
step. The time constant regulates the rate of adjustment of the spatially averaged
LES fields to the RUC profiles that represent the larger-scale atmospheric fields.
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4.1.2 The Weather Research and Forecasting Model
The WRF model was employed in two domains (all being centered at the Lamont site),
with horizontal grid spacing of 1 and 4 km. Both domains used the same 101× 101
horizontal grid with 41 vertical levels. The first model level was located at 8 m
above ground level (AGL). All initial and lateral boundary conditions were provided
from North American Regional Reanalysis (NARR; Mesinger et al. 2006) data. A
12-hour warm start was used to allow for model spin-up. The WRF model settings
for microphysics, longwave radiation, shortwave radiation, land-surface model, and
horizontal diffusion closure were held the same for all model runs. The surface layer
(SL) and PBL schemes of the WRF model were varied in conjunction with horizontal
grid spacing. For further details on the respective physics packages, refer to Chapter
3.
The physical schemes that are held the constant in the experiments with different
SL/PBL parameterizations represent a sensible set of physical scheme options in the
WRF model. In combination, these schemes serve as a baseline environment to test
sensitivity of turbulent flow predictions by the WRF model to SL/PBL schemes in
conjunction with varying horizontal grid spacing. While one might claim that certain
baseline schemes work better than others, it is beyond the purview of this study to
evaluate these secondary schemes. It is more important to hold them unchanged so
that the WRF model sensitivity to the choice of a SL/PBL scheme combination may
be more easily discerned.
4.2 Verification Techniques
In modeling studies, the matter of validating model results with data that represent
the actual atmospheric state is a recurrent issue. One inherent problem of such
a comparison is that model data for one grid cell represent the local atmospheric
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state as a statistical mean over the cell while observational data are usually collected
at a single location arbitrarily positioned with respect to the model grid. In this
sense, to compare single-point observations with model results is rather problematic.
However, as is the case in this study, if the geographic area over which the comparison
is undertaken is (or may be considered) homogeneous in a statistical sense, then
the comparison of atmospheric boundary layer flow statistics obtained with different
schemes and with different grid spacing appears to be sensible.
In order to facilitate the outlined comparison, the WRF model data were ex-
tracted for the subset of cells that coincided with the OU-LES domain. Within this
comparison domain, horizontal averages were taken of both WRF model and OU-
LES data for each respective output time in order to produce mean vertical profiles
over the Lamont site. This proves to be a reasonable approach since the land-surface
properties in north-central Oklahoma are fairly homogeneous. For potential temper-
ature and water vapor mixing ratio, both the WRF model and OU-LES data were
extrapolated following Monin-Obukhov similarity theory (Monin and Obukhov 1954;
Dyer and Hicks 1970) to 2 m AGL. This level coincided with the measurement height
of the ARM surface meteorological observation system (SMOS; Ritsche 2008). For
wind speed and direction, both WRF model and OU-LES data were similarly extrap-
olated to the SMOS observation level of 10 m AGL. The extrapolated values were
subsequently averaged in time to generate hourly means, which allowed for removal
of small-scale temporal perturbations and numerical noise. The resultant data were
used to compare parameters of the near-surface atmospheric structure over time pe-
riods which carried both mesoscale and synoptic-scale signals. For turbulence fields,
WRF model and OU-LES data were compared against both ECOR and the ARM
carbon dioxide flux measurement system (CO2FLX; Fischer 2005). While the La-
mont site measurements represent single points in space, their inclusion provides a
real-world component for model validation.
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(d) 8 June 2007 00 UTC
Figure 4.2: Meteorological conditions taken from RUC analyses for 7 June 2007. Surface
pressure (hPa) is the contoured quantity, surface temperature (K) is the shaded quantity,
and surface winds and 850hPa winds (ms−1) are the red and black wind barbs, respectively.
The black square represents the comparison domain, while the black star depicts the location
of the Lamont, Oklahoma ARM profiler site.
The first investigated CBL case was simulated from 1300 UTC (0800 local time) 7
June 2007 to 0000 UTC (1900 local time on 7 June) 8 June 2007. This time interval
roughly corresponds to the local summer daytime. Few, if any, clouds were present
in the CBL over this period of time. The absence of clouds resulted in strong surface
heating and was accompanied by moderate to strong winds. As a consequence, a
deep sheared CBL developed during the course of the day. These conditions are
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representative of the CBL type that is known to be confidently reproduced by the
OU-LES code.
Figure 4.2 illustrates the temporal evolution of meteorological conditions across
Oklahoma and the immediately surrounding areas. At the beginning of the simula-
tion period, a surface low-pressure system was situated in South Dakota. A cold front
extended from South Dakota southwestward into New Mexico. The cold front inter-
sected Oklahoma in the central portion of the panhandle. A dryline extended from
this cold front southward into the central portion of the Texas panhandle. Surface
winds across the region were from the south at 10 ms−1. Throughout the depth of
the boundary layer, winds veered with increasing height as 850 hPa winds were from
the southwest at 30 ms−1. Accordingly, there existed pronounced wind shear in the
boundary layer.
As the day progressed, the dryline propagated eastward, allowing for rapid heating
of dry air to the west. By 18 UTC, the dryline passed through the comparison domain
and skies cleared. Surface winds shifted to southwesterly behind the dryline and
weakened. Ahead of the dryline, winds remained southerly at 10 ms−1. Winds at
850 hPa remained southwesterly but reduced in magnitude. Overall, both directional
and speed shear within the CBL were greater within the comparison domain ahead
of the dryline than behind.
By the end of the simulation period at 00 UTC on June 8, 2008, the dryline
remained east of the comparison domain. Surface winds were westerly behind the
dryline and southerly preceding the dryline, with speeds remaining between 5 and
10 ms−1. Throughout the depth of the boundary layer, little shear existed behind
the dryline while pronounced directional shear was present in front of the dryline and
skies remained clear.
Locally speaking, Fig. 4.3 shows the atmospheric soundings at Lamont for 1200,
1800, and 0000 UTC. Initially in the course of CBL development, a strong southwest
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low-level jet (LLJ) was present. The potential temperature profile indicated a stably
stratified layer near the surface, resulting from the traditional nocturnal inversion.
The near-surface humidity was relatively high, while a dryline formed to the west of
the Lamont site and began to propagate eastward. By midmorning into early after-
noon, the dryline passed through the site, which resulted in the associated decrease
in low-level moisture. Within the CBL, wind speed and shear also decreased. This
CBL case is particularly interesting because it allows one to evaluate the ability of the
WRF model to reproduce a highly temporally heterogeneous environment in which
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Figure 4.3: Atmospheric soundings at the LMN site for 7 June 2007: (a) potential tempera-
ture, (b) water vapor mixing ratio, (c) x component of wind, and (d) y component of wind.




Figure 4.4 illustrates the effects of changing grid spacing for potential temperature,
water vapor mixing ratio, wind speed, and wind direction. Keeping in mind that
WRF model values at 13 UTC represent a 12-hour forecast due to the warm-start
procedure, potential temperature and water vapor mixing ratio values were smaller
than observational values for all schemes. As the day progressed, WRF model predic-
tions for potential temperature continued to exhibit smaller values than observations,
while predicted water vapor mixing ratio values were too small (large) prior to (fol-
lowing) the dryline passage. For both potential temperature and mixing ratio, the
WRF model time evolution matched the physical trend better than did OU-LES,
which was unable to reproduce the relatively sharp changes in the meteorological
fields associated with dryline motion. This inability of OU-LES to treat boundary
layer flows with sharp gradients of meteorological fields along the simulation domain
has been marked out in Conzemius and Fedorovich (2008). Differences among model
outputs with different grid spacing values were rather small for each scheme, with
model runs using 4-km spacing often comparing more favorably with observations
for potential temperature. Modeled horizontal wind speed values were systematically
underpredicted, for all turbulence scheme and grid spacing combinations. When dif-
ferences between outputs with disparate grid spacing values were notable, model con-
figurations employing 4-km spacing reproduced values closer to observations. Wind
direction estimates were nearly identical to observations and OU-LES data for all
scheme and spacing combinations, with rather inconsequential differences related to
grid-spacing variations.
Comparison of model flux predictions with Lamont observations yielded somewhat
striking discrepancies. Because the OU-LES was driven with surface fluxes observed
at the Lamont site, it would be redundant to include here for comparison surface flux


























































































































Figure 4.4: Evolution of potential temperature (top row), water vapor mixing ratio (second
row), wind speed (third row), and wind direction(bottom row) predicted by the WRF model
with (left to right) different parameterization schemes and different grid spacings (denoted
by the number after the scheme label in the keys) for 7 June 2007. Observational (SMOS)
and OU-LES data are also shown for comparison.
by the WRF model were systematically and significantly lower as compared with the
observed values, while surface latent heat flux values were grossly overestimated.
However, discrepancies between model predictions with different grid spacings were
rather small and inconsequential (hence, the corresponding data are not shown). The
noted large discrepancies in sensible and latent flux values are discussed below.
The WRF model predictions for turbulence velocity scale and turbulence tempera-
ture scale are of importance for many practical applications that employ near-surface
turbulence parameters. One such example is evaluating the properties of electro-
magnetic and sound wave propagation in the atmospheric surface layer. Figure 4.5
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illustrates the effects of changing grid spacing on turbulence parameters among the
four investigated WRF model PBL schemes. Time evolution of u∗ predictions from
all WRF model configurations closely match phase with observations and are closer
to observed values than OU-LES. Each configuration produces a systematic overpre-
diction when compared with observed values, except for the TEMF scheme which
yields significantly lower values. The behavior of θ∗ predictions match the phase of
the observational time trace. All employed combinations of SL/PBL schemes and grid
spacings systematically underpredict θ∗ as compared with both OU-LES and Lamont
data, while differences among schemes are consistently small. In general, refined grid











































































Figure 4.5: Evolution of (top) friction velocity u∗ and (bottom) temperature scale θ∗ pre-
dicted by the WRF model with (left to right) different parameterization schemes and differ-
ent grid spacings (denoted by the number after the scheme label in the keys) for 7 June 2007.
Observational (ECOR and CO2FLX) and OU-LES data are also shown for comparison.
Values for CBL depth estimates were smaller for all WRF model configurations
early in the simulation window as compared with both OU-LES and observational
data. As the day progressed, the PBL depth estimates from the WRF model became
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more consistent with observational data. In all cases, reducing the grid spacing led
to more realistic depth estimates. Except for the beginning and ending periods of the
simulation window, all WRF model predictions of the stability parameter matched
rather closely with both OU-LES and observational data. Given the previously dis-
cussed behavior of u∗, such discrepancies should be expected. Differences between
WRF model predictions with different grid spacing were inconsequential during por-
tions of the day with peak convective activity (the corresponding data are not shown).
Figure 4.6 illustrates a meteogram (timeline trace) of basic meteorological vari-
ables derived from WRF model output, OU-LES data, and measurements at the
Lamont site. Remembering that the 13 UTC values from WRF model represent con-
ditions achieved after 12-hour spin-up, while OU-LES is initialized with local 13 UTC
profiles retrieved from the RUC data, one immediately notes a common problem for
employed SL/PBL schemes in the WRF model at the beginning of the day: they
all predict cooler and slightly drier atmospheric conditions as compared with the ob-
served values for temperature and water vapor mixing ratio. The WRF model more
confidently reproduces the sharp decrease in moisture associated with the dryline
passage with the YSU scheme, while remaining schemes fail to capture the evolution
pattern. The OU-LES code predicts much more gradual changes in the mixing ratio
than the observations show. In both cases, however, the magnitude of the moisture
drop is not well reproduced. Wind speed and direction predictions with different
schemes are rather close to each other, with MYNN and YSU schemes producing re-
sults slightly closer to observations than the MYJ and TEMF scheme. Wind speeds
from the WRF model are closer to observational data than OU-LES. Although the
speed values are underpredicted, they closely match the semidiurnal pattern of the
wind.
Drastic differences between WRF model predictions and observational heat-flux



































































































Figure 4.6: Evolution of (a) potential temperature (upper panel) and water vapor mixing
ratio (lower panel) and (b) wind speed (upper panel) and wind direction (lower panel)
predicted by the WRF model with different parameterization schemes for 7 June 2007.
Observational (SMOS) and OU-LES data are also shown for comparison.
while the surface latent heat flux is grossly overpredicted. However, one can examine
total heat flux (sensible flux added to latent flux), for which data are consistent with
each other and with anticipated variations of the surface buoyancy flux in the clear
CBL at the Lamont site. This points to an apparent heat flux partition problem in
the modeled CBL. The exact cause of this problem is not clear, but it is possibly a
culprit of the LSM employed in the WRF model. For sensible heat flux the TEMF
scheme is furthest from observations than the other three schemes. For latent heat
flux, the YSU scheme matches most closely with observed values, while the TEMF
scheme differs the most.
The noted discrepancies in flux partitioning are disconcerting. Among the physics
schemes that are held constant in the WRF model runs, one can easily argue that
the LSM is most closely tied to the SL/PBL schemes. Accordingly, all studied cases
were rerun using the Pleim-Xiu (PX) LSM (Pleim and Xiu 1995; Xiu and Pleim
2001) in place of the Noah LSM with the hope of resolving the partitioning issue.









































































Figure 4.7: Evolution of the near-surface (a) sensible, (b) latent, and (c) total heat fluxes
predicted by the WRF model with different parameterization schemes for 7 June 2007.
Observational data (ECOR and CO2FLX) are also shown for comparison.
LSM produces a smaller latent heat flux that is closer to the observational data
from the LMN site. The corresponding values of the sensible heat flux are slightly
larger and closer to observations than values obtained with the Noah LSM, although
the change is somewhat modest. This seems to be a desirable tendency. However,
closer inspection of produced soil moisture values temper this finding. The Noah
LSM appears to better reproduce soil moisture than does the PX LSM. This means
that departing farther from observations, soil moisture produced with the PX scheme
artificially improves the latent flux values with the flux-partitioning error still in
place. These findings present an example of what a typical user may encounter while
modeling meteorological conditions considered in this case. In an applied framework,
the unnatural correction of the model to account for this error is simply not practical
or physically coherent.
Turbulence scales for velocity and temperature are shown in Fig. 4.8. Both OU-
LES and the WRF model produce u∗ values generally consistent with observational
data. When differences do exist, the WRF model values are larger, thus overpre-
dicting the mechanical turbulence generation. The YSU, MYJ, and MYNN schemes
predict values closer to observations than the TEMF scheme, although results with
all four schemes follow the same evolution pattern. The magnitude of the turbulence
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temperature scale is underestimated by all four SL/PBL schemes in the WRF model,
as compared with OU-LES values that agree with Lamont observational data rather
decently. Such behavior of the modeled θ∗ is quite expectable given the modest WRF-
model overprediction of friction velocity and the underprediction of surface sensible
heat fluxes. Differences among predictions with distinct SL/PBL schemes are rather










































Figure 4.8: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by the WRF model with different parameterization schemes for 7 June 2007. Observational
data (ECOR and CO2FLX) and OU-LES data are also shown for comparison.
When inspecting Fig. 4.9, it may appear at first glance that the SL/PBL schemes
in the WRF model produce too sharp an increase of the CBL depth. However, given
that there are only two available data points from the Lamont site that provide es-
timates of the CBL depth, and taking into account the previously noted OU-LES
failure to capture sharp changes in meteorological fields associated with the dryline
passage, it is entirely possible that the WRF model more accurately represents the
CBL depth evolution than OU-LES does. Differences among predictions are rather
small, while the TEMF scheme produces the shallowest CBL early into the day and
the YSU scheme predicts the deepest CBL during peak growth. In terms of the
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stability parameter, ζ = −zi/L, the YSU, MYJ, and MYNN schemes produce val-
ues close to the OU-LES results for times of peak convective activity, and predict
weaker buoyancy contribution to the CBL turbulence regime than the observations
indicate. Oppositely, the TEMF values are significantly larger, undoubtedly a result














































Figure 4.9: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF model
with different parameterization schemes for 7 June 2007. Observational (LMN, ECOR, and
CO2FLX) and OU-LES data are also shown (for unstable conditions only).
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(d) 28 September 2008 00 UTC
Figure 4.10: Meteorological conditions taken from RUC analyses for 27 September 2008.
Surface pressure (hPa) is the contoured quantity, surface temperature (K) is the shaded
quantity, and surface winds and 850hPa winds (ms−1) are the red and black wind barbs,
respectively. The black square represents the comparison domain, while the black star
depicts the location of the Lamont, Oklahoma ARM profiler site.
The second investigated CBL case was simulated from 1400 UTC (0900 local time)
27 September 2008 to 2300 UTC (1800 local time) 27 September 2008. Over this
period of time, the CBL was primarily free of clouds. The absence of clouds allowed
relatively strong surface heating. Unlike the first studied CBL case, this particular
CBL contained relatively weak winds. Consequently, a deep, well-mixed CBL devel-
oped during the course of the day, mostly driven by buoyancy forcing. Any shear
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present in this case was largely directional in nature. These conditions are, again,
representative of the CBL type that is known to be confidently reproduced by the
OU-LES code.
The temporal evolution of meteorological conditions across the Oklahoma geo-
graphical region is depicted in Fig. 4.10. At the beginning of the simulation period, a
weak cold front was present to the north of Oklahoma. Surface winds were weak and
variable, and did not appreciably vary throughout the depth of the CBL in terms of
direction and speed. At 850 hPa, winds were generally from the west at a speed of
5 ms−1.
Further into the day, a cold front propagated into the Oklahoma panhandle. Sur-
face winds remained variable to 5 ms−1 from the southwest, while winds at 850 hPa
were variable to 5 ms−1 from the north-northeast, thus indicating some unorganized
directional shear throughout the CBL. Any shear associated with speed was largely
absent. Accordingly, heating in the lowest layers of the CBL was supported. Mean-
while, a high-pressure system strengthened to the west and began movement toward
the central plains.
By the end of the simulation period at 2300 UTC on September 27, 2008, the
previously observed weak surface boundary in the Oklahoma panhandle transitioned
into a stationary front. The high-pressure system to the west of the domain con-
tinued its movement eastward into the central plains. Winds remained light and
variable throughout the boundary layer, with a slight shift to the south-southeast.
Again, shear effects on boundary layer development were tempered. Surface heating
slowed and temperatures slightly cooled. Other bulk meteorological fields remained
noticeably steady.
Figure 4.11 shows atmospheric soundings for Lamont at 1200, 1800, and 0000
UTC. Initially, the nocturnal inversion remained in place, marked by a stable-stratified
region near the surface. Low-level moisture was modest and slightly increased with
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height. Winds were fairly weak and from the southwest. With the low-pressure sys-
tem to the north of Oklahoma stalling, the wind field remained largely unchanged.
Surface heating persisted and turbulent transport by buoyancy forces dominated the
CBL growth. Through time, winds weakened, temperatures remained steady, and
the air became subtly drier as a well-mixed boundary layer developed, though with a
more modest depth than the first investigated case. This CBL provides an interesting
case to investigate because unlike the CBL present on June 7, 2007, it examines the
WRF model’s ability to reproduce a relatively stationary system in which buoyancy
forcing is the primary driving mechanism for boundary layer growth.
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Figure 4.11: Atmospheric soundings at the LMN site for 27 September 2008: (a) potential
temperature, (b) water vapor mixing ratio, (c) x component of wind, and (d) y component




Figure 4.12 illustrates the effects of changing grid spacing for potential temperature,
water vapor mixing ratio, wind speed, and wind direction. Potential temperature and
moisture values were initially lower than observational and OU-LES data, similar to
findings in the first considered CBL case. This may point to a tendency within the
WRF model to systematically predict temperatures that are too low during overnight
hours (e.g. stable conditions). For all schemes, the WRF model predicted values for
potential temperature were lower than observational and OU-LES data, although the
shape of the time evolution matched rather closely. It should be noted that the TEMF
scheme used in conjunction with 4-km grid spacing produced potential temperature
values much closer to observations than any other WRF model configuration. For
both the potential temperature and mixing ratio, OU-LES time evolution matched
the physical trend better than did the WRF model. Differences among model out-
puts with varying grid spacing values were more appreciable than in the June 7, 2007
case. Model runs using 4-km spacing compared more favorably with observations for
potential temperature and water vapor mixing ratio than did those using 1-km spac-
ing. Modeled horizontal wind speed values were systematically underpredicted for
all turbulence scheme and grid spacing combinations. When differences between out-
puts with disparate grid spacing values were notable, model configurations employing
4-km spacing more often reproduced values closer to observations. Wind direction
estimates were generally consistent with observations for both OU-LES predictions
and all scheme/spacing combinations employed in the WRF model. Given that winds
were generally weak, any differences may illustrate a scenario in which local condi-
tions at the observing site were different than the mean value across the model grid
cell. Variations in grid spacing resulted in rather inconsequential improvements.
Comparison of model flux predictions with Lamont observations again yielded
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Figure 4.12: Evolution of potential temperature (top row), water vapor mixing ratio (second
row), wind speed (third row), and wind direction(bottom row) predicted by the WRF model
with (left to right) different parameterization schemes and different grid spacings (denoted
by the number after the scheme label in the keys) for 27 September 2008. Observational
(SMOS) and OU-LES data are also shown for comparison.
WRF model were systematically lower as compared with the observed values, al-
though differences were generally less pronounced than in the first studied case. Sur-
face latent heat flux values were grossly overestimated. Total flux demonstrated
that WRF model predictions were generally consistent with observations. Differences
between model predictions with varying grid spacing were rather small and inconse-
quential (hence, the corresponding data are not shown). The modest discrepancies
in sensible heat flux and large differences in latent flux values are discussed below.
Figure 4.13 illustrates the effects of changing grid spacing on turbulence param-
eters among the four investigated WRF model PBL schemes. Time evolution of u∗
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predictions from all WRF model configurations closely match phase with observations
and are generally further from observed values than OU-LES data. Each configura-
tion underpredicts values for friction velocity, with those from the TEMF scheme
significantly lower than observational data. The temporal evolution of θ∗ predictions
matches the phase of the observational time trace. Every scheme matches closely
with observed data and OU-LES predictions, with the lone exception of the TEMF
scheme, which grossly overpredicts the magnitude of θ∗. In general, refined grid spac-
ing in this particular case led to inconsequential improvements for model predictions









































































Figure 4.13: Evolution of (top) friction velocity u∗ and (bottom) temperature scale θ∗
predicted by the WRF model with (left to right) different parameterization schemes and
different grid spacings (denoted by the number after the scheme label in the keys) for 27
September 2008. Observational (ECOR and CO2FLX) and OU-LES data are also shown
for comparison.
Values for PBL depth estimates were smaller early in the simulation period for
all WRF model configurations as compared with OU-LES data. As the CBL de-
veloped, the depth estimates from the WRF model became slightly underestimated
compared with observations, while those from OU-LES increased prematurely in the
simulation period. In all cases, reduction of grid spacing led to more realistic depth
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estimates. With only one observation time available, it is difficult to surmise how well
the stability parameter was predicted throughout the entire simulation time window.
However, for the one comparison time, all WRF model predictions except the TEMF
scheme were generally close to the observational value. Here, the TEMF scheme
overestimated the value by a wide margin, which is not surprising given the asso-
ciated predictions of friction velocity and turbulence temperature scale. Differences
between WRF model predictions with varying grid spacing were inconsequential dur-
ing portions of the day with peak convective activity (the corresponding data are not
shown).
Figure 4.14 illustrates a meteogram (timeline trace) of basic meteorological vari-
ables derived from WRF model output, OU-LES data, and measurements at the
Lamont site. Recalling that the 14 UTC values from WRF model represent condi-
tions achieved after 12-hour spin-up, while OU-LES is initialized with local 14 UTC
profiles retrieved from the RUC data, one immediately notes a common problem for
employed SL/PBL schemes in the WRF model at the beginning of the day: they
all predict cooler and drier atmospheric conditions as compared with the observed
temperature and water vapor mixing ratio. Such characteristics were discovered in
the first investigated CBL case. The OU-LES data better match the diurnal trends
for these fields. For potential temperature, there is little difference between schemes,
while for water vapor the YSU scheme predicts values closest to observational and
OU-LES data. Wind speed and direction predictions with different schemes are rather
close to one another, with MYNN and YSU schemes producing values slightly closer
to observations than the MYJ and TEMF schemes. Wind speeds from OU-LES are
closer to observational data than those from the WRF model. Speed values predicted
from the WRF model are again lower than observational and OU-LES data. Wind
direction estimates were generally consistent with observations for both OU-LES pre-
dictions and all scheme/spacing combinations in the WRF model. Any differences
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may simply illustrate local flow effects that OU-LES and WRF model predictions fail

































































































Figure 4.14: Evolution of (a) potential temperature (upper panel) and water vapor mixing
ratio (lower panel) and (b) wind speed (upper panel) and wind direction (lower panel)
predicted by the WRF model with different parameterization schemes for 27 September
2008. Observational (SMOS) and OU-LES data are also shown for comparison.
Significant differences between WRF model predictions and observational heat-
flux data are evident in Fig. 4.15, though such differences are less pronounced than
in the June 7, 2007 case. The surface sensible heat flux is underpredicted, while the
surface latent heat flux is grossly overpredicted. Examination of the total heat flux
shows that several schemes are consistent with observations, with the YSU scheme
matching most closely. Such behavior may be indicative of a partitioning problem in
the WRF model, an issue with soil moisture representation by the employed LSM, or
may simply illustrate local effects that significantly differ from mean behavior within
a model grid cell. For sensible heat flux, the YSU scheme is furthest from observations
than the other three approaches. For latent heat flux, the YSU scheme is closest to
observed values, while the TEMF scheme is the most disparate.
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Figure 4.15: Evolution of the near-surface (a) sensible, (b) latent, and (c) total heat fluxes
predicted by the WRF model with different parameterization schemes for 27 September
2008. Observational data (ECOR and CO2FLX) are also shown for comparison.
Turbulence scales for velocity and temperature are shown in Fig. 4.16. The OU-
LES code produces u∗ values that are generally consistent with observed values. Op-
positely, the WRF model produces values that are too small for all parameterization
combinations, thus underpredicting the mechanical turbulence generation. The MYJ
and YSU schemes compare most favorably to observations, while the TEMF scheme
predicts values that are significantly lower. The magnitude of the turbulence temper-
ature scale is slightly underestimated by the YSU and MYJ schemes, matches closely
with the MYNN scheme, and is severely overpredicted by the TEMF scheme. Such
behavior of the modeled θ∗ is consistent with each scheme’s respective underprediction
of friction velocity and surface sensible heat flux.
Figure 4.17 contains one observational value for which to compare against, so
any statements regarding accuracy must remain tepid. As the CBL developed, the
depth estimates from the WRF model remained slightly lower as compared with ob-
servations, while those from OU-LES prematurely increase at a similar rate in the
simulation period. Differences among predictions are indistinguishable. In terms of
the stability parameter, ζ = −zi/L, the YSU, MYJ, and MYNN schemes produce
values close to the OU-LES results for times of peak convective activity, and predict
weaker shear contribution to the CBL turbulence regime than observations indicate.
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Figure 4.16: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by the WRF model with different parameterization schemes for 27 September 2008. Obser-
vational data (ECOR and CO2FLX) and OU-LES data are also shown for comparison.
Oppositely, the TEMF values are significantly larger, undoubtedly a result of signif-
icant underprediction of shear forcing and overprediction of buoyancy forcing in the
CBL development.













































Figure 4.17: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF
model with different parameterization schemes for 27 September 2008. Observational (LMN,
ECOR, and CO2FLX) and OU-LES data are also shown (for unstable conditions only).
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(d) 27 October 2008 00 UTC
Figure 4.18: Meteorological conditions taken from RUC analyses for 26 October 2008.
Surface pressure (hPa) is the contoured quantity, surface temperature (K) is the shaded
quantity, and surface winds and 850hPa winds (ms−1) are the red and black wind barbs,
respectively. The black square represents the comparison domain, while the black star
depicts the location of the Lamont, Oklahoma ARM profiler site.
The third investigated CBL case was simulated from 1400 UTC (0900 local time) 26
October 2008 to 2200 UTC (1700 local time) 26 October 2008. Again, these represent
times with positive surface heat flux. Like previously investigated cases, this CBL
was marked by minimal, if any, cloud cover. Observed during this case were strong
shifts in wind throughout the day, with modest speed shear present throughout the
CBL. A deep mixed layer developed by the end of the simulation period. Unlike the
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first two CBL cases, the increasing mean wind acted to limit the organization of such
a layer.
Meteorological conditions present on this particular day are shown in Fig. 4.18.
At the beginning of the simulation period, a high-pressure system was present in the
western United States, while a prominent low-pressure system was centered over the
Great Lakes region. Concurrently, a trough extended through central Oklahoma and
a cold front spanned Kansas. Surface winds were light and variable, while 850 hPa
winds were from the west at 10 ms−1. Accordingly, there existed modest but notice-
able speed shear in the boundary layer.
As the day progressed, the high-pressure system in the west moved southeastward
toward Oklahoma. By 16 UTC, the cold front passed through central portions of Ok-
lahoma, bringing associated changes in wind speed and direction. Winds throughout
the CBL shifted to the north, with surface values of 10 ms−1 and 850 hPa values of
20 ms−1. Overall, directional shear within the CBL was greater ahead of the cold
front, while speed shear dominated behind the cold front.
By the end of the simulation period at 2200 UTC on October 26, 2008, the cold
front completely progressed through Oklahoma and into Texas. The high-pressure
system pushed further into the central plains. The cold front limited surface heat-
ing and temperature fields indicated substantial decreases. Winds slightly weakened
following the cold frontal passage, with surface values of 5 ms−1 and 850 hPa values
of 15 ms−1. Once again, directional shear was mostly absent within the CBL, with
nearly uniform northerly flow.
Figure 4.19 shows the local atmospheric soundings at Lamont for 1200, 1800, and
0000 UTC. The initial profile of potential temperature indicated a stably-stratified
layer near the surface associated with a nocturnal inversion. Near-surface moisture
was much lower than the previously considered CBL cases. Surface winds were light,
while mid-level winds were moderate and from the west. By the midmorning, the cold
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front progressed through the comparison domain. Subsequent profiles of potential
temperature and moisture illustrate that warming was mitigated and the atmosphere
dried. Additionally, winds depicted a sharp change in speed and direction. Eventually
a fairly deep mixed layer formed. However, wind components still exhibited speed
shear, which impacted the structure of the well-mixed CBL. This CBL case is inter-
esting because it included a strong wind shift, a frontal passage, and the combined
effects of shear and buoyancy forcing to drive CBL growth.
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Figure 4.19: Atmospheric soundings at the LMN site for 26 October 2008: (a) potential
temperature, (b) water vapor mixing ratio, (c) x component of wind, and (d) y component




Figure 4.20 illustrates the effects of changing grid spacing for potential temperature,
water vapor mixing ratio, wind speed, and wind direction. Potential temperature
and moisture values were initially lower than observational and OU-LES data, con-
sistent with findings in the previously studied CBL cases. For all schemes, the WRF
model predicted values for potential temperature that were lower than observational
and OU-LES data for the first half of the simulation period, while the opposite was
true for the second half. Meanwhile, the shape of the time evolution matched rather
closely. For both the potential temperature and mixing ratio, OU-LES time evolu-
tion matched the physical trend slightly better than did the WRF model. Differences
among model outputs with varying grid spacing values were small but measurable.
Model runs using 4-km spacing compared more favorably with observations for po-
tential temperature over the first half of the day, while those employing 1-km spacing
fared better for the remainder of the day. For water vapor mixing ratio, those runs
using 4-km spacing compared more favorably with observations for the entirety of
the simulation window. Modeled horizontal wind speed values were underpredicted
by all turbulence scheme and grid spacing combinations for the first one-third of the
day, after which values matched closely with observed data. When differences be-
tween outputs with disparate grid spacing values were notable, model configurations
employing 4-km spacing more often reproduced values closer to observations. Wind
direction estimates were noticeably different than observations and OU-LES predic-
tions for all scheme/spacing combinations in the WRF model over the first one-third
of the simulation period. Across the remainder of the day, there was little difference
among all predictions of wind direction with observational data. Variations in grid
spacing resulted in rather inconsequential improvements.
Comparison of model flux predictions with Lamont observations again yielded
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Figure 4.20: Evolution of potential temperature (top row), water vapor mixing ratio (second
row), wind speed (third row), and wind direction(bottom row) predicted by the WRF model
with (left to right) different parameterization schemes and different grid spacings (denoted
by the number after the scheme label in the keys) for 26 October 2008. Observational
(SMOS) and OU-LES data are also shown for comparison.
were lower as compared with the observed values through the first three-fourths of
the simulation period. After this time, the WRF model predictions surpassed those
observed at Lamont. This behavior was caused by a temporal lag in the evolution of
flux by the WRF model. Surface latent heat flux values were grossly overestimated
at peak convection time, though they were smaller for a brief period at the beginning
of the simulation. The time traces also indicate a temporal shift in the WRF model
predictions. Differences between model predictions with disparate grid spacing were
rather small and inconsequential (hence, the corresponding data are not shown).
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Figure 4.21 illustrates the effects of changing grid spacing on turbulence param-
eters among the four investigated WRF model PBL schemes. Time evolution of u∗
predictions from the WRF model did not particularly match phase with observa-
tions until the second half of the simulation period. Generally speaking, WRF model
predictions were closer to observed values than those from OU-LES data. Each con-
figuration underpredicts values for friction velocity for the first one-third of the day,
after which every scheme except the TEMF approach overpredicts values by a consid-
erable amount. The temporal evolution of θ∗ predictions closely matches the phase
of the observational time trace. Every scheme matches closely with OU-LES predic-
tions, but underpredicts the magnitude as compared with observations. In general,
refined grid spacing in this particular case led to inconsequential improvements to











































































Figure 4.21: Evolution of (top) friction velocity u∗ and (bottom) temperature scale θ∗
predicted by the WRF model with (left to right) different parameterization schemes and
different grid spacings (denoted by the number after the scheme label in the keys) for 26
October 2008. Observational (ECOR and CO2FLX) and OU-LES data are also shown for
comparison.
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Values for PBL depth estimates were smaller for all WRF model configurations
early in the simulation window as compared with OU-LES data. As the CBL de-
veloped, the depth estimates from the WRF model closely matched the temporal
evolution depicted in OU-LES predictions. With only one available observation point
in the simulation period, it is difficult to ascertain how well each approach repro-
duced the CBL growth evolution. Based on that one point, reduction of grid spacing
led to more realistic depth estimates. In terms of the stability parameter, all WRF
model predictions except the TEMF scheme were generally consistent with OU-LES
data and lower than observational values. Here, the TEMF scheme overestimated the
value by a wide margin when contrasted with other WRF model configurations, but
was generally consistent with comparison data for the time of peak convection. Dif-
ferences between WRF model predictions with varying grid spacing were particularly
small (the corresponding data are not shown).
Figure 4.22 illustrates a meteogram (timeline trace) of basic meteorological vari-
ables derived from WRF model output, OU-LES data, and measurements at the
Lamont site. Recalling that the 14 UTC values from WRF model represent con-
ditions achieved after 12-hour spin-up, while OU-LES is initialized with local 14
UTC profiles retrieved from the RUC data, all employed SL/PBL schemes in the
WRF model predict cooler and drier atmospheric conditions as compared with the
observed temperature and water vapor mixing ratio. Such characteristics were dis-
covered in the all other investigated CBL cases. The OU-LES data better match the
diurnal trends for these fields. For potential temperature, there is little difference
between schemes, while for water vapor the YSU scheme predicts values closest to
observational and OU-LES data. Wind speed and direction estimates were notice-
ably different than observations and OU-LES predictions for all schemes in the WRF
model over the first one-third of the simulation period. After this time, wind speed
and direction predictions with different schemes are rather close to each other, with
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MYJ and MYNN schemes producing results slightly closer to observations than the
YSU and TEMF schemes. Speed values predicted from the WRF model match more




































































































Figure 4.22: Evolution of (a) potential temperature (upper panel) and water vapor mixing
ratio (lower panel) and (b) wind speed (upper panel) and wind direction (lower panel)
predicted by the WRF model with different parameterization schemes for 26 October 2008.
Observational (SMOS) and OU-LES data are also shown for comparison.
Differences between WRF model predictions and observational heat-flux data are
evident in Fig. 4.23, though less dramatic than the previously studied CBL cases.
Surface sensible heat flux values predicted by the WRF model were lower as compared
with the observed values through the first three-fourths of the simulation period. After
this time, WRF model predictions surpassed those observed at Lamont. This behavior
was caused by a temporal lag in the evolution of flux by the WRF model. Latent heat
flux time traces exhibited similar behavior, but with more pronounced differences.
Examination of the total heat flux shows that several schemes are consistent with
observations, with the YSU approach matching most closely. However, the traces are
marked by a temporal lag of 30 minutes to one hour. For sensible heat flux the YSU
scheme is closest to observations than the other three options. For latent heat flux,
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the YSU scheme is closest overall to observed values during peak convective hours,
while the TEMF scheme is by far the most disparate.





































































Figure 4.23: Evolution of the near-surface (a) sensible, (b) latent, and (c) total heat fluxes
predicted by the WRF model with different parameterization schemes for 26 October 2008.
Observational data (ECOR and CO2FLX) are also shown for comparison.
Turbulence scales for velocity and temperature are shown on Fig. 4.24. The OU-
LES code produces u∗ values that are generally consistent with observed data for
the first one-third of the simulation period, while those from the WRF model were
markedly underpredicted. After this time, OU-LES data and every configuration
except the TEMF scheme overpredicts values by a considerable amount, thus exag-
gerating the mechanical turbulence generation. For times of most active convection,
the TEMF and MYJ schemes compare most favorably to observations. The mag-
nitude of the turbulence temperature scale is underestimated for all schemes and
is consistent with time traces of OU-LES data. In this regard, the TEMF scheme
produces the more accurate result, while few differences exist between the remaining
schemes. Such behavior of the modeled θ∗ is consistent with each scheme’s respective
representation of friction velocity and surface sensible heat flux.
Figure 4.25 contains one observational value for which to compare against, so
statements regarding accuracy must remain conservative. Values for PBL depth es-
timates were lower for all WRF model configurations early in the simulation window
as compared with OU-LES data. As the CBL developed, the depth estimates from
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Figure 4.24: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by the WRF model with different parameterization schemes for 26 October 2008. Observa-
tional data (ECOR and CO2FLX) and OU-LES data are also shown for comparison.
the WRF model closely matched the temporal evolution of the OU-LES predictions.
Based on available observational data, OU-LES produced the more realistic depth
estimates when compared against those from the WRF model. Differences among
predictions are largely indistinguishable during times of active convection. In terms
of the stability parameter, ζ = −zi/L, all WRF model predictions except the TEMF
scheme were generally consistent with OU-LES data and lower as compared with La-
mont observations. Here, the TEMF scheme produced larger values when contrasted
with other WRF model PBL schemes, but was generally consistent with comparison
data.
Unlike the previously considered CBL cases, the TEMF scheme performed more
admirably, especially in terms of turbulence parameters and the representation of
CBL development. compared with that case, which was largely driven by buoyancy
forcing, a greater portion of the day’s CBL development was attributable to shear
production. The TEMF scheme calculates friction velocity based on the surface
stress, unrelated to the mixing resulting from mass transport. The surface stress
78
only contains a diffusivity component, while the fluxes that relate to the turbulence
temperature scale are composed of both a diffusivity and mass flux component. It
may be the case that, under conditions of relatively weak winds and strong buoyancy,
the physical model that governs the TEMF scheme is not sufficiently robust. In other
words, the assumptions that compose the mass flux approach may overestimate the
contributions of buoyancy forcing to boundary layer growth when winds are weak.














































Figure 4.25: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF
model with different parameterization schemes for 26 October 2008. Observational (LMN,
ECOR, and CO2FLX) and OU-LES data are also shown (for unstable conditions only).
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(d) 6 February 2009 00 UTC
Figure 4.26: Meteorological conditions taken from RUC analyses for 5 February 2009.
Surface pressure (hPa) is the contoured quantity, surface temperature (K) is the shaded
quantity, and surface winds and 850hPa winds (ms−1) are the red and black wind barbs, re-
spectively. The black square represents the comparison domain, while the black star depicts
the location of the Lamont, Oklahoma ARM profiler site.
The fourth investigated CBL case was simulated from 1500 UTC (1000 local time)
5 February 2009 to 2200 UTC (1700 local time) 5 February 2009. Unlike other
considered CBL cases, clouds were present in the early portion of the simulation
period for this date. However, they cleared out within two hours and no precipitation
was recorded in the comparison domain. In that sense, the clouds did not corrupt the
requirement of a clear and dry CBL case. The CBL was marked with strong wind
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shear and increasing wind speeds throughout the simulation period. The mixed layer
for this case was much shallower than in other considered CBL cases.
Figure 4.26 depicts the evolution of meteorological conditions over the geographi-
cal region of interest. At the start of the simulation period, a low-pressure center was
located in western Kansas. The associated trough was present in the far reaches of
the Oklahoma panhandle. Winds at the surface were from the south at 5 ms−1 while
those at 850 hPa were from the west-southwest at 15 to 20 ms−1. Accordingly, the
CBL was representative of a strong, sheared environment.
As the day progressed, the low-pressure system deepened to the south-southwest
and affected the region of interest. Surface winds shifted slightly to the south-
southwest and increased in speed to 10 ms−1. Meanwhile, winds at 850 hPa shifted
to the southwest at 15 to 20 ms−1. The effect was a reduction in directional shear and
an increase in overall wind speed within the CBL. Surface heating increased during
this time, as did the temperature by a relatively substantial amount.
By the end of the simulation period at 2200 UTC on February 5, 2009, the low-
pressure system had further extended into Oklahoma. Surface winds shifted to the
south and decreased to 5 ms−1. Wind direction at 850 hPa remained consistent from
the southwest at 20 ms−1. As a result, the combined effects of directional and speed
shear increased within the CBL. Temperatures and moisture, meanwhile, remained
fairly constant for several intervening hours.
Atmospheric soundings at Lamont for 1200, 1800, and 0000 UTC are shown in
Fig. 4.27. The initial profile of potential temperature showed the expected remnants
of a nocturnal inversion, indicative of a strongly stable region near the surface. The
low-level moisture profile showed that the environment was much drier than in any of
the other studied CBL cases. Surface winds were fairly weak but winds aloft pointed
to the presence of a strong south-southwest low-level jet (LLJ). Subsequent profiles
of potential temperature illustrated rapid warming and the gradual development of a
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shallow mixed layer. Mixing ratio profiles indicated a substantial increase in low-level
moisture throughout the course of the day. By the end of the simulation period, winds
strengthened and the combined effects of speed and directional wind shear increased.
This particular CBL case differs from the previously considered cases because the
environment had lower temperatures and relatively weak buoyancy forcing as com-
pared with the contribution of mechanical production. These combined effects led to
a much shallower mixed layer when compared to the other CBL cases.














































−5 0 5 10 15 20
V-Comp. (m/s)
(d)
Figure 4.27: Atmospheric soundings at the LMN site for 5 February 2009: (a) potential
temperature, (b) water vapor mixing ratio, (c) u component of wind, and (d) y component




Figure 4.28 illustrates the effects of changing grid spacing for potential temperature,
water vapor mixing ratio, wind speed, and wind direction. Potential temperature
and moisture values were initially lower than observational and OU-LES data, sim-
ilar to findings in other considered CBL cases. This may likely demonstrate that
the WRF model SL/PBL parameterization schemes struggle under stable conditions.
For all schemes, the WRF model predicted values for potential temperature that were
lower than observational and OU-LES data, although the shape of the time evolution
matched rather closely. It should be noted that the MYNN scheme used in con-
junction with 4-km grid spacing produced potential temperature values much closer
to observations than any other WRF model configuration. For both the potential
temperature and mixing ratio, OU-LES time evolution matched the physical trend
better than did the WRF model. Differences among model outputs with varying
grid spacing values were relatively minor. Model runs using 4-km spacing compared
more favorably with observations for potential temperature than did those using 1-km
spacing, while the opposite was true for water vapor mixing ratio. Modeled horizon-
tal wind speed values were systematically underpredicted with all turbulence scheme
and grid spacing combinations. When differences between outputs with disparate grid
spacing values were notable, model configurations employing 4-km spacing more of-
ten reproduced values closer to observations. Wind direction estimates were generally
consistent between both OU-LES predictions and all scheme/spacing combinations in
the WRF model, comparing favorably with observations. Variations in grid spacing
resulted in rather inconsequential improvements.
Comparison of model flux predictions with Lamont observations followed the
trends observed in the previously examined CBL cases. Surface sensible heat flux
values predicted by the WRF model were generally lower as compared with the ob-
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Figure 4.28: Evolution of potential temperature (top row), water vapor mixing ratio (second
row), wind speed (third row), and wind direction(bottom row) predicted by the WRF model
with (left to right) different parameterization schemes and different grid spacings (denoted
by the number after the scheme label in the keys) for 5 February 2009. Observational
(SMOS) and OU-LES data are also shown for comparison.
larger than observed values for the first one-third of the simulation period. This is
indicative of a similar temporal shift as was observed in the previously studied CBL
case. Surface latent heat flux values were again appreciably overestimated for the ma-
jority of the simulation period. Differences between model predictions with varying
grid spacings were rather small and inconsequential (hence, the corresponding data
are not shown).
Figure 4.29 illustrates the effects of changing grid spacing on turbulence param-
eters among the four investigated WRF model PBL schemes. Time evolution of u∗
predictions from OU-LES data closely matches phase with, and is closer in value to,
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observational values for the first one-half of the simulation period. After that time, all
schemes from the WRF model produce values that better match observational data,
with the exception of the TEMF scheme. The temporal evolution of θ∗ predictions
matches the phase of the time trace of observations. Every scheme compares closely
with observed data and OU-LES predictions, with the lone exception of the TEMF
scheme, which grossly overpredicts the magnitude of θ∗. In general, refined grid spac-
ing in this particular case led to inconsequential improvements to model predictions









































































Figure 4.29: Evolution of (top) friction velocity u∗ and (bottom) temperature scale θ∗
predicted by the WRF model with (left to right) different parameterization schemes and
different grid spacings (denoted by the number after the scheme label in the keys) for 5
February 2009. Observational (ECOR and CO2FLX) and OU-LES data are also shown for
comparison.
Values for PBL depth estimates were generally consistent for all WRF model
configurations early in the simulation window as compared with OU-LES data. The
depth estimates from the WRF model became stagnant as the CBL developed, except
for the TEMF configuration, which showed similar growth to that of OU-LES data. In
all cases, reduction of grid spacing led to more realistic depth estimates. With only one
observation time available, it is difficult to surmise how well the stability parameter
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was predicted throughout the entire simulation time window. However, for the one
comparison time, all WRF model predictions except that from the TEMF scheme were
generally close to the observational value. Here, the TEMF scheme overestimated the
value by a wide margin, which is not surprising given the associated predictions of
friction velocity and turbulence temperature scale. Differences between WRF model
predictions with varying grid spacing were inconsequential during portions of the day
with peak convective activity (the corresponding data are not shown).
Figure 4.30 illustrates a meteogram (timeline trace) of basic meteorological vari-
ables derived from WRF model output, OU-LES data, and measurements at the La-
mont site. Recalling that the 15 UTC values from WRF model represent conditions
achieved after 12-hour spin-up, while OU-LES is initialized with local 15 UTC profiles
retrieved from the RUC data, one again notes a common problem for employed SL/
PBL schemes in the WRF model at the beginning of the day: they all predict cooler
and drier atmospheric conditions as compared with the observed temperature and wa-
ter vapor mixing ratio. Such characteristics have been common across all previously
considered CBL cases. The OU-LES data better match the diurnal trends for these
fields. For potential temperature, the greatest differences between schemes are in the
first one-half of the simulation period, where the YSU and MYNN schemes match
closer to observational and OU-LES data. After that time, WRF model predictions
converge. Wind speed and direction predictions with different schemes are reason-
ably close to each other, with MYNN and YSU schemes producing results slightly
closer to observations than the MYJ and TEMF schemes. Wind speeds from OU-LES
are further from observational data than those from the WRF model. Speed values
predicted from both approaches are lower than observational data. Again, this may
simply illustrate local flow effects that OU-LES and WRF model predictions fail to



































































































Figure 4.30: Evolution of (a) potential temperature (upper panel) and water vapor mixing
ratio (lower panel) and (b) wind speed (upper panel) and wind direction (lower panel)
predicted by the WRF model with different parameterization schemes for 5 February 2009.
Observational (SMOS) and OU-LES data are also shown for comparison.
Notable differences between WRF model predictions and observational heat-flux
data are evident in Fig. 4.31, though such differences are less pronounced than in other
investigated cases. Surface sensible heat flux values predicted by the WRF model were
generally lower as compared with the observed values. However, predictions from the
MYJ and TEMF schemes were overpredicted as compared with observed values for
the first one-third of the simulation period. This is indicative of a similar temporal
shift that was observed in the previously studied CBL case. Surface latent heat
flux values were again appreciably overestimated for the majority of the simulation
period, except that no time lag was present. Examination of total flux shows that
each scheme was generally consistent with observations, but that the WRF model
once again suffers from a partitioning error. For times of peak convection, the MYJ
and TEMF schemes most closely match observational values for sensible heat flux.
For latent heat flux, the YSU scheme is closest to observed values, while the MYNN
scheme is the most disparate.
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Figure 4.31: Evolution of the near-surface (a) sensible, (b) latent, and (c) total heat fluxes
predicted by the WRF model with different parameterization schemes for 5 February 2009.
Observational data (ECOR and CO2FLX) are also shown for comparison.
Turbulence scales for velocity and temperature are shown in Fig. 4.32. Time
evolution of u∗ predictions from OU-LES data closely matches phase with, and is
closer in value to, observational values for the first one-half of the simulation period.
After that time, all schemes from the WRF model produce values that better match
observational data, with the exception of the TEMF scheme. The MYNN scheme
compares most favorably to observations, while the TEMF scheme predicts values
that are significantly lower. The magnitude of the turbulence temperature scale
is confidently reproduced by the OU-LES code and all WRF model configurations,
except for the TEMF scheme, which grossly overpredicts the magnitude of θ∗. Such
behavior of the modeled θ∗ is consistent with each scheme’s respective underprediction
of friction velocity and surface sensible heat flux.
Values for PBL depth estimates, shown in Fig. 4.33, were generally consistent for
all WRF model configurations early in the simulation window as compared with OU-
LES data. Values for every approach match closely with observational data. For the
stability parameter, ζ = −zi/L, the YSU, MYJ, and MYNN schemes produce values
closest to the OU-LES data for times of peak convective activity. Oppositely, the
TEMF values are significantly larger, undoubtedly a result of significant underpredic-
tion of shear forcing and overprediction of buoyancy forcing in the CBL development.
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Figure 4.32: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by the WRF model with different parameterization schemes for 5 February 2009. Observa-
tional data (ECOR and CO2FLX) and OU-LES data are also shown for comparison.
Compared to WRF model predictions, the OU-LES attributes slightly more shear
forcing to the CBL development.













































Figure 4.33: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF
model with different parameterization schemes for 5 February 2009. Observational (LMN,
ECOR, and CO2FLX) and OU-LES data are also shown (for unstable conditions only).
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(d) 1 June 2009 00 UTC
Figure 4.34: Meteorological conditions taken from RUC analyses for 31 May 2009. Surface
pressure (hPa) is the contoured quantity, surface temperature (K) is the shaded quantity,
and surface winds and 850hPa winds (ms−1) are the red and black wind barbs, respectively.
The black square represents the comparison domain, while the black star depicts the location
of the Lamont, Oklahoma ARM profiler site.
The final investigated CBL case was simulated from 1300 UTC (0800 local time)
31 May 2009 to 2300 UTC (1800 local time) 31 May 2009, representing a broad
time range of convective conditions. Clouds were again absent during the simulation
period. However, storms developed after the time of interest. In that sense, one may
consider the CBL in this case a pre-storm environment. The absence of clouds allowed
for strong surface heating and was accompanied by small shifts in wind direction, while
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wind speeds remained fairly unchanged. As a consequence, a deep CBL developed
during the course of the day, driven primarily by active buoyancy forcing.
Figure 4.34 shows the evolution of meteorological conditions for the region of
interest. At the start of the simulation period, a surface low-pressure center was
established in the far northwest corner of the Oklahoma panhandle, with a trough
extending southward into west Texas. Surface winds were light and from the south-
southeast while those at 850 hPa were from the southwest at 5 to 15 ms−1. The CBL
was consistent with conditions of weak to moderate shear.
As the day progressed, the low-pressure center and associated trough moved east-
ward toward the comparison domain and into the Texas and Oklahoma panhandles.
Surface winds veered to the south-southwest and remained relatively weak at 5 ms−1.
Winds at 850 hPa shifted slightly to the south-southwest and reduced to 5 ms−1. Ac-
cordingly, effects of shear in the CBL were relatively weak during this time. Surface
heating was strong and temperatures actively increased.
By the end of the simulation period at 2300 UTC on May 31, 2009, the low-
pressure system pushed further into Oklahoma. Surface winds backed slightly to
the south and south-southwest and remained in the range of 5 ms−1, while winds at
850 hPa backed slightly to the south at 10 ms−1. As a result, increased speed and
directional wind shear contributions were small but measurable. Temperatures and
moisture also began to decrease during this period.
Figure 4.35 shows soundings at Lamont for 1200, 1800, and 0000 UTC. The initial
profile of potential temperature depicted a stably-stratified near-surface layer associ-
ated with a nocturnal inversion. There was a shallow peak in near-surface moisture
as indicated in the mixing ratio profile. Surface winds were fairly weak, while peak
values for wind speed were found at 500 m AGL, resulting in moderate low-level
shear. As time progressed, sounding data showed rapid warming and active mixing
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throughout the CBL. This mixing resulted in a modest reduction in moisture. Veloc-
ity components shifted toward the south, reduced in speed, and were actively mixed
within the CBL. Accordingly, the effects of shear forcing on CBL growth was re-
duced throughout the period, while buoyancy forcing dominated. As compared with
other studied cases, this CBL was indicative of an environment with strong surface
heating, weak but measurable mean winds, and buoyancy forcing that led to a deep,
well-mixed layer. Storms were present following the simulation period, meaning the
considered CBL may be viewed as a pre-storm environment.
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Figure 4.35: Atmospheric soundings at the LMN site for 31 May 2009: (a) potential tem-
perature, (b) water vapor mixing ratio, (c) u component of wind, and (d) y component




Figure 4.36 illustrates the effects of changing grid spacing for potential temperature,
water vapor mixing ratio, wind speed, and wind direction. Unlike the previous four
studied CBL cases, potential temperature values matched closely with those recorded
by observations. However, moisture values remained comparatively low at the begin-
ning of the simulation window as compared with observational and OU-LES data.
Apparently, the employed PBL schemes in the WRF model still struggle to properly
handle stable conditions for moisture. For all schemes, the WRF model predicted val-
ues for potential temperature that were equivalent to those from observational and
OU-LES data. The shape of the time evolution matched exceptionally well. Much
like the February 5, 2009 CBL case, the TEMF scheme used in conjunction with 4-km
grid spacing produced potential temperature values much closer to observations than
any other WRF model configuration. For both the potential temperature and mixing
ratio, OU-LES time evolution matched the physical trend equally close as did the
WRF model. Differences among model outputs with varying grid spacing values were
minor. Model runs using 4-km spacing compared equally well with observations for
potential temperature and water vapor mixing ratio as did those using 1-km spac-
ing. Horizontal wind speed values were generally underpredicted with all turbulence
scheme and grid spacing combinations. When differences between outputs with dis-
parate grid spacing values were notable, no particular parameterization combination
was preferred in regards to comparisons with observations. Wind direction estimates
were nearly identical to observations for both OU-LES predictions and all scheme/
spacing combinations in the WRF model. Any differences may illustrate a scenario in
which local conditions at the observing site were different than the mean value across

























































































































13 15 17 19 21 23
Time (UTC)
Figure 4.36: Evolution of potential temperature (top row), water vapor mixing ratio (second
row), wind speed (third row), and wind direction(bottom row) predicted by the WRF model
with (left to right) different parameterization schemes and different grid spacings (denoted
by the number after the scheme label in the keys) for 31 May 2009. Observational (SMOS)
and OU-LES data are also shown for comparison.
Comparison of model flux predictions with Lamont observations again mirrored
previously observed behavior. Surface sensible heat flux values predicted by the WRF
model were lower as compared to the observed values through the first one-half of the
simulation period. After this time, WRF model predictions surpassed those observed
at Lamont. This behavior is indicative of a temporal lag in the time trace of flux
by the WRF model. Surface latent heat flux values were grossly overestimated at
peak convective time, though they matched rather closely for a brief period at the
beginning of the simulation. The time traces are devoid of a temporal shift in the
WRF model predictions. Differences between model predictions with disparate grid
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spacing were rather small and inconsequential (hence, the corresponding data are not
shown).
Figure 4.37 illustrates the effects of changing grid spacing on turbulence param-
eters among the four investigated WRF model PBL schemes. Time evolution of u∗
predictions from all WRF model configurations reasonably matches phase with ob-
servations and equally departs from observed values as those in OU-LES data. Each
configuration overpredicts values for friction velocity, except those from the TEMF
scheme, which are significantly lower than observed data. The temporal evolution
of θ∗ predictions matches the phase of the time trace of observations. Every scheme
compares closely with observed data and OU-LES predictions, with the lone exception
of the TEMF scheme, which grossly overpredicts the magnitude of θ∗ over the last
two-thirds of the simulation period. In general, refined grid spacing in this particular










































































Figure 4.37: Evolution of (top) friction velocity u∗ and (bottom) temperature scale θ∗
predicted by the WRF model with (left to right) different parameterization schemes and
different grid spacings (denoted by the number after the scheme label in the keys) for 31
May 2009. Observational (ECOR and CO2FLX) and OU-LES data are also shown for
comparison.
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As the CBL increased, the PBL depth estimates from the WRF model grew too
quickly and those from OU-LES grew too slowly. With only one observation time
available, it is difficult to surmise how well the stability parameter was predicted
throughout the entire simulation time window. However, for the one comparison
time, all WRF model predictions except the TEMF scheme were generally close to
the observational value. Here, the TEMF scheme overestimated the value by a wide
margin, which is not surprising given the associated predictions of friction velocity
and turbulence temperature scale. Differences between WRF model predictions with
varying grid spacing were inconsequential during portions of the day with peak con-
vective activity (the corresponding data are not shown).
Figure 4.38 illustrates a meteogram (timeline trace) of basic meteorological vari-
ables derived from WRF model output, OU-LES data, and measurements at the
Lamont site. However, moisture values remained comparatively low at the beginning
of the simulation period as compared with observational and OU-LES data. Pre-
dictions from the WRF model better match the diurnal trend from observational
potential temperature values, while OU-LES data better match the diurnal trends
for moisture. For potential temperature and moisture, differences between schemes
are small. Wind speed and direction predictions with different schemes match closely
to each other, except at the beginning portion of the simulation period. At that time,
the MYNN and YSU schemes produce results slightly closer to observations than the
MYJ and TEMF schemes. For the remainder of the day, values predicted from the
WRF model configurations converge. Wind speeds from OU-LES are further from
observational data than those from the WRF model. Speed values predicted from
both approaches are lower than observational data. This consistent underprediction
of near-surface wind may indicate that local effects at the measurement site are not



































































































Figure 4.38: Evolution of (a) potential temperature (top panel) and water vapor mixing ratio
(lower panel) and (b) wind speed (top panel) and wind direction (lower panel) predicted by
the WRF model with different parameterization schemes for 31 May 2009. Observational
(SMOS) and OU-LES data are also shown for comparison.
Fig. 4.39 shows the comparison of model flux predictions with Lamont observa-
tions, which again mirrors previously investigated behavior. Surface sensible heat
flux values predicted by the WRF model were lower as compared to the observed
values through the first one-half of the simulation period. After this time, WRF
model predictions surpassed those observed at Lamont due to temporal lag in the
time trace of flux by the WRF model. Surface latent heat flux values were grossly
overestimated at peak convection time, though they matched rather closely for a brief
period at the beginning of the simulation. The time traces showed no evidence of a
temporal shift in the WRF model predictions. It is unclear if these differences are
proof of an internal partitioning problem within the WRF model, or whether local
effects are not representative of the entire grid cell. For times of peak convection,
the YSU scheme is closest to observations of sensible heat flux than the other three
options. For latent heat flux, the YSU, MYJ, and MYNN scheme compare equally
well with observations, while the TEMF scheme is the most disparate.
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Figure 4.39: Evolution of the near-surface (a) sensible, (b) latent, and (c) total heat fluxes
predicted by the WRF model with different parameterization schemes for 31 May 2009.
Observational data (ECOR and CO2FLX) are also shown for comparison.
Turbulence scales for velocity and temperature are shown in Fig. 4.40. The OU-
LES code produces u∗ values that are generally consistent with WRF model predic-
tions, but overestimated for a large portion of the day as compared with observational
values. The TEMF scheme once again predicts values that are significantly lower than
those observed, while the remaining three schemes are equally consistent. The magni-
tude of the turbulence temperature scale is underpredicted by OU-LES data, and all
WRF model configurations except the TEMF scheme, which grossly overpredicts the
magnitude of θ∗ over the last two-thirds of the simulation period. Such behavior of
the modeled θ∗ is consistent with each scheme’s respective underprediction of friction
velocity and surface sensible heat flux.
Figure 4.41 illustrates that upon continued development, CBL depth estimates
from the WRF model grew too quickly and those from OU-LES grew too slowly.
Differences among predictions were generally small. When compared against the lone
observational point, the YSU and TEMF schemes matched more closely than did the
MYJ and MYNN schemes. In terms of the stability parameter, ζ = −zi/L, the YSU,
MYJ, and MYNN schemes produce values close to the single observation point, while
the TEMF values are significantly larger. Such behavior is undoubtedly a result of
the TEMF scheme’s significant underprediction of shear forcing and overprediction of
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Figure 4.40: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by the WRF model with different parameterization schemes for 31 May 2009. Observational
data (ECOR and CO2FLX) and OU-LES data are also shown for comparison.
buoyancy forcing in the CBL development. Data from OU-LES, on the other hand,
showed a much more tempered CBL growth, which is consistent with its large friction
velocity predictions.












































Figure 4.41: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF
model with different parameterization schemes for 31 May 2009. Observational (LMN,
ECOR, and CO2FLX) and OU-LES data are also shown (for unstable conditions only).
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4.8 Discussion
Previous studies have suggested that, for scale ranges characteristic of CBL processes,
the validity of commonly employed subgrid turbulence parameterization is question-
able for model applications with grid spacing in the range of 1 to 4 km. While this
feature of model performance is not novel, the goal was to demonstrate and quantify
implications of running the WRF model with such grid spacings for prediction of
near-surface turbulent flow parameters that are crucial for many practical applica-
tions.
The sensitivity of WRF model predictions of CBL turbulence parameters to com-
monly employed SL/PBL parameterizations was investigated in conjunction with dif-
fering grid spacing. Results from the WRF model were compared with observational
data and OU-LES output for five cases of a dry CBL over the SGP of the USA.
Horizontal grid spacing variations within the range from 1 to 4 km led to quite min-
imal differences in the majority of predicted boundary layer flow parameters. When
notable differences were observed, the sensitivity tendencies were inconsistent and
often the data from 4-km configurations compared more favorably with observations.
It seems evident that the differences associated with grid spacing refinement do not
warrant the sixteenfold increase in computational overhead when moving from a 4-
to 1- km mesh over the same geographic domain for conditions considered in this
study. While this conclusion has been also reached in other studies, as mentioned
previously, it may not apply to regions where more complex surface conditions exist.
It may seem obvious that the homogeneous terrain in central Oklahoma would al-
ways yield such insensitivity to grid spacing for this particular scale range. However,
the complex turbulence properties in the CBL coupled with the uncertain breakdown
of inherent assumptions adopted in turbulence modeling within the considered scale
range, gives a reason to believe that such a study was warranted. A more reasonable
use of computational expense would be to expand the horizontal size of the domain,
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increase the number of vertical levels in the model, or include more sophisticated
physical parameterization packages.
For the WRF model configurations using 4-km grid spacing, both explicit and im-
plicit nonlocal schemes, (YSU and MYNN, respectively) were often predicting a drier
CBL than the local (MYJ) and mass flux (TEMF) schemes. The potential tempera-
ture differences among model outputs using disparate schemes were generally small.
The nonlocal schemes usually resulted in smaller discrepancies with observations early
in the simulation period than did the local and mass flux schemes. The WRF model
tended to err on the side of reduced wind predictions as compared with observations.
Differences in the wind direction were generally inconsequential. Results indicate that
nonlocal SL/PBL schemes better reproduce meteorological features in turbulent flow
during conditions typical of a dry CBL (the type considered in this study) considered
in this study as compared with the local and mass flux schemes. However, there are
limitations in using any of the considered schemes within the studied scale range of
CBL turbulent motions, especially in the presence of strong convection.
In the five studied CBL cases, the surface flux predictions by the explicit nonlo-
cal scheme more often matched closest to the observed flux values, while the mass
flux scheme predictions were the most different. An apparent partitioning error was
discovered in the predictions of heat fluxes for most cases, where surface sensible
heat fluxes and surface latent heat fluxes were notably underestimated and overesti-
mated, respectively. The behavior of the total heat flux (sensible and latent fluxes
added together) across each case lends support to these proposed reasons for the flux
discrepancies. Another possible culprit is instrumentation error. A recurrent issue
of determining fluxes is associated with the inherent problem of comparing domain-
averaged values with the data from a single-point observation. While no clear answer
was found as to interpret the differences, their mere existence highlights potential
problems that a model user must consider in this particular framework.
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The nonlocal schemes were generally closer to observations than the local and
mass flux schemes in predictions of near-surface turbulence parameters. In cases of
relatively active winds, the friction velocity was overestimated by all tested WRF
model SL/PBL configurations, except for the mass flux scheme, which routinely pro-
duced underpredicted values. Data from OU-LES also exhibited this overprediction.
The opposite was true for cases where winds were meager. While the turbulence tem-
perature scale was systematically underestimated, the mass flux scheme most often
exaggerated the magnitude as compared with observations. The WRF model was
overzealous in the mechanical production of turbulence and derelict in the buoyancy
production, which is potentially consistent with the apparent breakdown of the fun-
damental assumptions of the employed SL/PBL schemes within the ranges of scales
of motion corresponding to the investigated grid spacings. As a result, the stability
parameter was often underestimated by the WRF model (it was indicative of less
convective conditions in the boundary layer) in comparison to OU-LES and observa-
tional data. Predictions from the WRF model with all possible SL/PBL options were
generally closer to observations when convective (buoyant) forcing was less intense,
as may be concluded from the CBL depth estimates and surface sensible heat flux
values.
The behavior exhibited by the mass flux scheme may represent a systematic prob-
lem in its theoretical underpinnings when applied to the conditions present in this
CBL case. The scheme does not use Monin-Obukhov similarity theory and instead
employs it own stability functions. These functions are a product of the Richardson
number and the scheme relies heavily on a unique velocity scale that combines the
effects of surface-layer and mixed-layer motions. In the formulation of the turbulence
velocity scale, the prescribed stability functions modify the traditional formulation.
As a result, friction velocity may not be representative of momentum flux in this
scheme. Accordingly, the buoyant production is exaggerated by the mass flux portion
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of the scheme. The consistent underprediction of friction velocity and overprediction
of the turbulence temperature scale seemingly give credence to this idea. However,
the mass flux scheme performed more admirably, especially in terms of turbulence
parameters and the representation of CBL development, when growth was driven by
the combined effects of shear and buoyancy, instead of primarily convective forcing.
It may simply be the case that, under conditions of relatively weak winds and strong
buoyancy, the physical model that governs the mass flux scheme is not sufficiently
robust (Angevine 2012, personal communication).
While a definitive recommendation for the use of specific schemes in the WRF
model may not be clear, there is value in showing that under conditions considered
in this study, one cannot go horribly wrong in choosing particular parameterizations.
It was demonstrated that the nonlocal schemes matched more closely with observa-
tions in most instances, but that the local scheme was particularly respectable, even
comparing more favorably with observational data in certain situations. Meanwhile,
behavior of the mass flux scheme was inconsistent. Given the physics accounted for
in the nonlocal schemes, it is interesting to note that the local scheme performed as
admirably as it did with the conditions present in the study.
The WRF model produced mean fields of meteorological quantities that compared
favorably with both observational and high-resolution simulation data. However, fur-
ther investigation of turbulence parameters (e.g. u∗, θ∗, zi, zi/L) indicated that the
WRF model failed to adequately represent the spatial variability associated with
atmospheric turbulence. Because these parameters are often used as inputs for elec-
tromagnetic and acoustic wave propagation parameterizations (as one example), the
need to more accurately represent turbulence is evident. Several methods to accom-
plish this goal are described and implemented in the subsequent sections.
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Chapter 5
Idealized Large Eddy Simulation Experiments
The WRF model has evolved toward a self-contained numerical weather prediction
system, capable of modeling atmospheric motions ranging from global to microscales.
The promise of such capability is appealing to both operational and research environ-
ments where accurate prediction of turbulence is increasingly desirable. However, the
ability of the WRF model to adequately reproduce small-scale atmospheric motions
in the range of scales on the order of 100 m and smaller remains questionable.
In this study, turbulent flow in the CBL is reproduced using OU-LES and the WRF
model applied in an LES mode (WRF-LES). The simulations use almost identical
numerical grids and are initialized with the same idealized vertical profiles of velocity,
temperature, and moisture. The respective CBL forcings were set equal and held
constant across the entire 12-h simulation. The effects of CBL flow types (with and
without shear) and of varying grid spacing (20, 40, and 80 m) were investigated.
Descriptions of simulation setups and an overview of the evaluated statistics are
presented in Section 5.1 and 5.2, respectively. In Section 5.3, horizontal slices of veloc-
ity fields are presented to enable comparison of CBL flow patterns obtained with each
simulation method. In addition, numerous traditional turbulence statistics are shown
in order to examine the sensitivities to numerics employed by each method. Finally,
one- and two-dimensional velocity spectra are shown as a means to provide a broader
understanding of how turbulence is reproduced in both models. The implications of
these results are discussed in Section 5.4.
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5.1 Experimental Design
Identical 10.24 × 10.24 × 2 km3 numerical domains were used for runs with both
code. Isotropic grid spacing was used, with ∆x = ∆y = ∆z being varied between
20, 40, and 80 m. At the lower boundary, Monin-Obukhov flux-profile relationships
were used (Monin and Obukhov 1954; Dyer and Hicks 1970), Rayleigh damping was
applied in the upper portion of the simulation domain, and lateral boundaries were
periodic. Simulations were initialized with the same idealized profiles of temperature
and moisture, depicted in Fig. 5.1. These profiles are packaged with the WRF model’s
idealized LES test simulation case. In addition to grid spacing, differing flow types
(with and without mean wind) were investigated. The shear-free case was initialized
with zero wind, while the shear-driven case was initialized with a spatially-uniform,
geostrophically-balanced u-component velocity of 10 ms−1. Surface kinematic heat
and moisture fluxes were set equal to 0.12Kms−1 and 5×10−5 ms−1, respectively, and
held constant during the entire 12-hour simulation period.


































Figure 5.1: Idealized profiles of temperature and moisture used to initialize all simulations.
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5.2 Verification Techniques
This study includes several velocity field statistics of interest. Data depicted in the
horizontal plane were taken at the level of z/zi = 0.25, where z is the height above
ground level (AGL) and zi is the depth of the boundary layer. This height was chosen
in order to eliminate direct anisotropic effects of the surface on the flow field while
remaining in the general near-surface region.
Horizontal slices of u and w perturbation velocity fields (ũ′, w̃′) are presented as
instantaneous snapshots at each model’s final time step in order to display turbulent
structure that would otherwise be smoothed by averaging. The tilde denotes the
resolved (grid-scale) value of each respective velocity component. The distributions
and associated statistics of those turbulent fluctuations were calculated by sampling
data across both the horizontal plane and at every minute across the simulation’s
final hour. Vertical profiles of normalized velocity variance (ũ′i
2
/w2∗) are provided to
illustrate the dispersion of the flow field around its mean. Here, w∗ = (Bzi)
1
3 is the
normalizing convective velocity scale, originally suggested by Deardorff (1970), with





where g is the acceleration due to gravity, θo is a constant potential temperature
reference value, and w̃′θ′v is the kinematic virtual heat flux. Normalized profiles of






]/w2∗) are used as a means to highlight the
mean kinetic energy per unit mass associated with turbulent eddies and as a proxy
for wind shear. For the sheared case, a normalized profile of kinematic vertical mo-
mentum flux (w̃′u′/w2∗) illustrates the vertical transport of horizontal momentum by
the turbulent velocity component along the direction of the mean wind. Also for the
106
shear-driven case, a normalized vertical profile of velocity (ũ′/w2∗) is shown to demon-
strate the mean CBL structure. Finally, normalized one- and two-dimensional spec-
tral density (kPui/w
2
∗) curves are presented to investigate the energy distributions of
the flow fields across scales. Here, k is the wavenumber and Pui is the spectral density
of each respective flow component. One-dimensional spectral density was calculated
in both k1 and k2 directions, following the one-sided, auto-spectral method described
in Kaiser and Fedorovich (1998). Two-dimensional spectral density was calculated
by applying the planar Fourier transform, as outlined in Kelly and Wyngaard (2006).
Except for the simple horizontal slices, statistics were calculated at every grid point,
averaged in space, then averaged temporally over a one hour period. This averaging
procedure follows that marked out by Kaiser and Fedorovich (1998).
These statistics are used to gain insight into how each code reproduces turbulence
in both the shear-free and shear-driven CBLs investigated in this study. Horizontal
slices allow quick inspection of the spatial structure of velocity fields. As will be shown
in Section 5.3, visually similar comparisons of bulk fields can be misleading when
surmising each method’s performance. Thus, exploring higher-order statistics is of
vital importance. As noted by Skamarock (2004), who used turbulence kinetic energy
spectra to evaluate mesoscale numerical weather prediction models, velocity spectra
analysis proves an appealing choice for several reasons despite not being a traditional
model validation measure. Firstly, there is a glaring lack of verification data on
the scales of interest in this study. Secondly, spectra can indicate whether a model
produces the expected energy distribution across scales as predicted by theory. That,
in turn, indicates whether a model reproduces flow features consistent with current
understanding of turbulence dynamics. Finally, spectra allow deeper insight into
model numerics and assessment of effective model resolution. Distributions, variances,
turbulence kinetic energy, and momentum fluxes can be investigated complementary
to spectra in order to further understand the behavior exhibited in spectral fields.
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5.3 Results
Results for the evaluated fields described in Sections 5.1 are presented for both the
shear-free and shear-driven CBL cases. Behavior was generally consistent across
disparate grid spacings. Accordingly, results are only shown for the finest grid spacing
simulations. All fields are shown for the final hour of simulation. Planar slices depict
the instantaneous velocity field at the final moment of the simulations described in
Sections 5.1. Histograms represent the distribution of instantaneous velocity over the
last hour of simulation. Remaining statistics are temporal averages across the final
hour. Horizontal fields shown refer to the CBL quarter-depth level. This level was
chosen to minimize the effects of near-surface anisotropy on turbulence fields because
the STKE closure used in this study is known to poorly reproduce such effects (Kirkil
et al. 2012).
5.3.1 Resolved Fields
Instantaneous contours of perturbation x-component of velocity (u) in the horizontal
plane are shown in Fig. 5.2. Values for the shear-free case are located in the upper two
panels, with OU-LES on the left and WRF-LES on the right. Both simulations appear
visually similar, depicting random, evenly distributed velocity fields as expected in
the absence of a mean wind. Further inspection reveals that WRF-LES is seemingly
skewed toward broad areas of larger horizontal velocity values, with less variation in
between. Results from the shear-driven case are shown in the bottom two panels.
As expected, strong, positive values dominate as a result of the imposed mean wind.
Visually speaking, both fields look similar at a cursory glance, however, it is apparent
that OU-LES contains stronger peak gusty winds, but seemingly exhibits a high
concentration around the mean. The result is lower variation in the plane. Conversely,
the WRF-LES fields are structurally broader in the horizontal, with larger variability
across the plane.
108
Figure 5.2: Horizontal slice of u-component velocity at level zzi = 0.25 during the final hour
of the simulation window.
Similarly, instantaneous contours of z-component of velocity (w) in the horizontal
plane are shown in Fig. 5.3. Values for the shear-free case are shown in the upper two
panels. As expected, both simulations depict similar cell-type convective structures.
At first glance, the fields appear nearly indistinguishable. Further inspection, how-
ever, reveals that the WRF-LES produces broader, less-organized structures. Results
from the shear-driven case are shown in the lower two panels. Both simulations pro-
duce similar roll-like structures that are expected in a CBL with a strong wind shear.
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While both again appear visually congruent, the WRF-LES fields contain slightly
broader, more organized, elongated streaks as compared to those in OU-LES output.
Overall, the WRF-LES fields show less variability across the plane.
Figure 5.3: Horizontal slice of w -component velocity at level zzi = 0.25 during the final hour
of the simulation window.
As noted previously (Section 5.1), simple visual comparisons, while certainly use-
ful, are potentially misleading when used as a sole means of validation. The discussed
cases highlight the importance of an investigation of the underlying turbulence dy-
namics to ascertain the source and relative importance of subtle differences in velocity
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patterns. For instance, one may ask why does OU-LES generate more structurally
organized turbulence in a shear-free environment compared to WRF-LES, yet the
reverse is true for a shear-driven environment?
5.3.2 One-Dimensional Spectra
For all spectral calculations, averaging occurred in both space and time. At each
model output time, spectra were calculated for every row in the direction of interest
and subsequently averaged, representing the spatial mean. The resultant spatial
means were then averaged over hourly increments, representing the temporal mean.
The temporal- and spatial-averaged normalized one-dimensional spectral densities of
u component of velocity are shown in Fig. 5.4. The top panels are from the shear-free
case and the bottom panels are from the shear-driven case. The left panels represents
spectra calculated in the x-direction, while the right panels are calculated along the
y-direction. For u component, x (with k1 =
2π
x
) is therefore the longitudinal direction
and y (with k2 =
2π
y
) is the transverse direction.
Examination of u-component spectra in the shear-free case highlights key differ-
ences between considered models. Firstly, one may notice that WRF-LES spectra
contain more energy in larger scales compared to OU-LES spectra. Secondly, en-
ergy drops off at a faster rate at larger scales in WRF-LES spectra than in OU-LES
spectra. The drop-off point in WRF-LES data is consistent with values discussed
in Skamarock (2004), which were found to lie between in the range from 5 to 8∆h,
where ∆h is the horizontal grid spacing. As a result, the WRF-LES spectra exhibit a
slightly narrower inertial subrange than the OU-LES spectrum. One may also notice
that the spectral behavior is similar for the longitudinal and transverse directions.







































































Figure 5.4: Normalized one-dimensional spectral density of u component of velocity in the
longitudinal (k1) and transverse (k2) directions at level
z
zi
= 0.25. Top panels correspond
to the shear-free case; bottom panels correspond to the shear-driven case.
In the shear-driven case, a similar behavior is observed. While the energy from
WRF-LES data drops off at a scale consistent with that from the shear-free case, the
rate of decline matches closely that from OU-LES. Note that for WRF-LES spectrum,
the drop-off point is closer to that in OU-LES spectrum in the longitudinal direction
as compared to the transverse direction. Since roll structures are primarily oriented in
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the along-wind direction, this means that WRF-LES more poorly reproduces small-
scale variations in the cross-roll direction as compared to variations in the mean flow
direction.
The normalized one-dimensional spectral densities of w-component velocity are
shown in Fig. 5.5. Again, the top (bottom) panels are from the shear-free (shear-
driven). The left (right) panels represent k1 (k2) spectra calculated in the x-direction
(y-direction). In this case, both directions are transverse directions in relation to w
component of velocity.
When comparing w component spectra in the shear-free case, WRF-LES at-
tributes more energy to larger scales and predicts earlier and faster dissipation com-
pared to OU-LES. The inertial subrange in w spectrum is noticeably wider than in
the u spectrum. The reason for this disparity is unknown, but it may perhaps orig-
inate the WRF model’s acoustic damping filters. That is to say, it is possible that
those filters are preferentially more aggressive in the horizontal than in the vertical.
Behavior is similar in both directions, as expected, since there are no shear-induced
directional effects.
Perhaps surprisingly, spectral curves from both simulation approaches are nearly
identical in the along-roll direction for the shear-driven case. Meanwhile, WRF-LES
once again predicts energy dissipation to start at larger scales than OU-LES, though
the spectral slopes are nearly identical. The disparity between spectra in k1 and k2
are likely a result of the importance of mean shear influence. This is illustrated by
the markedly wider inertial subrange evident in the k2-direction spectrum. In either
case, the marked out differences between spectral densities support distinctions of
structural features shown in Fig. 5.3 and discussed in Section 5.3.1.
Initial implications that arise from analyses of the one-dimensional velocity spectra
are two-fold. First, the WRF model spectra consistently deviate from the theoretical






































































Figure 5.5: Normalized one-dimensional spectral density of w component of velocity in the
longitudinal (k1) and transverse (k2) directions at level
z
zi
= 0.25. Top panels correspond
to the shear-free case; bottom panels correspond to the shear-driven case.
do. This suggests that spectral dynamics as reproduced by WRF-LES are question-
able. This also means that WRF-LES has a lower effective resolution than OU-LES.
Second, the relative (in terms of grid-cell size factor) location of the deviation point
is consistent with results from previous studies (Skamarock 2004). The extent of the
enhanced spectral damping is also dependent on the dominant flow type. Namely,
the wavenumber value that WRF-LES spectra deviate from the theoretical energy
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cascade slope is different between the shear-free and shear-driven cases. This lends
credence to the idea that effects internal to the WRF model numerics are, at least,
partially to blame.
5.3.3 Two-Dimensional Spectra
Further understanding of the one-dimensional spectra results may be gained from
normalized two-dimensional spectral densities of u component of velocity shown in
Fig. 5.6. Longitudinal direction is along x and transversal direction is along y. In
wavenumber space, these directions correspond to k1 and k2, respectively. Spectral
scales are thus largest in the center of the spectral plot and decrease outward. Con-
tours represent increasing values of spectral density toward the center. Upper (lower)
panels represent data from the shear-free (shear-driven) case. Left (right) panels
depict data calculated from OU-LES (WRF-LES) outputs.
In the shear-free case, the spectra are elongated in the transverse direction. This
is consistent with turbulence theory, which states that the ratio of longitudinal to
transverse spectra in the inertial subrange is larger than one (Tenekes and Lumley
1972) (for isotropic turbulence, this ratio is approximately equal to 4/3). Compared
to OU-LES, it is evident that WRF-LES produces a two-dimensional spectral field
that is compressed toward larger scales with a sharp drop-off at high wavenumbers.
These effects are equally present along both the longitudinal and transverse spec-
tral directions. Such behavior corresponds to that exhibited by the one-dimensional
spectral density curves for the u component.
In the shear-driven case, contours of spectral density from OU-LES are starkly
different from the spectral density calculated from WRF-LES. The WRF-LES spec-
trum is again compressed toward larger scales, although the effect is not as prominent
as in the shear-free case. Contours are elongated in the transverse directions, which is
again consistent with turbulence theory predictions. Note, however, that in OU-LES
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Figure 5.6: Normalized two-dimensional spectral density of u component of velocity at level
z
zi
= 0.25. Top panels correspond to the shear-free case; bottom panels correspond to the
shear-driven case.
the contours are stretched in the transverse direction at high-frequencies. That fea-
ture is not found in WRF-LES data. To interpret this particular small-scale spectral
feature, consider the velocity field structure for this case. This field is composed of
roll-like structures that are mainly oriented in the along-wind direction. That means
variations in velocity should theoretically be smaller in the along-roll direction as
116
opposed to the cross-roll direction. The stretched portions in OU-LES spectrum ap-
parently depict shear-induced anisotropic effects on small scales. Those effects are
not present in the WRF-LES data, implying that the WRF model is inadequately
resolving high-frequency turbulence features across the mean wind direction. These
directionally-dependent inconsistencies match those present in the one-dimensional
spectral density of u component (see Fig. 5.4).
Normalized two-dimensional spectral densities are also shown for w velocity com-
ponent in Fig. 5.7. Again, the top (bottom) panels are from the shear-free (shear-
driven). The left (right) panels represent spectra calculated from OU-LES (WRF-
LES) data. In this case, both x (k1) and y (k2) directions are both transverse direc-
tions in relation to the w component.
Immediately evident in the shear-free case is the practically circular nature of
the spectral contours. This is again consistent with theory since both the x and
y directions are transverse directions in this case, meaning their ratios of inertial-
subrange spectra along those directions should approximately equal unity (it should
exactly equal unity for isotropic turbulence). The spectral field produced by WRF-
LES is compressed toward larger scales with a sharper drop-off at high wavenumbers,
although the effect is less pronounced than for u-component spectrum. This behavior
matches the one that was found in the one-dimensional w-component spectral density.
Two-dimensional spectral contours for the shear-driven case are skewed in the
k2 direction. This would be consistent with the flow field in which more energy is
concentrated in the along-wind oriented roll structures. Similar to feature seen in the
u component spectrum (Fig. 5.6), contours at high-frequency modes are stretched
in the k2 direction. Apparently, like in the case of horizontal velocity spectrum, the
stretched portions in OU-LES spectrum depict small-scale, shear-induced anisotropic
features.
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Figure 5.7: Normalized two-dimensional spectral density of w component of velocity at level
z
zi
= 0.25. Top panels correspond to the shear-free case; bottom panels correspond to the
shear-driven case.
For the one-dimensional spectral densities, it seemed apparent (Section 5.3.2) that
the WRF model has a lower effective resolution than OU-LES and that the potential
cause of this is the excessive high-wavenumber damping by the fully-compressible
dynamics numerical solver in the WRF model. The two-dimensional spectra pro-
vide additional insights into the circumstances behind such behavior. For the shear-
free CBL, numerical dissipation occurs equally in all directions. More importantly,
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that dissipation is coincident with an accumulation of energy at large scales. It is
not clear, however, what causes such accumulation, whether by nonphysical upscale
growth, numerical filters, or something else entirely. This leaves the possibility that
even if small-scale motions are not of meteorological importance, their inadequate
representation might indirectly affect those scales that are of principle interest. In
the shear-driven case, small-scale smoothing is still present, although it is slightly
less-pronounced than in the shear-free counterpart. Turbulence appears to be mostly
affected by damping in the across mean-wind direction. Upscale accumulations of
energy, although, are not as readily evident. The cause of this disparate behavior
between flow regimes is not clear, although numerical filters used in the WRF model
may serve as a potential culprit.
5.3.4 Additional Turbulence Statistics
To ween additional insight into the behavior exhibited by velocity spectra, associated
velocity turbulence statistics are shown in the subsequent section. Histograms of
velocity components across the final hour of the simulation window are demonstrated
in Fig. 5.8. Panels (a), (b), and (c) correspond to the perturbations (deviations from
the average value) of u, v, and w components of velocity for the shear-free case. Panels
(d), (e), and (f) display histograms of these velocity components for the shear-driven
case.






(xi − x̃) , (5.2)
where x̃ is the population mean. Using this definition, we can subsequently define
standard deviation, skewness, and kurtosis. Standard deviation is used to measure











A negative (positive) value for skewness is illustrated by a longer left (right) tail on
the distribution curve, with the bulk of the values being concentrated on the right
(left). Kurtosis measures the peakedness of a population distribution about the mean




− 3 , (5.5)
where the subtraction is to meant to assign a value of zero to the normal distribution.
Large (small) values of kurtosis mean that more variance results from infrequent
extreme (frequent modest) deviations from the mean. In terms of meteorology, these
deviations can be thought of as a measure of gustiness. Distributions with a positive
(negative) value of kurtosis are referred to as leptokurtic (platykurtic) and have shapes
denoted by a higher (lower) peak around the mean and shorter (longer) tails as
compared to the normal distribution. Corresponding values of standard deviation
(σ), skewness (S), and kurtosis (K) are given in the plots.
In the shear-free case, horizontal velocity from WRF-LES has a larger standard
deviation than its counterpart from OU-LES, similar skewness, and much larger pos-
itive kurtosis. The skewness values are small for both approaches, but indicate more
values are positive than negative. The disparity in kurtosis reveals that OU-LES
nearly evenly distributes horizontal velocity about the mean, with departures aris-
ing from frequent and modest deviations form the mean. Oppositely, the noticeable
leptokurtic nature of the horizontal velocity distribution from WRF-LES indicates
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Figure 5.8: Velocity histograms over the final hour of the simulation window at level zzi =
0.25. Top panels correspond to the shear-free case; bottom panels correspond to the shear-
driven case.
a more acute peak near the mean with long and fat tails as compared, e.g., to a
Gaussian distribution. This means data are largely concentrated around the mean as
a result of reduced variations within the velocity field. While variations across the
horizontal fields are smaller for the WRF model as compared with OU-LES, when
such variations do exist they are more likely to come from infrequent and extreme
deviations from the mean. In other words, horizontal velocity in WRF-LES exhibits
an increased gustiness. Such behavior is exhibited in Fig. 5.2 and may demonstrate
the large-scale energy accumulation observed in Fig. 5.4.
Vertical velocity standard deviations are identical for both simulation codes, with
similar positive skewness values, which are typical for the w field in a CBL (LeMone
1990). Data produced by OU-LES has a greater negative kurtosis. The more platykur-
tic nature of the OU-LES velocity distribution means a flatter peak around the mean
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as compared to a Gaussian distribution. This points to larger variability of the ver-
tical velocity field in OU-LES. Apparently, WRF-LES again produces less variable
velocity fields with values more centered around the mean, although in the case of
w distribution, the effect is less pronounced than that observed for the horizontal
velocity. Such behavior was already illustrated in Fig. 5.3 and in spectral density
fields (Figs. 5.4 and 5.5).
In the shear-driven case, horizontal velocity distributions in OU-LES produce a
higher standard deviation and similar skewness as compared with WRF-LES data.
OU-LES also indicate a small positive kurtosis versus a larger negative kurtosis in
WRF-LES. Accordingly, horizontal velocity fields are more variable and values are
less concentrated around the mean in WRF-LES (as also reflected in Fig. 5.2). Addi-
tionally, the variability is more attributed to infrequent and extreme departures from
the mean. Meanwhile, vertical velocity in WRF-LES has a larger standard deviation,
a larger positive skewness, and larger positive kurtosis. This means that, as compared
with OU-LES, WRF-LES data has a broader and less variable vertical velocity field,
but also one that is associated with infrequent and intense departures from the mean.
While the degree of variability differs between WRF-LES horizontal and vertical ve-
locity fields, each are indicative of larger gustiness than is evident in OU-LES data.
These statistics may explain why WRF-LES reproduces elongated, broader, and more
intense velocity structures associated with roll-like motions, whereas OU-LES fields
display more variability in the transverse direction with respect to rolls aligned with
the mean wind (Figs. 5.2 and 5.5).
In Fig. (5.9), upper (lower) panels illustrate vertical profiles of velocity variances
in the shear-free (shear-driven) case. For both horizontal and vertical velocities at the
level of CBL quarter-depth in the shear-free case, WRF-LES exhibits larger variances.
This is consistent with the distributions shown in Fig. 5.8, where WRF-LES tends
toward more contrasted structural features of the velocity field. At the level of CBL
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quarter-depth in the shear-driven case, however, OU-LES produces larger variances
for u component of wind, with values for the v component nearly identical. Again,
this is consistent with the horizontal slices of velocity (Figs. 5.2 and 5.3) and the
associated velocity distributions (Fig. 5.8), where WRF-LES show broader areas of
large mean wind and shorter tails representing small-scale motions. All this points
to WRF-LES having weaker variability across the mean wind.
































































































Figure 5.9: Hourly mean normalized velocity variance taken during the final hour of the
simulation window. Top panels correspond to the shear-free case; bottom panels correspond
to the shear-driven case.
Vertical profiles of turbulence kinetic energy for both cases are shown in Fig. 5.10.
As expected from the velocity distributions and profiles of variances, WRF-LES pro-
duces greater energy than does OU-LES throughout the depth of the CBL. This
appears in agreement with the correlation that WRF-LES is extracting too much en-
ergy from smaller scales. An accompanying upscale accumulation of energy is evident
by the broad, less organized CBL structures in the shear-free case. Oppositely, in
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the shear-driven CBL, OU-LES produces larger turbulence kinetic energy than does
WRF-LES. This is in line with the velocity distributions and variances for that case
(Figs. 5.8 and 5.9).
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Figure 5.10: Hourly mean normalized turbulence kinetic energy taken during the final
hour of the simulation window. Dashed-dotted lines represent subgrid values; dashed lines
represent resolved values; solid lines represent total values. The left panel corresponds to
the shear-free case; the right panel corresponds to the shear-driven case.
For the shear-driven case, the features of the TKE profile may be used to explain
the spectral density behavior. The distribution of velocity from WRF-LES results in
smaller variances, which in turn reduces TKE. Accordingly, TKE is less influential
than the strong, shear-induced profiles of velocity. That near-surface shear is main-
tained in WRF-LES by inadequate vertical momentum flux, shown in Fig. 5.11. It is
evident that OU-LES is more effectively mixing momentum toward the surface than
is WRF-LES. Thus, the combined existence of strong shear and weak TKE dictate
that energy is not properly extracted from the system.
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Figure 5.11: Hourly mean normalized vertical turbulent momentum flux corresponding to
the shear-driven case taken during the final hour of the simulation period. Dashed-dotted
lines represent subgrid values; dashed lines represent resolved values; solid lines represent
total values.
The end result is a velocity field with similar structure, only stronger in magni-
tude throughout the depth of the CBL, as compared with OU-LES. A normalized
vertical profile of velocity, shown in Fig. 5.12, bears this out. Accordingly, the WRF-
LES velocity fields tend toward broader, elongated structures that lack small-scale,
anisotropic effects in the across-roll direction.
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Figure 5.12: Hourly mean normalized u-component velocity profile taken during the final
hour of the simulation window.
5.4 Discussion
Idealized large eddy simulations of turbulent flow in the atmospheric convective
boundary layer were conducted for differing flow types, shear-free and shear-driven.
Differences in behavior were minor across disparate uniform grid spacings of 20 m to
80 m. Subsequently, results were analyzed in depth only for the finest-scale (20 m)
simulations. Sample slices of instantaneous velocity fields were exposed for visual
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inspection. While a cursory glance might have yielded the opinion that model so-
lutions were largely the same, a closer inspection determined that subtle differences
did exist. Accordingly, a deeper look at the underlying energetics was conducted to
ascertain possible reasons for those differences. While not a traditional validation
measure, spectral density was chosen to evaluate each simulation approach. This was
done for several reasons. Firstly, there is a lack of verification data at the motion
scales of interest for this study. Secondly, spectra can indicate whether a particu-
lar simulation produces the expected spectral behavior of flow statistics as predicted
by theory, which in turn elucidates whether the simulation reproduces features con-
sistent with realistic atmospheric dynamics. Finally, spectra allow the diagnostics
of numerics and assessment of its effective resolution. Statistical distributions, vari-
ances, turbulence kinetic energy, and momentum fluxes were also examined to add
further understanding of the turbulence dynamics.
In the shear-free case, one-dimensional u-component spectral density indicated
that the WRF-LES velocity field contained more energy at larger scales and a drop
off from the expected energy cascade slope happened at a larger scale and at a higher
rate than for OU-LES. For w-component spectral density, the same behavior was
observed, although the energy at low-frequency modes were more comparable between
OU-LES and WRF-LES spectra. Two-dimensional spectral density illustrated that
each simulation produced inertial-subrange energy spectra generally consistent with
turbulence theory prediction. However, two-dimensional WRF-LES spectra exhibited
the enhanced numerical dissipation, subsequent upscale growth, and pointed to a
coarser effective resolution.
In the shear-driven case, upscale energy accumulation was largely nonexistent ex-
cept for the w-component field. For one-dimensional u-component spectral density,
energy again dropped off at a larger scale in the WRF-LES field, although the rate of
decline was nearly identical to OU-LES fields. The same was true for one-dimensional
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w-component spectral density, except that energy cascade matched almost exactly in
the k1-direction. Two-dimensional spectral densities highlighted differences in en-
ergy signatures associated with the presence of shear. Spectral contours became
compressed in the k1 direction in both models, consistent with the onset of streaks
oriented along the mean flow. However, OU-LES data produced stretched contours
at high-frequency modes, a feature that was absent in WRF-LES data. Given the
physical structure of the velocity field, this indicated that OU-LES produced larger
small-scale variability in the direction across the mean wind. This prompted a conclu-
sion that WRF-LES failed to reproduce small-scale, shear-induced anisotropic effects.
Additional statistical analysis was conducted to further aid understanding of the
spectra results. Histograms of u velocity component in the shear-free case demon-
strated that WRF-LES produced greater positive kurtosis than did OU-LES, yielding
less variations and tighter grouping around the mean. For w component of velocity,
WRF-LES produced a smaller negative kurtosis, once again indicating a less-variable
flow field with closer concentration around the mean. This points to the large-scale
kinetic energy concentration and sharper drop toward small scales in WRF-LES ve-
locity fields in support of the spectral energy data.
In the shear-driven case, distributions of u velocity component in OU-LES pointed
to horizontal velocity fields more variable and less concentrated around the mean
than in WRF-LES. For vertical velocity w, OU-LES data produced smaller positive
kurtosis than WRF-LES. Subsequently, WRF-LES fields included elongated, broader,
and more intense velocity structures associated with roll-like motions. Conversely,
OU-LES fields contained more variability across the mean wind.
Vertical profiles of velocity variance and turbulence kinetic energy were consistent
with these statistical distribution results. Both illustrated that WRF-LES extracted
too much energy from small scales in the shear-free case, potentially leading to the
observed upscale accumulation of energy throughout the CBL. In the shear-driven
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case, WRF-LES velocity fields indicated that turbulence kinetic energy was inhib-
ited. Near-surface mean shear in WRF-LES was maintained by inadequate vertical
momentum flux, indicating that OU-LES more effectively mixed momentum toward
the surface. Subsequently, WRF-LES produced a velocity field with similar structure
to the OU-LES field, but stronger in magnitude throughout the depth of the CBL.
The question then arises as to why such behavior was specifically characteristic of
WRF-LES since the setup between simulations was fairly consistent. Given that one
main difference between each approach is that WRF-LES works with compressible
dynamics equations while OU-LES deals with incompressible equations, one could
argue that the three filters requisite to the time-splitting procedure in the WRF
model are at least partially to blame. While, Skamarock and Klemp (1992) note that
these filters should only influence the smallest scales, concessions are made that larger
scales could also be affected. The filters are mentioned as a possible source of error
in Skamarock (2004), but with the justification that the impacted scales were not of
“meteorological interest.” While that might be true for mesoscale applications of the
WRF model, the same is apparently not true for LES applications. This excessive
damping of small-scale motion can have a negative effect in air pollution applications,
where the dispersive role of small-scale motion may be very important, or in wave
propagation applications, where the structure-function parameter will not be right if
small-scale motions are affected by numerical dissipation.
Why was upscale accumulation of energy only found in the shear-free case? A
potential reason for such behavior may lie in the fifth-order advection scheme used
in WRF-LES. As indicated in Wicker and Skamarock (2002), odd-ordered advection
schemes are equivalent to the next even-order approximation plus a dissipation term
proportional to the Courant number. In the case of a strong mean wind, the implicit
dissipation associated with horizontal advection has a larger effect than the time-split
129
numerical filters that target only small-scales. Accordingly, most scales of motion are
damped, not only small scales, as is the case in the shear-free CBL flow.
While the exact reasons for enhanced numerical dissipation and potential upscale
energy transfer in the WRF model will require further study, the fact that they exist is
problematic for WRF-LES applications. For real world cases, higher-order advection
schemes are desirable given the push for increased spatial accuracy. However, their
associated dissipation may prove to be a complication. Additionally, specified lateral
boundaries must be used in real-word WRF model applications in lieu of periodic
lateral boundaries. The inclusion of specified lateral boundaries introduces errors
associated with eddy-deficient areas that extend into a large portion of the inflow
region of the model domain (Moeng et al. 2007). These problems are likely due to
poor representation of interactions between subgrid-scale motions handled by STKE
and three-dimensional resolved LES fields. Another concern related to WRF model
filters is their reduction of effective resolution. In such a case, the reliability of motion
scales important to particular applications is called into question. These required




Real-Data Large Eddy Simulation Experiments
It was shown in Chapter 4 that the WRF model, when run in a mesoscale configu-
ration, is capable of predicting mean values of common near-surface meteorological
fields that compare closely with observational data. However, upon further inspec-
tion of various turbulence parameters, it was demonstrated that the WRF model
produces values that are often inconsistent with both observational data and output
from a traditional LES code. Such parameters offer a measure of turbulence within
the CBL that is not visually apparent due to the relatively coarse spatial resolu-
tion of the numerical mesh. Since the parameters do not always match nicely with
verification data, it may be concluded that the physical parameterization schemes
employed in the WRF model do not adequately describe the spatial variability due
to atmospheric turbulence. It was additionally shown that these discrepancies are
largely independent of grid spacing refinement. Conversely, the OU-LES code was
found to generally produce more reliable turbulence parameters. However, the mean
fields of meteorological importance often compare relatively poorly, most likely a re-
sult of drift associated with the disconnect from large-scale forcings and local terrain
properties.
Because the LES approach generally compared most favorably with observational
turbulence data, the logical progression was to examine the WRF model in its sup-
ported LES mode. First, in order to better understand the differences between each
approach, turbulent flow in the CBL was reproduced using OU-LES and WRF-LES
for two idealized CBL flow types (with and without shear). By establishing the
comparison in an idealized framework, external influences are minimized such that
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differences between characteristics of both codes are more easily discerned. To facil-
itate the comparison, spectra was chosen in particular to indicate whether a given
simulation reproduces features consistent with realistic atmospheric dynamics. Ad-
ditionally, spectra allow the diagnostics of numerics and assessment of the code’s
effective resolution. Statistical distributions, variances, turbulence kinetic energy,
and momentum fluxes were also examined. Results showed that WRF-LES suffers
from upscale accumulation of energy in the shear-free environment and enhanced nu-
merical damping of high-frequency modes for both flow types. It was surmised that
potential causes for this behavior include a high-order dissipation term related to the
advection scheme and low-order filters required to maintain numerical stability within
the split-explicit time integration process.
To further investigate these effects and to test their general applicability, com-
parisons were extended to two of the real-data cases described in Chapter 4 (reasons
for the selection are discussed later). In addition to examining the effectiveness of
WRF-LES in representing atmospheric turbulence for real-data scenarios, the imple-
mentation of a new downscaling technique is investigated. The downscaling process
employs data from mesoscale WRF model outputs to provide nudging profiles to
OU-LES. The profiles are derived from higher resolution data, and are administered
at higher frequency intervals, than those provided from the RUC nudging process
described in Section 4.1.1. The goal is to find the optimal method in which to tie
the OU-LES code with realistic large-scale atmospheric forcings without negatively
affecting the underlying physical advantages of the LES approach. This chapter de-
scribes the experimental design of each approach, the results of comparisons with
observational data, and the issues that arise from each specific implementation.
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6.1 Experimental Design
6.1.1 WRF-LES: Nested Configuration
As outlined out by Talbot et al. (2012), it is an important component of this study
to investigate the WRF model when used in LES mode for conditions representing
realistic atmospheric scenarios:
However, tests of the skill of WRF-LES in nested real-world simulations
are still rare and are critically needed in view of the increasing and broad-
ening use of the model. The challenges in performing such simulations are
often different from the challenges of idealized cases.
In order to run WRF-LES for real atmospheric conditions, the model requires
specified lateral boundary conditions and realistic input data to drive the simulation.
Unfortunately, there is a lack of such data on the scales of motion most applicable to
the LES approach. Accordingly, the use of grid nesting is required to successfully drive
the WRF-LES domain. The nesting procedure consists of driving a mesoscale WRF
model configuration with regional reanalyses data (NARR in this case). The resulting
output is then used to guide the fine-scale LES domains. As outlined in Section
1.1, air pollution dispersion, wave propagation, CBL dynamics, urban microclimates,
thunderstorm initiation and maintenance, and the influence of land characteristics
on exchanges between the atmosphere and underlying surface all represent areas that
stand to benefit from this multiscale approach.
The method to facilitate a real-world investigation of WRF-LES is not readily
evident in available WRF model documentation. One hurdle in a multi-nested ex-
periment is that the WRF model requires the subgrid closure physics to remain con-
sistent across domains. Since the coarse-scale outer domain is most certainly in the
range where a PBL scheme is warranted, three-dimensional closure schemes are un-
necessary since vertical mixing is controlled in the PBL scheme itself. However, in
the fine-scale inner domain, turbulent eddies are resolved explicitly and the use of a
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Table 6.1: Nested domain configurations used for WRF-LES experiments.
Simulation Type PBL Scheme Spacing (m) Mesh Size Step (s)
Mesoscale
12, 960 100× 100× 100 20
YSU 4, 320 100× 100× 100 5
1, 440 100× 100× 100 1
LES
480 100× 100× 100 4
5
WRF-LES 160 100× 100× 100 1
5
40 201× 201× 100 1
20
three-dimensional closure scheme is required. This presents a problem in connecting
the nest domains across a reasonable range of scales. In order to alleviate this is-
sue, a split-nesting scheme suggested by Bou-Zeid (2012, personal communication) is
employed.
A total of six numerical grids are implemented, wherein a traditional mesoscale
simulation is used for the three coarsest domains, while the LES approach is imple-
mented for the three finest-scale domains. Details of each nest domain configuration
are given in Table 6.1. Simulations within each of the two nesting categories are run
separately. The ratio of grid spacing between successive nest domains is limited to
either three or four and each nest domain is centered within its parent mesh (Ska-
marock et al. 2008). Information is only passed between domains in a downscale
manner (so-called one-way nesting), meaning that child grids do not influence the
data contained in their parent domains. Outputs from the inner mesoscale domain
are saved every 30 min and later used to generate lateral boundary conditions for
the outer LES domain and input fields for all three. That data from the mesoscale
domains represent the WRF-LES forcing data.
As mentioned previously in Section 1.1, potential problems exist when multiscale
nesting is used as a means to investigate WRF-LES for real-world atmospheric con-
ditions. Firstly, the inflow regions of each LES domain act like spin-up zone where
134
transitions of scales results in an eddy deficient region. They result because the coarser
parent domains lack sufficiently resolved turbulence fields for which to seed the child
domain. As a result, small-scale turbulence must be generated within the fine-scale
domain independently. Those regions are known to be problematic and can often
span an appreciable portion of the domain (Gaudet et al. 2012). Another potential
problem is that the finest mesoscale and coarsest LES domains likely reside within
the problematic scale range for which the flow’s turbulence characteristics are neither
sufficiently resolved explicitly nor correctly represented statistically as subgrid-scale
phenomena (Wyngaard 2004). Accordingly, it is possible that the data generated
by these domains are physically questionable. Since these fields drive the innermost
WRF-LES domain, the entire simulation is potentially compromised.
6.1.2 OU-LES: Nudged Configuration
The LES approach is quite amenable to reproducing turbulent motions within the
CBL. However, the technical implementations surrounding their use present issues
when employed for realistic environmental forcings. As mentioned previously, lateral
boundaries are assumed periodic, a condition rarely met in the atmosphere. Addi-
tionally, LES domains are generally disconnected from large-scale forcings and local
terrain properties, which leaves predictions increasingly susceptible to growing un-
bounded from observational data as the length of simulation increases. In order to
alleviate these issues, a force-restore nudging procedure is used to connect the OU-
LES with realistic data from the larger-scale environment (Botnick and Fedorovich
2008). As outlined in Section 4.1.1, this procedure adjusts the tendencies of hori-
zontal velocity components, virtual potential temperature, and water vapor mixing
ratio across the entire domain every time step by subtracting the time-scaled differ-
ence between the domain-averaged profiles from OU-LES and the nudging data at
the previous time step. In this sense, the nudging procedure acts to bound the bulk
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meteorological fields to values consistent with the real atmosphere while hopefully
leaving the turbulence characteristics unaffected.
To date, the only extensively tested nudging data source for OU-LES has come
from RUC model analyses. The RUC model data has a grid spacing of 20 km and is
available in hourly intervals. Previous studies (Botnick and Fedorovich 2008; Gibbs
2008; Gibbs et al. 2011) and results presented in Chapter 4 demonstrate that the
RUC-driven nudging procedure generally improves the representation of meteorolog-
ical fields when compared to the non-nudged control run. However, OU-LES is still
capable of producing mean fields and turbulence parameters that are inconsistent
with observational data. A potential reason for this behavior is related the relatively
coarse RUC grid spacing. When compared to the limited area of the OU-LES domain,
the RUC data accounts for a far greater spatial range of atmospheric conditions. The
expanse of each RUC model grid cell may simply preclude the ability of the associated
nudging profile from representing atmospheric conditions specific to the observational
site. In other words, local effects may be diluted when atmospheric flow features are
averaged across the entire RUC grid cell. Additionally, the RUC data is only available
in hourly increments. While the frequency is consistent with the prescribed nudging
constant, it is possible that changes in local conditions on time scales less than one
hour are influential in adjusting the long-term behavior of the CBL.
In order to address the potential shortcomings of the current nudging process in
OU-LES, a new downscaling procedure is implemented. Data from the mesoscale
WRF model runs that employed 4-km grid spacing (described in Section 4.1.2) are
selected as the data source and are available every minute. Instead of relying on
mean values across the entire WRF model domain, data is extracted and averaged
every minute over the four central grid cells. The resulting data serve as forcing
data for OU-LES. This 8-km area is centered over the Lamont observational site
and exactly matches the physical location of the WRF-LES computational domain
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described in Section 6.1.1. In that sense, it serves as the comparison domain for this
study. Accordingly, the OU-LES is run in a numerical domain of 201×201×100 grid
points with horizontal spacing ∆x = ∆y = ∆z = 40 m.
Data from non-nudged (hereafter NN-LES), RUC-nudged (hereafter RN-LES),
and WRF-nudged (hereafter WN-LES) OU-LES simulations are compared with obser-
vational data and WRF-LES predictions. Although it is known that the non-nudged
OU-LES likely produces results that are disconnected from large-scale forcings, the
underlying physics are also unaffected by the nudging procedure. In that sense, it
serves as control run for which to test the extent that turbulence fields are mod-
ified when using nudging data. It also serves as a baseline for which to compare
improvements with observational comparisons. It is hypothesized that WRF-nudged
procedures will prove beneficial for several reasons. First, the mean profiles used from
the mesoscale WRF model have been shown to compare closely with observations and
are considered more locally relevant given their reduced spatial extent as compared
with the RUC model grid. Second, the increase in temporal resolution may provide
information about flow features that occur on time scales smaller than one hour and
that might affect the CBL development. While concerns arise about the effect of in-
creasing frequency of nudging data, it is believed an inconsequential effect. As stated
previously, nudging data are used to modify tendencies at every time step. Values
at times between those with nudging profiles represent linear interpolations. By giv-
ing OU-LES higher-frequency input data from the WRF model, the forcing term is
more physically relevant. In addition, the nudging constant should act to modulate
any intermittent changes in the nudging profiles that result from small time-scale
phenomena.
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6.2 Results: June 7, 2007
The first case chosen for the real-data LES experiment corresponds to Case 1 (de-
scribed in Section 4.3) in the mesoscale study. This day was chosen because con-
ditions present are representative of the CBL type that is known to be confidently
reproduced by the OU-LES code. The day was marked by a clear and dry CBL, with
strong surface heating and moderate to strong winds. Throughout the course of the
simulation period, a dryline passed through the comparison domain. Subsequently,
moisture decreased and directional shear diminished. This case presents a highly
temporally heterogeneous environment in which a deep, well-mixed CBL is driven by
the combined effects of shear and buoyancy forcing, with buoyancy dominating.
In addition to the desirable conditions, this case was chosen because results were
numerically stable. Other simulated cases would, for example, crash prior to com-
pletion or produce results with highly questionable physical meaning. Despite an ex-
tremely conservative model time step, it is hypothesized that the WRF model failed
to adequately handle the initial rapid transient growth of turbulence. The quick tran-
sition into turbulent flow has been observed in previous WRF-LES studies (Talbot
et al. 2012). This process is handled in OU-LES, for example, by the use of an adap-
tive, stability-dependent time step. The WRF model offers a similar adaptive time
step, but it is not compatible with the extremely small time steps used in WRF-LES
applications at the time of this study (Dudhia 2012, personal communication).
6.2.1 Basic Meteorological Fields
Figure 6.1 illustrates a meteogram (timeline trace) of basic meteorological variables
derived from WRF-LES output, OU-LES data, and measurements at the Lamont
site. Compared with the observational data, the RN-LES values for potential tem-
perature were too large for the first one-third of the simulation period. After this
time, the predictions were largely consistent with the NN-LES values. Conversely,
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the WN-LES values matched more closely with observations than did the NN-LES
counterpart. The WRF-LES values were too low compared to observations early in
the simulation period, after which they became consistent with NN-LES and RN-
LES data. Moisture values for all OU-LES data were too low at the start of the
simulation period as compared with observations, while WRF-LES values matched
closely. As the dryline initially passed through the domain, only WRF-LES time
traces came close to predicting the rate of decrease in near-surface moisture. After
the dryline passage, RN-LES, WN-LES, and WRF-LES data were nearly indistin-
guishable, while that from the NN-LES configuration was too large. This indicates,
unsurprisingly, that the NN-LES cannot reproduce the dryline passage because its
effects are outside of the initial input data. Wind speeds from every simulation were
underpredicted when compared with observation data for a majority of the simulation
period. Each approach was very close in magnitude and there was no evident im-
provement associated with any particular downscaling technique. Although the speed
values are underpredicted, they closely match the semidiurnal pattern of the wind.
































































































Figure 6.1: Evolution of (a) potential temperature (upper panel) and water vapor mixing
ratio (lower panel) and (b) wind speed (upper panel) and wind direction (lower panel)










































Figure 6.2: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by OU-LES and WRF-LES for 7 June 2007. Observational data (ECOR and CO2FLX) are
also shown for comparison.
Turbulence scales for velocity and temperature are shown on Fig. 6.2. Predictions
of u∗ by all OU-LES configurations are consistent with observed values early in the
simulation, but with RN-LES showing an enhanced transient growth. After the initial
transition to turbulent flow, data from all three OU-LES are overpredicted when
compared with observational traces. During hours of peak convective activity, RN-
LES and WN-LES show improvements compared to the NN-LES counterpart. After
this time, however, their respective traces fail to match the observed rate of decline,
while the NN-LES matches more closely. Friction velocity reproduced by WRF-LES is
underestimated, which is unsurprising given the similar underprediction of wind speed
values. Magnitudes of turbulence temperature scale are mostly underpredicted by all
simulation types, with WRF-LES data closer to observations early in the simulation
period and RN-LES more robust over the entirety of the day. Predictions from
WN-LES offer little improvement compared to NN-LES data. Generally speaking,
the relative contributions from mechanical production are overstated compared to














































Figure 6.3: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF model
with different parameterization schemes for 7 June 2007. Observational (LMN, ECOR, and
CO2FLX) and OU-LES data are also shown (for unstable conditions only).
Fig. 6.3 illustrates both CBL depth estimates and the stability parameter. There
is only one available observational value for which to compare against, so any state-
ments regarding accuracy must remain limited to that time (18 UTC). The NN-LES
predictions for CBL depth evolution are much lower than the observed value, show
slow growth over the simulation period, and a delayed jump associated with fully tur-
bulent flow. Similarly, the RN-LES produces underpredicted depth estimates, slow
growth, but does not demonstrate the jump predicted by all simulation configura-
tions. Oppositely, the WN-LES depth estimates depicts a more rapid and vigorous
CBL growth, with an estimate much larger than that observed locally. Meanwhile, the
prediction from WRF-LES showed the most consistent and reasonable CBL growth,
with an 18 UTC value that matches most closely with observations. In terms of the
stability parameter, ζ = −zi/L, every OU-LES simulation produce values that are
lower than observed. This is primarily the result of the partitioning between shear
and buoyancy production in favor of mechanical production. Nudging procedures
show an improvement over NN-LES predictions, with the WN-LES value at 18 UTC
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closest to the observed values. The WRF-LES data, on the other hand, match very
closely with the values observed at the Lamont site. The relative performance com-
pared to OU-LES data is mostly the result of a more accurate CBL depth estimate
and improved representation of the turbulence temperature scale.
6.2.2 Resolved Fields
Instantaneous contours of perturbation x-component of velocity (u) in the horizontal
plane are shown in Fig. 6.4 for NN-LES (panel a), RN-LES (panel b), WN-LES
(panel c), and WRF-LES (panel d). All three OU-LES solutions appear visually
similar, depicting strong positive values resulting from the relatively strong mean
wind. In the case of RN-LES data, however, those areas of increased velocity values
are more intense than those from NN-LES and WN-LES. In other words, visual
inspection seemingly demonstrates that RN-LES values are less concentrated around
the mean as compared to NN-LES and WN-LES. Additionally, the two nudged OU-
LES approaches depict broader velocity structures as compared with the non-nudge
counterpart. This may indicate potential effects on the flow field by each respective
nudging procedure. Conversely, data from WRF-LES are devoid of any meaningful
turbulence structure. Fields are smoothed and appear rather evenly distributed across
the mean, with relatively large negative and positive peaks. The behavior depicted in
the WRF-LES fields are troubling and immediately raise concerns about the model’s
ability to reproduce realistic turbulence under conditions present in the considered
CBL type.
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Figure 6.4: Horizontal slice of u-component velocity at level zzi = 0.25 during the final hour
of the simulation window for 7 June 2007.
Similarly, instantaneous contours of z-component of velocity (w) in the horizontal
plane are shown in Fig. 6.5. Panels correspond to the same simulation configurations
as those described in Fig. 6.4. Data from the NN-LES and WN-LES show quasi-
random cellular structures consistent with those of a dry CBL in the presence of shear.
The velocity field predicted by the WN-LES configuration contains slightly larger
perturbations from the mean than the NN-LES, but visually each field looks similar.
The RN-LES data contain a slightly less patchy vertical velocity field, with broader
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and more intense organized updraft regions than that from either of the other two OU-
LES types. Similar to the horizontal velocity field, WRF-LES predictions of vertical
velocity lack any spatial variability associated with atmospheric turbulence. The data
contain broad, smoothed regions with fairly large departures from the mean. The
behavior depicted in the WRF-LES fields are again troubling and casts doubt on the
viability of the configuration as a downscaling tool to produce realistic atmospheric
turbulence under conditions present in the considered CBL type.
Figure 6.5: Horizontal slice of w -component velocity at level zzi = 0.25 during the final hour
of the simulation window for 7 June 2007.
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6.2.3 One-Dimensional Spectra
To recap, averaging took place in both space and time for all spectral calculations.
At each model output time, spectra were calculated for every row in the direction
of interest and subsequently averaged, representing the spatial mean. The resultant
spatial means were then averaged over hourly increments, representing the tempo-
ral mean. The temporal- and spatial-averaged normalized one-dimensional spectral
densities of u component of velocity are shown in Fig. 6.6. Panel (a) represents spec-
tra calculated in the x-direction, while those in panel (b) are calculated along the
y-direction. For u component, x (with k1 =
2π
x
) is therefore the longitudinal direction
and y (with k2 =
2π
y







































Figure 6.6: Normalized one-dimensional spectral density of u component of velocity in the
longitudinal (k1) and transverse (k2) directions at level
z
zi
= 0.25 for 7 June 2007.
Examination of u-component spectra highlights key differences between consid-
ered LES approaches. Large-scale energy is generally consistent across all considered
simulations. Spectral traces from NN-LES and WN-LES match closely across a broad
range of scales, with that from WN-LES containing a slightly wider inertial subrange
and more energy at smaller scales. Whether such high-frequency energy may be
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trusted is not readily clear. Spectral data from RN-LES, on the other hand, con-
sistently carries less energy across all scales, exhibits a narrower inertial subrange,
and demonstrates a lower effective resolution. The WRF-LES spectral traces are
especially different from those of the other considered LES approaches. Energy of
the lowest-frequency modes are consistent with other simulations, but deviate dras-
tically downscale. Data from WRF-LES demonstrate no apparent inertial subrange
and instead indicates a perpetual dissipation of energy at slopes steeper than pre-
dicted by theory. While troubling, the behavior is entirely consistent with previously
demonstrated results. That is, the WRF-LES predicted mean fields associated with
large-scale flow characteristics compare closely with observations, while inspection
of spatial variability in the horizontal plane elucidates a lack of turbulence struc-
ture. One may also notice that the spectral behavior is similar for the longitudinal
and transverse directions, with the exception that the transverse direction contains a
wider inertial subrange. This is most likely the result of the mean wind orientation
across the comparison domain.
The normalized one-dimensional spectral densities of w-component velocity are
shown in Fig. 6.7. The left (right) panel represents k1 (k2) spectra calculated in the
x-direction (y-direction). In this case, both directions are transverse directions in re-
lation to w component of velocity. Large-scale energy is generally consistent between
NN-LES and RN-LES data. However, the spectral trace from the RN-LES configu-
ration departs from the cascade slope predicted by theory at a coarser wavenumber
than does NN-LES. As a result, the inertial subrange predicted by RN-LES data
is narrower than that of the NN-LES, and the effective resolution is comparatively
coarser. Meanwhile, the spectral curve from WN-LES follows a nearly identical path
to that of NN-LES, with perhaps a subtly wider inertial subrange. However, the
WN-LES configuration attributes more energy across all scales as compared to that
of the other to OU-LES. The difference is not drastic, but is notable and the reasons
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for its existence is unclear. Low-frequency spectral energy predicted by WRF-LES
is markedly larger than that depicted by the other three simulations. The cascade
of energy once again follows an unconventional downscale path, similar to that ob-
served in the u spectrum, but with an upward tail at the highest-frequency modes.
This nonphysical trait is a known issue for non-periodic LES configurations (Ska-
marock 2004). Often, this excessive high-frequency energy is reflected, or aliased,
back to upscale modes, which may explain the large energy values contained at low
wavenumbers. The behavior exhibited by WRF-LES is once again consistent with
reasonable mean-field predictions coupled with poor reproduction of turbulence char-
acteristics. One may also notice that the spectral behavior is generally similar for the
longitudinal and transverse directions, with the exception of RN-LES, which carries
more energy at large scales that in the transverse direction. Spectral curves along
the transverse direction again contain slightly wider inertial subranges. This is most







































Figure 6.7: Normalized one-dimensional spectral density of w component of velocity in the
longitudinal (k1) and transverse (k2) directions at level
z
zi
= 0.25 for 7 June 2007.
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6.2.4 Two-Dimensional Spectra
Figure 6.8 depicts the normalized two-dimensional spectral densities of u component
of velocity. Longitudinal direction is along x and transversal direction is along y. In
wavenumber space, these directions correspond to k1 and k2, respectively. Spectral
scales are thus largest in the center of the spectral plot and decrease outward. Con-
tours represent increasing values of spectral density toward the center. Figure panels
similarly correspond to the respective simulations, as in Fig. 6.4.
Figure 6.8: Normalized two-dimensional spectral density of u component of velocity at level
z
zi
= 0.25 for 7 June 2007.
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Contours of spectral density from all three considered OU-LES configurations are
visually similar. In fact, only of the few discernible differences is that those contours
from RN-LES are slightly spread out toward small scales. This is consistent with
the overall reduced energy across a broad range scales for this configuration (see Fig.
6.6). Note, also, that the spectral density contours are stretched at a 45◦ angle. If
one were to draw a line parallel to the elongated contours, it would correspond to
a line drawn perpendicularly to the mean flow direction (see Fig. 6.4). In other
words, flow structures generally align themselves along the mean wind. Accordingly,
there is enhanced variability in the across-flow direction as compared to the along-flow
counterpart. The elongation in spectral density energy curves perfectly illustrates this
process by assigning more energy at equivalent scale sizes to those directions across
the mean flow. Inspection of WRF-LES data reveals that the model fails to predict
a meaningful cascade of energy outward toward smaller scales. Instead, energy is
concentrated in the center and linearly decreases with increasing wavenumber. Such
behavior is consistent with the associated one-dimensional spectral density curves
shown in panel (d) of Fig. 6.6. However, there is indication that WRF-LES at least
matches the orientation of enhanced variability, which is illustrated in panel (d) of
Fig. 6.4.
Normalized two-dimensional spectral densities are also shown for w velocity com-
ponent in Fig. 6.9. In this case, both x (k1) and y (k2) directions are considered
transverse directions in relation to the w component. Little differences exist between
each of the OU-LES solutions, except that the nudged simulations are slightly more
elongated in the across-flow direction. This indicates that the velocity fields of each
respective approach show more spatial variability in this direction. Additionally, the
largest scales of the nudged simulations are affected by this stretching effect, unlike in
the NN-LES. This hints at the inclusion of broader areas of increased velocity. Such
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features are confirmed in Fig. 6.5. Once again, the WRF-LES data do not demon-
strate a smooth cascade of energy from large to small scales, instead depicting a sharp
linear decline that is inconsistent with established turbulence theory. Such behavior
is consistent with the associated one-dimensional spectral density curves shown in
panel (d) of Fig. 6.7. Spectral density contours from WRF-LES, do however, match
the orientation of enhanced variability, which is illustrated in panel (d) of Fig. 6.5.
Figure 6.9: Normalized two-dimensional spectral density of w component of velocity at level
z
zi
= 0.25 for 7 June 2007.
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6.2.5 Additional Turbulence Statistics
Histograms of velocity components across the final hour of the simulation period are
demonstrated in Fig. 6.10. Standard deviations of horizontal velocity are largest for
RN-LES and WRF-LES configurations, while NN-LES and WN-LES values are the
smallest. Skewness values for RN-LES and WRF-LES are both positive, indicating
that a bulk of the values negative. However, kurtosis for WRF-LES is large and
platykurtic, while for RN-LES it is nearly Gaussian. This means that horizontal
fields in WRF-LES are less centered around the mean and more likely to generate
variability through infrequent, extreme deviations. In other words, the WRF model
is more likely to be dominated by large-scale, gusty winds. Conversely, skewness
values for NN-LES and WN-LES are both negative, meaning that a bulk of values
are positive. Kurtosis for both configurations are positive, but that from WN-LES
is much larger than than the nearly Gaussian NN-LES data. This indicates that
both simulation types are more concentrated around the mean as compared with
the normal distribution, but the WN-LES fields are more likely to generate variance
through infrequent, extreme deviations.
Vertical velocity standard deviations are largest for RN-LES and WRF-LES con-
figurations, while NN-LES and WN-LES are the smallest. Skewness values for all
considered simulation types are positive, meaning that a majority of the respective
vertical velocity fields are dominated by downward-directed flow. The three OU-LES
approaches are similar in magnitude while the WRF-LES value is much larger. This
indicates that the WRF-LES solution is comparatively dominated by broad areas
of sinking motion. Kurtosis values are positive for all configurations. The relative
magnitudes from NN-LES and WRF-LES are largest, meaning that they are more





























































































































































































































































































































































































































































































Vertical profiles of velocity variances are shown in Figure(6.11). For horizontal
velocities at the level of CBL quarter-depth, WRF-LES produces smaller variances,
while for vertical velocities at the same level, WRF-LES generates values that are
excessively large compared with the other three solutions. This is consistent with
the distributions shown in Fig. 6.10, where WRF-LES tends toward more contrasted
structural features of the velocity field.






















































Figure 6.11: Hourly mean normalized velocity variance taken during the final hour of the
simulation window for 7 June 2007.
Vertical profiles of subgrid (panel a), resolved (panel b), and total (panel c) tur-
bulence kinetic energy are shown in Fig. 6.12. At the level of CBL quarter-depth,
WRF-LES produces greater energy than the OU-LES configurations, with WN-LES
generating values larger than either NN-LES and RN-LES. Conversely, the near-
surface values indicate that WRF-LES produces the least energy of all considered
simulations, while WN-LES has the largest such values. This behavior seems consis-
tent with the large motions that dominate the CBL produced by WRF-LES. Again,
both NN-LES and RN-LES remain close to one another.
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Figure 6.12: Hourly mean normalized turbulence kinetic energy taken during the final hour
of the simulation window for 7 June 2007.
Vertical profiles of subgrid (panel a), resolved (panel b), and total (panel c) vertical
momentum flux are shown in Fig. 6.13. At the level of CBL quarter-depth, WRF-
LES much more aggressive mixes momentum than does the similarly-valued OU-LES
configurations. Oppositely, the near the surface momentum flux is largest by WN-
LES and smallest by WRF-LES. Here, NN-LES and RN-LES remain close to one
another.
These pieces are then put together to explain the specious representation of spa-
tial variability and spectral density by the WRF-LES approach. Over the middle
one-half of the CBL depth, WRF-LES generates excessively large values of variance,
particularly in the vertical velocity field. As a result, equally excessive values of TKE
are produced over this depth. These large values are signs of large atmospheric flow
departures. The large variances of vertical velocity also act to enhance vertical mo-
mentum flux over a large portion of the CBL. This results in the large flow structures
being distributed over a large portion of the CBL. Since a majority of the available
energy is spent on large scales, there is no physical method by which to dissipate
energy downscale. Near-surface fields have insufficient energy from which to produce
154
turbulence. This explains the lack of an inertial subrange in the spectral density
plots.
However, the large values and deep extent of vertical momentum flux act to arti-
ficially create realistic mean field values, even when small-scale turbulence is largely
absent. Figure 6.13 depicts the normalized mean perturbation zonal wind component
within the CBL. Even though the turbulence structure between RN-LES and WRF-
LES are completely different (see Fig. 6.4), the mean profiles are nearly identical.
This perfectly demonstrates the need for higher-order statistics when determining
an appropriate solution to representing atmospheric turbulence. In reference to the
nudged profiles, the addition of large-scale forcing data to the NN-LES simulation
acts to more favorably mix momentum throughout the CBL. Given the larger near-
surface values of variance, TKE, and vertical momentum flux, the WN-LES affects
the NN-LES profile more drastically than RN-LES. Given the spectral density plots,
it is likely that the WN-LES represents the superior solution in this particular case.






















































Figure 6.13: Hourly mean normalized vertical turbulent momentum flux taken during the
final hour of the simulation window for 7 June 2007.
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Figure 6.14: Hourly mean normalized u-component velocity profile taken during the final
hour of the simulation window for 7 June 2007..
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6.3 Results: October 26, 2008
The second case chosen for the real-data LES experiments corresponds to Case 3
(described in Section 4.5) in the mesoscale study. This day was selected because the
prevailing conditions are also representative of the CBL type that is known to be
confidently reproduced by the OU-LES code. The day was marked by a clear and
dry CBL, with modest surface heating and strong winds. Throughout the course of
the simulation period, a weak cold front progressed through the comparison domain.
Following the frontal passage, winds shifted and remained strong, directional shear
was diminished, and surface heating was limited. This case represents a temporally
heterogeneous atmospheric environment in which a well-mixed CBL is driven by the
combined effects of shear and buoyancy forcing, with shear playing the larger role.
Again, beyond favorable conditions present on this day, this case was chosen because
results were numerically stable.
6.3.1 Basic Meteorological Fields
Figure 6.15 illustrates a meteogram (timeline trace) of basic meteorological variables
derived from WRF-LES output, OU-LES data, and measurements at the Lamont
site. Compared with the observational data, the RN-LES values for potential tem-
perature are once again too large for the first one-third of the simulation period.
After this time, the predictions matched the semi-diurnal trend of the observational
data, though values remained too large. Oppositely, the WN-LES values matched
more closely to observational traces early in the simulation period, while NN-LES
data diverged significantly. This indicates, unsurprisingly, that the NN-LES fails to
represent effects associated with the cold front passage because its effects are outside
of the initial driving fields. The WRF-LES values were too low compared to observa-
tions early in the simulation period, after which they became generally consistent with
RN-LES and WN-LES data. Moisture predictions generated by all simulations were
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initially congruous with those measured at the Lamont site, with the exception of that
from RN-LES, whose values were too large. As the day advanced, Every simulation
except NN-LES demonstrated a decrease in moisture associated with the cold frontal
passage. Again, with no connection to the large-scale forcing, the result is unsurpris-
ing. Wind speeds from every OU-LES simulation were overpredicted when compared
with observation data for a majority of the simulation period. Each approach was
generally close in magnitude and there was no immediately evident improvement
associated with a particular downscaling technique. Although the speed values are
overpredicted, they broadly follow the semidiurnal pattern of the wind traces. Con-
versely, wind speed predictions from WRF-LES are significantly underpredicted and
seemingly share few characteristics with the observational values. Wind direction
estimates were nearly identical to observations for all simulations, with WRF-LES































































































Figure 6.15: Evolution of (a) potential temperature (upper panel) and water vapor mixing
ratio (lower panel) and (b) wind speed (upper panel) and wind direction (lower panel)
predicted by predicted by OU-LES and WRF-LES for 26 October 2008. Observational
(SMOS) data are also shown for comparison.
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Figure 6.16: Evolution of the (a) friction velocity u∗ and (b) temperature scale θ∗ predicted
by OU-LES and WRF-LES for 26 October 2008. Observational data (ECOR and CO2FLX)
are also shown for comparison.
Turbulence scales for velocity and temperature are shown on Fig. 6.16. Predic-
tions of u∗ by all OU-LES configurations are consistent with observed values early in
the simulation, but show an overactive initial transition to turbulent flow. Through
the course of the simulation period, data from these configurations remain close to
one another, with no immediately evident improvement associated with a particular
nudging technique. Conversely, friction velocity data produced by WRF-LES are once
again significantly underpredicted and show to connection to the semi-diurnal trend
of the observational traces. Based on the two studied cases, it is evident that the
WRF model fails to capture realistic shear effects. Magnitudes of turbulence temper-
ature scale are underpredicted by all OU-LES simulation types. Values are generally
consistent with one another and there is little evidence of improvements associated
with a particular nudging procedure. Meanwhile, those predictions from WRF-LES
are notably overpredicted as compared with observational data. As seen in the pre-
viously considered CBL case, the relative contributions from mechanical production
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are overstated compared to observational traces for all simulation approaches except
that from WRF-LES.











































Figure 6.17: Evolution of (a) zi and (b) stability parameter − ziL predicted by the WRF
model with different parameterization schemes for 26 October 2008. Observational (LMN,
ECOR, and CO2FLX) and OU-LES data are also shown (for unstable conditions only).
CBL depth estimates and the stability parameter are shown in Fig. 6.17. Pre-
dictions of CBL depth are fairly consistent between all LES configurations for the
earliest portions of the simulation period. Data from NN-LES again shows the most
modest growth and produces the smallest values for all experiments. Predictions from
RN-LES data demonstrate a sharp growth coincident with the cold frontal progres-
sion, with a value most divergent from the 18 UTC observation at the Lamont site.
Estimates from WRF-LES also show this sharp growth, although the increase is less
vigorous than in the RN-LES configuration. After the increase, WRF-LES traces
match qualitatively with other simulation values. For this case, WN-LES produces
the most realistic depth estimates as compared to observed values and displays a
smooth growth similar to NN-LES. In terms of the stability parameter, ζ = −zi/L,
WRF-LES predicts values that are grossly overestimated from observations. This
is a result of underpredicted shear effects, overpredicted buoyancy effects, and an
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overestimated CBL depth. For OU-LES configurations, RN-LES values were closest
to observations at 18 UTC as compared with both the NN-LES and WN-LES data.
In this case, the relative performance of RN-LES data in characterizing the CBL as
compared with other configurations was mostly due to more accurate CBL depth
estimates.
6.3.2 Resolved Fields
Instantaneous contours of perturbation x-component of velocity (u) in the horizon-
tal plane are shown in Fig. 6.18 for NN-LES (panel a), RN-LES (panel b), WN-LES
(panel c), and WRF-LES (panel d). All three OU-LES solutions appear visually simi-
lar, depicting intermittent velocity fields associated with the post-frontal environment
present in the considered CBL case. However, data from the NN-LES configuration
depicts a more patchy velocity field with greater peaks around the mean as compared
to RN-LES and WN-LES data, both of which show slightly broader (less patchy)
structures with smaller departures from the mean. This may point to potential ef-
fects on the flow field by each respective nudging procedure. Once again, fine-scale
structures consistent with atmospheric turbulence are lacking in the WRF-LES data.
The velocity field is overly smoothed and depicts a seemingly nonphysical inflow streak
that originates from a point-source on the lateral boundaries. This may indicate a
problem in matching fields at the boundaries during the nesting procedure. The be-
havior depicted in the WRF-LES fields remain troubling and calls into question the
model’s ability to reproduce realistic turbulent flow features under conditions present
in the considered CBL type.
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Figure 6.18: Horizontal slice of u-component velocity at level zzi = 0.25 during the final
hour of the simulation window for 26 October 2008.
Similarly, instantaneous contours of z-component of velocity (w) in the horizontal
plane are shown in Fig. 6.19. Panels correspond to the same simulation configura-
tions as those described in Fig. 6.18. Vertical velocity Data from the NN-LES show
quasi-random cellular structures consistent with those of a dry CBL, with an evenly
appearing distribution around the mean. The fields predicted by the RN-LES and
WN-LES configurations depict comparatively less patchy vertical velocity structures.
In both cases, the fields are stronger, more broadly organized, and oriented along the
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mean wind. These differences with the control-run OU-LES data seemingly points
to effects generated as a result each nudging procedure. Similar to the horizontal
velocity field, WRF-LES predictions of vertical velocity lack any spatial variability
consistent with turbulent motions. Such behavior diminishes the confidence for us-
ing the WRF-LES approach to reproduce realistic atmospheric turbulence fields for
conditions considered in this CBL case.
Figure 6.19: Horizontal slice of w -component velocity at level zzi = 0.25 during the final
hour of the simulation window for 26 October 2008.
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6.3.3 One-Dimensional Spectra
The temporal- and spatial-averaged normalized one-dimensional spectral densities of
u component of velocity are shown in Fig. 6.20. Once again, averaging took place in
both space and time for all spectral calculations. At each model output time, spectra
were calculated for every row in the direction of interest and subsequently averaged,
representing the spatial mean. The resultant spatial means were then averaged over
hourly increments, representing the temporal mean. Panel (a) represents spectra
calculated in the x-direction, while those in panel (b) are calculated along the y-
direction. For u component, x (with k1 =
2π
x
) is therefore the longitudinal direction
and y (with k2 =
2π
y







































Figure 6.20: Normalized one-dimensional spectral density of u component of velocity in the
longitudinal (k1) and transverse (k2) directions at level
z
zi
= 0.25 for 26 October 2008.
Inspection of u-component spectra highlights key differences between considered
LES approaches. Large-scale energy is inconsistent across all considered simulations.
The spectra curve from NN-LES contains the largest energies at low-wavenumber
modes as compared with other simulations. The inertial subrange is also narrow and
the departure from the theory-predicted cascade slope illustrates a coarse effective
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model resolution. Comparatively, both RN-LES and WN-LES slopes are flatter, in-
dicating a broad range of energy-containing scales. The inertial subranges are equally
narrow and more energy is attributed to high-frequency flow characteristics than in
the NN-LES configuration. Whether the energy shown nearest the grid cutoff may
be trusted remains a question. Data from WRF-LES contains even smaller energy
at low-wavenumber scales than any of the alternative simulation approaches. Here,
spectra produced from WRF-LES predictions demonstrate a more realistic inertial
subrange and energy cascade than was found in the previously considered case. One
may also notice that the spectral behavior is somewhat difference for the longitudi-
nal and transverse directions. The transverse direction contains a narrower inertial
subrange for all considered simulations. The NN-LES energy drops off at a much
coarser wavenumber than in the longitudinal direction and both RN-LES and WN-
LES curves appear flatter. Once again, spectra produced from WRF-LES data fail to
demonstrate an inertial subrange and energy cascade that conform to expected the-
oretical behavior. They instead indicate a perpetual dissipation of energy at slopes
steeper than predicted by theory. The behavior is indeed troubling, but entirely con-
sistent with previously demonstrated results for other considered fields. Specifically,
the mean fields predicted by WRF-LES, which are associated with a large range of
scales, compare closely with observations, while inspection of spatial variability in
the horizontal plane reveals a deficient representation of structures consistent with
atmospheric turbulence. The collective result in the transverse direction is most likely
the result of the mean wind being oriented from the north across comparison domain.
The normalized one-dimensional spectral densities of w-component velocity are
shown in Fig. 6.7. The left (right) panel represents k1 (k2) spectra calculated in the
x-direction (y-direction). In this case, both directions are transverse directions in
relation to w component of velocity. The inertial subrange is narrow and the sub-
sequent departure from the cascade slope predicted by turbulence theory occurs at
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a coarser wavenumber than in the other two considered OU-LES approaches. Con-
versely, RN-LES and WN-LES slopes are again flatter, indicating a broad range of
energy-containing scales, the inertial subranges are narrow, and more energy is at-
tributed to high-frequency modes. Whether the near-grid-scale data may be trusted
remains a question. Data from WRF-LES predictions contain markedly less energy
at low-frequency modes than any of the alternative simulation configurations. The
spectra curve produced from WRF-LES data demonstrate a more realistic inertial
subrange and energy cascade than was found in the previously considered case and
follows the general behavior of the NN-LES trace. Much like in the u spectrum,
spectral behavior was different between the longitudinal and transverse directions.
Inertial subranges were narrower for all considered OU-LES simulation types. The
NN-LES depicts a coarser effective resolution while the other two OU-LES approaches
generate flatter curves. Consistent with u spectrum behavior, WRF-LES data showed
no reasonable inertial subrange or energy cascade. The differences between spectra








































Figure 6.21: Normalized one-dimensional spectral density of w component of velocity in the
longitudinal (k1) and transverse (k2) directions at level
z
zi
= 0.25 for 26 October 2008.
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6.3.4 Two-Dimensional Spectra
Figure 6.22 depicts the normalized two-dimensional spectral densities of u component
of velocity. Longitudinal direction is along x and transversal direction is along y. In
wavenumber space, these directions correspond to k1 and k2, respectively. Spectral
scales are thus largest in the center of the spectral plot and decrease outward. Con-
tours represent increasing values of spectral density toward the center. Figure panels
similarly correspond to the respective simulations, as in Fig. 6.18.
Figure 6.22: Normalized two-dimensional spectral density of u component of velocity at
level zzi = 0.25 for 26 October 2008.
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Contours of spectral density from all three considered OU-LES configurations are
very similar in a visual sense. Note that the spectral density curves from NN-LES
are slightly broader than those from RN-LES and WN-LES for the largest scales.
This coincides with the comparative enhanced energy depicted in the associated one-
dimensional spectral density (see Figure 6.20). Note, also, that the spectral density
contours are stretched in the longitudinal directions, increasingly true for smaller
scales. This behavior is consistent with a mean wind from the north, in which the
direction is only slightly askew from purely meridional flow. The changing elonga-
tion with increasing wavenumber potentially points to small-scale anisotropic effects
related to the mean wind. That is, the mean flow preferentially affects smaller scales.
Inspection of WRF-LES data reveals that the model fails to predict a meaningful
cascade of energy outward toward smaller scales. The cascade is more realistic in
the k1 direction as opposed to the k2 direction. This is consistent with the one-
dimensional spectral density curves shown in Fig. 6.2. Still, energy is concentrated
in the center and decreases with increasing wavenumber in an unphysical manner.
Once again, there is indication that WRF-LES at least matches the orientation of
enhanced variability, which is illustrated in panel (d) of Fig. 6.18.
Normalized two-dimensional spectral densities are also shown for w velocity com-
ponent in Fig. 6.9. In this case, both x (k1) and y (k2) directions are considered
transverse directions in relation to the w component. The main difference that exists
between the OU-LES solutions in that spectral density curves from WN-LES data
are more spread in the along-flow direction, indicating that more energy exists at
smaller scales for this configuration. This behavior is confirmed in Fig. 6.21. Spectra
curves for all three OU-LES solutions are properly elongated in the across-flow direc-
tion, indicating that these approaches sufficiently capture the orientation of maximum
spatial variability. In addition, each of these three solutions demonstrate a smooth
cascade of energy in the downscale direction. Conversely, spectral density contours
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derived from WRF-LES output show a lack of such cascade, with energy primarily
concentrated at large scales. Some elongation is depicted in the k1 direction, but
the same is not true in the k2 direction, wherein energy is linearly dissipated in an
unphysical manner. Such behavior is depicted in the one-dimensional spectra curves
for vertical velocity (see Fig. 6.21).
Figure 6.23: Normalized two-dimensional spectral density of w component of velocity at
level zzi = 0.25 for 26 October 2008.
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6.3.5 Additional Turbulence Statistics
Standard deviations of horizontal velocity are primarily consistent between all consid-
ered schemes, with values generally not exceeding approximately 1 ms−1. Skewness
values for all OU-LES configurations are small and negative, while that from WRF-
LES is larger and positive. Accordingly, the bulk of the OU-LES based solutions are
positive, while a larger portion of the WRF-LES domain is driving by negative values.
Comparison of kurtosis indicates that the values for all three OU-LES configurations
are consistently small and positive, while that from the WRF-LES is positive and
larger in magnitude. Again, while all simulation types have values more concentrated
around the mean than a normal distribution, the WRF-LES fields are more likely to
generate variance through large-scale, gusty winds. For both skewness and kurtosis,
WN-LES best matches the values from NN-LES data.
Vertical velocity standard deviations are generally consistent between all consid-
ered schemes, with values ranging between 0.44 and 0.71 ms−1. Skewness values for
all considered simulation types are positive, meaning that a majority of the respective
vertical velocity fields are dominated by downward-directed flow. Values for RN-LES
data most closely math that from NN-LES, although skewness for all nudged and
nested configurations are comparatively large. Accordingly, a larger portion of each
domain from these configurations are driven by negative values. Comparison of kurto-
sis indicates that the values for all considered simulation types are positive. The value
from NN-LES is relatively small, while the remaining approaches yield values that
indicate an increased role of gusty winds. Kurtosis from WRF-LES is especially large,
indicating that the velocity fields are dominated by large-scale gusty flow features.






























































































































































































































































































































































































































































































Vertical profiles of velocity variances are shown in Figure(6.25). For horizontal
and vertical velocities at the level of CBL quarter-depth, WRF-LES produces smaller
variances, while NN-LES generates the largest. The opposite is true for near-surface
values, where WRF-LES reproduces the largest values horizontal velocity variance.
This is consistent with the distributions shown in Fig. 6.10, where WRF-LES again
tends toward more contrasted structural features of the velocity field.






















































Figure 6.25: Hourly mean normalized velocity variance taken during the final hour of the
simulation window for 26 October 2008.
Vertical profiles of subgrid (panel a), resolved (panel b), and total (panel c) tur-
bulence kinetic energy are shown in Fig. 6.12. At the level of CBL quarter-depth,
WRF-LES produces less energy than the OU-LES configurations, with NN-LES gen-
erating values larger than either RN-LES or WN-LES. Conversely, the near-surface
values indicate that WRF-LES produces the greatest energy of all considered sim-
ulations, while WN-LES produces the smallest such values. This behavior seems
consistent with the smoothed fields that depict the CBL produced by WRF-LES.
Here, both RN-LES and WN-LES remain relatively close to one another as compared
with NN-LES.
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Figure 6.26: Hourly mean normalized turbulence kinetic energy taken during the final hour
of the simulation window for 26 October 2008.
Vertical profiles of subgrid (panel a), resolved (panel b), and total (panel c) vertical
momentum flux are shown in Fig. 6.13. At the level of CBL quarter-depth, WRF-
LES acts to transport momentum downward toward the surface, while the other
considered solutions transport momentum upward. Mixing within the NN-LES is far
greater than the magnitudes of the other simulation types.
Over the lower twenty percent of the CBL depth, WRF-LES generates excessively
large values of variance, particularly in the horizontal velocity field. As a result,
equally excessive values of TKE are produced over this depth. These large values
are signs of large atmospheric flow departures, which point to WRF-LES extracting
too much energy from the system. This seems in agreement with the one-dimensional
spectral density plots and histogram data where it was shown that variance within the
system was most likely to originate from infrequent and large gusty structures. Unlike
the other considered simulation types, WRF-LES generates negative momentum flux
within this region of peak energy. This acts to extract larger values of momentum from
the system and transport them into the portion of the CBL with large TKE. Since a
majority of the available energy is now spent on large scales in this region, there is
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no physical method by which to sufficiently dissipate energy downscale. Fields near
this lower portion of the atmosphere have insufficient energy from which to produce
turbulence, which explains the lack of an inertial subrange in the spectral density
plots.
Figure 6.28 depicts the normalized mean perturbation zonal wind component
within the CBL. Even though the turbulence structure between nudged and nested
simulations are completely different (see Fig. 6.18), the mean profiles are reasonably
similar. The main differences are related to the magnitude of vertical momentum
flux. In reference to the nudged profiles, the addition of large-scale forcing data to
the NN-LES simulation acts to reduce vertical momentum flux to more appropriate
values, resulting in velocity fields that match more closely with observations. Given
the comparisons of bulk meteorological quantities, the visual appearance of resolved
flow fields, and the traces of spectral density and turbulence statistics, it may tenta-
tively be concluded that WN-LES represents the best compromise in this particular
case.






















































Figure 6.27: Hourly mean normalized vertical turbulent momentum flux taken during the
final hour of the simulation window for 26 October 2008.
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Figure 6.28: Hourly mean normalized u-component velocity profile taken during the final
hour of the simulation window for 26 October 2008.
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6.4 Discussion
Large eddy simulations of turbulent flow were conducted for two cases (Cases 1 and
3, Section 4) of a clear and dry CBL developing over the central plains of the United
States and were compared with observational data. The first approach for this study
was the use of WRF-LES. The examination of the WRF model’s capabilities in this
function have thus far been limited. The importance of testing real-world applications
of WRF-LES has been stated in recent publications (e.g. Talbot et al. 2012). In order
to run WRF-LES for real atmospheric conditions, the model requires specified lateral
boundary conditions and realistic input data to drive the simulation. Since such data
is rarely available on the scales needed, a split-nesting procedure was implemented.
The process involved downscaling regional atmospheric data through three mesoscale
WRF model grids. The finest-scale results were then used to generate boundary con-
ditions and input fields for the LES domain. That data was subsequently downscaled
by way of three WRF-LES grids. Problems are known to exist for real-word applica-
tion of WRF-LES: transition of scales may result in an eddy deficient region at the
inflow portions of the domain, the finest mesoscale and coarsest LES domains likely
reside within the problematic scale range often referred to as the “terra incognita”
(Wyngaard 2004), and numerical methods inherent to the model’s solver have been
shown to affect the reproducibility of the smallest scales of motion.
Given these potential problems, a traditional LES was employed (OU-LES). While
LES are well-suited to reproduce CBL flow types, their technical implementation may
limit applicability to real-world scenarios. Namely, these simulations are disconnected
from important large-scale atmospheric information, which may lead to unbounded
growth away from observations. In order to address this issue, a force-restore nudging
procedure was implemented to connect the OU-LES with realistic data from the
larger-scale environment. Previous to this study, the only extensive testing for this
procedure in OU-LES involved hourly data RUC model analyses. Even though the
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RUC-based approach has been shown to improve comparisons with the non-nudged
control run, OU-LES has still proven capable of producing mean fields and turbulence
parameters that are inconsistent with observational data. It is believed that the
relatively coarse (in time and space) RUC grid may fail to capture local flow features
nearest the observational site. In order to alleviate these potential issues, a new
downscaling procedure was implemented. The new nudging approach involved using
outputs from the mesoscale WRF model runs that employed 4-km grid spacing. Data
was selected every minute and averaged over the four nearest grid cells to the Lamont
site. Data from non-nudged (NN-LES), RUC-nudged (RN-LES), and WRF-nudged
(WN-LES) OU-LES simulations were compared with observational data and WRF-
LES predictions.
Mean-field comparisons were mainly consistent and demonstrated that nudging
procedures generally improved performance compared with observational data. With
a few exceptions, namely wind speed and the related friction velocity, the bulk mete-
orological quantities predicted by WRF-LES matched closely with observations. In
fact, for several fields (e.g. CBL depth estimates and turbulence temperature scale)
WRF-LES was closer to real-world values than any of the OU-LES configurations.
While the mean-field results looked promising, inspection of planar slices of horizontal
and vertical velocity illustrated a problem with WRF-LES data. While all OU-LES
solutions produced visually similar patchy fields associated with atmospheric turbu-
lence, those from WRF-LES were smoothed-out large structures with no visible sign
of spatial variability.
For the first studied case, investigation of one-dimensional spectral density indi-
cated that WRF-LES produced energy consistent with other simulations at the largest
scales. However, WRF-LES showed no meaningful cascade of energy downscale and
instead demonstrated a linear decrease with increasing wavenumber. Meanwhile, re-
sults from WN-LES were closest to NN-LES, while RN-LES often displayed too little
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energy across a broad range of scales. For the second case, WRF-LES curves of spec-
tral density were grossly underestimated across the entire spectrum. Again, there
was no physical transport of energy downscale by WRF-LES. Results from the OU-
LES were consistent with the first considered CBL case. Two-dimensional spectral
density plots confirmed the spurious behavior exhibited by OU-LES. Namely, all OU-
LES fields depicted a nice transition of energy from large to small scales, whereas
the WRF-LES fields failed to do so. The spectra fields from WRF-LES did, however,
correctly place the elongation of curves that are oriented normal to the mean flow.
Additional statistics were examined. Histograms of WRF-LES velocity fields in-
dicated peculiar distributions with a propensity to garner most variability from in-
frequent, large-scale gusts as compared with the OU-LES solutions. This, and pre-
viously observed behavior, was explained through examination of velocity variance,
turbulence kinetic energy, and momentum fluxes. Compared with OU-LES solutions,
WRF-LES produced large areas of exaggerated values for these statistics. The collec-
tive result was the generation and maintenance of large-scale structures that mitigated
the ability for turbulence to generate on small scales of motion. At the same time,
the effects combined to artificially produce reasonable mean profiles of bulk atmo-
spheric quantities. These fields, as a whole, also demonstrated that WN-LES was
more consistent with NN-LES than RN-LES. Recall that the non-nudged method is
considered the control run for turbulence statistics since its configuration is known
to adequately reproduce CBL with flow types similar to the investigated cases. In
that sense, WN-LES may present the most trustworthy velocity fields associated with
atmospheric turbulence between all nesting and nudged simulation approaches.
While the cases presented are limited to particular conditions at a specific mea-
surement site for reasons of theory and operational considerations, the results de-
rived from WRF-LES data are concerning. Why exactly turbulence is inadequately
reproduced is unclear. The effects of specified boundaries, scale interactions of the
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turbulence closure model across nests, and model numerics all possibly contribute to
the observed behavior. At the same time, it was shown that more physically mean-
ingful nudging procedures can improve the applicability of a traditional LES code





As the trend in numerical weather prediction continues toward finer and finer grid
meshes, the ability to reproduce credible small-scale spatial variability of meteoro-
logical fields becomes increasingly appealing to both operational and research envi-
ronments. For instance air pollution dispersion, wave propagation, CBL dynamics,
urban microclimates, thunderstorm initiation and maintenance, and the influence of
land characteristics on exchanges between the atmosphere and underlying surface all
represent areas that could benefit from such data. It is important, then, to determine
the optimal method of simulating such accurate turbulence statistics.
Several methods have been evaluated in the reported study with a goal to identify
an optimal approach to reproduce realistic near-surface flow fields and turbulence
parameters using mesoscale numerical model output. The focus of the study was
primarily on the daytime flow fields corresponding to the convective boundary layer
(CBL) conditions. A straightforward application of the WRF model in a traditional
mesoscale configuration was the first evaluated approach. The WRF model applied
in the large eddy simulation (LES) mode was another evaluated model configuration.
Approaches were also explored that are based on using the outputs of mesoscale
models (including the WRF model) to nudge high-resolution LES of boundary-layer
flows to realistic mesoscale environments. For this purpose, the OU-LES code was
employed. Historically, this code has proven to be adequate for the reproduction of
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idealized CBL flows, but its technical implementation limits applicability to real-world
situations.
Mean fields of meteorological quantities predicted by the WRF model in a mesoscale
configuration generally compare favorably with observational and LES data. It was
shown that little value was added by grid refinement from 1 to 4 km. Inspection of
near-surface turbulence characteristics indicates that the model fails to adequately
reproduce the spatial variability associated with atmospheric turbulence. Conversely,
the OU-LES confidently reproduced realistic turbulence properties while mean fields
would often drift from observations.
Subsequently, the use of high-resolution LES (both OU-LES and WRF-LES) was
investigated, first in an idealized framework and then for real-world applications. Re-
sults from the WRF-LES indicate that the model tends to attribute more energy
to larger-scale components of motion as compared to the conventional LES. Con-
sequently, the WRF model fails to adequately reproduce spatial variability within
sufficiently broad scale ranges. Spectra from the WRF model have narrower inertial
subranges and point to over-dissipation on small scales of turbulent motion.
As a means to prevent OU-LES from growing unbounded, nudging procedures
were investigated. Data from both RUC model (currently employed method) and
mesoscale WRF model outputs (new method) were used to drive and guide OU-LES.
Fields from RUC are more coarse (temporally and spatially) than those from the
WRF model. Employment of the high resolution OU-LES driven by the output of
the WRF model run in the mesoscale-mode yielded the overall best results in terms
of predicting near-surface turbulence parameters. This approach appears to be a
best compromise in generating accurate bulk meteorological quantities and realistic
turbulence statistics across a broad range of turbulence scales.
The results in this study do not necessarily indicate that the WRF model is a
poor choice for numerical weather prediction. To the contrary, mean-field predictions
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matched closely with observations in many cases. However, results from WRF-LES
applied in a real-world scenario, combined with those from the idealized experiment,
seem to suggest that that the WRF model may not be the best tool to extract
meaningful near-surface turbulence. Many of the decisions and compromises that
went in to creating such a useful community tool were guided by the motivation to
have it work across as many use-cases as possible. Many of those considerations have
simply limited the applicability of the WRF model to the specific applications set
forth in this study.
There may not be one specific solution to the problem of extracting meaningful
predictions of turbulence parameters. For instance, the WRF model solves a more
physically robust set of equations than OU-LES, but the filtering needed to maintain
stability while handling acoustic modes may negatively affect the scales of interest
for turbulence applications. The WRF model uses a higher-order advection scheme
than OU-LES, which is desirable for real-world applications where spatial accuracy
is important. However, the implicit filtering term included in that scheme may also
prove detrimental to the smallest scales of motion. The lateral boundary conditions
for OU-LES are assumed periodic, which is physically suspect for the real-world
CBL. While, the use of specified lateral boundaries in the WRF model serves as
a reasonable alternative, they introduce many issues that may affect the ability to
generate accurate turbulence statistics. To alleviate these problem, OU-LES may be
driven through a nudging procedure. As currently implemented, however, the nudging
procedure is likely only applicable to small, geographically homogeneous regions. In
the end, decisions may largely be driven by considerations of the associated tradeoffs.
The results in this study indicate that the WRF-nudged OU-LES may be the best
current compromise in generating accurate bulk meteorological quantities and realistic
turbulence statistics across a broad range of turbulence scales.
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7.2 Future Research
Moving forward, future research efforts should focus on the deficiencies laid out in
the study in order to enable mesoscale numerical model codes to more accurately
reproduce near-surface turbulence features across a broader range of spatial scales.
One such effort may require a fundamental shift in the assumptions that drive the
parameterization of CBL motions. This is especially true for the range of scales
where it remains unclear as to whether flow features are sufficiently resolved explicitly
or correctly represented statistically as subgrid-scale phenomena. Additionally, the
improvement of subgrid-scale turbulence closure modeling should be prioritized. The
use of dynamic closure procedures are particularly exciting . Instead of using universal
constants, these schemes dynamically compute the eddy-viscosity model coefficients
using local flow statistics. Finally, the combined problems associated with current
numerical grids like those used in the WRF model may warrant a new approach.
One such promising tool is the Model for Prediction Across Scales (MPAS; Klemp
et al. 2009), which solves governing equations on a Voronoi grid. The hexagonal grid
cells used in this case allow for selective refinement and require no special nesting
procedure like is currently required. Early results indicate that the model is accurate,
robust, and stable for long simulations. Until such improvements are more readily
available, users should remain honest about the tools they use and understand the
tradeoffs associated with their use.
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