Abstract-In example-based human pose estimation, the configuration of an evolving object is sought given visual evidence, having to rely uniquely on a set of sample images. We assume here that, at each time instant of a training session, a number of feature measurements is extracted from the available images, while ground truth is provided in the form of the true object pose. In this scenario, a sensible approach consists in learning maps from features to poses, using the information provided by the training set. In particular, multivalued mappings linking feature values to set of training poses can be constructed. To this purpose we propose a belief modeling regression (BMR) approach in which a probability measure on any individual feature space maps to a convex set of probabilities on the set of training poses, in a form of a belief function. Given a test image, its feature measurements translate into a collection of belief functions on the set of training poses which, when combined, yield there an entire family of probability distributions. From the latter either a single central pose estimate or a set of extremal ones can be computed, together with a measure of how reliable the estimate is. Contrarily to other competing models, in BMR the sparsity of the training samples can be taken into account to model the level of uncertainty associated with these estimates. We illustrate BMR's performance in an application to human pose recovery, showing how it outperforms our implementation of both relevant vector machine and Gaussian process regression. Finally, we discuss motivation and advantages of the proposed approach with respect to its most direct competitors.
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I. INTRODUCTION

P
OSE estimation is a well-studied problem in computer vision. Given an image sequence capturing the motion and evolution of an object of interest, the problem consists in estimating the position and orientation of the object at each time instant, along with its internal configuration or pose. Such esti- mation is typically based on two pillars: the extraction of salient measurements or features from the available images and, when present, a model of the structure and kinematics of the moving body. Pose estimation is, among others, a fundamental ingredient of motion capture, i.e., the accurate reconstruction of a person's motion, for instance for animation purposes or the medical analysis of posture and gait.
A. State of the Art
Current methodologies for pose estimation can roughly be classified into model-based, learning-based, and example-based approaches. In model-based methods [1] , [2] human poses are represented by explicit body model parameters. Pose recovery is typically achieved via optimization, whose aim is to match the pose variables of a forward rendered model with the extracted features. Initialization is often difficult, and the pose optimization process can be subject to local minima [3] . In contrast, learning-based approaches [4] - [6] , [14] rest on the fact that typical (human) motions involve a far smaller set of poses than the kinematically possible ones, and learn a model that directly recovers pose estimates from observable image quantities. Such methods [7] - [10] are generally faster, due to the lower dimensionality of the models employed, and often provide a better predictive performance whenever training and testing data are captured under similar conditions. This class of methods, however, requires heavy training to generate good quality predictions, and the resulting model may lack generalization power.
Example-based methods, which explicitly store a set of training examples whose three-dimensional (3-D) poses are known, estimate pose by searching for training image(s) similar to the given input image and, if required, by interpolating their poses [5] , [11] . They can then be used to automatically initialize model-based methods, as in the monitoring of an automobile driver's head movements provided in [10] . No prior analytic structure of the pose space is incorporated in the estimation process, although the training data itself does amount to a rough approximation of the configuration space.
In this class of techniques, vectors of feature measurements (such as moments of silhouette images [12] , edge direction histograms [13] , distributions of shape contexts [14] , or Harr-like features [15] ) are first extracted from each individual image. The integration of multiple cues is exploited to increase both accuracy and robustness of the estimation [37] - [40] . Then, the likely pose of the object is predicted by feeding the resulting feature vector to a learnt map from the feature space to the pose space, for instance using an efficient searching scheme such as random forests. Note that this map is (in general) one-to-many: more than one object configuration can generate the same feature observation(s), because of occlusions, self-occlusions and the ambiguities induced by the perspective image projection model itself.
Since only limited information is provided to the system in the training session, only an approximation of the true feature-pose mapping can be learned. In [12] , for instance, an inverse mapping between image silhouette moments and 2-D joint configurations is learned by fitting a Gaussian mixture to 2-D joint configurations via the EM algorithm. The accuracy of the estimation depends on the forcibly limited size and distribution of the available examples, which are expensive and time-consuming to collect. This has suggested the adoption of a more activity-based setting to constrain the search space of poses. In [17] , a number of exemplar 2-D views of the human body is stored; the locations of the body joints are manually marked and labeled. The input image is then matched via shape context matching to each stored view, and the locations of the body joints in the matched exemplar view are transferred to the test image. Local weighted regression [5] , BoostMap [11] , and Bayesian mixture of experts [6] have also been applied. In example-based approaches queries can be potentially computationally expensive, and need to be performed quickly and accurately [5] , [11] . In addition, these methods often have problems when working in high dimensional configuration spaces, as it is difficult to collect enough examples to densely cover them.
B. Scenario
We consider here a situation in which: 1) a set of training images of various poses of an object is available; 2) the object's configuration in each image can be described by a vector q ∈ Q in a pose space Q which is a subset of R D , with D the dimensionality of the pose vector; 3) a source of ground truth exists which provides for each training image I k the pose configuration q k of the object portrayed in the image; and 4) the location of the object within each training image is known, in the form of a minimal bounding box. In the training session, the object explores its range of possible configurations, and a set of poses is collected to form a finite approximationQ of the true pose space Q:
where T is the duration of the training session. At the same time N distinct features are extracted from the available image(s), within the available bounding box:
In order to collectQ we need a source of ground truth poses at each time instant k of the training session. One option is to use a motion capture system, as in [12] . After applying a number of reflective markers in fixed positions of the moving object, the system is able to supply the 3-D locations of the markers. Since we assume we do not know the object's actual pose space Q, it is reasonable to use the collection of 3-D marker locations as pose vector. In the testing stage, a supervised localization algorithm (trained using the annotated image evidence and bounding box pairs, e.g., [27] ) is employed to locate the object within each test image, so that image features are only extracted from within the resulting bounding box. Such features are exploited to estimate the object's configuration, with attached a measure of how reliable this estimate is.
C. Contributions
In this paper, we propose a regression framework for the example-based pose estimation problem formulated above, based on the theory of belief functions [19] - [21] . Belief functions are nonadditive measures which admit a number of interpretations:
1) as random sets, i.e., probability distributions on the power set of all subsets; 2) as convex sets of conventional probability distributions; and 3) as measures induced by the application of a multivalued map to a probability measure [20] , [22] . The most relevant interpretation for the proposed belief modeling regression (BMR) model is the second one, for a belief function on the pose space is equivalent to a set of linear constraints on the actual conditional pose distribution (given the features). Our BMR framework uses the finite amount of evidence provided in the training session to map any new feature value to a belief function on the set of training posesQ, via a learnt refining map. This determines a convex set of distributions onQ, which in turn generates an interval of pose estimates.
Multiple features are necessary to obtain a decent estimation accuracy. All single-feature refinings are collected in an evidential model of the object, and the information carried by individual features is fused in the belief theory framework [20] , [23] . This allows even limited resolutions for the individual features to translate into relatively high estimation accuracy (in a similar way to tree-based classifiers [18] or boosting approaches, in which weak features are combined to form a strong classifier). The size of the resulting convex set of probabilities (credal set) reflects the amount of training information available: the larger and more densely distributed within the pose space the training set is, the narrower the resulting set of probabilities. A separate pose estimate can be computed for each vertex of the credal set, in a robust statistical fashion. In alternative, a central estimate can be extracted together with a measure of the associated uncertainty, as a function of the size of the estimated set of probabilities.
As we show in the last part of the paper, an evidential model provides a constraint on the family of admissible feature-topose maps, in terms of smooth upper and lower bounds. All mappings (even discontinuous, or 1-many) within those smooth bounds are admissible under the model. The width of this space of mappings reflects the uncertainty induced by the size and distribution of the available training set.
D. Paper Outline
The paper is structured as follows. First, the theory of belief functions is introduced in Section II, with a focus on their combination operators and the handling of evidence defined on distinct but related domains. In Section III, the different elements of our BMR approach are described in detail. Evidential model training is described in Section III-A. In Section III-B, Dirichlet belief functions are proposed to model the uncertainty due to the scarcity of the training data. From the belief function resulting from their combination, either a pointwise estimate or a set of extremal estimates of the pose can be extracted. In Section III-C, model assessment criteria are discussed, together with an analysis of the computational complexity of training and estimation algorithms. Section IV illustrates the performance of BMR in a human pose recovery setting, showing how BMR outperforms our implementation of both relevant vector machine and Gaussian process regression (GPR). Finally, Section V discusses motivation and advantages of the proposed approach in comparison with other competitors. Section VI concludes the paper.
II. BELIEF CALCULUS
Suppose that we have a probability measure P for a question Q 1 whose possible outcomes form a set Ω, and that Q 1 is related to another question Q 2 , whose outcomes are in a different set Θ, via a one-to-many map ρ : Ω → 2 Θ (a multivalued mapping) outcomes ω ∈ Ω of Q 1 are mapped to sets of outcomes B = ρ(ω) ⊂ Θ of Q 2 . The probability value of ω ∈ Ω thus supports the proposition that the true answer to Q 2 is in a subset A of Θ, whenever ρ(ω) ⊆ A. As A. Dempster showed [20] , the result of mapping a probability distribution via a multivalued map is an object more general than a probability measure: a belief measure [22] .
The degree of belief b(A) with which A ⊆ Θ contains the answer to Q 2 is then the total probability of all the supporting out-
i.e., the sum of the masses of all its subsets. The domain Θ of a belief function is called frame of discernment (FOD), and the nonzero mass subsets of Θ are said focal elements (f.e.s). A popular (albeit criticized) interpretation of belief functions sees each focal element A with b.p.a. m(A) as the indication of the existence of a mass m(A) floating inside A, which can be assigned to any of its elements x ∈ A [30] . A probability distribution consistent with b can then be obtained by redistributing the mass m(A) of each focal element A to its elements x ∈ A. The resulting credal set [31] consistent with a belief function b is P [b] .
e., the set of probability measures whose values dominate that of b on all events A. This is a polytope in the simplex of all probabilities one can define on Θ. The vertices of this polytope are all the probability distributions p π induced by an arbitrary permutation π = {x π (1) , . . . , x π (|Θ|) } of the elements of Θ, of the form:
The latter assigns to a singleton element in position π(i) the mass of all the focal elements A containing it, while not containing any elements before it in the permutation order. The combination of information obtained from different sources, and represented as belief functions, is a central theme of belief calculus [23] , [41] . 
This definition can be trivially extended to the combination of an arbitrary number of belief functions.
While it is axiomatically justifiable as the only combination rule which meets a number of rationality requirements (such as least commitment, specialization, associativity, and commutativity [42] ), the conjunctive combination also amounts to assuming that the sources of evidence to merge are both reliable and independent. In general, the current consensus is that different combination rules are to be employed under different assumptions [42] . However, it is difficult to decide in which situations the sources of information can indeed be considered independent. An alternative point of view, supported by Shenoy, suggests that, rather than employing a battery of combination rules whose applicability to a given problem is difficult to establish, we should adopt models which do meet the assumption of independent sources, as it happens in probability theory. We support this view here, and test the adequacy of the assumption empirically.
In belief calculus, a map between two FODs Θ and Ω of the form ρ :
A FOD is called the minimal refinement [19] of a collection of frames Θ 1 , . . . , Θ N if it is a refinement of each of them (their common refinement), and no coarsening of it is still a common refinement. The minimal refinement of 
III. BELIEF MODELING REGRESSION
A. Model Training
Consider an image feature function y, whose values lie in a feature space Y, and denote by ρ * : Y → 2 Q the unknown mapping from the feature space to the collection 2 Q = {Q ⊆ Q} of sets Q of object poses. We seek to learn from the training data {Q,Ỹ} (1) and (2) an approximation of the unknown featurepose mapping ρ * . EM clustering [29] is applied individually to each component of the training data {y i (k), k = 1, . . . , T }, i = 1, . . . , N to obtain a Mixture of Gaussians (MoG) 1 with n i components:
The MoG ( 
where
in which the jth Gaussian component dominates (see Fig. 1 ). We call (7) 
Applying EM clustering separately to each training feature sequence in (2) thus yields both N approximate feature spaces
. . , N, and N maps as in (8), from each approximate feature space to the set of training posesQ. clusters to sets of sample training poses in the approximate pose spaceQ. As the learned application (8) maps approximate feature spaces to disjoint partitions of the approximate pose spaceQ, the latter is a common refinement (see Section II) of the collection of approximate feature spaces Θ 1 , . . . , Θ N . The collection of FODsQ, Θ 1 , . . . , Θ N along with their refinings ρ 1 , . . . , ρ N is characteristic of both the object to track, the chosen feature functions y i , and the actual training data: we call it the evidential model (see Fig. 2 ) of the object.
B. Estimation
Once an evidential model has been learned from the available training set, it can be used to estimate the pose of the object given new visual evidence. 
When normalized, the latter yields a probability distribution p i on the approximate feature space Θ i . Since each ρ i is a multivalued mapping, it follows (Section II) that p i induces a belief function on the (approximate) pose rangeQ. As a result, the test features values y 1 , . . . , y N are mapped to a collection of belief functions b 1 , . . . , b N on the set of training posesQ.
2) Dirichlet Belief Function Modeling:
In fact, belief functions allow us to take into account the scarcity of the training samples by assigning a mass m(Θ i ) to the whole approximate feature space, prior to applying the refining ρ i . This encodes the fact that training the model on a larger set of examples would alter the shape of the MoG approximation of Y i in unpredictable ways. Namely, we map the soft assignment (9) to a Dirichlet belief function [43] , with b.p.a.:
(10) The assignment in (10) discounts the probability distribution obtained by simply normalizing the likelihoods (9) by assigning the mass m i (Θ i ) to the entire FOD Θ i . A reasonable choice for the mass function is:
, so that when n i → ∞ the discount factor tends to zero, and the approximate feature space converges to the Mixture of Gaussian representation of the actual feature space. In addition, as n i cannot be greater than the number T of training samples, such a discounting factor also considers the limited size of the training set. If we set m i (Θ i ) = 0 the result is a probability distribution, called a Bayesian belief function [19] .
3) Belief Estimate: the Dirichlet belief functions {b i : 
The resulting b.f.s onQ are combined by conjunctive combination, as in (5) . The result is a belief functionb = b 1 ∩ · · · ∩ b N onQ, which we call the belief estimate of the object's pose. As explained in Section II, the belief estimate is associated with an entire convex set of probabilities on the approximate pose space.
Example: Suppose that the training set of poses contains just three samples:Q = {q 1 , q 2 , q 3 }, and that the evidence combination process produces a belief estimateb with b.p.a.:
According to (4) 
4) Computing Expected Pose
Estimates: point-wise information on the object's pose can be extracted from a belief estimateb in two different ways. a) Extracting a Set of Extremal Point-Wise Estimates: each of the vertices (4) of the credal set associated withb is a probability distribution on the approximate pose spaceQ. We can compute the associated expected pose aŝ
The set of such extremal estimates describes therefore an entire polytope of expected pose values in the object's pose space Q. 
is the barycenter of the credal set P[b] associated with b. Although other transforms have been proposed [45] - [48] , empirically their performances in the human pose estimation experiments presented here have been proven comparable.
Pose estimation: Given an evidential model of the moving body with N feature spaces, and given at time t one or more test images, possibly coming from different cameras: 1) the object detector learned during training is applied to the test image(s), returning for each of them a bounding box roughly containing the object of interest; 2) the N feature values are extracted from the resulting bounding boxes, as during training; 3) the likelihoods {Γ 
6) their conjunctive combinationb(t)
. (5); 7) the object pose estimate(s) are computed: a) either the pignistic transform (14) is applied tob(t), yielding a probability distribution onQ from which an expected pose estimateq(t) is obtained by (13); b) or, the vertices of the convex set of probabilities P[b(t)] associated with the belief estimateb(t) are computed as in (4), and a mean pose estimate is obtained for each one of them as in (13) .
C. ASSESSING EVIDENTIAL MODELS
1) Robustness
As a consequence of computing the belief estimate by conjunctive combination, a nonzero mass may be assigned to the empty set. This happens when the focal elements of the belief functions to merge {b i (t)} are disjoint. In the worst case scenario all the mass may be assigned to ∅, and no estimation is possible (conflict). Conflict may arise due to either the incorrect localization of the object of interest (due to limitations of the trained detector), so that background features conflicting with the foreground information are also extracted, or to the presence of occlusions, which generates conflict for similar reasons.
However, when adopting Dirichlet belief functions for inference (Section III-B2) this never materializes, for each individual b.f. has Θ i as a focal element and some mass is always assigned to nonempty focal elements, ensuring robustness to localization errors and occlusions.
2) Computational Cost
At training time EM's computational cost is easy to assess, as the algorithm usually takes a constant number c ∼ 5-10 of steps to converge. At each step the whole observation sequence of length T is processed, yielding a time complexity of O(cN nT ) (where N is the number of features, n the average number of EM clusters, T the number of training samples). This is acceptable for real-world applications, since this only needs to be done once in the training session. In the experiments of Section IV the whole training procedure in MATLAB required 17.5 s for each run of EM on an outdated Athlon 2.2 GHz CPU with N = 5 features, n i = n = 5 states per feature space, and T = 1726.
At test time, although the conjunctive combination in (5) is exponential in complexity if naively implemented, fast implementations of ∩ exist [50] . Numerous Monte-Carlo approximation schemes have been proposed [51] . Furthermore, Dirichlet b.f.s in (10) have n i + 1 non-zero focal elements, reducing the computational complexity of their pairwise combination from O(2 2n ) (the mass multiplication of all the 2 n possible focal elements of the first belief function by those of the second b.f.) to O(n 2 ).
3) Self-Consistency
An evidential model is self-consistent if it produces the correct ground truth pose values when presented with the training feature data {y i (k), i = 1, . . . , N}. 
Consequently, sample object poses in the same intersection of the above form are indistinguishable under the given evidential model. The collection of all the nonempty intersections of the form (15) 
4) Model Granularity and Accuracy
The granularity {n i , i = 1, . . . , N} and dependence of the feature spaces forming of an evidential model obviously affect the accuracy of the estimation process. Indeed, if the approximate feature spaces Θ i are independent, for each combination of feature regions Y of encoding feature-pose maps separately: as long as the chosen features are independent (as described above), a relatively coarse MoG representation for each feature space permits a good accuracy of the pose estimate. 2 
5) Approximate and Actual Pose Space
Finally, let us discuss the conditions under which the training set of posesQ is a proper approximation of the unknown parameter space Q (see Fig. 2 ). Ideally, the setQ of training poses should be dense in Q: ∀q ∈ Q there ought to exist a sample q k such that q − q k < for some small enough. Clearly, such a condition is hard to impose. The distribution of the training poses within Q has nevertheless a number of consequences on the estimation process.
First, as the true pose space Q is typically nonlinear, while the pose estimate is a linear combination of sample poses (see Section III-B3), the pointwise estimate may be nonadmissible (fall outside Q). This can be fixed by trying to make the feature spaces independent, as in that case every sample pose q k is characterized by a different combination of feature clusters: Second, there may exist regions of Q characterized by combinations of approximate feature values not in the current evidential model-namely, object poses q ∈ Q such that:
This would generate high levels of conflict m(∅) in the conjunctive feature combination (5), flagging the inadequacy of the model. In case new ground truth is provided, the model can be updated by adding the poses causing the problem.
IV. EXPERIMENTAL RESULTS
We tested our BMR approach in a rather challenging setup, involving the pose estimation of human arms and legs from two well separated views. While the bottom line of BMR is doing the best we can with the available examples, regardless the dimensionality of the pose space, and without having at our disposal prior information on the object at hand, we ran test on articulated objects (one arm and a pair of legs) with a reasonably limited number of degrees of freedom to show what can be achieved in such a case. The results show that this technique outperforms competitors such as relevant vector machines and GPR.
A. Setup: Two Human Pose Estimation Experiments
To collect the necessary ground truth, we used a markerbased motion capture system [24] , [26] built by E-motion, a Milan firm. The number of markers used was three for the arm (yielding a pose space Q ⊂ R 9 , using as pose components the 3-D coordinates of the marker), and six for the pair of legs (Q ⊂ R 18 ). The person was filmed by two uncalibrated DV cameras (see Fig. 3 ). In the training stage of the first experiment we asked the subject to make his arm follow a trajectory (approximately) covering the pose space of the arm itself, keeping his wrist locked, and standing on a fixed spot on the floor to limit the intrinsic dimensionality of the pose space (resulting in 2 d.o.f.s for the shoulder and 3 for the elbow). In the second experiment, we tracked the subject's legs, assuming that the person was walking normally on the floor, and collected a training set by sampling a random walk on a small section of the floor. This is similar to what is done in other works, where the set of examples are taken for a specific family of motions/trajectories, normally associated with action categories such as the walking gait. The length of the training sequence was 1726 frames for the arm experiment and 1952 frames for the legs test.
While the number of degrees of freedom was limited by constraining the articulated object (person) to perform motions of a specific class (walking versus brandishing an arm), the tests are sufficiently complex to allow us to illustrate the traits of the BMR approach to pose estimation. In addition, in both experiments the background was highly nonstatic, with people coming in and out the scene and flickering monitors; the object of interest would self-occlude itself a number of times on at least one of the two views (e.g., when one leg would occlude the other when seen from the left camera), making the experimental setup quite realistic.
Under the assumptions listed in the introduction, in the training stage the images need to be annotated by a bounding box, to provide a rough localization of the unknown object. To simulate this annotation process, and isolate the performance of the proposed example-based estimation approach from that of the object detector employed, in these tests we used color-based segmentation to separate the object of interest from the nonstatic background, implemented via a colorimetric analysis of the body of interest (see Fig. 4-middle) . Pixels were clustered in the RGB space; the cluster associated with the yellow sweater (in the arm experiment) or the black pants (legs one) was detected, and pixels in that cluster assigned to the foreground; the minimal bounding box containing the silhouette of the segmented foreground pixels was finally detected. Note that this is just a way to automatically generate, rather than manually construct, the bounding box annotation required in the assumptions of the initial scenario.
B. Feature Extraction and Modeling
For these tests, we decided to build an extremely simple feature vector for each image directly from the bounding box, as the collection max(row), min(row), max(col), min(col) of the row, and column indexes delimiting it (see Fig. 4 ). As two views were available at all times, at each time instant two feature vectors of dimension 4 were computed.
In the arm experiment, we built three different evidential models from these vectors. A left model was build using N = 2 features (max(row) and min(col)) from the left view, and a Mixture of Gaussians with n i = n = 5 components for both feature spaces. These feature components were selected as most discriminative for the motion observed (as max(col) and min(row) would remain almost constant during the arm's motion, we decided to neglect them). A second model was built for the right view only, with N = 3 feature spaces (associated with the components max(row), min(col), and max(col)) and n i = n = 5 MoG components for each feature space. This time we added max(col) to the selection to test the influence of an additional component. Finally, an overall model was constructed from both features from the left view and features from the right one, with the same MoG representation.
For the legs experiment we built a model with N = 6 features (max(row), min(col), and max(col) for both views) and n = 5 Gaussian components per feature space.
C. Performance
To measure the accuracy of the estimates produced by different evidential models, we acquired a testing sequence for each of the two experiments and compared the results with the ground truth provided by the motion capture equipment. In both experiments, we compared BMR's performance with that of relevant vector machine and GPR (see the Appendix for the relevant implementation details).
1) Arm Experiment:
In the arm experiment the test sequence was 1000 frames long. Pointwise pose estimates were extracted from belief estimates via pignistic transform as in (14) . As the anecdotal evidence of Fig. 5(a)-top indicates, the estimates of the single-view models were of rather poor quality. Indeed, recalling the discussion of Section III-C3, the minimal refinements Θ i for the left-view and the right-view models were of size 22 and 80, respectively, signaling a poor model resolution. In opposition, the estimates obtained by exploiting image evidence from both views [ Fig. 5(a) -bottom] were clearly better than a simple selection of the best partial estimate at each instant. This was confirmed by a minimal refinement Θ i for the overall model with cardinality equal to 372 (the N = 5 features encoded by a MoG with n = 5 components were enough to resolve 372 of the 1700+ sample poses), with 139 sample poses individually resolved by some particular combination of the N = 5 feature values.
We also measured the Euclidean distance between real and expected 3-D locations of each marker over the whole testing sequence. For the arm experiment, the average estimation errors were 17.3, 7.95, 13.03, and 2.7 centimeters for the markers "hand," "wrist," "elbow," and "shoulder," respectively, (see Table I ). As during testing the features were extracted from the estimated foreground, and no significant occlusions were present, the conflict between the different feature components was negligible throughout the test sequence.
2) Lower and Upper Estimates: As the belief estimateb(t) at time t amounts to a convex set P[b(t)] of probability distributions onQ, an expected pose estimate can be computed for each of its vertices (4). The BMR approach can therefore provide a robust pose estimate, by computing for each instant t the minimal and maximal expected value (over P[b(t)]) of each component q c of the pose vector:
Fig. 6 plots these lower and upper bounds to the expected pose values in the arm experiment, for three different components of the pose vector, over three subsequences of the test sequence. As it can be observed, even for the rather poor (feature-wise) evidential model built here, most of the time the true pose falls within the provided interval of expected pose estimates. Quantitatively, the percentage of test frames in which this happens for the twelve pose components is 49.25%, 44.92%, 49.33%, 50.50%, 48.50%, 48.33%, 49.17%, 54.42%, 49.67%, 51.50%, 39.33%, and 43.50%, respectively. We can also measure the average Euclidean distance between the true pose estimate and the boundary of the interval of expected poses, for the four markers and along the entire test sequence: we obtain average 3-D distances of 7.84, 3.85, 5.78, and 2.07 cm for the four markers, respectively. These figures give a better indication of the robustness of BMR than the errors associated with the central expected pose estimate given by the pignistic function (which we collected in Table I ).
Note that in these tests the pose estimate interval was computed using just a subset of the true vertices of the belief estimate for computational reasons: The true interval is indeed wider, and amounting to even lower average estimation errors.
3) Legs Experiment: Fig. 7(a) shows instead BMR's performance in the legs experiment, for a 200-frame-long test sequence. As in Section IV-C1, the pignistic transform was adopted to extract a pointwise pose estimate at each time instant. The results were a bit less impressive but still good, mainly due to the difficulty of automatically segmenting a pair of black pants against a dark background (see Fig. 3-right) . Again, this cannot be considered an issue with BMR, as annotation is supposed to be given in the training stage. A quantitative assessment returned average estimation errors (for the pignistic expected pose estimate and n = 5) of 25.41, 19.29, 21.84, 19.88, 23 .00, and 22.71 cm, respectively, for the six markers (located on thigh, knee and toe of each leg). These are collected again in Table I. The cameras were located at a distance of about three meters. As in the arm experiment, no significant conflict was reported. Fig. 5(b) shows the estimates produced by a RVM on the same test sequences and components as in column (a). From the top diagram, we see that the left model performs better than the right model for RVM, while Fig. 5(a) shows that for BMR the right model seems closer to the ground truth than the left one. In both cases, however, combining left and right features boosts the estimation's accuracy. From a visual comparison of columns (a) and (b), it is easy to observe that our evidential model significantly outperforms a standard RVM implementation. BMR predictions also appear less noisy than RVM outputs. Fig. 7(b) shows the estimates produced by RVM in the legs experiment. Here, the use of individual (left or right) images gives noisy and imprecise estimates, while combining left and right images causes the prediction task to fail completely. From the top diagram we can observe that the left model tracks the trend of variation of the joint location to some extent, while the right model gives random and noisy estimates. When combining left and right images (bottom), RVM considers all data as noise and is not able to correctly model the feature-pose mapping. Fig. 5(c) shows the estimates produced by GPR for the same experimental setting as in columns (a) (for BMR) and (b) (for RVM). With only left or right images as inputs, the model is already able to learn the data's pattern of variation. When merging features from both views, the model performs much better. GPR estimates appear more accurate than RVM's, but are noisier and exhibit severe oscillations compared to BMR's. A visual inspection of Fig. 5 shows a rather comparable performance with that of the BMR approach. 8 plots the confidence intervals of the estimates produced by GPR for the same test sequences as in Fig. 6 . A confidence level of 95% (corresponding to an interval of two standard deviations) is used. It should be clear, however, the difference between the confidence band (shown in Fig. 8 ) associated with a single Gaussian distribution on the outputs (poses) (such as the prediction function p(q|y,Q,ỹ) of a GPR) which is characterized by a single mean estimate and a (co)-variance, and the interval of expected (mean) poses associated with a belief estimate (which amounts to entire family of probability distributions) shown in Fig. 6 . This is the consequence of the second-order uncertainty encoded by belief functions, as opposed to single classical probability distributions. Indeed, for each vertex of the credal estimate produced by BMR we could also compute (besides an expectation) a covariance and a confidence band: The cumulated confidence bands for all probability distribution functions (PDFs) in the credal estimate would be a fairer comparison for the single confidence band depicted in Fig. 8 , and would better illustrate the approach's robustness.
4) Comparison With Relevance Vector Machine (RVM):
5) Comparison With GPR:
Finally, Fig. 7 (c) shows our GRP estimates for the legs experiment. The model is able to track the ground truth when combining left and right images as inputs. However, due to the higher dimensionality (D = 18) of the targets compared to the arm experiment (D = 12), neither the GPR model nor the RVM one are capable of providing accurate estimates.
6) Summary and Quantitative Comparison:
Quantitatively, the performance of RVM, GPR, and BMR are compared and shown in Table I . Pose estimation errors are calculated as average Euclidean distances (in centimeters) between real and estimated 3-D location over the whole testing sequence. Estimation errors are calculated separately for each marker. From the table, we can see that the proposed BMR method gives the best result for all body joints. For all three methods, we can see that estimation errors related to joints connected to the torso, such as 'Shoulder,' are much lower than those further out. This can be explained by observing that, under this experimental setting, the degree of freedom of the 'Shoulder' joint is lower than that of other joints, resulting in a less complex mapping between image features and joint locations. As an additional remark, in the tests conducted the left thigh is sometimes occluded by the right thigh, affecting the accuracy of its location's estimates.
V. DISCUSSION
We wish to conclude by discussing the methodological justification of the proposed regression framework, in the light of the problem to solve and in comparison with similar Bayesian approaches, in particular GPR and RVM.
A. BMR's Smooth Lower and Upper Pose Estimates
Given the training data {Q,Ỹ}, BMR addresses the problem of estimating an unknown feature-to-pose mapping y → q by providing smooth lower and upper bounds to the latter, in order to capture the inherent ambiguities associated with occlusions and perspective projection.
These bounds can be easily computed for an evidential model with a single scalar feature y. Given a probability distribution p = {p k , k = 1, . . . , T }, k p k = 1 on the set of training poses Q = {q k , k = 1, . . . , T }, the expectation function (13) maps any arbitrary feature value y to a pose vectorq(y). A belief estimateb(y) induced by a test feature value y onQ, however, amounts to an entire convex set of probability distributions to the smoothness of the Gaussian likelihoods Γ we employ to learn the approximate feature space (Section III-A).
Theorem 2: 3 When using Bayesian belief functions for inference, the lower and upper bounds (16) to the pose estimates under a single-feature evidential model are both smooth functions of y ∈ Y.
The bounds are depicted as solid blue lines in the example of Fig. 9 , where we picked component c = 2 of the sample poses q 1 , q 2 , and q 4 of the training sequence of the arm experiment (Section IV), and built a single-feature evidential model using y 1 = 23, y 2 = 38, and y 4 = 86 as training feature values and n = 2 as EM clusters (mapped to {q 1 , q 2 } and {q 4 }, respectively, by the learnt refining). Within those smooth bounds, any feature-to-pose mapping is admissible, even discontinuous ones-a quite realistic situation, for the actual pose space Q can have holes composed by nonreachable poses, causing discontinuities in the feature-pose map. When Dirichlet b.f.s are used (Section III-B2) and a mass m(Θ) is assigned to the whole approximate feature space Θ, lower, and upper bounds to pose estimates remain smooth (see Fig. 9 , dashed blue lines) but are more widely separated. It can be shown that the conjunctive combination of more than one feature produces rather complex (but still smooth) upper and lower boundaries to the admissible feature-pose map.
B. Critical Comparison With GPR and RVM
Summarizing, RVM, GPR, and BMR all model a family of feature-to-pose mappings, albeit of a different nature. RVM is actually a special case of GPR under sparsity constrains. In GPR and RVM, mappings are one-to-one, and probability distributions are defined over the set of mappings. The form of the family of mappings actually modeled is determined by the choice of a covariance function, which also determines a number of their features such as periodicity, continuity, etc. After conditioning a Gaussian Process by the training data, we obtain a prediction function (17) on Q which follows a Gaussian distribution, given a test observation and the trained model parameters. The predicted mean and variance vary according to the test observations. In particular, the training samples are assumed correct and trustworthy-as a result, the posterior GP has zero uncertainty there.
In opposition, BMR produces a random set, an entire convex set of discrete but arbitrary PDFs on the set of sample posesQ, rather than on Q. This random set (Section V-A) corresponds to a constrained family of mappings, rather than a distribution over the possible maps as in GPR. The resulting mappings are arbitrary and one-to-many, as long as they generate the learned refinings under the training data. A trait of BMR is that uncertainty is modeled even in correspondence of sample feature values: compare Fig. 9 , where the lower and upper mappings are separated even in correspondence of y 1 , y 2 , and y 4 .
Different is the treatment of the uncertainty induced by the scarcity of samples (i.e., far from the samples). In GPR, the standard deviation of the prediction function is influenced by both the type of prior GP selected and the distance from the samples. In BMR, the width of the interval of pose estimates is influenced by both the number n i of EM feature clusters, and the mass m(Θ i ) Dirichlet belief functions assign to the whole (approximate) feature space.
VI. CONCLUSION
In this paper, we presented a novel approach to example-based pose estimation, in which the available evidence comes in the form of a training set of images containing sample poses of an unspecified object, whose location within those images is provided. Ground truth is available in the training stage in the form of the configurations of these sample poses. An evidential model of the object is learned from the training data, under weak likelihood models built separately for each feature, and is exploited to estimate the pose of the object in any test image. Framing the problem within belief calculus is natural as feature-pose maps induce belief functions in the pose space, and it allows to exploit the available, limited evidence without additional assumptions, with the goal of producing the most sensible possible estimate with an attached degree of reliability. The approach was tested in a fairly challenging human pose recovery setup where it was shown to outperform popular competitors, demonstrating its potential even in the presence of poor feature representations. These results open a number of interesting directions: a proper empirical testing of object localization algorithms in conjunction with the proposed BMR approach; an efficient conflict resolution mechanism able to discriminate as much as possible foreground from background features; the testing of the framework in higher-dimensional settings; the development of a fully-fledged 'evidential tracking' approach to exploit temporal information. Given a training set of noisy observations {(x k , t k )} k =1,...,N (where N denotes the number of training samples, and t k is a scalar target value ∀k), we can find the optimal hyperparameters of the Gaussian Process GP which best fits the data by maximizing the log marginal likelihood (see [28] for more details): log p(t|X, θ) = − n . This amounts to having an entire family of regression models, all of which agree with the sample observations.
Our implementation is based on the standard GPR implementation by Carl Edward Rasmussen and Hannes Nickisch (http://www.gaussianprocess.org/gpml/code/matlab/doc/). For training multiple hyperparameters, a line search strategy is utilized for iterative optimization.
C. Proof of Theorem 2
Proof: We prove the statement for the upper bound-a dual proof holds for the lower bound. Let n be the number of EM clusters in the feature space Y. As we encode feature values y as Bayesian belief functions on the approximate feature space Θ, the belief estimateb(y) has n disjoint focal elements Q 1 , . . . ,Q n (each the image of an EM cluster in Y) with mass m(Q j ) = Γ j (y)/Z, Z a normalization factor. Therefore, we can decompose the upper bound as: maxq c (y) = max q k ∈Q p k (y)q is a smooth function, as a linear combination of the smooth functions Γ j (y).
