Direct Partial Oxidation of Natural Gas to Liquid Chemicals by Rasmussen, Christian Lund
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 17, 2017
Direct Partial Oxidation of Natural Gas to Liquid Chemicals
Rasmussen, Christian Lund; Glarborg, Peter
Publication date:
2007
Link back to DTU Orbit
Citation (APA):
Rasmussen, C. L., & Glarborg, P. (2007). Direct Partial Oxidation of Natural Gas to Liquid Chemicals.
Direct Partial Oxidation of
Natural Gas
to Liquid Chemicals
Ph.D. Thesis
Christian Lund Rasmussen
July 15, 2007
Supervisor: Peter Glarborg
CHEC Research Centre
Department of Chemical Engineering
Technical University of Denmark

Abstract
Direct homogeneous partial oxidation of natural gas to liquid chemicals (GTL)
is an attractive industrial process where natural gas is converted to a readily trans-
portable state; preferably methanol (CH3OH), in a simple one-step process under
fuel rich, high pressure, and relatively low temperature conditions. The GTL pro-
cess has a potential to improve the utilization of remote natural gas resources if
an overall energy eﬃciency >50% can be achieved. Past eﬀorts to obtain com-
petitive selectivities and yields of CH3OH have been unsuccessful; partly due to
a lack of understanding of the complex free radical mechanism that governs the
hydrocarbon conversion and its interactions with a number of important process
parameters. This project initially focuses on the fundamental understanding of the
underlying chemistry through detailed kinetic modeling and well-deﬁned experi-
ments. A detailed chemical kinetic model (DCKM) has been developed to provide
accurate descriptions of the oxidation chemistry of H2/O2, CO/CO2, and C1−2
hydrocarbon fuels in the presence or absence of NOx, and, to a limited extent, also
SO2, in the high pressure and intermediate temperature range. The DCKM has
been developed from a critical review of data for individual elementary reactions
with supplementary rate constants determined from reevaluation of literature data
or ab initio CBS-QB3 calculations. The model performance has been validated
with generally satisfactory results against experiments with CO/H2/NOx, CH4,
CH4/C2H6, CH4/NOx, and CH4/H2S, at 598–898K, 20–100 bar, and stoichiomet-
ric ratios 0.04 < φ < 100. This has justiﬁed a detailed outline and discussion of
the governing reaction mechanisms based on model predictions. The experiments
have been conducted in a novel laboratory scale high pressure ﬂow reactor designed
and constructed as a part of this project. The system enables well-deﬁned investi-
gations of homogeneous gas phase chemistry at pressures from 10 to 100 bar, and
temperatures up to 925K. The DCKM has subsequently been used to determine
the optimal conditions for high yields of CH3OH. For this purpose, a numerical
global optimization routine has been developed that utilizes interval analysis to
ensure location of the global optimum. The optimial conditions have been identi-
ﬁed as 643K, 97.4 bar, and a CH4/O2 ratio of 23.6 in the feed using a residence time
≥ 3 sec. These conditions yield a CH3OH selectivity of 75% and a CH4 conversion
of 5.6% during a single pass of the reactor. This result is not suﬃciently close
to the deﬁned commercial target range to guarantee industrial feasibility. Even
so, the optimal conditions have constituted the basis for preliminary suggestions
of potential commercial applications of the GTL process. This includes first draft
proposals of process designs with supplementary ﬂow sheet calculations. The pre-
liminary results indicate a low overall energy eﬃciency in the range of ∼20%, but
industrial application may be feasible if further process optimization can improve
the removal of unwanted side products from the reactant mixture; or if the purge
gas can be capitalized.
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Resumé (Summary in Danish)
Direkte delvis oxidation af naturgas til ﬂydende kemikalier er en attraktiv in-
dustriel proces, hvor naturgas omdannes til stoﬀer; primært methanol (CH3OH),
som let kan transporteres over store afstande. Omdannelsen sker i en simpel et-
trinsproces under højt tryk, lave forbrændingstemperaturer, samt brændselsrige
betingelser. Processen har potentiale til at forbedre udnyttelsen af fjerne natur-
gas ressourcer, hvis det er muligt at opnå en samlet energieﬀektivitet på >50%.
Tidligere forsøg på at opnå et konkurrencedygtigt udbytte af CH3OH har været
forgæves, hvilket delvist skyldes en manglende forståelse for den komplicerede fri-
radikalmekanisme som styrer kulbrinteomdannelsen, og dennes samspil med en
række vigtige procesparametrer. Dette projekt fokuserer indledningsvist på at opnå
en grundlæggende forståelse for den styrende kemi; dels gennem detaljeret kinetisk
modellering, dels via eksperimenter udført under veldeﬁnerede betingelser. Dette
arbejde har ført til udviklingen af en ny, detaljeret kemisk kinetisk model, der
beskriver forbrændingskemien for H2/O2, CO/CO2 og C1−2-kulbrinter med/uden
tilsætning af NOx samt, i et begrænset omfang, også SO2, under højt tryk og
middelhøje temperaturer. Den detaljerede kinetiske model er blevet udviklet på
baggrund af en kritisk evaluering af individuelle målinger og karakteriseringer af el-
ementarreaktioner fra litteraturen suppleret med nye hastighedskonstanter udledt
fra en revurdering af litteraturdata samt ab initio-beregninger. Modellens nø-
jagtighed er blevet bekræftet ved sammenligninger med koncentrationsmålinger
fra eksperimenter med CO/H2/NOx, CH4, CH4/C2H6, CH4/NOx og CH4/H2S,
der er blevet udført ved 598–898K, 20–100 bar, og reaktionsstøkiometriske forhold
på 0.04 < φ < 100. Dette har yderligere givet anledning til en detaljeret gennem-
gang af de styrende reaktionsmekanismer baseret på modelforudsigelser. Forsøgene
er blevet udført i en ny højtryks-ﬂowreaktoropstilling bygget som en del af det
nærværende projekt. Forsøgsopstillingen giver mulighed for at undersøge homogen
gasfasekemi ved tryk mellem 10 og 100 bar, samt temperaturer op til 925K. Den
detaljerede kinetiske model har efterfølgende dannet grundlag for en bestemmelse
af de optimale procesbetingelser mhp. at opnå et maksimalt udbytte af CH3OH. En
global optimeringsrutine er blevet udviklet til dette formål baseret på intervalanal-
yse, der sikrer bestemmelse af det globale optimum. De optimale procesbetingelser
er 643K, 97.4 bar, samt et CH4/O2 forhold på 23.6 i fødeblandingen ved brug af
en opholdtid i reaktoren på ≥ 3 sek. Disse procesbetingelser giver anledning til en
CH3OH-selektivitet på 75% og en omsætningsgrad af CH4 på 5.6% for ét reak-
torgennemløb. Dette resultat er ikke tilstrækkeligt til umiddelbart at garantere en
kommerciel udnyttelse af processen. Til trods herfor har de optimale betingelser
dannet grundlag for ﬂere forslag til mulig kommerciel udnyttelse, der hver især
omfatter et skitseret procesdesign med tilhørende ﬂowsheet-beregninger. De ind-
ledende beregninger har givet anledning til en lav energieﬀektivitet på omkring
20%. En kommerciel udnyttelse kan dog blive aktuel, hvis forbedrede metoder
til fjernelse af uønskede sideprodukter fra reaktantblandingen kan realiseres, eller
såfremt det er muligt at kapitalisere afgangsgassen fra anlægget.
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Chapter 1
Background
1.1 Introduction
A signiﬁcant fraction of the World’s natural gas resources are presently un-
available to the markets of utility due to extraction and transport limita-
tions. Large quantities are allocated under the tundra and beneath the sea
near the continental shelves. Even if only a fraction of these reserves could
be recovered and converted to a readily transportable state, it would have
a signiﬁcant eﬀect on the environmental impact of fuel and electrical power
production as well as the production of chemical feedstock. In order to facil-
itate transportation and improved utilization, it is beneﬁcial to convert the
natural gas to a liquid chemical, known as the gas-to-liquid (GTL) process.
1.2 Natural Gas Resources
Natural gas is a fossil fuel, like coal and oil, formed in the Earth’s crust from
prehistoric organic remains exposed to millions of years of soil pressure and
heat. Crude natural gas consists of a mixture of light saturated hydrocarbons
with some inorganic species. The composition varies signiﬁcantly depending
on the geochemistry and physics of the individual reservoirs, but the major
component is always methane (CH4), which often constitutes >90%. Ethane
(C2H6) is the second largest hydrocarbon component, while propane (C3H8)
and butane (C4H10) constitute minor fractions. Inorganic species include
N2, CO2, H2S, and perhaps some trace metals, e.g. mercury. If necessary,
these can be removed using various gas pretreatment techniques, e.g. liquid
extraction of H2S and CO2 with amine solutions followed by conversion of
H2S to elemental sulfur in a Claus plant and molesieve separation of CO2.
Nitrogen removal requires an air separation unit, while Hg can be removed
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by ﬁxed-bed adsorption [1]. Since methane is always the major component in
natural gas, pure methane is often used as a replacement fuel for well-deﬁned
laboratory-scale investigations.
Methane has the highest hydrogen-to-carbon ratio among all hydrocar-
bon fuels. Combined with the absence of fuel-bound nitrogen and sulfur,
combustion of natural gas represents reduced emissions of harmful compo-
nents like CO2 (greenhouse gas), and NOx and SOx (human health risk and
acid rain) compared on an energy basis to other fossil fuels.
Natural gas is a major commodity used for electrical power production,
heating energy for industrial and domestic appliances, as engine fuel, and
chemical feedstock, e.g. for production of ammonia, urea, and various oxy-
genated hydrocarbons. The annual world consumption of natural gas was
∼2750 bill. m3 in 2005 with an average annual growth rate of 2.2% from 1995
to 2005 [2], and similar growth rates are predicted for the coming years [3,4].
Consumption rates rise much faster in areas undergoing rapid industrial de-
velopment, like e.g. China, where the consumption of natural gas rose by
more than 20% during 2005 [2]. The current natural gas production relies
solely on exploration of conventional gas reservoirs, where the gas is found
in porous layers of sand- and limestone, or similar, deep under ground; of-
ten more than 3000m below surface, and often in sparsely populated areas
including oﬀ–shore locations far from markets of utility [5, 6]. Table 1.1
shows the top distributions and annual recovery of the available natural gas
resources based on conventional reservoirs.
The ratio between the World’s proved reserves and the current production
rate predicts a depletion of the current resources within 65 years provided no
future discoveries and improvements of existing recovery and transportation
techniques. This is 25 years longer than predicted for the World’s oil reserves
[2]. Table 1.1 further ignores diﬀerent unconventional natural gas resources
that may become available in the future. These include gas deposits that are
more diﬃcult, and less economically sound to extract, usually because the
technology to reach them has not been fully developed or is too expensive.
Examples are very deep or dense deposits, coal- and oil-bedded deposits,
and gas hydrates. The latter involves crystals of ice with light hydrocarbons
encaged in the lattice structure in concentrations up to about 15% on a molar
basis [7,8]. This requires a combination of high pressure and low temperature,
which is found e.g. in areas with permafrost, like the subterranean levels of
the Siberian tundra, or beneath the ocean ﬂoor near the continental shelves,
where large formations of sustainable ground ice can be formed [9, 10]. It
is diﬃcult to assess the magnitude of this natural gas resource, but coarse
estimates predict about 20×106 bill. m3 of pure natural gas [10–12], which is
more than 100 times the proven conventional reserves in 2005, cf. Table 1.1.
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Table 1.1: Top distributions and recovery of the World’s natural gas resources in 2005
[2]. Proved reserves and share of total include quantities that with reasonable
certainty can be recovered in the future from known reservoirs within existing
economic and operating conditions. Annual production does not include gas
recycling or ﬂaring.
Rank Country
Proved Annual Share
reserves 2005 production 2005 of total
[109m3] [109m3] [%]
1. Russian Federation 47820 598.0 26.6
2. Iran 26740 87.0 14.9
3. Qatar 25780 43.5 14.3
4. Saudi Arabia 6900 69.5 3.8
5. United Arab Emirates 6040 46.6 3.4
6. United States 5450 525.7 3.0
7. Nigeria 5230 21.8 2.9
8. Algeria 4580 87.8 2.5
9. Venezuela 4320 28.9 2.4
10. Iraq 3170 N/A 1.8
Σ 136030 1508.8 75.6
World 179830 2763.0 100.0
Due to high economic barriers, the World still awaits the ﬁrst commercial
exploration of these gas hydrate resources, so at present, a comparison with
conventional resources is only hypothetical, but the potential is obviously
very large.
1.3 Gas-to-Liquid (GTL)
Natural gas is very bulky and has a low energy content per unit volume of
about 8000 kcal/STD m3 compared to about 8×106 kcal/m3 for oil based on lower
heating values. Considering the volume-pressure behavior of natural gas,
transportation costs per unit of energy to distant markets may be up to 10
times higher for natural gas than for oil [1, 13]. This is supported by earlier
evaluations by Leibson et al. [14] and Parkyns et al. [15], who estimated
transport costs of natural gas by pipeline from the Persian Gulf to Northern
Europe to be about ﬁve times higher than an equivalent transport of liquid
methanol by conventional tankers.
It imposes a signiﬁcant challenge to bring the gas to the market, while
ensuring the security of investment over a long period of time against market
ﬂuctuations, political changes, technological developments, trade embargoes,
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terrorist activity, etc. If the gas can be pipelined, this normally is the most
cost eﬀective method of transportation. However, pipelines are only cost
eﬀective when the pipeline distance is reasonable and the terrain does not
make construction costs prohibitive. Pipeline maintenance and security are
also issues to be considered in this context, and furthermore, large quantities
of gas must be available to sustain a steady operation [13, 16].
Transportation of natural gas over large distances is made easier by liq-
uefying the gas. All important hydrocarbons in natural gas are brought to
their liquid state when cooled below 111K, which is the boiling point of
methane. Liquid natural gas (LNG) has a volume about 1/600 that of gas
at room-temperature and can be transported overseas in specially designed
refrigerated tankers [13]. LNG production facilities are expensive and com-
plex installations with cooling and liquefaction units singly accounting for
about half of the capital cost. Even though recent year’s improvements of
thermodynamic eﬃciencies have reduced construction and operating costs of
LNG plants and enabled energy eﬃciencies up to 70% to be achieved [17],
the method is still only economically sound for large-scale production and
sales to a few industrial customers. The latter issue arises from the expensive
storage and regeneration facilities that must be employed by the consumers.
Nevertheless, the market for LNG has quadrupled during the past 10 years
and several LNG plants are currently operating or under construction around
the World, e.g. in Nigeria, Angola, Qatar, Egypt, Trinidad, and Norway, at
locations near large gas ﬁelds that can sustain a suﬃcient supply of raw
material [1, 2, 13, 16–18].
An alternative to LNG production is the Fischer-Tropsch (FT) synthesis
of larger hydrocarbons, like diesel, naphta, and other petrochemicals, with
synthesis gas (CO/H2) produced from natural gas as an intermediate step
in the process [19, 20]. This technology has recently been commercialized in
large-scale facilities, e.g. in Malaysia, South Africa, and Qatar [21–23], im-
plying an economic enrichment of the natural gas and reduced transport costs
for the resulting liquid fuels. However, with current technologies, construc-
tion of GTL-FT plants are limited to large production capacities in order
to obtain satisfactory energy eﬃciencies; typically between 60 and 65% [21].
This is mainly a consequence of the energy intensive production of synthesis
gas via steam- or autothermal reforming.
The high transport costs are the main reason why only larger gas ﬁelds
or clusters of ﬁelds can support extraction and distribution via gas pipelines,
LNG production, or GTL-FT to petrochemicals. When minor sources ap-
pear, e.g. side-productions of gas in connection to crude oil recovery or coal
deposits, the manufacturers can be forced to re-inject the gas into the ground,
or worse, to burn the gas in massive ﬂares resulting in extensive air pollution
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and a waste of energy. The severity of the latter issue is illustrated in Figure
1.1 that shows how gas ﬂares light up the night sky of the Persian Gulf; ba-
sically because it is economically unattractive to recover and transport the
gas to central reﬁneries for more eﬃcient use.
Figure 1.1: Satellite photo of the Persian Gulf by night. Giant gas ﬂares (example in
lower left corner) light up the night sky. Wasted energy and air pollution
of this magnitude are beyond comparison. Source: National Oceanic &
Atmospheric Administration (NOAA), 2001 [24].
There is a need for a simple and cheap process where natural gas is con-
verted to a readily transportable state close to the gas deposit in order to
reduce the transportation costs and improve the utilization of this valuable
energy resource. Here, homogeneous direct partial oxidation of natural gas
to methanol (CH3OH), or mixtures of methanol and other oxygenated hydro-
carbons is an attractive industrial GTL process. In this process, the natural
gas is converted in a single reaction step without intermediate synthesis gas
production or use of heterogeneous catalysis.
1.3.1 Methanol – Applications and Economy
Methanol is the oxygenate of primary interest, but other valuable products
may as well be formed during the non-catalytic direct partial oxidation of nat-
ural gas, e.g. formaldehyde (CH2O), ethanol (C2H5OH), and dimethylether
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(CH3OCH3). These are all attractive fuels for combustion as well as chemi-
cal synthesis. The annual demand for methanol amounted to about 32× 106
metric tons in 2006 [25] with the major application as feedstock in chemi-
cal industries; in particularly for production of formaldehyde, methyl tert-
butylether (MTBE), and acetic acid, that currently account for more than 2/3
of the total demand. Methanol has a high octane rating, which also makes
it attractive as an automotive fuel or as antiknock additive either in its pure
form or upgraded to MTBE. Light- and heavy-duty vehicles powered by in-
ternal combustion engines generally experience excellent acceleration and ve-
hicle power when fueled with methanol, while emissions of toxic compounds,
like unburned hydrocarbons, particulate matter, and nitrogen oxides, are low
compared to gasoline or diesel-fueled counterparts. As a hydrogen carrier,
methanol further has potential for fuel cell power. A future breakthrough in
the gasoline markets of North America, Europe, and East Asia will undoubt-
edly trigger a signiﬁcant increase of the current demands [26,27]. Figure 1.2
shows the development in the average US market price for bulk methanol
from 1990 to present day [28, 29]. The ﬁgure also compares city gate prices
and wellhead prices of natural gas purchases from the US over the same pe-
riod of time [30–32]. The city gate price includes costs, insurance, and freight
of the gas to the junction with the given high-pressure delivery system, while
the wellhead price represents all costs prior to shipment, i.e. charges for
the recovery facility, gas pretreatment, gathering, compression costs, sever-
ance taxes, etc. It is calculated by dividing the total value of the gas at the
wellhead by the total quantity as reported by appropriate agencies. Notice
that prices in Figure 1.2 may deviate from those of the European and Asian
markets [28].
The diﬀerence between the city gate price and the wellhead price of natu-
ral gas can be attributed to the transport costs. Despite market ﬂuctuations,
transport costs have remained fairly constant around 5–7 US$/106 kcal equal to
45–75 US$/103 STD m3 throughout the considered period of time. From 2003 to
the present day, this has roughly corresponded to 15–30% of the total city
gate price of natural gas. Viewed in the light of an expected reduction in
transport costs by a factor of 5–10; cf. estimated transport costs for natural
gas versus oil/methanol reported in ref. [1,13–15], this indicates the prospect
of economic gain if natural gas can be transported by way of a liquid chemical.
The ratio between the price of natural gas and methanol indicates the
maximum acceptable energy loss during a potential conversion of gas to
methanol, i.e. the lower bound of the overall energy eﬃciency, in order for
the investors to capitalize from the GTL process. Within recent years, this
important process parameter has ﬂuctuated around 50%.
The price ranges presented in Figure 1.2 only cover natural gas resources
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Figure 1.2: Development in average US market prices per energy content of bulk
methanol (bars) and natural gas (top blue line: city gate prices; lower
red line: wellhead prices) from 1990 to present day. City gate prices
include cost, insurance, and freight. Wellhead prices include all costs
prior to shipment (see text for more details). Sources of methanol prices:
Methanex [28] and the Methanol Institute [29]. Sources of natural gas
prices: US Energy Information Administration [30–32].
feasible for exploration with currently available technologies. Under con-
ditions where natural gas production is unwanted, e.g. when minor yields
appear in association with oil and coal recovery, the wellhead price will ob-
viously become much lower than indicated by Figure 1.2 due to the fact that
the gas recovery is too modest to be utilized, but partial recovery is still
unavoidable in order to yield the fossil fuel of primary interest.
1.3.2 From Natural Gas to Methanol
Methanol is traditionally produced from natural gas or gasiﬁed coal in a
complicated two-step process, where the hydrocarbon feed gas is initially con-
verted to synthesis gas (CO/H2) by steam- or autothermal reforming followed
by catalytic reduction under high pressure to the desired product [33–35].
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The primary global reactions involved are shown below:
CH4 + H2O → CO + 3H2 ∆rH298 = 49.2 kcal/mol (1.1)
CH4 + CO2 → 2CO + 2H2 ∆rH298 = 59.0 kcal/mol (1.2)
CH4 + 1/2O2 → CO + 2H2 ∆rH298 = −8.6 kcal/mol (1.3)
CO + H2O → CO2 + H2 ∆rH298 = −9.8 kcal/mol (1.4)
CO + 2H2 → CH3OH ∆rH298 = −21.6 kcal/mol (1.5)
The strongly endothermic reforming reactions make it diﬃcult to obtain
high energy eﬃciencies unless large-scale installations are employed. Eco-
nomic assessments [36,37] indicate that about 60–70% of the cost of methanol
is associated with the production of synthesis gas by reforming. The alterna-
tive direct conversion is shown in (1.6). This is an exothermic process, which
makes it superior in terms of energy eﬃciency, and the single-step approach
will further reduce the capital and operational costs related to methanol
production.
CH4 + 1/2O2 → CH3OH ∆rH298 = −30.2 kcal/mol (1.6)
The selectivity of methanol, SCH3OH, and the conversion of methane,
XCH4 , in a single pass of the reactor are two key ﬁgures for the comparison
of the direct and indirect process. Their deﬁnitions are shown in equation
(1.7) and (1.8) where F denotes the molar ﬂow rate in and out of the reactor.
Multiplication further deﬁnes the yield, YCH3OH.
SCH3OH =
FCH3OH,out
FCH4,in − FCH4,out
(1.7)
XCH4 =
FCH4,in − FCH4,out
FCH4,in
(1.8)
YCH3OH = SCH3OH ×XCH4 =
FCH3OH,out
FCH4,in
(1.9)
Technical economic evaluations of the direct homogeneous process by Kuo
et al. [38] predicted that a selectivity of methanol of 90% at 7.5% conversion
of methane will make the direct process competitive with conventional tech-
niques. This evaluation assumed the process to run at 50 bar with a recycling
ratio of 30 for unconverted hydrocarbons, and an estimated energy eﬃciency
of 70% compared to 65% for the conventional syngas-based process. Kuo et
al. further stated that higher product selectivities are more desirable than
high fuel conversions based on a sensitivity analysis of their calculations. A
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similar study by Lange and Tijm [39] estimated a methanol selectivity of 80%
to be competitive at 10% methane conversion based on derived correlations
between capital costs and energy eﬃciencies, energy loss, and momentum
transfer duties (transfer of heat and matter) for diﬀerent related chemical
processes.
These economic evaluations date more than 10 years back and, conse-
quently, do not reﬂect the latest technological developments of eﬃcient pro-
cess equipment and designs as well as changes in the markets of methanol and
natural gas, cf. Figure 1.2. A limited conﬁdence is therefore placed in these
assessments. Moreover, both studies only consider large-capacity facilities
where conventional syngas-based methanol plants are very competitive. It is
expected that units of smaller scale are able to compete with conventional
techniques at signiﬁcantly lower methanol yields than indicated above, but
updated technical economic calculations are needed for a quantitative assess-
ment.
1.4 Project Objectives
The main objective of this project is to identify a combination of process
conditions for the homogeneous direct partial oxidation of natural gas that
results in a competitive yield of methanol or mixtures of methanol and other
oxygenated hydrocarbons.
Due to the limited knowledge of the complex chemistry involved in the
process, previous work has mainly been experimental. This project applies
a diﬀerent approach by focusing the attention on the fundamental under-
standing of the chemistry. Detailed chemical kinetic modeling (DCKM) is
emphasized in contrast to previous work, where an experimental optimiza-
tion was attempted or a simpliﬁed kinetic model was used. A comprehensive
kinetic model will be developed based on available knowledge of hydrocar-
bon oxidation chemistry and its interaction with diﬀerent gas phase initia-
tors or sensitizers, e.g. nitrogen oxides (NOx) and sulfur species (H2S/SO2).
The model performance will be validated in close interaction between the-
ory and experimental results obtained under well-deﬁned conditions. The
experiments will be conducted in a pressurized laboratory scale ﬂow reactor
designed to handle pressures up to 100 bar at 900K. The construction and
development of this setup comprise an important part of the current project.
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1.4.1 From Fundamental Understanding to
Process Optimization
The available studies in the ﬁeld have demonstrated that low temperatures
and high pressure, along with a high CH4/O2 ratio in the feed, are key param-
eters to obtain high selectivities of methanol. Experimental investigations at
these conditions impose some diﬃculties as they require methane concentra-
tions in the range of 90–95% resulting in a signiﬁcant heat release during
the conversion. This makes it almost impossible to sustain a well-deﬁned
temperature proﬁle during experiments. As a consequence, this project ini-
tially abandons the focus on the optimal conditions in favour of a search
for the general mechanism that governs methane oxidation at an extended
range of process conditions; including both lean and rich conditions. When
a satisfactory disclosure of the kinetic scheme is completed, these results will
eventually be utilized for a determination of the optimal process conditions
using a numerical global optimization routine.
In the ﬁnal stage of the project, ﬁrst draft ideas and back-of-the-envelope
ﬂow sheet calculations will be presented for potential utilization of the present
technology.
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Literature Review
Even though the technology required to utilize the direct homogeneous con-
version of methane to methanol remains immature, the reaction itself is ”old”
with a long history of scientiﬁc investigations dating as far back as the early
years of the 20th century.
2.1 Historic Development
The process was ﬁrst described as the slow combustion of methane at low tem-
peratures by Bone and Wheeler [40, 41] in 1902–03 based on experiments in
batch glass reactors at 573–773K and atmospheric and slightly elevated pres-
sures. In 1932, Newitt and Haﬀner [42] conducted the ﬁrst consistent high-
pressure experiments in a batch stainless steel reactor at 614K and 108 bar.
They obtained a peak methanol selectivity of 22.3% at 7.9% methane con-
version. A few years later, in 1934, Wiezevich and Frölich [43] conducted the
ﬁrst continuous ﬂow reactor experiments using both laboratory and pilot-
scale setup. The latter was employed as the ﬁrst semi-commercial plant and
was equipped with both a reactant recirculation system and a continuous
product puriﬁcation system. After this, all subsequent experiments were
conducted in continuous reactor systems.
It was also in the early thirties that the promoting eﬀect of nitrogen ox-
ides on hydrocarbon oxidation chemistry was ﬁrst reported by Dixon and
Higgins [44], who observed a signiﬁcant reduction of the initiation tempera-
ture when small amounts of NO2 were added to the reactant mixture. This
was conﬁrmed by Norrish and Wallace [45] in 1934, and Ashmore and Pre-
ston [46] in 1967.
In a series of papers from 1937, Boomer and co-workers [47–49] presented
pioneering investigations into the corresponding catalytic process. They
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passed a stream of methane and puriﬁed air through a ﬁxed-bed reactor
containing beads of either principal copper, silver, steel, or glass at varying
temperatures and pressures from 698–748K and 143–234 bar. Peak selec-
tivities of about 74% were measured at a single-pass carbon conversion of
2–2.5% using copper and glass beads.
At the time, product analysis was limited to various wet-chemical meth-
ods that only allowed detection of the most stable species, e.g. methanol,
formaldehyde, CO, and CO2. As a result, the governing reaction mechanism
and intermediate products were heavily debated in a signiﬁcant number of
publications from the late twenties and early thirties. Here, scientists ex-
pressed their personal conviction on the subject without being able to provide
deﬁnite experimental proof, e.g. [49–56].
2.1.1 First Proposal of the Reaction Mechanism
For many years, the generally accepted mechanism for the slow combus-
tion of methane was the ”Hydroxylation Theory” proposed by Bone and co-
workers [53] on the basis of their original slow methane oxidation experiments
from the beginning of the century. The theory stated that a fast two-step hy-
droxylation mechanism was responsible for the initial conversion of methane,
via methanol, to methanediol [CH2(OH)2] that was subsequently hydrolyzed
to formaldehyde in a fast reaction. Continued hydroxylation of formaldehyde
and dissociation led to the full oxidation products. The reaction sequence is
shown below without stoichiometric amounts of O2 as reactant:
CH4 → CH3OH→ CH2 (OH)2
−H2O−→ CH2O→ HC (OH)O→ C (OH)2O
↓ ↓
CO + H2O CO2 + H2O
(2.1)
2.1.2 Peroxides and Radical Chain Reactions
In 1927, Callendar [57] published his work on low to moderate temperature
combustion of various C5−6 isomers in engines. Here, the author discarded
the hydroxylation theory due to unsuccessful attempts to detect the presence
of intermediate hydroxyl and dihydroxyl compounds. Instead, Callendar ad-
vocated the initial formation of a peroxide compound by the direct incorpo-
ration of an oxygen molecule in the carbon chain. This peroxide compound
could then dissociate to aldehydes. The initial oxidation reaction is shown
in (2.2) as proposed by Callendar [57]. ”R” denotes an alkyl group.
RCH2CH2R + O2 → RCH (−OOH)CH2R or RCH2 − OO− CH2R (2.2)
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Callendar’s ”Peroxide Theory” was ruled out by Bone and others loyal to
the Hydroxylation Theory [42,53,58] based on missing experimental evidence
of peroxide formation during the slow combustion process.
Around the same time the Russian scientist Semenov [59] developed
the radical chain-reaction theory for combustion processes, while Hinshel-
wood [60] presented his work on the collision- and transition state theory
based on studies of the H2/O2 system(1). These new approaches to gas phase
chemistry served as inspiration for the ”Atom Chain Hypothesis” for the
slow combustion of methane presented by Norrish [54, 61] in 1935. This was
a chain-reaction theory that relied on the alternate formation of free oxygen
atoms (O) and methylene radicals (CH2) as demonstrated below:
O + CH4 → CH2 + H2O (2.3)
CH2 + O2 → CH2O + O (2.4)
Σ CH4 + O2 → CH2O + H2O (2.5)
The chain was supposedly initiated at the reactor surface by a slow two-
step mechanism, where formaldehyde is formed as the initial product followed
by oxidation to performic acid [HC(=O)OOH] that decomposes to the normal
acid and an O-atom:
CH4 + O2
surface−→ CH2O + H2O (2.6)
CH2O + O2 → HC (=O)OOH→ HC (=O)OH + O (2.7)
Formation of methanol was the result of a third-body collision (M) that
terminated the chain. In addition, oxygen radicals were removed by recom-
bination at the surface:
CH4 + O + M→ CH3OH + M (2.8)
O + surface → 1/2 O2 (2.9)
Based on this free-radical mechanism approach, Norrish was also able to
explain why even small quantities of NO2 in the reaction mixture were able to
reduce the initiation period of the combustion process by acting as a source
of chain-carrying O and CH2 radicals:
NO + O2 → NO2 + O (2.10)
NO2 → NO + O (2.11)
NO2 + CH4 → CH2 + NO + H2O (2.12)
1In 1956, Semenov and Hinshelwood shared the Nobel Prize in chemistry for their work
with mechanisms of chemical reactions.
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Following the chain propagation scheme in (2.13) and (2.14), Pease [62]
instead proposed methoxy (CH3O) and alkyl radicals (RCH2) as the prin-
cipal chain-carriers (R = –H, –CH3, –C2H5, etc.), where the alkyl radicals
originated from initial dissociation of the hydrocarbon fuel. Pease investi-
gated the slow combustion of propane and therefore presented the mecha-
nism with propyl radicals (C3H7) as the alkyl chain-carrier, but the analogy
to slow combustion of methane with methyl radicals (CH3) as chain-carrier
is straightforward.
CH3O + C3H8 → CH3OH + C3H7 (2.13)
C3H7 + O2 → CH3CHO + CH3O (2.14)
Σ C3H8 + O2 → CH3CHO + CH3OH (2.15)
The product CH3CHO is acetaldehyde that could be further oxidized to
formaldehyde, CO, and H2O in subsequent reaction steps [62].
The mechanism suggested by Pease was generally accepted by the poster-
ity with only few modiﬁcations. Ubbelohde [55] and Von Elbe and Lewis [63]
advocated the formation of collisionally stabilized methylperoxyl radicals
(CH3OO) as a key intermediate during the slow combustion of methane at
high pressure and fuel-rich conditions. Subsequent dissociation at the per-
oxidic bond; either unimolecularly or by reaction with a radical or a stable
compound, yielded CH3O as well as another radical or stable product. Von
Elbe and Lewis [56] reconciled the suggestions of Pease [62], Ubbelohde [55]
and Von Elbe and Lewis [63] in the following reaction scheme, which is similar
to the scheme proposed nowadays.
CH3 + O2 + M→ CH3OO + M (2.16)
CH3OO → [complex]→ CH2O + CH3O (2.17)
CH3O + CH4 → CH3OH + CH3 (2.18)
CH3O + O2 → CO + H2O + OH (2.19)
2.2 Present-Day Investigations
The process of converting methane directly to liquid chemicals at high pres-
sure and low temperatures has been studied intensively, but even so, no
commercial applications are practiced to date. The majority of these studies
are based on experimental investigations e.g. [42, 64–78]. A few modeling
studies have also been published based on limited kinetic reaction mecha-
nisms [76,79–84]. In addition, some reviews have appeared in the ﬁeld [85–89]
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as well as some patents [90–94]. Encouraged by the abundant natural gas
reserves located beneath Russian soil (see the distribution of the World’s
natural gas resources in Table 1.1), Russian scientists have shown particular
interest in this process and a number of related papers have been published
by Arutyunov, Basevich, Vedeneev, and co-workers from Semenov Institute
of Chemical Physics at the Russian Academy of Science in Moscow. Most of
these papers are published in their native language and, hence, will not be
included in this review due to linguistic barriers.
2.2.1 Overview of Experimental Achievements
Despite the extensive work in the ﬁeld, measured yields of methanol are gen-
erally low, while a few promising results have proven diﬃcult to reproduce.
This is attributed to experimental and/or theoretical shortcomings arising
from the limited knowledge of interactions between the complex chemistry
involved in the process and a number of important process parameters.
The available studies have demonstrated that relatively low combustion
temperatures in the range of 550–800K and high pressures between 30–
100 bar, along with a high CH4/O2 ratio in the feed, are key parameters
to obtain high selectivities of methanol. However, inﬂuence may also arise
from third-body eﬀects from inert diluents, reactor residence time, reactor
design, surface materials, and gas phase sensitizers including higher hydro-
carbons and various inorganic compounds. In the present work, inorganic
additives of particular interest are NOx and H2S, where the latter is typi-
cally found in trace amounts in crude natural gas. Under certain conditions,
these compounds may interact with the hydrocarbon oxidation chain in a
way that promotes the formation of the desired product. Some of these pro-
cess parameters will be discussed in more details below. First, an overview
of the most important experimental achievements from the literature is pre-
sented in Table 2.1. The author points to the large diversities in applied
experimental conditions and hereof resulting methanol yields.
The subsequent Figure 2.1 presents a direct comparison of experimental
selectivities of methanol as function of the methane conversion. These data
are further compared with recent results obtained from the direct heteroge-
neous catalytic conversion of methane to methanol as well as the technical
economic assessments previously discussed in Section 1.3.2. The reader is
referred to this discussion for a critical view of the so-called ”commercial tar-
get” in Figure 2.1. It is emphasized that the data shown in Figure 2.1 are
not necessarily comparable in terms of applied experimental conditions. The
ﬁgure merely provides an overview of the most promising achievements in
the ﬁeld as of today.
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Figure 2.1: Comparison of experimental selectivities of methanol, SCH3OH, as a function
of the methane conversion, XCH4 , reported in the literature for the direct par-
tial oxidation of methane to methanol. Homogeneous process (blue symbols):
+ Newitt & Haﬀner, 1932 [42];  Yarlagadda et al., 1988 [65];  Burch et
al., 1989 [66];  Hunter et al., 1990 [67];  Thomas et al., 1992 [70]; ∗ Chun
& Anthony, 1993 [72]; • Casey et al., 1994 [73];  Feng et al., 1994 [75];
 Chellappa et al., 1997 [77]; × Zhang et al., 2002 [78]. Heterogeneous pro-
cess (red symbols): • Chellappa & Viswanath, 1995 [95]; Wang et al.,
2003 [96]; Hahm et al., 2004 [97]. Technical economic evaluation (black
symbols): • Kuo et al., 1989 [38];  Lange & Tijm, 1996 [39]. Commercial
target area (hatched) is estimated based on the values from Kuo et al. [38]
and Lange & Tijm [39]. Dashed-dotted lines represent methanol yields of 1,
2, 4, and 6%, in accordance with the deﬁnition of YCH3OH in Equation (1.9).
As indicated in Table 2.1 and Figure 2.1, previous results from the liter-
ature are characterized by signiﬁcant scatter in terms of measured peak se-
lectivities and fuel conversions; even when seemingly identical reaction con-
ditions have been applied. The work of Gesser and co-workers [65, 67, 68]
displays very promising results in terms of high methanol yields as do the
the results reported by Feng et al. [75] and Zhang et al. [78]. However, these
data lie far from most other investigations conducted in the ﬁeld, and this
calls for suspicions. Burch et al. [66] dedicated their work to reproduce the
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results of Yarlagadda et al. [65]. They investigated the homogeneous reac-
tion at various temperatures and pressures from 648–723K and 5–50 bar, as
well as a broad range of O2 concentrations in the feed, but despite all their
eﬀorts to recreate the conditions applied by Yarlagadda et al., they remained
unsuccessful in the sense that measured methanol selectivities and methane
conversions were not even remotely close to those reported by Yarlagadda
et al. [65]. Burch et al. ﬁnally attributed these continuous discrepancies
to minor diﬀerences in the reactor design, but even so, their results ques-
tion the integrity of the work of Yarlagadda et al. and, thus, also the other
promising results reported by Gesser and co-workers. Nonetheless, it cannot
be ruled out that deviations observed between various results have indeed
been caused by secondary issues that have been overlooked by the respective
authors, e.g. in relation to the reactor conﬁguration. In any case, this lack of
reproducibility emphasizes the need for a more fundamental process devel-
opment strategy where a detailed understanding of the governing chemistry
is in focus rather than a subjective experimental optimization.
2.2.2 Temperature and Pressure
The homogeneous oxidation of methane is governed by a free-radical mech-
anism, which is diﬃcult to control. The very stable methane molecule must
be converted to methanol without promoting further oxidation to undesired
carbon oxides. The rate limiting step is the breaking of the very stable H–C
bond in methane (D298H−CH3 = 104.9± 0.1 kcal/mol [98]). This typically requires
high temperatures (>1000K), which has an adverse eﬀect on the selectiv-
ity of the desired products (D298H3C−OH = 91.9± 0.17 kcal/mol and D298H−CH2OH =
96.0 ± 0.15 kcal/mol [98]). The major intermediate and ﬁnal products formed
during high-temperature combustion of methane are shown in (2.20). The
speciﬁc yields of higher hydrocarbons, represented by ethane (C2H6), as well
as the full oxidation products, CO and CO2, depend on the reaction stoi-
chiometry.
CH4 → CH3 → CH2O → HCO → CO→ CO2
↓
C2H6
(2.20)
The selectivity of oxygenated hydrocarbons is greatly improved by ap-
plying relatively low combustion temperatures combined with high pressure.
An increase of pressure is equivalent with an increase of the collision fre-
quency between molecules. Molecules can deliver, as well as absorb, certain
amounts of momentum or internal energy upon collision without undergoing
19
2 Literature Review
chemical conversion itself. The former may help reactants pass an energy
barrier and reach the product state, while absorption of excess energy from
activated complexes (marked by ’∗’) increases the probability of adduct sta-
bilization instead of dissociation. The scheme in (2.21) illustrates the eﬀect
of collisional stabilization at high pressure.
CH2 + H2O (low pressure/
↗ high temperature)
CH3 + OH [H3C · · ·OH]∗
↘
CH3OH (high pressure/
low temperature)
(2.21)
Following Le Chatelier’s Principle, high pressure also favors the overall
conversion of methane and oxygen to oxygenated hydrocarbons, e.g. CH4 +
1/2 O2 → CH3OH, in order to decrease the total number of molecules.
From a practical point of view, it is unfortunate if exceptionally high pres-
sures must be applied in order to obtain competitive yields since gas com-
pression is a very expensive unit operation. The wellhead pressure obtained
at gas recovery sites varies signiﬁcantly with the depth of the reservoir, but
pressures in the range of 80–150 bar are typically available [99]. This range
should not be exceeded in the GTL process in order to limit production costs.
The issue was pursued by Lott and Sliepcevich [64], who conducted exper-
iments at extremely high pressures from 3450 to 13800 bar using a fortiﬁed
static steel reactor and a specially designed gas compression system consisting
of air-driven hydraulic pumps and a pressure intensiﬁer unit, among others.
Lott and Sliepcevich obtained a peak methanol selectivity of 40.1% at 6.3%
methane conversion when applying 537K at the lowest investigated pressure.
A further pressure increase proved to have no or, perhaps, a slight adverse
eﬀect on the methanol yield. Lott and Sliepcevich, however, recognized that
catalytic activity at the steel surface could have inﬂuenced their results.
In a review from 1995, Arutyunov et al. [86] described how methanol
formation reaches a maximum value at pressures between 100 and 150 bar
with the largest gain occurring below 100 bar. This indicates that only a
minor improvement of the methanol yield can be expected if the process is
run above 100 bar; and this may be disproportionate to the production costs
if it requires additional compression of the feed gas. In 2002, Arutyunov [100]
published a thorough outline of the role of pressure in the partial oxidation
process of methane. Here, the author reached a similar conclusion. The
recommendation is also consistent with other reports from the literature,
e.g. [69, 76, 87, 89].
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Third-Body Eﬀects
The major components in the reactant mixture are typically CH4, O2, and N2,
but larger molecules, like CO2 and C2H6, are sometimes present in suﬃcient
amounts to become frequent third-body collision partners. Larger molecules
also exhibit a larger capacity to store energy absorbed upon impact with
other molecules, and this may be beneﬁcial in terms of promoting pressure
dependent reactions that produce methanol or methanol precursors. This
presumes that the given reaction does not operate at the high-pressure limit
(deﬁned later in Section 5.2.2.1), where the third-body collision partner has
no inﬂuence on the reaction rate.
Feng et al. [75] increased the selectivity of methanol from 40 to 70% when
the total system pressure was increased from 10 to 50 bar through addition of
CO2. Feng et al. attributed this behavior to the enhanced third-body eﬀect
of CO2, but their analysis did not exclude the possibility that the higher
methanol selectivity may as well have been a result of the total pressure
increase rather than the speciﬁc third-body eﬀect of CO2. Omata et al. [74]
also studied the inﬂuence of CO2 addition by comparing the methanol yield in
the presence and absence of 10% CO2 as a substitute for CH4. Experiments
were conducted at 41.5 bar and 673–753K using a constant CH4/O2 ratio of
30. The results indicated a minor decrease of the overall reaction initiation
temperature of ∼20K, while the peak methanol yield increased by about
20%. Again, results were not directly comparable in terms of pure third-
body eﬀects due to the diﬀerent absolute concentrations of fuel and oxidizer
in the two experiments. Omate et al. [74] further suggested that addition
of CO2 may have a more direct chemical inﬂuence on the fuel conversion
by acting as a source of chain-initiating OH radicals through reaction with
H-atoms:
CO2 + H→ CO + OH (2.22)
CH4 + OH→ CH3 + H2O → ... (2.23)
In this case, CO2 acts as a chemical initiator instead of an inert third-body
collision partner.
In kinetic modeling, third-body eﬀects are considered in relation to pres-
sure dependent reactions where the concentration of the inert collision part-
ner ”M” appears as a factor in the rate expression. This value can be multi-
plied by an enhancement factor 	= 1 when M represents colliding molecules
that exhibit diﬀerent potential for energy transfer compared to those encoun-
tered during the original measurements of the given rate constant. (See the
later Section 5.2.2.1 for the mathematical treatment of third-body reactions
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in modeling). Since rate constant data are typically derived from experi-
ments conducted in inert atmospheres of He, Ar, or N2, larger molecules, like
e.g. CO2 and C2H6, may exhibit third-body enhancement factors > 1.
The signiﬁcance of the third-body eﬀect relies on absolute concentrations
of speciﬁc molecules, so in terms of the investigated GTL process, it is mainly
relevant to consider a potential enhancement factor for CH4. The third-body
collision eﬃciencies of CO and CO2 may also be of interest in relation to
practical applications of the process that aim at converting the entire hydro-
carbon load. This would require substantial recirculation of the reactants
to compensate for the low fuel conversion obtained during a single pass of
the reactor, which may facilitate build-up of CO and CO2. However, from a
practical point of view, it is considered unlikely that forced addition of CO,
CO2, or other inert third-body candidates to the reactant mixture will be
economically sound considering the substantial amount necessary to yield a
pronounced eﬀect.
2.2.3 CH4/O2 Ratio
A high CH4/O2 ratio in the feed favors a high selectivity of methanol. The
reason is found in the conversion of the intermediate methoxy radical (CH3O),
which is a precursor of methanol. Methoxy radicals are consumed through
three major reaction pathways:
CH3O + M→ CH2O + H + M (2.24)
CH3O + O2 → CH2O + HO2 (2.25)
CH3O + CH4 → CH3OH + CH3 (2.26)
Conversion of CH3O to formaldehyde (CH2O) is readily obtained by ther-
mal dissociation (2.24) or reaction with molecular oxygen (2.25). Reaction
(2.26) shows that CH3O can also react with CH4 and yield CH3OH, but it re-
quires that CH4 is present in suﬃcient amounts to become the most frequent
collision partner of CH3O. As a consequence, high CH4/O2 ratios combined
with a high absolute concentration of CH4 will promote high selectivities of
CH3OH, while suppressing alternative reaction channels. The selectivity of
CH3OH approaches 100% when CH4/O2  100, but too high ratios require
very low absolute concentrations of O2 and thereby limit the fuel conversion
and the product yield. High absolute O2 concentrations, consistent with low
CH4/O2 ratios, will, on the other hand, result in a substantial adiabatic tem-
perature rise caused by the exothermic fuel oxidation and hence, promote
formation of the full oxidation products CO and CO2. This trend of in-
verse proportionality between methanol selectivity and methane conversion
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is recognized among the experimental series depicted in Figure 2.1 on page
18. Previous investigations listed in Table 2.1 cover CH4/O2 ratios from 8.1
to 39, but considering the large scatter in the present results, it is diﬃcult
to deduce a more narrow optimal range until more consistent investigations
become available.
2.2.4 Gas Phase Sensitizers
Certain gaseous additives are able to catalyze the low-temperature conver-
sion of methane to oxygenates. This can be achieved indirectly by promoting
fuel conversion at lower temperatures, which favors oxygenated products with
low thermal stability. The selectivity of desired products may also be directly
promoted if these additives enable new and more attractive reaction path-
ways. Compounds with these abilities are called initiators and promoters
respectively; or gas phase sensitizers in general, and they may prove to be
an important parameter in the optimization of the partial oxidation process.
Gas phase sensitizers of particular interest in the current project include
nitrogen oxides (NOx, i.e. NO and NO2) and sulfur compounds, like H2S and
SO2, as well as higher hydrocarbons that are present in crude natural gas.
Nitrogen Oxides (NOx)
The understanding of nitrogen chemistry during combustion of hydrocar-
bon fuels have evolved considerably throughout the past decades motivated
by the increasing concern of harmful NOx-emissions and the subsequent
development of reburning and SNCR (Selective Non-Catalytic Reduction)
technologies [101–106]. The sensitizing eﬀects of NOx on various hydro-
carbon fuels have been the subject of numerous investigations and several
recent papers are available including both experimental and modeling stud-
ies, e.g. [105–113]. Nitrogen oxides have the ability to reduce the initiation
temperature of the hydrocarbon conversion, either through direct reactions
with intermediate species from the hydrocarbon oxidation chain that exhibit
lower energy barriers than their pure hydrocarbon counterparts, or indirectly
through a number of radical reactions between NO/NO2 and the H/O rad-
ical pool. Both mechanisms share the common feature that NO and NO2
are continuously recirculated in so-called auto-catalytic cycles. As a conse-
quence, even trace amounts of NOx present in the reaction mixture may have
a substantial impact on the oxidation chemistry of CH4 and other hydrocar-
bon fuels. These auto-catalytic NOx-cycles as well as the general reaction
mechanism of NOx will be discussed in more details in later sections of this
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thesis. At the moment, NOx is considered the most promising gas phase
sensitizer.
Sulfur Compounds (H2S/SO2)
Gas phase sulfur chemistry at elevated temperatures relevant to combustion,
and, in particular, the interactions between sulfur compounds and hydrocar-
bon fuels, are issues that are far less understood than the NOx mechanism.
There is reason to believe that SO2 may act as a radical sink during hydro-
carbon combustion [114] and, hence, exhibit an adverse eﬀect on the fuel
conversion, but publications in the ﬁeld are limited and sometimes even con-
tradictory [115, 116]. The high pressure relevant to the present work may,
however, facilitate completely diﬀerent reaction mechanisms. Some papers
about sulfur/hydrocarbon kinetics have been published in Russia, e.g. by
Arutyunov [117], but linguistic barriers make it diﬃcult to approach this
work. Nonetheless, it is interesting to disclose possible sensitizing (or in-
hibiting) eﬀects of sulfur compounds in relation to low temperature and high
pressure oxidation of light hydrocarbon fuels since small amounts of sulfur
(<1%) are typically found in crude natural gas. This is in the form of H2S,
which is readily oxidized to SO2 upon contact with oxygen.
Higher Hydrocarbons (C2H6, etc.)
It has been demonstrated [85, 118] that natural gas is more susceptible to
partial oxidation to oxygenated hydrocarbons than pure methane. This indi-
cates a promoting eﬀect of the higher hydrocarbons (C>1) present in natural
gas. These compounds typically represent 1 to 10% of crude natural gas with
C2H6 as the major constituent. Compared to CH4, bond dissociation ener-
gies are lower in higher hydrocarbons, e.g. D298H3C−CH3 = 90.1±0.2 kcal/mol and
D298H−CH2CH3 = 100.4±0.3 kcal/mol compared to D298H−CH3 = 104.9±0.1 kcal/mol [98],
and they are expected to react more easily and form radicals before methane,
e.g. via reaction with molecular oxygen in (2.27) or thermal decomposition
in (2.28):
C2H6 + O2 → C2H5 + HO2 (2.27)
C2H6 + M→ CH3 + CH3 + M (2.28)
The released HO2, C2H5, and CH3 radicals may subsequently initiate the
CH4 oxidation chain.
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2.2.5 Surface Reactions
Laboratory investigations of the homogeneous partial oxidation of natural
gas typically involve low ﬂow rates and large reactor surface-to-volume ra-
tios (S/V). This gives rise to a substantial contact between the reaction mix-
ture and the reactor surface, which makes it relevant to consider the issue of
potential surface reactions. If the hydrocarbon conversion is inﬂuenced by
catalytic activity at the surface of the reactor, adjacent ﬁttings, tubings, etc.,
the resulting measurements do not reﬂect the pure homogeneous gas phase
chemistry and hence, cannot be used to validate the process. The nature of
these surface reactions can be very diverse. Chain-carrying radicals can be de-
activated if they recombine at the surface and form stable compounds. This
inhibits the chemistry and results in lower conversion rates and/or higher
initiation temperatures. Opposite eﬀects may also be obtained if surfaces
promote initiation of the reaction sequence, e.g. by catalyzing radical for-
mation at low temperatures. The desired products may also be oxidized at
the surface. It is likely that certain materials are selective towards speciﬁc
compounds and hence, promote diﬀerent phenomena under diﬀerent reaction
conditions.
It is crucial to minimize, and preferably eliminate, catalytic activity at
exposed surfaces to ensure the quality of the experimental results. This can
be achieved either by applying an inert reactor material or by reducing the
S/V ratio. The latter is inherently obtained in large industrial scale reactors,
so the issue of surface reactions is mainly a concern in relation to laboratory
experiments.
Glasses, like quartz, pyrex, and sapphire, are generally regarded as inert
materials with very little catalytic activity towards hydrocarbon oxidation
chemistry, while various metals are known to catalyze hydrocarbon conver-
sion. Burch et al. [66] conducted experiments in stainless steel, quartz, and
pyrex reactors at pressures from 5 to 50 bar. They observed no signiﬁcant
diﬀerences in the performance of the two glass reactors, while the stainless
steel reactor did not produce any methanol until >20 bar, and only at the
highest pressure (50 bar) were they able to measure yields of methanol of
comparable magnitude to those obtained in the glass reactors.
The problem with glass reactors is obviously the brittle nature of the
material and low durability towards large pressure gradients. This issue has
typically been solved by applying a steel reactor with a tightly ﬁtted glass-
lined interior. Even so, glasses generally exhibit very low thermal expansion
coeﬃcients compared to metals, which inevitably requires a certain spacing
between the two materials in order to avoid crushing the glass-lining when
the reactor is heated. In the process of designing such reactors, it is diﬃcult
25
2 Literature Review
to avoid exposure of ﬁttings, O-rings, locking-nuts, etc., which may be suﬃ-
cient to establish a noticeable heterogeneous conversion of reactants and/or
products [78].
As seen in Table 2.1, almost all experimental investigations conducted
within the last two decades apply glass reactors. Rytz and Baiker [69] de-
liberately applied a very high S/V ratio  100 by inserting quartz wool into
their tubular quartz reactor in order to investigate possible surface activities.
They did not obtain high selectivities of methanol despite methane conver-
sions up to 7%, which can be interpreted in terms of catalytic oxidation
of the product at the surface. This observation was supported by Ozturk
et al. [119], who conducted a theoretical study of the partial oxidation of
methane on a SiO2 surface with multiple surface defects using the semiim-
perical MOPAC-PM3 method developed by Stewart [120]. They concluded
that adsorbed O2 is likely to react with methane at the silica surface and
form adsorbed methanol followed by H-atom elimination and subsequent re-
lease of gaseous formaldehyde. The mechanism is sketched below. Bullets
(•) indicate that the compound is bound to a surface.
O2 → •O2 (2.29)
•O2 + CH4 → •CH3OH + •O (2.30)
•CH3OH→ 2 • H + CH2O (2.31)
The mechanism proposed by Ozturk et al. [119] can explain the low se-
lectivity reported by Rytz and Baiker [69]. It is emphasized that Rytz and
Baiker used an abnormally high surface area compared to typically applied
reactor conﬁgurations; even for laboratory investigations. Even so, their ob-
servations still raise the question whether glass reactors can be regarded as
completely inert in terms of surface reactions.
Unlike most others, Lødeng et al. [76] used a reactor made of alsint
(Al2O3) for their studies of partial methane oxidation at high pressure. Alu-
mina oxide is also regarded as a relatively inert material towards surface re-
actions, but only few experimental investigations exist to conﬁrm this [100].
It is diﬃcult to deduce any trends regarding surface activities of the reactor
material based on the results reported by Lødeng et al. [76]. Their use of a
very low S/V ratio in the reactor (see Table 2.1), in any case limits the con-
tact between the reaction mixture and the surface material. However, recent
in-house experiments by Johansson [121] with CH4 and CH3OH oxidation at
atmospheric pressure and ﬂow reactors of diﬀerent materials point towards
increased surface activity of Al2O3 compared to quartz.
26
2.3 The Heterogeneous Process
2.3 The Heterogeneous Process
The ﬁrst investigations of the catalytic direct partial oxidation of natural gas
to oxygenated hydrocarbons date back to the early years of the twentieth
century where one of the ﬁrst patents in the ﬁeld was granted Lance and
Elworthy [122] in 1906. They claimed that formaldehyde, formic acid, and
methanol could be obtained by oxidizing methane with hydrogen peroxide at
near-ambient conditions in the presence of iron sulfate (FeSO4). Since then,
a broad range of catalysts have been tested including principal metals and
single- and multi-metal oxides of Mo, V, Ti, Fe, Ag, Cu, Sn, Zn, and others,
as well as zeolites, e.g. [72, 95, 96, 118, 123–126]. These investigations have
identiﬁed MoO3/SiO2 and V2O5/SiO2 with O2 or N2O/NOx as oxidizer, as
the most promising catalytic systems. It is noticed that catalytic conversion
of methane tends to yield mixtures of formaldehyde and methanol, where
formaldehyde often appears as the major constituent in contrast to the ho-
mogeneous process that mainly produces methanol.
In 1971, Dowden and Walker [123] were granted a patent on a process that
used multi-metal oxides of MoO3 in combination with a wide range of other
metal oxides. Dowden and Walker stated that in order to be a successful
catalyst, the material had to possess a dual-functionality where at least one
of the metal oxides is capable of catalyzing the oxidation of hydrocarbons by
oxygen, while another metal oxide should catalyze the hydration of alkenes.
They identiﬁed Fe2O3(MoO3)3 as the most active catalyst and obtained a
73% peak selectivity of oxygenates at 2.1% methane conversion from a 97/3
mixture of methane and oxygen at 712K and 52 bar. The catalytic system
proposed by Dowden and Walker was later re-investigated by Chellappa and
Viswanath [95], who obtained a peak selectivity of 51% oxygenated hydro-
carbons at 5.7% methane conversion at 743K and 34 bar.
In 1997, Herman et al. [125] compared the catalytic performance of V2O5/
SiO2 and MoO3/SiO2 in a double-bed catalyst at 903K and atmospheric
pressure. The ﬁrst bed contained 1wt% sulphonated SrO/La2O3, which
is a powerful methyl radical generator, while the second bed contained ei-
ther 1wt% of the vanadium catalyst or 2wt% of the molybdenum catalyst.
V2O5/SiO2 proved to be far more active than the molybdenum based cata-
lyst at these conditions, but it was diﬃcult to control and the authors only
managed to obtain about 36% peak selectivity of oxygenated hydrocarbons
at 4.4% methane conversion. In a recent study from 2002, Barbero and co-
workers [126] claim to have developed a 0.03% V2O5/SiO2 based catalyst
with a speciﬁc surface area of only 1m2/g that produces up to 40% selectivity
of oxygenates at 40% methane conversion from a slightly rich methane/oxy-
gen mixture with addition of 1% NO at temperatures from 803 to 1023K
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and atmospheric pressure.
Despite the very active interest in the heterogeneous route, no milestone
achievements have yet been reported. The fact that homogeneous reactions
may well take place in the void spaces of the catalyst bed makes it diﬃcult to
accurately characterize the performance of diﬀerent heterogeneous systems
and identify a set of optimal reaction conditions.
Experimental investigations of the heterogeneous process are scattered
over a wide range of conditions including temperatures and pressures from
373 to 1173K, and 1 to 70 bar [124]. However, the majority of the reported
results share a striking likeness with the reported homogeneous experiments
in terms of applied temperature, pressure, and CH4/O2 ratios, which indi-
cates that both homogeneous and heterogeneous reactions may have played
a pronounced role. Such multi-reacting systems exhibit interesting perspec-
tives if the individual reaction mechanisms were suﬃciently understood to
enable proper utilization. Mackie [83] proposed a scenario where dissociation
of CH4 is facilitated at low temperatures by a heterogeneous reaction followed
by diﬀusion of free radicals into the gas phase and subsequent initiation of the
hydrocarbon oxidation chain. However, an important obstacle for designing
this reacting system is the limited understanding of the homogeneous gas
phase chemistry.
In 1993, Chun and Anthony [72] investigated the catalytic performance
of a range of multi-metal oxides, including molybdenum and vanadium com-
pounds, in a ﬁxed-bed ﬂow reactor at 640–750K, 50.7 bar, and CH4/O2 = 22.
They compared the results with data obtained in an empty reactor as well as
a ﬁxed-bed of pyrex beads under similar conditions, but they did not mea-
sure any improvements of the methanol selectivity as a result of changing the
catalytic material. This observation led the authors to reject the catalytic
system and instead suggest that a signiﬁcant amount of the desired product
was produced as a result of homogeneous reactions taking place in the void
spaces of the packed bed.
2.4 Summary and Perspective
The homogeneous direct partial oxidation of natural gas to oxygenated hy-
drocarbons has received considerable attention throughout the past century
with the earliest investigations dating back to 1902-03 [40, 41]. Most in-
vestigations have been concerned with an experimental optimization of the
process, but despite the eﬀorts applied, no commercial applications have yet
been commissioned.
Reported results show signiﬁcant scatter in terms of peak methanol se-
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lectivities and corresponding methane conversions. The most promising re-
sults in terms of high methanol yields have been obtained by Gesser and
co-workers [65, 67, 68], and Feng et al. [75], who measured combinations of
methanol selectivities and methane conversions that extend into the com-
mercially attractive range (SCH3OH > 80–90% and XCH4 > 7.5–10%). Here,
the direct process is expected to become a direct competitor to conventional
synthesis gas-based methanol plants, but attempts to reproduce these results
have been unsuccessful for reasons currently unknown.
In light of the scattered results obtained at seemingly identical reaction
conditions, only broad proposals of optimal reaction conditions can be jus-
tiﬁed at the present stage. These involve pressures from 30–100 bar, tem-
peratures from 550–800K, and 10 < CH4/O2 < 40 in the feed. The use of
gas phase sensitizers to promote the yield of the desired products has further
been considered. Nitrogen oxides (NOx) are currently the most promising
gas phase sensitizers, but applications of sulfur compounds and higher hy-
drocarbons found in crude natural gas may also gain relevance. Experimental
investigations in laboratory scale reactors typically involve high surface-to-
volume ratios facilitating a substantial contact between the reaction mixtures
and the reactor surface. This may give rise to undesired heterogeneous cat-
alytic conversion of reactants and/or products. The issue can be limited by
applying inert reactor materials; preferably quartz, or other glasses, but even
so, experimental investigations indicate that glass materials may still exhibit
a slight catalytic eﬀect.
The presented review has demonstrated that a diﬀerent approach is
needed before a consistent process optimization is rendered possible. The
new strategy; as advocated in the current project, should focus on the de-
tailed chemical mechanisms that govern the hydrocarbon conversion. Not
until this fundamental issue is clariﬁed will it be possible to explain the
signiﬁcant diversities observed among results from the literature.
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Chapter 3
Thermodynamic Properties
Thermodynamic properties of chemical compounds constitute the foundation
for subsequent calculations of chemical kinetics, species transport, and energy
relations relevant to the direct conversion of natural gas to liquid chemicals.
General relations between temperature, T , pressure, P , and molar volume,
Vm (or reciprocal density 1/ρ), are predicted by equations of state (EoS) that
are based on considerations of interactions between intermolecular forces and
the energy and pressure in the ﬂuid. The generic form of an EoS can be
written as:
P = P (Vm, T ) (3.1)
This chapter presents a general outline of the approach to thermodynamic
properties used in the present work. The content will be called upon on
various occasions throughout the project.
3.1 Ideal Gas Properties
The Ideal Gas Law, written in Equation (3.2), is an example of a simple EoS.
An ideal gas can be regarded as a gas of identical particles of zero volume with
no intermolecular forces. Hence, in a mixture of ideal gases, each compound
has the same physical properties as if it was alone in the same volume.
PVm
RT
= 1 (3.2)
The main advantages of the Ideal Gas Law are its simplicity and the fact
that no information are required about the speciﬁc compounds subjected
to the analysis. In practice, real gases do not exhibit ideal gas properties,
but the approximation often describes real gases fairly well. An important
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exception is the combination of high pressure and low temperatures, where
molecules and atoms are closer together on an average giving rise to a po-
tential energy contribution and increased attractive forces. This is an issue
in the present work, where high pressure is required to run the reaction.
For that reason, more sophisticated thermodynamic relations should also be
considered.
3.1.1 Reference State Thermodynamic Database
Before turning to the application of more complicated EoS, it is relevant
to consider the thermodynamic functions: enthalpy, H ig, and entropy, Sig,
at ideal gas conditions. These are calculated from Equation (3.3) and (3.4)
respectively:
H ig (T ) = Href(Tref) +
∫ T
Tref
Cigp (T ) dT (3.3)
Sig (T, P ) = Sref(Tref , Pref) +
∫ T
Tref
Cigp (T )
T
dT
−R ln
(
P
Pref
)
− R
∑
i
yi ln yi
(3.4)
The last term in Equation (3.4) accounts for the entropy change of mixing
for ideal solutions and is only relevant when mixtures are considered [127].
In many cases, calculations of thermodynamic state functions are only
intended to reﬂect changes in the conditions of a system where the molar
content in the ﬂuid phase remains constant. Under these conditions, refer-
ence states can be chosen arbitrarily, but when state functions are calculated
in relation to e.g. chemical reactions or chemical equilibrium, it is necessary
to deﬁne consistent reference states for the involved species in order to pre-
dict the correct properties. When this situation occurs in the present work,
a uniform reference state is deﬁned at Tref = 298.15K and Pref = 1bar for
all compounds. The molar enthalpies and entropies of an ideal gas at these
reference conditions (H298 and S298) are obtained from the literature, e.g.
via the NIST Chemistry Webbook [128], or the Thermochemical Database
of Burcat and Ruscic [129], where the latter includes some of the latest eval-
uations of enthalpies of formation from the Active Thermochemical Tables
of Ruscic et al. [130, 131]. These are regarded as the most accurate sources
available in the ﬁeld.
Equation (3.3) and (3.4) assume that the molar heat capacity of the ideal
gas, Cigp , is a known function of the temperature. Expressions of Cigp (T )
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are often available in polynomial form; as in Equation (3.5), where Cigp /R
is ﬁtted to experimental data from the literature. Similar polynomial ﬁts to
H ig/RT and Sig/R have been developed by Gordon and McBride [132] for
easy computation in connection to the NASA Chemical Equilibrium program.
These are commonly referred to as ”NASA polynomials” and are shown in
Equation (3.6) and (3.7). Notice that the approximate expression of Sig/R
in (3.7) compares with the complete Equation (3.4), only when P = Pref and
yi = 1.
Cigp
R
∼= a1 + a2T + a3T 2 + a4T 3 + a5T 4 (3.5)
H ig
RT
∼= a1 + a2
2
T +
a3
3
T 2 +
a4
4
T 3 +
a5
5
T 4 +
a6
T
(3.6)
Sig
R
∼= a1 ln (T ) + a2T + a3
2
T 2 +
a4
3
T 3 +
a5
4
T 4 + a7 (3.7)
It is generally convenient to express the thermodynamic properties as
dimensionless quantities, e.g. Cigp /R, in order to ease the use of any desired
unit system through the choice of the universal gas constant.
The present work includes a reference state thermodynamic database in
terms of H298, S298, and Cigp (T ) for all involved stable and unstable com-
pounds found in the gas phase. The database is found in Table 3.1. For
computational purposes, these data are also available in terms of 7-constant
NASA polynomials (a1−7).
Thermodynamic Properties of Peroxide Species
In the literature, thermodynamic properties of alkylperoxide species and their
radical derivatives often vary considerably. In the present work, this involves
CH3OOH, CH3OO, CH2OOH, C2H5OOH, and C2H5OO that warrant a few
supplementary comments regarding the origin of the data found in Table 3.1.
The preferred value of H298(CH3OOH) = −30.1 ± 1 kcal/mol is obtained
from the recent experimental work by Matthews et al. [133]. In their pa-
per, Matthews et al. also presented supplementary ab initio calculations at
a high-level of theory yielding a value of −30.4 kcal/mol in support of the ex-
perimental result. The preferred value is further substantiated by ab initio
CBS-APNO calculations by Blanksby et al. [134], who reported a value of
−30.9± 0.7 kcal/mol.
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3.2 Cubic Equations of State
The most recent experimental values of H298(CH3OO) have been proposed
by Knyazev and Slagle [143] (2.1±1.2 kcal/mol), Blanksby et al. [134] (4.8±1.2
kcal/mol), and latest by Meloni et al. [136] (3.0±1.2 kcal/mol). The latter is in
good agreement with the theoretical value of 3.4 kcal/mol from Janoschek and
Rossi [144] and is preferred in the present study. Supplementary values of
S298 and Cigp (T ) for both CH3OOH and CH3OO are drawn from Burcat and
Ruscic [129].
There are no experimental measurements of thermodynamic properties of
CH2OOH. Instead, recent ab initio calculations by Janoschek and Rossi [137]
have provided the preferred values of H298 and S298. It is noticed that their
value of H298 is almost 45% higher than the recommended value by Baulch et
al. [145], who drew analogies to the thermodynamic properties of the parent
molecule CH3OOH with a correction for the missing H-atom that reﬂects
the diﬀerence between properties of CH3OH and CH2OH. Janoschek and
Rossi [137] only provided the heat of formation of CH2OOH at 298K, so the
temperature dependence of the molar heat capacity has been adopted from
the isomer CH3OO with a constant displacement of the Cigp (T )(CH3OO)-
curve to ﬁt Cp,298(CH2OOH).
Enthalpies of formation of C2H5OOH and C2H5OO are both drawn from
the combined experimental and theoretical work of Blanksby et al. [134] yield-
ing values of H298 = −39.5±0.7 and −6.8±2.3 kcal/mol respectively. Consider-
ing the experimental uncertainties, these values are in good agreement with
the corresponding values −41.9±3.1 and −6.5±2.4 kcal/mol from Knyazev and
Slagle [143] that were also derived from combined experimental and theoreti-
cal studies. The preferred value of H298(C2H5OOH) is supported by several ab
initio studies, e.g. Lay and Bozzelli [146] (−39.9 kcal/mol), Jungkamp and Se-
infeld [147] (−39.71 kcal/mol), and Carstensen and Dean [148] (−39.2 kcal/mol).
Jungkamp and Seinfeld, and Carstensen and Dean also reported ab initio
calculations of H298(C2H5OO) leading to −5.78 kcal/mol and −5.3 kcal/mol re-
spectively. These values lie somewhat above the experimental values from
Blanksby et al. [134] and Knyazev and Slagle [143], but still within the un-
certainty limits. Again, supplementary values of S298 and Cigp (T ) for both
C2H5OOH and C2H5OO have been adopted from Burcat and Ruscic [129].
3.2 Cubic Equations of State
The Ideal Gas Law does not account for the relations between molecular
interactions and macroscopic properties of the ﬂuid, but these eﬀects are
captured by the cubic equations of state. Cubic EoS are polynomial equations
that are cubic in molar volume. Unlike, the Ideal Gas Law, this type of EoS
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is able to predict both liquid- and vapor-phase volumetric behavior (VLE),
while maintaining a reasonable compromise between generality and simplicity
that makes them suitable for engineering calculations.
The concept of cubic EoS was formulated in 1873 by Van der Waals
(VdW) [149] based on considerations of a ﬂuid composed of particles of non-
zero size and pairwise attractive interparticle forces. The VdW Equation in
(3.8)–(3.9) employs the two characteristic macroscopic properties: critical
pressure, Pc, and critical temperature, Tc, embedded in the constants a and
b that represent attractive and repulsive forces respectively [150, 151]:
P =
RT
Vm − b −
a
V 2m
(3.8)
a =
RTc
8Pc
, b =
27R2T 2c
64Pc
(3.9)
At given T ,P equation (3.8) has three volume roots; as have all cubic EoS.
Two of these roots may be complex, but in order to be physically meaningful,
roots have to be real, positive, and larger than the constant b. There is always
one real positive root when the temperature is above the critical temperature,
T > Tc. Similarly, when the temperature is equal to the critical temperature,
T = Tc; except when the pressure is equal to the critical pressure, P = Pc, in
which case three real positive roots appear that are all equal to the critical
molar volume, Vmc. When the temperature is below the critical temperature,
T < Tc, there will be one real positive root at high pressure, while three real
positive roots are obtained for a range of lower pressures. The middle root
is here of no signiﬁcance, but the smaller root represents a liquid volume,
while the larger root is a vapor volume. This infers that saturated liquid and
vapor molar volumes will be given by the smallest and the largest root when
the pressure is equal to the saturated vapor pressure, P = P sat, [127, 152].
A number of modiﬁed cubic EoS have emerged since the VdW Equation
that enable more accurate predictions of experimental data [150,151]. How-
ever, these modiﬁcations are essentially minor deviations from the original
VdW Equation focusing on more accurate descriptions of the attractive and
repulsive parameters a and b.
3.2.1 Soave-Redlich-Kwong Equation
The Soave-Redlich-Kwong Equation (SRK) [153] presented in (3.10)-(3.12) is
a three-parameter modiﬁcation from 1972 of the original Redlich-Kwong [154]
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two-parameter cubic EoS development of the VdW Equation.
P =
RT
Vm − b −
a
V 2m + bVm
(3.10)
a(T ) =
0.42747R2T 2c
Pc
[
1 + ξ (ω)
(
1−
√
Tr
)]2
, b =
0.08664RTc
Pc
(3.11)
ξ (ω) = 0.480 + 1.574ω − 0.176ω2 (3.12)
The SRK Equation presents two important modiﬁcations compared to
the original VdW Equation. The ﬁrst modiﬁcation is the introduction of a
temperature dependence of a = a(T ) by including the reduced temperature:
Tr =
T
Tc
. Secondly, the SRK Equation introduces an additional characteristic
parameter besides Pc and Tc, which is the acentric factor, ω, deﬁned by:
ω ≡ −1− log [P satr(Tr=0.7)] (3.13)
Here, P satr(Tr=0.7) is the reduced vapor pressure at Tr = 0.7 [155]. The
acentric factor represents the acentricity, or non-sphericity, of a molecule,
so by deﬁnition, ω is essentially zero for monatomic compounds. The acen-
tric factor is inﬂuenced by the symmetry and polarity of a given molecule.
Methane is close to spherical and non-polar and therefore exhibits a small
value of ωCH4 = 0.012, while the non-sphericity of ethane results in ωC2H6 =
0.100. For comparison, the strong polarity of methanol provides a value of
ωCH3OH = 0.564.
3.2.2 Peng-Robinson Equation
The Peng-Robinson (PR) Equation [156] from 1976 is an alternative devel-
opment of the VdW Equation. As seen in (3.14)-(3.16), it shares many simi-
larities with the SRK Equation including a relatively high predictive ability
of VLE data:
P =
RT
Vm − b −
a
V 2m + 2bVm − b2
(3.14)
a(T ) =
0.45724R2T 2c
Pc
[
1 + ξ (ω)
(
1−
√
Tr
)]2
, b =
0.07780RTc
Pc
(3.15)
ξ (ω) = 0.37464 + 1.54226ω − 0.26992ω2 (3.16)
Both the SRK and the PR equations are widely used in industry for
chemical engineering calculations, but the PR Equation supposedly predicts
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liquid densities with a slightly higher accuracy. Furthermore, regional in-
terests have inﬂuenced the popularity of the two equations (the SRK and
PR equations are developed in Europe and the US, respectively), which has
made the PR Equation the preferred EoS in e.g. the oil industry [157, 158].
Thermodynamic calculations involved in the current project are dominated
by gas phase calculations. However, in connection to practical applications
of the current GTL technology; as will be considered in Chapter 8, liquid
phases may occur e.g. during condensation of products (methanol, ethanol,
water, etc.) or the use of water or other liquid ﬂuids as cooling or heating
agents in heat exchange units. These issues require accurate determination
of liquid phase behavior, which is the reason why the PR Equation is the
preferred cubic EoS for all subsequent calculations of real ﬂuid properties.
Values of the characteristic parameters: Tc, Pc, and ω for selected stable
species are given in Table 3.2 together with intermolecular force parameters,
which will be referred to in the proceeding chapter.
Table 3.2: Intermolecular force parameters [159], and critical constants and
acentric factors [127] of selected stable species.
Species Molecular Lennard-Jones Critical properties Acentricweight parameters factor
M [g/mol] σ [Å] /κ [K] Tc [K] Pc [bar] ω
H2 2.016 2.915 38.0 33.2 13.13 −0.216
O2 31.999 3.433 113. 154.6 50.43 0.022
H2O 18.015 — — 647.1 220.55 0.345
N2 28.014 3.681 91.5 126.2 34.00 0.038
CO 28.010 3.590 110. 132.9 34.99 0.048
CO2 44.010 3.996 190. 304.2 73.83 0.224
CH4 16.043 3.822 137. 190.6 45.99 0.012
C2H4 28.054 4.232 205. 282.3 50.40 0.087
C2H6 30.070 4.418 230. 305.3 48.72 0.100
CH2O 30.026 — — 408.0 65.90 0.282
CH3OH 32.042 — — 512.6 80.97 0.564
C2H5OH 46.069 — — 513.9 61.48 0.645
CH3CHO 44.053 — — 466.0 55.50 0.291
It is sometimes convenient to express the EoS in terms of the compress-
ibility factor, Z, which denotes the ﬂuid’s deviation from ideal behavior.
Equation (3.14) is easily rewritten in (3.17) to express Z. The parameters
a(T ) and b are unchanged from (3.15).
Z ≡ PVm
RT
=
Vm
Vm − b −
aVm
RT (V 2m + 2bVm − b2)
(3.17)
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Notice that the right-hand-side of Equation (3.17) approaches unity, when
a → 0 and b → 0, corresponding to negligible intermolecular forces. In this
case, the Ideal Gas Law is recovered (Z = 1). From Equation (3.17), the
molar volume of the considered liquid or vapor is easily obtained from the
deﬁnition of Z, which can be further converted to a volumetric ﬂow rate
by multiplication with the molar ﬂow rate obtained from molar balances or
given correlations.
3.2.3 Mixing Rules
The system at hand involves multicomponent mixtures of hydrocarbons, oxy-
genated hydrocarbons, and smaller inorganic species. Consequently, the ther-
modynamic relations for pure substances must be supplemented by appro-
priate mixing rules in order to ensure accurate predictions of the overall ﬂuid
properties. For cubic EoS, the customary mixing rules are based on a ran-
dom mixing approximation [150]. The amix parameter is obtained from the
quadratic mixing rule given in (3.18), and the combining rule in (3.19), while
b can be obtained from a simple weighted average; as shown in (3.20).
amix =
∑
i
∑
j
xixjaij (3.18)
where aij =
√
aiaj (1− kij) (3.19)
bmix =
∑
i
xibi (3.20)
kij is a binary interaction parameter, which is an adjustable parameter
that can be used to ﬁt experimental data to the model; if such is avail-
able. Ideally, kij is small, and in the absence of experimental data, it is
a fair approximation to set kij = 0. This is valid for many hydrocarbon
mixtures, while binary mixtures of highly polar and asymmetric molecules
deviate to some extent [157]. Light hydrocarbons constitute the predomi-
nant substance group in most mixtures occurring in relation to the present
GTL process, so, as a starting point, it seems reasonable to set all binary
interaction parameters equal to zero. The only multicomponent ﬂuid where
hydrocarbons are minor constituents is the liquid that may appear from a
potential condensation unit designed to recover the desired products. This
liquid phase is expected to contain methanol and water as the major compo-
nents, and perhaps, a minor content of ethanol, dissolved CH4, etc., which
are considered negligible in the present context. In order to improve the
accuracy of the vapor-liquid-equilibrium (VLE) in a potential condensation
unit, an estimated value of kij = −0.1 for methanol/water is applied based
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on a coarse overview of literature data [160, 161]. In future applications,
where more accurate results may be required, it is recommended to apply
EoS developed speciﬁcally to provide accurate predictions of the behavior of
associating ﬂuids; e.g. the CPA (Cubic-Plus-Association) EoS [162].
3.3 Deviations from Ideal Gas Behavior
The cubic EoS provide a mean to determine the ﬂuid’s deviation from ideal
gas behavior during the experimental work of this project. This is done by
calculating compressibility factors (Z) for representative gas mixtures under
relevant conditions and evaluate the deviations from unity.
The experimental work enclosed in this project has been conducted at
high pressures from 20 to 100 bar using medium combustion temperatures
from 600 to 900K. Table 3.3 shows values of Z calculated for representative
multicomponent mixtures using the PR cubic EoS in the form of Equation
(3.17) with appropriate mixing rules from (3.18)–(3.20) at representative
pressures and temperatures.
Table 3.3 indicates that gas mixtures obtained during experiments, i.e.
at temperatures >600K, only deviate slightly from ideal behavior (within
∼4%) and hence, with good approximation can be treated as an ideal gas.
At room-temperature, some deviations from ideal behavior are observed;
in particular for gas mixtures containing methane as the major constituent,
and the further presence of polar molecules, like H2O and CH3OH, clearly
enhances this eﬀect. Hence, ZCH4 = 0.830 for pure CH4 at 100 bar and 298K
meaning that the same number of molecules take up only 83% of the vol-
ume occupied at ideal gas conditions. Nitrogen is far less compressible than
methane (ZN2 = 0.987 at 100 bar and 298K), which is encouraging in relation
to the use of N2 as inert diluent in experiments. Even though compressibility
factors at room temperature have little relevance to the present experimental
and kinetic modeling work that focus on the conversion of the hydrocarbon
fuel in a hot reaction zone, it may be import to certain practical applications
of the GTL process where pressurized gas streams occur at low temperatures,
e.g. during supply of feed gas or product condensation.
3.4 Residual Properties/Departure Functions
In order to extend the predictions of the real ﬂuid properties to include
enthalpies, entropies, fugacities, etc., the concept of residual properties is
introduced. Residual properties deﬁne the diﬀerence between the real func-
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Table 3.3: Deviations from ideal gas behavior (Z = 1) for representative gas mix-
tures that may be obtained during experiments. Compressibility factors
are calculated using the Peng-Robinson EoS with appropriate mixing
rules; see Section 3.2.2 and 3.2.3.
Pressure CH4 O2 N2 CO H2O CH3OH
Compressibility factor, Z
[bar] [298K] [600K] [900K]
100
100% 0 0 0 0 0
0.830 1.013 1.024
50 0.899 1.005 1.012
20 0.957 1.001 1.005
100
95% 5% 0 0 0 0
0.836 1.013 1.024
50 0.903 1.005 1.012
20 0.959 1.002 1.005
100
90% 0 0 3% 3% 4%
0.749 1.005 1.023
50 0.860 1.000 1.011
20 0.942 1.000 1.004
100
0 0 100% 0 0 0
0.987 1.036 1.030
50 0.986 1.018 1.015
20 0.992 1.007 1.006
100
5% 0 95% 0 0 0
0.982 1.035 1.030
50 0.983 1.017 1.015
20 0.991 1.007 1.006
100
0 5% 95% 0 0 0
0.985 1.035 1.030
50 0.985 1.017 1.015
20 0.992 1.007 1.006
tion/property and that of the ideal gas at either the same T ,P or the same
T ,Vm. The residual property, which is also referred to as the ”departure
function” [150], can be expressed in the general form:
Ψres ≡ Ψ−Ψig (3.21)
where Ψ represents the thermodynamic state function of the real ﬂuid. Ψig
is the same function/property if the ﬂuid was behaving like an ideal gas,
i.e. calculated from Equation (3.3) or (3.4) when Ψ represents H and S
respectively.
From the deﬁnition of Ψres in Equation (3.21), it is seen that the real
ﬂuid property is calculated by adding contributions from the ideal gas and
the residual function (Ψ = Ψres + Ψig). The remaining task is therefore to
develop a set of equations that expresses the residual functions in a way that
is easy to comprehend from a computational point of view.
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3.4.1 Residual Helmholtz Energy
The starting point is the residual Helmholtz energy, Ares, which is deﬁned
in (3.22) as the diﬀerence between the Helmholtz energy of the real ﬂuid
and that at the ideal gas conditions at the same T , Vm; in accordance with
Equation (3.21).
Ares(T, Vm) = A(T, Vm)−Aig(T, Vm) (3.22)
Following the deﬁnition of A:
(
∂A
∂Vm
)
T
= −P and
(
∂A
∂T
)
Vm
= −S, diﬀer-
entiation of Ares at constant T yields:
(
∂Ares
∂Vm
)
T
= −P + RT
Vm
(3.23)
When the volume approaches inﬁnity (Vm → ∞) the ﬂuid approaches
ideal gas conditions and Ares → 0. Consequently, Ares can be calculated by
integrating Equation (3.23) from ∞ to Vm:
Ares =
∫ Vm
∞
(
−P + RT
Vm
)
dVm =
∫ ∞
Vm
(
P − RT
Vm
)
dVm (3.24)
3.4.2 Overview of Residual Functions
Expressions of desired residual state functions: Hres, Sres, and Gres are now
derived by combining Ares(T, Vm), deﬁned in Equation (3.24), with the basic
thermodynamic relations given in (3.25) and (3.26).
(
∂A
∂Vm
)
T
=− P,
(
∂A
∂T
)
Vm
= −S (3.25)
U = A + TS, G = A + PVm, H = U + PVm (3.26)
Moreover, the integral I is deﬁned from Equation (3.24):
Ares
RT
(T, Vm) =
∫ ∞
Vm
(
P
RT
− 1
Vm
)
dVm = I (3.27)
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The residual entropy, Sres, in Equation (3.28) follows directly from dif-
ferentiation of (3.27) at constant Vm:
Sres
R
(T, P ) = − 1
R
(
∂Ares
∂T
)
Vm
+ ln
(
Vm
V igm
)
= −I − T
(
∂I
∂T
)
Vm
+ lnZ (3.28)
For the present application, it is more convenient to apply T , P as ref-
erence instead of T , Vm. This implies a correction to the residual entropy
that arises from the diﬀerence between Sig(T, P ) and Sig(T, Vm) and is in-
cluded in the last term of Equation (3.28). Here, V igm = RT/P ⇒ Vm/V igm =
PVm/RT = Z. Other residual state functions are given in Equation (3.29)–
(3.31). Notice that the fugacity, f , and the fugacity coeﬃcient, ϕ, are di-
rectly obtained from the expression of the residual Gibbs energy in Equation
(3.31) [150].
U res
RT
(T, P ) = −T
(
∂I
∂T
)
Vm
(3.29)
Hres
RT
(T, P ) = −T
(
∂I
∂T
)
Vm
+ Z − 1 (3.30)
Gres
RT
(T, P ) = I + Z − 1− lnZ = ln
(
f
P
)
= lnϕ (3.31)
Example: Peng-Robinson EoS
Calculation of the residual properties via Equation (3.28)–(3.31) is straight
forward once the integral I is evaluated. This work depends on the choice of
EoS.
Using the PR cubic EoS from (3.14)–(3.16), the analytical expression of
I becomes:
I =
∫ ∞
Vm
(
1
Vm − b −
a
RT (V 2m + 2bVm − b2)
− 1
Vm
)
dVm
= ln
(
Vm
Vm − b
)
− a
RT (Vm + b)
(3.32)
Diﬀerentiation by T at constant Vm further yields:(
∂I
∂T
)
Vm
=
a
RT 2 (Vm + b)
− 1
RT (Vm + b)
da
dT
(3.33)
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The analytical expression of da
dT
for pure substances is given by:
da
dT
=
−0.45724R2T 2c
Pc
[
1 + ξ (ω)
(
1−
√
Tr
)] ξ (ω)
T
(3.34)
As a consequence of the quadratic mixing rule used for amix, Equation
(3.19), the temperature dependence of amix(T ) becomes increasingly complex
for multicomponent mixtures and a numeric solution method for damix
dT
is
therefore preferred.
The last quantity needed to calculate the residual properties is the com-
pressibility factor Z, which was previously given in (3.17) for the PR EoS:
Z =
Vm
Vm − b −
aVm
RT (V 2m + 2bVm − b2)
(3.17)
3.5 Vapor-Liquid Equilibrium (VLE)
Recovery of the desired product from the product gas is a key operation in
any practical application of the current GTL technology. The eﬃciency and
complexity of the method applied to extract oxygenated hydrocarbons from a
gas phase containing mixtures of small density organic and inorganic species
have a substantial impact on key ﬁgures used to evaluate the feasibility of the
given design, like the energy eﬃciency. Reliable calculations must therefore
be available.
The desired products, e.g. methanol, ethanol, formaldehyde, etc., share
the common characteristic of having relatively high dew points compared to
the unconverted reactants and side-products that may also be found in the
product gas, e.g. CH4, C2H6, CO, CO2, N2, and H2. The only exception
is water, which probably has the highest dew point among all the species
found in signiﬁcant amounts in the product gas. An obvious separation
method is therefore to condense a maximum proportion of the oxygenated
hydrocarbons together with the water contained in the gas phase followed by
conventional distillation of the resulting liquid fraction. The condensation
of gaseous products can be described as an isothermal ﬂash operation for
multicomponent mixtures.
Isothermal ﬂash operations are characterized by a ﬁxed temperature, T ,
and pressure, P , in all involved phases. Furthermore, the feed composition
z and the total molar feed F are well-deﬁned. The relevant equations are
derived from overall and component balances.
First consider the vapor fraction leaving the vessel: β = V/F = 1−L/F ,
where V/F and L/F denote the vapor- and liquid-to-feed ratios respectively.
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Combining this overall balance with a component balance for compound i
yields:
zi = xi (1− β) + yiβ (3.35)
where x and y represent the species fraction in the resulting liquid and gas
phase respectively.
The equilibrium relation yi = xiKi is now introduced in Equation (3.35)
followed by rearrangement to yield the expressions of xi and yi shown in
Equation (3.36) and (3.37) respectively.
xi =
zi
1 + β (Ki − 1) (3.36)
yi =
ziKi
1 + β (Ki − 1) (3.37)
The K-value denotes the molar equilibrium ratio between the gas and
liquid phase, which is dependent on the system’s intensive variables, i.e.
temperature, pressure, and composition. Ki may conveniently be calculated
as the ratio between the fugacity coeﬃcients of the two phases:
Ki(T, P, x, y) =
ϕLi (T, P, x)
ϕGi (T, P, y)
(3.38)
where ϕLi and ϕGi are directly obtained from the calculation of the residual
Gibbs energy via Equation (3.31).
Flash calculations face the characteristic problem to simultaneously sat-
isfy the two constraints:
∑
i xi = 1 and
∑
i yi = 1. Typically, this issue is
solved by combining the constraints in a single relation:
(∑
i
xi −
∑
i
yi
)
= 0 (3.39)
which yields Equation (3.40) when inserting the molar fractions from Equa-
tion (3.36) and (3.37).
f(β) =
∑
i
zi (1−Ki)
1− β (Ki − 1) = 0 (3.40)
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Equation (3.40) can be solved iteratively [163] by guessing values of β
between 0 and 1 until f(β) = 0. This is typically done using a numerical
solution method, e.g. ”Newtons method”, which requires the ﬁrst derivative
f ′(β) given in (3.41):
f ′(β) =
∑
i
zi (1−Ki)2
[1− β (Ki − 1)]2
(3.41)
Values of x, y, K, and β are unknown and determinations require an it-
erative solution strategy. The preferred algorithm is based on the Rachford-
Rice solution method [164] developed by Rachford and Rice in 1952. The
original algorithm assumes that K-values are (nearly) independent of the
composition, i.e. K = f(T, P ), which may not be valid in the present appli-
cation. Instead, the modiﬁed Rachford-Rice algorithm for VLE is preferred,
see e.g. [163], which considers K = f(T, P, x, y) in accordance with Equation
(3.38) and uses separate nested iterations on β and (x, y). A brief outline of
the algorithm is presented below:
1. Parameters T , P , z, and F are ﬁxed.
2. Estimate values of (x, y).
3. Calculate K = f(T, P, x, y) from Equation (3.38).
4. Iteratively calculate β using Equation (3.40) and (3.41).
5. Calculate new values (x∗, y∗) from Equation (3.36) and (3.37) and nor-
malize.
6. Compare (x∗, y∗) with the previously estimated values (x, y). The loop
is terminated if convergence is obtained. Otherwise return to Step 2
with (x, y) = (x∗, y∗) as the new estimate and repeat.
In principle, it is not necessary to ﬁx the total molar feed (F ) in Step 1 in
order to calculate ﬁnal values of β and (x, y), but it is a necessary condition
if the resulting relative values should be converted to absolute molar ﬂows.
3.6 Summary
This chapter has presented methods to determine thermodynamic properties
of chemical species involved in the current project; both under ideal and non-
ideal conditions. For prediction of thermodynamic functions of real ﬂuids,
in particular for liquid phases, the Peng-Robinson cubic equation of state is
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preferred using appropriate mixing rules when applied to multicomponent
mixtures. The chapter includes a thermodynamic database with reference
state enthalpies of formation and entropies, as well as molar heat capacities
as function of the temperature for numerous stable compounds and unstable
radicals. In order to extend these data to properties covering real ﬂuids,
methods have been developed based on residual functions and cubic EoS.
The latter has enabled easy calculations of vapor-liquid-equilibrium (VLE),
which may gain relevance in connection to practical applications involving
condensation of oxygenated hydrocarbons.
In order to estimate deviations from ideal gas behavior during the ex-
perimental work of this project, compressibility factors have been calculated
for relevant gas compositions at pressures up to 100 bar and temperatures
from ambient to 900K using the PR cubic EoS. These calculations have
demonstrated that ideal gas behavior can readily be assumed in mathemat-
ical modeling where temperatures are >600K, whereas gas mixtures rich in
methane and/or water and methanol show considerable deviations from ideal
behavior at room-temperature and high pressures.
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Chapter 4
High Pressure Flow Reactor
4.1 Introduction
An important achievement of this project is the design, construction, and
commissioning of a novel high pressure ﬂow reactor setup. This facility en-
ables investigations of homogeneous combustion chemistry involving gaseous
reactants of the elements H, O, C, N, and S, at well-deﬁned conditions in-
cluding high pressures up to 100 bar.
The experimental setup was built during the spring and summer of 2004 in
the pilot facility of the CHEC Research Centre at the Department of Chem-
ical Engineering, DTU. The ﬁrst consistent and reproducible experimental
results were obtained in the late autumn of 2004. The author would like to
acknowledge the contributing work of technician Jørn Hansen and Res. Ass.
Anja E. Rasmussen from the CHEC Research Centre, during this phase of
system design, commissioning, and characterization.
From the time of installation, several M. Sc. students have used the setup
to complete their thesis work and further projects are underway. These have
all contributed with valuable results and experiences enclosed in this Ph. D.
work, and for that, the author wishes to thank the following persons: Anja
E. Rasmussen, Jon G. Jakobsen, and Jorge G. López.
4.1.1 ”Operations Manual”
All valuable experiences and guidelines relevant to the setup have been writ-
ten in the system’s Operations Manual [165], which is publicly available at
the Department of Chemical Engineering, DTU. This manual contains de-
tailed design descriptions, operational procedures for all equipment involved
with the setup, detailed guidelines on how to eﬃciently plan, set up, and
execute experiments; and interpret resulting data. The Operations Manual
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also includes ﬁrst-hand experiences and anecdotes that may become helpful
in case of troubleshooting or future retroﬁtting of the equipment.
Parts of the Operations Manual are incorporated in this thesis, but for
further details and practical aspects involved with the system, the reader is
referred to this manual [165] for supplementary reading.
4.1.2 Prime Motivations
In order to validate the performance of the developed detailed chemical ki-
netic model, experimental results have to be available at relevant and, not
least, well-deﬁned conditions.
Within recent years, some of the most signiﬁcant contributions concerning
high-pressure combustion chemistry have emerged from ﬂow reactor experi-
ments by Dryer and co-workers, e.g. [109, 166–170], and jet-stirred reactors
by Dagaut and co-workers, e.g. [171–173]. These systems were designed for
operations within the range of moderately high pressures; up to 20 and 10 bar
respectively. Flow reactor results at very high pressures (>50 bar) are still
missing despite the relevance to a number of important industrial applica-
tions; not only the current GTL process, but also engines and gas turbines,
among others.
The need for consistent high-pressure data was the prime motivation for
the development and construction of the high pressure ﬂow reactor setup.
Moreover, a versatile application of the system was emphasized to enable
future investigations of combustion systems not necessarily relevant to the
direct partial oxidation of methane to methanol.
As previously discussed in the literature review, Section 2.2.5, labora-
tory scale reactors of the present kind are typically faced with the challenge
to avoid undesired heterogeneous interference from surface materials. The
problem can be minimized by applying inert reactor materials, like quartz or
pyrex glass, but the nature of these materials imposes a problem when sub-
jected to large pressure gradients or closely ﬁtted to metal parts that expand
diﬀerently during heating. Moreover, it is attractive to apply a simple reac-
tor design that is easy to replace and maintain, and, not least, to reproduce
in terms of mathematical modeling.
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Figure 4.1 presents a general view of the high pressure ﬂow reactor setup.
GC
Gas analyzers
Reactor
Mixing
Figure 4.1: General view of the high pressure ﬂow reactor setup. Photo was taken during
operation by Res. Ass. Anja E. Rasmussen. The red lines indicate the main
ﬂow directions through the setup. Premixing of reactant gases takes place to
the left about 1.5m before the entrance to the reactor, which is positioned
inside the oven (central grey box). After the reactor, product analysis is
conducted by on-line GC-TCD/FID and IR-based gas analyzers. Photo by
C. L. Rasmussen, 2005.
The system enables well-deﬁned investigations of homogeneous gas phase
chemistry at pressures from 10 to 100 bar and temperatures up to 925K
using volumetric ﬂow rates of 1–5 NL/min(1). The reaction takes place in a
tubular reactor made of quartz to minimize surface reactions (i.d. 8mm, o.d.
10mm, lg. 1545mm). The reactor is enclosed in a TP347 stainless steel tube
(i.d. 22mm, o.d. 38mm) that acts as a pressure shell. A pressure control
system consisting of two thermal mass ﬂow pressure controllers (Model 5866
from Brooks Instruments) automatically delivers N2 to the shell-side of the
reactor to obtain a pressure similar to that inside the reactor, thus avoiding
devastating pressure gradients across the fragile quartz glass. The steel tube
1”Normal” refers to the condition at 273.15K and 1 bar.
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is placed in an Entech tube oven with three individually controlled electrical
heating elements that produce an isothermal reaction zone (±5K) of approx.
50 cm. The reactor temperature is monitored by type K thermo-couples
(±2.2K or 0.75%) positioned inside two steel thermo pockets placed in the
void between the quartz reactor and the steel shell.
All tubings are 1/8” stainless steel with Swagelok ﬁttings. A maximum of
four diﬀerent reactant gases are premixed before entering the reactor. The
ﬂow rates are regulated by high pressure digital mass ﬂow controllers (Model
5850S from Brooks Instruments). The point of mixing is positioned about
1.5m prior to the reactor inlet, which should yield suﬃcient time to ensure
complete mixing regardless of the ﬂow regime.
All gases used in the experiments are high purity gases or mixtures with
certiﬁcated concentrations (±2% uncertainty supplied by Linde Gas AGA).
The system is pressurized from the feed gas cylinders. The reactor pres-
sure is monitored before the reactor by a diﬀerential pressure transducer
(DPharp EJX from Yokogawa) and controlled by a pneumatic pressure valve
(Flowserve Kämmer) positioned after the reactor. The system employs two
pressure valves designed for steady operation above and below 60 bar respec-
tively. They are installed in parallel and can be manually selected through
a three-way valve. A schematic overview of the system is provided in Fig-
ure 4.2, while a photo of the section surrounding the electrical oven and the
pressure reduction valves is shown in Figure 4.3.
4.2.1 Mounting the Quartz Reactor
A unique feature of the design is the mounting of the quartz reactor inside
the steel pressure shell. This system prevents the reactant gases from having
any contact with surfaces other than the quartz wall throughout the entire
reaction zone, while allowing the thermal expansion of the steel. This is
facilitated by two AISI 316 stainless steel ﬂanges positioned at each end of
the stainless steel tube. The principle of the design is shown in Figure 4.4.
The quartz tube enters the ﬂanges through holes of suﬃcient diameter to
allow maximum expansion of the surrounding steel during heating. The holes
turn into small compartments that enclose both ends of the reactor before
the 1/4” Swagelok connectors that deﬁne the reactor in– and outlet. Inside
each compartment, two small AISI 316 steel plates are mounted around the
end of the reactor and tightly bolted to the ﬂanges. These plates carry
two Viton O-rings that press against the quartz tube and the steel surface of
the ﬂanges respectively, thereby sealing the reactor interior from the pressure
shell compartment without damaging the glass during the thermal expansion
of the metal. The N2 inlet to the pressure shell compartment is incorporated
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MFC1
MFC2
MFC3
MFC4
PT
Purge
MFPC2
MFPC1
Tech. N2
Purge
Pressure
Valves
Product
Analysis
Purge
Figure 4.2: Simpliﬁed process diagram for the high pressure ﬂow reactor system. Reac-
tant gases are premixed from up to four diﬀerent digital mass ﬂow controllers
(MFC) before the reactor inlet. Nitrogen is supplied to the pressure shell
through two thermal mass ﬂow pressure controllers (MFPC). The steel shell
containing the tubular quartz reactor is positioned inside an electrically heated
oven with three heating elements. Reduction of the pressure to atmospheric
level is obtained in the downstream section through one of two pneumatic
pressure valves. A pressure transducer (PT) provides the signal for the acting
pressure control loops. The simpliﬁed control loops are indicated with dashed
lines. Manually operated purge valves are used during startup and shutdown.
Pressure shell
Oven
Pressure
valves
Downstream
heating
Figure 4.3: Photo of the electrical oven and steel pressure shell enclosing the reactor during
operation. Dashed lines indicate the position of the enclosed quartz reactor.
The yellow instruments (to the right) are the pressure reduction valves posi-
tioned in parallel after the reactor outlet. The downstream section is heated
during operation using heating tapes to avoid condensation of condensible
products. Photo by C. L. Rasmussen, 2005.
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Tech. N2
Thermo pocket
Welded connection
Position of bolt
TP347 stainless steel ∅38×8
Figure 4.4: The principle of the design of the two AISI 316 stainless steel ﬂanges (light
hatched parts) with the two small AISI 316 steel plates and the tubular quartz
reactor mounted inside. Positions of bolts are indicated by white silhouettes.
Grey hatched parts illustrate the TP347 stainless steel pressure shell. Black
circles are Viton O-rings, while black triangles indicate welded connections.
in one of the ﬂanges and so is the access to the two steel pockets that contain
the thermo-couples in the space between the reactor and the steel shell. The
thermo pockets are sealed from any contact with the high pressure area by
welding. The ﬂanges are bolted together using a third Viton O-ring that seals
the interior when ﬂattened by the rising pressure from the inside. The bolts
are easily removed to gain access to the reactor tube or the Viton O-rings in
case they need maintenance.
The mounting system is, in principle, independent of the length or di-
ameter of the quartz tube. These measures are deﬁned by the length of the
steel pressure shell and the size of the holes in the small steel plates mounted
inside the ﬂanges, where the latter easily can be varied should it be necessary
to adjust the residence time. For easy model characterization, the residence
time in the inlet section should be of suﬃcient magnitude to ensure a steady
ﬂow regime before the reactants enter the reaction zone (isothermal section).
4.2.2 Product Analysis
The pressure valves reduce the system pressure to atmospheric level prior
to product analysis, which is conducted by on-line GC-TCD/FID (6890N
Agilent Gas Chromatograph from Agilent Technologies) and a NOx chemilu-
minescence gas analyzer (CLD 700 EL model from Eco Physics). The entire
downstream section is gently heated during operation to avoid condensa-
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tion of potential condensible components before product analysis, e.g. H2O,
CH3OH, C2H5OH, etc. This is obtained by covering all tubings and exposed
reactor parts with heating cables; as seen in the photo in Figure 4.3.
The GC has three operational columns (DB1, Porapak N, and Molesieve
13x). Using helium as carrier gas, this system generally allows detection of
N2, O2, CO, CO2, most saturated and unsaturated hydrocarbons (<C5−6),
several oxygenated hydrocarbons, a few nitrated hydrocarbons, SO2, and
H2S. The overall relative uncertainty of the GC measurements is typically
in the vicinity of ±2–5% depending on the applied calibration gases, and
the measuring range for most species spans from almost 100% to the ppm-
range [165]. A similar accuracy is obtained for measurements of NO and NO2
using the NOx chemiluminescence gas analyzer. However, it is noted that the
zero-calibration of the current type of NOx analyzer may gradually drift by
up to ±10–20 ppm as a result of constant operation over ∼24 hr without
recalibration. Since this is the approximate time span of a single experiment
[165], this behavior may become apparent in the present experimental work.
Experimental data are obtained as mole fractions as a function of the
reactor temperature measured at intervals of 25K, and typically in dupli-
cate, where average values are used as the resulting data points. Hence, each
measurement represents the steady-state concentration at a constant temper-
ature, pressure, and ﬂow rate. This makes the residence time, τ , throughout
an experimental series depend solely on the temperature in accordance with
Equation (4.1):
τ =
V
F [m3/s]
=
π
4
D2Liso
(
F◦[Nm
3/s]
T
273.15K
1 bar
P
)−1
(4.1)
where V is the reactor volume calculated from the inner diameter of the
reactor tube, D, and the isothermal length, Liso. (See the following section
for a determination of Liso.) The volumetric ﬂow rate, F , is typically given in
units of normal cubic meters per second (Nm3/s), which refers to conditions at
273.15K and 1 bar. Conversion to m3/s is based on the application of the Ideal
Gas Law, which has been veriﬁed in Section 3.3 for experimental conditions
relevant to the current system.
4.2.3 Temperature Proﬁles
For correct interpretation of the experimental results, it is important to ap-
ply good control of the temperature proﬁle during the course of the reaction.
Maintaining a well-deﬁned temperature proﬁle may, however, prove to be
diﬃcult because of the substantial heat release from the exothermic con-
version of the hydrocarbon fuels. As a consequence, experiments should be
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designed in a way that limits the inﬂuence from the heat of reaction. Based
on experience, a maximum adiabatic temperature rise of ∼25K is accepted,
which can only be achieved by applying inert diluents or very low absolute
concentrations of the oxidizer. Notice that this issue of heat release during
the reaction may well have been a contributing factor to the large scatter
observed between literature data, as described in Chapter 2 (see e.g. Figure
2.1).
Figure 4.5 shows temperature proﬁles measured throughout the reactor.
The measurements conﬁrm that an isothermal reaction zone of 43 cm is ob-
tained with an estimated absolute uncertainty of ±3 cm.
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Figure 4.5: Temperature proﬁles measured across the reaction zone at isothermal
values (±5K) of 598, 673, 748, 823, and 898K, using a pure N2 ﬂow of
3NL/min and 30 bar pressure. In practice, the positions of the temperature
proﬁles are independent of the pressure [165]. The vertical dashed lines
delimit the isothermal reaction zone: Liso = 43 cm.
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It is desirable to obtained ﬂow characteristics in the reaction zone that are
easily reproducible in terms of mathematical modeling.
The desired ﬂow pattern is plug ﬂow. This is a simple ﬂow pattern that
assumes each ﬂuid element to pass orderly through the reactor as a ”plug” or
”piston” with no elements of ﬂuid overtaking or mixing with any other element
ahead or behind. There may be radial exchange of matter in plug ﬂow, but
the essential criterion for ideal plug ﬂow is that each ﬂuid element experience
the same residence time in the reactor. In steady-state plug ﬂow reactors,
the ﬂuid composition changes progressively through the reactor characterized
by a ﬂat velocity proﬁle, which can be modeled as a simple one-dimensional
system with integration of mass and energy equations in time [174].
Another ﬂow pattern is laminar ﬂow, which is characterized by ﬂuid mo-
tion in parallel layers or streamlines with no mixing of the layers. Exchange
of matter across laminar layers occurs solely by molecular diﬀusion. The ﬂow
pattern occurs when viscous forces gain importance relative to inertial forces
expressed by the Reynolds’ number in Equation (4.2). This facilitates radial
velocity gradients with the maximum velocity at the ﬂuid center resulting in
a characteristic parabolic ﬂow proﬁle [159].
Re =
inertial forces
viscous forces
=
ρ u2/D
µ u/D2
=
ρuD
µ
(4.2)
ρ [= kg/m3] denotes the ﬂuid density, D [= m] is the diameter of the ﬂow cross
section; or the hydraulic diameter for non-circular cross sections, u [= m/s]
is the linear ﬂow velocity, and µ [= kg/m s] is the dynamic ﬂuid viscosity
coeﬃcient. Values of Re < 2100 indicate that ﬂow conditions lead to laminar
ﬂow, whereas higher Reynolds’ numbers result in turbulent ﬂow [159].
In order to account for the spatial distribution of reacting molecules in
a fully developed laminar ﬂow, two-dimensional mathematical models must
be employed, which are more computational intensive than the simple plug
ﬂow model and hence, undesired for the present application.
4.3.1 Calculation of Transport Coeﬃcients
This section presents a brief outline of the methodology behind calculations of
characteristic transport coeﬃcients necessary for subsequent determination
of key ﬁgures used to evaluate the ﬂow characteristics in the high pressure
ﬂow reactor. This involves the viscosity (µ) and binary diﬀusion coeﬃcients
(DAB) for low density gas mixtures as a function of the pressure (density)
and/or temperature.
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These quantities are determined from the Chapman-Enskog kinetic theory
for multicomponent gases of low density [175] (also referred in [159]) that
provides expressions of transport coeﬃcients in terms of the potential energy
of interactions ϕ(r) between a pair of molecules in the gas phase. The force
of interaction F is related to the potential energy by F = −dϕ
dr
, where r
denotes the distance between the molecules. A commonly used expression of
ϕ(r) is the empirical Lennard-Jones potential energy function:
ϕ(r) = 4	AB
[(σAB
r
)12
−
(σAB
r
)6]
(4.3)
in which 	AB is the maximum energy of attraction between molecule A and
B, and σAB [= Å] (10−10 m) is the collision diameter. 	 is typically given as /κ
[= K], where κ is Boltzmann’s constant. These Lennard-Jones parameters,
or force constants, are seldom available for gas mixtures, but for nonpolar
molecules satisfactory estimates can be obtained from the properties of pure
substances using the empirical combining rules in (4.4) and (4.5). Tabulated
values of (/κ)i and σi are available in Table 3.2 for selected compounds.
	AB =
√
	A	B (4.4)
σAB =
σA + σB
2
(4.5)
Following Bird et al. [159], the viscosity coeﬃcient µ for a pure monatomic
gas of molecular weight Mw can be determined from Equation (4.6):
µ = 8.4411× 10−5
√
MwT
σ2Ωµ
(4.6)
where µ [= kg/m s]; Mw [= kg/mol]; and T [= K]. Ωµ is a weak function of the
dimensionless temperature κT/. Even though Equation (4.6) was originally
derived for monatomic gases, it is recommended for polyatomic gases of low
density as well.
For multicomponent mixtures of gases, the semiempirical mixing formula
proposed by Wilke [176] is used. This relation, shown in Equation (4.7), as
obtained from Bird et al. [159], has proven to be accurate within an average
deviation of 1.9% based on comparisons between experimental and calculated
values of µmix for a wide range of gas mixtures.
µmix =
n∑
i=1
yiµi∑n
j=1 yjΦij
(4.7)
where Φij =
1√
8
(
1 +
Mw,i
Mw,j
)−1/2 [
1 +
(
µi
µj
)1/2(
Mw,j
Mw,i
)1/4]2
(4.8)
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Here, n is the number of species in the mixture; yi and yj denote the molar
fractions of component i and j with molecular weights Mw,i and Mw,j re-
spectively. The pure component viscosities, µi and µj, can be evaluated from
Equation (4.6). The coeﬃcient Φij is dimensionless and assumes the value
of unity when i = j.
The formula for the binary diﬀusion coeﬃcient DAB is given in Equation
(4.9):
DAB = 7.1613× 10−5Vm
√
T
(
1
Mw,A
+ 1
Mw,B
)
σ2ABΩDAB
(4.9)
where DAB [= m2/s]. The molar volume Vm [= m3/mol]. ΩDAB is a function of
the dimensionless temperature κT/ similar to Ωµ(κT/). It is noticed that DAB
is independent of the gas composition. Hirschfelder et al. [177] proposed a
correction in terms of DAB =
DAB,Eq.(4.9)
1−δ , where δ = f (κT/AB, σAB, P, T,
Mw,A,Mw,B, yA, yB). The quantity δ usually exhibits values less than 0.03,
cf. Ref. [177]. Moreover, values of DAB obtained directly from Equation
(4.9) are known to be accurate within an average deviation of 6% from
experimental values [159]. Considering the current application, it does not
seem worth the eﬀort to consider the extended approximation of DAB.
It has previously been shown in Section 3.3 that ideal gas behavior is a
reasonable assumption for low density compounds under conditions relevant
to the present experimental work. Substituting Vm = RT/P thus yields:
DAB = 5.9543× 10−9
√
T 3
(
1
Mw,A
+ 1
Mw,B
)
Pσ2ABΩDAB
(4.10)
where P [= bar].
Bird et al. [159] have provided tabulated values of both Ωµ(κT/) and
ΩDAB (κT/) based on original data from Hirschfelder et al. [177]. From this,
the six-constant polynomials in (4.11) and (4.12) have been approximated
for 2 ≤ κT/ ≤ 20.
Ωµ (κT/) ∼= 1.5938− 0.30458 (κT/) + 0.052731 (κT/)2
− 4.6419× 10−3 (κT/)3 + 1.9698× 10−4 (κT/)4
− 3.1990× 10−6 (κT/)5
(4.11)
ΩDAB (κT/)
∼= 1.4593− 0.27783 (κT/) + 0.047334 (κT/)2
− 4.1253× 10−3 (κT/)3 + 1.7388× 10−4 (κT/)4
− 2.8109× 10−6 (κT/)5
(4.12)
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4.3.2 Steady Laminar Flow
A ﬁrst indication of the ﬂow conditions in the high pressure ﬂow reactor is
obtained by calculating Reynolds’ numbers, given in Equation (4.2), for gas
streams containing representative mixtures of CH4, N2, and O2. For this pur-
pose, volumetric ﬂow rates of 1–5 NL/min are considered within the reaction
zone delimited by the isothermal section in Figure 4.5. Moreover, relevant
pressures of 10–100 bar and temperatures between 600 and 900K are applied.
The viscosity coeﬃcient is calculated from Equation (4.6) and (4.7), while the
mass density can be approximated by the Ideal Gas Law: ρig ∼= PMw/RT .
Here, Mw denotes the weighted average molar weight of the given multicom-
ponent gas mixture. The Ideal Gas Law is also used to convert the volumetric
ﬂow rate to the linear velocity. Notice that the P ,T -dependence of ρig can-
cels with the conversion of the volumetric ﬂow rate from reference-state value
to actual P ,T -conditions: F [L/min] = F [NL/min]1 bar
P
T
273.15K
when applying the
ideal gas assumption. This makes Re independent of the pressure and in-
versely proportional to
√
T via µ.
Considering gas mixtures of pure N2 and CH4, as well as 95/5 mixtures
of N2/CH4, N2/O2, and CH4/O2, calculated Reynolds’ numbers span from
Re = 564 (pure N2, 5 NL/min, 600K) to 75 (pure CH4, 1 NL/min, 900K). This
clearly indicates that the reactor operates in the laminar ﬂow regime.
It requires a certain entrance length Le in the reactor, before the ﬂow
ﬁeld is fully developed and reaches steady-state. From a mathematical point
of view, this corresponds to ﬂow in ”long pipes” where end eﬀects can be
neglected, and it greatly reduces the computational eﬀorts associated with a
characterization of the ﬂow pattern. Bird et al. [159] proposed the correlation
in (4.13) to estimate Le for laminar ﬂows:
Le = 0.035DRe (4.13)
The correlation yields 2.1 < Le < 15.8 cm when inserting the Reynolds’
numbers calculated above. In the high pressure ﬂow reactor, the gas en-
ters and leaves the reaction zone through undisturbed boundaries. In that
respect, the entrance length can be regarded as the ∼30 cm initial heating
section of the quartz tube; as indicated in Figure 4.5. This is more than suf-
ﬁcient to meet the requirement for a steady ﬂow pattern. However, it is also
not entirely accurate since the temperature is not constant in this section of
the reactor. Even so, it is still reasonable to assume that steady laminar ﬂow
is obtained in the entire reaction zone under typical operation of the reactor.
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4.3.3 Axial Dispersion and Plug Flow Approximation
It is reasonable to approximate the laminar ﬂow ﬁeld to plug ﬂow if the gas
is premixed and the radial velocity gradients are suﬃciently small to allow
each ﬂuid element to exhibit similar residence times. Good mixing of reactant
gases is readily obtained in the present experimental system, so the attention
is focused on the magnitude of the radial velocity gradients.
A useful measure of the radial velocity gradients in laminar ﬂow is the
longitudinal or axial dispersion [174, 178]. It characterizes the spreading, or
overtaking, of ﬂuid elements as a result of diﬀerent local ﬂow velocities and
molecular and turbulent diﬀusion, the magnitude of which is independent of
position in the reactor cf. the assumption of steady-state conditions. This
spreading process is represented by the dispersion coeﬃcient, Ddisp [= m2/s].
Large values of Ddisp indicate rapid spreading of ﬂuid elements and hence,
mixed ﬂow, while lower values indicate slower spreading until Ddisp = 0,
which corresponds to ideal plug ﬂow.
A key ﬁgure is the dimensionless group deﬁned in Equation (4.14) as a
measure of the intensity of axial dispersion:
Ddisp
uD
or
Ddisp
uL
=
movement by axial dispersion
movement by bulk ﬂow
(4.14)
where D and L are the reactor diameter and length respectively. If L is used
as the characteristic length, the dimensionless group in (4.14) is perhaps more
accurately described as the vessel dispersion number [178].
The axial dispersion in a given system is best characterized by an exper-
iment where a pulse of a tracer is introduced at the entrance of the system
at t = 0 followed by concentration measurements at the outlet as a function
of the time from the injection. This gives rise to a residence time distri-
bution (RTD). From simple balance equations, a dispersion model can be
formulated based on this imposed-pulse experiment; see e.g. the textbooks
of Levenspiel [174,178] that provide the analytical solution E(θ) to the RTD
shown in Equation (4.15). Here θ represents the dimensionless mean res-
idence time, i.e. θ = τ
τ
= τu
V
. Notice that (4.15) is only valid for ”open
vessels”, i.e. systems with undisturbed boundaries.
E(θ) =
1√
4π
(
Ddisp
uL
)
θ
exp

− (1− θ)2
4θ
(
Ddisp
uL
)

 (4.15)
When Ddisp
uL
is low, the tracer curve is narrow, symmetrical, and gaussian,
and the ﬂow ﬁeld thus only exhibits small deviations from plug ﬂow. This
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is roughly obtained when Ddisp
uL
< 0.01. At higher values, the tracer curve
starts to tail oﬀ and deviations from plug ﬂow can no longer be regarded as
minor [174, 178].
The numeric value of the dispersion coeﬃcient can be derived from Equa-
tion (4.15) when experimental data are available. Otherwise, it may be
correlated with the diﬀusion coeﬃcient in Equation (4.16) from Levenspiel
[174,178] that was derived from the early work of Taylor [179] and Aris [180].
Ddisp = DAB +
u2D2
192DAB
(4.16)
Notice the strong dependence of molecular diﬀusion DAB on the disper-
sion coeﬃcient. At low ﬂow rates, it promotes dispersion, while it has the
opposite eﬀect at high ﬂow rates, where dispersion is instead facilitated by
axial convection with radial diﬀusion. Consequently, there is an optimum re-
lation between values of DAB, and u and D in terms of low axial dispersion.
This ratio between mass transfer by convection and diﬀusion is expressed
by the dimensionless Bodenstein number (Bo), which is deﬁned in Equation
(4.17) as the product of the Reynolds’ number (Re) and the Schmidt num-
ber (Sc). The latter expresses the ratio between the kinetic and diﬀusive
viscosity.
Bo =
mass transfer by convection
mass transfer by diﬀusion
= Re Sc =
ρuD
µ
µ
ρDAB
=
uD
DAB
(4.17)
Values of Ddisp
uD
and Bo are now calculated for the same representative
gas streams considered in the previous calculation of Reynolds’ numbers; i.e.
pure N2 and CH4, and 95/5 mixtures of N2/CH4, N2/O2, and CH4/O2, at
600–900K, 10–100 bar, and ﬂow rates from 1 to 5 NL/min. The resulting func-
tion value spans are depicted in Figure 4.6 that correlates Ddisp
uD
with Bo. The
original ﬁgure is a copy from Levenspiel, 1993 [178]. The bottom of the curve
is found at Bo = 13 and Ddisp
uD
= 0.14, which deﬁnes the optimum conditions
for low axial dispersion in laminar pipe ﬂow, and hence, the conditions where
the plug ﬂow assumption is most accurate.
The colored intervals of Ddisp
uD
and Bo in Figure 4.6 reveal that optimum
conditions in terms of low axial dispersion are nearly obtained at the lowest
possible ﬂow rate (1 NL/min) suggesting an excellent plug ﬂow assumption.
Plug ﬂow may, on the other hand, be a questionable assumption when the
system is operated at the highest volumetric ﬂow rate (5 NL/min). Moreover,
the relatively high values of Bo indicate that dispersion is generally caused
by axial convection rather than molecular diﬀusion.
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Flow rates
1NL/min
3NL/min
5NL/min
Figure 4.6: Intensity of axial dispersion
(
Ddisp
uD
)
correlated with the Bodenstein num-
ber (Bo). The bottom of the curve deﬁnes the optimum conditions for low
axial dispersion in laminar pipe ﬂow, and hence, the desired conditions
where the plug ﬂow assumption is most accurate. Colored line segments
denote ranges of DdispuD and Bo obtained for representative gas mixtures
of N2, O2, and CH4 (see text) at 600–900K and 10–100 bar. Results
for volumetric ﬂow rates of 1, 3, and 5NL/min are indicated by red, blue,
and green lines, respectively. Original ﬁgure is taken from Levenspiel,
1993 [178]. Here, ”D” denotes the dispersion coeﬃcient (Ddisp), while
”dt” is the diameter of the ﬂow cross section (D in the present work).
In the present work, all experiments have been conducted with a volu-
metric ﬂow rate of 3 NL/min under which conditions, it is still reasonable to
assume plug ﬂow.
As a ﬁnal measure of the axial dispersion, values of the vessel disper-
sion number (Ddisp
uL
) are now calculated. For the volumetric ﬂow rate of
practical application, 3 NL/min, this yields a function value span of 0.0047 <
Ddisp
uL
< 0.0066, which is well below the critical limit of 0.01 that delimits
”small” deviations from plug ﬂow. Residence time distributions have further
been computed from Equation (4.15) using diﬀerent values of Ddisp
uL
including
those representative of the experimental conditions at 3 NL/min. The results
are shown in Figure 4.7, which conﬁrm a narrow and symmetrical RTD for
practical applications of the system at hand and hence, a reliable plug ﬂow
approximation.
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Figure 4.7: Computed residence time distributions from Equation (4.15) at varying
Ddisp
uL . The trace curves at
Ddisp
uL = 0.0047 and 0.0066 denote the range
obtained at conditions relevant to the present experimental work. The
limiting tracer curve is DdispuL = 0.01 beyond which, asymmetry becomes
signiﬁcant and the laminar ﬂow pattern begins to deviate considerably
from plug ﬂow.
For the limiting volumetric ﬂow rates of 1 and 5 NL/min, values of Ddisp
uL
span the ranges 0.0025–0.0029 and 0.0074–0.011 respectively. The fact that
the latter range is close to the limit of 0.01 conﬁrms the previous observations
from Figure 4.6 that also indicated a questionable plug ﬂow assumption when
the gas ﬂow rate is set to its maximum value of 5 NL/min.
4.4 Summary
A novel laboratory scale high pressure ﬂow reactor setup has been designed
and constructed with the purpose to enable well-deﬁned investigations of
most homogeneous combustion systems involving gaseous reactants of the
elements H, O, C, N, and S at pressures from 10 to 100 bar and temperatures
up to 925K. These data are intended for validation of the performance of a
detailed chemical kinetic model.
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The reaction takes place in a quartz tube (i.d. 8mm, o.d. 10mm, lg.
1545mm), which is enclosed in a stainless steel tube (i.d. 22mm, o.d. 38mm)
that acts as a pressure shell. A pressure control system automatically deliv-
ers N2 to the shell-side of the reactor to avoid devastating pressure gradients
across the fragile quartz glass. The quartz reactor is mounted via two spe-
cially designed steel ﬂanges that maintain a tight sealing of the quartz reactor
without subjecting the glass to any stress during thermal expansion of the
metal. The steel pressure shell is positioned inside an electrically heated oven
that produces an isothermal reaction zone of 43 cm. A maximum of four dif-
ferent reactant gases or gas mixtures are premixed before entering the reactor
using an overall volumetric ﬂow of 1–5 NL/min. Product analysis is comprised
of on-line GC-TCD/FID and a NOx chemiluminescence analyzer that enable
measurements of N2, O2, CO, CO2, a range of saturated, unsaturated, and
oxygenated hydrocarbons, a few nitrated hydrocarbons, SO2, H2S, NO, and
NO2; typically within an overall measuring uncertainty of ±2–5%.
Experimental results are obtained as mole fractions as a function of the
reactor temperature at constant pressure and ﬂow rate. This makes the
residence time depend solely on the temperature.
The high pressure ﬂow reactor operates in the laminar ﬂow regime (75
< Re < 564), but with good premixing and low radial velocity gradients,
considered in terms of axial dispersion, it has been shown that the laminar
ﬂow ﬁeld can be approximated to plug ﬂow. This enables fast computation
in terms of mathematical modeling of the reaction zone where conservation
equations can be treated as a simple one-dimensional model with integration
in time.
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Chapter 5
Detailed Kinetic Modeling
5.1 Introduction
Detailed kinetic models; commonly referred to as detailed chemical kinetic
models or DCKM, are complex mechanistic models built from an inherent
understanding of the real chemical processes. They represent the unsimpli-
ﬁed conversion of reactants and formation of products as it actually takes
place through a chain of elementary reaction steps. This is in contrast to
empirical models. Ideally, the nature of a DCKM allows extrapolation to
reaction conditions outside the range of experimental veriﬁcation, including
diﬀerent reactor designs, with an expected accurate response. This makes
DCKM a powerful tool in the development and analysis of chemical systems.
Throughout decades, a continuous development and reﬁnement of detailed
kinetic models have been undertaken in order to unravel the complexities of
chemical reactions across a wide range of conditions and ultimately, to close
in on a ﬁnal solution.
5.1.1 Hierarchical Structure of Reaction Mechanisms
DCKM are based on elementary reaction steps and do not include empirical
constants. The construction and development of these models are greatly
simpliﬁed by considering individual chemical subsystems in turns. This ap-
proach is possible because chemical reaction mechanisms are connected in
a strict hierarchy where mechanisms of complex molecules are comprised of
submechanisms that involve more simple molecules [181]. Hence, the reac-
tion mechanism of the H2/O2 system controls the radical pool of H, O, OH,
and HO2, which is fundamental in all combustion systems involving hydro-
carbons and oxygen. The H2/O2 mechanism is relevant to the oxidation of
CO in moist air. The resulting H2/O2/CO-mechanism is further a submech-
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anism in the combustion of natural gas and various transport fuels, and so
forth. The general principle is illustrated in Figure 5.1.
H2/O2
CO
CH2O
CH4
C2 hydrocarbons
C3 hydrocarbons
C4 hydrocarbons
Aromates C5–C10 hydrocarbons
CH3OCH3
CH3OH
C2H5OH
N S
K/Na Cl
Figure 5.1: Hierarchical structure and interrelationship of chemical reaction mechanisms
involved in hydrocarbon combustion. The H2/O2 submechanism constitutes
the basis of the hierarchy. The individual submechanisms may exhibit interac-
tions with mechanisms of various inorganic elements relevant to combustion,
e.g. N, S, K, Na, and Cl. The ﬁgure is freely adopted from Westbrook and
Dryer [181].
5.2 Computational Approach
Mathematical modeling of detailed chemistry in combustion systems involves
simultaneous treatment of the chemical kinetic behavior of large reaction sys-
tems combined with convective and diﬀusive transport of mass, momentum,
and energy. Such models require the evaluation of chemical rate expressions,
transport properties, and equations of state, including availability of refer-
ence state thermochemical properties, i.e. Href , Sref , and Cigp .
The mathematical treatment of the reacting system in the high pressure
ﬂow reactor is greatly simpliﬁed by employing the Ideal Gas Law as the
preferred equation of state, cf. the validation of the ideal gas assumption
in Chapter 3. Moreover, by approximating the laminar ﬂow pattern to plug
ﬂow, as proposed in Chapter 4, it is possible to neglect spatial convective and
diﬀusive transport of matter, which means that the system can be described
solely by mass and energy conservation equations integrated over time.
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5.2.1 Mass and Energy Conservation
From a modeling point of view, the reaction is considered to take place in a
closed system with no exchange of mass across boundaries. This is consistent
with a premixed volume or ”plug” of reactants that enters the hot reaction
zone at time t = 0 and is allowed to react under isolated conditions until
t = τ . Consequently, the total mass of the system is given by m =
∑Nsp
i=1 mi
with dm
dt
= 0. Here, mi is the mass of the ith species and Nsp is the total
number of species in the mixture. The individual species are produced or
destroyed according to Equation (5.1):
dmi
dt
= rˆiVMw,i i = 1, . . . , Nsp (5.1)
rˆi represents the molar net production rate of the ith species by elemen-
tary reactions. This quantity will be deﬁned later in Section 5.2.2. Mw,i is
the molecular weight of species i. V is the volume of the system. The present
experimental work is conducted at isobaric conditions, which means that V
may vary in time, i.e. V = V (t), unless the temperature is also constant.
By assuming constant total mass, Equation (5.1) can be rewritten in (5.2)
in terms of the mass fraction Yi = mim . The speciﬁc volume on a mass basis
V˙ = V
m
is further introduced:
dYi
dt
= rˆiV˙ Mw,i i = 1, . . . , Nsp (5.2)
If the system is simulated at isothermal conditions, the energy equation
is unnecessary and the problem is completely deﬁned by Equation (5.2). For
an adiabatic and isobaric system, the energy conservation equation can be
written as
Cp
dT
dt
+ V˙
Nsp∑
i=1
rˆiHi Mw,i = 0 (5.3)
Here, Cp is the mean speciﬁc heat capacity of the mixture given on mass
basis; i.e. Cp =
∑Nsp
i=1 YiCp,iMw,i when Cp,i is the molar heat capacity of the
ith compound, as obtained from the thermochemical database in Table 3.1.
Hi denotes the molar enthalpy of species i, which is computed from Equation
(3.3) when ideal gas behavior is assumed.
The system of equations needed to be solved for the adiabatic and isobaric
closed system at hand contains Nsp equations (5.2) for the mass fractions of
individual species and one energy equation (5.3).
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5.2.2 Chemical Reaction Rates
A comprehensive description of the oxidation and pyrolysis chemistry of hy-
drocarbon fuels involves numerous stable and unstable chemical species par-
ticipating in hundreds, or maybe thousands of elementary reactions. First,
consider a complex system of Nre reversible elementary reactions involving
Nsp species represented in the general form:
Nsp∑
i=1
ν ′ijΛi 
Nsp∑
i=1
ν ′′ijΛi j = 1, . . . , Nre (5.4)
where Λi represents the ith chemical compound. The stoichiometric coef-
ﬁcients νij exhibit integral numbers that satisfy linear relations associated
with the conservation of all individual atomic elements describing the react-
ing system:
Nsp∑
i=1
(
ν ′ij − ν ′′ij
)
eik = 0
j = 1, . . . , Nre
k = 1, . . . , Nel
(5.5)
Here, eik is the kth atomic element of the ith species.
Using the stoichiometric coeﬃcients, the molar net production rate rˆi of
the ith species is now deﬁned in Equation (5.6):
rˆi =
Nre∑
j=1
(
ν ′ij − ν ′′ij
)
qˆj i = 1, . . . , Nsp (5.6)
where qˆj denotes the progress rate for the jth reaction deﬁned by the dif-
ference between the forward and the reverse reaction rates (calculated with
signs):
qˆj = kfj
Nsp∏
i=1
[Λi]
ν′ij − krj
Nsp∏
i=1
[Λi]
ν′′ij j = 1, . . . , Nre (5.7)
[Λi] represents the molar concentration of the ith species, and kfj and krj
are the forward and reverse rate constants of the jth reaction. The forward
rate constants are generally assumed to follow the temperature dependence
expressed by the modiﬁed Arrhenius equation:
kfj = AjT
βj exp
(−Ej
RT
)
(5.8)
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where the pre-exponential factor Aj, the temperature exponent βj , and the
activation energy Ej [= cal/mol] are constant model parameters that need
speciﬁcation. kfj has the units of 1/s, cm
3/mol s, or cm6/mol2 s for uni-, bi-, and
ternary reactions respectively.
The forward and reverse rate constants are related through the thermo-
dynamic equilibrium constant Kj:
Kj =
kfj
krj
(5.9)
Kj is expressed in Equation (5.10) based on the thermodynamic relation
with Gibb’s free energy (∆G = −RT lnK = ∆H − T∆S), and includes
a pressure correction for reactions that involve diﬀerent total numbers of
reactants and products:
Kj = exp
[
∆Sigj
R
− ∆H
ig
j
RT
](
Patm
RT
)PNsp
i=1 (ν′ij−ν′′ij)
(5.10)
Patm denotes atmospheric pressure. ∆H igj and ∆S
ig
j correspond to the
changes in the ideal gas enthalpy and entropy that occur when reactants are
completely converted to products in the jth reaction. Appropriate values of
H igi and S
ig
i are obtained from Equation (3.3) and (3.4) using reference state
data from the thermochemical database in Table 3.1.
5.2.2.1 Pressure Dependent Reactions
Association or dissociation reactions are typical examples of pressure de-
pendent reactions. Consider the elementary association (or self-recombina-
tion) of CH3 radicals to C2H6: At low pressures, this reaction displays third-
order kinetics behavior, but as the pressure increases, the kinetic dependence
changes and the reaction eventually becomes second-order at suﬃciently high
pressures [182]. This behavior is most appropriately described by the reaction
schemes in (5.11) and (5.12), which are called the low- and the high-pressure
limit respectively. ”M” in (5.11) represents a third-body collision partner (See
Section 2.2.2 for an outline of this terminology):
CH3 + CH3 + M C2H6 + M (5.11)
CH3 + CH3  C2H6 (5.12)
During the transition from the low- to the high-pressure limit, the reaction
exhibits neither third- or second-order kinetics. This region is called the fall-
oﬀ region. To denote that a reaction is in the fall-oﬀ region, the third-body
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collision partner M is typically written in parenthesis, as shown in (5.13):
CH3 + CH3(+M) C2H6(+M) (5.13)
When reactions are at their high-pressure limit, rate expressions are read-
ily described by the equations presented above. The equations become a
little more complex when treating reactions in the fall-oﬀ region or at the
low-pressure limit. The latter involves mathematical treatment of third-body
collision partners in elementary reactions.
Third-Body Reactions
As previously discussed in Section 2.2.2, certain atoms or molecules may act
more eﬃciently as collision partners than others. This eﬀect is incorporated
in the equation for the molar progress rate from (5.7) by multiplying the
original expression by the concentration of colliding molecules times a third-
body enhancement factor αij , which is deﬁned for speciﬁc molecules.
qˆj =
(
Nsp∑
i=1
αij [Λi]
)(
kfj
Nsp∏
i=1
[Λi]
ν′ij − krj
Nsp∏
i=1
[Λi]
ν′′ij
)
j = 1, . . . ,Nre
(5.14)
Notice that if all species in the reacting mixture contribute equally as
third-bodies, all enhancement factors αij = 1. The ﬁrst factor in Equation
(5.14) thus corresponds to the total concentration in the mixture, i.e. [M] =∑Nsp
i=1 [Λi] = P/(RT ).
Reaction Rates in the Fall-Oﬀ Region
The description of reaction rates in the fall-oﬀ region is based on the Lin-
demann theory [183] (also referred in e.g. [182]). This theory was originally
developed for unimolecular dissociation reactions based on the general reac-
tion scheme in (5.15) for the conversion of reactant ”A” to product ”P”:
A + M A∗ + M
A∗ → P
(5.15)
The reacting molecule A becomes excited through collision with M and
yields the energized state A∗. This intermediate adduct may either be colli-
sionally de-activated (through the reverse reaction) or react to form product
P.
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The Lindemann approach combines the high-pressure limit (k∞) and the
low-pressure limit (k0) to yield the overall expression of the rate constant:
k = k∞
(
Pr
1 + Pr
)
F (5.16)
where Pr is a reduced pressure deﬁned by:
Pr =
k0[M]
k∞
(5.17)
[M] is the concentration of the reacting mixture including inert species
and potentially enhanced third-body eﬀects. Using the Arrhenius form, the
expressions of k∞ and k0 are given in Equation (5.18) and (5.19) respectively.
k∞ = A∞T β∞ exp
(−E∞
RT
)
(5.18)
k0 = A0T
β0 exp
(−E0
RT
)
(5.19)
The parameter F in Equation (5.16) is a broadening factor, which assumes
the value of unity for the original Lindemann expression. In practice, the fall-
oﬀ behavior of most reactions appears to be more complex than captured
by the simple Lindemann expression. A more satisfactory treatment of the
broadening factor has been developed by Troe and co-workers [184,185] that
incorporates eﬀects of both strong and weak collisions between molecules.
For fast computation, they developed an approximative formalism, where F
is given by:
logF =
[
1 +
[
logPr + c
n− d (logPr + c)
]2]−1
logFcent (5.20)
in which, the constants c, n, and d are:
c = −0.4− 0.67 logFcent (5.21)
n = 0.75− 1.27 logFcent (5.22)
d = 0.14 (5.23)
The center broadening factor, Fcent, is approximated by the expression in
(5.24) as a function of the temperature:
Fcent = (1− a) exp
( −T
T ∗∗∗
)
+ a exp
(−T
T ∗
)
+ exp
(−T ∗∗
T
)
(5.24)
where a, T ∗∗∗, T ∗, and T ∗∗ are the Troe parameters that can be ﬁtted from
experiments.
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5.2.3 Chemkin Software Package
The computer software used to evaluate the kinetic model is the Chemkin–
II Software Package [186]. It is a Fortran based program designed to
facilitate numerical simulations of elementary chemical reactions in ﬂowing
systems. The basic components of the Chemkin package include an inter-
preter module for the chemical reactions and the thermochemical database,
a linking ﬁle, and a gas phase subroutine library containing more than 100
subroutines.
The input ﬁles to the Chemkin interpreter need speciﬁcations of involved
elements, chemical species, and reactions, where the latter are represented by
the three Arrhenius parameters and, possibly, Troe parameters for reactions
in the fall-oﬀ regime and/or third-body enhancement factors if these deviate
from unity. The thermochemical database must be given in terms of the
7-constant NASA polynomials from Equation (3.5)–(3.7). The output from
the Chemkin interpreter is the linking ﬁle, which is passed to the gas phase
subroutine library that provides the evaluation of information about e.g.
elements, species, reaction, mole/mass conversion, equations of state, ther-
modynamic properties, equilibrium constants, net production rates, progress
rates, sensitivity parameters, and appropriate derivatives of the above.
The computational solution is performed by the Senkin code [187], which
is a part of the Chemkin–II Software Package. It performs an integration in
time based on the governing equations presented in Section 5.2.1 and utilizes
the Chemkin subroutine library as a preprocessor. The Senkin code further
demands a keyword input ﬁle deﬁning the state of the gas, i.e. pressure or
density, temperature, and composition.
The Senkin code uses the numerical solver Dasac [188], which is a
modiﬁcation and extension of the implicit integrator Dassl [189]. Dasac is
designed to solve nonlinear stiﬀ diﬀerential equations based on the backwards
diﬀerence method with eﬃcient simultaneous computation of ﬁrst-order sen-
sitivity coeﬃcients, ωlj, deﬁned by:
ωlj =
∂Zl
∂Ai
j = 1, . . . , Nre
l = 1, . . . , Nsp + 1
(5.25)
where Z is the vector containing the independent variables, i.e. tempera-
ture and mass fractions: Z = [T, Yi, . . . , YNsp], while Aj represents the pre-
exponential factor of the jth elementary reaction.
First-order sensitivity coeﬃcients provide a powerful tool to identify bot-
tlenecks in the reaction network. As an approximate interpretation of the
numeric values of ωlj, the impact on Zl is roughly said to be a factor of ωlj
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(with sign) when Aj is multiplied by a factor of 2. However, the ﬁrst-order
nature of the method implies that only smaller numeric values of ωlj should
be trusted, and care should be taken when interpreting larger numeric values.
The Senkin code used in the present work further includes an in-house
modiﬁcation [190] that allows the program to interpolate between measured
temperature proﬁles in order to derive one proﬁle that ﬁts a speciﬁed tem-
perature in the isothermal reaction zone and includes the preheating and
subsequent cooling sections in the reactor tube as well. As a consequence,
the experimental temperature proﬁles from the high pressure ﬂow reactor,
previously shown in Figure 4.5, can be used as a direct input to the simula-
tions. This approach to isothermal temperatures in modeling is not preferred
in the present work; mainly because this feature is more computationally de-
manding than the original constant-temperature approach. It may, however,
be relevant in situations where certain components in the reactant or product
mixtures tend to undergo conversion at low combustion temperatures.
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When increasing the temperature from low-temperature conditions, relevant
to atmospheric chemistry research, towards the high temperatures typically
obtained in combustion systems, the governing kinetic mechanisms rough-
ly fall in two regimes that are diverse in nature. At low temperatures, the
kinetic scheme is operated by seemingly slow chain-propagating reactions
controlled by HO2 radicals and intermediate H2O2 formation, whereas high
temperatures facilitate a fast chain-branching regime operated by a radical
pool dominated by the very reactive O, H, and OH radicals. The primary
operational range of the present kinetic model is roughly temperatures from
500–1000K and pressures from atmospheric to 100 bar. This region encom-
passes the transition between these two kinetic mechanisms. Consequently,
it is relevant to revisit the involved reaction subsets with special attention
to pressure dependent reactions and intermediate temperature evaluations of
rate constants, and to draw upon previous experiences from both low- and
high-temperature investigations.
The novel DCKM proposed in the present work consists of detailed re-
action mechanisms for the chemical systems: H2/O2, CO/CO2, C1 and C2
hydrocarbons, NOx, and SO2. The NOx reaction mechanism moreover in-
cludes direct reactions between NOx and C1−2 hydrocarbon species. No pre-
viously reported DCKM underlie the present model. Instead, the individual
submechanisms have been developed from critical reviews and discussions of
available rate constant determinations reported in the literature.
77
5 Detailed Kinetic Modeling
5.3.1 H2/O2 Reaction Mechanism
The H2/O2 reaction mechanism is important in a number of ﬁelds related to
energy conversion and propulsion. It plays a key role in fundamental chem-
ical kinetic research where the elementary reactions of H, O, OH, HO2, and
H2O2 govern the composition of the radical pool in hydrocarbon reaction
systems. Comprehensive modeling studies have been conducted in this ﬁeld;
and recent examples [168, 191, 192] are based on numerous individual reac-
tion rate measurements and theoretical estimates. Nevertheless, some details
remain unsettled. The proposed H2/O2 reaction subset is shown in Table 5.1
and will be discussed in the following.
Table 5.1: Reactions from the H2/O2 reaction mechanism. Units are mol, cm, s, cal.
Reactions A β E Note/Ref.
1. H + H + M H2 + Ma 7.00×1017 –1.0 0 [193,194]
H + H + H2  H2 + H2 1.00×1017 –0.6 0 [193,194]
H + H + N2  H2 + N2 5.40×1018 –1.3 0 [193,194]
2. H + O + M OH + Mb 6.20×1016 –0.6 0 [101]
3. H + O2  O + OH 3.55×1015 –0.41 16600 [192,195]
4. H + O2(+M) HO2(+Mc) 1.48×1012 0.6 0 [196]
Low-pressure limit: 3.50×1016 –0.41 –1116 [192]
Troe parameters: 0.5 10−30 1030 1030
H + O2(+Ar) HO2(+Ar) 1.48×1012 0.6 0 [196]
Low-pressure limit: 9.04×1019 –1.5 490 [192,197]
Troe parameters: 0.5 10−30 1030 1030
H + O2(+N2) HO2(+N2) 1.48×1012 0.6 0 [196]
Low-pressure limit: 6.37×1020 –1.72 520 [192,197]
Troe parameters: 0.8 10−30 1030 1030
5. O + O + M O2 + Md 1.89×1013 0.0 –1788 [194]
e6. O + H2  OH + H 3.82×1012 0.0 7950 [145]
8.79×1014 0.0 19170
7. O + H2O OH + OH 4.50×104 2.7 14550 [198]
8. OH + H + M H2O + Mf 4.50×1022 –2.0 0 [191,194]
9. OH + H2  H + H2O 2.14×108 1.52 3450 [198]
10. H2 + O2  HO2 + H 7.40×105 2.433 53500 [199]
11. HO2 + H OH + OH 8.40×1013 0.0 400 see text
12. HO2 + H H2O + O 1.40×1012 0.0 0 [145]
13. HO2 + O OH + O2 1.63×1013 0.0 –445 [145]
e14. HO2 + OH H2O + O2 3.60×1021 –2.1 9000 see text
2.00×1015 –0.6 0
–2.20×1096 –24.0 49000
e15. HO2 + HO2  H2O2 + O2 1.94×1011 0.0 –1408 [200]
1.03×1014 0.0 11034
Continues on next page
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Continued from last page
Reactions A β E Note/Ref.
16. H2O2(+M) OH + OH(+Mg) 4.00×1011 0.0 37137 [200]
Low-pressure limit: 2.29×1016 0.0 43640
Troe parameters: 0.5 10−30 1030 1030
17. H2O2 + H HO2 + H2 1.69×1012 0.0 3760 [145]
18. H2O2 + H H2O + OH 1.02×1013 0.0 3580 [145]
19. H2O2 + O HO2 + OH 9.55×106 2.0 3970 [194]
e20. H2O2 + OH H2O + HO2 1.00×1012 0.0 0 [201]
5.80×1014 0.0 9560
a: Enhanced third-body eﬃciencies: N2 = 0,H2 = 0,H2O = 14.3
b: Enhanced third-body eﬃciencies: H2O = 5
c: Enhanced third-body eﬃciencies: N2 = 0,Ar = 0,H2 = 2,O2 = 0.78,H2O = 11
d: Enhanced third-body eﬃciencies: N2 = 1.5,O2 = 1.5,H2O = 10
e: Expressed as the sum of the rate constants
f: Enhanced third-body eﬃciencies: Ar = 0.38,H2 = 0.73,H2O = 12
g: Enhanced third-body eﬃciencies: Ar = 0.64,H2 = 2.5,H2O = 12
Interaction with O2 and the radical pool is largely governed by H atom
consumption via the branching reaction (R3) to form O+OH or the com-
peting reaction (R4) that yields collisionally stabilized HO2 radicals. HO2
is far less reactive than H causing an inhibition of the overall reaction rate
when (R4) dominates. The ratio R3/R4 thus becomes a decisive parame-
ter when determining if the overall governing reaction mechanism is mainly
chain-branching (fast) or chain-propagating (slow) in nature. The reactions
(R3) and (R4) have recently been subjected to thorough revision by Li et
al. [192]. Following their recommendations, reaction (R3) is drawn from the
work of Hessler [195]. Reaction (R4) is represented by the high-pressure
limit from Cobos et al. [196] and newly ﬁtted low-pressure limits [192], with
corresponding Troe parameters to describe the fall-oﬀ region, based on ex-
perimental data with diﬀerent bath gases from Michael et al. [197]. A high
value of R3/R4 gives rise to a signiﬁcant O radical pool, which further pro-
motes the chain branching reaction O+H2  OH+H (R6). This reaction
is well-characterized by numerous experimental measurements and literature
evaluations at temperatures from 300–2500K. The preferred rate constant
from Baulch et al. [145] matches these data across the entire temperature
range.
H2 is converted directly to H2O in reaction (R9) by oxidation with OH
radicals. This is an important H2O formation reaction and the rate expres-
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sion is well-established from multiple experimental measurements [145, 198].
Other H2O formation channels are the radical termination reactions OH+OH
(–R7) and OH+H+M (R8). The rate constant for (R7) originates from
the transition state calculations by Michael [198] at temperatures from 700–
2500K, which are in excellent agreement with the high-temperature ﬂash
photolysis-shock tube measurements by Lifshitz and Michael [202] (1500–
2400K), and Sutherland et al. [203] (1053–2023K). kR8 is adopted from the
H2 oxidation modeling study of Conaire et al. [191] where the recommended
value of Tsang and Hampson [194] was increased by a factor of two to im-
prove the prediction of experimental data from a wide range of conditions
and experimental facilities. This revision is within the uncertainty limits
of existing evaluations of (R8) [191] including the latest high-temperature
measurements of k−R8 by Srinivasan and Michael [204].
The radical association reactions of H2 (R1) and O2 (R5) are drawn from
the review of Tsang and Hampson [194] with speciﬁc values implemented
for H2, N2, and H2O as third-body collision partners. Reaction (R1) origi-
nates from the early recommendation of Cohen and Westberg [193], which is
primarily based on shock tube measurements at high temperatures by Sut-
ton [205]. Reaction (R1) and (R5) are only expected to play a secondary role
at low temperatures. The recombination reaction of H and O radicals (R2)
is taken from Miller and Bowman [101], which is about ﬁve times slower than
recommended by Tsang and Hampson [194].
The mechanism includes three competitive product channels from the re-
action between HO2 and H yielding the stable products H2+O2 (–R10), two
OH radicals (R11), and H2O+O (R12) respectively. In the forward direction,
(R10) further constitutes the primary initiation reaction of H2/O2 mixtures.
Consistent rate data for HO2+H are limited to a few room-temperature mea-
surements [206,207]; an experimental/modeling study of the second pressure
limit of explosion of H2/O2 in boric acid-coated vessels at 773K [208]; and
recent shock tube measurements of H2+O2 by Michael et al. [199] at high
temperatures (1662–2097K). Michael et al. combined their measurements
with ab initio calculations and the low-temperature data from Sridharan et
al. [206] and Keyser [207] to derive kR10 applied in Table 5.1, which cov-
ers the temperature range 400–2300K. Baldwin et al. [208] expressed rate
constant data as optimized values for k−R10/
(
kR3k
1/2
R15
)
and kR11/
(
kR3k
1/2
R15
)
at 773K. Following the approach of Mueller et al. [168], the value of the
latter parameter has been updated in the present work by incorporating
kR3 and kR15 from Table 5.1 to yield kR11 at 773K. The resulting value has
further been combined with the room-temperature measurements from Srid-
haran et al. [206] and Keyser [207] to match an updated expression of kR11 =
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8.4× 1013 exp (−400
RT
)
cm3/mol s. The resulting rate coeﬃcients are almost iden-
tical to the recommendation by Mueller et al. [168] at room temperature,
whereas slightly higher values are obtained at elevated temperatures; hence,
by a factor of 1.11 and 1.16 at 773 and 2000K respectively. The branching
ratio kR11/(k−R10 + kR11 + kR12) = 89% at room temperature, which is in
excellent agreement with recommendations from both Sridharan et al. and
Keyser. The ratio decreases to 87% and 65% at 773 and 2000K respectively.
The third product channel to H2O+O (R12) is included in the model despite
experimental indications of a low contribution [206, 207]. kR12 is taken from
the recent review by Baulch et al. [145] and yields kR12/(k−R10 +kR11 +kR12)
= 2.9, 1.9, and 1.2% at 298, 773, and 2000K respectively, which is consistent
with Sridharan et al. [206] and Keyser [207].
The reaction of HO2 with O (R13) has only one possible product channel
leading to OH+O2. The reaction plays an important role in the degenera-
tion of HO2 radicals in the upper atmosphere, which has encouraged a num-
ber of experimental rate measurements at low temperatures (229–391K),
e.g. [206, 209, 210]. These indicate a slightly negative temperature depen-
dence. High-temperature measurements are sparse and subjected to signiﬁ-
cant uncertainties and hence, provide no conclusive indications of the tem-
perature dependence in this range. The present mechanism applies the recent
recommendation by Baulch et al. [145], which includes a negative tempera-
ture dependence that matches the available low-temperature measurements.
The conversion of HO2 with H and O competes against the important
OH radical termination reaction HO2+OH H2O+O2 (R14). This reaction
needs special attention due to a highly non-Arrhenius temperature depen-
dence at conditions relevant to this study. Figure 5.2 shows experimental
measurements [200, 211–223] and comparisons with recently recommended
rate expressions [145, 224] including an updated ﬁt by the author (full line).
Reaction (R14) plays an important role in the conversion of HO2 and OH
in the upper atmosphere and, as a consequence, numerous studies have been
conducted at low temperatures from 231 to 420K [213–219]. These ﬁndings
fall into two low-temperature groups with rate constants between 2–5×1013
and 6–8×1013 cm3/mol s respectively; all indicating a negative temperature de-
pendence (see Figure 5.2). Keyser [219] suggested that the systematic dis-
crepancy between the measurements of these two groups is a result of sec-
ondary reactions with H and O causing a lower rate constant determination
by Sridharan et al. [218] and others. Keyser avoided this interference by addi-
tion of NO2 to remove H and O radicals. Keyser also noticed that the reaction
shows little or no pressure dependence below 1.3 bar across the investigated
temperature range. Subsequent literature evaluations [145, 225, 226] have
adopted the rate expression proposed by Keyser [219] in the low-temperature
81
5 Detailed Kinetic Modeling
500 1000 1500 2000 2500
13.0
13.5
14.0
Temperature [K]
lo
g(k
 [c
m3
/m
ol
/s
])
Figure 5.2: Rate constant of reaction (R14) as a function of temperature. + Friswell
& Sutton, 1972 [211]; •—• Peeters & Mahnen, 1973 [212];  DeMore, 1979
[213]; ★ Burrows et al., 1981 [214]; ∗ Cox et al., 1981 [215]; Kurylo et al.,
1981 [216];  DeMore, 1982 [217];  Sridharan et al., 1984 [218];  Keyser,
1988 [219]; −− Gooding & Hayhurst, 1988 [220];  Hippler et al., 1990 [221];
✩ Hippler et al., 1995 [222]; ♦Kappel et al., 2002 [200]; × Srinivasan et al.,
2006 [223]; - - Baulch et al., 2005 [145]; -· - Sivaramakrishnan et al., 2007 [224];
— This work: kR14 =
[
3.6× 1021T−2.1 exp (−9000RT )+ 2.0× 1015T−0.6 − 2.2×
1096T−24.0 exp
(−49000
RT
)]
cm3/mol s.
region. However, this rate constant does not reproduce the available high-
temperature data [200,211,212,220–223]. Hippler et al. [222] conducted shock
tube measurements of the thermal decomposition of H2O2 and located the
deep and unusally narrow rate constant minimum at 1250K. In a more recent
study from the same group, Kappel et al. [200] conﬁrmed this behavior but
located the rate constant minimum at ∼1000K. Kappel et al. were able to
measure reactant concentrations more accurately than Hippler et al., which
reduced the uncertainty of their rate constant measurements considerably. As
a consequence, more conﬁdence is placed in the later results from Kappel et
al. [200]. At high temperatures from 1300–2300K, temperature-independent
rate constants of about 4–6×1013 cm3/mol s have been determined by Peeters
and Mahnen [212], Gooding and Hayhurst [220] and, most recently, by Srini-
vasan et al. [223], even though the latter results show considerable scatter.
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The proposed ﬁt by the author (full line in Figure 5.2) reproduces the low-
temperature data of Keyser [219] as well as the high-temperature data of
Peeters and Mahnen [212], Gooding and Hayhurst [220], and Srinivasan et
al. [223]. The intermediate temperature region, that includes the character-
istic rate constant minimum, is consistent with the measurements reported
by Kappel et al. [200]. The author notes that the proposed rate expression
needs validation in the range 400–950K, but this is currently impossible due
to the lack of experimental data at these conditions.
Self-association of HO2 to H2O2+O2 (R15) and subsequent decomposi-
tion of H2O2 to OH via (R16) is the main conversion path of H2O2. The
reaction rates are adopted from Kappel et al. [200] including fall-oﬀ curves
for the decomposition reaction. Kappel et al. did not observe any pres-
sure dependence of (R15) in the investigated temperature range 950–1250K.
Other possible H2O2 consumption channels are the radical reactions with
H (R17,R18), O (R19), and OH (R20). The reaction with H is analo-
gous to HO2+H and has two product channels yielding HO2+H2 (R17) and
H2O+OH (R18). The present mechanism includes the rate coeﬃcients rec-
ommended by Baulch et al. [145] that provide an almost constant branching
ratio kR17/(kR17 + kR18) close to 90%. These recommendations are based
on available experimental data [227–229] obtained at 300–1000K. Baulch
et al. advocated a signiﬁcantly lower positiv temperature dependence than
Tsang and Hampson [194]. However, both studies assigned large uncertainty
margins to the recommended rate coeﬃcients; mainly due to possible inter-
ference from secondary reactions during the underlying experimental work.
The reaction between H2O2 and O has two principal product channels that
are chain branching and terminating in nature yielding HO2+OH (R19) and
H2O+O2 respectively. Experimental investigations of the product branch-
ing ratio kR19/kH2O2+O→prod. are very uncertain and indicate values from
>0.2 [230] to unity [231]. In the present study, kR19 is set equal to the
overall rate constant of H2O2+O → prod., as recommended by Tsang and
Hampson [194].
5.3.2 CO/CO2 Reaction Mechanism
The oxidation of CO to CO2 is a highly exothermic reaction that accounts
for a substantial fraction of the heat release during hydrocarbon combus-
tion. Accurate model description is therefore a requirement in order to give
reliable predictions of hydrocarbon oxidation chemistry. The CO/CO2 re-
action mechanism is provided in Table 5.2. The author notes that CO may
also be converted to oxygenated hydrocarbon species, e.g. formyl radicals
(HCO) and formaldehyde (CH2O), under reducing conditions. This part of
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the mechanism will be presented later in this chapter in connection to the
C1 hydrocarbon reaction mechanism.
Table 5.2: Reactions from the CO/CO2 reaction mechanism. Units are mol, cm, s, cal.
Reactions A β E Note/Ref.
21. CO + O(+M) CO2(+Ma) 1.80×1010 0.0 2384 [232,233]
Low-pressure limit: 1.35×1024 –2.79 4191 [233,234]
Troe parameters: 1.0 10−30 1030 1030
22. CO + HO2  CO2 + OH 1.57×105 2.18 17940 [235]
b23. CO + OH CO2 + H 8.00×1010 0.0 0 see text, 1 bar
8.80×105 1.77 954 1 bar
CO + OH CO2 + H 3.70×1012 0.0 12518 10 bar
9.30×107 1.1 0 10 bar
CO + OH CO2 + H 2.90×1012 0.0 11922 20 bar
4.50×107 1.2 0 20 bar
CO + OH CO2 + H 1.50×1012 0.0 13909 50 bar
5.80×106 1.5 0 50 bar
CO + OH CO2 + H 1.50×1011 0.0 1987 100 bar
1.87×105 1.94 0 100 bar
b24. CO + OH HOCO 2.00×1026 –5.6 2881 see text, 1 bar
CO + OH HOCO 1.50×1025 –5.0 1987 10 bar
1.30×1037 –8.4 7948 10 bar
CO + OH HOCO 4.20×1026 –5.7 1927 20 bar
7.50×1028 –6.0 3775 20 bar
4.00×1039 –9.0 9935 20 bar
CO + OH HOCO 4.90×1025 –5.2 1987 50 bar
4.00×1038 –9.0 6955 50 bar
5.00×1043 –10.0 13015 50 bar
CO + OH HOCO 1.10×1028 –6.0 2384 100 bar
1.84×1036 –8.0 7153 100 bar
2.00×1054 –13.0 19671 100 bar
c25. HOCO CO2 + H P [bar]0.95×3.50×1056 –15.0 46500 see text
P [bar]0.95×2.50×1069 –18.0 60000
c26. HOCO + OH CO2 + H2O 4.56×1012 0.0 –89 [236]
HOCO + OH CO2 + H2O 9.54×106 2.0 –89
27. HOCO + O2  CO2 + HO2 9.91×1011 0.0 0 [237]
a: Enhanced third-body eﬃciencies: H2 = 2.5,H2O = 12,CO = 1.9,CO2 = 3.8
b: Expressed as the sum of the rate constants at a given pressure
c: Expressed as the sum of the rate constants
Conversion of CO with OH is the most important reaction in the subset.
Besides being responsible for a substantial part of the heat release during hy-
drocarbon combustion, the reaction also regulates the OH radical concentra-
tion, which plays a decisive role in HOx and NOx cycles that are important
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in both combustion and atmospheric chemistry research. The reaction of
CO+OH exhibits complex pressure and temperature dependencies with two
regimes of markedly diﬀerent activation energies. At low temperatures, the
reaction shows a weakly decreasing temperature dependence, whereas a sig-
niﬁcant positive temperature dependence is observed at high temperatures.
A rate minimum marks the transition, whose characteristics depend on the
pressure.
The non-Arrhenius behavior of CO+OH has encouraged numerous ex-
perimental and theoretical studies of the reaction across a wide range of
conditions, e.g. [238–250]. The accepted mechanism was ﬁrst proposed by
Smith and Zellner [238] and Smith [239]. It involves initial association of the
reactants to form the activated trans-HOCO* complex followed by cis/trans
isomerization before decomposition to CO2+H; reaction (R23). The thermal
decomposition competes with stabilization of HOCO (R24) and redissocia-
tion (–R24). The abnormal change in activation energy can be explained by
two important transition states of comparable magnitudes located along the
reaction coordinate. At low temperatures, energy is insuﬃcient to overcome
the second cis-HOCO decomposition barrier, allowing the ﬁrst association
transition state to control the overall reaction rate. This favors either sta-
bilization (R24) or redissociation to CO+OH (–R24) depending on the gas
density. Once formed, collisionally stabilized HOCO may also decompose
to CO2+H (R25), or it may be converted by other available reactants, like
OH (R26) and O2 (R27). At high temperatures and/or low pressures, the
second transition state controls the overall reaction rate and the dissocia-
tion channel (R23) predominates. The pressure dependence is related to the
overall conversion of CO+OH given by kCO+OH = kR23 + kR24. At the high-
pressure limit, stabilized HOCO is the sole product as kCO+OH → kR24 when
P → ∞, while CO2+H are the dominating products as the low-pressure
limit is approached; i.e. kCO+OH → kR23 when P → 0. Fulle et al. [243]
and Troe [244] developed a complex expression to describe the fall-oﬀ behav-
ior within these limits. Following this work, kR23 = k0 [1− [x/(1 + x)]F (x)]
and kR24 = kR24,0 [(1 + y)/(1 + x)]F (x), where x = kR24,0/(k∞ − k0), y =
k0/(k∞ − k0), and k∞ and k0 refer to kCO+OH,∞ and kCO+OH,0 respectively.
The pressure dependence is included in kR24,0 = k0A∗0 exp
(−T
T ∗
)
P , where
A∗0 = 5.9 bar
−1 for N2 as bath gas, and T ∗ = 161K. The broadening factor
F (x) = F
(1/[1+(log x)2])
cent with Fcent = 0.49 + 0.51 exp
( −T
300K
)
. Troe [244] pro-
posed values of k∞ =
[
1.23× 1015 exp (−7520K
T
)
+ 1.1× 1013 exp (−1850K
T
)
+
8.0× 1011 exp (−120K
T
)]
cm3/mol s and k0 =
[
1.0× 1013 exp (−8050K
T
)
+ 9.0 ×
1011 exp
(−2300K
T
)
+ 1.01× 1011 exp (−30K
T
)]
cm3/mol s to accurately ﬁt experi-
mental data of kCO+OH from [240–243] and others within an extensive temper-
85
5 Detailed Kinetic Modeling
ature range of 80–2370K and pressures from 0.001–1000 bar. The proposed
expression has later been recommended in its complete form by Baulch et
al. [145].
Fulle et al. [243] and Troe [244] estimated a value of H298(HOCO) =
−48.34 kcal/mol. However, in a recent experimental investigation, Ruscic
and Litorja [246] determined a lower limit of H298(HOCO) > −46.5 kcal/mol,
which has later been conﬁrmed by ab initio calculations of the trans-HOCO
well-depth in the CO+OH potential energy surface [135, 137, 247, 248]. The
most recent recommendation by Fabian and Janoschek [135] yields a value
of H298(HOCO) = −44.33 kcal/mol, which is applied in the present study.
The potential energy surface calculations of Yu et al. [248] provided the
foundation of another extensive investigation of the pressure and tempera-
ture dependence of the CO+OH kinetics by Senosiain et al. [249,250] using a
master equation and RRKM theory. Senosiain et al. proposed new analytical
rate expressions of kR24 and kR23, which enabled them to accurately simu-
late the available experimental data of kCO+OH across the same temperature
and pressure range as Troe [244]. However, a practical problem arises when
applying the proposed rates of either Troe [244] or Senosiain et al. [249,250]
since neither of them are suited for direct implementation in Chemkin (cf.
the outline of chemical reaction rates in modeling in Section 5.2.2); or in the
case of [250], insuﬃciently covers the pressure range relevant to this study.
As a consequence, the author has reﬁtted the expression of Troe [244] for
kCO+OH using suitable rate expressions in the modiﬁed Arrhenius form given
in Equation (5.8). A comparison with the original expression is shown in
Figure 5.3 at temperatures from 300–2000K and selected pressures. The
ﬁtted Arrhenius parameters of kR24 and kR23 are provided in Table 5.2. It
is of little concern that the original work is based on a too low value of
H298(HOCO), since the proposed rates by [244] are forward rates derived
directly from experimental data.
Fulle et al. [243] and Troe [244] have also provided a rate constant for
the dissociation of stabilized HOCO to CO2+H (R25) based on the equi-
librium constant KR24 = kR24/k−R24 and the valid relation k−R24/kR25 =
kCO+OH,∞/kCO+OH,0− 1. Fulle et al. proposed a value of KR24(T ) = 18.6T 0.2
exp
(−15680K
T
)
mol/cm3 based on their estimated value of H298(HOCO). This
value is corrected (K ′R24) in the present study to reﬂect updated thermo-
chemical properties of the involved species using the correlation K ′R24(T ) =
KR24(T ) exp
(
∆HR24(T )−∆H′R24(T )
RT
− ∆SR24(T )−∆S′R24(T )
R
)
that has been derived
from Equation (5.10). Based on the updated value of K ′R24, as well as kR24,
kCO+OH,∞, and kCO+OH,0 from [244], the rate constant of kR25 has been reﬁtted
across a temperature and pressure range of 300–2000K and 1–100 bar. The
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Figure 5.3: Values of kCO+OH = kR23+kR24 using N2 as bath gas. Dashed lines represent
the original rate constant from Troe [244]. Full lines denote the reﬁtted rate
expression in modiﬁed Arrhenius form as provided in Table 5.2.
resulting pressure dependent expression is kR25 = [3.5× 1056T−15
exp
(−46500
RT
)
+ 2.5× 1069T−18 exp (−60000
RT
)]
P 0.95 s−1.
Even though OH is considered to be the most important reactant to CO,
the mechanism also includes radical reactions with O (R21), HO2 (R22),
and H (–R112), where (R21) and (–R112) are pressure dependent associ-
ation reactions. The latter is considered in the opposite direction (R112)
in Section 5.3.3.10. The rate constant kR22 is several orders of magnitude
lower than kCO+OH, but it is still of interest in the present study due to
the importance of HO2 radicals at high pressure. The reaction has received
considerable attention within recent years, e.g. [169, 224, 235, 251–253], but
even so, considerable scatter is still observed among experimental as well as
theoretical determinations. The preferred rate constant is obtained from the
recent theoretical work by You et al. [235] based on ab initio transition state
theory with master equation modeling. Their calculations of the potential
energy surface of CO+HO2 revealed barrier heights of 17.9 and 18.9 kcal/mol
for initial trans- and cis-HOOCO* formation respectively. The subsequent
conversion of the energized HOOCO* adduct was thoroughly examined in
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terms of hindered internal rotations and relevant transition states, which
demonstrated that stabilization of HOOCO is negligible and the reaction
can be considered independent of pressure up to 500 bar at 300–2500K using
kR22 = 1.57 × 105T 2.18 exp
(−9030
T
)
cm3/mol s. You et al. [235] emphasized a
substantial uncertainty factor for the low-temperature range of this rate ex-
pression yielding a value of 8 at 300K. At high temperatures, the uncertainty
factor decreases to a value of 2 and 1.7 at 1000 and 2000K respectively. De-
spite these error limits, almost all previous rate constant determinations fall
outside the prediction of You et al. The only exception are data from recent
autoignition experiments by Mittal et al. [251] at 950–1100K that are pre-
dicted within 10% accuracy. Limited support is also found in the ab initio
study by Sun et al. [252] from which, the calculated rate constant is larger
than the preferred value by a factor of 2.5–1.7 at temperatures ranging from
300 to 2000K. Prior experimentally based proposals of the rate constant, e.g.
by Tsang and Hampson [194] and Mueller et al. [169], lie signiﬁcantly higher.
5.3.3 C1 Hydrocarbon Reaction Mechanism
The proposed C1 hydrocarbon reaction mechanism is presented in Table 5.3.
The mechanism only includes subsets of elementary reactions for compounds
relevant to the investigated reaction conditions. Reaction pathways leading
to e.g. methylene (CH2) and methylidyne (CH) from saturated hydrocarbon
fuels are typically very endothermic, which makes them unimportant at the
intermediate temperature range of interest. Subsets involving CH2 (singlet
and triplet) and CH are therefore neglected in the present work. In order
to extend the application of the present mechanism to combustion systems
operated at higher temperatures, relevant subsets of these species can be
included from a number of recent modeling studies, e.g. [105, 138, 233, 254–
257].
The mechanism further excludes the stable oxygenated hydrocarbon
formic acid (HC(O)OH) and its radical derivatives. In combustion sys-
tems, HC(O)OH would typically be produced from oxidation of formaldehyde
(CH2O) followed by dissociation to CO+H2O or CO2+H2. Consequently,
HC(O)OH formation does not facilitate important alterations in the carbon
oxidation chain compared to the typical pathway to CO/CO2 via intermedi-
ate formation of formyl radicals (HCO). However, it is noted that HC(O)OH
reaction subsets have been proposed in recent kinetic modeling studies by e.g.
Held and Dryer [167] and Marinov [138], and can be added to the present
model in order to extend its application. Preliminary modeling investigations
using these subsets have shown that HC(O)OH only plays a minor role at
the experimental conditions used in the present work.
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5.3.3.1 CH4 Reactions
Methane is converted through a number of H-abstraction reactions. Most
importantly, the radical reactions with H (R28), O (R29), and OH (R30), as
well as the initiation reaction with molecular oxygen (–R40). Reactions with
hydrocarbon radicals; e.g. CH3O (R78) and HCO (–R111), gain importance
under reducing conditions, whereas reactions involving peroxy radicals, e.g.
HO2 (R31) and CH3OO (R50) become typical conversion channels at high
pressure and/or low temperatures.
Reaction with OH (R30) is the most important source of CH4 conver-
sion in atmospheric chemistry as well as combustion. Naturally, this has
encouraged a large number of experimental studies. The applied rate con-
stant is drawn from the recent work by Srinivasan et al. [259], who combined
own shock tube measurements at 840–2025K with prior results; most impor-
tantly [288–291], to yield a validated rate expression over the temperature
range 195–2025K. At temperatures <400K, the rate constant proposed by
Srinivasan et al. is in excellent agreement with the literature evaluation
by Baulch et al. [145], while it is more than 20% below Baulch et al. at
temperatures >750K.
Reported measurements of the reaction CH4+H (R28) are in good agree-
ment at high temperatures >900K, e.g. [258,292–294], whereas some scatter
is observed in the available low temperature measurements [295]. kR28 is
taken from the most recent experimental study by Sutherland et al. [258],
who combined own shock tube measurements of the forward and the reverse
rate with previous results to yield a validated expression at 348–1950K.
The available high and intermediate temperature measurements of CH4+
O (R29), e.g. [296–300], are generally in good agreement, while low temper-
ature studies by Cadle and Allen [301], and Westenberg and De Haas [302]
deviate by more than one order of magnitude. Cohen [303] analyzed selected
low to intermediate temperature measurements (<600K) and discovered a
signiﬁcant sensitivity to secondary reactions with O atoms, which had not
been accounted for by [301,302], and others. According to Cohen, this issue
would lead to an overprediction of kR29 by a factor of 2–3 from the involved
measurements. The present mechanism uses kR29 from the recent review
by Baulch et al. [145] (400–2500K), which is based on the referred experi-
mental studies with a correction to the low temperature data in accordance
with [303]. This rate expression is 30–40% higher than the recent theoretical
value from Corchado et al. [304] based on variational transition state theory
calculations with multidimensional tunneling correction.
Experimental characterization of the abstraction reaction by HO2 (R31)
is limited to a single relative rate measurement of kR31/k
1/2
R15 at 716K reported
96
5.3 Novel Detailed Chemical Kinetic Model
by Baldwin et al. [305]. Scott and Walker [306] drew analogies between HO2
abstraction reactions from alkanes, alkenes, and aromatics, and proposed the
modiﬁed Arrhenius expression (Equation (5.8)), with β = 2.5 to describe the
general HO2 abstraction reaction HO2+RH  H2O2+R. The value of β was
adopted from the combined literature review and high-temperature shock
tube study of HO2+CH2O (R109) at 541–1600K by Eiteneer et al. [284].
Eiteneer et al. conﬁrmed that β lies between 1.8 and 3.4 for alkane-reactions
based on ab initio calculations using the methods developed by Bozzelli and
co-workers [307]. Scott and Walker estimated values of the pre-exponential
factor and the activation energy for CH4+HO2 (R31) based on the analogue
reaction C2H6+HO2, where experimental measurements are available at 673–
793K [308]. In their recent review, Baulch et al. [145] recommend kR31 from
Scott and Walker with a four times increase of the pre-exponential factor in
order to coincide with the relative rate measurement by Baldwin et al. [305].
The present mechanism follows this recommendation.
Until recently [309], there were no direct measurements of the initia-
tion reaction CH4+O2  CH3+HO2 (–R40). Baulch et al. [145] proposed
a rate constant for the forward reaction based on analogies with the reac-
tion CH2O+O2 (R110), where reliable measurements at intermediate [310]
and high temperatures [264, 311] are available. Baulch et al. corrected the
pre-exponential factor of kCH2O+O2 to account for the extra availability of
H atoms and further adjusted the activation energy to reﬂect diﬀerences in
∆rH of the title reaction compared to CH2O+O2. Values of the reverse rate
constant (kR40) have been determined from ab initio calculations by Zhu and
Lin [266] and indirectly from ﬂow reactor experiments at 1000K by Scire
et al. [312]. These results are in excellent agreement. Conversion of kR40
from Zhu and Lin to k−R40 at 500–1500K, using thermodynamic data from
Table 3.1, yields values that are a factor of 1.5–2.5 higher than k−R40 from
Baulch et al. Moreover, the experimentally based value of kR40 from Scire
et al. yields 2.6×k−R40,Baulch et al.,2005 at 1000K. However, these deviations
are covered by an estimated uncertainty factor of 3 at 500–1000K proposed
by Baulch et al., and likewise, was an uncertainty factor of 2.89 calculated
by Scire et al. [312] for their value of kR40 at 1000K. In a recent combined
experimental and theoretical study, Srinivasan et al. [309] presented the ﬁrst
direct measurements of CH4+O2. They used a reﬂected shock tube appa-
ratus and derived values of k−R40 at high temperatures between 1655 and
1822K from measurements of OH radicals using multipass absorption spec-
trometry. At these conditions, HO2 rapidly dissociates to H atoms followed
by almost instantaneous conversion to OH via H+O2 → O+OH (R3). The
OH radical formation, thus, becomes a direct measure of the reaction rate
of CH4+O2. An experimental uncertainty of ∼50% was attributed to these
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rate constant measurements; mainly due to uncertainties in the primary side
reaction between CH4+O (R29). The results show some scatter and hence,
conﬁrm both rate constants from Baulch et al. [145] and Zhu and Lin [266]
when considering all appropriate uncertainties. Srinivasan et al. also con-
ducted supplementary ab initio calculations and obtained a rate expression
for (–R40) that conﬁrms the experiments, but falls only slightly below the ab
initio results from Zhu and Lin, which led Srinivasan et al. to recommend
kR40 from Zhu and Lin for use in further combustion modeling. All these
observations point in the direction of a higher rate constant than proposed
by Baulch et al. [145], even though the uncertainties involved render a def-
inite conclusion impossible. The present work follows the recommendation
of Srinivasan et al. [309] and applies the rate constant for the reverse reac-
tion CH3+HO2 (R40) from Zhu and Lin [266], but it is clear that further
experimental investigations remain of relevance. At this point, the reader is
reminded of the related pathway CH3+HO2  CH3O+OH (R39). Reaction
(R39) will be discussed in a later paragraph that extends the characterization
of the reaction path of CH4+O2.
5.3.3.2 CH3 Reactions
Thermal decomposition of CH4 (–R32) is unimportant at the intermediate
temperatures relevant to the present study. However, at reducing conditions
and high pressure, the reverse H-addition reaction with CH3 may become an
important source of radical termination. Cobos and Troe [260] reevaluated
the early shock tube experiments by Hartig et al. [313] to yield important
information about the fall-oﬀ region and high-pressure limit. They combined
these data with theoretical rate coeﬃcients derived from the methods of Troe
and co-workers [184, 185] to yield an expression of kR32 that shows remark-
able consistency with available experimental data [292,314–320] obtained at a
wide range of conditions including temperatures from 300–3000K, pressures
covering the entire fall-oﬀ region, and diﬀerent bath gases (He, Ar, CH4,
C2H6). It is noted that kR32 in Table 5.3 assumes He as collision partner in
the absence of experimental investigations with bath gases of more practical
importance, like N2. Nitrogen is often a slightly more eﬃcient collision part-
ner than He, so when N2 is used as bath gas, as in the current experimental
study, there is a potential of a minor underprediction of kR32 when using the
rate constant in its present form. Experimental evidence is, however, needed
for veriﬁcation.
The reaction between CH3 and O-atoms is expected to proceed through a
highly energized CH3O* radical adduct with an internal energy of∼90 kcal/mol.
The adduct either undergoes C–H bond cleavage to CH2O+H (R33) or elim-
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inates H2 and HCO. In the latter case, HCO rapidly decomposes at the
relatively weak C–H bond (∼16 kcal/mol) under the inﬂuence of the large
excess energy from the adduct resulting in the ﬁnal products H2+CO+H
(R34) [321, 322]. The reaction has other potential product channels involv-
ing e.g. stabilized HCO, CH2, and CH; but none of these products have
been detected experimentally. The available experimental measurements of
the overall reaction, e.g. [261, 321–325], are consistent and indicate little or
no dependence of temperature from 298 to 2300K. A mean value from [145]
yields kCH3+O→prod. = 8.43×1013 cm3/mol s. This is used together with the latest
measurement of the branching ratio kR34/ (kR33 + kR34) = 0.18± 0.04, from
Preses et al. [261] to obtain the preferred values of kR33 and kR34. The ex-
perimental branching ratio was determined at room temperature and agrees
well with the theoretical prediction of 0.15 by Marcy et al. [322]. It is noted
that Marcy et al. predicted a weak temperature dependence of the branching
ratio yielding 0.13 at 1000K, which is disregarded in the present work.
The reaction of CH3 with OH proceeds through an excited CH3OH*
adduct that may be collisionally stabilized to CH3OH (R35), or decompose to
a number of products, e.g. 1CH2+H2O, 3CH2+H2O, CH2O+H2, HCOH+H2,
CH2OH+H, etc., [262, 326]. A large number of experimental results have
been reported at room-temperature, e.g. [262,327–331], while only a few ex-
perimental studies extend the temperature range to higher values. These
are Oser et al. [332] at 480K, De Avillez Pereira et al. [262] and Humpfer
et al. [333] at 700K, and Bott and Cohen [334] at 1200K. The experiments
near room-temperature indicate that the reaction is almost independent of
pressure above ∼0.1 bar, and it is close to the high-pressure limit at 1 bar
where stabilized CH3OH is the sole product. The overall rate constant is
fairly well established, but in the low-pressure and fall-oﬀ region, branching
ratios are unclear and proposals from the literature deviate signiﬁcantly de-
pending on the considered temperature range; e.g. see [262, 331, 333, 335].
Bott and Cohen [334] did not measure the product distribution from their
high-temperature experiment at 1200K and atmospheric pressure, but they
estimated a selectivity of CH3OH of only ∼75% from theoretical considera-
tions. This is in good agreement with the early QRRK calculations by Dean
and Westmoreland [335] at 1 bar N2 that predicted a decreasing CH3OH
selectivity from near-unity at room-temperature to 0.9 at 1000K and 0.5
at 1550K. According to Dean and Westmoreland, (R35) is mainly compet-
ing against the bimolcular channel producing CH2OH+H. The experimental
study by Humpfer et al. [333] at 700K and 0.65–3.25mbar showed no signs
of CH2OH formation, but, instead, suggested contributions from the product
channels leading to CH2O and its isomer HCOH. The recent combined exper-
imental and theoretical study by De Avillez Pereira et al. [262] indicated that
99
5 Detailed Kinetic Modeling
the bimolecular channel to 1CH2+H2O may become more important than the
stabilization channel at low pressure and/or high temperatures. The latter
is supported by the room-temperature measurements from Deters et al. [331]
at low pressures from 45 to 467mbar. However, according to De Avillez
Pereira et al., the channel to 1CH2+H2O has a strong negative dependence
of pressure, which makes it very unlikely to gain importance at the conditions
relevant to the present study. A similar negative pressure dependence was
predicted for the channel producing isomeric formaldehyde (HCOH+H2).
The preferred value of kR35 is taken from the study by De Avillez Pereira
et al. [262] with He as bath gas. It is largely consistent with the avail-
able measurements in the ﬁeld, as well as a previous literature evaluation
[336]. It is impossible to make a deﬁnite recommendation of branching ratio
based on the available results for CH3+OH. Besides (R35), the mechanism
also includes the bimolecular channel to CH2OH+H via the reverse reaction
(–R93). It may be a coarse approximation to exclude the other bimolecular
channels, but since the pressure and temperature ranges of interest in this
study support (R35) as the dominating product channel, the author ﬁnds it
reasonable in the given situation. A discussion of (–R93) will be provided in
connection to the outline of the CH2OH reaction subset.
The reaction of CH3 with molecular oxygen (R36,R37,R38) plays an im-
portant role in both atmospheric and combustion chemistry, which has en-
couraged numerous experimental and theoretical investigations; most impor-
tantly [196, 263, 264, 311, 337–341]. The association/stabilization channel to
CH3OO (R36) is dependent of pressure and is expected to proceed without
an energy barrier, whereas the two bimolecular channels, CH2O+OH (R38)
and CH3O+O (R37), both have to overcome energy barriers lying above the
potential energy of the reactants [340]. Consequently, (R36) predominates at
high pressure and/or low and intermediate temperatures (<1000K), whereas
(R37) and (R38) are only competitive at high temperatures.
Due to the importance of (R36) in both atmospheric and combustion
chemistry, most investigations of the pressure dependency are concerned
with conditions below 1 bar. Only in the recent work by Fernandes et al.
[263] have very high pressures (1–1000 bar) been combined with intermedi-
ate temperatures (300–700K). Fernandes et al. used a high-pressure ﬂow
cell, laser ﬂash photolysis of azomethane or acetone to generate CH3, and
UV absorption for direct measurement of the CH3OO concentration. The
results included direct measurements of the low-pressure rate limit yielding
kR36,0 = 6.9 × 1024T−3 cm6/mol2 s for both Ar and N2 as bath gas. The high-
pressure limit was approached within the experimental matrix yielding kR36,∞
= 7.8× 109T 0.9 cm3/mol s. The fall-oﬀ range was represented by the simpliﬁed
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expression kR36/kR36,∞ ≈ [x/(1 + x)]F 1/{1+[(log x)/N ]
2}
cent with x = kR36,0/kR36,∞,
Fcent ≈ 0.33, and N ≈ 1.47. This representation of the Troe formalism is not
directly compatible with the Chemkin software [186] used for the numerical
aspects of the present work. Consequently, the author has reﬁtted resulting
rate constants from Fernandes et al. [263] at speciﬁc pressures to modiﬁed
Arrhenius expressions given in Table 5.3.
The high-temperature channels from CH3+O2 (R37,R38) are adopted
from the recent shock-tube study by Srinivasan et al. [264], who proposed
optimum values of kR37 and kR38 based on own measurements as well as
other comparable studies, e.g. [338, 339, 341], across the temperature range
1237–2430K. At temperatures above 2000K, the experimentally based values
from Srinivasan et al. agree well with calculated values from Zhu et al. [340],
while extrapolations to temperatures <1000K lie more than one order of
magnitude above the theoretical predictions by Zhu et al.
The reaction of CH3 with HO2 oﬀers a direct oxidation path to CH3O
(R39), or regeneration of CH4 (R40), which are both indirectly promoted
by high pressure through enhanced formation of HO2 via H+O2(+M) 
HO2(+M) (R4). Reaction (–R40) is also the principal initiation reaction in
CH4 combustion and has previously been discussed in Section 5.3.3.1. The
increased availability of HO2 at high pressure brings the path to CH3O+OH
(R39) in direct competition with the intermediate formation of CH3OO via
(R36) and subsequent conversion channels; see the later discussions of the
CH3OO and CH3OOH reaction subsets in Section 5.3.3.3 and 5.3.3.4. Mea-
surements of the rate constant for CH3+HO2 impose signiﬁcant challenges
due to the simultaneous presence of various radical species that give rise to
a number of possible side reactions. Consequently, only a few experimental
values of kR39 [265, 312, 342] have been proposed and they all rely on indi-
rect determinations. Colket et al. [342] conducted well-deﬁned N2-diluted
experiments with CH3CHO oxidation in a turbulent ﬂow reactor at 1 bar
and 1030–1115K. Under these conditions, (R39) was believed to control CH3
oxidation, which enabled a ﬁt of kR39 = 2× 1013 cm3/mol s using a detailed ki-
netic model with 25 elementary reaction steps. In their recent review, Baulch
et al. [145] advocated this constant rate coeﬃcient from Colket et al., but
they assigned a large uncertainty factor of 10 across the temperature range
600–1200K; mainly due to uncertainties in side reactions. The experimental
rate coeﬃcients from Scire et al. [312] and Reid et al. [265] are based on a
similar approach as Colket et al. [342]. Scire et al. [312] conducted pressur-
ized ﬂow reactor experiments (∼10 bar, ∼1000K) on CH4-perturbed moist
CO oxidation and ﬁtted kR39 = 1.48 × 1013 cm3/mol s from kinetic modeling
with an uncertainty factor of 2.24; determined mainly from uncertainties
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in side reactions. Reid et al. [265] investigated the spontaneous ignition of
CH4/air at temperatures around 900K and atmospheric pressure, and esti-
mated the temperature dependent rate expression kR39 = 2×1013 exp
(−1075
RT
)
cm3/mol s using a detailed kinetic model. This rate expression yields a value
of 1.2 × 1013 cm3/mol s at 1000K in good agreement with the constant rate
coeﬃcients from Colket et al. [342] and Scire et al. [312]. Zhu and Lin [266]
proposed a theoretical value based on ab initio calculations. This work has
previously been referred in connection to the discussion of CH4+O2 (–R40).
However, this rate expression lies signiﬁcantly higher than the experimen-
tally based values referred above. Instead, the present work advocates the
temperature dependent rate expression from Reid et al. [265].
The recombination of CH3 radicals to stabilized C2H6 (R41) is well es-
tablished over a large temperature and pressure range except for some con-
troversy about the temperature dependence of the high-pressure limit [145].
Shock wave experiments reported by Hwang and co-workers [343, 344] and
Hessler and co-workers [345] at high temperatures; 1200–1700K and 1175–
1750K respectively, indicate a slightly negative temperature dependence.
This behavior is supported by recent theoretical studies [346, 347], but it
contradicts the earlier experiments by Glänzer et al. [348, 349]. In a subse-
quent publication, Hessler et al. [350] proposed a global ﬁt to the experimen-
tal data from Refs. [343, 345, 348, 349, 351–353] that covers the temperature
and pressure ranges 296–1750K and 0.2–213 bar. The analysis gave a neg-
ative temperature dependence of kR41,∞, but more importantly, it led to an
unrealistic temperature dependence of kR41,0 that did not conform with the
available data for the reverse dissociation reaction. Instead, the pressure de-
pendent rate expression from Baulch et al. [145] is preferred in the present
study. It is based on the data of Glänzer et al. [348,349], Hippler et al. [351],
Macpherson et al. [354], and Slagle et al. [352], and uses a constant high-
pressure limit. The rate expression is given for Ar as bath gas, but Baulch
et al. assumed it to be valid for N2 as well. It is noted that Baulch et
al. assigned an uncertainty factor of 2 to both kR41,∞ and kR41,0. At high
temperatures, (R41) competes against the dissociation pathways C2H5+H
(R42) and C2H4+H2. More recent experiments [355–358] indicate that the
latter path is only important at very high temperatures; probably >2500K,
for which reason it is neglected in the present study. The present mecha-
nism applies the recommended expression of kR42 from Baulch et al. [145],
which is based on experimental data from Frank and Braun-Unkhoﬀ [356],
Lim and Michael [357], and Davidson et al. [358], and covers the temperature
range 1200–2500K. Other experiments [355, 359] deviate considerably from
this value, but this issue is of less concern in the present study where (R42)
is expected to play a secondary role compared to (R41).
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5.3.3.3 CH3OO Reactions
Methylperoxyl radicals (CH3OO) are typically converted through an addi-
tion/elimination mechanism involving cleavage of the weak O–O bond, or
through H-abstraction from a stable molecule, e.g. CH4, C2H6, CH2O, and
H2O2, to form stable CH3OOH and a new radical species. The former mech-
anism can be fast radical-radical exchange, to form CH3O and another oxy-
genated radical, or radical termination yielding two or more stable products
via H atom shift within the peroxide adduct before O–O bond cleavage. De-
tails about CH3OOH reactions are provided in the proceeding section, but
at this point, it is noteworthy that further conversion of CH3OOH typically
happens through unimolecular decomposition at the O–O bond to CH3O
and OH radicals, thereby resulting in a net gain of reactive compounds and
overall reactivity of the chemical system at hand.
Alkyl peroxide species are characteristic intermediates in the hydrocar-
bon oxidation chain at high pressure and/or low to intermediate tempera-
tures due to the promotion of the addition/stabilization reactions between
alkyl radicals (CH3, C2H5, etc.) and molecular oxygen. However, since most
combustion research has been conducted at high temperatures (>1000K)
and/or low to atmospheric pressure, alkyl peroxide species, like CH3OO and
C2H5OO, have traditionally gained less attention in the combustion litera-
ture, and only a few elementary reactions have been subjected to experimen-
tal investigations. As a consequence, available recommendations are often
based either on extrapolations from atmospheric chemistry research, where
peroxide species also play important roles, or from simple analogies with e.g.
hydroperoxide chemistry [145,194]. The latter issue warrant some attention:
The bond strength of HOO–H (D298 = 87.49±0.07 kcal/mol [131]) and CH3OO–
H (87.8± 1.0 kcal/mol [134]) are very similar. This indicates that analogue H-
abstraction reactions from the peroxy-group of H2O2 and CH3OOH exhibit
comparable rates. A similar comparison of the strength of the O–O bond in
HO–OH (D298 = 51.3 kcal/mol [360]) and CH3O–OH (∼ 42.6± 1 kcal/mol [133])
reveals a somewhat weaker O–O bond in CH3OOH. These considerations are
expected to apply to the corresponding radical species HO2 and CH3OO as
well. They suggest that reactions from the alkylperoxide subsets involving
O–O bond cleavage could be somewhat faster than analogue reactions with
hydroperoxides, but more investigations are needed for veriﬁcation. In the
present study, rate constant estimates of alkyl peroxide reactions are occa-
sionally drawn directly from analogue hydroperoxide reactions without any
corrections to compensate for the diﬀerent O–O bond strength.
The radical reactions between CH3OO and H (R43), and O (R44) are
expected to proceed at rates close to collisional involving rapid incision of
103
5 Detailed Kinetic Modeling
the O–O bond. A few room-temperature measurements of (R44) are avail-
able [361–363], which conﬁrm this behavior. They propose rate constants
of 2.6 < kR44 < 6.0 × 1013 cm3/mol s in excellent agreement with the constant
rate coeﬃcient proposed earlier by Tsang and Hampson [194]. The analogue
hydroperoxyl reaction HO2+O  OH+O2 (R13) from Baulch et al. [145]
displays a minor negative temperature dependence, which is expected to
provide the most accurate representation of the temperature dependence of
CH3OO+O (R44) over the intermediate temperature range of interest. kR13
further yields a value of 3.5× 1013 cm3/mol s at 298K consistent with the mea-
surements of kR44. This encourages the author to recommend kR44 = kR13
with an estimated uncertainty factor of 3.
There are no available measurements of (R43). Tsang and Hampson [194]
proposed a constant value of kR43 = 9.6 × 1013 cm3/mol s, which is about two
times higher than the current value of kHO2+H = kR11 + kR12. The author
prefers the former recommendation from Tsang and Hampson because the
higher value potentially compensates for the weaker O–O bond in CH3OO
compared to HO2.
In the absence of reported studies of the reaction between CH3OO and
OH (R45,R46), the author again resolves to a comparison with an analogue
reaction. The hydroperoxyl reaction HO2+OH  H2O+O2 (R14) shows a
highly non-Arrhenius temperature dependence with a characteristic rate min-
imum around 1000K (see Figure 5.2). The reaction is expected to proceed
through an initial adduct involving a three-membered O atom chain (CH3O–
O–OH*) with a terminal H atom that can be transfered to the primary O
atom during incision of the CH3O–OOH* bond to yield the stable products
CH3OH+O2 (R45). At increasing temperatures, this O–O bond cleavage be-
comes more eﬃcient and may take place without the H atom transfer. As a
result, formation of the radical species CH3O+HO2 (R46) is expected to gain
more importance at increasing temperatures. This second product channel
is not considered in the analogue system (HO2+OH) where the same mech-
anism simply conserves the reactants. The author is not familiar with any
experimental or theoretical evidence of the second product channel (R46)
that yields two new radicals, and thereby preserves the reactivity of the sys-
tem, but the diﬀerent nature of the two channels obviously calls for a certain
interest in the branching ratio kR45/kR46. The proposed rate constants for
(R45) and (R46) are based on the assumption that the termination chan-
nel can be described by a similar rate expression as HO2+OH (R14) in the
lower temperature range. This yields kR45 = 2 × 1015T−0.6 cm3/mol s, which
roughly applies to kR14 at temperatures < 700K. From 700 to 1300K, kR14
experiences a sudden drop to a minimum value about ﬁve times lower. This
behavior is not considered in the present analysis of CH3OO+OH. The ter-
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mination channel (R45) is expected to dominate at low temperatures, but
the rate decreases with temperature as (R46) gains more inﬂuence. This
behavior is represented by the branching ratio kR45/kR46 = 5000T−1.2 K1.2,
which yields a value of kR45 + kR46 that ranges from 7.8 to 5.7× 1013 cm3/mol s
at 298–1500K. This is consistent with the constant estimated value of kR45
= 6 × 1013 cm3/mol s by Tsang and Hampson [194], who did not consider the
alternative path (R46). The author estimates an overall uncertainty factor
of 7.3, which is composed of a factor of 5 for potential unaccounted rate
constant deviations with temperature; as observed with HO2+OH; a factor
of 5 for the branching ratio estimate, and a factor of 2 to cover the potential
impact from diﬀerences in the O–O bond strength in HO2 and CH3OO.
The overall reaction of CH3OO with HO2 is fairly well established from
a number of experiments, e.g. [364–369]. These were all based on ﬂash
photolysis/UV absorption methods and cover a temperature and pressure
range of 228–719K and 0.02–1 bar. There are no reports of signs of a pres-
sure dependency within this range. The most extensive studies originate
from the work of Lightfoot and co-workers [368, 369] and Kurylo and co-
workers [364, 365]. These data indicate a similar negative temperature de-
pendence, while the data from Kurylo and co-workers systematically fall
1.5–2 times below the reported measurements from Lightfoot et al. sug-
gesting the inﬂuence from systematic errors. In a recent critical review,
Tyndall et al. [267] reanalyzed these data based on updated recommenda-
tions for the UV absorption cross section for key species involved in the
reaction and derived the preferred overall rate expression, which lies close
to the experimental values from Lightfoot et al. Studies of the branch-
ing ratio by Wallington and Japar [370], Wallington [371], and, recently,
Elrod et al. [372], indicate that CH3OO+HO2  CH3OOH+O2 (R47) is
the dominating product channel with a minor contribution from the al-
ternative route to CH2O+H2O+O2. The most direct measurements are
those reported by Wallington and co-workers suggesting a branching ratio
kR47/kCH3OO+HO2→prod. = 0.92 ± 0.08 at 295K. Elrod et al. measured a
value of 0.89±0.02 at 298K an further calculated an increasing temperature
dependence of the ratio represented by kR47/kCH3OO+HO2→CH2O+H2O+O2 =
498 exp
(−1160
T
)
at 218–298K. Extrapolation of the temperature to e.g. 500K
yields a value of kR47/kCH3OO+HO2→prod. = 0.98. Lightfoot et al. [369] also
observed strong indications that (R47), by far, is the predominant product
channel at temperatures above ambient, which convinced Tyndall et al. [267]
to recommend a branching ratio of unity at 295–700K. This recommendation
is followed in the present study.
The reaction between CH3OO and CO (R48) involves addition/elimina-
tion around the terminal O atom to form CH3O+CO2. Sander and Wat-
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son [373] reported an upper limit of kR48 ≤ 4.2× 106 cm3/mol s at 298K based
on a ﬂash photolysis study of CH3OO+CH3OO with addition of CO. This
value is probably much too high, because it assumes zero competition from
the comparatively fast reaction between CH3O and CO (R77). Due to the
lack of direct measurements, the preferred value of kR48 is the rate constant
of the analogue reaction of CO+HO2 (R22) that was recently estimated from
ab initio calculations by You et al. [235]. It is noted that kR22 is mainly reli-
able in the high-temperature range (>1000K), where You et al. assigned an
uncertainty factor < 2. At room-temperature, the uncertainty of kR22 has
increased to a factor of 8.
The similar O-abstraction reaction from CH3OO by CH3 radicals (R49)
has been experimentally characterized at room-temperature [374,375], while
temperature dependent measurements up to 530K have been reported by
Keiﬀer et al. [376]. Keiﬀer and co-workers reevaluated their own data in
Ref. [268] using a global analysis technique to relate data from multiple CH3
decay proﬁles obtained from ﬂash photolysis of acetone in O2/Ar at varying
temperatures and pressures (0.03–0.8 bar). The resulting rate expression is
preferred in this study. It shows a signiﬁcant negative temperature depen-
dence and falls a factor of 1.5 above the earlier rate constant estimate by
Park [374] at 298K and a factor of 2.6 or less above kR39 from the analogue
reaction between CH3+HO2 at temperatures >500K.
The mechanism contains a number of other reactions between CH3OO
and carbon species for which there are no direct measurements, e.g. CH4
(R50), CH3OH (R52), CH2O (R53), HCO (R54), and C2H5 (R57). As a con-
sequence, rate constants from analogue reaction with HO2, or CH3, in case
of (R57), have been adopted in the mechanism. The author expects these
estimates to be valid within a factor of 3 at the intermediate temperatures of
interest, but experimental veriﬁcations are needed. Two relative rate deter-
minations of an earlier date are available for CH3OO+CH3O (R51) [377,378].
The preferred rate expression is drawn from Tsang and Hampson [194], who
re-evaluated these data from Dever and Calvert [377], and Heicklen and John-
ston [378], using more accurate rate estimates for the involved side reactions.
Even so, Tsang and Hampson assigned a large uncertainty factor of 10 to the
resulting estimates. There are no available measurements of CH3OO+C2H6
(R58) either, but Carstensen and Dean [148] recently proposed rate con-
stants for CH3OO+C2H6 (R58) and C2H5OO+C2H6 (R168) based on ab ini-
tio CBS-QB3 calculations. Carstensen and Dean also used identical methods
to obtain a theoretical value of the rate constant for the analogue reaction
HO2+C2H6 (R124), which is in fair agreement with the preferred experimen-
tally based recommendation of kR124 from Baulch et al. [145]; see the later
Section 5.3.4.1. This is considered an indirect validation of the values of kR58
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and kR168 from Carstensen and Dean [148].
The self-reaction of CH3OO (R55,R56) is the most studied peroxyl reac-
tion in the mechanism. This is due to its importance in both low-temperature
combustion and atmospheric chemistry, where conditions facilitate a strong
competition between the radical termination channel to CH3OH+CH2O+O2
(R56) and the non-terminal channel to CH3O+CH3O+O2 (R55). The third
product channel to CH3OOCH3+O2 is neglected in the present study due
to the lack of compelling evidence of its existence [267]. Most experimental
studies have used ﬂash photolysis of Cl2/CH4 or azomethane in the presence
of O2 to generate CH3OO radicals and then monitor the second-order decay
(d [CH3OO] /dt = −2kobs [CH3OO]2
)
using UV absorption [369, 374, 379–
385], or, in a few cases, FTIR [386–389] or other techniques [390,391]. These
measurements cover the temperature range 223–719K and pressures ≤1 bar.
Variations in kobs from the UV absorption-based results can, to some extent,
be attributed to deviations in the applied UV absorption spectrum of CH3OO
(range from roughly 200 to 300 nm). Critical evaluations [267,392,393] have
later established that the optimal UV absorption cross section of CH3OO
lies at 240 nm or above. Furthermore, the system is aﬀected by a num-
ber of unavoidable side reactions, so the observed removal rate constant
kobs needs a correction to yield the true overall rate constant for the self-
reaction (ktrue = kR55 + kR56). The most important secondary conversion of
CH3OO is governed by the rapid oxidation of CH3O with molecular oxygen to
CH2O+HO2 (R76) followed by CH3OO scavenging by HO2 via (R47). Sander
and Watson [382] showed that the observed and the true rate constants can
be related by the simple correlation kobs = (1 + α) [kR55 + kR56], where α is
the branching ratio of the non-terminal channel, i.e. α = kR55/(kR55 + kR56).
This is valid since the reaction CH3OO+HO2 (R47) is signiﬁcantly faster than
the self-reaction of CH3OO (kR47/(kR55 + kR56) ≈ 15 at 298K) and thereby
prevents build-up of HO2 radicals that would otherwise complicate the sys-
tem of secondary reactions; in particular via the self-reaction of HO2, i.e.
HO2+HO2 → H2O2+O2 (R15). This would imply that (1 + α) [(kR55 + kR56)]
≥ kobs ≥ kR55 + kR56 and hence, call for a more complex correlation between
kobs and kR55 + kR56 [393], in which case supplementary measurements of
the branching ratio would be needed to obtain accurate values of the rate
of the self-reaction. Wallington et al. [392], Lightfoot et al. [393], and Tyn-
dall et al. [267] revisited several earlier measurements to yield independent
values of kobs and α, which are all in fair agreement. The present study
follows the most recent work by Tyndall et al. [267], who combined measure-
ments of the temperature dependence of α from Horie et al. [388], Alcock
and Mile [391], and Lightfoot et al. [385], covering temperatures from 223
to 573K, with an adjustment to match the direct measurement of α298 =
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0.37± 0.06 at room temperature by Tyndall et al. [389]. The resulting ratio
kR55/kR56 = α/(1−α) = (26.2± 6.6) exp
[
−(1130±240)
T
]
was used together with
the UV absorption measurements from Sander and Watson [382], Kurylo and
Wallington [383], and Lightfoot et al. [385] to yield the ﬁnal recommendation
of kR55+kR56 = 5.7×1010 exp
(
390±100
T
)
cm3/mol s. The individual values of kR55
and kR56 in Table 5.3 are ﬁtted expressions based on these values of α(T )
and kR55 + kR56.
5.3.3.4 CH3OOH Reactions
There are a number of potential CH3OOH conversion channels included
in the mechanism, but at the temperature and pressure ranges of inter-
est, the most important path is the thermal decomposition to the radical
products CH3O+OH (R59). This reaction has a second product channel
to CH2O+H2O, which is neglected in the present study due to indications
of a very low contribution [266]. Earlier measurements have been reported
by Kirk [394], who used a ﬂow reaction system operated at 565–651K and
33mbar. Lightfoot et al. [369] later based their measurements on ﬂash pho-
tolysis of CH4/CH3OH/O2 mixtures at 600–719K and 1 bar. Both studies
used N2 as bath gas. Kaiser et al. [395] obtained a value of kR59 at 533K
based on GC/MS measurements of CH3OOH concentrations during oxida-
tion of acetaldehyde in a static reactor and a subsequent ﬁt by a complex
mechanism. However, as noted by Kaiser et al., these speciﬁc results were
possibly inﬂuenced by heterogeneous conversion of CH3OOH at the reactor
wall, which questions their reliability. In a recent theoretical work, Zhu and
Lin [266] studied the potential energy surface of CH3+HO2, including the
decomposition channels of CH3OOH, and derived values of kR59 at diﬀerent
N2 pressures based on variational RRKM theory. These theoretical estimates
are in excellent agreement with the experimental results from Kirk [394] and
Lightfoot et al. [369], as well as the proposed high-pressure limit by Baulch
et al. [225] that was derived from thermochemical considerations and analo-
gies to low-temperature measurements of unimolecular decomposition rates
of C7H15OOH isomers [396]. The pressure dependent rate constants pro-
vided in Table 5.3 are ﬁtted expressions to discrete values of kCH3OOH→prod.
given by Zhu and Lin [266]. It is expected that the reaction is close to the
high-pressure limit at 100 bar.
The reaction between CH3OOH and OH is expected to proceed through
a H-abstraction mechanism with two possible product channels: CH2OOH+
H2O (R65) and CH3OO+H2O (R66). There is no compelling evidence of
a contribution from a third product channel involving O–O bond cleav-
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age. Hydroperoxymethyl (CH2OOH) is unstable and rapidly decomposes
to CH2O+OH (R68); see Section 5.3.3.5. This makes the branching ratio be-
tween (R65) and (R66) of particular importance because the former reaction
gives back the very reactive OH radical via (R68). Vaghjiani and Ravis-
hankara [270] measured both product channels, including their temperature
dependence from 203 to 423K, using pulsed photolytic generation of OH
radicals that were detected by laser-induced ﬂuorescence. Since (R66) is the
only contributor to the OH radical removal, observations of the OH decay
in excess CH3OOH provided a direct measure of kR66. The product chan-
nel through CH2OOH was subsequently isolated by substituting OH radicals
with 18OH and OD and then monitoring the OH formation proﬁles. The rate
measurements by Vaghjiani and Ravishankara are consistent with earlier in-
direct determinations of kR65+kR66 and the branching ratio at 298K by Niki
et al. [397] based on a relative rate method. kR65 and kR66 in Table 5.3 are
ﬁtted values from Baulch et al. [225] to the branching ratio and overall rate
measurements from Vaghjiani and Ravishankara [270].
Only a few rate measurements are available for H-abstraction from
CH3OOH by O atoms (R63,R64). There are other potential product chan-
nels resulting from attack on the second O atom (CH3O–O–H), but these
are neglected in the present mechanism with reference to the analogue re-
action H2O2+O (R19), where H-abstraction is expected to predominate de-
spite some deviations in experimental reports [230, 231]; see Section 5.3.1.
Vaghjiani and Ravishankara [398] have reported the only direct measurement
of kCH3OOH+O→prod. = (6.38± 1.6)× 109 cm3/mol s at 297K by monitoring the
O atom decay generated from O3 photolysis in excess CH3OOH. They con-
ﬁrmed this value using relative rate methods in a similar study [363] that was
published the same year. The preferred value is taken from the recent evalu-
ation by Baulch et al. [145], who drew analogies to equivalent reactions with
CH3OH and CH2O to yield kCH3OOH+O→prod = 2.47×1013 exp
(−2390
T
)
cm3/mol s,
which is valid in the temperature range 300–1000K and in excellent agree-
ment with Vaghjiani and Ravishankara [398] at the lowest temperature.
Baulch et al. did not provide a branching ratio between the two product
channels, CH3OO+OH (R64) and CH2OOH+OH (R63), but they advo-
cated the dominance of the latter with reference to the analogue reaction
H2O2+O (R19), where H-abstraction from H–OOH is comparatively slow.
In the present study, a constant branching ratio kR63/ (kR63 + kR64) = 0.65 is
assumed in agreement with the branching ratio for the H-abstraction reac-
tion CH3OOH+OH; kR65/ (kR65 + kR66) that ranges between 0.6 and 0.7 at
temperatures from 298 to 1000K.
Considering the reaction between CH3OOH and H (R60,R61,R62), the
current mechanism includes the product channel resulting from attack on
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the second O atom and subsequent O–O bond cleavage that was otherwise,
neglected for CH3OOH+O. See the discussion in the previous paragraph.
This product channel to CH3O+H2O (R62) has been included because the
analogue product channel from H2O2+H (R18) contributes about 10% [145].
Slemr and Warneck [269] used a ﬂow reactor system with photoionization
mass spectrometry to measure concentrations of stable key species based
on the reactions CH3OOH+H and CH3OOD+H at 249–358K. They deter-
mined a value of the overall rate constant kCH3OOH+H→prod. = (1.2± 0.5) ×
1011 exp
[
−(1860±190)
RT
]
cm3/mol s, which is signiﬁcantly lower than the estimated
upper limit at 298K proposed by Vaghjiani and Ravishankara [363]. Slemr
and Warneck also report branching ratios for the three product channels, but
they disregarded some important side reactions in their analysis, which puts
their recommendations in some doubt. The present mechanism applies the
overall rate constant from Slemr and Warneck [269] with branching ratios
kR60/k = kR61/k = 0.45 and kR62/k = 0.10; where k = kR60 + kR61 + kR62.
These ratios have been estimated in the present study based on analogies with
the reaction between H2O2+H and the assumption of an even distribution
between the two products CH3OO and CH2OOH. However, these are merely
coarse estimates and experimental veriﬁcation is needed. Consequently, the
author assigns a large uncertainty factor of 5 to the resulting rate coeﬃcients.
As previously discussed, the OO–H bond strengths in H2O2 and CH3OOH
are very similar, which means that the H-abstraction reaction between
CH3OOH and HO2 (R67) exhibits a very low thermodynamic driving force.
Hence, ∆rG298 ≈ −0.1 kcal/mol meaning that the equilibrium constant is close
to unity. There are no direct measurements of this reaction in either di-
rection, and the only available rate expression originates from Tsang and
Hampson [194], who proposed k−R67 = 2.4 × 1012 exp
(−5000
T
)
cm3/mol s with
a large uncertainty factor of 10. In the present model, analogies are drawn
to the reaction CH2O+HO2 (R109), because of the similar bond strength of
H–CHO (D298 = 88.0±0.2 kcal/mol [399]). Hence, the model adopts kR109 from
Eiteneer et al. [284] to govern (R67). The resulting room-temperature value
of k−R67 is substantially lower than proposed by Tsang and Hampson; by a
factor of 27, whereas the two rate expressions lie within a factor of 10 of each
other at temperatures >450K.
5.3.3.5 CH2OOH Reactions
There are no direct measurements of the fast unimolecular decomposition of
CH2OOH to CH2O+OH (R68), which is expected to be irreversible in prac-
tice. Vaghjiani and Ravishankara [270] determined a lower limit of kR68 ≥
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5× 104 1/s at 205K and 0.07 bar in connection to a study of CH3OOH+OH,
but the reaction is expected to be signiﬁcantly faster at elevated temper-
atures. The current mechanism applies pressure-dependent values of kR68
from a recent ab initio study by Bozzelli and co-workers [271]. No uncer-
tainty limits are reported for these calculations, but kR68 exhibits values on
the order of 109 to 1011 1/s at temperatures and pressures ranging from 298–
1500K and 1–100 bar, which, in any case, is suﬃciently fast to ensure a very
short lifetime of CH2OOH and a minimum sensitivity in model predictions.
5.3.3.6 CH3O Reactions
Methoxy radicals act as precursors for several stable oxygenated hydrocar-
bons, e.g. methanol, dimethylether, and formaldehyde, that all exhibit a
commercial potential as products from the GTL process. This makes CH3O
a key species in the hydrocarbon oxidation chain and emphasizes the need
for detailed knowledge about the conversion pathways at diﬀerent reaction
conditions.
The thermal decomposition of CH3O to CH2O+H (R69) was recently
studied by Hippler et al. [272] in a combined experimental and theoretical
work involving laser-photolysis/laser-induced ﬂuorescence measurements and
high-level ab initio calculations. The experiments covered temperatures and
pressures from 680–810K and 1–90 bar with He as bath gas, which provided
a good representation of the fall-oﬀ curve. The results from Hippler et al.
are in good agreement with the low-pressure measurements from Oguschi et
al. [400] at 0.13–0.6 bar and 610–740K using a similar experimental tech-
nique and He, as well as N2, as bath gas. Here, the experimentally derived
low-pressure limit in He atmosphere lies within a factor of 1.5 of the mea-
sured low-pressure limit from Hippler et al. across the temperature interval
600–800K. Hippler et al. re-analyzed the results obtain by Oguschi et al.
in N2 atmosphere and combined them with their own measurements and
ab initio calculations to yield the preferred fall-oﬀ parameters with N2 as
collision partner. The preferred rate expression is also consistent with the
experimental low-pressure limit from Wantuck et al. [277] in N2 atmosphere
at 673–973K, but it lies more than one order of magnitude above the value
from Zaslonko et al. [401] at 900–1600K. Choudhury and co-workers [402,403]
used a static reactor setup and shock tube measurements to cover the tem-
perature range 550–1620K, while extrapolation to lower temperatures was
based on supplementary ab initio calculations. These calculations predicted
a signiﬁcant contribution from H-atom tunneling resulting in rate constants
that are several orders of magnitude above the preferred rate expression.
Hippler et al. [272] conducted a theoretical investigation of this issue of tun-
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neling eﬀects but observed no signiﬁcant dependence at the intermediate
temperatures used in their experimental study (680–810K). Even so, they
did not rule out possible tunneling eﬀects at lower temperatures. If this in-
deed is the case, the preferred rate expression may underpredict (R69) at low
temperatures.
The reaction between CH3O and H proceeds via direct H-abstraction
to CH2O+ H2 (R70) or by addition/elimination to CH3+OH (R71). High
pressure may facilitate a signiﬁcant contribution from stabilization of the in-
termediate CH3OH* adduct (R72). Dóbé et al. [273] observed small amounts
of CH3OH, which was attributed to the stabilization channel (R72), while
other experimental studies [404–406] and literature evaluations [145,194,407]
have neglected this channel. The measurements of Dóbé et al. [273] at 298–
490K constitute the only available data for the temperature dependence of
CH3O+H. They were obtained using a discharge ﬂow reactor system with
laser-induced ﬂuorescence detection of the CH3O decay under conditions with
excess H atoms. Dóbé et al. proposed the overall rate constant kCH3O+H→prod.
= 6.55×1013 exp (−745
RT
)
cm3/mol s, and the branching ratios kR70/k = 0.81±0.12
and kR71/k = 0.07 ± 0.03; where k = kR70 + kR71 + kR72. The overall rate
constant is in excellent agreement with the room-temperature measurement
by Hoyermann et al. [405], while the proposed branching ratios from Dóbé
et al. deviate somewhat from other experimental results. Hence, Moortgat
et al. [404] advocated kR70/k = 0.31± 0.30 and kR71/k = 0.69± 0.30, while
Heinemann-Fiedler and Hoyermann [406] determined kR71/k ≈ 0.3. Even
so, the preferred values of kR70 and kR71 are based on the work of Dóbé et
al. [273] including their proposed branching ratios. The author estimates an
uncertainty factor of 3 due to the uncertainties related to the product distri-
bution. The pressure dependent addition/stabilization reaction to CH3OH
(R72) has been adopted from the GRI-Mech 3.0 release [256] and is based
on RRKM calculations on the CH3OH system.
Two product channels are considered from the reaction of CH3O with
atomic oxygen: CH2O+OH (R73) and CH3+O2 (–R37). Stabilization of the
CH3OO* adduct is not expected to play a signiﬁcant role. The channel to
CH3+O2 is well established in the reverse direction from both experimental
and theoretical evaluations; see the previous discussion of CH3+O2 in Section
5.3.3.2. The former, however, is only based on the single room-temperature
measurement by Ewig et al. [274], kCH3O+O→prod. = 1.5 × 1013 cm3/mol s, ob-
tained from laser photolysis of CH3ONO/O3 mixtures in N2 and laser-induced
ﬂuorescence detection of CH3O and OH. A branching ratio of kR73/(kR73 +
k−R37) = 0.12 was also proposed. This ratio is in reasonable agreement with
the estimated value of k−R37/(kR73 + k−R37) = 0.65 at 298K by Heinermann-
Fiedler and Hoyermann [406], which was derived from direct measurements
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of the CH3 yield during loss of CH3O in excess O in a discharge ﬂow re-
actor. In their recent evaluation, Baulch et al. [145] advocated the con-
stant overall rate coeﬃcient from Ewig et al. [274] and a mean value of
kR73/(kR73 + k−R37) = 0.25, which is also preferred in the present study.
There are no direct measurements of the exothermic reactions of CH3O
with OH (R74) and HO2 (R75). The preferred rate expressions are constant
value estimates from the evaluation by Tsang and Hampson [194]. They
estimated the former to be fast, while kR75 is comparatively slow with an
adopted rate constant from the analogue reaction between CH3OO and CH3O
(R51).
Oxidation of CH3O to CH2O by molecular oxygen (R76) has been sub-
jected to many experimental investigations at low and intermediate tem-
peratures (298–1000K), e.g. [275, 401, 408–410]. Recent high-level ab ini-
tio calculations by Boﬁll et al. [411] suggest that the reaction takes place
through direct H-atom transfer instead of following an addition/elimination
mechanism that involves formation of a CH3OOO* adduct and subsequent
1,4-H-atom shift before elimination of HO2. The experimental results are
generally in good agreement at lower temperatures, but the results from Za-
slonko et al. [401] and Wantuck et al. [275] indicate a non-linear Arrhenius
behavior above ∼600K where the reaction rate starts to increase dramati-
cally. Wantuck et al. used methanol photolysis to generate CH3O radicals in
a low-pressure O2/Ar atmosphere at 437–973K and subsequently measured
the CH3O decay using laser-induced ﬂuorescence. Hence, the resulting rate
constant had to be a measure of the sum of all active removal reactions, and
it is likely that the thermal decomposition of CH3O (R69), in particular, may
have had a signiﬁcant inﬂuence on the high-temperature results and facili-
tated the observed non-Arrhenius behavior. As a consequence, the present
mechanism only applies the low-temperature term of the bi-exponential rate
expression proposed by Wantuck et al. [275], which is also the approach
advocated by Baulch et al. [145]. It is noted that the resulting rate expres-
sion is still in good agreement with the direct measurements from Batt and
Robinson [408] (383–433K), Gutman et al. [409] (413–628K), and Lorenz et
al. [410] (298–450K).
The available experimental measurements of CH3O+CO  CH3+CO2
(R77) show very little consistency. Wantuck et al. [412] used the same ex-
perimental setup as for the CH3O+O2 measurements referred above. They
simply changed the O2/Ar atmosphere to CO/Ar and measured the sum of
all active CH3O removal reactions at 437–973K; see the above discussion of
(R76) for the implications of this method. Their resulting rate expression lies
more than one order of magnitude above the low-temperature measurements
by Lissi et al. [413] (396–426K), who measured the CO2 formation rate dur-
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ing thermal decomposition of dimethylperoxide in the presence of CO. Lissi
et al. reported little or no detection of CH2O and CH3OH, which are poten-
tial products from side reactions, thereby suggesting that the only removal
reaction of importance in their system indeed had to be (R77). Wiebe and
Heicklen [414] conducted photolysis experiments with CH3ONO in the pres-
ence of NO and CO. The photolysis products are CH3O+NO, which were be-
lieved to react either via (R77) or the sequence CH3O+NO  CH2O+HNO
(R264) and HNO+HNO  H2O+N2O. However, product measurements of
CO2 and N2O revealed signiﬁcantly lower CO2 formation than predicted from
simple balance equations. This indicated that the principal products from
CH3O+CO were not CO2 at the investigated conditions, but probably some
stabilized adduct. The proposal would imply that the rate constant derived
by Lissi et al. from their experiments is too low. Recently, ab initio cal-
culations performed by Wang et al. [276] have thrown some light on this
issue by conﬁrming that stabilization of the initially formed radical adduct
CH3OCO* is the dominant product channel at temperatures <1000K and
1 bar. At higher temperatures, addition/elimination to CH3+CO2 and direct
H atom abstraction to CH2O+HCO predominate. Wang et al. calculated
an overall rate constant at atmospheric pressure and 200–1000K that lies
above the results of Lissi et al. [413] at low temperatures and below those of
Wantuck et al. [412] at high temperatures, and it further complies with the
room-temperature upper limit proposed by Sander et al. [415]. The CH3OCO
radical is analogue to HOCO, which can be collisionally stabilized from the
reaction between CO and OH at high pressure. The role of HOCO was dis-
cussed in details in Section 5.3.2. Here, model predictions indicated that
conversion of HOCO mainly takes place through thermal decomposition to
CO2+H or by H-abstraction with molecular oxygen, which could serve as
a basis for an analogue reaction subset for CH3OCO. However, due to the
general lack of knowledge about CH3OCO chemistry, the present mechanism
neglects this species and instead assumes that CH3+CO2 remains the sole
product channel from CH3O+CO. Hence, the expression of kCH3O+CO→prod.
from Wang et al. [276] has been assigned to kR77. Based on the above con-
siderations, it is expected that this rate constant overpredicts the conversion
of CH3O+CO to CH3+CO2; especially at the high pressures relevant to the
present study where stabilization of the adduct will probably be even more
pronounced than assumed with the current atmospheric-pressure value of
kR77.
The H-abstraction reaction from CH4 by CH3O (R78) is the most impor-
tant source of CH3OH formation in fuel-rich combustion of natural gas. If
the predominant collision partner is CH4, formation of CH3OH via (R78)
may even outcompete the alternative decomposition of CH3O via (R69)
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at medium temperatures. Despite the importance in fuel-rich combustion
systems, only few experimental studies of (R78) are available. The pre-
ferred rate constant is the combined experimental and theoretical deter-
mination by Wantuck et al. [277], who used laser photolysis/laser-induced
ﬂuorescence technique to measure the overall removal rate of CH3O at 673–
973K in atmospheres containing either CH4 or one of the non-reactive col-
lision partners: Ar, N2, Xe, and CF4. The measured removal rate con-
stant in the CH4 atmosphere included contributions from both reaction (R78)
and dissociation (R69), while CH3O removal in the inert atmospheres could
be attributed solely to (R69). The results obtained with the inert bath
gases were scaled using supplementary RRKM calculations before a com-
parison of results enabled Wantuck et al. to extract the value of kR78 =
(1.3± 1.2) × 1014 exp
[
−(7585±466)
T
]
cm3/mol s. Notice the substantial uncer-
tainty limits reported by Wantuck et al. [277]. The earlier recommendation
of kR78 from Tsang and Hampson [194] is based on the experimental work
of Shaw and Thynne [416] at 403–523K with corrections for updated ther-
mochemical data. This rate constant falls about one order of magnitude
below the preferred expression from Wantuck et al. at 673–973K, but it is
within a factor of two at 403–523K. Even so, the deviation is covered by
the uncertainty limits reported by Wantuck et al. [277]. The fact that kR78
has only been determined with limiting accuracy is of some concern in the
present work, since this reaction is expected to govern CH3OH formation in
the GTL process.
Rate expressions for reactions between CH3O and other hydrocarbon
species: CH3 (R79), CH2O (R80), and self-reaction with CH3O to CH3OH+
CH2O (R81), all follow the recommendations by Tsang and Hampson [194],
which are based on limited available data in the low-temperature range 298–
455K [377, 378, 417–421]. Eremin et al. [422] reported the only experiments
with (R81) at temperatures from 800 to 1000K. These results were obtained
from decomposition of CH3ONO in a shock tube and involve large uncertain-
ties. Even so, they suggest a negative temperature dependence and yield val-
ues that are ∼6 times below the constant rate coeﬃcient proposed by Tsang
and Hampson. The expectation of a negative temperature dependence is fur-
ther encouraged by a comparison with the analogue reaction CH3O+CH3O
 CH3OO+CH3 (−R49) that exhibits a well-established negative temper-
ature dependence; see the previous discussion of (R49) in Section 5.3.3.3.
However, more experiments are needed for veriﬁcation, and until then, the
constant value of kR81 from Tsang and Hampson [194] is preferred. Reac-
tion (R79) and (R81) compete against the addition/stabilization channels to
dimethylether (CH3OCH3) and dimethylperoxide (CH3OOCH3), which are
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expected to contribute to the product matrix at low-temperature and/or
high-pressure conditions. Tsang and Hampson [194] suggested branching ra-
tios of kR79/kCH3OCH3 = 1.9 ± 0.3 and kR81/kCH3OOCH3 = 40 ± 30 based on
the experimental work by Quee et al. [418, 419], Dever and Calvert [377],
and Heicklen and Johnston [378], but in the present mechanism both sta-
bilization channels are neglected. Considering the relatively low value of
kR79/kCH3OCH3, it may seem like a poor assumption to neglect CH3O+CH3
 CH3OCH3, but model predictions indicate that this reaction does not
play a pronounced role at the N2-diluted conditions applied in the present
experimental work.
5.3.3.7 CH3OH Reactions
Methanol is an important transport fuel as well as a chemical feedstock in in-
dustrial processes. This has spawned a considerable interest in the governing
combustion mechanisms; latest by Dryer and co-workers [423]. At medium
temperatures, conversion of CH3OH almost exclusively takes place through
H-abstraction. The overall rates of the most important elementary reactions
are generally well established from numerous experimental and theoretical
investigations, see e.g. the literature evaluations [145, 167, 279, 424, 425];
but there are disputes concerning the product distributions. The carbon
ﬂux initially divides between the two radical isomers CH2OH and CH3O,
where the former is favored by the thermochemistry and the availability of
H atoms in CH3OH. These two radical products may potentially undergo
unimolecular isomerization. Again, CH3O → CH2OH is favored by the ther-
mochemistry, which makes the isomerization reaction a direct competitor to
the unimolecular decomposition of CH3O → CH2O+H (R69) and, hence, a
source of H atom loss. However, theoretical and thermochemically based
estimates [271, 272, 400, 426, 427] indicate that the rate of isomerization is
signiﬁcantly lower than the rate of unimolecular conversion of CH3O, and it
is therefore neglected in the present study. CH2OH may either decompose to
CH2O+H (R90) or react with molecular oxygen to form CH2O+HO2 (R97).
The former path yields a net result identical to the CH3O decomposition
channel, while the reaction with O2 eﬀectively substitutes the released H
atom with the far less reactive HO2 radical. The latter issue is a decisive
factor for the ignition delay of CH3OH in combustion and the main reason
why a precise determination of the CH3O/CH2OH product branching ratio
is so important in combustion research.
Abstraction of H atoms by OH (R86,R87) is the most important source
of CH3OH oxidation in the mechanism. The preferred overall rate constant
from Baulch et al. [145], kCH3OH+OH→prod. = 6.2× 106T 1.92 exp
(
286
RT
)
cm3/mol s,
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reﬂects the room-temperature measurements from [428–435], as well as avail-
able intermediate to high temperature measurements [436–441]. These re-
sults show good consistency throughout a temperature interval from 292 to
∼2000K. Reports of the branching ratio kR86/ (kR86 + kR87) vary between
0.75 and 0.89 at room-temperature; and even more at higher temperatures.
Baulch et al. recommended a room-temperature value of 0.85. Hess and
Tully [440] proposed a negative temperature dependence of the branching ra-
tio based on experiments at 294–864K with isotopically substituted CH3OH,
and predicted a value close to 0.5 at ∼880K. A similar behavior was pro-
posed by Hägele et al. [437], who predicted that (R87) will be dominant at
temperatures roughly above 1000K. However, a substantial uncertainty is
attributed to the proposal by Hägele et al., which is based on linear extrapo-
lation of branching ratio measurements at 298 and 393K. In a recent ab initio
study, Xu and Lin [442] determined an overall rate constant kCH3OH+OH→prod.
= 2.80×104T 2.68 exp (823
RT
)
cm3/mol s, which is in very good agreement with the
value from Baulch et al. at low- and elevated temperatures, while it predicts
somewhat higher values at high temperatures. Xu and Lin also considered the
product branching ratio and predicted an almost temperature-independent
value of kR86/ (kR86 + kR87) ranging from 0.96 to 0.89 throughout the temper-
ature range 200–3000K. These calculated values support the experimentally
based recommendation of kCH3OH+OH→prod. from Baulch et al. [145] as well as
the application of the room-temperature branching ratio of 0.85 throughout
a larger temperature interval. This approach has been adopted in the present
mechanism.
A large body of experimental [424, 436, 443–447] and theoretical investi-
gations [448–450] have described the H-abstraction reaction from CH3OH by
H atoms (R82,R83). The latest experimental study by Li and Williams [447]
was concerned with a fuel-rich two-stage counterﬂowing CH3OH/air ﬂame.
Modeling predictions indicated that (R82) and (R83) accounted for the ma-
jority of the fuel conversion (>85%) at the applied conditions, thereby re-
vealing a large sensitivity to these reactions that allowed Li and Williams
to ﬁt the rate constant and the branching ratio with reasonable accuracy.
The latter proved to exhibit a negative temperature dependence expressed
by kR82/kR83 = 0.43 exp
(
674
T
)
. This ratio ranges from a value of 4 at room-
temperature to unity at 800K, and it enabled Li and Williams to predict
their ﬂame data with a high accuracy at temperatures ranging from 300–
2100K. The overall rate expression for CH3OH+H by Li and Williams is
generally in good agreement with other high- [424, 436, 445, 446] and low-
temperature measurements [443,444], but the proposed branching ratio does
not concur well with others. Recent theoretical calculations by Kerkeni and
Clary [450] indicate a value of kR82/kR83 as high as 50 at 500K. In con-
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trast, Tsang and Hampson [194] recommended kR82/kR83 ≈ 4. Furthermore,
Kerkeni and Clary predicted an overall rate constant that is about 4 times
lower than Li and Williams. Baulch et al. [145] reviewed the available data
and proposed an overall rate expression, which is in good agreement with Li
and Williams [447] and others, but they were not able to provide a deﬁnite
recommendation for the branching ratio. In the present mechanism, the over-
all rate constant from Baulch et al. is applied together with the temperature
independent branching ratio from the analogue reaction with OH discussed
above; i.e. kR82/(kR82 + kR83) = 0.85 corresponding to kR82/kR83 = 5.7.
A similar lack of consistency between branching ratio measurements is ob-
served for the analogue H-abstraction reaction from CH3OH with O atoms
(R84,R85). Measurements of the overall rate constant, e.g. [451–455], are in
reasonable agreement except near room-temperature, where the results devi-
ate by more than a factor of 10. The present mechanism again relies on the
experimentally based overall rate constant from Baulch et al. [145] combined
with a temperature dependent branching ratio kR84/(kR84 + kR85) = 0.85
identical to the applied branching ratios for CH3OH+OH and CH3OH+H.
The reaction between CH3OH and HO2 is endothermic with the product
channel to CH3O+H2O2 being ∼ 9 kcal/mol more endothermic than CH2OH +
H2O2 (R88). Consequently, the mechanism only considers the latter channel.
There are no direct measurements of (R88) and previous estimates [279,424]
have been based on analogies with HO2+alkane reactions. The preferred
rate constant has been obtained from Cathonnet et al. [278], who multiplied
kR88 by a factor of 6.6 from the original kinetic model by Westbrook and
Dryer [424] in order to predict ignition-times from self-ignition experiments
with CH3OH/air mixtures in a static silica reactor at 773–873K. Westbrook
and Dryer [424] originally adopted the rate constant from Aronowitz et al.
[456], who drew analogies to HO2+C2H6. Hence, it is expected that the
modiﬁcation imposed to kR88 by Cathonnet et al. is within the uncertainty
limits of this early estimate.
There are no available measurements of the abstraction reaction by molec-
ular oxygen (R89). The forward reaction is an important initiation reaction,
when CH3OH is used as fuel, but it is unlikely to prevail over the fast radical
abstraction reactions when CH3OH only appears as an intermediate prod-
uct, e.g. in combustion of natural gas. The applied rate constant has been
adopted from the review by Tsang [279], who based the present recommenda-
tion on analogies with O2+alkane reactions and assigned a large uncertainty
factor of 10.
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5.3.3.8 CH2OH Reactions
At typical combustion conditions, it is expected that the CH2OH radical
mainly decays to CH2O via unimolecular decomposition (R90) or H-abstrac-
tion by molecular oxygen (R97); as outlined in the introduction to CH3OH
reactions in the previous section. The pressure range relevant to the cur-
rent study may also promote CH2OH as an important source of CH3OH or
C2H5OH via addition of H (R91) or CH3 (–R189) respectively. The latter
reaction will be considered later in connection to the ethanol subset. There is
generally a lack of experimental characterization of elementary reactions with
CH2OH as reactant [145, 279], and applied rate constants for radical-radical
reactions between CH2OH and OH (R95), HO2 (R96), CH2OH (R102), CH3O
(R103), as well as reactions with some stable hydrocarbons: CH4 (R98) and
CH2O (R101), are all estimated values from the review by Tsang [279] based
on analogies to related reactions, thermochemical considerations, or extrap-
olations from limited room-temperature measurements. Tsang assigned un-
certainty factors of 2–3 to all these rate constant estimates. The author notes
that model predictions enclosed in the present work generally indicate low
sensitivities to these reactions.
Some determinations of the rate constant for the unimolecular decom-
position of CH2OH (R90) are available at high temperatures [446, 457–459],
covering the range 1372–2740K, while a single value has been determined at
323K [460]. These were all obtained from ﬁtting a complex mechanism to
experimental results and they all show considerable scatter; mainly due to
uncertainties in important side reaction. The pressure eﬀects are poorly char-
acterized, but theoretical investigations by Greenhill et al. [461] indicate that
fall-oﬀ eﬀects are important. Some literature evaluations of (R90) are also
available; e.g. by Westbrook and Dryer [424], Warnatz [407], Tsang [279],
and Held and Dryer [167], but they too show little consistency. It is evi-
dent that a more careful characterization of the reaction is required, but in
the absence of such, the preferred rate coeﬃcient is adopted from the latest
evaluation by Held and Dryer [167], who ﬁtted the calculated fall-oﬀ data in
N2 atmosphere from Tsang [279] to the Troe formalism (see Section 5.2.2.1)
across the temperature range 300–2500K.
The reaction between CH2OH and H atoms initially yields a highly en-
ergized CH3OH* adduct that can undergo stabilization to CH3OH (R91) or
elimination to CH2O+H2 (R92) or CH3+OH (R93). Experimental results
from Hoyermann and co-workers [405, 406] and Dóbé et al. [462] at room-
temperature and very low pressures (1–3mbar) are in good agreement and
indicate a ratio between the bimolecular channels of kR92/ (kR92 + kR93) ≈
0.7. The energized CH3OH* adduct is similar to the adduct formed from
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the addition of CH3 and OH (R35) with only a minor diﬀerence in the level
of energization. Reaction (R35) was previously discussed in Section 5.3.3.2.
Here, experimental results at room-temperature indicated that collisionally
stabilized CH3OH is the dominant pathway at atmospheric pressure or above
and low to intermediate temperatures. It was further argued that (–R93)
can be considered as a the sole competitive product channel at higher tem-
peratures even though this proposal implied large uncertainties. Since it is
expected that (R91) behaves similar to (R35), kR35 is taken as the preferred
value of kR91 including the fall-oﬀ parameters. An alternative RRKM-based
value of kR91 has been proposed in the GRI-Mech 3.0 release [256], but the
fall-oﬀ treatment of this rate expression was develop to reconcile with the
low-pressure results from Dóbé et al. [462] that advocated the bimolecular
channels over the stabilization reaction. Consequently, the rate expression
from GRI-Mech 3.0 yields a room-temperature value of kR35 that is about
two orders of magnitude below the preferred expression. Baulch et al. [145]
recommended a value of kCH2OH+H→prod. = 3.5× 1013 cm3/mol s at 298K based
on the available experiments [405,406,462]. In the present study, a constant
value of kR92 + kR93 = 2× 1013 cm3/mol s has been estimated together with the
proposed ratio kR92/ (kR92 + kR93) = 0.7 at all relevant temperatures. Con-
sidering the pressure dependent expression of kR91 (= kR35), this yields an
overall value of kCH2OH+H→prod. ≈ 6.5×1013 cm3/mol s at 298K and 1 bar, which
may be too high compared to the experimentally based value from Baulch et
al., but kR91 decreases reasonably fast with increasing temperatures and the
ratio between the uni- and bimolecular pathways, kuni/kbi, becomes unity
at ∼530K and further approaches zero above 1000K. The current estimate
further yields a value of k−R93/ (k−R93 + kR35) ≈ 0.04 at 1000K and 1 bar,
which is considered too low if (–R93) should account for all bimolecular prod-
uct channels from CH3+OH, as argued in the previous discussion in Section
5.3.3.2. Obviously, more investigations in the ﬁeld are required to resolve
this issue.
Only two experimental studies [280, 463] are available for the reaction of
CH2OH with atomic oxygen (R94). The preferred rate constant is adopted
from the work by Seetula et al. [280], who photolyzed He-diluted mixtures
of SO2 and acetol and monitored the CH2OH decay as a function of the
O atom concentration at pressures and temperatures from 1.5–6.5mbar and
300–508K using a photoionization mass spectrometer. Seetula et al. also
detected a signiﬁcant formation of CH2O and formic acid (HC(O)OH), but
the detection sensitivity of the setup in combination with the highly diluted
conditions prevented a quantitative determination of the product branching
fractions. However, the formation of both CH2O and HC(O)OH indicate
initial formation of an energized adduct OCH2OH* that can undergo both
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C–OH and C–H bond cleavage. Potential energy surface calculations are
needed to conﬁrm this. In the present work, only the path to CH2O (R94)
is considered using a rate constant equivalent to the overall rate constant
kCH2OH+O→prod. proposed by Seetula et al. [280]. This value is 2.4 times larger
than the room-temperature measurement of kCH2OH+O→prod. from Grotheer et
al. [463], who used a discharge ﬂow reactor setup with a mass spectrometer for
species detection. The rate constant from Grotheer et al. was derived from
a 12-step mechanism that, among others, included regeneration of CH2OH
through oxidation of CH3OH, and it is possible that an overprediction of this
reaction step has resulted in the lower value of kCH2OH+O→prod.
Oxidation of CH2OH by O2 (R97) has been characterized by experiments
over a wide temperature range. The discharge ﬂow reactor study by Grotheer
et al. [464] covered the intermediate temperatures 298–684K. Within this
range, the results revealed a distinct non-Arrhenius behavior represented by
a declining rate constant from 300 to ∼450K, where a local rate-minimum
was observed; then followed by a strong increase with further increasing tem-
peratures. Despite this unusual behavior, the results of Grotheer et al. are
well in line with the high-temperature CH3OH/O2 ﬂame results reported by
Vandooren and Van Tiggelen [436] at 1123–1928K, and they further rec-
oncile with the latest room-temperature measurements [465–470]. Exper-
iments have also been conducted at very low temperatures by Nesbitt et
al. [471] (215–300K) in a discharge ﬂow reactor system. The results revealed
a strongly declining rate constant as the temperature decreases from room-
temperature and hence, suggests the existence of a second local rate-extrema
around 300K. It has been speculated [464, 471] that the reaction occurs via
formation of an initial adduct OOCH2OH*, which can either dissociate back
to the reactants or isomerize to HOOCH2O* that, in turn, dissociates to the
observed products HO2+CH2O. Nesbitt et al. [471] suggested that the iso-
merization reaction is subjected to a signiﬁcant energy barrier, which causes
the declining rate at temperatures below ambient. Above room-temperature,
the dissociation of OOCH2OH* back to reactants starts to compete favorably
with the isomerization reaction thereby facilitating a declining rate constant
until about 450K where the addition/isomerization mechanism is ﬁnally out-
competed by direct abstraction. Grotheer et al. [465] showed that CH2O ac-
counts for 95±5% of the reacted carbon at room-temperature and ∼1mbar,
which suggests little or no contribution from collisional stabilization of the
involved adducts. It is unclear whether this is accurate for higher pressures.
The preferred rate constant is the non-Arrhenius expression proposed by
Baulch et al. [145] that provides the best ﬁt to the referred experimental
results across the temperature range 298–1200K. It is noted that the current
expression of kR97 is not compatible with the low-temperature results from
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Nesbitt et al. [471].
Until recently, no measurements of the reaction between CH2OH and
HCO (R99,R100) were available and previous combustion modeling typically
relied on the very fast reaction rate estimated by Tsang [279]
(kCH2OH+HCO→prod. = 3 × 1014 cm3/mol s). However, in a recent shock-tube
study of the thermal decomposition of CH2O at 1675–2080K, Friedrichs et
al. [281] were able to isolate the self-reaction of CH2O (–R100) to a suf-
ﬁcient degree to extract values of k−R100. Combining these results with a
thermochemical prediction of the equilibrium constant and assuming kR100
independent of temperature allowed Friedrichs et al. to yield a value of kR100
= 1.5× 1013 cm3/mol s. This value is used for (R100), whereas kR99 is derived
from the branching fraction kR99/kR100 = 2/3 proposed by Tsang [279]. This
approach yields a value of kR99+kR100, which is about one order of magnitude
below the value originally proposed by Tsang.
5.3.3.9 CH2O Reactions
Formaldehyde is an important intermediate in the hydrocarbon oxidation
chain; both at high and low temperatures. This has encouraged many exper-
imental and theoretical investigations across a wide range of temperatures
and pressures that have provided rate constants for a number of important
elementary reactions in the CH2O subset with considerable accuracy. These
are e.g. CH2O reactions with H (R106), O (R107), HO2 (R109), and CH3
(R111) for which, experimentally based rate constants are drawn from the
recent evaluation by Baulch et al. [145] and, in case of (R109), from the com-
bined experimental study and review of CH2O+HO2 by Eiteneer et al. [284].
Other reactions from the CH2O subset still warrant some attention with
respect to their origin.
Experimental investigations have demonstrated that the thermal decom-
position of CH2O to HCO+H (R104) or CO+H2 (R105) displays second
order kinetics under typical combustion conditions, i.e. high temperatures
and near-ambient pressure, with an eﬀective rate constant close to the low-
pressure limit. The reaction has been studied intensively at high tempera-
tures (1160–3200K) and low to near-atmospheric pressures. The more re-
cent shock-tubes results [281,284,472–476] all seem to be in good agreement,
while elder results typically appear to be somewhat higher; see Ref. [145].
Most experimental work has been carried out using equipment and reaction
conditions that favor detection of the radical forming channel (R104). Con-
sequently, knowledge of the branching ratio is limited. Recently, Friedrichs
et al. [281] conducted a combined experimental and theoretical study, where
(R104) was determined directly from measurements of concentration proﬁles
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of CH2O and HCO behind reﬂected shock waves using vacuum-UV absorp-
tion and frequency modulation spectroscopy respectively, while a two-channel
RRKM/master equation analysis was employed to characterize the branch-
ing fraction. This work showed that the branching ratio is strongly pressure
dependent across the range 1–100 bar with CO+H2 (R105) as the dominant
channel at low pressures switching to HCO+H (R104) within the pressure
range 1–50 bar depending on the applied temperature. The proposed bi-
molecular rate expressions by Friedrichs et al. are consistent with previous
experiments, and they are in excellent agreement with the comprehensive
theoretical analysis of Troe [282], from which the preferred rate expressions
are obtained. Troe used RRKM/master equation analysis to determine low-
pressure rate coeﬃcients, while the branching ratio was determined from
knowledge of the quantum yields from CH2O photolysis and classical tra-
jectory calculations following the recent work of Zhang et al. [477]. The
high-pressure rate coeﬃcients were calculated from simple transition state
theory, which yields more coarse approximations, but the current lack of ex-
perimental data for veriﬁcation in the high-pressure range evidently appoints
large uncertainties to the calculated values regardless of the applied level of
theory. For the same reason, Troe opposed any further attempt to inspect
the fall-oﬀ curves until more detailed information about branching ratios and
individual rate constants in the fall-oﬀ region become available.
There are many reports of measurements of CH2O+OH (R108), but
they show considerable scatter throughout the characterized temperature
interval; especially at high temperatures where elder measurements lie sig-
niﬁcantly higher than more recent results; see Ref. [145]. This could in-
dicate a non-Arrhenius behavior, as predicted by several theoretical stud-
ies [283, 478, 479]. The reaction has two potential product channels involv-
ing direct H-abstraction to HCO+H2O (R108) and addition/elimination to
HC(O)OH+H. However, experimental investigations of the branching ratio
at room-temperature [480–482] suggest that the reaction proceeds almost
exclusively through the abstraction channel. This is supported by poten-
tial energy surface calculations by D’Anna et al. [483] that revealed a high
energy barrier for the OH-addition mechanism compared to H-abstraction.
The preferred rate expression is taken from the most recent work in the ﬁeld
by Vasudevan et al. [283], who combined own shock-tube measurements at
934–1670K with recent low-temperature measurements from Sivakumaran et
al. [482] at 202–399K to ﬁt a modiﬁed Arrhenius expression that was sup-
ported by TST calculations at a high-level of theory. The preferred value is
further in very good agreement with other low-temperature experiments by
Atkinson and Pitts [484], Stief et al. [485], Temps and Wagner [486], Niki et
al. [480], and Yetter et al. [481] covering the temperature range 228–426K, as
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well as the high-temperature measurements by Bott and Cohen [441], Van-
dooren et al. [487], and Peeters and Mahnen [212] at 1200–1550K. Support is
also found in the slightly higher values obtained from laser photolysis/laser-
induced ﬂuorescence experiments at 296–576K by Zabarnick et al. [478].
Direct measurements of CH2O+O2 (R110) have been reported by Bald-
win et al. [310] at intermediate temperatures from 713–813K, and at high
temperatures by Michael and co-workers [264, 311] (1608–2109K), and Va-
sudevan et al. [476] (1480–2367K). The preferred value of kR110 has been
obtained from Baulch et al. [145] as an average between the studies of Bald-
win et al. and Michael and co-workers. It is further in excellent agreement
with the most recent high-temperature expression proposed by Vasudevan
et al. at temperatures >1500K. Baulch et al. [145] assigned an uncertainty
factor of 3 to kR110 at 500–1000K and a factor of 5 at temperatures above
2000K, but with the latest high-temperature conﬁrmation by Vasudevan et
al. this increased uncertainty at high temperatures is probably exaggerated.
Another high-temperature shock-tube study was conducted at 1160–1890K
by Hidaka et al. [474]. They used a detailed kinetic model to predict the
induction period and time-dependent conversion of CH2O from which, they
derived an indirect value of kR110 that diﬀers substantially from the preferred
value.
5.3.3.10 HCO Reactions
The thermal dissociation of HCO (R112) is the predominant HCO radical
sink in most combustion systems due to the relatively weak H–C bond in
HCO (D298 = 15.69 ± 0.19 kcal/mol [399]). As a consequence, comparatively
low concentrations of HCO radicals are typically present, which makes most
bimolecular channels less important except when the reaction stoichiometry
facilitates particularly high concentrations of reactive collision partners such
as molecular oxygen in fuel-lean combustion. In this particular case, H-
abstraction by O2 (R118) may become an equally important reaction channel.
Previous experimental investigations of the unimolecular dissociation of
HCO (R112) have been conducted at low or near-ambient pressures, e.g.
[286, 488, 489] and involve direct measurements of kR112 over a wide range
of temperatures. In this pressure range, the reaction is assumed to be at
the low-pressure limit (HCO+M  H+CO+M) and as a consequence, most
studies have only proposed second-order rate expressions. Recent measure-
ments at atmospheric pressure by Krasnoperov and co-workers [489, 490]
(498–769K), and Friedrichs et al. [286] (835–1230K) are in excellent agree-
ment, but they consistently lie a factor of 2 below the earlier low-pressure
measurements (<10mbar) by Timonen el al. [488] at 673–832K. In order to
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explain the systematic discrepancy, Krasnoperov and co-workers [490] pro-
posed the inﬂuence from surface activities in the experimental system used
by Timonen et al., but this has never been conﬁrmed. In a more recent
study, Krasnoperov and co-workers [490] also included measurements at high
pressure up to 100 bar obtained from high pressure ﬂow reactor experiments.
These results convinced Krasnoperov and co-workers that the reaction is at
the low-pressure limit at atmospheric pressure, while fall-oﬀ behavior could
be observed at elevated pressures >10 bar. Early theoretical investigations
of (R112) by Wagner and Bowman [491] showed some unusual fall-oﬀ behav-
ior caused by the low density of vibrational states in HCO that are mostly
isolated and nonoverlapping; even at energies above the threshold energy.
This is a result of the weak H–CO bond and the few degrees of freedom in
the HCO molecule, and it causes large ﬂuctuations among rate constants
resulting from speciﬁc occupied states. These state-speciﬁc rate constants
have been subjected to both experimental [492, 493] and theoretical investi-
gations [491,494–496], but their actual inﬂuence on the thermal rate constant
is somewhat uncertain. Wagner and Bowman showed that this ﬂuctuating
behavior of the rate constants at speciﬁc internal energies complicates the
theoretical description of the fall-oﬀ curves. As a consequence, ”normal”
statistical-based methods like e.g. the Lindemann model, or the more re-
cently developed master equation formalism are expected to be inadequate.
Instead, Wagner and Bowman advocated models focusing on isolated reso-
nances to provide accurate descriptions of the fall-oﬀ behavior. This approach
was implemented in the recent combined experimental and theoretical work
by Hippler et al. [285], who extended the experimentally investigated pressure
range to cover 1–140 bar of He at 590–800K using a high-pressure ﬂow cell.
These results were supplemented by additional measurements at 1–14 bar of
N2 and 700K, as well as the previously referred low-pressure results from
Timonen et al. [488], and measurements of the reverse recombination reac-
tion by Ahumada et al. [497] at room-temperature and 0.1–0.8 bar. These
data all showed very good agreement with predicted fall-oﬀ curves when an
isolated resonance RRKM model was employed using the calculated reso-
nances of HCO in the electronic ground state from Keller et al. [495]. The
isolated resonance model further indicated that the fall-oﬀ curves were much
broader than predicted by normal RRKM-calculations at the experimental
conditions applied by Hippler et al. extending down to the sub-µbar pressure
range before the rate constant complied with the low-pressure limit. Based
on this ﬁnding, Hippler et al. [285,498] concluded that Krasnoperov and co-
workers [489,490,499], and others, were wrong to assume that the reaction is
still at the low-pressure limit at 1 bar, as advocated by Krasnoperov and co-
workers [489,490,499]. The successful theoretical treatment of (R112) allowed
125
5 Detailed Kinetic Modeling
Hippler et al. to derive the simple temperature- and pressure-dependent rate
expression applied in the present study. The estimated accuracy is ±30% at
500–1000K and 0.01–100 bar of N2.
The reaction between HCO and O2 (R118) has been studied intensively
at room-temperature, e.g. [470,500–503], and most results are in good agree-
ment yielding an average value k298R118 ≈ 3 × 1012 cm3/mol s. The intermediate
temperature region is covered by three experimental studies by Veyret and
Lesclaux [504] at 298–503K, Timonen et al. [505] at 298–703K, and, most re-
cently, by DeSain et al. [506] at 298–673K. The latter results showed little or
no dependence of the temperature within the considered range, while the for-
mer work by Veyret and Lesclaux indicated a slightly negative temperature
dependence, which is opposite of Timonen et al., who reported a minor posi-
tive dependence. It is further noted that the data from Veyret and Lesclaux
provide an excellent extrapolation of the low-temperature discharge ﬂow re-
actor results from Nesbitt et al. [503] (200–398K). However, values of kR118
from overlapping temperature intervals are generally in good agreement when
the experimental uncertainties are taken into account. The available high-
temperature results [212, 487, 507–509] show signiﬁcant scatter and hence,
oﬀer no indications of the temperature dependence of (R118). Based on ab
initio calculations, Hsu et al. [510] suggested that the reaction follows an
addition/elimination mechanism involving initial formation of an energized
adduct HC(O)OO* that rapidly dissociates to HO2+CO with no other com-
petitive product channels of practical importance. The direct abstraction
channel becomes important at very high temperature >2000K, but this will
not change the resulting product distribution. Hsu et al. [510] calculated a
rate expression that exhibits a slightly negative temperature dependence at
temperatures <450K followed by a gradual increase at higher temperatures.
The preferred rate constant has been adopted from the recent evaluation by
Baulch et al. [145], who advocated an optimized rate constant involving the
theoretically based temperature dependency from Hsu et al. and a ﬁt to the
room-temperature mean value given above. The resulting rate expression is
in good agreement with the low-temperature data from Nesbitt et al. [503]
and the results from Veyret and Lesclaux [504], and DeSain et al. [506] at
intermediate temperatures. Moreover, reasonable agreement is found with
the high-temperature results of Cherian et al. [509] and Tsuboi [507], while
the experimental data from Timonen et al. [505] fall a factor of 1.3–1.7 above
kR118 at 298–703K.
Other pathways in the HCO subset involve fast radical-radical reactions
that are expected to proceed close to collisional with little or no dependence
of temperature and pressure. These include abstraction reactions with O
(R114,R115) and OH (R116) drawn from the the experimentally based eval-
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uations of Baulch et al. [145], and the addition/elimination reaction with
HO2 (R117) from Tsang and Hampson [194]. The abstraction reactions
with H (R113) and the self-reaction of HCO (R120) are taken from the ex-
perimental study by Friedrichs et al. [286], while the addition/elimination
channel HCO+CH3  CH4+CO (R119) has been adopted from Callear and
Cooper [287], who measured the reaction rate in an annulus quartz vessel
at 423K. In the latter study, the radical reactants were prepared through
preliminary reactions of CH3Br and CO with atomic hydrogen. The com-
petitive addition/stabilization channel to acetaldehyde (CH3CHO) (–R217)
will be discussed in connection to the CH3CHO subset in Section 5.3.4.8.
5.3.4 C2 Hydrocarbon Reaction Mechanism
Table 5.4 shows the proposed C2 hydrocarbon reaction mechanism. Consid-
ering the diluted conditions applied in the experimental work, this part of
the detailed kinetic model is only expected to gain signiﬁcance when C2H6 is
used directly as fuel, and, to a minor extent, when CH4 is combusted under
fuel-rich conditions. Even so, the individual elementary reactions given in
Table 5.4 have been reviewed with similar thoroughness as the reactions from
the C1 hydrocarbon mechanism.
It is noticed that the mechanism does not include the stable oxygenated
hydrocarbon dimethylether (CH3OCH3) and its radical derivatives.
Dimethylether is primarily formed from addition/stabilization of CH3O+
CH3, and it decomposes through an oxidation chain involving several inter-
mediate ether radical species. Dryer and co-workers [170,511] have provided
a thorough outline and validation of this mechanism including a subset of
elementary reactions, which is recommended in order to extend the present
mechanism. However, CH3OCH3 is not used as fuel in the present study, and
preliminary modeling investigations, using the reaction subset from [170,511],
have further indicated that CH3OCH3 only plays a minor role at the relevant
experimental conditions. These are the main reasons why the subset is not
included in the model.
There are some C2 hydrocarbon species included in the proposed mecha-
nism that are not shown in Table 5.4 in terms of their complete reaction sub-
sets. These are species that typically appear during hydrocarbon combustion
at high temperatures and include acetylene (C2H2) and its derivatives ethynyl
(C2H), ketyl (HCCO), and ethynol (HCCOH); as well as some oxygenated
derivatives of the vinyl radical (C2H3), e.g. vinoxy (H2CCHO), hydroxyvinyl
(HCCHOH), and ethenol (H2CCHOH). These species have been included
in the mechanism mainly because of their importance in high-temperature
combustion modeling, see e.g. Refs. [105,138,233,254–257], but at conditions
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relevant to the present work, they hardly contribute to the hydrocarbon con-
version. For the same reason, minimum eﬀorts have been made to review or
update this part of the reaction mechanism.
5.3.4.1 C2H6 Reactions
Ethane (C2H6) is the second most important hydrocarbon in crude natural
gas, and if not directly present in the fuel, the CH3 radical association reac-
tion to C2H6 (R41) ensures rapid establishment of a considerable C2H6 pool
in most combustion systems operated at near-stoichiometric to fuel-rich con-
ditions. This relates C2H6 chemistry to the combustion mechanisms of almost
any common hydrocarbon fuel and justiﬁes a thorough revisit of the most
important elementary reactions related to the main conversion pathways.
The reaction between C2H6 and H atoms (R121) is well-deﬁned from ex-
periments at both low and high temperatures and the applied rate expression
from the latest evaluation of Baulch et al. [145] provides a good represen-
tation at 280–1900K. The corresponding abstraction reaction with O atoms
(R122) is also fairly well established from experiments conducted over a wide
temperature range. Diﬀerent rate constant proposals typically agree within
a factor of 2 except at lower temperatures (<500K) where results deviate
by up to a factor of ∼6 [512, 513]. The most reliable experimental data are
considered to be those of Caymax and Peeters [514], Mahmud et al. [515],
and Miyoshi et al. [300], that all involve direct measurements of kR122 cov-
ering the temperature range 297–1267K. The rate expression from Mahmud
et al. is preferred in the present study due to the more extensive experimen-
tal temperature validation and the excellent agreement with transition state
theory calculations conducted by Mahmud et al. for veriﬁcation. The rate
expression lies within a factor of 2 of the experimental data from Caymax
and Peeters [514] and Miyoshi et al. [300]. In the low-temperature range,
Mahmud et al. [515] obtained relatively high values of kR122. It was sug-
gested that tunneling provided a large contribution to the rate constant in
this temperature range, but more consistent evaluations are needed for ver-
iﬁcation, and until then, the applied rate expression is expected to be most
reliable at temperatures >500K.
The most important radical reaction with C2H6 at the intermediate tem-
peratures relevant to the present study is the H-abstraction reaction with
OH (R123). This reaction is also a very important player in the degradation
of C2H6 in the atmosphere and consequently, a large body of experimental
results are available extending from sub-ambient temperatures to high tem-
peratures >1000K; see Ref. [145] for an overview. Measurements of the rate
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constant indicate a non-Arrhenius behavior over the entire temperature range
that calls for a three-parameter ﬁt of the rate coeﬃcient using the modiﬁed
Arrhenius expression (Equation (5.8)). The results are in particular good
agreement in the low and intermediate temperature range where the exper-
imental work of Tully and co-workers [542, 543] and Talukdar et al. [544]
together provide representative values from 231–800K. At higher tempera-
ture, the results become more scattered. The present mechanism follows the
recommendation of Baulch et al. [145] and apply the rate expression orig-
inally proposed in the literature evaluation by Atkinson [516], which is in
excellent agreement with most experimental studies including those referred
in the present study. At temperatures above 800K, the proposed rate con-
stant mainly relies on the shock-tube studies of Bott and Cohen [334], and
Koﬀend and Cohen [545] at 1225 and 970K respectively.
Experimental measurements of C2H6+HO2 (R124) are few and generally
of an earlier date. The most recent study has been conducted by Baldwin
et al. [308] using thermal decomposition of tetramethylbutane in the pres-
ence of O2 as a source of HO2 mixed with C2H6/N2 in KCl- and boric acid
coated pyrex vessels at 673–773K. The relative yields of i -butene and C2H4
were subsequently monitored from which, values of kR124/k
1/2
R15 were deduced.
These relative rate measurements were reevaluated by Baulch et al. [145] us-
ing an updated value of kR15 to derive a reliable expression of kR124. This is
also the recommended expression in the present study. The rate constant is in
good agreement with an earlier relative rate measurement of kR124/k
1/2
R15 from
Baldwin and Walker [546] at 713K, and it extrapolates convincingly well to
the rate expression proposed by Sampson [547] that was deduced from ﬂow
reactor experiments with C2H6/air at 873–903K. Baulch et al. [145] assigned
a relatively low uncertainty factor of 1.4 to kR124 within 500–800K rising to
a factor of 2 at 1000K.
The only experimental determinations of the initiation reaction between
C2H6 and O2 (R125) include some relative rate measurements at intermediate
temperatures reported by Trotman-Dickenson and co-workers [548,549] in the
late ﬁfties and early sixties. These are considered unreliable due to large un-
certainties in reference- and potential side reactions. Baulch et al. [145] pro-
posed a rate expression based on analogies with the experimentally derived
rate expression of CH2O+O2 (R110) with a correction to the pre-exponential
factor of kCH2O+O2 in accordance with the increased availability of H atoms
and an adjustment of the activation energy to reﬂect diﬀerences in ∆rH of
C2H6+O2 compared to CH2O+O2. Baulch et al. used a similar approach for
their recommendation of CH4+O2 (–R40), which was previously found to un-
derpredict the few available experiments with CH4+O2; see Section 5.3.3.1.
However, no experimental and/or theoretical determinations of C2H6+O2
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are currently available for comparison. The present mechanism has adopted
kR125 from Baulch et al. [145], but emphasizes the uncertainty factor of 3
assigned by Baulch et al. at 500–1000K rising to a factor of 10 at 2000K.
Experimental data of the abstraction reaction with CH3 (R126) are avail-
able over a wide temperature range revealing a distinct non-Arrhenius be-
havior. Most of the results are of an earlier date, but nevertheless, show very
good agreement except for some scatter observed at temperatures >1000K.
Baulch et al. [145] recommended a rate expression comprised of the sum of
two simple Arrhenius expressions in order to ﬁt the most reliable experiments
at low to intermediate [550–552] and high temperatures [553–556]. The re-
sulting rate constant is valid over the temperature range 350–1500K with a
corresponding uncertainty factor ranging from 1.3 to 1.6.
5.3.4.2 C2H5 Reactions
The fast radical-radical reaction between C2H5 and H is an important sec-
ondary step to the reactions of H+C2H4 and H+C2H6, and all experimen-
tal studies of C2H5+H are consequently limited to indirect measurements
extracted from experimental work on these systems. The reaction can pro-
ceed via radical association and subsequent stabilization or dissociation of
the adduct to C2H6 (R127) or CH3+CH3 (–R42) respectively; or through
a direct abstraction mechanism yielding C2H4+H2. The addition/elimina-
tion reaction (–R42) has previously been discussed in connection to the self-
reaction of CH3 in Section 5.3.3.2 and will therefore not be considered in de-
tails here. Experimental investigations of C2H5+H are concentrated around
room-temperature measurements [557–562] and show signiﬁcant scatter with
deviations up to one order of magnitude. It is noteworthy that the most
recent experiments by Sillesen et al. [562] have provided the highest value
of kR127 + k−R42 = 2 × 1014 cm3/mol s based on pulsed-radiolysis of H2/C2H4
mixtures at 298K and 10–100mbar. This value lies signiﬁcantly above the
value of 4 × 1013 cm3/mol s recommended by Baulch et al. [145] as an aver-
age between earlier experiments [558–561]. Experimental determinations of
the temperature dependence are inconsistent suggesting both small posi-
tive [555, 557, 560, 561] and negative dependences [563]; or no dependence
at all [559]. Recent ab initio calculations by Harding and Klippenstein [564]
predicted a slight positive temperature dependence and rate constants for the
association channel kR127+k−R42 ranging from 1.6 to 2.2×1014 cm3/mol s at 200–
1900K. This is consistent with the room-temperature measurement reported
by Sillesen et al. [562]. It also agrees reasonably well with the experimental
value of 9×1013 cm3/mol s at 963K obtained from a relative rate measurement
by Pacey and Wimalasena [555]. Harding and Klippenstein [564] calculated
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stationary points on the potential energy surface of C2H5+H that provided
evidence of the dominance of the association channel (R127)+(–R42) over the
direct abstraction channel (C2H5+H C2H4+H2). This has been conﬁrmed
by experiments from Camilleri et al. [559], but opposed by Hidaka et al. [565],
who needed a comparatively high rate constant of 4.5× 1013 cm3/mol s for the
abstraction channel to ﬁt a complex mechanism to shock-tube measurements
of C2H6 pyrolysis. Nevertheless, the abstraction channel is neglected in the
present study in accordance with the recommendation of Harding and Klip-
penstein [564]. Conversion of the forward rate expression of (R42) to k−R42
using thermochemical data from Table 3.1 yields a value of ∼ 2×1014 cm3/mol s;
almost independent of the temperature. The pressure dependent rate expres-
sion for (R127) is drawn from the GRI-Mech 3.0 Release [256], where it was
originally derived from RRKM-calculations on the reverse reaction by Stew-
art et al. [517]. At ambient pressure, kR127 yields a room-temperature value of
7×1013 cm3/mol s increasing to 1×1014 cm3/mol s at 460K followed by a gradual
decrease to 3×1013 cm3/mol s at ∼1000K. Combined with the almost constant
value of k−R42, this is considered to be in reasonable agreement with the
theoretical work of Harding and Klippenstein [564].
The reaction between C2H5 and O atoms has a number of potential prod-
uct channels, e.g. CH3+CH2O (R128), CH3CHO+H (R129), C2H4+OH
(R130), CO+CH4+H, and CO+CH3+H2. Slagle et al. [518] investigated the
C2H5+O reaction in a tubular reactor with photoionization mass-spectrosco-
pic detection and reactant generation via simultaneous photodissociation of
SO2 and diethyl ketone at 193 nm. The overall rate constant was determined
from time-resolved measurements of C2H5 decay proﬁles obtained at excess
O atom concentrations at 295–600K and 1–10mbar, under which conditions,
no dependence of temperature or pressure was observed. Slagle et al. also de-
termined the branching fractions kR128/k = 0.32±0.06, kR129/k = 0.40±0.04,
and kR130/k = 0.23±0.07 from experiments conducted at 298–450K. Here, k
denotes kC2H5+O→prod.. These values also appeared to be independent of the
temperature and pressure. Slagle et al. conﬁrmed the branching fractions
of (R128) and (R129) via RRKM-calculations, but the theoretical prediction
only yielded kR130/k = 0.02, which led Slagle et al. to believe that most of
the observed C2H4+OH had to be indirect products from an unaccounted
conversion path. Direct measurements of product yields from C2H5+O by
Hoyermann et al. [566] conﬁrmed all three experimental branching fractions
reported by Slagle et al. The experiments by Hoyermann et al. were under-
taken in a ﬂow reactor at room-temperature and 1–3mbar using a molecular
beam mass-spectrometer. Hoyermann et al. also conducted supplementary
ab initio calculations for veriﬁcation, but, like Slagle et al., they too were
not able to predict the experimental value of kR130/k. Lindner et al. [567]
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measured the vibrational levels in OH radicals released from the reaction of
C2H5+O in order to determine details about the reaction mechanism. Their
results pointed towards a direct abstraction mechanism for (R130) instead
of an addition/elimination mechanism as assumed by both Slagle et al. and
Hoyermann et al. Thus, if the ab initio calculations by Slagle et al. and Hoy-
ermann et al. were based on an erroneous mechanism, this could explain the
very large deviations between experimental and calculated values of kR130/k.
The alternative product channels to CO+CH4+H and CO+CH3+H2 consti-
tute recent proposals by Reid et al. [568], who introduced them in order to
explain formations of vibrationally excited CO detected with a FTIR emis-
sion spectrometer in a laser-photolysis study of C2H5+O. However, more
investigations are needed to conﬁrm this ﬁnding, and at present, only the
three product channels listed in Table 5.4 are considered with rate constants
and branching fractions equivalent to the experimental ﬁndings of Slagle et
al. [518].
The only measurement of C2H5+OH (R131,–R190) has been reported by
Fagerström et al. [569] at room-temperature and pressures from 0.25–1 bar
using pulse radiolysis of C2H6/H2O/SF6 mixtures and monitoring of C2H5
and CH3 concentrations by transient UV absorption spectrometry. The ex-
perimental rate constant yielded a value of (7.1 ± 1.0) × 1013 cm3/mol s inde-
pendent of the pressure. Supplementary ab initio calculations of the high-
pressure limit of the addition/stabilization channel to ethanol (C2H5OH) at
200–400K yielded k−R190,∞ = (7.7± 1.0)× 1013 cm3/mol s. These results sug-
gest dominance of the addition/stabilization channel at ambient conditions
where the reaction is close to the high-pressure limit, but experimental veriﬁ-
cation is needed; especially at an extended temperature range. The pressure
dependent rate expression of k−R190 is drawn from recent ab initio calcula-
tions of the reverse reaction by Marinov [138]; see the later outline of the
C2H5OH subset in Section 5.3.4.7, while kR131 is an estimated constant value
from Tsang and Hampson [194], who assigned an uncertainty factor of 4 at
temperatures and pressures above 800K and 1 bar.
The reaction mechanism of C2H5+HO2 involves initial formation of a
highly energized C2H5OOH* adduct that either decomposes to C2H5O+OH
(R132) through immediate O–O bond ﬁssion (equivalent to the reaction
CH3+HO2) or proceeds via H-atom transfer prior to dissociation that yields
C2H4+H2O2 or C2H6+O2 (–R125). The channel to C2H6+O2 is already in-
cluded in the mechanism via the reverse reaction (–R125); see the discussion
of C2H6+O2  C2H5+HO2 (R125) in the previous section. Calculations of
k−R125 at diﬀerent temperatures using thermochemical data from Table 3.1
yield values between 2×1011 and 3×1011 cm3/mol s at 300–1500K, which is in
agreement with the estimated value of k−R125 from Tsang and Hampson [194].
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In a recent study, Ludwig et al. [519] reported a room-temperature value of
kC2H5+HO2→prod. = (3.1±1.0)×1013 cm3/mol s based on experiments undertaken
at 1.2mbar in a laser-photolysis/ﬂow reactor system with a mass spectrom-
eter. Well-deﬁned concentrations of the reactants were produced from laser-
photolysis of H2O2/C2H6/(COCl)2 mixtures, and the rate constant was de-
duced from time-resolved decay proﬁles of HO2 and C2H5. Ludwig et al. were
also able to obtained clear mass-signals corresponding to the time-resolved
formation of C2H5O. These measurements could be accurately predicted by a
scaled numerical simulation using a simple mechanism where the determined
rate constant of C2H5+HO2 → prod. was assigned exclusively to (R132).
Additionally, the measured rate constant of Ludwig et al. is in excellent
agreement with the estimated value of kR132 from Tsang and Hampson [194]
as well as the theoretical expression from Bozzelli and Dean [570] based on
ab initio calculations. It is noted that the primary objective in the referred
study by Bozzelli and Dean was to characterize the reaction C2H5+O2, and
the calculated rate constant for C2H5+HO2 was only brieﬂy presented in con-
nection to a simple reaction mechanism without details about the underlying
parameters used in the the calculations. Thus, it is unclear whether Bozzelli
and Dean even considered alternative reaction pathways for C2H5+HO2. Do-
bis and Benson [571] measured the rate constant of the competitive product
channel to C2H4+H2O2 at 243–368K and extremely low pressures (∼1µbar)
using a low-pressure ﬂow reactor system with a mass-spectrometer. Surpris-
ingly, they were not able to detect any products related to the formation of
C2H5O and OH. Even so, their measured rate constant kC2H5+HO2→C2H4+H2O2
= (1.79±0.07)×1012 cm3/mol s is still more than one order of magnitude below
kC2H5+HO2→prod. from Ludwig et al. inevitably indicating a very low contribu-
tion from this alternative channel to C2H4+H2O2. In the present mechanism,
kC2H5+HO2→prod. has been adopted from Ludwig et al. as the preferred expres-
sion of kR132, while a potential contribution from C2H4+H2O2 is neglected.
Potential energy calculations are needed to verify this product distribution
and so are experimental investigations of the temperature dependence of the
reaction, which are currently unavailable.
The experimental database on the reaction between C2H5 and molecular
oxygen is substantial at low and intermediate temperatures up to ∼1000K,
e.g. [572–581]. The investigated pressure range extends from low to near-
atmospheric pressure with the exception of the experiments by Dilger et
al. [580], who characterized the reaction at 1.5–60 bar and 295–425K using a
muon spin relaxation (µSR) technique in longitudinal magnetic ﬁelds. Here,
spin-polarized muonium, which is chemically an isotope of hydrogen with a
positive muon nucleus, is added to the double bond of C2H4 to create muon-
substituted ethyl radicals. The isotope is detectable through resonances in
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magnetic ﬁelds caused by a spin-ﬂip upon reaction with the paramagnetic
O2 molecule. At the conditions applied by Dilger et al., the reaction is at
the high-pressure limit. At temperatures roughly below ∼750K, the avail-
able experiments indicate an increasing overall rate constant with increasing
pressure and/or declining temperatures. The rate constant shows little or
no dependence of both pressure and temperature at higher temperatures.
Wagner et al. [575] proposed a model for this behavior according to which,
the reaction proceeds by initial formation of the adduct C2H5OO* that can
either be collisionally stabilized to C2H5OO (R133), dissociate back to the
reactants, or yield the products C2H4+HO2 (R134). The theoretical work
of Wagner et al. has recently been extended in a comprehensive theoretical
study by Miller and co-workers [520, 582] based on master equation analysis
with stationary points on the potential energy surface of C2H5+O2 calcu-
lated with a Gaussian-2 like method developed by Curtiss et al. [583]. The
potential energy surface calculations clearly showed that direct elimination
of HO2 (R134) from the adduct C2H5OO* is the energetically favorable route
among potential bimolecular product channels. This is consistent with pre-
vious density functional theory calculations (DFT) performed by Ignatyev
et al. [584]. Miller and co-workers predicted a competitive formation of oxi-
rane (C2H4O+OH) via 1,4-H-atom shift with a yield of ∼1% at 800K and
independent of pressure, which is in excellent agreement with relative yield
measurements by Baldwin et al. [585] at 673–813K. There is also a potential
bimolecular path to acetaldehyde (CH3CHO+OH), which has no practical
interest due to an enhanced energy barrier. The model of Miller and co-
workers predicted that below 575K, the reaction between C2H5 and O2 will
be dependent of pressure and temperature in a way that is typical for adduct
formation, i.e. high pressure and/or low temperatures favoring stabilization
of the adduct, while concentrations of the bimolecular products increases
when the conditions shift towards low pressure and/or high temperatures.
The model forecasted the product distribution kR134/ (kR133 + kR134) < 1%
at room-temperature and atmospheric pressure, which has been conﬁrmed
by experiments [576–581]. Between 575 and 750K, the reaction enters a
transition region where the rate constant exhibits a bi-exponential decay to
become equivalent with the low-pressure limit at 750K regardless of the sys-
tem pressure. The ratio kR134/ (kR133 + kR134) increases towards unity within
this temperature span, and at temperatures above 750K, the reaction has
eﬀectively become bimolecular with no appriciable formation of C2H5OO.
In addition, the rate constant has become independent of pressure and only
weakly dependent of temperature. Cliﬀord et al. [581] recently measured the
HO2 yield from C2H5+O2 across this transition regime covering the tempera-
tures 294–698K and pressures from 13 to 138mbar by means of time-resolved
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infrared frequency modulation spectroscopy. The reactant C2H5 was gener-
ated from attack on C2H6 by Cl-atoms produced via laser-photolysis of Cl2.
The model developed by Miller and co-workers [520,582] provides an excellent
ﬁt to these data. Other experimental results obtained in this temperature
range are also predicted reasonably well by Miller and co-workers, e.g. Slagle
et al. [572] (294–1002K, 0.6–21mbar) and Wagner et al. [575] (298–850K,
0.7–20mbar). In Ref. [520], Miller and Klippenstein ﬁtted the theoretical
model to Arrhenius-based rate expressions for the three elementary reac-
tions: C2H5+O2  C2H5OO (R133), C2H5+O2  C2H4+HO2 (R134), and
C2H5OO  C2H4+HO2 (R156). Miller and Klippenstein [520] noted that
the ﬁtted expression for kR156 overpredicts the rate constant throughout the
middle-section of the fall-oﬀ region by up to 50–75% because is was not
possible to incorporate the drain of C2H5OO via (–R133) in the Arrhenius
expression. It is noted that reaction (R156) is still in the fall-oﬀ region
at 100 bar and temperatures >700K, which are conditions relevant to the
present study. Miller and Klippenstein ﬁtted kR133 and kR134 within 25% of
their original model. The present mechanism includes the pressure dependent
rate expressions of (R133) and (R156), while (R134) is exclusively described
by kR134,0 at all relevant temperatures and pressures. This simpliﬁcation is
reasonable considering the behavior of the stabilization reaction (R133): At
low temperatures (before the narrow transition region) and pressures rele-
vant to the present study, kR133 falls close to the high-pressure limit, which is
eﬀectively about two orders of magnitude above kR134,0 and consistent with
the complete dominance of (R133). At high temperatures (after the transi-
tion region), the reaction is nearly independent of pressure and runs almost
exclusively through (R134) at the low-pressure limit. This is consistent with
kR134 ∼= kR134,0.
The rate constant for the reaction between C2H5 and HCO (R136) is
drawn from the experimental work of Baggott et al. [521]. This value of kR136
is ∼3 times lower than the estimated rate expression proposed by Tsang and
Hampson [279] based on analogies with the similar reaction with CH3 instead
of C2H5. However, this diﬀerence corresponds to the assigned uncertainty
factor by Tsang and Hampson.
The C2H5 reaction mechanism may include other reactions with hydro-
carbon species, e.g. CH2O, CH3OH, C2Hx, etc., but these are not expected
to gain signiﬁcant importance under most combustion conditions including
those relevant to the present work. There are no experimental and/or theoret-
ical characterizations available for reactions with CH2O and CH3OH. Tsang
and Hampson [194] and Tsang [279] advocated the use of rate constants sim-
ilar to those for analogue reactions with CH3, but these are considered to be
upper limits due to the lower reactivity of C2H5.
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5.3.4.3 C2H4 Reactions
Unimolecular decomposition of C2H4 can yield C2H3+H (–R148) and C2H2+
H2 (R137), but both channels are highly endothermic (∆rH298 = 110 and
42 kcal/mol respectively), which makes them unlikely to occur in considerable
scale at the temperature range relevant to the present study. The experimen-
tal conditions used in this work hardly favor a noticeable formation of C2H2,
while small amounts of C2H3 could appear from H-abstraction of C2H4. The
reverse association reaction of C2H3+H (R148) is potentially an important
drain of C2H3, and so, it may gain importance in the present work unlike the
association of C2H2+H2 (–R137). The rate constant kR137 is taken from GRI-
Mech 3.0 [256] without further notice. The association reaction of C2H3+H
(R148) will be discussed in connection to the C2H3 reaction subset in Section
5.3.4.4.
The reaction mechanism of C2H4+H can either be abstraction/elimina-
tion yielding C2H3+H2 (R138) or addition/stabilization to form C2H5 (R139).
The latter is favored by high pressure and/or low to intermediate temper-
atures, while (R138) does not provide a signiﬁcant contribution unless the
temperature is above ∼1500K. Hence, it is unlikely that (R138) will play an
important role at conditions relevant to the present study. The two product
channels have been subjected to numerous investigations, and temperature
and pressure dependencies are fairly well established over a wide range of con-
ditions. Preferred rate expressions for (R138) and (R139) have been obtained
from Baulch et al. [145]. This value of kR138 largely rely on the the combined
experimental and theoretical work of Knyazev et al. [586], who measured
values of k−R138 at 499–947K based on laser-photolysis of C2H3Br at 193 nm
as a source of C2H3 with photoionization mass spectroscopic detection of the
radical decay proﬁles at varying H2 concentrations. Knyazev et al. combined
the experimental results with ab initio calculations to determine the temper-
ature dependence of the reverse reaction. At higher temperatures, Baulch
et al. further aligned kR138 with the ﬂame-results from Bhargava and West-
moreland [587] at 1850–2150K, and the earlier shock-tube measurements by
Just et al. [588] at 1700–2200K. Tranter et al. [589] recently advocated a 25%
increase of the rate expression proposed by Tsang and Hampson [194] in order
to ﬁt their shock-tube measurements of ethane oxidation at 5–1000 bar and
1100–1500K. The original rate expression from Tsang and Hampson was
based on the high-temperature data from Just et al. [588] combined with
bond energy-bond order calculations (BEBO). The adjusted rate constant
from Tranter et al. [589] is slightly higher than kR138 used in the present
study, but still within the uncertainty factor of 2.5 assigned by Baulch et
al. [145]. The pressure dependent expression of kR139 for the addition/sta-
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bilization channel (R139) is the result of a theoretical treatment of experi-
mental results by Baulch et al. [145] following the Troe formalism for strong
collision rate constants of thermal unimolecular reactions [184]. Baulch et al.
ﬁtted the fall-oﬀ curves to the laser-photolysis/resonance ﬂuorescence exper-
iments of Kurylo et al. [558], Lightfoot and Pilling [590], and Hanning-Lee
et al. [591], at temperatures and pressures from 285–800K and 7–800mbar;
using the experimental reaction threshold energy of 36.97 kcal/mol reported by
Feng et al. [592]. It is noted that the reaction is near the high-pressure limit
at room-temperature and ambient pressure, while it is well within the fall-oﬀ
region at 800K. The referred experimental studies all used He as bath gas,
but comparisons with N2-diluted experiments in the fall-oﬀ region by Braun
and Lenzi [593], and Clarke et al. [594] indicate no appreciable diﬀerences
between He and N2 as collision partner. Experiments at the high-pressure
limit by Lee et al. [595], Sugawara et al. [596], and Lightfoot and Pilling [590]
are in excellent agreement and have provided the temperature dependence of
kR139,∞, while the low-pressure limit was determined from the experimental
results of Lightfoot and Pilling [590], and Braun and Lenzi [593].
There are a number of experimental studies of the reaction between C2H4
and O atoms that have provided a solid characterization of the overall rate
constant over a wide range of conditions. The most reliable results are be-
lieved to be those obtained from the ﬂash-photolysis/resonance ﬂuorescence
studies of Klemm and co-workers [522, 597] and Mahmud et al. [598]. The
results from the early work of Klemm and co-workers [597] cover the tempera-
ture range 244–1052K and are in very good agreement with the independent
measurements from the same year by Mahmud et al. [598] at 290–1510K.
The later study by Klemm et al. [522] extended this temperature range up
to 2284K. The preferred overall rate constant is the bi-exponential expres-
sion from Klemm et al. [522] derived as a best-ﬁt to the referred measure-
ments including some earlier work in the ﬁeld [599–603]. Potential energy
surface calculations by Melius (referred in e.g. [598, 604]) and observations
of experimental product yields led Schmoltner et al. [604] to propose an ad-
dition/elimination mechanism for C2H4+O involving initial formation of a
triplet bi-radical adduct 3CH2CH2O* that can easily undergo intersystem
crossing to the singlet state (barrier is only ∼0.6 kcal/mol [605]) followed by
1,2-H-atom shift and C–C bond cleavage to CH3+HCO (R140). The ener-
getically favored product on the triple surface is direct elimination of a H
atom to vinyloxy (3H2CCHO) (R141), whereas dissociation to 3CH2+CH2O,
or 1,2-H-atom shift/elimination to CH2CO+H2 both exhibit prohibitively
large energy barriers to compete at the investigated conditions of the present
study. This is also the case for the direct abstraction channel of C2H4+O to
C2H3+OH that is unlikely to play a role unless very high temperatures are
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applied. Schmoltner et al. [604] employed single collision conditions by means
of a crossed molecular beam method and were able to detected both HCO and
H2CCHO from C2H4+O reactions at room-temperature. They subsequently
proposed the branching ratio kR140/kR141 = 2.5 ± 0.9. Other experimental
studies [606–610] have proposed ratios of 0.27 ≤ kR141/kC2H4+O→prod. ≤ 0.35.
These were all obtained at room-temperature except for Smalley et al. [607],
who determined experimental values of kR141/kC2H4+O→prod. ranging from 0.28
to 0.35 at 515–769K thereby indicating a slight positive temperature depen-
dence, but the experimental uncertainties were too large to make a deﬁnite
conclusion. The present mechanism only considers (R140) and (R141) with
a constant branching ratio kR141/(kR140 + kR141) = 0.31 as a mean value of
the range shown above. This is equivalent to kR140/kR141 = 2.2 in good
agreement with kR140/kR141 from Schmoltner et al. [604].
Experimental data of the overall reaction between C2H4+OH are avail-
able over the temperature range 299–1400K, e.g. [441,611–618]. These data
indicate a clear non-Arrhenius behavior caused by marked changes in the
fractional contribution of diﬀerent product channels and the diﬀerent nature
of these pathways. There have been several theoretical investigations of the
reaction, e.g. [523, 619, 620]. Potential energy surface and rate constant cal-
culations from the most recent ab initio study in the ﬁeld by Zhu et al. [523]
have identiﬁed three important product channels yielding collisionally sta-
bilized 2-C2H4OH (hydroxyethyl) (R142), H2CCHOH+H (ethenol) (R143),
and C2H3+H2O (R144). An alternative pathway to CH3+CH2O involves
H-atom-shift from the HO-group to the secondary C-atom and subsequent
dissociation of the resulting C2H5O* adduct, but this path is constrained
by a high energy barrier for the H-migration step and therefore, does not
provide a signiﬁcant contribution. The calculated rate constants from Zhu
et al. indicate that at atmospheric pressure and temperatures <500K, the
reaction almost exclusively proceeds via (R142) to form 2-C2H4OH with a
slight negative temperature dependence. This is in good agreement with ex-
periments [613,615,617]. At temperatures roughly between 800 and 1000K,
both bimolecular channels, (R143) and (R144), become competitive. The
rate constant governing the path to C2H3+H2O shows a strong positive tem-
perature dependence, which makes (R144) the predominant reaction chan-
nel >1000K. Zhu et al. [523] provided the high- and low-pressure limits
for (R142) in their paper, but resigned from further analysis of the fall-oﬀ
regime. However, experiments concerning (R142) at room-temperature and
low to near-atmospheric pressures [612, 614, 616]; as well as measurements
of the high-pressure limit [618], all compare reasonably well with calculated
values of kR142 conﬁrming that the reaction is close to the high-pressure
limit at ambient conditions. Zhu et al. also compared calculated values of
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kR142 + kR143 + kR144 with experimental data of kC2H4+OH→prod. with an en-
couraging response. Based on these considerations, the present mechanism
has adopted the calculated rate expressions from Zhu et al. [523] including
the Lindemann expression for the pressure dependent reaction (R142).
Experimental characterization of reaction C2H4+HO2 is limited to a num-
ber of relative rate measurements by Baldwin et al. [621–623] at intermediate
temperatures from 673 to 773K. These are all based on measured yields of
oxirane (C2H4O), which is a potential product from the reaction. In the most
recent of their studies, Baldwin et al. [623] combined new results with previ-
ous measurements to yield the rate constant 3.79× 1012 exp (−17850
RT
)
cm3/mol s
for C2H4+HO2  C2H4O+OH. It was argued that the reaction proceeds
through intermediate formation of stable CH2CH2OOH before ring-closure.
However, calculations of the potential energy surface of C2H5+O2 [582, 584,
624]; that has C2H4+HO2 as a potential product channel, have indicated
an energetically more favorable path to CH3CH2OO (hereinafter denoted as
C2H5OO in accordance with Table 5.4). Using high-level ab initio calcula-
tions, Rienstra-Kiracofe et al. [624] determined that the threshold energy for
C2H5OO formation from association of C2H4+HO2 is 12.1 kcal/mol higher than
the potential energy of the reactants. For comparison, Miller et al. [582] cal-
culated a barrier height of 9.7 kcal/mol using a Gaussian-2 like method [583],
while Ignatyev et al. [584] obtained 11.2 kcal/mol from density functional theory
calculations. These values are all somewhat above the experimentally based
value of 8.4 kcal/mol deduced by Miller et al. [582] from rate coeﬃcient measure-
ments of C2H5+O2 by Slagle et al. [572] and Wagner et al. [575]. Following
Rienstra-Kiracofe et al. [624] and Miller et al. [582], the internal energy of
the transition state governing the competitive channel to CH2CH2OOH lies
at 14.4–14.6 kcal/mol relative to the reactants. This yields a barrier diﬀerence
of 2.3–4.9 kcal/mol in favor of C2H5OO formation. The isomerization reaction
C2H5OO → CH2CH2OOH is limited by a large barrier of 38 kcal/mol relative
to the C2H5OO ground state (average of [582,624]). This is ∼3 kcal/mol above
the dissociation barrier to C2H5+O2, but ∼5 kcal/mol below the barrier gov-
erning dissociation to acetaldehyde (CH3CHO+H), which has been assumed
the main product channel in previous combustion modeling [105]. The reac-
tion of C2H4+HO2 to C2H5OO is already included in the mechanism via the
reverse reaction (–R156) that originates from the theoretical work of Miller
and Klippenstein [520] and is based on the referred potential energy surface
calculations from Miller et al. [582]. However, this rate expression provides
an almost temperature independent value of k−R156, which does not reconcile
with the expected energy barrier of C2H4+HO2 → C2H5OO. In contrast,
the experimentally based activation energy for C2H4+HO2  C2H4O+OH
from Balwin et al. [623] is substantially higher than the calculated energy
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barrier for the initial rate determining association step of C2H4+HO2. It
is noted that Baldwin et al. [621–623] used high absolute concentrations of
O2 for HO2 radical generation via reaction with tetramethylbutane. This
could have aﬀected the interpretation of their results through inaccurately
determined secondary reactions and, perhaps, explain the inconsistency be-
tween experimental and theoretical predictions. In the present mechanism,
the reaction between C2H4 and HO2 is represented by the reverse reactions
(–R134) and (–R156) from the C2H5 and C2H5OO subsets despite the fact
that k−R156 does not accurately reﬂect the expected activation energy barrier.
Instead, the author emphasizes the need for improved experimental investi-
gations of this complex reaction mechanism. The alternative H-abstraction
channel C2H4+HO2  C2H3+H2O2 is endothermic with ∆rH298 = 23 kcal/mol,
which makes it an unlikely contributor to the removal of C2H4+HO2 at the
conditions relevant to the present study. This particular pathway was not
considered in the referred potential energy surface calculations, since these
were originally concerned with C2H5+O2. Moreover, no experimental char-
acterization has yet been undertaken.
There are no measurements of the initiation reaction of C2H4 with molec-
ular oxygen (R145,R146). Benson [524] proposed a reaction mechanism in-
volving initial association to the bi-radical adduct CH2CH2OO* that can dis-
sociate through two possible pathways. One path involves H-atom migration
to the peroxy-group with consequent reestablishment of the carbon double
bond and ﬁnally dissociation of O–O to yield vinoxy radicals (H2CCHO+OH
(R145)). Benson [524] originally proposed formation of formylmethyl
(CH2CHO+OH) instead of vinoxy, but updated thermochemistry has shown
that vinoxy formation is about 3 kcal/mol more exothermic than formylmethyl.
Alternatively, the fate of the bi-radical adduct involves ring-closure via as-
sociation of the two unpaired electrons followed by cleavage of the O–O and
C–C bonds to yield formaldehyde (CH2O+CH2O (R146)). From thermo-
chemical considerations, Benson estimated that the initial adduct formation
step will be rate-determining with an activation energy of about 39 kcal/mol
and that both pathways will contribute actively to the product formation.
This proposed activation energy is substantially lower than the activation
energy of the alternative direct abstraction reaction to C2H3+HO2 that was
estimated to 58 kcal/mol by Tsang and Hampson [194] based on thermochem-
istry and analogies to the reaction C2H6+O2. In the present work, analogies
are preferably drawn to the reaction between C2H2 and O2. This reaction
was also considered by Benson [524], who outlined a very similar mecha-
nism except that the ring-closure pathway is most likely the dominant route
of C2H2+O2 because the alternative path via H-migration and C≡C bond
formation involves signiﬁcant strain energy. Benson [524] proposed the up-
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dated expression for kC2H2+O2→prod. = 7×107T 1.8 exp
(−30600
RT
)
cm3/mol s instead
of the earlier estimate by Miller et al. [625]. This temperature-dependent
pre-exponential factor is adopted in the overall rate expression of C2H4+O2
with Benson’s estimated activation energy of 39 kcal/mol. Finally, a branching
fraction of kR145/kR146 = 1 has been estimated in the present study. The
resulting rate expressions are expected to include substantial uncertainties
and thus, call for experimental veriﬁcation.
The reaction between C2H4 and CH3 is only represented in the mecha-
nism by the abstraction channel to C2H3+CH4 (R147) despite indications
from experiments [554, 563, 626–630] that the competitive association/stabi-
lization reaction to n-propyl radicals (n-C3H7) is likely to predominate at
temperatures roughly up to 1000K. The preferred rate constant of (R147)
is taken from the evaluation by Baulch et al. [145], which is based on the
referred experimental work.
5.3.4.4 C2H3 Reactions
Vinyl radicals (C2H3) are important intermediates in combustion processes
operated at high temperatures. The experimental database is fairly well es-
tablished for most important elementary reactions [145], but there is still need
for further characterization including potential energy surface calculations to
accurately deduce governing reaction mechanisms and product branching ra-
tios. When simple alkanes are combusted at intermediate temperatures, like
in the present study, the formation of C2H3 is mainly expected to rise from
thermal dissociation of intermediate C2H4 or H-abstraction from C2H4 by
radical reactants. These are energy intensive pathways due to the large bond
dissociation energy of CH2CH–H (D298 = 110.6± 0.6 kcal/mol [631]), and as a
consequence, C2H3 is not expected to play a signiﬁcant role in the present
study. Hence, only a few comments are provided in connection to the C2H3
reaction mechanism, which is mostly collected from the literature evaluations
of Tsang and Hampson [194] and Baulch et al. [145].
The reaction of C2H3+H (R148,R149) is important in the C2H3 mecha-
nism; especially the reverse dissociation of C2H4 (–R148), which is expected
to be the main source of C2H3 radical formation at the investigated condi-
tions. The available experimental data are limited to measurements at low
pressure and temperatures below or near ambient; most recently by Fahr and
co-workers [527,632] and Monks et al. [526], who obtained values of the over-
all rate constant k298C2H3+H→prod. that range from 0.6− 1.2× 1014 cm3/mol s. The
experimental work of Monks et al. [526] was undertaken in a discharge-ﬂow
system at 1.3mbar of He using a mass spectrometer for product detection.
Monks et al. measured the rate constant at both 213 and 298K, which indi-
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cated a slight positive temperature dependence. Fall-oﬀ extrapolations using
the Troe formalism [184,185] further provided high- and low-pressure limits
of the addition/stabilization channel: kR148,∞ = 1.0 × 1014 cm3/mol s, kR148,0
= 2.1 × 1024T−1.3 cm6/mol2 s, with Fcent,R148 = 0.49. The high-pressure limit
and the center broadening factor were determined speciﬁcally at 298K. The
high-pressure limit agrees well with the temperature dependent expression
kR148,∞ = 3.88× 1013T 0.20 cm3/mol s from recent ab initio calculations by Klip-
penstein and Harding [525, 633]. Monks et al. also conducted experiments
with fully deuteriated vinyl radicals (C2D3) and comparison of C2D3H and
HD yields as a measure of the branching ratio. This resulted in the values
kR148/kC2H3+H→prod. = 0.24± 0.09 and 0.33± 0.13 at 213 and 298K respec-
tively, which is signiﬁcantly higher than the corresponding calculated values
of kR148/kC2H3+H→prod. = 0.047 and 0.024 by Klippenstein and Harding [633]
based on identical conditions as Monks et al. The preferred values of kR148
and kR149 are largely based on the work of Monks et al. [526], employing
kR148,0 and Fcent,R148 directly together with the temperature dependent ex-
pression of kR148,∞ from Harding et al. [525] that coincides with k298R148,∞ from
Monks et al. [526]. In addition, a constant value of 4.5 × 1013 cm3/mol s is
used for kR149 consistent with the measurements by Monks et al. The author
emphasizes the need for experimental veriﬁcation of these rate constants at
higher temperatures, but the uncertainty is accepted in the present study
where C2H3 presumably plays a minor role.
The reaction between C2H3 and OH oﬀers a potential pathway to ethenol
(H2CCHOH) via collisional stabilization of the adduct. This reaction could
potentially gain inﬂuence at high pressure, but there are no experimental
or theoretical determinations available. The only available rate constant
for C2H3+OH is the estimated constant value of kR151 = 2 × 1013 cm3/mol s
for the abstraction channel to C2H2+H2O (R151), as originally proposed by
Miller and Melius [254]. For want of more elaborate information about the
association reaction, the author has considered assigning the pressure depen-
dent rate constant of the analogue association reaction between C2H5 and
OH (–R190) to the addition/stabilization channel. This analogue reaction
originates from ab initio calculations by Marinov [138] and is included in the
mechanism in the reverse direction. Calculations of k−R190 based on thermo-
chemical data from Table 3.1 yield values on the order of ∼5×109 cm3/mol s
at atmospheric pressure. Moreover, it is noticed that k−R190 approaches
k−R190,∞ at pressures above ambient and temperatures roughly below 800K.
Even though the analysis is based on the decomposition reaction of C2H5OH
instead of H2CCHOH, the diﬀerence of about four orders of magnitude be-
tween k−R190 and kR151 inevitably suggests the dominance of the abstraction
channel from C2H3+OH to C2H2+H2O (R151) over the association/stabi-
152
5.3 Novel Detailed Chemical Kinetic Model
lization reaction. Consequently, no further eﬀorts are made to revive the
path from C2H3+OH to H2CCHOH.
5.3.4.5 C2H5OO/C2H5OOH Reactions
Ethylperoxides (C2H5OO/C2H5OOH) are important species in the C2 hydro-
carbon oxidation chain at the high pressure and elevated temperature con-
ditions relevant to the present study; similar to the vital role of methylper-
oxides (CH3OO/CH3OOH) in the conversion of C1 hydrocarbons. The main
route to C2H5OO is the addition/stabilization reaction between C2H5 and
molecular oxygen (R133), which is promoted by high pressure and/or low
temperatures. This reaction, as well as the related C2H5OO dissociation re-
action to C2H4+HO2 (R156), have already been discussed in connection to
the C2H5 reaction mechanism in Section 5.3.4.2. Further conversion of the
C2H5OO radical pool is expected to resemble the conversion of CH3OO with
ethoxy radicals (C2H5O), instead of methoxy (CH3O), as the major product;
either produced directly through addition/elimination reactions involving O–
O bond dissociation, or indirectly via H-abstraction reactions and interme-
diate formation of stable C2H5OOH before dissociation to C2H5O+OH.
Unfortunately, there is a severe lack of experimental and theoretical data
on elementary reactions involving C2H5OO and C2H5OOH. Consequently,
rate coeﬃcients for several reactions rely on estimates based on analogies
between C1 and C2-peroxy chemistry. In most cases, this is expected to
be a reasonable assumption considering the similarities of bond dissocia-
tion energies. Hence, D298(C2H5OO–H) = 84.8 ± 2.2 kcal/mol [134] is within
range of D298(CH3OO–H) = 87.8 ± 1.0 kcal/mol [134], and D298(C2H5O–OH)
= 45.2 kcal/mol(1) compares reasonably well with D298(CH3O–OH) = 42.6 ±
1 kcal/mol [133]. Despite the resemblance of bond dissociation energies, signif-
icant uncertainties are still attributed to the estimated rate constants; espe-
cially to the reactions from the CH3OO/CH3OOH subsets that have already
been estimated from similar comparisons with analogue reactions involving
HO2. This is clearly not satisfactory considering the importance of hydro-
carbonperoxy chemistry under the investigated conditions, and experimental
and theoretical clariﬁcations are most wanted.
The reaction of C2H5OO+HO2 (R161) is one of the few elementary reac-
tions from the C2H5OO subset that has been investigated experimentally.
The interest in this reaction is mainly related to atmospheric chemistry
research, where peroxyl radicals play important roles. Consequently, all
measurements [528, 634–637] have been conducted at low temperatures cov-
1Calculated from D298(R–X) = H298(R) + H298(X)−H298(RX)
153
5 Detailed Kinetic Modeling
ering the range 210–480K. At room-temperature, measurements are scat-
tered and k298R161 ranges from 3.2 − 6.6 × 1012 cm3/mol s with an average value
of (4.7 ± 2.4) × 1012 cm3/mol s based on all the referred studies. Dagaut et
al. [635] measured the rate constant at 248–380K and deduced the overall
temperature dependent rate expression: kC2H5OO+HO2→prod. = (3.4±1.4)×1011
exp
[
−(650±125)
T
]
cm3/mol s, which is in very good agreement with the expression(
4.2+1.3−1.0
) ×1011 exp [−(702±69)
T
]
cm3/mol s proposed by Maricq and Szente [636]
from a ﬂash-photolysis study at 210–363K. Fenter et al. [528] determined an
activation energy that is nearly twice as high based on experiments at 248–
480K. All experiments applied UV absorption spectrometry to monitor rad-
ical decay proﬁles, and the results therefore depend on the accuracy of corre-
sponding absorption cross sections; in particular the absorption cross section
of C2H5OO, which has only been determined with a limited accuracy; see e.g.
Lightfoot et al. [393] or Nielsen et al. [638]. On this background, Tyndall et
al. [267] recently recommended an increase of the measurements of Dagaut et
al. [635] by ∼5%, while those of Fenter et al. [528] should be lowered by 10%.
Wallington and Japar [639] obtained a product yield of C2H5OOH of 102±6%
at 295K using FTIR spectroscopy in excellent agreement with more recent
measurements by Spittler et al. [640] yielding 104±5% C2H5OOH and 2±4%
CH3CHO; and Hasson et al. [641], who measured >93±10% of C2H5OOH
relative to other products. Both of the latter studies were conducted at near-
ambient conditions. These observations indicate complete dominance of the
direct abstraction channel to C2H5OOH+O2 (R161) at room-temperature,
which is supported by recent ab initio calculations from Hou et al. [642].
According to these calculations, the reaction to C2H5OOH+O2 proceeds on
the triplet surface. It is the exclusive product channel at ambient conditions
due to a transition state positioned ∼2.3 kcal/mol below the internal energy of
the reactants. However, at elevated temperatures; roughly above 450K, al-
ternative reaction pathways on the singlet surface of C2H5OO+HO2 start to
compete. These mechanisms involve intermediate formation of a tetraoxide
adduct C2H5OOOOH* that dissociates to products through ring-like transi-
tion states involving variations of H-atom transfer and O–O bond scission.
The main alternative path yields CH3CHO+OH+HO2 with an energy barrier
lying 6.5 kcal/mol above the level of the reactants. According to Hou et al., this
pathway exhibits a positive temperature dependences. It becomes dominant
above 600K and yields values that are more than 10 times higher than kR161
at temperatures >900K. Hou et al. calculated an overall rate constant that
is in reasonable agreement with the previously referred experimental studies,
but since these experiments exclusively fall in the temperature range where
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C2H5OOH+O2 formation dominates, it is currently impossible to verify the
importance of alternative routes. Hence, the present mechanism only con-
siders the pathway to C2H5OOH+O2 (R161). This rate constant is taken
from the evaluation by Tyndall et al. [267] and is based on the measured
temperature dependence of Maricq and Szente [636] and the experimental
average value of k298R161 listed above. The resulting expression of kR161 consis-
tently lies 50–60% above the rate constant of the analogue reaction between
CH3OO and HO2 at 298–500K, which agrees qualitatively with the experi-
mental ﬁndings of Boyd et al. [637], who noticed a slight, but general increase
in the rate constants of RO2+HO2 with increasing size of R.
There are a signiﬁcant number of measurements of the self-reaction of
C2H5OO to C2H5O+C2H5O+O2 (R171) and CH3CHO+C2H5OH+O2
(R172) [528, 576, 634, 643–649]. These all fall in the low-temperature range
from 218 to 490K. The room-temperature measurements of the overall rate
constant are generally in good agreement, but there are some controversy re-
garding the temperature dependence where both slight positive [645,646,648]
and negative [528] dependences have been reported, as well as zero tempera-
ture dependence [634]. The commonly applied experimental technique relies
on photolysis of azoethane or Cl2/C2H6 mixtures in excess O2 as the rad-
ical source with UV absorption spectroscopy to monitor the second-order
decay according to d [C2H5OO] /dt = −2kobs [C2H5OO]2. This is the same
approach used in experimental investigations of the analogue self-reaction
of CH3OO that was previously discussed in Section 5.3.3.3, and the reader
is referred to this section for a more elaborate discussion of implications
related to this measuring technique. However, it is important to notice
that a secondary removal of C2H5OO inevitably takes place in the chemical
system via C2H5OO+C2H5O → prod., C2H5O+O2 → CH3CHO+HO2, and
C2H5OO+HO2 → prod. So essentially, the measured rate constant kobs repre-
sents the overall removal rate of C2H5OO and needs a correction to yield the
true overall rate constant of C2H5OO+C2H5OO (ktrue = kR171+kR172). Since
the reaction between C2H5OO and HO2 (R161) is signiﬁcantly faster than the
self-reaction of C2H5OO (kR161/(kR171 + kR172) = 95 at 298K), the observed
and the true rate constants can be correlated by kobs = (1+α)[kR171 +kR172],
with α = kR171/ (kR171 + kR172); similar to the self-reaction of CH3OO [393].
The preferred temperature dependent expression of α = β/(1 + β), where
β = 10.2 exp
(−533
T
)
, has been obtained from the literature evaluation of
Lightfoot et al. [393] and is based on the temperature dependent branching
ratio measurements by Anastasi et al. [645] (302–373K) with an adjustment
to match the average room-temperature value of α298 = 0.63 ± 0.06 deter-
mined from results of Niki et al. [644], Anastasi et al. [645], and Wallington
et al. [647]. The most recent experimental study of the temperature de-
155
5 Detailed Kinetic Modeling
pendence of C2H5OO+C2H5OO → prod. by Fenter et al. [528] covers the
most extensive temperature range from 248 to 490K. The highest temper-
atures considered by Fenter et al. gave rise to some additional challenges,
because these approach the temperature range where the thermal unimolec-
ular decomposition of ethoxy radicals (C2H5O(+M) → CH3+CH2O(+M)
(R183)) starts to compete against the reaction with O2. It can be expected
that the CH3 radicals produced via (R183) will react with O2 via (R36) to
form CH3OO that will react further; initially with C2H5OO, and later with
itself, to produce a variety of oxygenated hydrocarbon species; eventually
resulting in a very complicated chemical system. Fenter et al. [528] observed
a change in the experimental decay proﬁles at the highest temperature of
their study (490K), which could not be matched purely by a second-order
kinetic expression. This was attributed to the rising interference from ther-
mal decomposition of C2H5O. In order to substantiate this postulate, they
developed a simple kinetic model, including a scheme for C2H5O decompo-
sition, which provided an excellent prediction of the aﬀected decay proﬁles
and further indicated a minor appearance of CH3OO. Fenter et al. con-
sequently limited their rate constant derivation of the self-reaction to the
results obtained from 248 to 460K where second-order kinetics provided a
good correlation. Based on this, they derived the following expressions of
kobs and kR171 + kR172, where the latter was obtained by division of kobs with
the temperature dependent expression of (1 + α) from Lightfoot et al. [393].
Hence, kobs = (8.43± 0.7)× 1010 exp
[
−(20±40)
T
]
cm3/mol s and kR171 + kR172 =
(4.0±0.4)×1010 exp (60±40
T
)
cm3/mol s. As previously mentioned, other studies
have opposed the slight negative temperature dependence reported by Fenter
et al., but this discussion is mainly relevant for the temperature range below
ambient, which has little interest in the present study. The lack of exper-
imental veriﬁcation at temperatures relevant to combustion (>500K) is of
more concern, but clearly, it will be a diﬃcult task to achieve this due to the
interference from thermal decomposition reactions. The individual values of
kR171 and kR172 in Table 5.4 are ﬁtted expressions based on kR171+kR172 from
Fenter et al. [528] and α(T ) from Lightfoot et al. [393].
At the elevated temperatures used in the present study, thermal unimolec-
ular dissociation of C2H5OOH (R173) is expected to provide the primary
drain of C2H5OOH, similar to CH3OOH; see Section 5.3.3.4. The early work
of Kirk and Knox [650] has provided the only experimental characterization
using temperatures and pressures from 553–653K and 13–26mbar. The ex-
periments were conducted in a ﬂow reactor system under pyrolytic conditions
with benzene as bath gas and resulted in the Arrhenius expression kR173 =
10(13.4±0.3) exp
[
−(37700±700)
RT
]
1/s. It is reasonable to expect the reaction to be
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in the fall-oﬀ range at the conditions applied by Kirk and Knox. In the
present situation, the author assigns the pressure dependent rate expression
of the analogue decomposition reaction of CH3OOH (R59) obtained from ab
initio calculations by Zhu and Lin [266]. Within the investigated tempera-
ture interval of Kirk and Knox, the experimental rate expression lies a factor
of ∼2 above the calculated rate expression for atmospheric pressure, which
is an acceptable deviation considering the lack of other experimental and/or
theoretical data for veriﬁcation.
Hydrogen-atom abstraction from the alkyl group is expected to be more
pronounced for C2H5OOH compared to CH3OOH considering the presence
of secondary H atoms. However, due to the lack of experimental data, rate
constants for the H-abstraction reactions (R174), (R177), and (R179) have
all been adopted directly from corresponding reactions with CH3OOH assum-
ing CH3CHOOH (1-hydroperoxyethyl) to be the dominant radical product
analogues to CH2OOH. This approach probably implies an underestimation
of the involved rate constants, because the eﬀect of secondary H atoms is
not included. However, like CH2OOH, the author expects CH3CHOOH to
undergo rapid dissociation at the O–O bond and subsequent irreversible for-
mation of CH3CHO+OH (R182) with little inﬂuence on model predictions.
Pressure dependent rate expressions have been obtained from a recent ab
initio study by Bozzelli and co-workers [271] and carry great resemblance to
the corresponding rate constants for CH2OOH dissociation (R68) predicting
a very short lifetime of CH3CHOOH regardless of the applied conditions.
5.3.4.6 C2H5O Reactions
The thermal unimolecular dissociation of C2H5O proceeds either through
scission of the C–C bond to yield CH3+CH2O (R183), or by elimination of one
of the secondary H atoms to form CH3CHO+H (R184). Batt [651] used novel
static reactor experiments as well as previous, e.g. [141,652], to derive limit-
ing rate constants at high pressure: kR183,∞ = 1.0× 1015 exp
(−21600
RT
)
1/s and
kR184,∞ = 2.51×1014 exp
(−23400
RT
)
1/s. The underlying experimental conditions
ranged from 393 to 491K and near-atmospheric pressure. Choo and Benson
[653] later reconsidered the former expression using more accurate thermo-
chemistry to determine an updated value of kR183,∞ = 4.0×1013 exp
(−20000
RT
)
1/s. Within recent years, a number of studies of the thermal decomposition
of C2H5O have been published [272, 529, 654, 654–657] as well as some re-
views [516, 658, 659]. Among these, Caralp et al. [529] conducted the only
experimental investigation by measuring complete fall-oﬀ curves at total pres-
sures between 0.001 and 60 bar and temperatures from 391 to 471K. In order
to cover this wide pressure range, two diﬀerent experimental techniques were
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employed involving laser-ﬂash photolysis and a fast-ﬂow reactor, where the
latter technique enabled measurements at the lowest pressures (<0.01 bar).
Both setup used laser-induced ﬂuorescence to monitor the C2H5O decay pro-
ﬁles. Under the investigated conditions, dissociation to CH3+CH2O pre-
dominated and low- and high-pressure limiting rate coeﬃcients could be
directly determined from the experiments by an analysis of the measured
fall-oﬀ curves yielding kR183,0 = [He] 2.0× 1016 exp
(−13970
RT
)
cm3/mol s, kR183,∞
= 1.1× 1013 exp (−16790
RT
)
1/s, and Fcent,R183 = 0.76− T2060 . Caralp et al. also
conducted supplementary ab initio and density functional theory (DFT) cal-
culations that showed excellent agreement with the experimental measure-
ments and provided a reliable view of the potential energy surface of the
reaction. The latter indicated that the energy barrier governing the C–C
bond dissociation channel lies about 3 kcal/mol below the barrier for the com-
petitive C–H bond dissociation, and hence, explains the dominance of (R183)
at low temperatures. The theoretical work further enabled Caralp et al. to
calculate the high-pressure limit of the competitive pathway to CH3CHO+H:
kR184,∞ = 1.3×1013 exp
(−20060
RT
)
1/s. The experimental values of kR183,∞ from
Caralp et al. [529] lie signiﬁcantly higher than the values reported by Choo
and Benson [653] based on the ”corrected” experimental data from Batt and
co-workers referred above. This discrepancy can, to some extent, be at-
tributed to the applied pressure range in the early experiments where the
reaction is still slightly within the fall-oﬀ region. More recent ab initio cal-
culations by Somnitz and Zellner [655, 656] at 220–300K yielded kR183,0 =
1.0 × 1018 exp (−17180
RT
)
cm3/mol s and kR183,∞ = 2.95 × 1013 exp
(−17940
RT
)
1/s in
reasonable agreement with the results from Caralp et al. [529] when extrapo-
lating the calculated rate expressions to the experimental temperature range
391–471K. Hence, kR183,∞ from Somnitz and Zellner [656] is 40–20% below
the experimental rate coeﬃcient, while kR183,0 spans from 20% above to 60%
below the experimentally based expression. Somnitz and Zellner assumed N2
as collision partner for the calculations, while Caralp et al. used He in their
experiments, but it is impossible to deduce any reliable indications of the
impact of diﬀerent bath gases from a ﬁrst-hand comparison, considering the
large deviations in the individual Arrhenius parameters. The latter is to be
expected when the ﬁtted data points all lie within short temperature inter-
vals. In another recent theoretical study, Rauk et al. [657] obtained kR183,∞
= 4.0 × 1013 exp (−16810
RT
)
1/s, which consistently lies a factor of 3.6 above
the experimental rate expression from Caralp et al. [529]. However, Rauk
et al. pointed out themselves that their calculations predicted a surpris-
ingly low activation energy of 6.0 kcal/mol for the reverse association reaction
CH3+CH2O → C2H5O (–R183) compared to the experimentally determined
value of 7.4 kcal/mol [653], which could have led to the observed systematic de-
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sprecancy concerning kR183,∞. In the present work, the experimentally based
expression of kR183 from Caralp et al. [529] is preferred including the broad-
ening factor Fcent,R183 = 0.78 exp
( −T
1235
)
in Troe-format; see Section 5.2.2.1,
which is ﬁtted to discrete values of Fcent,R183 from [529] across the exper-
imental temperature range 391–471K. It is noted that the application of
the preferred rate expression in the present study involves extrapolations to
temperatures outside experimental veriﬁcation, which implies an increased
uncertainty; especially considering the narrow temperature interval underly-
ing the rate constant derivation. Owing to the dominance of the C–C bond
dissociation channel at low temperatures, recent studies of the alternative
channel to CH3CHO+H (R184) have all been theoretical and concerned with
the limiting rate constant at high pressure. Hippler et al. [272] compared high
level ab initio calculations for several larger alkoxy radicals from their pre-
vious work [529,660,661] with ”cheap” small-basis set DFT calculations and
obtained a very good agreement between transition structures and energies.
Conﬁdent that the DFT calculations provided a suﬃciently accurate predic-
tive tool, they further calculated activation barriers and Arrhenius parame-
ters for the high-pressure limits for several alkoxy radical decomposition re-
actions including kR184,∞ = 2.0×1013 exp
(−23450
RT
)
1/s. For comparison, Zhang
et al. [654] calculated the expression kR184,∞ = 1.30×109T 1.42 exp
(−20470
RT
)
1/s
using the QCISD(T) method developed by Pople et al. [662], while Rauk et
al. [657] proposed a value of kR184,∞ = 2.45×1013 exp
(−20920
RT
)
1/s from ab intio
CBS-RAD calculations. The proposed expressions of kR184,∞ by Batt [651],
Caralp et al. [529], Hippler et al. [272], Rauk et al. [657], and Zhang et al. [654]
show signiﬁcant scatter when extrapolated towards high temperatures. This
may again be attributed to the relatively narrow temperature ranges consid-
ered in all the referred studies. Again, the preferred rate expression is taken
from Caralp et al. [529], which lies within 50% range of the average extrap-
olated value of kR184,∞ at 500–1000K. None of these studies provide rate
coeﬃcients for the low-pressure limit of (R184) suitable for implementation
in kinetic modeling. As a consequence, (R184) is only represented by the
high-pressure limit in the present mechanism. This undoubtedly results in
an overprediction of the contribution from the C–H dissociation channel un-
less very high pressures are applied. Hence, at atmospheric pressure, (R184)
becomes dominant at temperatures above 690K, while it happens >1130K
at 50 bar. This may be within reason, but experimental and/or theoretical
veriﬁcation is needed.
Direct measurements of C2H5O+O2 (R187) are available from Gutman
et al. [409], Hartmann et al. [663], and Fittschen et al. [530], who all used
laser-photolysis/laser-induced ﬂuorescence with C2H5ONO/O2 mixtures in
the low-temperature range. These experiments cover temperatures from 295–
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411K, and the obtained values of kR187 are in very good agreement within the
common range 296–353K. Relative rate measurements reported by Zabarnick
and Heicklen [664] at 225–393K, and recent ab initio results from Setokuchi
and Sato [665] at 200–400K conﬁrm the direct measurements. The preferred
rate expression is drawn from the most recent work by Fittschen et al. [530]
yielding kR187 = (1.45±0.5)×1010 exp
[
−(645±240)
RT
]
cm3/mol s, but experimental
veriﬁcation remains of relevance at the elevated temperature range considered
in the present study.
The abstraction reactions between C2H5O and H (R185), and OH (R186),
are expected to be fast and proceed with little or no energy barrier. The
activation energies are probably less than 1 kcal/mol; similar to the analogue
reactions between CH3O+H (R70,R71) and CH3O+OH (R74). There are no
available measurements of the rate coeﬃcients of (R185) and (R186), so in
the present mechanism, estimated constant rate coeﬃcients of 3×1013 cm3/mol s
have been assigned to both reactions. The reaction between C2H5O+H may
have other potential product channels, e.g. C2H5+OH, C2H4+H2O, and
CH3+CH2OH. However, according to ab initio calculations by Marinov [138],
these dissociation channels all exhibit energy barriers that lie signiﬁcantly
higher than the internal energy of the reactants. As a consequence, they are
not expected to contribute signiﬁcantly at the temperatures of interest in the
present study compared to the direct abstraction reaction.
5.3.4.7 C2H5OH and 1-/2-C2H4OH Reactions
Complete reaction subsets for ethanol (C2H5OH) and the two alkyl radi-
cal derivatives 1- and 2-hydroxyethyl (1-C2H4OH and 2-C2H4OH) have been
adopted from the detailed kinetic model of Marinov [138] that describes high-
temperature combustion of C2H5OH. The C2H5OH subset includes rate coef-
ﬁcients for multichannel decomposition of C2H5OH and H-abstraction reac-
tions according to the general scheme: C2H5OH+X → products, where X =
H, O, OH, HO2, and CH3. The multichannel decomposition reaction includes
pathways to CH2OH+CH3 (R189), C2H5+OH (R190), C2H4+H2O (R191),
and CH3CHO+H2 (R192) that were all analyzed via RRKM/master equa-
tion calculations. An empirical branching ratio estimation procedure was
applied to determine the temperature dependent branching ratios of the H-
abstraction from the three distinct reaction sites in C2H5OH yielding C2H5O,
1-C2H4OH, and 2-C2H4OH respectively. This procedure utilized available ki-
netic and thermochemical data from analogue reactions with the two model
compounds: methanol (CH3OH) and propane (C3H8), including corrections
to account for the diﬀerent availability of H atoms. These two compounds
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were selected for the comparison because they exhibit similar bond strengths
and structural properties as C2H5OH. The resulting rate constants were even-
tually subjected to thorough discussions and comparisons with available data
from the literature, even though the latter was limited to comparisons with
some single-temperature measurements of C2H5OH+X and some scattered
experimental and theoretical data concerning the decomposition reaction.
The reader is referred to Ref. [138] for an elaborate discussion. Radical-
radical reactions with 1- and 2-C2H4OH are expected to be fast and fairly
independent of temperature. Marinov [138] estimated constant rate coeﬃ-
cients for these reactions. Experimental data are generally not available ex-
cept for 1-C2H4OH+O (R209) and 1-C2H4OH+H (R210+R211), where a few
low-temperature studies have been reported [666–668] proposing rate coeﬃ-
cients in good agreement with the estimated values by Marinov. Eventually,
Marinov [138] validated the complete detailed kinetic model against experi-
mental data sets obtained from several very diﬀerent experimental systems
including laminar ﬂames, shock tubes, and jet-stirred and turbulent ﬂow re-
actors; all with a satisfactory response. The considered reaction subset was
validated across a temperature and pressure range of 1000–1700K and 1–
4.5 bar respectively, as well as stoichiometric ratios from slightly lean to rich
(0.5–2).
5.3.4.8 CH3CHO/CH3CO Reactions
Acetaldehyde (CH3CHO) is either converted via thermal unimolecular disso-
ciation to CH3+HCO (D298 = 84.9 kcal/mol(2)), or by H-abstraction to formyl-
methyl (CH2CHO) or acetyl radicals (CH3CO) facilitated by radical reac-
tants. The latter path involves H–C scission of the primary H atom (D298 =
89.66 kcal/mol [137]), which is thermodynamically favored by a signiﬁcantly
lower bond strength compared to the secondary H–C bond scission (D298 =
97.9 kcal/mol(2)) leading to CH2CHO. This suggests that the unimolecular dis-
sociation reaction to CH3+HCO will predominate at the high pressure and
intermediate temperature conditions applied in the present work, with a mi-
nor contribution from the H-abstraction pathway to CH3CO. At the temper-
ature range of interest, the only favorable argument of CH2CHO formation is
the higher availability of secondary H atoms in CH3CHO. A similar compari-
son of bond dissociation energies of CH3CO; D298(CH3–CO) = 11.1 kcal/mol(2)
and D298(H–CH2CO) = 43.2 kcal/mol(2), provides strong indications that C–C
scission prevails over further radical abstraction of H atoms and subsequent
C=C bond formation to ketene (CH2CO). The mechanism presented in Ta-
2Calculated from D298(R–X) = H298(R) + H298(X)−H298(RX)
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ble 5.4 includes complete reaction subsets of CH3CHO, CH3CO, CH2CHO,
and CH2CO with rate coeﬃcient drawn from literature evaluations, well-
established combustion modeling, and individual studies of elementary reac-
tion rates. Here, the discussion will be limited to the important unimolecular
dissociation reactions of CH3CHO (R217) and CH3CO (R229).
Several earlier studies of the dissociation of CH3CHO to CH3+HCO
(R217) are available, e.g. [669–673]. Colket et al. [671] studied the pyrolysis of
1% CH3CHO diluted in N2 in a turbulent ﬂow reactor at temperatures from
roughly 1000 to 1200K and ambient pressure. These measurements were
combined with earlier static pyrolysis data of pure CH3CHO from Laidler
and Liu [669, 670] at temperatures around 800K from which, they derived
a high-pressure limiting rate constant. The assumption that the reaction
would be at the high-pressure limit at 1 bar was contradicted by the work
of Ernst and co-workers [672, 673], who conducted high-temperature (1350–
1650K) pyrolysis experiments behind reﬂected shock waves in CH3CHO/Ar
mixtures at a wide pressure range from 0.2–73 bar and observed fall-oﬀ be-
havior even at the highest pressure. In a recent combined experimental and
theoretical study, Gupte et al. [531] used shock wave heating of CH3CHO/Kr
mixtures with laser schlieren density gradient measurements at 1550–2400K
and 53–667mbar, as well as modern RRKM calculations employing high-
level a priori varational transition state theory and two-dimensional mas-
ter equation simulations to ﬁt the experiments in the fall-oﬀ region. Their
low-pressure experiments were well-predicted by the ab initio calculations.
Moreover, excellent agreement was obtained with the high-pressure measure-
ments of kR217,∞ and fall-oﬀ curves at 1400, 1500, and 1600K from Ernst and
co-workers [672, 673]. The present mechanism therefore applies the pressure
dependent rate expression proposed by Gupte et al. [531] including low- and
high-pressure limiting rate coeﬃcient and fall-oﬀ parameters in Troe-format.
Measurements of the unimolecular decomposition of CH3CO to CH3+CO
(R229) are limited to a few low-temperature photolysis studies in the fall-oﬀ
range, e.g. Watkins and Word [674], Anastasi and Maw [675], and Bald-
win et al. [676], that cover temperatures and pressures from 260–500K and
0.004–2.8 bar. Baulch et al. [145] used these data to determine kR229,∞ =
2.0 × 1013 exp (−8630
T
)
1/s including a minor correction in order to reconcile
with experimental data from the reverse association reaction [675]. The low-
pressure limit kR229,0 = 6.0×1015 exp
(−7080
T
)
cm3/mol s was ﬁtted to the fall-oﬀ
data from Bencsura et al. [677] with He as collision partner and a center
broadening factor of Fcent,R229 = 0.5. This experimentally based rate ex-
pression is generally in good agreement with calculated rate coeﬃcients at
speciﬁc pressures (0.01, 0.025, 0.1, 1, 10, and 100 bar of Ar; and k∞) re-
ported by Senosiain et al. [534]. These expressions were obtained from a
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RRKM/master equation model and they all fall less than a factor of 2 above
the recommended expression by Baulch et al. [145] at 400–1000K; which is
covered by the estimated uncertainty limit reported by Baulch et al. for Ar
as bath gas. It is expected that Ar resembles N2 more accurately than He in
terms of collision eﬃciency, and since N2 is applied as diluent in the present
experimental work, the preferred rate coeﬃcients are those obtained from
the theoretical work of Senosiain et al. [534].
5.3.5 NOx Reaction Mechanism
It is well established that NO and NO2 radicals can signiﬁcantly enhance hy-
drocarbon oxidation at low and intermediate temperatures [44, 45, 105, 107,
108,110,139,678,679]. This sensitizing behavior is a result of interactions with
the radical pool as well as direct reactions between NOx and stable species,
e.g. H2, O2, CH4, CH2O, and C2H6. A number of reactions take place that re-
cycle NO and NO2 directly or through intermediate formation and subsequent
decomposition of nitrous acid (HONO); both within the H/O/OH/HO2 and
the hydrocarbon radical pool. These NO/NO2 recycling mechanisms promote
the hydrocarbon oxidation scheme; either indirectly via formation of impor-
tant chain-carrying radicals, like OH and CH3; e.g. NO2+H  NO+OH
(R270), NO+HO2  NO2+OH (R260), NO2+HO2  HONO/HNO2+O2
(R276,R277), NO2+CH4  HONO/HNO2+CH3 (R284,R285), and HONO
(+M)  NO+OH(+M) (–R259); or by direct acceleration of the hydrocar-
bon oxidation chain; most importantly NO+CH3OO NO2+CH3O (R266),
NO2+CH3  NO+CH3O (R283), and NO2+CH2O HONO/HNO2+HCO
(R289,R290).
The NOx reaction mechanism is provided in Table 5.5 including direct
reactions between NOx and hydrocarbon species. Some of these are associ-
ation reactions to form nitrated hydrocarbons, e.g. CH3NO, CH3NO2, and
C2H5NO2, that may gain importance at the current high pressure conditions.
Some reactions only play secondary roles under the conditions of interest,
and hence, will not be discussed in detail. Compounds like N2O and NxHy
are not included in the mechanism, since these are only formed from NOx
at temperatures beyond those relevant to this study. Relevant subsets for
these species can, however, be obtained from previous combustion models,
e.g. [233, 680–682], in order to extend the operational temperature range of
the present mechanism.
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5.3.5.1 NO Reactions
The reaction between NO and H has two important product channels lead-
ing to collisionally stabilized HNO (R257) and N+OH. At high temperatures,
(–R257) also becomes an important HNO decomposition channel. Formation
of N+OH is strongly endothermic with ∆rH298 = 48 kcal/mol, which makes
it unimportant at the temperature range of interest. The third pathway to
NH+O is even more endothermic than the N+OH channel by about 23 kcal/mol
and is therefore also neglected. The association channel (R257) has mainly
been studied at room temperature; and only in the forward direction [145].
Clyde and Thursh [726] conducted experiments at 700K, and the recom-
mendation by Tsang and Herron [683] strongly relies on this work. Hydrogen
is the preferred bath gas in most studies, whereas investigations of colli-
sion partners of more practical importance, like N2 and H2O, are limited
to indirect determinations. Campbell and Handy [727] estimated the rate
constant at 395K based on discharge ﬂow-stirred reactor experiments with
H2/O2/NO, while Allen et al. [728] and Glarborg et al. [729] used a complex
mechanism and N2-diluted ﬂow reactor results from the N2O/H2 system at
995K and CO/O2/H2O/NO system at 1000–1170K respectively to ﬁt the
rate constant. The ﬂow reactor results are in good agreement with the re-
cent direct measurements of the low-pressure limit at 295–905K by Riley
et al. [684], who used a high-temperature photochemistry reactor with Ar as
bath gas. The low-temperature estimate by Campbell and Handy agrees well
with Tsang and Herron [683], whereas the two ﬂow reactor studies [728,729]
and the direct measurements [684] around 1000K consistently fall about a
factor of three below the recommended value by Tsang and Herron. This
may be the result of uncertainties in the estimated third-body eﬃciency of
N2 by Tsang and Herron or the characterization of the pressure dependency
in general. The present mechanism has adopted the low-pressure limit from
Riley et al. [684], including their recommended enhanced third-body eﬃ-
ciency factor of 1.6 for N2, together with the high-pressure limit from Tsang
and Herron [683] and recommended fall-oﬀ parameters. The author is aware
that this description of the fall-oﬀ region is questionable due to the uncertain
characterization of the pressure dependency.
Two possible product channels are available for the reaction between NO
and O leading to collisionally stabilized NO2 (R258) and N+O2. Again, the
bimolecular pathway only becomes important at high temperatures outside
the range of interest in the current study and it is therefore neglected. The
recombination reaction is well characterized across wide temperature and
pressure intervals, e.g. [730–733]; and old [683] and recent [145] literature
based evaluations are generally in good agreement. The present mechanism
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has adopted the high- and low-pressure limits from Tsang and Herron [683].
The Troe parameters are given at speciﬁc pressures based on a ﬁt to the
original center broadening factor from Tsang and Herron, Fcent,R258 = 0.95−
1× 10−4T , that does not comply with the required format of the Chemkin
input ﬁle [186]. The pressure dependent rate expression in Table 5.5 is valid
for N2 as collision partner, but a separate expression for M = Ar is also
available from Tsang and Herron [683].
The association reaction of NO+OH to HONO (R259) plays an impor-
tant role in the HOx cycle by either consuming or liberating (through the
reverse reaction) OH radicals depending on the reaction conditions. In the
present study, (–R259) is expected to gain particular importance as a ma-
jor OH formation channel due to the establishment of a signiﬁcant HONO
pool from NO2+H2  HONO+H (R271), NO2+HO2  HONO+O2 (R276),
and isomerization of HNO2 (R319). The addition reaction NO+OH(+M)
 HONO(+M) has only been studied at lower temperatures in the range
of 100–500K, see e.g. [683, 697] for an overview. Tsang and Herron [683]
based their recommendation on available low-temperature data combined
with transition state and RRKM calculations to extend the temperature and
pressure range and yield high- and low-pressure limits at temperatures up to
2500K with N2 as bath gas. They accompanied their ﬁnal rate expression
with an uncertainty factor ranging from 1.4 at room temperature to a value
of 3 at the highest temperature. Recent experimental investigations of the
pressure dependence of (R259) by Forster et al. [734] (1–150 bar) and Fulle
et al. [685] (1–1400 bar) both used He as bath gas and maximum tempera-
tures of 298 and 400K respectively. The pressure dependent rate constant
proposed by Fulle et al. matches the recommendation by Tsang and Herron
at low pressures and/or high temperatures, but exceeds it by more than a
factor of 4 at 100 bar and elevated temperatures relevant to this study. The
more recent experimentally based rate expression from Fulle et al. [685] is
preferred in the present study despite the uncertainties related to the tem-
perature extrapolation and change of collision partner compared to the rate
constant from Tsang and Herron.
The reaction NO+HO2  NO2+OH (R260) is one of the most impor-
tant reactions in the NOx sensitized conversion of hydrocarbon fuels, because
it eﬀectively substitutes less reactive HO2 radicals with highly reactive OH
radicals. Ab initio calculations [735] indicate that NO2+OH is the predom-
inant product channel following an addition/stabilization mechanism with
HOONO* as the intermediate adduct and subsequent 1,2-migration of the
HO-group prior to bond cleavage. Only at very high temperatures may the
reaction give rise to a competitive yield of HNO+O2, but this is of no impor-
tance at the temperature range of interest in the present study. The rate con-
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stant for (R260) is well-established from more recent experiments [736–741]
that cover the overall temperature range 206–1760K. The preferred rate con-
stant from Baulch et al. [145] is based on these data; in particular, the dis-
charge ﬂow reactor results from Howard [738,739] (232–1271K) and Seeley et
al. [741] (206–295K) that are in excellent agreement and allowed Baulch et
al. to assign a small uncertainty factor of 1.4 to the rate constant estimate.
The experiments by Seeley et al. were conducted at varying pressures from
93–253mbar, but showed no signs of a pressure eﬀect. This observation was
conﬁrmed by room-temperature measurements by Bohn and Zetzsch [742] at
0.1–1 bar. Support of the preferred rate constant is also found in the more
scattered results from Leu [737] at 270–425K, and the room-temperature
measurement by Hack et al. [740]. High-temperature data for the reverse
reaction, i.e. k−R260, from Glänzer and Troe [736] (1340–1760K) are also
consistent with the preferred rate constant even though these data involve a
number of uncertainties related to important side reaction.
5.3.5.2 NO2 Reactions
The reaction NO2+H  NO+OH (R270) is an important source of OH
radicals. A large body of experimental data are available in the low to in-
termediate temperature range [145], but a comparison of the measurements
reveals signiﬁcant scatter; especially at temperatures above 400K. Earlier
data [743, 744] indicate a rate constant that may be up to two times faster
than more recent measurements [692]. Baulch et al. [145] recommended a
least square ﬁt to all available data within 230–800K yielding an activation
energy of 676 cal/mol. However, the low to medium-temperature photochem-
istry experiments (260–760K) by Ko and Fontijn [692] indicate a smaller
activation energy of 362 cal/mol for the reaction. Their recommended rate
constant matches the evaluation of Baulch et al. [145] at room temperature,
but yields values that are lower by a factor of 1.4–1.7 across the tempera-
ture range 500–1300K. The recent shock-tube study by Su et al. [745] cov-
ered temperatures in the range 1100–2000K. They interpreted the results
in terms of a temperature independent rate constant, supported by earlier
low-temperature data from Michael et al. [746], but the resulting rate con-
stant falls signiﬁcantly below the recommendation by Baulch et al. at high
temperatures. However, the scatter in their data prevents an accurate de-
termination of the activation energy. The present mechanism applies the
rate constant of kR270 from Ko and Fontijn [692] that exhibits a low reported
uncertainty limit of ±21%. Ab initio calculations by Nguyen et al. [747]
indicate that (R270) completely predominates over the stabilization of the
unimolecular products, i.e. NO2+H(+M)  HNO2/HONO(+M), except
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at high-pressure/low-temperature conditions beyond those relevant to this
study (>100 bar and <298K). As a consequence, (R270) is the only product
channel from NO2+H included in the mechanism.
The reaction between NO2 and O has two competing product channels.
Most experimental data on the bimolecular channel to NO+O2 (R273) fall in
the low-temperature region, see e.g. [683,697]. Bemand et al. [694] measured
kR273 at temperatures from 298–1055K with an overall uncertainty factor of
1.37 using two independent discharge ﬂow systems. Tsang and Herron [683]
recommended the slightly higher low-temperature estimate (230–350K) from
Atkinson et al. [748], but extended the valid temperature range to 200–
2500K, while keeping the original uncertainty factor of 1.2 from Atkinson
et al. At temperatures below 350K, the discrepancy between measurements
of Bemand et al. and literature recommendations of Tsang and Herron is less
than 10%, but the deviation increases at higher temperatures to yield values
outside the uncertainty limits above 1200K. This study prefers the measured
rate constant from Bemand et al. [694] due to the extended temperature val-
idation. Experimental characterization of the competing addition reaction
to NO3 (R274) is restricted to the low-temperature region. Tsang and Her-
ron [683] recommended the high-pressure limit from Atkinson et al. [748]
(200–400K) with an uncertainty factor of 2 together with an extrapolated
low-pressure limit to cover the temperature range of 200–2500K and N2 as
collision partner. The rate constant used in the present mechanism has been
adopted from Hahn et al. [695], who conducted a combined experimental
and theoretical study of the temperature and pressure dependence of (R274)
using laser ﬂash-photolysis and trajectory calculations on standardized va-
lence potentials of the involved species at conditions ranging from 300–400K
and 1–900 bar N2 atmosphere. The proposed rate constant agrees well with
values from Tsang and Herron at temperatures and pressures below 500K
and 100 bar. However, further extrapolation to 800 and 1100K yields values
that are about 1.5–2 times higher than predicted by kR274 from Tsang and
Herron [683].
The reactions of NO2+H2 to HONO+H (R271) and HNO2+H (R272)
constitute the principal initiation mechanism in the H2/NOx system. Tsang
and Herron [683] recommended the use of kR271 from Slack and Grillo [749],
which is based on shock tube measurements of the ignition delay of H2/air
mixtures perturbated with NO2 at 760–1000K and 1–4 bar. It is noted that
Tsang and Herron assigned a high uncertainty factor of 5 to this rate ex-
pression. More recent investigations [169,693,750] indicate that kR271 should
be somewhat lower. Expressions of kR271 and k−R271 were derived by Park
et al. [693] based on ab initio calculations with transition state parame-
ters from Hsu et al. [751]. These rate constants are in good agreement
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with the single ﬂow reactor measurement at 833K reported by Mueller et
al. [750]. No previous reports have mentioned the alternative product chan-
nel to HNO2+H (R272), which is a thermodynamically less stable species of
HONO. Even so, the competitive formation of HNO2 may be important be-
cause HNO2 cannot dissociate to OH radicals like HONO. Instead, it may act
to remove OH through HNO2+OH  NO2+H2O (R321). However, recent
ab initio CBS-QB3 calculations by Marshall [142] (see more details in Sec-
tion 5.3.5.12) indicate that (R272) is unimportant at temperatures roughly
<1600K, while the path to HNO2 can be associated with ∼10% of the prod-
uct yield from NO2+H2 at temperatures >1600K. Marshall calculated the
rate constant kR272 = 2.43T 3.73 exp
(−16306
T
)
cm3/mol s across the temperature
range 700–2000K including an Eckart tunneling correction [752] that con-
tributed less than a factor of 1.45 within the investigated temperature range.
Similarly, H-atom tunneling only aﬀected the calculated expression of kR271 =
12.4T 3.70 exp
(−14733
T
)
cm3/mol s by a factor of 1.2. The rate constant of kR271
from Marshall conﬁrms the previous value of kR271 from Park et al. [693],
which is therefore still recommended for combustion modeling. It is noted
that the referred experimental studies of NO2+H2 by Slagle and Grillo [749],
and Mueller et al. [750] were both conducted at temperatures <1000K, where
formation of HNO2 is negligible, so it is unlikely that the previous experimen-
tal rate determinations of kR271 have been subjected to secondary interference
from (R272). The present mechanism includes the calculated expressions of
kR271 and kR272 from Park et al. [693] and Marshall [142] respectively, even
though it is evident that (R271) will be the dominant product channel at
conditions relevant to the present work.
Experimental data on the NO2+OH association reaction to HONO2
(R275) are available at low temperatures (<480K) [697, 753–755], while
a few dissociation experiments (–R275) have been reported at 800–1200K
[756, 757]. At high pressures, the reaction is complicated by competitive
formation of the HOONO isomer [755,758,759]. Troe [696] conducted a the-
oretical analysis of the temperature and pressure dependence of (R275) over
the range 50–1400K and pressures up to 1000 bar. Troe also considered the
impact from potential formation of HOONO based on an estimated rate ex-
pression, and found it to be negligible at pressures below 1 bar, whereas
yields up to 20% may occur at 100 bar and 200–400K. HOONO is also
the intermediate adduct in the important OH formation reaction NO+HO2
 NO2+OH (R260), which is energetically favored in the forward direc-
tion [735]. Consequently, it is expected that HOONO will mainly redisso-
ciation back to NO2+OH with no net impact on concentrations of species
involved in (R275). The preferred expression of kR275 has been adopted from
the work of Troe [696] and is consistent with the available experimental data
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despite a limited accuracy of the estimated values of Fcent, kR275,0, and kR275,∞
due to uncertainties in a number of important molecular parameters.
A recent ﬂow reactor and detailed kinetic modeling study of NOx/hydro-
carbon interactions by Glarborg et al. [113] has identiﬁed NO2+HO2 
HONO+O2 (R276) as an important HO2 removal channel in competition
with HO2+ HO2  H2O2+O2 (R15) and NO+HO2  NO2+OH (R260).
Glarborg et al. used kR276 = 6.3× 107T 1.25 exp
(−5000
RT
)
cm3/mol s from Hori et
al. [760], whose estimate complies with the room temperature upper limit
[761] and rate constant data derived from high-temperature shock tube mea-
surements by Glänzer and Troe [736]. The accuracy of the latter results are,
however, in question due to uncertainties in important side reactions. Hori
et al. [760] disregarded the competitive formation of HNO2+O2 (R277) and
used (R276) as the sole product channel from NO2+HO2 in a detailed ki-
netic model with 126 species and >600 reactions from the NOx/C1−3 system
without any further discussion or reasoning. The uncertainty of this esti-
mated rate constant is expected to be in the range of one to two orders of
magnitude. Chan and Pritchard [762] recently published an ab initio study
of important reactions from the HNO2 subset including recommendations
for both kR276 and kR277. These calculations favored the HNO2+O2 prod-
uct channel (R277) over HONO+O2 (R276) by more than a factor of two at
temperatures above 500K, and suggested that the overall rate constant for
NO2+HO2 should be one to ﬁve orders of magnitude lower than estimate by
Hori et al. at temperatures ranging from ∼2000K towards ambient. The
reaction mechanism has recently been scrutinized by Marshall [142] based
on as yet unpublished ab initio CBS-QB3 calculations; see Section 5.3.5.12
for more details. It seems that at sub-ambient temperatures, NO2 and HO2
predominantly add to form stabilized HOONO2, as described by Gierzcak et
al. [763], but this pathway is suppressed at elevated temperatures relevant to
combustion; including the intermediate temperature range considered in the
present study. Here, the reactants instead form a hydrogen-bonded adduct
at the entrance of the reaction coordinate favoring the orientation leading
to HONO+O2 (H· · ·N association is weaker than H· · ·O for NO2). How-
ever, while hydrogen-bonding stabilizes the transition state to HONO+O2,
it also makes the entropy unfavorable, and consequently, the reaction to
HONO+O2 (R276) becomes slower relative to HNO2+O2 (R277) when the
temperature increases. The predicted rate expressions for kR276 and kR277
by Marshall [142] are included in the model in Table 5.5. It is seen that
kR277/kR276 > 1 at temperatures roughly >500K, and the ratio yields values
of 2.4 and 3.3 at 1000 and 1500K respectively. The overall rate constant
kR276 + kR277 is more than 10 times lower than the expression from Hori et
al. [760], but substantially higher than the corresponding overall rate con-
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stant calculated by Chan and Pritchard [762].
Reactions are available to account for the direct conversion between NO,
NO2 (R278), NO3 (R279, R305), and the dimers N2O3 (R280) and N2O4
(R281). This conversion is driven by increasing pressure and the availabil-
ity of molecular oxygen, e.g. through NO+NO+O2  NO2+NO2  N2O4,
whereas increasing temperatures promote the reverse decomposition reac-
tions. A shock tube study of the thermal decay of NO2 by Röhrig et al. [732]
has recently provided experimental data for (R278) and (R279) at high tem-
peratures (1350–2100K). Park et al. [693] combined these data for (R278)
with results from pyrolysis experiments with NOx at intermediate tempera-
tures (602–954K) to yield an expression of kR278 across the temperature range
600–1450K. Data for (–R278) are also available from Olbregts [764], who
conducted static reactor experiments with NO/O2 mixtures at intermediate
temperatures from 226–758K. They obtained an expression of k−R278 that
agrees within 15% of the expression advocated by Park et al. at temperatures
from 600–1450K. The rate constant for the bimolecular channel NO2+NO2
 NO3+NO (R279) has been adopted from Tsang and Herron [683], who
based their recommendation on the low-temperature evaluation by Atkinson
et al. [748] as well as high-temperature shock tube data from Freund and
Palmer [698]. The data from Freund and Palmer showed considerable scat-
ter, which led Tsang and Herron to estimate an uncertainty factor of 5 at
temperatures above 600K. Nevertheless, a comparison of kR279 from Tsang
and Herron with the high-temperature measurements from Röhrig et al. [732]
reveals excellent agreement within a factor of 1.2 at 1350–2100K.
Rate constants governing the formation of the dimers N2O3 (R280) and
N2O4 (R281) have been drawn from the evaluation by Atkinson et al. [697] in-
cluding fall-oﬀ parameters and corrections for N2 as collision partner. These
rate constants are largely based on the low-temperature studies by Mark-
walder et al. [765] and Borrel et al. [766]. Formation of N2O5 from NO2+NO3
is not included in the mechanism due to an expected low availability of NO3.
The direct oxidation of CO by NO2 (R282) has been characterized in
a number of experimental studies. The early high-temperature shock tube
measurements from Milks et al. [767], and Freund and Palmer [698, 768]
are all in excellent agreement. They are also consistent with earlier studies
at moderate to high temperatures (500–1500K), e.g. [769–772]. On this
background, Tsang and Herron [683] recommended the direct use of the rate
constant from Freund and Palmer [698] including the original experimental
uncertainty factor of 2.5. The present work follows this recommendation.
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5.3.5.3 NOx/Alkane Reactions
NOx radicals exhibit a certain aﬃnity for H-atom abstraction from CH4,
which has signiﬁcant potential in relation to low-temperature initiation of
CH4. Yamaguchi and co-workers [699, 773] conducted a theoretical study of
the selective oxidation of CH4 with NOx at 800K and 1 bar with particular
emphasis on the NOx induced H-abstraction from CH4 based on ab initio
molecular orbital theory. These calculations conﬁrmed that NO2+CH4 has
two important product channels forming CH3 and either of the two isomers
HONO (R284) and HNO2 (R285), where the latter is favored by a slightly
lower energy barrier. A comparison with the corresponding initiation re-
action CH4+O2  CH3+HO2 (–R40) indicates that the energy barrier is
lowered by about 20–25 kcal/mol when NO2 is the reactant rather than O2. In
the earlier of their two papers, Yamaguchi et al. [699] also considered the
initiation reaction NO+CH4  HNO+CH3 (–R311), but the potential en-
ergy surface calculations revealed a barrier height of similar magnitude as
CH4+O2. Consequently, NO2+CH4 is expected to prevail as the dominant
initiation reaction in the CH4/O2/NOx system. It is noticed that the re-
verse reaction of NO+CH4 (i.e. HNO+CH3  NO+CH4 [R311]) faces a
lower energy barrier of +8.4 kcal/mol relative to HNO+CH3, and hence, may
become important for CH3 radical termination at elevated temperatures.
This reaction will be discussed in Section 5.3.5.11. A theoretical study by
Chan et al. [774] have presented ab initio calculations of the NO2 induced
initiation of diﬀerent aliphatic hydrocarbon fuels at 600–1100K, including
CH4 and C2H6, based on a similar level of theory as Yamaguchi and co-
workers. Contrary to Yamaguchi and co-workers, who only considered the
typical trans-isomer of HONO, Chan et al. distinguished between the cis-
and the trans-isomer and found that the reaction path to cis-HONO has the
lowest activation energy, while the channel to trans-HONO has the largest
activation energy with formation of the third isomer HNO2 lying in between.
Chan et al. explained the lower energy path through the cis-conﬁguration by
the involvement of a transition state composed of a ﬁve-membered ring-like
structure with its attendant stabilization. This phenomenon has previously
been reported by Boﬁll et al. [411] in connection to the reaction between
CH3O+O2. The transition state leading to cis-HONO is, however, much
tighter than the transition state for HNO2 formation due to the constrained
nature of the involved ring-structure, so Chan et al. still predicted a slightly
higher rate coeﬃcient for HNO2 formation. A comparison between the pro-
posed rate coeﬃcients from Yamaguchi and co-workers [699, 773] and Chan
et al. [774] shows excellent agreement above 700K for the reaction path
leading to HNO2, whereas the rate coeﬃcient from Chan et al. for the for-
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mation of trans–HONO is higher than the rate constant from Yamaguchi
and co-workers by a factor of 23 at 600K falling to a factor 3 at 1100K.
trans-HONO is only slightly more energetically favorable than cis-HONO;
by about 0.3 kcal/mol [775], and there is a relatively high cis/trans interconver-
sion barrier of 11.7 kcal/mol. This means that once cis-HONO is formed, e.g.
via NO2+CH4, it is likely to remain in the reaction mixture. Unfortunately,
there are no experimental results available to substantiate the theoretical
predictions regarding the product distribution from NO2+CH4. Early shock
tube experiments were conducted at 1300–1900K by Slack and Grillo [776],
who proposed an activation energy of 30.0 kcal/mol for the reaction between
NO2 and CH4; originally with a pre-exponential factor of 7.0× 1011 that was
later revised to 1.2 × 1013 cm3/mol s [777]. Slack and Grillo only considered
one reaction channel to HONO+CH3, so their proposed rate coeﬃcient may
be considered as an overall rate constant. The theoretically predicted over-
all rate coeﬃcients from Yamaguchi and co-workers [699, 773] and Chan et
al. [774]; obtained by summation of individual reaction channels, both lie
considerably higher than the experimental value at 1300–1900K. The theo-
retical prediction from Chan et al. reveals the largest deviation by a factor of
4 at 1300K increasing to a factor of 11 at 1900K. However, all experimental
and theoretical values are consistent within a factor of 2.5 in the intermedi-
ate temperature range 800–1100K. The present mechanism has adopted the
theoretical rate coeﬃcients from Yamaguchi and co-workers [699,773], which
means that no distinction is made between the cis- and the trans-isomer
of HONO. This has also been the common approach in previous modeling
work. It is expected that HONO is primarily removed through dissocia-
tion, i.e. HONO(+M)  NO+OH(+M) (–R259). Considering the almost
identical energy content of the cis- and trans-isomers, it is expected that
their dissociation rate constants will also be similar, in which case, the po-
tential error invoked by neglecting the diﬀerent isomeric structures will be
minimal. It is noted, though, that bimolecular reactions with cis- and trans-
HONO may exhibit very diﬀerent rate constants, as speciﬁed by Chan and
Pritchard [762] in their proceeding publication about the subject. An alter-
native choice of kR284 is the combined value of kNO2+CH4→trans-HONO+CH3 +
kNO2+CH4→cis-HONO+CH3 from Chan et al. [774]. This would have resulted in a
signiﬁcantly higher value of kR284 than currently applied in the mechanism,
but experimental investigations are needed to clarify this discrepancy.
There are no experimental studies of the corresponding initiation reaction
between NO2+C2H6 (R299,R300), but the reaction is expected to proceed
similar to NO2+CH4. In the absence of prior investigations, rate coeﬃcients
are therefore estimated based on kR284 and kR285 for NO2+CH4 with a cor-
rection of the activation energies of −4.4 kcal/mol to reﬂect the diﬀerence in
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∆rH298. These estimates need experimental and/or theoretical veriﬁcation;
especially considering the uncertainties related to NO2+CH4; as discussed
above.
5.3.5.4 NOx/Alkyl Reactions
A key reaction in NOx sensitized oxidation of hydrocarbon fuels is the dispro-
portionation reaction of NO2+CH3 to NO+CH3O (R283). The reaction takes
place via adduct formation with a side production of collisionally stabilized
CH3NO2 (nitromethane) (–R326), which may become substantial at the high
pressure conditions used in the present work. Ab initio calculations [778–780]
have indicated that competitive formation of CH3ONO (methylnitrite) is en-
ergetically unfavorable, and even if CH3ONO is formed, it will mainly dis-
sociate to NO+CH3O, even at intermediate temperatures, making it indis-
tinguishable from the bimolecular channel (R283). For this reason, most
previous modeling work have neglected the formation of CH3ONO from
NO2+CH3 and the present study is no exception. Nitromethane and similar
energetic materials are of interest as propellant fuels, e.g. for race car en-
gines and rockets, and the thermal decomposition mechanism further serves
as model reaction for more complex nitrogenated hydrocarbons used in e.g.
high explosives, like trinitrotoluene (TNT) [781]. Consequently, most ex-
perimental studies of the association channel from NO2+CH3 to CH3NO2
focus on the reverse decomposition reaction. Glänzer and Troe [722, 782]
conducted shock tube experiments with highly diluted mixtures of CH3NO2
in Ar at 900–1400K and 1.1–41 bar to determine the rate coeﬃcients for
both the disproportionation reaction (R283) and the thermal dissociation
of CH3NO2 (R326). The results were interpreted in terms of a simpliﬁed
mechanism involving only (R283) and (R326), where the latter was de-
scribed by a simple Lindemann expression (Fcent,R326 = 1) with kR326,∞ =
1.78×1016 exp
[
−(58500±500)
RT
]
1/s and kR326,0 = 1.26×1017 exp
(−42000
RT
)
cm3/mol s.
The bimolecular channel was assigned kR283 = 1.3 × 1013 cm3/mol s. These
rate expressions have found support in several other studies in the ﬁeld at
both low [783,784], intermediate [785–787], and high temperatures [788–791].
Despite this consistency between literature data, there have been indica-
tions [791] of a more complex pyrolysis chemistry of CH3NO2 than proposed
by Glänzer and Troe. In order to clarify this issue, Glarborg et al. [139]
recently challenged the rate coeﬃcients from Glänzer and Troe. They re-
analyzed experimental data from Glänzer and Troe [722], Hsu and Lin [789],
and Zhang and Bauer [791], covering temperatures and pressures from 1000–
1400K and 0.5–6.0 bar, and used a detailed reaction mechanism for the ther-
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mal decomposition of CH3NO2 to characterize the fall-oﬀ behavior of (R326).
Glarborg et al. concluded that the high- and low-pressure limiting rate co-
eﬃcients proposed by Glänzer and Troe are consistent with recent measure-
ments provided a center broadening factor of Fcent,R326 = 0.183 is introduced
to describe the fall-oﬀ behavior. Glarborg et al. [139] additionally proposed
a slight negative temperature dependence of kR283 = 4.0× 1013T−0.2cm3/mol s
to reconcile the high-temperature value from Glänzer and Troe with the
room-temperature measurements of 1.4×1013 cm3/mol s by Yamada et al. [783]
and Biggs et al. [784]. The more recent shock tube measurements by Srini-
vasan et al. [259] conﬁrm this value in the high-temperature range 1360–
1695K, whereas Wollenhaupt and Crowley [792] report a low-temperature
value (233–356K) of kR283 = 1.1 × 1013 cm3/mol s, which is slightly below the
recommendation of Glarborg et al. Nevertheless, the present mechanism has
adopted rate expressions of kR283 and kR326 from Glarborg et al. [139].
A few experimental studies of the thermal decomposition of C2H5NO2 (ni-
troethane) (R343) have also been published yielding the reverse rate constant
for the analogue association channel of NO2+C2H5. Glänzer and Troe [723]
conducted shock tube measurements at 900–1350K and 0.33–33 bar in Ar
atmosphere, where the reaction is near the high-pressure limit. This study
was similar to the previously referred work by Glänzer and Troe concerning
CH3NO2 decomposition, and again, a simple Lindemann expression was pro-
posed (Fcent,R343 = 1) with kR343,∞ = 7.94× 1015 exp
(−57000
RT
)
1/s and kR343,0
= 1.0 × 1018 exp (−36000
RT
)
cm3/mol s. This rate expression lies somewhat be-
low available measurements from Cottrell et al. [793], Wilde [794, 795], and
Dubikhin et al. [796] in the intermediate temperature range 593–715K and
total pressures from 0.1 to 1 bar. In order to reconcile these data with the
high-temperature results from Glänzer and Troe, the present mechanism uses
the high-pressure limiting rate coeﬃcient kR343,∞ = 2.0 × 1015 exp
(−54000
RT
)
1/s, modiﬁed in the present work, together with kR343,0 and Fcent,R343 = 1
taken directly from Glänzer and Troe [723]. The resulting rate expression is
not expected to be fairly accurate outside the temperature range of experi-
mental validation. The competitive disproportionation channel NO2+C2H5
 NO+C2H5O (R296) is represented in the mechanism by the rate coef-
ﬁcient of the analogue reaction between NO2 and CH3 (R283). This is in
poor agreement with the relative rate measurement of kR296/k−R343 = 0.84
at room-temperature and 0.02 bar reported by Canosa et al. [797]. It predicts
a value of kR296 about two orders of magnitude below the preferred rate co-
eﬃcient when applying the current expression of kR343 with thermodynamic
data enclosed in this work to calculate the equilibrium constant. However,
this discrepancy may just as well be an indication of the uncertainty that
can be attributed to the proposed expression of kR343 in the sub-ambient
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temperature range.
The reaction between NO and CH3 is only represented by the addi-
tion/stabilization channel to CH3NO (nitrosomethane) (R261). Formation of
bimolecular products, like CH2N+OH, HCN+H2O, and HNO+CH2, is lim-
ited by substantial energy barriers making these pathways negligible at the
intermediate temperature range of interest. The preferred pressure depen-
dent expression of kR261 has been adopted from the work of Davies et al. [686],
who measured the rate constant at 296, 407, and 509K, and varying pres-
sures from 0.03 to 0.8 bar in an Ar atmosphere using laser ﬂash photolysis
and time-resolved IR absorption spectroscopy to follow the CH3 radical decay.
The results were analyzed using a master equation approach from which, the
limiting rate coeﬃcients were derived: kR261,∞ = 9.0×1012 exp
(−60
T
)
cm3/mol s
and kR261,0 = 2.5× 1016 exp
(
1430
T
)
cm6/mol2 s. The room-temperature photol-
ysis experiments by Pilling et al. [798], Van den Bergh and Callear [799],
Wallington et al. [800], and Kaiser [337] conﬁrm these rate measurements.
The latest results from Kaiser [337] cover a wide pressure range from 0.04
to 10 bar constituting an excellent high-pressure continuation of the results
from Davies et al. [686]. Room-temperature measurements of the title reac-
tion were also presented by Jodkowski et al. [801], who used pulse radioly-
sis of acetone/NO mixtures with absorption spectrometric detection of the
CH3 conversion. They combined own measurements with previous results on
which basis, they derived limiting rate coeﬃcients in good agreement with
those from Davies et al. All reported rate measurements are in the fall-oﬀ
regime showing a strong pressure dependence. The preferred rate expression
is based on the limiting rate constants from Davies et al. [686] with a ﬁtted
center broadening factor of Fcent,R261 = 5.0×exp
(−T
120
)
to describe the fall-oﬀ
behavior. It has been necessary to ﬁt Fcent,R261 to obtain the conventional
Troe expression, cf. Equation (5.24), suitable for kinetic modeling with the
Chemkin software [186]. The ﬁtted rate expression describes the fall-oﬀ be-
havior of (R261) reasonably well at elevated temperatures, cf. comparisons
with the data sets from Davies et al. at 407 and 509K, whereas the available
room-temperature data are generally underpredicted. This discrepancy is
accepted in the present study considering the elevated temperature range of
interest.
5.3.5.5 NOx/Alkoxy Reactions
The reaction of NO with CH3O either follows a disproportionation path-
way to HNO+CH2O (R264) or an association path to CH3ONO (R265).
The alternative path to NO2+CH3 was previously considered in the reverse
direction. This channel is endothermic when it proceeds from NO+CH3O
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making it an unlikely competitor to the HNO+CH2O formation pathway.
The preferred rate expressions originate from the recent combined exper-
imental and theoretical study by Caralp et al. [689]. They measured the
overall rate of NO+CH3O in a He atmosphere using a discharge ﬂow system
for low-pressure investigations (0.7–7mbar, 248–473K) and a pulsed laser
photolysis system for higher pressures (0.04–0.667 bar, 284–364K). Both ex-
perimental systems utilized laser-induced ﬂuorescence detection of CH3O de-
cay proﬁles. The results were combined with previous experimental data
from the literature [802–805] on which basis, a multichannel RRKM analysis
was developed, ﬁtted to the experimental database, and used to characterize
the reaction mechanism and predict limiting rate constants, fall-oﬀ behavior,
and branching fractions. The potential energy surface calculations indicated
that the disproportionation reaction (R264) occurs simultaneously by direct
H-abstraction at the nitrogen atom of NO, and by formation of the adduct
CH3ONO* followed by rearrangement and bond cleavage to HNO+CH2O.
The latter path further competes against stabilization of the adduct (R265).
This gives rise to a non-Arrhenius behavior of (R264) represented by kR264 =
7.53×1012 exp (−1015
T
)
+ 2.49×1018T−2.56 cm3/mol s that exhibits a character-
istic rate minimum around 400K. The pressure dependent rate expression for
the competitive stabilization channel was ﬁtted to the conventional Troe ex-
pression using kR265,∞ = 5.99× 1014T−0.6 cm3/mol s, kR265,0 = 8.14× 1025T−2.8
cm6/mol2 s, and Fcent,R265 = exp
(−T
900
)
. These expressions of kR264 and kR265
from Caralp et al. [689] are in good agreement with proposed values from a
previous combined experimental and theoretical study by He et al. [715]
covering temperatures and pressures from 450–520K and 0.067–1 bar, as
well as the early static reactor experiments from Batt et al. [806] at 440–
473K and 0.9 bar. Zaslonko et al. [401] proposed a high-temperature value
of kR264 based on shock tube experiments with thermal decomposition of
CH3ONO and CH3ONO2 at 850–1200K, which is 4–5 times below the pre-
ferred rate constant. Hsu et al. [807] also measured the thermal decomposi-
tion of CH3ONO behind reﬂected shock waves; this time at 680–955K and
0.8–2 bar, where the reaction is in the fall-oﬀ region. From these experi-
ments, Hsu et al. ﬁtted a second-order Arrhenius expression, which is in
good agreement with the value of k−R265 calculated from the pressure depen-
dent formulation from Caralp et al. [689] using thermodynamic data from
Table 3.1 to determine the equilibrium constant.
The mechanism of the reaction between NO2 and CH3O (R292,R293)
is expected to resemble that of NO+CH3O discussed above. McCaulley et
al. [701] used a discharge ﬂow reactor with laser-excited ﬂuorescence spec-
troscopy to conduct measurements at low pressures (0.8–5.4mbar) across the
temperature range 220–473K from which, they derived temperature depen-
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dent expressions of kR292 and the low-pressure limit kR293,0. The former was
accepted in later studies by Biggs et al. [784] and Frost and Smith [704],
who subtracted k298R292 from low-pressure/room-temperature measurements of
kNO2+CH3O→prod. in order to determine the contribution from the association
pathway to CH3ONO2 (R293). These results demonstrated that CH3ONO2 is
the dominant product at total pressures above ∼1.3mbar and ambient tem-
perature. More recent measurements were reported by Martínez et al. [702],
who used laser photolysis of CH3ONO to generate CH3O radicals in NO2/He
mixtures and laser-induced ﬂuorescence to monitor the conversion of CH3O.
The experiments were conducted at 250–390K and 0.067–0.8 bar, and the
measurements were corrected for loss of CH3O radicals by diﬀusion away
from the observation zone in the experimental setup as well as side reac-
tions between CH3O and the radical precursor CH3ONO. Martínez et al.
further subtracted values of kR292 (from McCaulley et al. [701]) to obtain ab-
solute rate constant measurements for the association channel. These data
were combined with the previous data from McCaulley et al. [701] and Biggs
et al. [784] and ﬁtted to the conventional Troe expression using a center
broadening factor of Fcent,R293 = 0.6 to yield limiting high- and low-pressure
rate constants for (R293). The present mechanism has adopted this rate
expression together with kR292 from McCaulley et al. [701]. Wollenhaupt
and Crowley [792] conducted a similar photolysis study of the association
reaction (R293) across the temperature and pressure ranges 233–365K and
0.013–0.267 bar. Their limiting high- and low-pressure rate constants are in
reasonable agreement with those from Martínez et al. within this tempera-
ture range.
The mechanism also includes reactions between NO/NO2 and C2H5O that
are expected to behave similar to the analogue reactions between NO/NO2
and CH3O. The limiting high-pressure rate coeﬃcient for NO+C2H5O, form-
ing stabilized C2H5ONO (R269), is based on recent photolysis experiments by
Fittchen et al. [530] at 286–388K and 0.04–0.67 bar. The reaction appears to
be independent of pressure at these conditions. The preferred value of kR269,∞
is in good agreement with the earlier room-temperature measurements by
Frost and Smith [802] and relative rate measurements reported by Batt et
al. [652]. Following the recent recommendation by Atkinson et al. [690], the
fall-oﬀ behavior is best described using the low-pressure limit kR269,0 from
the discharge ﬂow reactor study by Däele et al. [691] at 295K with an es-
timated center broadening factor of Fcent,R269 = 0.6. Däele et al. [691] also
considered the bimolecular channel NO+C2H5O  HNO+CH3CHO (R268)
and determined the constant rate coeﬃcient kR268 = (6.6±3.0)×1012 cm3/mol s
in good agreement with the measured branching ratio kR268/kR269,∞ = 0.3
from Baker and Shaw [808] and the value 6× 1012 cm3/mol s from the indirect
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study of Batt and Milne [141].
The high-pressure limiting rate constant for NO2+C2H5O C2H5ONO2
(R298) was characterized experimentally by Frost and Smith [704] at 295K
and 2–130mbar of He yielding kR298,∞ = (1.7±0.2)×1013 cm3/mol s. This is in
reasonable agreement with the recommended value of 2.5×1013 cm3/mol s from
the review of Batt [705] based on unpublished data. Batt further advocated
the branching ratio kR297/kR298,∞ = 0.1 for the bimolecular channel. In
the recent evaluation by DeMore et al. [706], a limiting high-pressure rate
constant was recommended based on the value from Frost and Smith [704].
DeMore et al. further estimated a low-pressure limit based on analogies to
related reactions. Their recommendation is followed in the present work
including an estimated center broadening factor of Fcent,R298 = 0.6 identical
to the analogue reaction between NO2 and CH3O discussed above. The rate
coeﬃcient for the bimolecular channel to HONO+CH3CHO (R297) has been
obtained from the branching ratio proposed by Batt [705] using the constant
value of kR298,∞ from Frost and Smith [704]. The resulting value of kR297 is
consistent with the rate constant for the corresponding bimolecular channel
from NO2+CH3O.
5.3.5.6 NOx/Alkylperoxyl Reactions
The reactions between NO and hydrocarbon peroxyl radicals, CH3OO (R266)
and C2H5OO (R267), are expected to gain particular importance at the high
pressure and intermediate temperature conditions of the present work where
peroxide species are readily available. No rate measurements have been re-
ported above ∼400K, whereas numerous investigations are available at low
temperatures relevant to atmospheric chemistry research. Recent ab ini-
tio calculations of the potential energy surface of NO+CH3OO by Zhao et
al. [809] and Lesar et al. [810] have conﬁrmed that the reaction follows an ad-
dition/elimination mechanism through the intermediate adduct CH3OONO*
followed either by direct cleavage of the peroxy bond or rearrangement to
CH3ONO2* before breakage to NO2+CH3O. The reaction involving C2H5OO
is expected to follow an analogue mechanism. Lesar et al. noted that the
second adduct, CH3ONO2*, could be stabilized under suitable temperature
and pressure conditions. However, the available experimental data indicate
that this stabilization channel should be neglected unless very low temper-
atures are applied. Hence, Simonaitis and Heicklen [811], and Scholtens et
al. [812] observed deviations from the Arrhenius behavior of kR266 at tem-
peratures <220K and pressures of 133–267mbar, which could be interpreted
in terms of formation of stable CH3ONO2, but no direct experimental evi-
dence could be obtained and these results were further contradicted by data
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from Villalta et al. [813] and Bacak et al. [814]. In case of C2H5ONO2;
obtained from NO+C2H5OO, more compelling evidence of the occurrence
of the stabilization channel has been presented by the experimental studies
of Atkinson et al. [815] and Ranschaert et al. [816], even though the mea-
sured contributions to the product distribution were only in the range of
∼1% at ambient conditions. This is still considered negligible in context
with the present study. Several experimental techniques have been used
to conduct room-temperature measurements of kR266 [811–814,817–821] and
kR267 [691, 816, 820, 822–824]. The resulting rate constants are generally in
good agreement and average values of k298R266 = (4.6± 1.1)× 1012 cm3/mol s and
k298R267 = (5.5 ± 1.3) × 1012 cm3/mol s were recommended in the recent evalu-
ation by Atkinson et al. [690]. Atkinson et al. also proposed temperature
dependent rate expressions based on data from Villalta et al. [813], Bacak
et al. [814], Eberhard and Howard [823], Maricq and Szente [824], and Ran-
schaert et al. [816] with corrections to match the average values at 298K.
The resulting rate coeﬃcients, kR266 = 1.4 × 1012 exp
(
360±100
T
)
cm3/mol s and
kR267 = 1.6× 1012 exp
(
380±50
T
)
cm3/mol s, have been validated at temperatures
from 200 to ∼400K. The present mechanism includes these rate expressions
even though the author is concerned with the substantial uncertainties asso-
ciated with the temperature dependencies and the limited temperature range
of experimental validation.
5.3.5.7 NOx/CH3OH Reactions
The H-abstraction reaction of NO2+CH3OH (R294,R295) is the primary ini-
tiation reaction in the CH3OH/O2/NOx system. Recent ab initio calculations
by Xiao et al. [703] indicate that CH2OH+cis-HONO are the major prod-
ucts formed via two possible transition state conﬁgurations depending on
the attacking orientation of NO2. Xiao et al. calculated energy barriers of
21.2 and 20.5 kcal/mol for these channels in good agreement with experimen-
tal results from Anastasi and Hancock [825], and Koda and Tanaka [826],
who obtained activation energies of 21.4 and 22.6 kcal/mol respectively for the
overall reaction. Xiao et al. also investigated competitive channels leading
to CH2OH+HNO2, CH2OH+trans-HONO, CH3O+cis-HONO, and others,
that all displayed higher energy barriers. In the three speciﬁc cases, values
of 24.1, 27.0, and 32.7 kcal/mol were predicted yielding negligible contributions
to the overall product distribution. Other theoretical calculations have been
presented by Teng et al. [827], but they only considered the formation of the
HNO2 isomer. Their calculated energy barriers are in agreement with those
obtained for HNO2+CH2OH/CH3O by Xiao et al., but the overall rate coef-
ﬁcient is much lower than predicted by Xiao et al. due to the absence of the
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diﬀerent HONO formation channels. The experimental values from Anastasi
and Hancock [825], which are based on laser-induced ﬂuorescence measure-
ments in a static reactor at 639–713K, are in line with the faster reaction rate
proposed by Xiao et al. [703], whereas the experimental results from Koda
and Tanaka [826] support the lower rate constant from Teng et al. [827]. In
the present mechanism, the more extensive theoretical treatment by Xiao et
al. is preferred yielding rate expressions for both HONO (R294) and HNO2
formation (R295), but further experimental work is needed for veriﬁcation.
Notice that the former rate expression (kR294 = 145T 3.32 exp
(−20035
RT
)
cm3/mol s)
represents a summation of the cis- and trans-HONO formation channels from
Xiao et al. [703].
There are no direct studies of the corresponding reaction between NO
and CH3OH. A single measurement of the reverse reaction of HNO+CH3O to
NO+CH3OH (R313) was reported by McGraw and Johnston [828] based on
room-temperature photolysis experiments with molecular-modulation spec-
trometry. The obtained rate coeﬃcient kR313 = (3.0± 0.6)× 1013 cm3/mol s is
consistent with the rate expression kR313 = 3.2+4.8−1.9×1013 exp
(
0±400
RT
)
cm3/mol s
proposed by He et al. [715]. The latter was obtained by ﬁtting a detailed
mechanism to CH3OH and N2O concentration proﬁles measured during static
reactor experiments with thermal decomposition of CH3ONO at 450–520K.
Measurements of the competitive channel NO+CH3OH  HNO+CH2OH
(–R314) are unavailable in either direction. Glarborg et al. [716] have previ-
ously proposed a constant rate coeﬃcient of 3.0×1013 cm3/mol s for the reverse
reaction (R314), which is similar to kR313. This recommendation is followed
in the present work together with kR313 from He et al. [715].
5.3.5.8 NOx/CH2OH Reactions
Radical reactions between NOx and CH2OH (R263,R291) are expected to be
fast, which is also indicated by the few experimental investigations [468,688]
available in the ﬁeld. Nesbitt et al. [688] used a low-pressure (0.7–2mbar)
discharge ﬂow system with a mass spectrometer to investigate NO2+CH2OH
(R291) at room-temperature as well as the reaction between NO and iso-
topically substituted CD2OH at 230–473K. From these data, constant rate
coeﬃcients were derived: kR263 = (1.3 ± 0.2) × 1012 cm3/mol s and kR291 =
(5.0 ± 2.5) × 1012 cm3/mol s. It is noted that Nesbitt et al. obtained an ac-
tivation energy of 1.2 kcal/mol for (R263) at 230–298K, whereas the reaction
appeared to be independent of temperature at higher values corresponding
to the constant rate coeﬃcient listed above. Another experimental study
was conducted by Pagsberg et al. [468]. They investigated the title reac-
tions at ambient conditions using a pulsed radiolysis technique with UV
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absorption detection of the CH2OH radical decay and proposed kR263 =
(1.5± 0.01)× 1013 cm3/mol s and kR291 = (1.4± 0.2)× 1013 cm3/mol s, which are
somewhat higher than the rate constants obtained by Nesbitt et al. There
are no current explanation of this discrepancy and more experimental in-
vestigations are needed for clariﬁcation. At present, the rate coeﬃcients
from Nesbitt et al. [688] are used in the model. It is noticed that the reac-
tion between NO2 and CH2OH is only represented by the product channel
to HONO+CH2O (R291). In light of the previous discussion of the forma-
tion of isomeric structures of HONO (cis-/trans-HONO and HNO2), e.g. in
connection to NO2+CH4, this issue should be addressed; mainly to clarify
the relative importance of HONO and HNO2 formation, since no distinc-
tion is made between the cis- and trans-isomers of HONO in the present
mechanism. Zhang et al. [829] recently conducted a detailed theoretical
study of the potential energy surface of NO2+CH2OH to illuminate the re-
action mechanism and aid the identiﬁcation of important product channels.
They predicted an initial barrierless association at the C· · ·N site forming
the adduct HOCH2NO2* that can dissociate through simultaneous H-shift
and C–N bond rupture to CH2O+trans-HONO. This channel passes through
a transition state that lies 36.0 kcal/mol below the potential energy level of
the initial reactants and hence, gives rise to a fast overall reaction, as ob-
served in experiments. Alternative pathways involve adduct rearrangement
to HOCH2ONO* through a second transition state lying 0.6 kcal/mol above the
potential energy of NO2+CH2OH. The second adduct dissociates through
concerted internal rotations, H-shift, and bond rupture to yield CH2O+cis-
HONO, CH2O+HNO2, and HOCHO+HNO as the ﬁnal products. These
pathways involve transition states at −32.1, −30.2, and −30.2 kcal/mol re-
spectively, relative to NO2+CH2OH, and are therefore expected to form in
comparable yields. However, due to the substantial diﬀerence between the
energy barriers for the conversion of the ﬁrst adduct, Zhang et al. concluded
that the pathway to CH2O+trans-HONO is the dominant product channel
from NO2+CH2OH with only minor contributions from competitive chan-
nels. These results support the current disregard of product channels other
than HONO+CH2O (R291).
5.3.5.9 NOx/CH2O/HCO Reactions
Two product channels are considered from NO2+CH2O yielding HCO+
HONO (R289) and the isomer HNO2 (R290). The preferred rate constants
are taken from the recent ab initio study by Xu and Lin [700] covering
the temperature range 200–3000K. The theoretical analysis indicates that
HONO (R289) is the dominant isomer at temperatures below 1500K, whereas
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both product channels contribute evenly above 1500K. The calculated rate
coeﬃcients compare favorably with experimental data from He et al. [830]
(393–476K) and Lin et al. [831] (1140–1650K), which encourages the present
recommendation of kR289 and kR290.
Formyl radicals (HCO) are converted rapidly and without energy barrier
to CO or CO2 in the presence of NOx (R262,R286–R288). The rate con-
stants are drawn from a recent shock tube study by Friedrichs et al. [687],
who measured the title reactions at near-atmospheric pressure and interme-
diate to high temperatures (770–1305K and 805–1190K for NO+HCO and
NO2+HCO respectively) using glyoxal laser-photolysis and frequency modu-
lation spectroscopy to generate and detect the very short-lived HCO radical.
The value of kR262 ranges within 21% of the recent ab initio calculations
by Xu et al. [832] at 500–1500K, and the ﬂash-photolysis experiments of
Veyret and Lesclaux [504] at 298–503K. The present mechanism only in-
cludes the H-abstraction channel from NO+HCO (R262). The competing
association/stabilization channel to HC(O)NO is strongly pressure depen-
dent, but it also has a strong negative temperature dependence that makes
it insigniﬁcant except at high-pressure/low-temperature conditions (>10 bar
and <298K) [832]. Friedrichs et al. [687] measured the overall rate constant
of NO2+HCO (kR286 + kR287 + kR288) and reviewed existing experimental
data to estimate the individual branching ratios used in the mechanism. The
value of kR286 + kR287 + kR288 exceeds the recommendation from Tsang and
Herron [683] by 25–60% at temperatures between 298 and 1400K, but this
is within the uncertainty limits of the rate constant from Tsang and Herron.
5.3.5.10 NO3 Reactions
The NO3 subset (R301)–(R305) has been adopted from the previous combus-
tion model of Glarborg et al. [680]. It is noticed that all references from this
subset are concerned with atmospheric chemistry and hence, lack evaluation
at high temperatures. However, model predictions at conditions relevant
to the present study have indicated that NO3 formation has little inﬂuence
on the overall kinetic scheme. Consequently, no eﬀorts have been made to
reevaluate this part of the mechanism.
5.3.5.11 HNO Reactions
Many reactions from the HNO subset are included in the mechanism in the
reverse direction with HNO as product. These reactions have already been
discussed in previous sections and will therefore not be commented in this
section.
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Experimental data of HNO+OH (R308) are limited to some early post-
ﬂame studies at high temperatures >1600K, see Ref. [683]. The preferred
rate constant has been obtained from the more recent transition state cal-
culations by Soto et al. [711]. This rate constant is 3–4 times lower than
the recommended expression from Tsang and Herron [683] at temperatures
from 500–1100K, and 3–9 times below the constant estimated rate coeﬃcient
kR308 = 3.6× 1013 cm3/mol s from Miller and Bowman [101].
No experimental characterization has been attempted for the reaction
HNO+NO2  HONO+NO (R310). Tsang and Herron [683] proposed an
estimated rate constant of kR310 = 6 × 1011 exp
(−1990
RT
)
cm3/mol s with an
uncertainty factor of 5. This expression is in poor agreement with recent ab
initio calculations by Mebel et al. [713] based on potential energy surfaces
calculations for various HNO+NO2 product channels at temperatures from
300–5000K. Hence, deviations in the forward rate constant yield more than
one order of magnitude at 500 ≥ T ≥ 1500K with kR310 from Mebel et al.
being signiﬁcantly larger at high temperatures, while being the smaller at low
temperatures. The mechanism includes the calculated Arrhenius coeﬃcients
from Mebel et al. due to an expected higher accuracy.
The reaction between HNO and CH3 (R311) was addressed superﬁcially
in relation to the initiation of CH4 by NO (–R311), where ab initio calcu-
lations by Yamaguchi et al. [699] predicted an activation energy barrier of
8.4 kcal/mol for HNO+CH3 → NO+CH4. There are no available measurements
for (R311). The only previous characterization is the estimated constant
value of 2.0×1012 cm3/mol s at 833–913K proposed by Laidler et al. [833] in an
experimental study of the thermal decomposition of propane. The applied
rate constant is based on the calculated activation energy barrier of 8.4 kcal/mol
from Yamaguchi et al. [699] with a pre-exponential factor scaled to match
the estimated rate constant from Laidler et al. [833].
Xu and Lin [714] recently published a theoretical study of the H-abstrac-
tion reaction between HNO and HCO. This work showed that both reactants
can act as H-donor yielding NO+CH2O and H2NO+CO respectively. The
former is slightly favored by an energy barrier of 3.7 compared to 3.9 kcal/mol.
No experimental measurements are available to verify these calculations.
Tsang and Herron [683] estimated a rate coeﬃcient for the NO+CH2O prod-
uct channel, which is of comparable magnitude as the rate constant from Xu
and Lin at temperatures around 1000K, but it deviates by more than one
order of magnitude above and below the calculated expression at tempera-
tures <400K and >1100K respectively. The theoretical characterization by
Xu and Lin [714] is preferred in the present work. It is noted that the current
mechanism only includes the product channel to NO+CH2O (R312) in order
to avoid considering a reaction subset for H2NO. In light of the calculations
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presented by Xu and Lin, this is probably a poor assumption, but the error
is accepted because HNO+HCO is only expected to play a minor role at the
conditions relevant to the present study.
5.3.5.12 HONO/HNO2/HONO2 Reactions
Elementary reactions involving HONO, HNO2, and HONO2 have been col-
lected from literature mechanisms [169,233,693,719] with updates from single
theoretical and/or experimental reaction rate studies [710, 713, 714, 717] as
well as unpublished ab initio calculations by Marshall [142] regarding the
role of HNO2 in combustion systems. The method applied by Marshall in-
volved ab initio CBS-QB3 calculations [834] using geometries and frequencies
derived with density functional theory, followed by an approximate extrapo-
lation of coupled-cluster theory to the complete basis set. HNO2 is a ther-
modynamically less stable isomer of HONO. Its existence has been veriﬁed
experimentally by Koch and Sodeau [835] from photochemistry experiments
with HONO2 in a cryogenic environment (4.2K), but even so, the compound
is rarely considered in combustion modeling. The compound is important be-
cause it does not decompose to OH radicals like HONO. Instead, it may act
as a OH radical sink through HNO2+OH  NO2+H2O (R321), and conse-
quently, inhibit the overall fuel conversion rate. This eﬀect will, however, be
diminished if isomerization to HONO (R319) is suﬃciently fast. The ab initio
calculations by Marshall indicated that the transition state for HNO2+OH
lies well below the level of the reactants, which means that the reaction is
essentially barrierless with a high rate constant. Hence, Marshall predicted
kR321 ≈ 4×1013 cm3/mol s at 600–1200K. The calculated CBS-QB3 barriers to
isomerization (R319) were 47.3 and 55.3 kcal/mol relative to HNO2 and HONO
respectively, which is consistent with previous ab initio results from Chan et
al. [774] that indicated an isomerization barrier between HNO2 and HONO in
excess of 50 kcal/mol. A QRRK analysis further provided the pressure depen-
dent rate expression for HNO2(+M)  HONO(+M) at 700–1300K: kR319,∞
= 2.5 × 1014 exp (−49700
RT
)
1/s and kR319,0 = 3.1 × 1018 exp
(−48900
RT
)
cm3/mol s
with a ﬁtted Fcent,R319 = 1.149 exp
( −T
3125
)
. However, calculations of Eckart
barriers [752] for H-atom tunneling facilitated a substantial reduction of the
activation energies by 17.4 kcal/mol leading to the ﬁnal expression of kR319 found
in Table 5.5. Notice that the latter correction corresponds to an acceleration
of the reaction rate by about 3–4 orders of magnitude within the considered
temperature range.
The reaction between HONO+OH to NO2+H2O (R316) is another poten-
tial OH scavenger that essentially removes two OH radicals by also preventing
subsequent decomposition of HONO via (–R259). The reaction is well-docu-
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mented at low-temperature conditions. The experimental investigation by
Burkholder et al. [717] indicated a slightly negative temperature dependence
at increasing temperatures from 298 to 373K. The proposed rate constant is
in reasonable agreement with the only available high-temperature determina-
tion by Fifer [836], who conducted shock tube measurements at 1000–1400K
to yield the constant rate coeﬃcient kR316 = 1.6× 1012 cm3/mol s. This is 1.4–
1.9 times below corresponding values from Burkholder et al. when their rate
expression is extrapolated to 500–1100K. However, the high-temperature re-
sults from Fifer may have been inﬂuenced by an inaccurate description of
the important side reaction HONO(+M)  NO+OH(+M) (–R259), which
increases the uncertainty of the ﬁnal results. Other low-temperature data
have been presented by Jenkin and Cox [837] based on photolysis experi-
ments at 278–343K. These results are of the same magnitude as those from
Burkholder et al. [717], but they oppose the results of Burkholder et al. by
indicating a positive temperature dependence. Tsang and Herron [683] based
their recommendation on the results of Jenkin and Cox, but the author ﬁnds
the low-temperature determination by Burkholder et al. more reliable due
to the consistency with the results of Fifer [836].
The self-reaction of HONO (R318) has been obtained from the recent
theoretical evaluation by Mebel et al. [718]. The reaction yields H2O and
N2O3 that further decomposes to NO+NO2 according to (R280). The fact
that Mebel et al. have embedded this subsequent decomposition of N2O3
in their calculated rate constant is not an issue of concern since (R280) is
fast and rapidly equilibrates the N2O3 concentration. A number of exper-
imental values of kR318 are available at room temperature, e.g. [838–841],
but they all consistently lie orders of magnitude above the calculated rate
of Mebel et al. Experimental studies have later established that reaction
(R318) is readily catalyzed at room temperature by various surface materi-
als, e.g. pyrex [839,842,843] and borosilicate glass [844]. This catalytic eﬀect
can be somewhat diminished by the presence of water vapor, which suggests
a competition between H2O and HONO for active surface sites. The rapid
loss of HONO at glass surfaces can explain the very high experimental val-
ues of kR318 compared to the theoretical determination of the pure gas phase
reaction by Mebel et al. [718]. Nevertheless, the author is concerned with
the fact that HONO can deactivate at glass surfaces in laboratory-scale reac-
tors at room temperature, because it suggests that a certain loss of HONO;
and eﬀectively OH radicals, may also take place at higher temperatures and
perhaps facilitate an inhibition of the fuel conversion in the present work.
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5.3.5.13 Nitrated Hydrocarbon Reactions
The proposed kinetic model includes several radical association reactions
that yield nitrated hydrocarbons; both from the C1 and C2 subset. These
are promoted by the high pressures considered in the present work. A number
of secondary reactions may conceivably compete with thermal dissociation
for the consumption of these nitrated hydrocarbons. Many of these have
been studied experimentally, but only at low temperatures.
In the presented experimental work, NOx reactions have only been con-
sidered in relation to diluted experiments with CH4/O2/NOx, where C2 com-
pounds only tend to form in relatively low concentrations; mainly via self-
recombination of CH3 radicals to C2H6 and subsequent oxidation to C2H5,
etc. As a consequence, most nitrogenated hydrocarbons are only repre-
sented in the mechanism by limited reaction subsets. For future model-
ing of C2Hy/O2/NOx systems at high pressure and/or low to intermediate
temperatures; or systems involving nitrogenates directly in the fuel, it is
recommended to consider an extension of the present mechanism.
Nitromethane (CH3NO2) is expected to be the predominant nitrated hy-
drocarbon formed during fuel-rich combustion of CH4 with NOx at high pres-
sure. A detailed reaction mechanism for for high-temperature conversion of
CH3NO2 (>1000K) has been proposed by Glarborg et al. [139] including sec-
ondary reactions with the H/O/OH/CH3 radical pool. The current model
has adopted this subset together with supplementary rate constant estimates
from a subsequent modeling work by Glarborg and co-workers [110]. Rate
coeﬃcients enclosed herein are based on literature data and largely follow the
recommendations of Bromly et al. [108]. Glarborg and co-workers also used
low-temperature rate measurements from Nielsen and co-workers [845–848],
and others, combined with own estimated temperature extrapolations.
It is reasonable to expect C2H5NO2 to behave similar to CH3NO2 and rate
coeﬃcients should be of equivalent magnitude. Liu et al. [848] measured the
overall rate constant for C2H5NO2+OH yielding kC2H5NO2+OH→prod. = 1.1×
1012 exp
(−960
T
)
cm3/mol s that compares favorably to the corresponding value
of kCH3NO2+OH→prod. = kR332 + kR333 from Glarborg et al. [139]. The present
model only considers the path involving adduct formation and subsequent
C–N bond rupture to NO2+C2H5OH (R344) using the rate coeﬃcient for
the analogue reaction between CH3NO2+OH (R332).
Rate expressions for the reactions between OH and CH3ONO2 (R347),
and C2H5ONO2 (R348), have been obtained from the pulsed laser photoly-
sis/laser-induced ﬂuorescence study of the overall reactions by Talukdar et
al. [725] at 220–410K. The reaction with C2H5ONO2 showed non-Arrhenius
behavior at the lowest temperatures and was ﬁtted to the sum of two expo-
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nentials. Both kR347 and kR348 are consistent with the discharge ﬂow reactor
experiments conducted by Shallcross et al. [849] at 298–373K and the liter-
ature evaluation by Demore et al. [706], whereas experimental results from
Nielsen and co-workers [850] at 298–393K lie somewhat higher and indicate
a negative temperature dependence opposite the results obtained by Taluk-
dar et al. There are some uncertainties related to the product distributions
from both alkylnitrates. Reaction (R347) and (R348) both involve attack
on the N-atom followed by O–N bond cleavage to form HONO2 and alkoxy
radicals. However, direct H-abstraction or attack on the terminal C-atom
would both have given rise to diﬀerent products. Talukdar et al. [725] ad-
vocated a simple H-abstraction mechanism based on circumstantial evidence
of the absence of adduct formation that would have resolved from attack on
the N- or the C-atom. Adduct formation is often accompanied by a negative
temperature dependence. The experiments by Nielsen et al. [850] were con-
ducted at atmospheric pressure, whereas Talukdar et al. used lower pressures
around 0.1 bar. The fact that the results obtained at higher pressure indicate
a negative temperature dependence could be interpreted in terms of a pres-
sure dependent reaction mechanism involving both direct H-abstraction and
adduct formation, but theoretical veriﬁcation is needed. The uncertainty re-
lated to this issue is currently accepted, because the reaction is not expected
to play a signiﬁcant role under relevant conditions of this study.
Rate coeﬃcients for the overall reactions between OH and the two alkyl-
nitrites: CH3ONO (R345) and C2H5ONO (R346) have been obtained from
another experimental study by Nielsen et al. [724] concerning OH radi-
cal reactions with various n-alkylnitrites at 1 bar and 298–393K. Nielsen
et al. derived a temperature dependent rate expression for CH3ONO+OH
with a positive temperature dependence. This rate expression is consistent
with the average measured room-temperature value of 1.3 × 1011 cm3/mol s
obtained from reports of Nielsen and co-workers [724, 846] and Tuazon et
al. [432]. Nielsen et al. [724] further measured a room-temperature value of
4.2×1011 cm3/mol s for the corresponding reaction with C2H5ONO (R346). The
applied rate expression for (R346) is based on the temperature dependence of
CH3ONO+OH (R345) with a scaled pre-exponential factor to comply with
this room-temperature value from Nielsen et al.
5.3.6 SO2 Reaction Mechanism
The behavior of gaseous sulfur species during fuel-rich and high-pressure
combustion of light hydrocarbons is poorly characterized. Interactions with
the hydrocarbon oxidation chain is, nonetheless, of considerable interest in
relation to the practical utilization of the GTL process because sulfur is
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typically present in trace amounts in crude natural gas. This is in the form
of H2S that readily oxidizes to SO2 upon contact with oxygen. Experiments
at low to atmospheric pressure [116, 851–858] have demonstrated that SO2
can act to catalyze H atom removal in combustion processes operated at
stoichiometric or fuel-rich conditions and intermediate to high temperatures.
This behavior will inhibit the fuel oxidation chemistry with an expected
adverse eﬀect on the yield of oxygenated hydrocarbons.
The mechanism of radical removal by SO2 has been investigated by the
author in collaboration with Prof. Paul Marshall from Department of Chem-
istry at the University of North Texas, and Asc. Prof. Peter Glarborg from
Department of Chemical Engineering, DTU. The results of this work have
recently been presented at the 31st International Symposium on Combustion
in Heidelberg, Germany, and subsequently published [114] in the conference
proceedings. A transcript of the paper is enclosed in Appendix A of this the-
sis. Based on ab initio calculations for key reactions, this paper presents an
updated detailed kinetic model for the chemistry of the S/H/O system. The
model was successfully validated against experimental results from diﬀerent
types of reacting systems covering a wide range of temperatures from 784
to 2115K, which permitted a reliable investigation of the underlying sulfur
chemistry. The updated reaction mechanism for SO2 interactions with the
H/O radical pool is presented in Table 1 in the paper (see Appendix A). It is
noticed that this kinetic scheme is incomplete in the sense that underlying re-
actions relevant to e.g. the conversion of H2S are not shown. However, these
reactions are implicitly included from previous modeling work of Alzueta et
al. [115] and Sendt et al. [859], as also stated in the paper. This involves elab-
orate reaction subsets for e.g. H2S, S2Hx, SH, S, and S2. These subsets have
also been adopted in the present work, including relevant thermochemical ref-
erence state data, so that the resulting sulfur mechanism essentially becomes
identical to the mechanism used in the paper by Rasmussen et al. [114].
Sulfur shares many similarities with oxygen. This means that sulfur-
nated species analogue to oxygenated compounds involved in the hydro-
carbon oxidation chain, in principle, can be expected to form during the
fuel conversion, e.g. CH3S, CH3SH, CH2S, HCS, CS, and CS2. The issue
may gain particular relevance under the reducing and high-pressure/low-
temperature conditions used in the present work. Investigations of elemen-
tary reactions with these compounds are very limited. Some work has been
conducted by Russian scientists; e.g. Arutyunov and co-workers [860–862],
who proposed rate constants for the reactions: SO3+CH3  CH3O+SO2 and
SO2+CH3OO  SO3+CH3O that are analogue to important reactions from
the NOx/hydrocarbon mechanism; see Section 5.3.5.4 and 5.3.5.6. Unfortu-
nately, this work is diﬃcult to approach due to linguistic barriers. Limited
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reaction subsets for sulfurnated hydrocarbons have also been considered in
connection to atmospheric chemistry research; see e.g. the literature evalu-
ations of DeMore et al. [706] and Atkinson et al. [697], but these generally
involve coarse and uncertain rate constant estimates.
Due to time limitations of the present Ph.D. study, sulfur chemistry rel-
evant to the investigated GTL process has only received limited attention.
Hence, a few high-pressure experiments have been conducted using the high
pressure ﬂow reactor presented in Chapter 4, and kinetic model development
has been addressed to the extent that is presented in the enclosed paper
in Appendix A. The experimental results will be presented in the proceed-
ing chapter including model predictions based on the sulfur mechanism from
Rasmussen et al. [114] without elementary reactions to account for direct
hydrocarbon interactions. This is expected to yield insuﬃcient modeling re-
sults, and probably, more than anything, demonstrate the need for future
work in the ﬁeld.
5.4 Summary
Conversion of hydrocarbon fuels in combustion processes is the result of a
complex chain of hundreds of fast radical reactions that propagate towards
the ﬁnal combustion products through subsequent formation and consump-
tion of reactive compounds. Detailed chemical kinetic models are compre-
hensive mechanistic models that approach these chemical mechanisms on an
elementary reaction level. The elementary reactions are deﬁned by tempera-
ture and pressure dependent rate constants determined either experimentally
or predicted from theory using data from quantum mechanical computations.
In the present work, a detailed kinetic model has been developed to pro-
vide accurate descriptions of the oxidation chemistry of C1−2 hydrocarbon
fuels under high pressure and intermediate temperature conditions, and in
the presence of NOx, and, to a limited extent, also SO2. The model in-
cludes fundamental reaction mechanisms for the conversion of the H2/O2
radical pool and CO/CO2. Moreover, detailed mechanisms have been de-
veloped for C1−2 hydrocarbons species as well as a submechanism including
NOx/hydrocarbon reactions. Finally, the model includes a mechanism de-
scribing SO2 interactions with the H2/O2 radical pool. The latter has recently
been published [114], and a transcript of the paper can be found in Appendix
A. Rate constant parameters have been adapted to the modiﬁed Arrhe-
nius expression, and the model has been structured for applications with the
Chemkin software [186], which is a numerical simulation tool designed for
computations with elementary chemical reactions in ﬂowing systems.
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In general, no previous detailed kinetic models underly the present model.
Instead, rate constants have been obtained from an extensive and critical re-
view of data for individual elementary reactions with particular emphasis
on the conditions relevant to the present work. In a few cases, updated
rate constants have been proposed for key reactions based on a reevalua-
tion of literature experiments or ab initio CBS-QB3 calculations. These in-
volve OH+HO2  H2O+O2, CO+OH  [HOCO]  CO2+H, NO2+H2 
HNO2+H, NO2+HO2  HONO/HNO2+O2, HNO2(+M)  HONO(+M),
and others. Hence, the chapter has presented detailed discussions of 348
elementary reactions relevant to hydrocarbon combustion. This elaborate
approach has ensured that the resulting detailed chemical kinetic model is
probably as reliable as can be with the current status of combustion kinetic
research. Even so, this chapter has clearly demonstrated that improved char-
acterization is needed for a substantial number of elementary reactions rel-
evant to hydrocarbon oxidation chemistry; in particular reactions involving
alkylperoxy species, e.g. CH3OO, CH3OOH, C2H5OO, end C2H5OOH.
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Chapter 6
Experiments and Modeling
6.1 Introduction
A number of experimental campaigns have been conducted during the present
Ph.D. work involving the chemical systems: CO/H2/NOx/O2, CH4/O2,
CH4/C2H6/O2, CH4/NOx/O2, and CH4/H2S/O2. All the experiments have
been conducted in the high pressure ﬂow reactor setup presented in Chapter
4. The main objective of this work has been to produce experimental results
at well-deﬁned conditions that can serve to verify the performance of the
detailed chemical kinetic model.
In order to ensure a thorough model validation, the experimental work has
been structured in accordance with two overall strategies: First, the chemical
systems have been selected for investigation because they represent distinct
sections of the hydrocarbon oxidation mechanism with an increasing order of
complexity. This is in accordance with the hierarchal structure of the reaction
network, as outlined in Section 5.1.1. Hence, results from the CO/H2/NOx
system serve to validate fundamental mechanisms from the H2/O2, CO/CO2,
and NOx reaction subsets that underlie e.g. the conversion of CH4/NOx, etc.
This strategy ensures a more reliable interpretation of modeling results and
identiﬁcation of potential issues in the kinetic model.
The second overall strategy deals with the application of varying reaction
conditions; in particular conditions that prompt diﬀerent chemical reaction
mechanisms in order to challenge the mechanistic capabilities of the model.
Consequently, the experimental database covers pressures from moderately
high (20 bar) to high (100 bar) and diﬀerent stoichiometric ratios ranging
from extremely rich to very lean conditions, even though it probably has
little practical relevance to the GTL process to consider e.g. pressures of only
20 bar and fuel conversion under oxidizing condition. Nevertheless, it ensures
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a broad applicability of the model and justiﬁes a general characterization of
the detailed reaction mechanisms.
An implication of the experimental work is the heat release from the
exothermic hydrocarbon oxidation reactions that hinders a good control of
the reactor temperature unless it is minimized by dilution of the reactant
mixture with an inert bath gas; in the present case N2. Even so, a few
experiments have been conducted with high absolute fuel concentrations that
promote high CH3OH yields and hence, resemble conditions relevant to the
investigated GTL process.
6.1.1 Overview of Experiments
Table 6.1 provides an overview of the experimental database. The individual
experimental results will be presented throughout this chapter together with
corresponding modeling predictions obtained from plug ﬂow simulations with
Chemkin. Moreover, discussions of governing reaction mechanisms will be
included based on net rate analyses and sensitivity analyses; see Section 5.2.2
and 5.2.3 for underlying calculation methods. Results of the net rate analyses
are processed by the numerical software toolXSenkPlot [863] that provides
a graphical overview.
The experiments with CH4/NOx were conducted in collaboration with
Res. Ass. Anja E. Rasmussen, during the Autumn 2005, while the results
from the CH4/C2H6 system are selected data from the thesis work of M.Sc.
Jon G. Jakobsen [864], that was completed during the Spring of 2006 under
the supervision of the author and Assoc. Prof. Peter Glarborg from De-
partment of Chemical Engineering, DTU. The author wishes to acknowledge
these people for their contributions.
Overall measuring uncertainties are provided for each experimental se-
ries in terms of the percentage uncertainty calculated as the square root of
the sum of the squares of the percentage uncertainties associated with in-
dividual measurements, e.g. uncertainties from calibration gases, accuracy
of the measuring equipment, and raw data analysis. Some oxygen mea-
surements have been corrected for a ”background” contribution arising from
a cross-sensitivity of argon in the applied gas chromatograph. Argon may
have entered the system via the N2 dilution. The increased uncertainties of
the involved O2 measurements have been incorporated in the listed overall
uncertainties.
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Table 6.1: Overview of the experimental database. All experiments have been conducted
in the high pressure ﬂow reactor setup presented in Chapter 4. The experiments
are listed in the order of appearance throughout this chapter. Calculation of
stoichiometric ratios are based on the complete conversion of reactants to full
oxidation products, i.e. H2O, CO2, and SO2. Detailed reaction conditions will
be given in connection with the presentation of the individual experiments.
Exp. Reaction mixture Pres. Temp. Stoich.
id. N2 O2 H2 CO CH4 C2H6 NOx H2S [bar] [K] ratio (φ)
A × × × × × 100 598–898 0.064
B × × × × × 50 598–898 0.063
C × × × × × 20 598–898 0.063
D × × × 100 598–898 98.8
E × × × 100 598–898 45.6
F × × × 90 598–898 25.2
G × × × 50 598–898 95.5
H × × × 100 673–898 1.09
I × × × 90 598–898 1.03
J × × × 100 648–898 0.042
K × × × 90 598–898 0.040
L × × × 50 648–898 0.042
M × × × × 100 598–848 44.1
N × × × × 50 598–898 41.4
O × × × × 100 598–898 0.936
P × × × × 100 598–898 0.036
Q × × × × 50 673–898 0.039
R × × × × 100 598–898 116.
S × × × × 50 598–898 102.
T × × × × 20 598–898 99.0
U × × × × 100 598–848 1.14
V × × × × 50 598–898 1.15
W × × × × 20 598–898 1.05
X × × × × 100 598–898 0.042
Y × × × × 50 598–898 0.044
Z × × × × 20 598–898 0.045
A × × × × 50 598–898 22.6
B × × × × 50 598–898 1.09
C × × 100 598–763 114.
D × × 100 598–763 40.9
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6.2 CO/H2/NOx Experiments
Nitrogen diluted mixtures of CO, H2, O2, and NOx have reacted at three dif-
ferent pressures: 100, 50, and 20 bar under oxidizing conditions (φ = 0.06).
The oxidation of CO to CO2 in the presence of H2 constitutes a fundamen-
tal reaction system in hydrocarbon oxidation chemistry. Model validation is
therefore important before simulations of more complicated chemical systems
are undertaken. The further addition of NOx had a dual purpose. First of
all, the reaction kinetics of NOx is also a fundamental mechanism in many
combustion systems, and experiments with only CO/H2/O2 provided an op-
portunity to validate the proposed NOx mechanism at conditions that did
not involve direct NOx/hydrocarbon interactions. The second purpose rose
from the fact that the experimental system is limited to operations <925K.
However, NOx has a promoting eﬀect on the fuel initiation that enabled
measurements of reactant conversion at lower temperatures than otherwise
obtained with pure CO/H2 oxidation.
6.2.1 Experimental Conditions
The experimental conditions are summarized in Table 6.2. Measured concen-
trations of CO, CO2, O2, NO, and NO2 are presented in Figure 6.2 including
corresponding modeling predictions.
Table 6.2: Reaction conditions applied during experiments with CO/H2/NOx.
The reactant concentrations are balanced by N2. The volumetric
ﬂow rate was ∼3NL/min in all experiments. The exact ﬂow rates
are incorporated in the expressions of the temperature dependent
residence times τ(T ) obtained from Equation 4.1. See the text about
NOx concentrations and residence times.
Reactant concentrations
Exp. CO H2 O2 NOx(NO) Pres. Temp. φ a τ
id. [ppm] [ppm] [%] [ppm] [bar] [K] [s K]
A 502 440 1.48 151(6) 100 598–898 0.064 11990/T
B 518 446 1.54 151(26) 50 598–898 0.063 6030/T
C 518 453 1.53 149(113) 20 598–898 0.063 2350/T
a) Stoichiometric ratio (φ) is based on CO+ H2 +O2 → CO2 +H2O
τ denotes the temperature dependent residence time in the isothermal
section of the reactor. The diluted conditions ensured a low heat develop-
ment during the reaction, and calculations of the adiabatic temperature rise
indicate values <8K for all conducted experiments. The carbon balance is
satisﬁed within 1% in all three experiments.
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NOx was supplied to the system as pure NO diluted in N2. However,
the high pressure and excess O2 promoted a substantial conversion of NO to
NO2 via NO + NO + O2  NO2 + NO2 (–R278). Simulations indicate that
under the given pressures and stoichiometries, conversion takes place even
at room temperature and before the reactor inlet. The resulting inlet dis-
tribution of NOx species is reﬂected in the reactant concentrations listed in
Table 6.2. These correspond to the average concentrations measured at low
reactor temperatures before fuel conversion is initiated. A similar conversion
of NOx is expected to take place in the downstream section of the setup,
until the pressure is reduced to atmospheric level by the pressure reduction
valves; see the description of the setup in Section 4.2. This post-conversion
of NOx will not be reproduced by kinetic modeling if isothermal conditions
are applied together with the temperature dependent residence times listed
in Table 6.2. Thus, in order to accurately predict the NOx concentration pro-
ﬁles under oxidizing conditions, it may be necessary to include the complete
experimental temperature proﬁles in the calculations together with suﬃcient
residence times to cover the full reactor length as well as the downstream
section of the setup until the pressure reduction valves. Estimated average
residence times from the reactor inlet to the pressure reduction valves are
∼110, ∼55, and ∼22 s for the 100, 50, and 20 bar experiments respectively.
This should cover the path through the heating, isothermal, and cooling sec-
tion of the reactor as well as about 1m of 1/8” steel tubings that lead from
the reactor outlet to the reduction valves. These are uncertain estimates, but
modeling results are not sensitive to the values. The impact on the model
performance is illustrated by showing NO and NO2 proﬁles calculated both
under the assumption of an isolated isothermal section of the reactor and by
use of interpolation between experimental temperature proﬁles based on the
modiﬁed Senkin code previously described in Section 5.2.3.
6.2.2 Discussion of Experimental and Modeling Results
The numerical predictions of the measured concentration proﬁles in Figure
6.1 are satisfactory for all the experiments. The results reveal a decreasing
CO initiation temperature from about 800 to 700K when the pressure in-
creases from 20 to 100 bar. The most signiﬁcant decrease takes place between
20 and 50 bar, which suggests a declining pressure dependency with increas-
ing pressure. Simulations with varying residence times have conﬁrmed that
this behavior is indeed a result of increasing pressure and not an eﬀect of
increasing residence times.
It is noteworthy that the concentration proﬁles from all three experiments
display similar trends; even though they appear at diﬀerent temperatures.
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Figure 6.1: Results of experiments with CO/H2/NOx/O2. Concentration proﬁles are
shown as a function of the reactor temperature at 100 (top), 50 (middle) and
20 bar (bottom) cf. experiments A–C. Reaction conditions are provided in
Table 6.2. Symbols mark experimental results, while full lines denote model
predictions obtained at isothermal conditions using the temperature depen-
dent residence times from Table 6.2. Dashed lines represent simulations with
the experimental temperature proﬁles; see text. Measuring uncertainties are
±2.6% for O2/CO, ±4.3% or ±3 ppm for CO2, and ±2.8 and 4.0% for NO
and NO2 respectively.
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This suggests a similar governing chemistry in all the experiments.
Deviations between modeling results obtained at isothermal conditions
(full lines in Figure 6.1) and with the complete experimental temperature
proﬁles (dashed lines) are minor except at the highest pressure and temper-
atures >800K, where the behavior of the NOx proﬁles are only accurately
captured by the model when applying the experimental temperature proﬁles.
This is in line with the previous discussion of the potential conversion of NOx
outside the isothermal section of the reactor.
6.2.3 Governing Reaction Mechanisms
The satisfactory prediction of the experimental results justiﬁes a characteri-
zation of the important reaction pathways based on the kinetic model.
The fuels CO and H2 are oxidized to the stable products CO2 and H2O
by reaction with OH radicals; either directly or, in the case of CO, through
intermediate formation of HOCO. Hydroxyl is generated through subsequent
conversion of the radical by-products HO2 and H in a number of possible
reaction pathways that involve recycling of NO/NO2. The most important
mechanisms are shown in Figure 6.2 and 6.3.
H2 H2O
+OH
–H
CO CO2
HOCO
+OH
–H
+OH +O2 –HO2
Figure 6.2: Main reaction pathways for CO/H2 conversion at
the investigated conditions of experiment A–C.
The conversion of CO to CO2 is governed by two competitive pathways
that lead to CO2+H, either directly (R23), or through intermediate formation
of HOCO (R24) and subsequent oxidation by molecular oxygen via (R27).
Both channels consume OH radicals. The model indicates that (R27) com-
pletely dominates over the unimolecular decomposition of HOCO (R25) inde-
pendently of φ and pressure. The ratio R27/(R23+R27) increases with increasing
pressure and/or low temperatures. Hence, at 750K, about 75 and 60% of the
CO conversion during the 100 and 50 bar experiments involve intermediate
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HOCO formation. At 900K, these contributions have decreased to about 50
and 35% respectively. In the 20 bar experiment, the importance of (R27) is
reduced to <30%.
NO NO2
+HO2
–OH
+H–OH
HONO HNO2
+HO2
–O2
iso.
–OH (I)
(II)
Figure 6.3: NOx interactions with the H/O radical pool are the main
source of OH radicals at the investigated conditions of
experiment A–C. The sums of the two sequences yield (I):
HO2+HO2  OH+OH+O2, (II): HO2+H  OH+OH.
The two NO/NO2 recycling sequences (I) and (II) in Figure 6.3 are the
major sources of the important chain-carrying OH radicals at the investigated
conditions. Hydroperoxyl is the sole radical reactant in (I). First, NO is oxi-
dized to NO2 followed by reduction to HONO; either directly via (R276), or
through intermediate formation and isomerization of HNO2 (R277)+(R319).
Nitrous acid readily decomposes to NO+OH (–R259) and completes the cy-
cle, while yielding a net formation of two OH radicals. About 2/3 of the ni-
trogen ﬂux in (I) pass through HNO2, but the HNO2 pool remains very low
due to rapid isomerization to HONO. In mechanism (II), NO is directly re-
generated from NO2 through reaction with H atoms (R270). This also yields
a net formation of two OH radicals per cycle at the expense of HO2+H.
The ratio between the two NO/NO2 cycles is controlled by the availabil-
ity of H and HO2 radicals. Hydrogen atoms are produced from the direct
conversion of H2 to H2O (R9), and CO to CO2 (R23), but at high pressure
and/or low temperatures a considerable fraction of the H atom pool is con-
verted to HO2 through H+O2(+M) HO2(+M) (R4), thereby promoting (I)
over (II). The calculations indicate that the ratio (I)/(II) ≈ R4/R270 that yields
values > 5 at 100 bar and 750K. The ratio decreases with the temperature
to ∼3.5 at 900K. At 50 bar, the ratio is below unity, and at 20 bar or below,
reaction (R270), i.e. sequence (II), dominates completely. It is noticed that
the introduction of (R4) as a source of HO2 radicals in mechanism (I) makes
the net gain from the two pathways identical, as illustrated below:
206
6.3 Measurements of kNO2+H at 850–875 K
H + O2(+M) HO2(+M) (R4)
NO2 + HO2  HONO + O2 (R276 or R277 + R319)
HONO(+M) NO + OH(+M) (−R259)
Σ NO2 + H NO + OH (R270)
This means that the general reactivity of the system is conserved at all
investigated pressures even though the underlying mechanism changes. This
is consistent with the almost identical shapes of the CO conversion proﬁles
observed in Figure 6.1.
At the investigated conditions, OH radicals are produced from the two
NO/NO2 cycles shown in Figure 6.3. Calculations reveal that in the absence
of NOx, OH would either be produced from HO2+H  OH+OH (R11) or
from HO2 self-recombination to H2O2 (R15) and subsequent decomposition
to OH+OH via (R16). The latter path is favored by high pressure and/or
low temperatures.
6.3 Measurements of kNO2+H at 850–875 K
It is a complicated task to measure rate constants of key elementary re-
actions relevant to combustion in the medium to high-temperature range
(600–1300K), because of the increasing interference from radical side reac-
tions. However, through careful design of experiments, accurate data can
be obtained in high-temperature reactors, e.g. ﬂow reactors, which are nor-
mally unsuited for obtaining reaction-speciﬁc informations. A common ap-
proach is to perform perturbation experiments on the well-understood H2
and/or CO oxidation systems, which has successfully been applied to study
the chemistry of reactive nitrogen [103, 104, 116, 169, 678, 729, 865–867], sul-
fur [115, 116, 868, 869], and potassium [870]. More speciﬁcally, investiga-
tions of the oxidation of CO and/or H2 doped with nitrogen oxides have
yielded high-temperature rate data for several elementary reactions includ-
ing H+O2(+M) (R4) [871, 872], NO+H(+M) (R257) [728, 729], NO2+H2
(R271) [750], and N2O+OH [865].
In the present work, model predictions of the experiment with
CO/H2/NOx at 20 bar indicate an augmented sensitivity to the elementary
reaction NO2+H  NO+OH (R270) in the temperature range 825–900K,
where no previous measurements have been reported. This has been utilized
to derive values of kR270.
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The sensitivity of kR270 is illustrated in Figure 6.4, where the measured
concentration proﬁles of CO/CO2/O2 and NO/NO2 are compared to model
predictions carried out with diﬀerent values of kR270. Here, calculations are
shown for an optimized value of kR270 (solid lines), ±50% perturbations of
this value (dotted lines), and the previously accepted value from Ko and
Fontijn [692] (dashed lines), which is about 15% lower than the optimized
rate constant.
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Figure 6.4: Comparison of measured (symbols) and calculated CO/CO2/O2
and NO/NO2 concentration proﬁles from the 20 bar experiment with
CO/H2/NOx using diﬀerent rate constants for NO2+H  NO+OH (R270).
Full lines denote modeling results based on the optimized rate expression
kR270 = 1.64 × 1014 exp (−500/[RT ]) cm3/mol s. The dotted lines are simu-
lations obtained from ±50% perturbations of the optimized rate constant.
Dashed lines represent modeling predictions with kR270 from Ko and Fontijn
[692], cf. Table 5.5. Other speciﬁcations are identical to Figure 6.1.
Figure 6.4 reveals that variations of kR270 have little impact on the model
predictions of the CO and CO2 proﬁles within the investigated temperature
range. However, curiously both increasing and decreasing values lead to a
slight inhibition of CO oxidation above 850 K. For NO and NO2, small vari-
ations in kR270 have a signiﬁcant impact on the model predictions. A 50%
decrease causes all the NOx to be in the form of NO2 above 825K, while a
similar increase leads to a signiﬁcant underprediction of the NO2 concentra-
tion. For the temperatures 850 and 875K, the rate constant kR270 has been
adjusted to obtain the best ﬁt between the observed NO/NO2 partitioning
and the model predictions. At temperatures below 850K and above 875K,
the relative sensitivity of the model predictions to side reactions was signif-
icantly higher, so these data points have not been used for deriving a value
of kR270.
Figure 6.5 shows the ﬁrst order sensitivity coeﬃcients for the predicted
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NO formation at 850 and 875K. The sensitivity analysis conﬁrms that re-
action (R270) acts as the predominant bottleneck at the speciﬁc conditions,
and it supports the indications from Figure 6.4 that even minor changes in
kR270 facilitate a signiﬁcant diﬀerence in the predicted NO and NO2 concen-
trations.
H+O2(+N2) = HO2(+N2)
OH+H2 = H+H2O
CO+OH = CO2+H
CO+OH = HOCO
HOCO+O2 = CO2+HO2
NO2+H = NO+OH
NO2+H2 = HONO+H
NO2+H2 = HNO2+H
NO2+OH(+M) = HONO2(+M)
NO2+CO = NO+CO2
HONO+OH = NO2+H2O
−7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5
1st order sensitivity coefficients
Figure 6.5: Normalized ﬁrst-order sensitivity coeﬃcients calculated for NO forma-
tion during the 20 bar experiment with CO/H2/NOx. The open bars
denote sensitivity coeﬃcients calculated at 850K; the closed bars denote
values at 875K. The ﬁgure shows the most sensitive reactions, i.e. those
exhibiting a sensitivity coeﬃcient >10% of the value for NO2+H (R270).
The most important side reaction is the recombination reaction between
atomic hydrogen and O2; H+O2(+M)  HO2(+M) (R4). The accuracy
of the rate constant for this reaction has a large impact on the estimated
uncertainty limits for kR270. The H+O2(+M) reaction has mainly been
characterized using Ar as collision partner. The scatter in the data for
H+O2+Ar is signiﬁcant above 750 K [145]. However, recent experimental
results [197, 872–875], probably all at the low-pressure limit [876], are in
quite good agreement and indicate that in the 800–900K range, kR4,Ar is
known within ±30%. For N2 as collision partner, fewer data have been re-
ported. However, the available results [145, 197] are in essential agreement
and indicate an accuracy of kR4,N2 similar to that reported for Ar. Dryer and
co-workers [192,872,877] have thoroughly discussed the uncertainty for kR4,N2
in the 800–900K range. Even though their work on the H2/O2/NOx system
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yields a rate constant kR4,N2 in close agreement with other studies, this value
is dependent on their choice of kR270 (drawn from Ko and Fontijn [692]) and
cannot be considered independent in relation to the present work. However,
as discussed by Li et al. [192], experimental data for the explosion limit of
the H2/O2 system at 800–900K also place severe constraints on the ratio
kH+O2→O+OH (R3)/kR4,N2 supporting a high accuracy of kR4,N2 in this temperature
range.
According to the sensitivity analysis in Figure 6.5, other side reactions
also gain some impact on the model predictions of NO. The sensitivity coef-
ﬁcients for the reaction of OH+H2 (R9) are comparatively high, but the rate
constant for this reaction is known quite accurately. Other side reactions are
less well characterized but exhibit smaller sensitivity coeﬃcients.
The impact from uncertainties in side reactions, Usr,R270, can be deter-
mined by scaling the individual uncertainties with the sensitivity coeﬃcients
according to Equation (6.1):
Usr,j =
√√√√∑
i
(
SNO,i
∆ki
ki
)2/
(SNO,j) , i 	= j (6.1)
Here, SNO,i represents the sensitivity coeﬃcient for the ith reaction in-
cluded in the sensitivity analysis for NO formation except for the investigated
reaction j. Thus, i = (R4), (R9), (R23), etc., while j = (R270) in the present
case. The factor ∆ki/ki represents the uncertainty associated with the ith
reaction. The overall uncertainty limit Utot,R270 is subsequently determined
by:
Utot,j =
√
(Usr,j)
2 + (Uexp)
2 + (Uτ )
2 (6.2)
where Uexp is the experimental uncertainty, which is modest in the present
case (±2.8% for NO) compared to Usr,R270. Uτ represents the uncertainty
associated with the applied residence time in the modeling. Calculations
indicate an approximate impact of ±5% from deviations in τ . Table 6.3
provides a list of estimated uncertainties (∆ki/ki) for the reactions included
in the sensitivity analysis in Figure 6.5.
By ﬁtting the rate constant kR270 to match the measured concentra-
tions of NO at 850 and 875K, respectively, and considering the combined
uncertainties in accordance with the methodology outlined above, values
of kR270(850K) = 1.31 × 1014 (±36%) cm3/mol s and kR270(875K) = 1.23 ×
1014 (±42%) cm3/mol s have been obtained. Figure 6.6 summarizes the data
for the NO2+H rate constant.
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Table 6.3: Estimated uncertainties for reactions included in the
sensitivity analysis for NO at 850 and 875K (Figure
6.5) during the 20 bar experiment with CO/H2/NOx.
i Reaction ∆ki/ki
(R4) H + O2(+N2) HO2(+N2) 0.3
(R9) OH + H2  H + H2O 0.2
(R23) CO + OH CO2 + H 0.2
(R24) CO + OH HOCO 1.0
(R27) HOCO + O2  CO2 + HO2 1.0
(R271) NO2 + H2  HONO + H 0.5
(R272) NO2 + H2  HNO2 + H 1.0
(R275) NO2 + OH(+M) HONO2(+M) 1.0
(R282) NO2 + CO NO + CO2 0.2
(R316) HONO + OH NO2 + H2O 0.5
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Figure 6.6: Arrhenius plot of the ﬁtted rate constant of kR270 ( with er-
rorbars) and comparison with previous measurements.  Ko &
Fontijn [692]; ♦ Clyne & Monkhouse [744];  Wagner et al. [743];
✩Michael et al. [746];  Su et al. [745]; - - Ko & Fontijn [692] with
±21% overall uncertainty limits represented by dotted lines.
The results obtained in the present work indicate a value of kR270 that
is slightly higher than that obtained by Ko and Fontijn [692], but within
their reported uncertainty limit of ±21%. Compared to the results of Su et
al. [745], the present rate constant measurements are about a factor of 1.5
higher and outside their reported accuracy of 18%. However, the data are in
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agreement within the combined uncertainty limits. The ﬁtted rate constants
lie a factor of 1.4 below the least square estimate to available literature
data at 230–800K proposed by Baulch et al. [145], but this rate expression
was assigned an uncertainty factor of 2 and is therefore consistent with the
proposed data.
Based on the present data, as well as those from the literature, it appears
that the rate for the NO2+H reaction does increase slightly with temperature,
and it is recommended that the rate coeﬃcient of kR270,Ko & Fontijn, 1991 =
1.3× 1014 exp (−362
RT
)
cm3/mol s is used for combustion modeling.
6.4 CH4 Experiments
The experiments with pure CH4 (D–L) constitute a key segment of the exper-
imental database. Satisfactory predictions of these data are a fundamental
requirement for the later utilization of the kinetic model during the optimiza-
tion of the GTL process.
6.4.1 Experimental Conditions
Experiments are available at three diﬀerent pressures: 100, 90, and 50 bar
and diﬀerent stoichiometric ratios representing reducing (25 < φ < 99), sto-
ichiometric (φ ≈ 1), and oxidizing conditions (φ ≈ 0.04). No recognizable
conversion was observed at 20 bar without a chemical promoter, like e.g.
NOx. This was also the case at 50 bar and stoichiometric conditions. The
experimental conditions are summarized in Table 6.4. It is noted that calcula-
tions of the adiabatic temperature rise gave values <26K for all experiments
and the carbon balances were satisﬁed within 6%.
Measurements include concentration proﬁles of CH4, O2, CO, and CO2
for all experiments. In addition, measurements of C2H6, C2H4, and CH3OH
are presented for the reducing experiments D–G. These species were also
observed during the stoichiometric experiments, but in too low concentra-
tions to facilitate a reliable model validation. Likewise, was C2H5OH only
observed in trace amounts. At the oxidizing conditions, only CO and CO2
were observed as products.
6.4.2 Fuel Initiation and Surface Reactions
Before presenting the complete set of experimental results, simulations of
three experiments representative of reducing, stoichiometric, and oxidizing
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Table 6.4: Reaction conditions applied during experiments with CH4/O2.
Concentrations are in ppm if otherwise not stated. See caption
of Table 6.2 for other speciﬁcations.
Reactant concentrations
Exp. CH4 O2 Pres. Temp. φ a τ
id. [ppm] [ppm] [bar] [K] [s K]
D 4.63% 936 100 598–898 98.8 12070/T
E 4.42% 1940 100 598–898 45.6 11690/T
F 1.12% 889 90 598–898 25.2 10450/T
G 4.66% 976 50 598–898 95.5 5870/T
H 1587 2903 100 673–898 1.09 11870/T
I 1491 2888 90 598–898 1.03 10430/T
J 964 4.57% 100 648–898 0.042 12020/T
K 993 5.00% 90 598–898 0.040 10740/T
L 968 4.60% 50 648–898 0.042 6030/T
a) Stoichiometric ratio (φ) is based on CH4 + 2O2 → CO2 + 2H2O
conditions are initially considered in Figure 6.7. The reason is that the nu-
merical results display a premature fuel ignition under all the experimental
conditions compared to the measured concentration proﬁles. This issue needs
to be addressed before a reliable outline of the underlying reaction mecha-
nisms can be justiﬁed.
The premature fuel ignition is most severe in the reducing experiment in
Figure 6.7 (left) where the model predicts an initiation temperature that is
∼50K lower than indicated by the experiments. For comparison, the results
obtained at stoichiometric and oxidizing conditions in Figure 6.7 (right) both
display an onset of the chemistry at ∼25K below the initiation temperature
in the experiments. The fact that the feed concentrations of CH4 were almost
the same in the stoichiometric and oxidizing experiments indicates that the
phenomenon is related to the absolute concentration of CH4 rather than
the stoichiometric ratio. Without showing the results, the author conﬁrms
that this behavior is consistent throughout the remaining experiments with
CH4/O2 listed in Table 6.4.
The principal initiation reaction in the chemical system at hand is CH4+
O2  CH3+HO2 (–R40), but the observed initiation temperature shows
negligible sensitivity to perturbations in the corresponding rate constant.
Moreover, calculations indicate that no other elementary reactions included
in the kinetic model can be tweaked suﬃciently to close the gap between
experiments and simulations, while maintaining the speciﬁc rate constants
within reasonable limits of their original determinations. This suggests that a
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Figure 6.7: Results of selected experiments with CH4/O2 at 100 bar. Left: Reducing exp.
D (φ = 98.8). Top right: Stoichiometric exp. H (φ = 1.09). Bottom right:
Oxidizing exp. J (φ = 0.042). Reaction conditions are provided in Table
6.4. Symbols mark experimental results. Lines denote model predictions
obtained at isothermal conditions. Measuring uncertainties are ±2.6% for
CO/CH4/C2H4/C2H6, ±4.3% or ±3 ppm for CO2, and ±6.0% or ±3 ppm
for CH3OH. Uncertainties of O2 measurements are ±5.3% (top left and
right), and ±2.6% (bottom right).
vital part of the kinetic scheme is either missing in the model or the premature
fuel ignition should instead be attributed to issues related to the experimental
conditions. The latter may either be associated with uncertainties in the
residence time or a potential loss of radical species at the reactor wall.
The residence time in the isothermal reaction zone is a function of the vol-
umetric ﬂow rate, temperature, pressure, and reactor dimensions; as shown
in Equation 4.1. These parameters have been determined with high accu-
racy (estimated to be within ±1% or less) except for the isothermal reactor
length that was determined from the measured temperature proﬁles previ-
ously shown in Figure 4.5 with an estimated absolute uncertainty of ±3 cm.
However, in order to compensate for the premature fuel ignition predicted
214
6.4 CH4 Experiments
by the model in Figure 6.7 the isothermal reactor length needs to be reduced
to ∼13 cm. Compared to the present reactor length of 43 cm, this is clearly
unreasonable and rules out the possibility that the observed discrepancies
between experiments and numerical results are caused (mainly) by residence
time eﬀects.
Instead, the attention is drawn to the potential deactivation of radical
species at the reactor wall, which is equivalent to a loss of reactivity in the
chemical system. As previously discussed in the literature review in Section
2.2.5, this phenomenon is of particular concern in laboratory reactors that
typically exhibit large surface-to-volume ratios (S/V). The applied reactor
material is quartz, which is traditionally considered to be inert towards sur-
face reactions. Experiments [69] and theoretical investigations [119] have,
nonetheless, indicated that even quartz may exhibit a minor reactivity to-
wards hydrocarbon oxidation. It is diﬃcult to quantify the extent of surface
activity in the present work based on the available measurements. As men-
tioned above, radical deactivation seems to increase with increasing CH4
concentrations. The previous experiments with CO/H2/NOx did not show a
noticeable diﬀerence between the predicted and observed fuel ignition, and
hence, also point in the direction of hydrocarbon radical removal.
Modeling results presented in Figure 6.8 conﬁrm that the fuel ignition
observed in the experiments can be accurately predicted when an irreversible
deactivation reaction of CH3OO radicals to CH3OO• (R349) is added to the
kinetic model:
CH3OO→ CH3OO• (R349)
Here, ’•’ indicates that CH3OO is attached to a surface and hence, cut
oﬀ from further gas phase conversion. The rate constant has been ﬁtted to
the reducing experiments D–G yielding kR349 = 45 1/s, while a value of 9.5 1/s
was ﬁtted to the stoichiometric and oxidizing experiments H–L.
The CH3OO radical has been selected for deactivation for diﬀerent rea-
sons. First of all, calculations indicate that CH3OO formation constitutes an
important bottleneck in the low-temperature ignition of CH4 at high pres-
sures. Calculations also show that the conversion of reactants after initiation
exhibits minimal sensitivity to the proposed removal of CH3OO via (R349).
This is in contrast to other important hydrocarbon radicals, like CH3 and
CH3O, where similar deactivation reactions gave rise to markedly diﬀerent
behaviors in the fuel conversion than observed in the experiments. More-
over, the removal of CH3OO has previously been considered in combustion
modeling of rich CH4/O2 mixtures at >50 bar and 600–800K by Vedeneev
et al. [80].
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Figure 6.8: Model predictions of CH4/O2 experiments at 100 bar when the surface re-
action CH3OO → CH3OO• (R349) is included. Left: Reducing exp. D
(φ = 98.8). Top right: Stoichiometric exp. H (φ = 1.09). Bottom right:
Oxidizing exp. J (φ = 0.042). Rate constant kR349 = 45 1/s (left) and 9.5 1/s
(right). Other speciﬁcations are given in the caption of Figure 6.7.
The fate of CH3OO• is uncertain, but it seems reasonable to expect het-
erogeneous conversion to mixtures of partial and full oxidation products. In
order to avoid build-up of CH3OO• during modeling, fast irreversible reac-
tions like CH3OO•+CH3OO• → CH2O+CO+2H2O or CH3OO•+CH3OO•+
O2 → CO+CO2+3H2O can be included in the kinetic model. However, the
simulations indicate a modest removal of hydrocarbon matter via (R349)
with no signiﬁcant impact on the magnitudes of the predicted concentration
proﬁles, so it has not been necessary to force the conversion of CH3OO• to
gaseous products.
It is emphasized that deactivation of CH3OO radicals via (R349) is limited
to modeling of the present experimental results and should not be inherited
in future applications of the kinetic model including the later optimization
of the GTL process. The high pressure ﬂow reactor applies a S/V ratio of
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5.0 1/cm, but this value is expected to decrease signiﬁcantly in a potential
industrial scale reactor, which will reduce the contact between the reacting
mixture and surfaces and probably make surface eﬀects negligible.
6.4.3 Discussion of Experimental and Modeling Results
The following Figures 6.9–6.11 present experimental results obtained from
oxidation of pure CH4 at various stoichiometries and pressures including cor-
responding model predictions. Together with the results already presented in
Figure 6.8, these data constitute the complete set of experimental and mod-
eling results with CH4/O2 (Exp. D–L). All simulations include the surface
reaction CH3OO → CH3OO• (R349) discussed in the previous section.
Simulations of the major species CH4, O2, CO, and CO2 are everywhere
in very good agreement with the experimental concentration proﬁles. The
stoichiometric experiments shown in Figure 6.8 (top right) and Figure 6.10,
as well as the reducing experiment F and G at 90 and 50 bar (Figure 6.9,
middle and bottom) reveal a marked change in the conversion rate of fuel
and oxidizer at temperatures just above the initiation temperature. In the
stoichiometric experiments, the net conversion of CH4 (and O2) tends to slow
down between ∼800 and 900K, whereas the two reducing experiments dis-
play a decreasing net conversion of O2 that culminates at 900K. (The current
scaling of the graphs does not permit a similar view of the CH4 concentration
proﬁle). Net rate analyses indicate that this phenomenon can be attributed
to a signiﬁcant build-up of CH3 and HO2 radicals that drives the reaction
CH3+HO2  CH4+O2 (R40) towards the original fuel and oxidizer. It is no-
ticed that the phenomenon is not observed in all the reducing experiments.
Considering the diﬀerences in the experimental conditions in Table 6.4, it is
seen that almost identical reactant concentrations were used in the reducing
exp. D at 100 bar (Figure 6.8, left) and exp. G at 50 bar (Figure 6.9, bot-
tom), but only the 50 bar experiment displays the characteristic increase of
the O2 concentration at the higher temperatures. This suggests a pressure
or a residence time eﬀect. Calculations indicate that both eﬀects play a role
in combination with the stoichiometric ratio. The latter is causing the phe-
nomenon to appear in the reducing experiment at 90 bar (Figure 6.9, middle
left), where a lower stoichiometric ratio (φ = 25.2) was used compared to the
other reducing experiments.
Considering the simulations of CH3OH at reducing conditions in Figure
6.8 (bottom left) and Figure 6.9 (right), the results are generally satisfactory.
A substantially higher concentration of CH3OH is observed at 100 bar than
at 50 bar, which suggests that optimal conditions for high CH3OH yields lie
closer to 100 bar. It is diﬃcult to make the same direct comparison of the
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Figure 6.9: Results of reducing experiments with CH4/O2. Top: Exp. E (100 bar,
φ = 45.6). Middle: Exp. F (90 bar, φ = 25.2). Bottom: Exp. G (50 bar,
φ = 95.5). Reaction conditions are provided in Table 6.4. Symbols mark
experimental results. Lines denote model predictions obtained at isothermal
conditions. Measuring uncertainties are ±2.6% for CO/CH4/C2H4/C2H6,
±5.3% for O2, ±4.3% or ±3 ppm for CO2, and ±6.0% or ±3 ppm for
CH3OH.
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Figure 6.10: Results of stoichiometric CH4/O2 experiment I (90 bar, φ = 1.03). Symbols
mark experimental results. Lines denote model predictions obtained at
isothermal conditions. Measuring uncertainties are ±2.6% for CO/CH4,
±5.3% for O2, and ±4.3% or ±3 ppm for CO2.
results at 100 and 90 bar because of the somewhat lower stoichiometric ra-
tio used in the 90 bar experiment. The only signiﬁcant deviation between
experiments and modeling results is observed at 50 bar (Figure 6.9, bottom
right), where the measured peak concentration of CH3OH is overpredicted
by roughly a factor of 2. However, the present calculations of the CH3OH
concentration are very sensitive to the magnitude of fuel conversion and even
minor discrepancies between measured and calculated concentrations of CH4
(and O2) may have a substantial impact on the formation of CH3OH. Con-
sidering the diﬀerent magnitudes of the CH3OH and the CH4/O2 concentra-
tions in Figure 6.9 (bottom) it is therefore likely that the overprediction of
the peak CH3OH concentration is simply caused by a minor overprediction
of the O2 conversion instead of an erroneous description of the CH3OH for-
mation mechanism. A similar eﬀect may account for the minor deviations
observed between simulated and experimental CH3OH proﬁles during the
other reducing experiments.
Simulations of C2H6 and C2H4 are satisfactory to the point that the main
trends are reproduced by the model. However, the model overpredicts the
measured concentration proﬁles by up to a factor of 2 during the reducing
100 bar experiment in Figure 6.8 (bottom left) and Figure 6.9 (top right),
whereas the discrepancies are less pronounced during the corresponding ex-
periments at 90 and 50 bar in Figure 6.9 (middle and bottom right). The
formation of C2H6 and C2H4 are closely dependent, so even though the for-
mation of C2H6 is overpredicted, the model may still accurately capture the
conversion of C2H6 to C2H4. The later experiments with CH4/C2H6 may
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Figure 6.11: Results of oxidizing experiments with CH4/O2. Top: Exp. K (90 bar,
φ = 0.040). Bottom: Exp. L (50 bar, φ = 0.042). Reaction conditions are
provided in Table 6.4. Symbols mark experimental results. Lines denote
model predictions obtained at isothermal conditions. Measuring uncertain-
ties are ±2.6% for O2/CO/CH4, and ±4.3% or ±3 ppm for CO2.
clarify this issue. Net rate analyses indicate that the self-association reac-
tion of CH3 radicals (R41) is the main route to C2H6 under the investigated
conditions and the numerical results show a considerable sensitivity to per-
turbations of the corresponding rate constant. The pressure dependent rate
expression of (R41) was taken from the literature evaluation by Baulch et
al. [145], who assigned uncertainty factors of 2 to both the high- and low-
pressure limits at 300–2000K. At 100 bar and 800–900K, the rate constant
is within 10% of the high-pressure limit, which have been subjected to some
dispute concerning the temperature dependence, see Section 5.3.3.2. How-
ever, there are other reactions that indirectly act as a bottleneck for the
C2H6 formation, e.g. CH4+HO2  CH3+H2O2 (R31), where uncertainties
may partly facilitate the observed discrepancies. At present, the observed
overpredictions of the C2H6 and C2H4 concentrations are mainly attributed
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to an inaccurate model description of the conversion of C1 to C2, which es-
sentially concerns the self-association reaction of CH3 (R41). Future work
should involve a thorough reevaluation of this part of the reaction mechanism.
6.4.4 Main Reaction Pathways of CH4 Oxidation
Figure 6.12 provides an overview of the most important pathways involved in
the oxidation of CH4 at high pressure. The ﬁgure indicates several compet-
ing pathways whose fractional contributions are dependent on the reaction
conditions. This section will outline the major dependencies.
The CH4 oxidation chain is initiated by H-atom abstraction facilitated
by OH radicals via (R30). This is the predominant fuel initiation reaction at
all stoichiometries except when CH4 is available in suﬃcient concentrations
to make it a frequent collision partner. Then, CH4 may react with other
radical species with a noticeable contribution to the overall consumption
of CH4. This is e.g. the case for the prime CH3OH formation reaction
CH3O+CH4  CH3OH+CH3 (R78). However, CH4+OH (R30) remains the
dominant reaction for fuel consumption at the diluted conditions used in the
experimental work.
The OH radicals are mainly produced from thermal dissociation of H2O2
(R16) that originates from self-association of HO2 radicals, i.e. HO2+HO2 
H2O2+O2 (R15). The HO2 radicals are typical products of the high pressure
conditions formed mainly from the pressure dependent association of H+O2
(R4). At oxidizing conditions, a signiﬁcant contribution may also arise from
H-abstraction from hydrocarbon species by molecular oxygen, e.g. HCO+O2
 CO+HO2 (R118) and HOCO+O2  CO2+HO2 (R27).
As indicated in Figure 6.12, there are a number of important consump-
tion channels from the CH3 radical pool. High pressure and low temperatures
facilitate reaction with molecular oxygen to stabilized CH3OO (R36). This
oxidation path is important roughly below 800K, and it is further enhanced
at oxidizing conditions where O2 is readily available. However, as the tem-
perature increases to 900K, the branching ratio shifts towards the competing
product channel CH3+O2  CH2O+OH (R38) as a result of the compar-
atively low thermal stability of CH3OO. Reaction (R36) is the only active
pathway to CH3OO, which means that the potential consumption of CH3
through the subsequent reaction between CH3OO+CH3 (R49) is restrained
by the carbon ﬂux through (R36).
The reaction between CH3+HO2 is important at all stoichiometries and
pressures considered in the experimental work; even though it is to a lesser
extent at oxidizing conditions where reaction with O2 dominates, as de-
scribed above. The branching ratio between the two competing pathways
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Figure 6.12: Main reaction pathways for CH4 conversion at the investigated condi-
tions of experiment D–L. The fractional contributions of competing
pathways are dependent on the reaction conditions (see text). The
dashed line denotes a more complex underlying mechanism that will
be considered in details in Section 6.5.3.
to CH3O+OH (R39) and CH4+O2 (R40) is ∼3 at 800–900K in favor of
(R39), but under conditions with high CH3 and HO2 concentrations (φ ≥ 1)
this is still suﬃcient to facilitate a substantial regeneration of CH4+O2 via
(R40), as observed in the experiments. At these conditions, CH3 is also
consumed by reactions with hydrocarbon species, most importantly the self-
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recombination reaction CH3+CH3(+M)  C2H6(+M) (R41) and reaction
with formaldehyde, CH2O+CH3  HCO+CH4 (R111).
The CH3OO radicals are converted to CH3O, either directly through re-
action with CH3 (R49), or indirectly via formation of CH3OOH (R47) and
subsequent dissociation to CH3O+OH (R59), which is favored at φ < 1.
It is noticed that the latter path eﬀectively yields a net result identical to
CH3+HO2  CH3O+OH (R39).
Thermal dissociation of CH3O radicals (R69) is the main source of CH3O
removal at the diluted conditions applied in the experimental work. Even
so, the observed formation of CH3OH in the experiments can be attributed
to the competitive reaction with CH4 (R78). The absolute concentrations of
CH4 in the reducing experiments are not nearly suﬃcient to facilitate a sig-
niﬁcant contribution from (R78) compared to (R69). However, as previously
mentioned, when high concentrations of CH4 are applied, the branching ra-
tio shifts towards CH3OH as the dominant product. Oxidation of CH3OH
involves intermediate formation of CH2OH; mainly via reaction with OH rad-
icals (R86). The CH2OH radicals are further oxidized to CH2O by molecular
oxygen (R97). At higher temperatures, the latter conversion may also be
facilitated by thermal dissociation of CH2OH (R90), but this reaction is not
important at the investigated temperatures. In general, the intermediate for-
mation of CH2OH is only important when CH3OH is available in suﬃcient
concentrations, which means that this branch of the reaction network only
plays a secondary role at the diluted conditions used in the present experi-
mental work. However, it will gain signiﬁcant importance at conditions with
high CH4 loads relevant to the investigated GTL process. It is noted that
association of CH2OH with CH3 (–R189) is the main route to C2H5OH dur-
ing conversion of C1 fuels. This means that formation of C2H5OH is largely
restrained by the availability of CH3OH, which is generally low at the present
diluted conditions, and hence, explains why only trace amounts of C2H5OH
were observed during the experiments with pure CH4.
As indicated in Figure 6.12, CH2O can be oxidized through several chan-
nels, but most important are the reactions with OH (R108) and HO2 (R109).
The reaction with CH3 (R111) and H atoms (R106) only provide signiﬁcant
contributions at reducing conditions. The subsequent conversion of HCO to
CO is mainly governed by thermal dissociation (R112) except at oxidizing
conditions where H-abstraction by molecular oxygen (R118) becomes more
important due to the high availability of O2.
The mechanism that governs the oxidation of CO to CO2 is more or less
unchanged from the previous outline in Section 6.2.3. As shown in Figure
6.12, a contribution from CO+HO2 (R22) can also be observed, but this is
only signiﬁcant at reducing conditions where OH radicals are sparse. More-
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over, as indicated by the low CO2 concentrations obtained during the reduc-
ing experiments in Figure 6.8 (top left) and Figure 6.9 (left), these conditions
do not favor CO oxidation in the ﬁrst place, and (R22) is therefore only of
minor practical importance in the present work.
6.5 CH4/C2H6 Experiments
This section presents experiments with mixtures of CH4 and C2H6, where
C2H6 constitutes 10% of the hydrocarbon feed on a molar basis. This is a
realistic composition compared to raw natural gas. In the literature study in
Section 2.2.4, it was implied that the presence of C2H6 may have a promoting
eﬀect on the initiation of the CH4 oxidation chain. Moreover, the previous
experiments with pure CH4 indicated certain disagreements between mea-
surements of C2H6 and C2H4 and corresponding model predictions. It is
the objective of this section to elucidate these issues through analyses of the
present experiments and the underlying chemical reaction mechanisms.
The present experiments have been selected from the M.Sc. work of
Jakobsen [864] that includes a more detailed experimental database with
CH4/C2H6 than currently presented. In this work, Jakobsen considered the
potential formation of higher hydrocarbons, i.e. C≥3, but simulations pre-
dicted low selectivities (<4%) even at the most reducing conditions applied.
Moreover, Jakobsen reported that visual inspection of the reactor interior af-
ter the experiments revealed no indications of soot formation that may have
resulted from a substantial yield of larger hydrocarbons. Based on these
observations, it is expected that the current kinetic model adequately rep-
resents the chemical system at hand even though the model only considers
C1−2 hydrocarbon species.
6.5.1 Experimental Conditions
The presented experiments include pressures at 100 and 50 bar, and three
diﬀerent stoichiometric ratios comparable to those applied in the previous
study of pure CH4 oxidation. The experimental conditions are summarized
in Table 6.5. Calculations of the adiabatic temperature rise gave values <24K
for all experiments. Moreover, the carbon balances were satisﬁed within 5%.
Measurements include concentration proﬁles of CH4, C2H6, C2H4, O2,
CO, and CO2 for all experiments. Moreover, measurements of CH3OH and
C2H5OH are presented for the reducing experiments. At the stoichiometric
and oxidizing conditions, measurements of the alcohols were either absent or
too close to the detection limit to facilitate a reliable model validation.
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Table 6.5: Reaction conditions applied during experiments with
CH4/C2H6. Concentrations are in ppm if otherwise not
stated. See caption of Table 6.2 for other speciﬁcations.
Reactant concentrations
Exp. CH4 C2H6 O2 Pres. Temp. φ a τ
id. [ppm] [ppm] [ppm] [bar] [K] [s K]
M 3.56% 3987 1929 100 598–848 44.1 11680/T
N 3.53% 3963 2040 50 598–898 41.4 5920/T
O 916 99 2328 100 598–898 0.936 11880/T
P 773 99 5.28% 100 598–898 0.036 11320/T
Q 900 99 5.50% 50 673–898 0.039 5940/T
a) Stoichiometric ratio (φ) is based on αCH4 + βC2H6 + (2α + 7/2β)O2
→ (α + 2β)CO2 + (2α + 3β)H2O
6.5.2 Discussion of Experimental and Modeling Results
The experimental and modeling results from the mixed CH4/C2H6 experi-
ments M–Q are presented in the following Figures 6.13–6.15. Simulations
are conducted with the ﬁtted surface reaction CH3OO → CH3OO• (R349)
from Section 6.4.2, i.e. kR349 = 45 1/s and 9.5 1/s for the reducing and stoi-
chiometric/oxidizing experiments respectively. No surface deactivation of the
analogue C2H5OO radical is included due to the signiﬁcantly higher concen-
tration of CH4 than C2H6 in the feed. Moreover, simulations have conﬁrmed
that kR349 is indeed suﬃcient to counteract the otherwise premature fuel
ignition predicted by the model compared to the experiments.
There is generally a good agreement between experimental and calculated
concentration proﬁles. In particular at reducing conditions, where the sim-
ulations of all the measured compounds are satisfactory. In relation to the
later optimization of the GTL process, it is noteworthy that predictions of
both CH3OH and C2H5OH in Figure 6.13 (bottom) are in reasonable agree-
ment with the experiments.
The reducing experiment M at 100 bar (Figure 6.13, left) is directly com-
parable with the pure CH4 experiment E that was previously presented in
Figure 6.9 (top). These results show negligible diﬀerences in terms of the ini-
tiation temperature, but a slightly higher yield of alcohols is obtained when
C2H6 is present in the feed including a small contribution from C2H5OH that
was not observed during the pure CH4 experiment. However, signiﬁcant un-
certainties are attributed to the observations of higher alcohol yields, which
makes it impossible to conclude if C2H6 has a minor promoting eﬀect or not.
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Figure 6.13: Results of reducing experiments with CH4/C2H6. Left: Exp. M (100 bar,
φ = 44.1). Right: Exp. N (50 bar, φ = 41.4). Reaction conditions are pro-
vided in Table 6.5. Symbols mark experimental results. Lines denote model
predictions obtained at isothermal conditions. Measuring uncertainties are
±4.3% for CO/CH4, ±2.6% for C2H4/C2H6, ±5.3% for O2, ±4.3% or
±3 ppm for CO2, and ±6.0% or ±3 ppm for CH3OH/C2H5OH.
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Figure 6.14: Results of stoichiometric CH4/C2H6 experiment O (100 bar, φ = 0.936).
Reaction conditions are provided in Table 6.5. Symbols mark experimental
results. Lines denote model predictions obtained at isothermal conditions.
Measuring uncertainties are ±2.6% for CO/CH4/C2H4/C2H6, ±5.3% for
O2, and ±4.3% or ±3 ppm for CO2.
In the stoichiometric and oxidizing experiments in Figure 6.14 and 6.15,
the model overpredicts the concentration of C2H4 that arises shortly after the
fuel initiation temperature. From the previous outline of the major reaction
pathways of CH4 in Section 6.4.4, it is known that hardly any CH4 can be
expected to convert to C2H6 at these conditions. The observed C2H4 can
therefore exclusively be associated with the initial concentration of C2H6.
The fact that the C2H6 concentrations in Figure 6.14 and 6.15 are well-
predicted by the model therefore suggests that the description of the C2H4
consumption is incomplete at φ ≤ 1. At the reducing conditions in Figure
6.13 (middle), the predicted C2H4 concentrations follow the experimental
measurements reasonably well. In order to be consistent with the above
considerations, the conversion of C2H4 has to be operated by a diﬀerent
mechanism at φ  1. This issue will be investigated in the later analysis of
the underlying reaction mechanisms in Section 6.5.3.
At reducing conditions (Figure 6.13, middle) and temperatures just above
the fuel initiation temperature, the model tends to overpredict the C2H6
concentrations, which results in a proportional underprediction of the C2H4
concentrations. At higher temperatures, this trend seems to be opposite,
but even so, the model is still in reasonable agreement with the experiments.
This is somewhat diﬀerent from the reducing experiments with pure CH4 in
Figure 6.8 (left) and Figure 6.9, that revealed a general overprediction of
the C2H6 and C2H4 proﬁles throughout the entire temperature interval after
initiation. The main diﬀerence between the two sets of experiments is the
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Figure 6.15: Results of oxidizing experiments with CH4/C2H6. Top: Exp. P (100 bar,
φ = 0.036). Bottom: Exp. Q (50 bar, φ = 0.039). Reaction conditions are
provided in Table 6.5. Symbols mark experimental results. Lines denote
model predictions obtained at isothermal conditions. Measuring uncertain-
ties are ±2.6% for O2/CO/CH4/C2H4/C2H6, and ±4.3% or ±3 ppm for
CO2.
presence of C2H6 in the fuel. In the experiments with pure CH4, less than
1% of the fuel was converted to C2H6 and C2H4. In the experiments with
CH4/C2H6, this amount is insigniﬁcant compared to the amount of C2H6
already present in the fuel, and a potential overprediction of the conversion
of CH4 → C2H6 would therefore have a negligible impact on the observed
concentration proﬁles. These observations point in the direction of an in-
complete model description of the conversion from CH4 → C2H6 rather than
an erroneous prediction of the further conversion of C2H6 that would have
yielded a similar overprediction of the C2H6 and C2H4 concentrations during
the CH4/C2H6 experiments.
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6.5.3 Main Reaction Pathways of C2H6 Oxidation
The oxidation of C2H6 is governed by a reaction mechanism that involves C2
hydrocarbon species and an underlying mechanism for C1 hydrocarbons. The
latter was previously outlined in Section 6.4.4 (see e.g. Figure 6.12). The
presence of 10% C2H6 in the hydrocarbon feed is not expected to impose
signiﬁcant changes in the C1 reaction mechanism and it will therefore not be
subjected to discussions in the following. Figure 6.16 provides an overview of
the C2 reaction network. There are a number of competing pathways whose
individual contributions are very dependent on the reaction conditions.
Similar to CH4, the C2H6 oxidation chain is mainly initiated by H-abstrac-
tion facilitated by OH radicals (R123). Even though they are not shown
in Figure 6.16, the competing reactions between C2H6+CH3 (R126) and
C2H6+H (R121) may account for up to 20% of the initial C2H6 conver-
sion at φ 1. There is no contribution from thermal dissociation of C2H6 to
CH3 radicals (–R41). Instead, association of CH3 radicals provides a minor
contribution to the C2H6 concentration at φ > 1.
The C2H5 radical also shares similarities with the analogue CH3 radical in
terms of preferred reaction channels. At φ ≤ 1, the main reactant is molecular
oxygen that either yields stabilized C2H5OO (R133) or C2H4+HO2 (R134).
The branching ratio R133/R134 changes markedly across the investigated tem-
perature range. Thus, formation of C2H5OO is favored by high pressure and
low temperatures (<750K), whereas (R134) dominates at higher temper-
atures regardless of the pressure. This is consistent with the characteristic
temperature and pressure dependence of C2H5+O2 that displays a ”transition
region” between 575 and 750K [520, 582]. Here, the reaction changes from
a typical association/stabilization mechanism operating close to the high-
pressure limit at the investigated pressures, to assume the low-pressure limit
and almost complete dominance of the bimolecular channel. (See Section
5.3.4.2 for a more detailed discussion of C2H5+O2.) In the stoichiometric and
oxidizing experiments, the fuel initiation temperature is close to 750K, which
means that C2H5 is almost completely converted to C2H4 via (R134). How-
ever, in the reducing experiments, the intermediate formation of C2H5OO
gains substantial importance during the low-temperature conversion of the
fuels.
The peroxyl radical C2H5OO is further converted to C2H5O; either di-
rectly via addition/elimination with CH3 (R163) or C2H5 (R167), or indi-
rectly through intermediate formation of C2H5OOH by H-abstraction from
HO2 (R161) and subsequent dissociation to C2H5O+OH (R173). This mech-
anism is equivalent to the conversion of CH3OO, as previously illustrated
in Figure 6.12. A small yield of C2H4+HO2 may arise from dissociation of
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Figure 6.16: Main reaction pathways for C2H6 conversion at the investigated conditions
of experiment M–Q. The fractional contributions of competing pathways
are dependent on the reaction conditions (see text). The mechanism of
CH4 conversion from Figure 6.12 underlies the current reaction network.
The reader may notice a number of similarities between these mechanisms.
C2H5OO (R156). This channel becomes more important at higher tempera-
tures, but here, the concentrations of C2H5OO are typically low because of
the shift in the branching ratio of C2H5+O2, which means that (R156), in
practice, gains little importance during the conducted experiments.
The reaction C2H5+O2  C2H4+HO2 (R134) accounts for >90% of the
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formation of C2H4 at all investigated conditions. A substantial fraction may
be converted back to C2H5 through association with H atoms (R139), whereas
reactions with OH lead to C2H3 (R144) and H2CCHOH (R143) in comparable
yields. At high pressures >50 bar, the numerical value of the branching ratio
R139/(R144+R143) more or less follows the value of φ. Hence, R139/(R144+R143)  1
at the reducing conditions applied in experiments M and N, whereas values
≈ 0.5 and  1 are obtained during the stoichiometric and oxidizing exper-
iments respectively. As a result, two diﬀerent mechanisms seems to govern
the conversion of C2H4: At reducing conditions, the formation of C2H4 is
controlled by the interconversion between C2H5 and C2H4, whereas a direct
oxidation mechanism operates at φ ≤ 1 corresponding to C2H6 → C2H5 →
C2H4 → C2H3 → etc. The reader is here reminded of the fact that the
model overpredicted the measured concentrations of C2H4 at φ ≤ 1, whereas
a reasonable correlation was obtained between experimental and numerical
results at φ  1. This led to the previous suggestion of diﬀerent operating
mechanisms, which has now been substantiated by the kinetic model. All
observations point in the direction of an incomplete model description of the
direct oxidation of C2H4, while conﬁdence is placed in the indirect oxida-
tion path through C2H5/C2H5OO/C2H5O/etc.; see Figure 6.16. The current
model description of the oxidation of C2H4 by OH was taken from the theo-
retical work of Lin and co-workers [523]. The reaction displays a complicated
temperature and pressure dependence that was not treated in details by Lin
and co-workers, so it is possible that more thorough investigations may yield
higher rate coeﬃcients consistent with an increased consumption of C2H4, as
indicated by the experiments. The issue has not been pursued in the present
work since this part of the mechanism is not expected to gain signiﬁcant
importance at the reducing conditions used in the GTL process.
The reaction between C2H5 and HO2 is mainly important at reducing
conditions, where it competes with C2H5+O2. Regeneration of C2H6+O2 is
negligible, so the only signiﬁcant products are C2H5O+OH (R132). This is
diﬀerent from the CH4 mechanism where a considerable fraction of the CH4
and O2 is regenerated through the analogue reaction CH3+HO2  CH4+O2
(R40); see Section 6.4.4. A minor fraction of the C2H5 radical pool may be
converted directly to stabilized C2H5OH by addition of OH radicals (–R190).
At the applied experimental conditions, this is the main route to C2H5OH
at temperatures >850K, whereas the association of CH2OH+CH3 (–R189)
predominates at lower temperatures.
The conversion of C2H5O takes place through thermal dissociation to
CH3+CH2O (R183) and CH3CHO+H (R184) where the former channel ac-
counts for >75% of the overall consumption of C2H5O at all the investigated
conditions. The minor fraction that yields CH3CHO may undergo further
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oxidation to CH3CO through diﬀerent reaction channels. The main reac-
tants are OH (R222) and HO2 (R225), while reaction with CH3 (R227) only
becomes important at reducing conditions. The CH3CO radical is rapidly
converted to C1 products through C–C bond cleavage either facilitated by
reaction with molecular oxygen (R238) or by thermal dissociation (R229).
As indicated in Figure 6.16, there are several channels that convert C2 to
C1 species. At oxidizing and stoichiometric conditions, this happens through
addition/elimination reactions of C2H3+O2 (R153) and/or CH2CO+OH
(R255,R256). At reducing conditions, decomposition of C2H5O (R183) and
CH3CO (R229,R238) constitute the main pathways to the C1 network. The
resulting C1 products include mixtures of CH3, CH2OH, CH2O, HCO, CO,
and CO2. Considering the position of these species in the C1 reaction network
in Figure 6.12, it is observed that only the carbon atom enclosed in CH3 is
capable of yielding the desired product CH3OH. Since CH3 never constitutes
more than one of the products from the C2 → C1 conversion, this means
that maximum 50% of the carbon matter enclosed in the original feed of
C2H6 can be converted to CH3OH. However, it is noted that these considera-
tions do not include the potential yield of C2H5OH, which may form directly
from C2H5+OH (–R190) as an attractive secondary product from the GTL
process.
6.6 CH4/NOx Experiments
This section presents diluted experiments with CH4/NOx. It is well estab-
lished that NOx has a promoting eﬀect on the hydrocarbon oxidation chem-
istry; even when it is only present in very small quantities. Nevertheless,
well-deﬁned experiments at very high pressures have never been reported in
the literature.
From a kinetic modeling point of view, the present CH4/NOx experiments
represent the reaction mechanisms of C1 hydrocarbons and NOx including
an extended reaction subset to govern their mutual interactions. The perfor-
mance of the individual reaction mechanisms of NOx and C1 were previously
validated in relation to the experiments with CO/H2/NOx (Section 6.2) and
pure CH4 (Section 6.4), so the natural focus of this section will be on the
direct interactions between NOx and hydrocarbon species. The experiments
with CH4/NOx were conducted at conditions that resemble those applied dur-
ing the pure CH4 experiments except for the additional presence of ∼200 ppm
of NOx. This should allow a direct comparison with the previous results from
Section 6.4.3 and a good display of the sensitizing eﬀects of NOx.
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6.6.1 Experimental Conditions
The promoting eﬀect of NOx on the hydrocarbon oxidation chemistry allowed
experiments to be conducted at pressures from 100 bar and down to 20 bar,
while still obtaining complete conversion of the fuel and/or oxidizer within
the residence time and temperature limitations of the high pressure ﬂow
reactor setup. Moreover, three diﬀerent stoichiometric ratios were applied
comparable to those used in the previous study of pure CH4 oxidation chem-
istry. Table 6.6 summarizes the experimental conditions. It is noted that
the speciﬁed concentrations of NO and NO2 reﬂect the concentrations at the
reactor inlet after the initial feed concentration of NO has been partially
converted to NO2 via NO+NO+O2  NO2+NO2 (–R278) upon mixing with
O2. The reader is referred to the previous discussion of this phenomenon in
Section 6.2.1 and the treatment hereof during modeling.
Calculations of the adiabatic temperature rise gave values <33K for the
stoichiometric experiments, while considerably less was obtained for the re-
ducing and oxidizing experiments. The carbon balance everywhere closed
within 6%.
Table 6.6: Reaction conditions applied during experiments with CH4/NOx.
Concentrations are in ppm if otherwise not stated. See caption of
Table 6.2 for other speciﬁcations.
Reactant concentrations
Exp. CH4 O2 NOx(NO) Pres. Temp. φ a τ
id. [ppm] [ppm] [ppm] [bar] [K] [s K]
R 4.66% 803 193(25) 100 598–898 116. 12050/T
S 4.62% 908 212(106) 50 598–898 102. 5860/T
T 4.58% 925 214(200) 20 598–898 99.0 2440/T
U 1605 2804 179(10) 100 598–848 1.14 12000/T
V 1610 2798 188(43) 50 598–898 1.15 6100/T
W 1548 2935 182(150) 20 598–898 1.05 2370/T
X 956 4.55% 201(0) 100 598–898 0.042 11920/T
Y 995 4.50% 200(8) 50 598–898 0.044 5950/T
Z 1023 4.53% 200(76) 20 598–898 0.045 2410/T
a) Stoichiometric ratio (φ) is based on CH4 + 2O2 → CO2 + 2H2O
6.6.2 Discussion of Experimental and Modeling Results
The results of the CH4/NOx experiments are presented in Figure 6.17, 6.18,
and 6.19, representing reducing, stoichiometric, and oxidizing conditions re-
spectively. The ﬁgures also show corresponding model predictions of the
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major species: CH4, O2, CO, CO2, NO, NO2, and CH3NO2. A considerable
formation of CH3OH was observed during the reducing experiments, whereas
concentrations of C2H6 and C2H4 were below the detection limit (<1 ppm)
at all investigated conditions.
In the pure hydrocarbon experiments, it was necessary to ﬁt the sur-
face reaction CH3OO → CH3OO• (R349) in order to reconcile the predicted
initiation temperatures with those observed in the experiments. However,
the hydrocarbon experiments also showed that this surface deactivation had
no pronounced eﬀect on the fuel conversion once the oxidation chain had
started. The initiation of the chemical system at hand can be attributed
to the presence of NOx that did not show indications of surface activities
in the previous experiments with CO/H2/NOx (see Figure 6.1). Thus, it is
not expected that potential surface reactions will gain signiﬁcant inﬂuence
in the present experiments with CH4/NOx either, and all simulations have
therefore been conducted without (R349).
The reducing experiments in Figure 6.17 do not include measurements
of CH3NO2 because of experimental shortcomings at the time of their com-
pletion. Simulated concentrations of CH3NO2 are therefore shown in Figure
6.17 (dotted lines) without experimental support.
The results presented in Figure 6.17–6.19 demonstrate that the kinetic
model adequately captures the behavior of the chemical system at all inves-
tigated conditions. The results indicate a signiﬁcant intermediate formation
of CH3NO2 at the expense of NO and NO2 shortly after the reaction has
initiated. This formation of CH3NO2 exhibits a strong pressure dependency
as the peak concentration ranges from almost 100% conversion of NOx at
100 bar and φ ≥ 1 (Figure 6.17 and 6.18, top) to ∼25% during the corre-
sponding experiments at 20 bar (Figure 6.17 and 6.18, bottom). The oxidiz-
ing experiments in Figure 6.19 follow the same trend even though the peak
concentration of CH3NO2 at 100 bar only represents about 75% of the avail-
able NOx. The concentration of CH3NO2 rapidly drops towards zero as the
fuel and/or oxidizer approach depletion. In this process, NO and/or NO2 are
regenerated.
In the experiments at 100 bar, the model seems to predict a slightly lower
initiation temperature than obtained in the experiments. This discrepancy
can be observed at all investigated stoichiometries and is most profound in the
calculated NO2 and CH3NO2 concentrations that are displaced by about 25K
towards lower temperatures compared to the experiments. The phenomenon
may be related to an inaccurate description of the initiation reaction between
NO2 and CH4 (R285,R284). However, this would probably have facilitated
a premature fuel ignition in all the CH4/NOx experiments, but the results
in Figure 6.17–6.19 indicate that the discrepancy becomes insigniﬁcant when
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Figure 6.17: Results of reducing experiments with CH4/NOx. Top: Exp. R (100 bar,
φ = 116). Middle: Exp. S (50 bar, φ = 102). Bottom: Exp. T (20 bar,
φ = 105). Reaction conditions are provided in Table 6.6. Symbols mark
experimental results. Lines denote model predictions obtained at isothermal
conditions. Dotted lines indicate predicted CH3NO2 concentrations where
measurements are not available. Measuring uncertainties are ±2.6% for
CO/CH4, ±5.3% for O2, ±4.3% or ±3 ppm for CO2, ±6.0% or ±3 ppm
for CH3OH, ±2.8% for NO, and ±4.0% for NO2.
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Figure 6.18: Results of stoichiometric experiments with CH4/NOx. Top: Exp. U
(100 bar, φ = 1.14). Middle: Exp. V (50 bar, φ = 1.15). Bottom:
Exp. W (20 bar, φ = 1.05). Reaction conditions are provided in Table
6.6. Symbols mark experimental results. Lines denote model predictions
obtained at isothermal conditions. Measuring uncertainties are ±2.6% for
CO/CH4/CH3NO2, ±5.3% for O2, ±4.3% or ±3 ppm for CO2, ±2.8% for
NO, and ±4.0% for NO2.
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Figure 6.19: Results of oxidizing experiments with CH4/NOx. Top: Exp. X (100 bar,
φ = 0.042). Middle: Exp. Y (50 bar, φ = 0.044). Bottom: Exp. Z
(20 bar, φ = 0.045). Reaction conditions are provided in Table 6.6. Sym-
bols mark experimental results. Full lines denote model predictions ob-
tained at isothermal conditions. Dashed lines represent simulations with
the experimental temperature proﬁles. Measuring uncertainties are ±2.6%
for O2/CO/CH4/CH3NO2, ±4.3% or ±3 ppm for CO2, ±2.8% for NO, and
±4.0% for NO2.
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lower pressures are applied. This points in the direction of an incomplete
description of the pressure dependency of the CH3NO2 formation mechanism
at very high pressures.
Selected results from the CH4/NOx experiments are directly comparable
with results from the experiments with pure CH4. At reducing conditions,
experiment R (CH4/NOx, 100 bar, φ = 116) and S (CH4/NOx, 50 bar, φ =
102) in Figure 6.17 (top and middle) are comparable to experiment D (CH4,
100 bar, φ = 98.8) and G (CH4, 50 bar, φ = 95.5) in Figure 6.8 (left) and
Figure 6.9 (bottom) respectively. The most profound diﬀerence is the fuel
initiation temperature, which is decreased by roughly 50K upon addition of
NOx. Moreover, the CH3OH formation is signiﬁcantly higher at 50 bar when
NOx is present, and this concentration is sustained at a comparatively high
level throughout the remaining investigated temperature range opposite the
corresponding experiment with pure CH4. A similar, almost constant level
of CH3OH is obtained during the 100 bar experiment with NOx, but here,
the measured peak concentration is of comparable magnitude with the peak
concentration in the pure CH4 experiment. Moreover, no C2 compounds of
measurable quantities are observed when NOx is present, which is diﬀerent
from the experiments with pure CH4.
The NOx promoted decrease of the initiation temperature is even more
pronounced at stoichiometric and oxidizing conditions. Thus, a comparison
of the stoichiometric experiments U (CH4/NOx, 100 bar, φ = 1.14) in Figure
6.18 (top) and H (CH4, 100 bar, φ = 1.09) in Figure 6.8 (top right) reveals a
reduction of the initiation temperature of almost 100K. A similar observation
is made when comparing the oxidizing experiments X (CH4/NOx, 100 bar,
φ = 0.042) and Y (CH4/NOx, 50 bar, φ = 0.044) in Figure 6.19 (top and
middle) with the pure CH4 oxidation experiments J (CH4, 100 bar, φ = 0.042)
and L (CH4, 50 bar, φ = 0.042) in Figure 6.8 (top right) and Figure 6.11
(bottom) respectively.
6.6.3 Sensitizing Eﬀects of NOx
The sensitizing eﬀects of NOx can be attributed to the cyclic conversion
between NO and NO2 through interactions with the H/O and hydrocarbon
radical pools. The former is a source of chain carrying OH radicals, which
is an important contributing factor to the observed reduction of the fuel
initiation temperature in the CH4/NOx experiments. The NOx interactions
with the H/O radical pool were previously considered in Section 6.2.3 in
connection to the CO/H2/NOx experiments, and the reader is referred to
this section for an elaborate outline. Instead, the following discussion will
focus on the direct interactions between NOx and hydrocarbon species.
238
6.6 CH4/NOx Experiments
NO and NO2 may interact with hydrocarbon species through a number of
reactions, but most important is the direct conversion of the radical species
CH3OO and CH3 to CH3O that takes place in accordance with the mechanism
illustrated in Figure 6.20.
CH3
CH3OO
CH3O
+NO2
–NO
+O2
+NO –NO2
Figure 6.20: Direct NOx interaction with the hydrocarbon oxidation
chain. Cyclic conversion of NO and NO2 carries the chain
forward. This mechanism substitutes the ordinary conver-
sion of CH3 to CH3O from the previous Figure 6.12 at all
investigated conditions with CH4/NOx. The dashed lines
denote more complex underlying mechanisms.
The two pathways from CH3 to CH3O shown in Figure 6.20 completely
substitute the pure hydrocarbon conversion channels of CH3 and CH3OO,
cf. Figure 6.12, at all investigated conditions and thus, become the main
sources of CH3O radicals when NOx is added to the reacting mixture. It is
noticed that the sum of NO+CH3OO NO2+CH3O (R266) and NO2+CH3
 NO+CH3O (R283) is equivalent to the reaction CH3OO+CH3  CH3O+
CH3O (R49), but the two NOx induced reactions outcompete the pure hydro-
carbon reaction. Another consequence of the dominance of the mechanism
in Figure 6.20 is the suppression of the association reaction between CH3
radicals to C2H6 (R41); even at highly reducing conditions, which explains
the absence of C2 compounds during the present experimental work.
Hydrogen abstraction from hydrocarbon species by NO2 also plays an im-
portant role during the investigated conditions. In particular the reactions:
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NO2+CH4  HNO2+CH3 (R285), NO2+CH3O  HONO+CH2O (R292),
and NO2+CH2O HONO+HCO (R289). Here, NO is regenerated through
subsequent decomposition of HONO to NO+OH (–R259), which includes
prior isomerization of HNO2 to HONO (R319) in case of (R285). The for-
mer reaction between CH4 and NO2 is the principal initiation reaction and
the assigned rate constant therefore has a substantial impact on the calcu-
lated initiation temperature. As previously discussed in Section 5.3.5.3, the
reaction has been subjected to some dispute concerning the temperature de-
pendence and branching ratios between diﬀerent theoretical [699, 774] and
experimental sources [777]. However, with the applied rate expression from
Yamaguchi and co-workers [699, 773], a reasonable agreement between ex-
perimental and modeling results seems to be obtained in the present work.
The reactions between NO2 and CH3O (R292) and CH2O (R289) are also
mainly associated with the initial conversion of the hydrocarbon fuel, where
they facilitate a net production of OH radicals. However, the reactions are
quickly overtaken by the ordinary consumption channels of CH3O and CH2O
shown in the previous Figure 6.12.
The substantial formation of CH3NO2 observed during the experiments
is a characteristic high-pressure phenomenon facilitated by the direct associ-
ation of CH3 and NO2 via (–R326). Net rate analyses reveal that the reverse
reaction (R326) is also the predominant consumption channel. This means
that CH3NO2 is accumulated until an equilibrium concentration is reached,
which may be of considerable magnitude as indicated by the experiments.
The concentration of CH3NO2 remains stable until the fuel and/or oxidizer
start to approach depletion, which drives the equilibrium backwards in order
to release the embedded radicals. As a consequence, formation of CH3NO2
facilitates a temporary inactivation of NO and NO2 shortly after initiation of
the hydrocarbon oxidation chain. The model shows no indications that the
propagation of the pure hydrocarbon oxidation chain is self-sustaining under
this condition unless the temperature is high enough for the pure hydrocar-
bon oxidation chain to operate without the promoting eﬀect of NOx. As a
result, the overall conversion rate may temporarily slow down. This phe-
nomenon can be vaguely observed in e.g. the stoichiometric experiment U
at 100 bar (Figure 6.18, top), where the declining concentrations of CH4 and
O2 display a short intermediate delay between 700 and 735K corresponding
to the temperature interval where the concentration of CH3NO2 accounts for
almost 100% of the available NOx.
There are no contributions from reactions between nitrogen containing
species and hydrocarbons that lead directly to CH3OH. Instead, the main
route to CH3OH is facilitated by H-abstraction from CH4 by CH3O (R78) in
accordance with the pure hydrocarbon mechanism in Figure 6.12. It was
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expected that the lower conversion temperature would have reduced the
thermal dissociation of CH3O to CH2O+H (R69) and thereby indirectly en-
hanced the fractional contribution from CH3O+CH4 (R78). However, as
previously mentioned, there is negligible diﬀerence between the observed
peak concentrations of CH3OH at 100 bar with or without the addition of
NOx. A net rate analysis at the conditions of the reducing experiment R
(100 bar, φ = 116) indicates that the branching fraction between (R69) and
(R78) indeed has shifted towards the attractive CH3OH forming channel at
low temperatures, but the net gain is counteracted by new CH3O consump-
tion channels like NO2+CH3O  HONO+CH2O (R292) and NO+CH3O 
HNO+CH2O (R292).
From a process design point of view, introducing NOx as a gas phase sen-
sitizer complicates the GTL process. This means that a proportional increase
of the resulting yield of the desired product should be achieved in order to
counteract the additional expenses associated with the more complex design.
The current observations of peak concentrations of CH3OH obtained both
with and without addition of NOx do not indicate such an eﬀect, which low-
ers the expectations to the use of NOx as a chemical promoter in the GTL
process. On the other hand, experiments indicate that resulting CH3OH con-
centrations may be stabilized across a wider temperature and pressure range,
which are attractive characteristics in terms of an industrial implementation
of the process.
6.7 CH4/H2S Experiments
Raw natural gas typically contains trace amounts of sulfur in the form of
H2S. It is therefore relevant to investigate the inﬂuence of H2S (or SO2) on
the hydrocarbon oxidation chemistry under high-pressure conditions. Prior
investigations of the interactions between SO2 and the H/O radical pool,
e.g. [114], have pointed out that SO2 can act as an eﬃcient radical sink, but
only limited knowledge is available concerning the direct interactions with
hydrocarbon species at high pressures.
As previously discussed in Section 5.3.6, the applied kinetic model only
includes a limited sulfur reaction mechanism without direct interactions be-
tween hydrocarbon and sulfur compounds. As a consequence, expectations
to the model performance are limited, but even so, the present investigation
may help elucidating important issues that can inspire future work in the
ﬁeld.
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6.7.1 Experimental Conditions
Two experiments have been conducted with CH4/H2S; both at 50 bar, but
with diﬀerent stoichiometries. The reaction conditions are summarized in
Table 6.7. Calculations of the adiabatic temperature rise gave values <21K.
The carbon and sulfur balances closed within 3 and 7% respectively in both
experiments. Measured concentration proﬁles of CH4, O2, CO, CH3OH, H2S,
and SO2 are shown in Figure 6.21 including corresponding model predictions
that were obtained without including any surface reactions. C2H6 and C2H4
were only detected during the reducing experiment A, while CO2 was below
the detection limit in this experiment. Measurements of CO2 are therefore
only presented for the stoichiometric experiment B.
Table 6.7: Reaction conditions applied during experiments with
CH4/H2S. Concentrations are in ppm if otherwise not
stated. See caption of Table 6.2 for other speciﬁcations.
Reactant concentrations
Exp. CH4 O2 H2S Pres. Temp. φ a τ
id. [ppm] [ppm] [ppm] [bar] [K] [s K]
A 1.25% 1119 202 50 598–898 22.6 5990/T
B 1494 3012 202 50 598–898 1.09 5920/T
a) Stoichiometric ratio (φ) is based on αCH4 + βH2S+ (2α + 3/2β)O2
→ αCO2 + βSO2 + (2α + β)H2O
6.7.2 Discussion of Experimental and Modeling Results
Figure 6.21 shows a poor agreement between the experimental and numerical
results. The most profound discrepancy is observed between the measured
and calculated initiation temperatures, where the model predicts values that
are about 150K higher than observed in both experiments. Considering
a corresponding temperature-displacement of the calculated concentration
proﬁles, the model may seem to capture the conversion proﬁles of O2 and
H2S/SO2 during the reducing experiment (Figure 6.21, left), whereas a sub-
stantial overprediction of the fuel conversion is obtained during the stoichio-
metric experiment (Figure 6.21, right).
The consumption of H2S seems to be closely correlated with the rising
concentration of SO2. This is conﬁrmed by the sulfur balances that closed
within 7% throughout both experiments when only considering the measured
concentrations of H2S and SO2. It indicates a modest intermediate yield of
stable mixed carbon-sulfur species analogue to e.g. CH3NO2, that was ob-
served as a major compound during the CH4/NOx experiments in Section
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Figure 6.21: Results of experiments with CH4/H2S at 50 bar. Left: Exp. A (φ = 22.6).
Right: Exp. B (φ = 1.09). Reaction conditions are provided in Table 6.7.
Symbols mark experimental results. Full lines denote model predictions
obtained at isothermal conditions. Measuring uncertainties are ±2.6% for
CO/CH4/C2H4/C2H6/SO2, ±5.3% for O2, ±4.3% or ±3 ppm for CO2,
±6.0% or ±3 ppm for CH3OH, and ±3.4% for H2S.
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6.6, but it does not mean that direct reactions between hydrocarbon and
sulfur species are absent during the experiments. Net rate analyses indicate
that the principal initiation reaction is the thermal decomposition of H2S to
S+H2. The S atom is further reacted through a complex network involving
SH, HSSH, HSS, S2, SO, HSO, HOSO, and SO2. However, a detailed out-
line of this mechanisms cannot be justiﬁed considering the poor agreement
between the kinetic model and the experiments.
At present, it can only be speculated what causes the observed discrepan-
cies between measured and calculated concentration proﬁles. It is noted that
the thermal dissociation of H2S is only represented in the model by the low-
pressure limit, i.e. H2S+M  S+H2+M using the rate expression kH2S+M =
1.6× 1024T−2.613 exp (−89100
RT
)
cm3/mol s from the experimental study of Shiina
et al. [878] and including an enhanced third-body eﬃciency of 1.5 for N2. It
is uncertain if this provides an adequate description of the reaction at the
high pressure and low temperature conditions used in the present work, but
at present, there are no reports of the fall-oﬀ behavior or the high-pressure
limit. It is also possible that a completely diﬀerent mechanism is in play; e.g.
involving the initiation reaction between H2S and O2, or the further conver-
sion of the S atom released from the thermal dissociation of H2S. Moreover,
sulfur species are known to be active on surfaces [879], which may also be a
contributing factor to the observed fuel initiation at low temperatures.
The experimental results indicate a minor yield of CH3OH at the lowest
temperatures. It is expected that this yield is associated with the release
of H atoms during the gradual conversion of H2S to SO2, but it cannot be
ruled out that H2S exhibits e.g. some distinct catalytic eﬀect similar to that
observed for NOx (see Section 6.2.3 and 6.6.3).
In order to properly characterize the inﬂuence of sulfur on hydrocarbon
oxidation chemistry, it is necessary to compare the current results with sim-
ilar measurements obtained without sulfur. The reducing experiment with
CH4/H2S can roughly be compared to the 90 and 50 bar experiments with
pure CH4: exp. F (90 bar, φ = 25.2) and exp. G (50 bar, φ = 95.5) in Figure
6.9 (middle and bottom). The pure CH4 experiments both revealed a sub-
stantial conversion of the fuel and oxidizer shortly after fuel initiation, which
took place around 750–775K. However, no changes of similar magnitudes
are observed in the concentration proﬁles during the reducing experiment
with CH4/H2S; especially not at temperatures above 800K, where the O2
concentration is almost constant. This suggests that sulfur indeed has an
inhibiting eﬀect on the hydrocarbon conversion even though the results are
not conclusive. As previously stated, there are no experimental results avail-
able with pure CH4 at 50 bar because no considerable fuel conversion could
be observed within the investigated temperature range. This is consistent
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with the limited conversion of CH4 observed throughout measurements at
the stoichiometric conditions with CH4/H2S in Figure 6.21 (top right). The
experimental conversion of CH4 yields about 200 ppm, which is comparable
to the conversion of 200 ppm of H2S to SO2 and the proportional release of
H atoms, but it provides no conﬁrmation of an inhibiting eﬀect of sulfur.
It is not possible to draw any deﬁnite conclusions regarding the inﬂuence
of sulfur on the hydrocarbon oxidation chemistry at high pressure; mainly
due to the limited number of experiments and the incomplete model de-
scription that render a detailed characterization of the underlying reaction
mechanisms impossible. Even so, the available experiments show indications
of an inhibiting eﬀect consistent with the removal of radical species. This
is not an attractive feature in relation to the investigated GTL process and
suggests that sulfur should be removed from the feed gas before the partial
oxidation process.
6.8 Undiluted CH4 Experiments
The previous experiments have all been conducted at N2 diluted conditions
in order to minimize the heat release from the exothermic hydrocarbon ox-
idation reaction. This has ensured a well-deﬁned temperature proﬁle and
allowed a reliable interpretation of the measurements and corresponding
modeling results based on isothermal plug ﬂow simulations. However, as
previously discussed, this condition is not optimal for high yields of CH3OH,
because CH4 needs to be the most frequent collision partner of CH3O in
order to promote the reaction CH3O+CH4  CH3OH+CH3 (R78) over the
thermal dissociation of CH3O to CH2O+H (R69) that inevitably leads to
the undesired full oxidation products (see Figure 6.12). Even so, the reduc-
ing (and N2 diluted) experiments with pure CH4, CH4/C2H6, and CH4/NOx
have all resulted in minor yields of CH3OH that have facilitated a satisfactory
validation of the model performance in terms of CH3OH formation.
The ﬁnal experiments with CH4/O2 have also been conducted at highly
reducing conditions, but without an inert diluent. These are conditions that
promote high yields of CH3OH and hence, resemble those of practical use in
the investigated GTL process even though it is very unlikely that the present
experiments correspond to the optimal conditions. The drawback of this
approach is obviously the substantial heat release from the reaction, which
means that the measurements have little value in terms of kinetic model
validation. Instead, the experimental data may provide some indications of
what to expect from the authentic GTL process.
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6.8.1 Experimental Conditions
Two undiluted experiments with CH4/O2 are presented below. They have
both been conducted at 100 bar and reducing conditions, but with varying
O2 loads corresponding to CH4/O2 ratios of 57.0 and 20.5, i.e. φ = 114
and 40.9 respectively. As previously discussed in the literature review in
Section 2.2.1, a reverse proportionality exists between high selectivities of
CH3OH and the conversion of CH4. This issue will be elucidated by the
experiments. The experimental conditions are summarized in Table 6.8, and
the experimental results are shown in Figure 6.22 including corresponding
model predictions that use the ﬁtted rate constant kR349 = 131 1/s for the
surface reaction CH3OO→ CH3OO• (R349) (see e.g. the discussion of (R349)
in Section 6.4.2).
Table 6.8: Reaction conditions applied during undiluted experiments
with CH4/O2. See caption of Table 6.2 for other speciﬁca-
tions.
Reactant concentrations
Exp. CH4 O2 Pres. Temp. φ a τ
id. [%] [%] [bar] [K] [s K]
C 98.3 1.73 100 598–763 114. 12020/T
D 95.3 4.66 100 598–763 40.9 11900/T
a) Stoichiometric ratio (φ) is based on CH4 + 2O2 → CO2 + 2H2O
Calculations of the adiabatic temperature rise gave values >100K for
experiment C, while the higher O2 feed concentration in experiment D facili-
tated an adiabatic temperature rise >200K. Obviously, it is no longer valid to
assume isothermal conditions in the reactor and kinetic modeling has there-
fore been conducted as adiabatic plug ﬂow simulations, even though this may
not be very accurate either. The temperature rise also facilitates a decreasing
residence time, which is diﬃcult to account for during the simulations. The
presented numerical results are based on the initial reactor temperatures and
the temperature dependent residence times listed in Table 6.8 even though
this is only valid for isothermal conditions and corresponds to an upper limit
of τ . A lower limit of the residence time can be obtained by including the
calculated adiabatic temperature rise in the expression of τ(T ) from Table
6.8. In case of experiment D, this yields a potential deviation in the resi-
dence time of up to 4 sec. However, calculations indicate that the main fuel
conversion takes place within the ﬁrst second of the residence in the reactor
after which, the calculated concentration proﬁles show limited sensitivity to
changes in the residence time.
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In practice, it turned out to be diﬃcult to operate the high pressure ﬂow
reactor at the conditions listed in Table 6.8, and instabilities in the tempera-
ture and pressure control were occasionally observed during the experiments;
especially during experiment D that applied the highest O2 load. In order to
counteract this phenomenon, product sampling was conducted three times
at every investigated temperature level instead of the usual duplicate mea-
surements. Even so, some of the resulting average concentrations shown in
Figure 6.22 still reveal considerable scatter. The carbon balance was satis-
ﬁed within 0.5% throughout experiment C, while occasional deviations in the
carbon balance of experiment D were up to 2.8%. Considering a total carbon
feed of 95.3% in experiment D, the latter results in a substantial quantity of
2.7% of carbon matter that cannot be accounted for by the measurements.
This is mainly expected to be associated with the observed ﬂuctuations in
the CH3OH concentrations in Figure 6.22 (top right).
6.8.2 Discussion of Experimental and Modeling Results
Figure 6.22 reveals some deviations between experimental and numerical re-
sults, but this does not come unexpected considering the uncertainties asso-
ciated with the actual temperatures and residence times obtained during the
experiments. Care should therefore be taken to validate the model perfor-
mance based on the observed discrepancies.
As expected, CH3OH is the major product in both experiments even
though the CO measurements yield almost similar magnitudes in experi-
ment D with the high O2 load (Figure 6.22, right). Figure 6.23 shows an
example of calculated concentration proﬁles of selected species as functions
of the residence time during the time period of the main fuel conversion.
The ﬁgure is based on an adiabatic plug ﬂow simulation of experiment D
(100 bar, φ = 40.9) using an initial reactor temperature of 683K. A peak
concentration of CH3OH is obtained by the time of O2 depletion followed by
a minor conversion until an almost constant level is obtained shortly after.
A net rate analysis conﬁrms that the light consumption of CH3OH is mainly
facilitated by OH radicals to yield CH2OH (R86) in accordance with the reac-
tion mechanism outlined in Figure 6.12. The peak concentration of CH3OH
is indicated by the small arrow in Figure 6.23. It is very sharp making it
practically impossible to balance an industrial process at the corresponding
conditions. However, as also shown in Figure 6.23, the removal of CH3OH
is modest even though the temperature is high and the example indicates
less than 11% loss of CH3OH after 1 sec from full conversion of the O2 feed.
Similar observations can be made for the undiluted experiment C (φ = 114),
even though the post-conversion of CH3OH is much less pronounced under
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Figure 6.22: Results of experiments with undiluted CH4/O2 at 100 bar. Left: Exp. C
(φ = 114). Right: Exp. D (φ = 40.9). Reaction conditions are provided in
Table 6.8. Symbols mark experimental results. Full lines denote adiabatic
plug ﬂow simulations. Estimated experimental uncertainties are ±6.0%
for O2/CO/CO2/CH4/C2H6, and ±35% for CH3OH/C2H5OH based on
observations of scattering between consequtive measurements at the same
reactor temperature.
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Figure 6.23: Temperature and concentration proﬁles as a function of the residence
time based on adiabatic plug ﬂow simulations of the undiluted exper-
iment D (100 bar, φ = 40.9). Experimental conditions are found in
Table 6.8. The initial reactor temperature is 683K. The ﬁgure only
shows the initial section of the reactor where the main fuel conversion
takes place. The arrow indicates the peak concentration of CH3OH.
these conditions due to the lower heat release.
A calculation of the average CH3OH selectivity during the experiment
with the lowest feed concentration of O2 (Figure 6.22, left) yields SCH3OH =
74.6% based on the measurements obtained from 675–763K. The correspond-
ing average conversion of CH4 yields XCH4 = 2.2% throughout the same
temperature interval. As can be seen in Figure 6.22 (left), the remaining
carbon matter is almost exclusively found as CO. It is noted that the high-
est measured selectivity of CH3OH during experiment C yields 79% at 1.8%
CH4 conversion at 683K.
The lower CH4/O2 ratio in experiment D results in a somewhat higher
CH4 conversion (XCH4 = 5.3%), while the average selectivity of CH3OH has
decreased to SCH3OH = 53.7%. Even so, this implies a signiﬁcant increase
of the absolute concentration of CH3OH. Again, these values are based on
the measurements conducted at 675–763K with CO as the major secondary
carbon product. The peak selectivity of CH3OH during this experiment
is also measured at 683K yielding 74% at 4.8% CH4 conversion, but the
general scatter in the CH3OH concentrations makes the value of SCH3OH,max
quite uncertain.
The two experiments can be compared in terms of the yield of CH3OH,
249
6 Experiments and Modeling
which is calculated as the product of SCH3OH and XCH4 , as previously deﬁned
in Equation (1.9). This results in average CH3OH yields of 1.6 and 2.8% for
experiment C and D respectively, which suggests that lower CH4/O2 ratios
may be preferable despite the increased heat release during the reaction.
This is consistent with the previous literature evaluation in Section 2.4 where
optimal CH4/O2 ratios between 10 and 40 were proposed.
6.9 Summary
This chapter has presented experimental results and detailed model investi-
gations of the chemical systems: CO/H2/NOx/O2, CH4/O2, CH4/C2H6/O2,
CH4/NOx/O2, and CH4/H2S/O2. The experiments have been conducted at
temperatures from 598–898K, pressures from 20–100 bar, and stoichiomet-
ric ratios ranging from highly reducing (φ < 100) to oxidizing conditions
(φ > 0.04) by use of the high pressure ﬂow reactor setup described in Chap-
ter 4. With few exceptions, reactant mixtures have been diluted with N2 in
order to minimize the heat release from the exothermic oxidation reactions
and ensure a well-deﬁned temperature proﬁle. The experimental database
has facilitated a thorough validation of the novel detailed chemical kinetic
model with a generally satisfactory response.
The C1−2 hydrocarbon oxidation mechanism has been characterized
through oxidation experiments with pure CH4 and fuel mixtures with 10%
C2H6 on a molar basis. Satisfactory correlations between experiments and
numerical results have been obtained, which encourage the use of the present
kinetic model during the optimization of the GTL process. There have been
indications of an incomplete model description of the conversion of C1 to C2
hydrocarbons; more speciﬁcally, the conversion of CH3 to C2H6 (R41), which
may be too fast under the investigated conditions. Moreover, the current de-
scription of the direct oxidation path of C2H4 is incomplete, but both issues
have little inﬂuence at the conditions relevant to the investigated GTL pro-
cess. The formation of CH3OH is promoted by high absolute concentrations
of CH4 through the reaction CH3O+CH4  CH3OH+CH3 (R78). Model
validation of this mechanism has been satisfactory. A few experiments with
CH4/O2 have been conducted at undiluted conditions resembling those ap-
plied during the GTL process. These experiments provided substantial yields
of CH3OH with average selectivities of 74.6 and 53.7% at CH4/O2 ratios of
57 and 20 respectively. The corresponding average CH4 conversions yielded
2.2 and 5.3%. However, the undiluted experiments were subjected to sub-
stantial uncertainties regarding the reactor temperature and the residence
time, which have made the results unsuited for kinetic model validation.
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The oxidizing experiment with CO/H2/NOx at 20 bar revealed an aug-
mented sensitivity to the rate constant of the elementary reaction NO2+H
 NO+OH (R270) that has been utilized to derive a value of kR270(850–
875K) = 1.3 × 1014 (±40%) cm3/mol s. Based on this result, as well as data
from the literature, it has been recommended to use the rate coeﬃcient of
kR270,Ko & Fontijn, 1991 = 1.3×1014 exp
(−362
RT
)
cm3/mol s for combustion modeling.
The sensitizing eﬀects of NOx have been characterized through experi-
ments with CO/H2/NOx and CH4/NOx. It has been demonstrated that the
presence of NOx has a promoting eﬀect on the hydrocarbon oxidation chain
and facilitates signiﬁcantly lower initiation temperatures. This is a result of
the cyclic conversion of NO/NO2 through interactions with the H2/O2 rad-
ical pool and hydrocarbon species. The former leads to a net gain of chain
carrying OH radicals, while direct interactions with hydrocarbon radicals
carries the oxidation chain forward; most important is the reaction sequence
NO+CH3OO  NO2+CH3O (R266) and NO2+CH3  NO+CH3O (R283).
The experiments with CH4/NOx revealed a substantial intermediate forma-
tion of CH3NO2 through association/stabilization of CH3 and NO2 (–R326).
The formation of CH3NO2 is a characteristic high-pressure phenomenon that
facilitates an intermediate inactivation of important chain carrying compo-
nents and hence, slows down the overall fuel conversion rate. There are
indications that the current model description of the pressure dependency of
(–R326) is inaccurate at very high pressures. Despite the generally promot-
ing eﬀect of NOx on the hydrocarbon oxidation chain, the results indicated
a negligible net gain of CH3OH, which is unlikely to compensate for the ex-
pected additional expenses associated with a more complex process design
necessary to utilize NOx as a chemical promoter in the GTL process. This
has led to a preliminary rejection of the use of NOx during the GTL process.
The present work only includes a limited investigation of the inﬂuence
of sulfur on hydrocarbon oxidation chemistry at high pressure. The kinetic
model provides a poor description of the experimental results; particularly
in relation to the initiation of the chemistry. There are indications that
sulfur has an inhibiting eﬀect on the hydrocarbon oxidation process, but the
results are inclusive, and further investigations are needed before a reliable
characterization can be made.
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Chapter 7
Process Optimization
7.1 Introduction
The main work of this project has so far been concerned with the develop-
ment and validation of the novel detailed chemical kinetic model. Through
comparison with numerous experimental results, it has been demonstrated
that the model possesses satisfactory predictive capabilities when it comes to
oxidation of light hydrocarbons under a wide range of conditions including
those relevant to the GTL process.
Having a reliable understanding of the fundamental chemical mechanisms
in place; now represented by the kinetic model, it is time to return to the
overall objective of the project, which is to identify the optimal conditions
for high yields of CH3OH (YCH3OH). The task will be limited to the search for
the optimal combination of the three independent process parameters: tem-
perature, pressure, and feed composition. Since all kinetic model calculations
are conducted as adiabatic plug ﬂow simulations, it is implicitly assumed
that the reaction takes place in a ﬂow reactor. Moreover, it is assumed that
the reactor surface-to-volume ratio is suﬃciently low to justify a negation of
potential surface eﬀects, and that a critical residence time is exceeded, long
enough to allow full conversion of the O2 load. As previously discussed in
Section 6.8.2, only a limited conversion of the desired product happens after
depletion of O2, which means that YCH3OH, in practice, can be considered
independent of the residence time when τ > τ[O2]→0. The use of NOx and/or
H2S/SO2 as potential gas phase sensitizers has been discouraged in the pre-
vious chapter based on experimental observations and model predictions are
therefore not considered during the present analysis. For simplicity, it is fur-
ther assumed that the hydrocarbon feed is solely composed of CH4, which
means that the feed composition is deﬁned by only one parameter; namely
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the CH4/O2 ratio (φˆ) (1). The optimal reaction conditions may be restrained
by limitations of secondary process equipment used in a full scale application
of the technology as well as the economic feasibility of the process, but these
issues are not considered either.
Based on the above assumptions, the optimization of the GTL process is
now limited to the task of maximizing the function YCH3OH(T, P, φˆ), i.e.
argmax
T,P,φˆ
{
YCH3OH(T, P, φˆ)
}
(7.1)
Unfortunately, the problem cannot be considered as an ordinary non-
linear least square problem, because the function YCH3OH(T, P, φˆ) probably
has several local maxima from which only the highest is of interest. In other
words, it is only the global maximum YCH3OH(Topt, Popt, φˆopt) that is desired.
In order to meet this requirement, a global optimization routine has been
developed that utilizes the features of interval analysis to narrow down the
global minimizer of a given objective function within a ﬁnite region of the
independent variables. The algorithm behind this software tool will be pre-
sented in this chapter as well as some basic computational aspects of interval
analysis that underlie the programme code. Moreover, a test example will
be presented based on a simple 1D objective function with an analytical so-
lution. This enables a illustrative graphical representation of the iteration
procedure. Finally, the objective function YCH3OH(T, P, φˆ); based on the de-
tailed kinetic model, will be subjected to the global optimization routine in
order to identify the optimal conditions of the GTL process.
A substantial part of this work has been conducted in collaboration with
Ph.D. Kim H. Petersen, from the Department of Chemical Engineering,
DTU, during mutual participation of the course ”02611 Optimization and
Dataﬁtting” in the Autumn 2004 at Department of Informatics and Mathe-
matical Modelling, DTU. The author wishes to acknowledge the contributing
work of KHP.
7.2 Interval Computations
Interval analysis, introduced by Moore [880] in 1959, is a tool for automatic
control and quantiﬁcation of the general sources of error in numerical compu-
tations, which are rounding errors, truncation errors, and input errors. Notice
that the latter may be viewed in terms of uncertainty limits associated with
1The CH4/O2 ratio φˆ should not be confused with the stoichiometric ratio φ that was
used extensively in Chapter 6. Notice that φˆ = 12φ in the pure CH4/O2 system.
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a given measurable quantity obtained in the laboratory, e.g. temperature,
concentration, dimension, time, etc.
An important feature of interval analysis is the ability to enclose ranges
of functions. This can be utilized to e.g. solve equations with interval coeﬃ-
cients, prove existence of certain solutions, and to solve global optimization
problems, which has found wide use within rigorous mathematics and com-
puter sciences [880–882]. As an example of the ability to enclose ranges of
functions, consider the simple objective function f : R → R :
f(x) = x(x2 − 1) (7.2)
deﬁned within the interval X0 ∈ [−1, 2]. Interval computations yield
f ([−1, 2]) = [−1, 2] ([−1, 2] [−1, 2]− 1)
= [−1, 2] ([−2, 4]− 1)
= [−1, 2] [−3, 3]
= [−6, 6]
which encloses the exact range of the function value
[
−2
√
3
9
, 6
]
. The interval
analysis severely overestimates the lower bound of the exact function value
span. A method to reduce the overestimation is to divide the initial interval
into smaller extensions, as illustrated in Figure 7.1.
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f(x
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Figure 7.1: Example of interval computations based on f(x) = x(x2−1) for X0 ∈ [−1, 2].
The widths and heights of the colored squares represent interval extensions
of x and f(x) respectively. Subdivision of X0 reduces the overprediction of
the function value ranges that enclose the exact function values.
Before more complicated use of interval analysis is undertaken, it is nec-
essary at this point to introduce some basic concepts related to interval arith-
metic.
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7.2.1 Basic Interval Arithmetic
A real interval A is a delimited, closed subset of real numbers deﬁned by
A = [a, a] = {x ∈ R | a ≤ x ≤ a} (7.3)
where a, a ∈ R and a ≤ a. The lower and upper bounds of an interval are
commonly referred to as the inﬁmum and the supremum respectively. The
midpoint m(A), the radius r(A), and the width w(A) are deﬁned in Equation
(7.4)–(7.6) respectively:
m(A) = 1/2 (a + a) (7.4)
r(A) = 1/2 (a + a) (7.5)
w(A) = (a− a) = 2r(A) (7.6)
Notice that an interval is equally well deﬁned by its midpoint and radius,
i.e. <m(A), r(A)>, as by the inﬁmum and supremum values cf. Equa-
tion (7.3). Interval vectors and interval matrices are vectors and matrices
in the usual sense with components given as intervals [880]. Additionally,
w(A) = maxi {w(Ai)}, while m(A) and r(A) follow straightforward from
the deﬁnitions above yielding vectors or matrices with scalar values.
Interval arithmetic is an arithmetic deﬁned on sets of intervals instead of
real numbers, but even so, there are many similarities. The four elementary
operations commonly obey
A B = {a  b | a ∈ A ∧ b ∈ B} ,  = +,−, · , / (7.7)
where A/B is undeﬁned if 0 ∈ B. A and B are deﬁned in accordance with
(7.3), which means that A  B is also an interval. The operational versions
of (7.7) are given in Equation (7.8)–(7.11):
A + B =
[
a + b, a + b
]
(7.8)
A− B = [a− b, a + b] (7.9)
A · B = [min (a · b, a · b, a · b, a · b) ,
max
(
a · b, a · b, a · b, a · b)] (7.10)
A/B = A · [1/b, 1/b] (7.11)
The arithmetic operations are both cummutative and associative, i.e. A+
B = B+A and A ·B = B ·A, but the distributive rule is not valid in general.
Instead, A·(B+C) ⊆ A·B+A·C, which is referred to as sub-distributive [880].
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Only in special cases will the two latter forms be equal; e.g. when w(A) = 0
corresponding to a = a or when A is a scalar value (a degenerate interval).
The basic interval arithmetic implies an almost ”normal” use of rational
functions except when applying diﬀerent formulations of the same function,
which may lead to diﬀerent interval extensions because of the non-validity of
the distributive rule.
7.2.2 Implementation in Scientiﬁc Computing
In order to allow rigorous applications of interval analysis, fast algorithms
need to be available for computation of interval arithmetic. Moreover, it
is necessary to control the procedure of rounding-oﬀ. Interval arithmetic
operations on computers are conducted with ﬂoating point values(2). Even
so, only a ﬁnite numerical range is available in computers as well as a limited
number of digits. This means that certain decimal numbers like e.g. π and
1/3 cannot be expressed with inﬁnite accuracy and will eventually be rounded
oﬀ. In terms of interval arithmetic, a given result must always be rounded
outwards to the machine number nearest to the mathematically correct result
in order to ensure that the resulting interval represented in the computer
always contains the mathematically correct result. Implementation of codes
that enable control of the rounding procedure is possible on most modern
computer systems that support IEEE (Institute of Electrical and Electronics
Engineers) standard arithmetic [883].
In the present work, all computational aspects of interval analysis are
carried out in Matlab using the INTLAB (INTerval LABoratory) tool-
box [884, 885]. This software package is based on the Basic Linear Algebra
Subroutines (BLAS) [886–888] developed for fast computations of linear al-
gebra arithmetic. INTLAB also includes rounding procedures according to
the above discussion. The toolbox supports interval arithmetic with real and
complex intervals, vectors, and matrices. With the application of BLAS,
tests have shown that the algorithms are almost as fast as the fastest pure
ﬂoating point algorithms available [884].
7.3 Global Optimization Routine
This section presents the algorithm behind the global optimization routine
based on the work of Madsen and co-workers, e.g. [882,889,890]. The present
routine has not been developed for the sole purpose of ﬁnding the global
2An example of a 3 digit ﬂoating point is 1.54 × 10−4 that would yield .000154 in a
ﬁxed point system.
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maximum of YCH3OH(T, P, φˆ), but for a general application with continuous
nonlinear functions of the kind f : D → R, where D ⊆ Rn. Using interval
analysis, the current method aims to determine the global minimum of f ,
i.e. f ∗ = inf {f(x) | x ∈ D}, and the points where it is attained: X∗ =
{x ∈ D | f(x) = f ∗}. Notice that in mathematical terms, an optimization
problem should always be formulated as a search for the minimizer of a
given function. This is consistent with the inverse maximizer.
7.3.1 Basic Algorithm
The basic algorithm works with a candidate set C, which is a ﬁnite set of
subregions C(j) ⊆ D where
⋃
j C(j) contains the set of minimizers X
∗ of f .
The interval extension of f is denoted by F , and the upper and lower bounds
of F (C(j)) are given by U(C(j)) and L(C(j)) respectively. Notice that
min
j
{
L(C(j))
} ≤ f ∗ ≤ min
j
{
U(C(j))
} ≡ ξ (7.12)
which means that if L(C(j)) > ξ then C(j) does not contain a global minimizer,
and it can safely be discarded from C. As previously illustrated in Figure 7.1,
narrow function value bounds can be obtained by splitting C(j) into smaller
subregions. In the global optimization algorithm, this is done by simple
bisection. When j > 1, the interval extension containing minj
{
L(C(j))
}
is selected for the split, since this is the most likely extension to contain
X∗ even though it is not guaranteed. Moreover, when considering multiple
dimensions, the bisection is conducted in the direction of the largest radius
of C(j).
In the basic algorithm, the candidate set C is divided into a work set S
and a result set R, where X∗ ∈ S ∪R. If
w(F (S(j))) ≤ δ (7.13)
then S(j) is moved from S to R. The algorithm is now based on continuous
bisection of S(j) followed by updates of ξ, in accordance with Equation (7.12),
and subsequent evaluation of the solution criterion in Equation (7.13) until
S = ∅.
7.3.2 Modiﬁed Algorithm
The basic algorithm works well, but converges slowly [891]. This is improved
in the modiﬁed version of the algorithm that utilizes informations from the
interval extension F ′ of the gradient f ′ =
(
∂f
∂x1
, · · · , ∂f
∂xn
)
(the Jacobian).
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If the elements of the Jacobian are all positive (F ′(S(j)) > 0) or all neg-
ative (F ′(S(j)) < 0) then there are no stationary points (f ′(x) 	= 0) and the
function is monotonically increasing or decreasing respectively. When this
happens, the interval extension can safely be reduced to its lower (respec-
tively upper) bound. If S(j) is moreover an interior to the original domain,
it can be discarded completely from S, since an interior minimum must be a
stationary point, i.e. f ′(x) = 0.
The Jacobian is also used to determine whether stationary points exist
within an interval subdomain. This is done by the interval version of Newton’s
method [880], which introduces the Newton operator N(x,X) as an outer
range of an interval that contains a root x∗ to the equation f ′(x) = 0:
x∗ ∈ N(x,X) ≡ x− f(x)
F ′(X)
(7.14)
Since x∗ ∈ X ⇒ x∗ ∈ N(x,X), the root must lie in the intersect be-
tween X and N(x,X), i.e. x∗ ∈ X ∩ N(x,X). The Newton iteration
now involves a continuous update of the Newton operator in accordance
with Equation (7.14) based on a nested sequence of intervals that satisﬁes
X(k+1) = X(k) ∩ N(x(k), X(k)) for x(k) ∈ X(k) and k = 0, 1, 2, . . . . This im-
plies that X(0) ⊇ X(1) ⊇ . . . ⊇ X(k) corresponding to intervals of decreasing
widths: w(X(0)) > w(X(1)) > . . . > w(X(k)), which means that there exists a
limit X∗ that contains x∗. In order to locate a stationary point, i.e. a root
to the gradient, the reformulation of Equation (7.14) in (7.15) is used for the
present calculations. Recall that m(X) denotes the midpoint of X:
N(m(X), X) = m(X)− f
′(m(X))
F ′′(X)
(7.15)
This formulation of Newton’s method does not allow the second derivative
(the Hessian) to become zero within X. This happens if X contains an
inﬂection point. Newton’s method is expected to yield quadratic convergence,
so the minimizer is typically located within a few iteration steps.
The modiﬁed algorithm is shown below using pseudo code and in accor-
dance with Caprani et al. [882]. The sign ”:=” is programming notation for a
dynamic equation mark, which means that the variable is assigned the value
of the argument. This is opposite to the static equation mark ”=” that facil-
itates no changes of the variable. Notice that the basic algorithm is readily
obtained by excluding the if -statement that evaluates ”Monotone(X)” and
”Newton(X)”.
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S(1) := D; S :=
{
S(1)
}
; ξ := U(S(1)); R := ∅
while S 	= ∅
i := argminj
{
L(S(j))
}
X := S(j); remove S(j) from S
if Monotone(X) then
X is reduced to RX
elseif Newton(X) works then
X is reduced to RX
else Split(X) to RX :=
{
X(1), X(2)
}
with X = X(1) ∪X(2)
end
use RX to determine ξˆ cf. Eq. (7.12)
if ξˆ < ξ then
ξ := ξˆ
use Eq (7.13) to reduce S
end
for k = 1 : elements in RX
if L(X(k)) ≤ ξ then
if w(F (X(k))) ≤ δ then R := R ∪X(k)
else S := S ∪X(k)
end
end
end
end
The modiﬁed algorithm requires implementation of the ﬁrst and second
derivatives of f given by the Jacobian and Hessian matrices. Considering the
function f : Rn → R, their general forms are presented in Equation (7.16)
and (7.17) respectively.
∂f
∂x
=
(
∂f
∂x1
, · · · , ∂f
∂xn
)
(7.16)
∂2f
∂x2
=


∂2f
∂x21
∂2f
∂x2∂x1
· · · ∂2f
∂xn∂x1
∂2f
∂x1∂x2
∂2f
∂x22
· · · ∂2f
∂xn∂x2
...
...
...
∂2f
∂x1∂xn
∂2f
∂x2∂xn
· · · ∂2f
∂x2n

 (7.17)
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The Jacobian and Hessian matrices are easily obtained as long as f is
continuous and represented by an analytical expression of relative simplicity.
However, some functions may be too complex to yield an analytical expres-
sion of f ′(x) and f ′′(x). This is e.g. the case with YCH3OH(T, P, φˆ), which is
based on the detailed kinetic model from Chapter 5. In this case, numerical
solution methods based on real numbers and ordinary arithmetic calculus
would have resigned to an approximation of the partial derivatives in Equa-
tion (7.16) and (7.17). This method of diﬀerential calculus is based upon
limits of approximation; e.g. consider the central diﬀerences approach:
∂F
∂x
= lim
h→0
F (x + h)− F (x− h)
2h
(7.18)
In practice, the step length h is made suﬃciently small to make trunca-
tion errors negligible. Unfortunately, the approach is invalid in connection
to interval analysis. This is due to the fact that small values of h will almost
always yield interval extensions of F (x+ h) and F (x− h) that overlap each
other, i.e. F (x+h)∩F (x−h) 	= ∅. Following the interval arithmetic rule of
subtraction from Equation (7.9), this implies that the resulting approxima-
tion to ∂F
∂x
will include 0 corresponding to positive and negative supremum
and inﬁmum values respectively.
In general, no numerical approximation methods for partial derivatives
are available for use with interval analysis [892]. As a consequence, only the
basic algorithm of the global optimization routine is available for applica-
tions with complex objective functions, like e.g. YCH3OH(T, P, φˆ), that do not
support analytical expressions of the derivatives.
7.3.3 Example: Graphical Illustration of 1D Test Case
In order to test and illustrate the procedure of the global optimization rou-
tine, a simple 1D test case is selected that allows a graphical view of the
progress of the iteration. The aim is to minimize the objective function
f : R → R :
f(x) = exp(x)− sin(x) (7.19)
in the interval X0 ∈ [−2, 1]. The ﬁrst and second derivatives are given in
Equation (7.20) and (7.21) respectively:
f ′(x) = exp(x)− cos(x) (7.20)
f ′′(x) = exp(x) + sin(x) (7.21)
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The progress of the iteration procedure is shown in Figure 7.2 based on
the modiﬁed algorithm where the candidate set is reﬁned in accordance with
the three procedures: ”Split”, ”Monotone”, and ”Newton” that refer to the
interval operations described in Section 7.3.1 and 7.3.2.
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Figure 7.2: Test and graphical illustration of the global optimization routine based on
the modiﬁed algorithm. The objective function is f(x) = exp(x) − sin(x) for
X0 ∈ [−2, 1]. The widths and heights of the colored squares represent interval
extensions of x and f(x), while ”∗” denotes solution(s) that satisfy Equation
(7.13). The global minimizer at x∗ = 0 is ascertained after 11 iterations.
The Newton iteration performed in Step 6 converged (δ ≤ 10−14) within 4
iterations.
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As shown in Figure 7.2, the global minimizer in the example is located
after 11 iterations with an accuracy of δ ≤ 10−14 obtained from the New-
ton iteration in Step 6. By only enabling the ”Split” procedure, the basic
algorithm locates the global minimizer within
Number of iterations Accuracy cf. Eq (7.13)
34 δ ≤ 0.1
134 δ ≤ 0.01
387 δ ≤ 0.001
1108 δ ≤ 0.0001
From a mathematical point of view, this is hardly satisfying. However, for
certain practical applications, like the current process optimization problem,
a relatively low accuracy may be suﬃcient, as well as the use of CPU hours
may not be an issue. Moreover, it is important to keep in mind that both
algorithms guarantee that the located minimizer is global.
7.4 Optimization of the GTL Process
There are a few remaining issues that warrant attention before the global
optimization routine can be subjected to the task of locating the optimal
reaction conditions that result in the highest yield of CH3OH. These include
a proper deﬁnition of the objective function and some practical implications
arising from the software communication between Matlab and Chemkin
(Fortran).
7.4.1 Deﬁnition of the Objective Function
Following the deﬁnition of YCH3OH in Equation (1.9), this quantity is ex-
pressed as the molar ﬂow of CH3OH going out of the system relative to the
molar ﬂow of CH4 that goes into the system. Considering the low degree of
conversion, it is reasonable to assume that the molar ﬂow rate is constant
throughout the reactor, which means that YCH3OH can be expressed directly
as the ratio between the molar fractions of CH3OH and CH4 at the outlet
and inlet respectively, i.e. YCH3OH =
FCH3OH,out
FCH4,in
≈ yCH3OH,out
yCH4,in
. As previously
stated, the global optimization routine is designed to locate the minimizer
of a given objective function, which means that optimal conditions are lo-
cated where the inverse yield of CH3OH is minimized. It can be argued that
concentrations of other desired products like C2H5OH should be included in
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the objective function as well; or perhaps, concentrations of undesired prod-
ucts should appear as a penalty term. However, since CH3OH is, by far,
the predominant stable oxygenate produced during the reaction, it will be
diﬃcult to accurately weight the impact of changes in e.g. yC2H5OH in order
to maintain focus on the primary product.
As previously discussed in Section 6.8.2, in connection to the undiluted
experiments with CH4/O2 in the high pressure ﬂow reactor, the peak con-
centration of CH3OH is obtained by the time of O2 depletion (see Figure
6.23). This has an unfortunate implication in relation to the current process
optimization strategy. The global optimization routine will undoubtedly op-
timize the reactor conditions in order to yield this peak concentration of
CH3OH at the exit of the reactor and thereby avoid any subsequent con-
version of CH3OH, but it will be almost impossible to balance an industrial
process at these exact condition. As illustrated in Figure 6.23, the loss of
CH3OH yields a magnitude of ∼10% during post-conversion, when the reac-
tor temperature is ∼900K including the adiabatic temperature rise from the
reaction. A loss of ∼10% of the desired product may be acceptable consider-
ing the proportional increase of the CH4 conversion and the higher absolute
concentration of CH3OH. However, since the overall energy eﬃciency of the
process is constrained by the selectivity of the recovered oxygenated hydro-
carbons, it is costly to allow too high losses. The question now remains how
to circumvent this problem during the optimization.
In the present work, this is done by including a penalty factor to the
objective function in the form of the square root of the adiabatic temperature
rise. The adiabatic temperature rise ∆Tadb is automatically computed during
the adiabatic plug ﬂow simulations with Chemkin. ∆Tadb increases with
decreasing values of φˆ provided full conversion of O2. The weighting of ∆Tadb
by the power of 1/2 is an estimate based on preliminary simulations, and a
maximum acceptable loss of CH3OH of ∼10% during post-conversion.
The modiﬁed objective function is eventually deﬁned by:
Y †CH3OH(T, P, φˆ) =
yCH4,in
yCH3OH,out
√
∆Tadb (7.22)
All the involved terms are dependent on T , P , and φˆ. The optimiza-
tion problem can be deﬁned as: argmin(T,P,φˆ)
{
Y †CH3OH(T, P, φˆ)
}
. Based on
experiences from the literature (Section 2.4), as well as the experiments con-
ducted in the high pressure ﬂow reactor with high O2 loads (Section 6.8), it
is expected to ﬁnd the global minimizer within the ranges: T0 ∈ [550, 800]K,
P0 ∈ [50, 110]bar, and φˆ0 ∈ [10, 60], where T0 represents the initial reactor
temperature. A relatively short constant residence time of τ = 3 sec is ap-
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plied in the simulations. As discussed above, this residence time will almost
certainly correspond to the time of full O2 conversion when the optimization
is completed, so in practice, this value of τ will denote the minimum required
residence time.
7.4.2 Software Communications: Matlab vs. Chemkin
The global optimization routine has been developed in Matlab, which was
necessary in order to apply the INTLAB toolbox. This gives rise to an issue
of software communication, since the kinetic model is optimized for use with
Chemkin, which is based on Fortran. In the current situation, Chemkin
is considered to be a ”black box” programming wise, that is called at will
by Matlab through a master program designed by the author. The input
to Chemkin includes the chemical mechanism, thermodynamic database,
and reaction conditions in terms of T , P , and φˆ (though the Senkin input
ﬁle). It returns an output ﬁle containing properties and composition of the
reacted mixture from which the objective function in Equation (7.22) can be
evaluated. The master program includes a number of modules that perform
the necessary operations.
Chemkin is not designed to operate with interval extensions of variables,
which means that a conversion strategy is needed to enable communication
with the global optimization routine. With the ”black box” treatment of
Chemkin, this inevitably implies that only discrete values of Y †CH3OH(T, P, φˆ)
can be obtained. In the present case, the issue is accommodated by dividing
given interval extensions of independent variables into a ﬁnite number of dis-
crete values based on equal spacing. This yields a grid of real values of the
independent variables. The objective function (Chemkin) is then evaluated
at all grid points out of which the largest and smallest function value can
be assigned as the supremum and inﬁmum of the interval extension of the
function value. This is obviously a tedious approach that easily becomes
expensive in terms of the number of function evaluation if a ﬁne mesh is ap-
plied. However, even a relatively coarse subdivision of e.g. 5 or 6 grid points
per dimension will provide a fairly reliable representation of the function
value behavior when the diameters of the interval extensions become small.
Moreover, wide interval extensions are reluctant to yield substantial overpre-
dictions of the exact ranges of function values, which makes it less likely that
a potential solution should be overlooked; especially when the optimization
is only based on the ”Split” reﬁnement procedure from the basic algorithm.
Even so, it is recommended to use a relatively high number of grid points
at the expense of CPU hours and monitor the progress of the optimization
process. Notice that gradient information would have provided a mean to
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determine a more optimal distribution of grid points than the current equal
spacing yielding a higher density of grid points in areas with steep gradi-
ents, but as previously mentioned, this is not available for use with interval
analysis.
7.4.3 Optimal Conditions
The uncertainty of the ﬁnal determination of the optimal conditions are nat-
urally increased because of the assumptions and computational implications
associated with the applied optimization method. As a consequence, it is
hardly worth pursuing the optimal conditions within a very high numeric
accuracy. The optimization therefore included a relatively coarse solution
criterion δ, cf. Eq. (7.13), corresponding to a determination of Topt, Popt,
φˆopt with 3-4 digits accuracy. Even so, this is considered to be quite opti-
mistic for practical use.
The interval extensions of T0, P0, and φˆ0; listed in Section 7.4.1, are fairly
broad and required a substantial number of iterations before a solution could
be obtained. After 56 iterations, the interval extensions (candidate set) were
manually narrowed to T0 ∈ [635, 660]K, P0 ∈ [90, 110]bar, and φˆ0 ∈ [23, 27]
in order to save computational time. The optimal conditions in (7.23)–(7.25)
were located after 82 iterations in total:
Topt = 643.3K (7.23)
Popt = 97.4 bar (7.24)
φˆopt = 23.63 (7.25)
for τ ≥ 3 sec. The value of φˆopt corresponds to [CH4]0 = 95.94% and [O2]0 =
4.06%. Evaluation of the optimal conditions at a more realistic residence
time τ = τopt + 1.0 sec based on the kinetic model yields
SCH3OH,opt = 75.4% (7.26)
XCH4,opt = 5.59% (7.27)
YCH3OH,opt = 4.21% (7.28)
Calculation of the adiabatic temperature rise gives ∆Tadb = 193K. The
key ﬁgures in (7.26)–(7.28) include a loss of 6.2% of the predicted peak
concentration of CH3OH due to product conversion after O2 depletion.
The optimum conditions in (7.23)–(7.25) are given with a high numeric
accuracy that will be diﬃcult to sustain in a practical application. More
realistic operating conditions are expected to be Topt ± 10K, Popt ± 10 bar,
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and φˆopt ± 1. A sensitivity analysis indicates that variations of T , P , and φˆ
within these limits can have an overall impact on SCH3OH of up to ±10% of
SCH3OH,opt at the expense of ±9% of XCH4,opt with an opposite sign. However,
the calculations are much more sensitive to changes in φˆ than T and P . Thus,
if φˆopt is held constant, calculations with Topt±10K and Popt±10 bar indicate
a maximum impact on SCH3OH and XCH4 of ±2–3% with an opposite sign of
∆SCH3OH and ∆XCH4 .
Figure 7.3 compares SCH3OH,opt and XCH4,opt with results from previous lit-
erature experiments as well as the two experimental measurements conducted
with CH4/O2 in the high pressure ﬂow reactor at undiluted conditions. These
were previously presented in Section 6.8. The ﬁgure is a repetition of Figure
2.1 that was presented in connection to literature review. Hence, the reader
is referred to Section 2.2.1 for an elaborate discussion of its context. At
present, emphasis is on the positions of the green-crossed symbols relative to
the ”commercial target” area (hatched).
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Figure 7.3: Comparison of experimental selectivities of CH3OH (SCH3OH) as a func-
tion of the CH4 conversion (XCH4). × represents undiluted experiments
with CH4/O2 from in Section 6.8. •× denotes the calculated result ob-
tained at the optimal conditions. Blue and red symbols represent lit-
erature data obtained from the homogeneous and heterogeneous process
respectively, while black symbols denote technical economic evaluations of
the GTL process (see discussion in Section 2.2.1). References and detailed
symbolic notations are given in the caption of Figure 2.1.
267
7 Process Optimization
Based on Figure 7.3, it is concluded that YCH3OH,opt is not suﬃciently close
to the ”commercial target” area to guarantee industrial feasibility. Despite
the lower yield of the desired product there may, however, still be possibilities
for a commercial exploitation of the technology under speciﬁc circumstances;
as discussed in Section 1.3.2. The next chapter will take up this challenge
and propose potential industrial applications based on the predicted optimal
conditions.
The two experimental results from the high pressure ﬂow reactor have
both resulted in signiﬁcantly lower yields, but this does not come unexpected
since the applied conditions in the experiments were not selected with the
speciﬁc purpose of resembling the optimal conditions. These were unknown
at the time of the experiments. Nevertheless, the predicted optimal con-
ditions are quite similar to the initial reaction conditions of the undiluted
experiment D (100 bar, φˆ = 20.5) shown in Table 6.8 that gave a substan-
tially lower average selectivity of CH3OH than predicted at (Topt, Popt, φˆopt).
However, as outlined in Section 6.8.2, substantial uncertainties can be asso-
ciated with values of SCH3OH from this experiment, so care should be taken
to make ﬁrm conclusions based only on a direct comparison with SCH3OH,opt.
Figure 7.3 shows that the predicted value of YCH3OH,opt is also higher than
most previous results from the literature except for the experiments reported
by Gesser and co-workers [65, 67, 68] ( and  in Figure 7.3) and Feng et
al. [75] (). However, referring to the discussion in the literature review
in Section 2.2.1, the reliability of these data is questionable and the present
ﬁnding is only supportive of this opinion.
7.5 Summary
A global optimization routine has been developed to locate a speciﬁc combi-
nation of reaction conditions that results in the highest yield of CH3OH based
on the novel detailed chemical kinetic model. The software tool is based on
interval analysis and guarantees the location of the global minimum of a given
objective function. The chapter has presented a brief introduction to some of
the basic interval arithmetic operations and features that underlie the global
optimization routine. The basic algorithm performs a continuous bisection
of interval extensions of the independent variables and subsequent evaluation
of the resulting function value ranges. The continuous narrowing of intervals
decreases the widths of the individual function value ranges. When a lower
bound of a given function value range becomes larger than the upper bound
of another function value range, the former can safely be discarded knowing
that the given interval does not contain a global minimizer. Eventually, the
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only remaining interval(s) will contain the global minimizer. The global opti-
mization routine also applies a modiﬁed version of the basic algorithm. Here,
information about the gradient are utilized to reduce or discard intervals that
contain a monotonically behaving segment of the objective function as well
as to locate stationary points, i.e. local minimizers. The latter is obtained by
an interval version of Newton’s method. The modiﬁed algorithm converges
much faster than the basic algorithm, but it is constrained by the availabil-
ity of analytical derivatives, since methods of numerical approximations of
derivatives are invalid for use with interval analysis. The basic algorithm
converges slowly, but it is not subjected to the same constraint as the modi-
ﬁed algorithm and hence, works with more complex functions like the present
objective function that is based on the kinetic model.
The task of optimizing the GTL process has been deﬁned as a search
for the optimal combination of the three independent reaction conditions:
temperature, pressure, and CH4/O2 ratio in the feed (φˆ) within initially
broad intervals of T0 ∈ [550, 800]K, P0 ∈ [50, 110]bar, and φˆ0 ∈ [10, 60]. The
global optimizer for the yield of CH3OH has been located at Topt = 643K,
Popt = 97.4 bar, and φˆopt = 23.6 based on a residence time τ ≥ 3 sec. This
has resulted in SCH3OH,opt = 75%, XCH4,opt = 5.6%, and YCH3OH,opt = 4.2%.
Variations in the order of Topt±10K and Popt±10 bar have a limited impact
on this results, while φˆopt ± 1 can facilitate deviations up to ±10%.
The optimum yield of CH3OH compares favorably to a number of liter-
ature experiments as well as the undiluted experiments with CH4/O2 con-
ducted in the high pressure ﬂow reactor, but it is not suﬃciently close to the
deﬁned commercial target range to guarantee industrial feasibility. Even so,
this does not rule out a potential commercial exploitation of the technology
under speciﬁc circumstances as further elaborated in the next chapter.
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Chapter 8
Process Design
8.1 Introduction
Optimal process conditions for the direct partial oxidation of methane to
methanol have been determined in the previous chapter with respect to tem-
perature, pressure, and CH4/O2 ratio in the feed. The next step towards a
commercial utilization of the GTL process is to consider potential industrial
applications. The author is not familiar with any prior or present commer-
cial installations relying on this technology. Some patents have been granted
in the ﬁeld [90–94] claiming their rights to a particular process design; but
these are all of an earlier date and none have, apparently, resulted in the
construction of a full scale production facility. Consequently, little attention
is paid to these prior inventions in the ﬁeld. Instead, a more liberal ap-
proach is advocated, where drafts of potential feasible designs are presented
based on simple brain storming with supplementary ﬂow sheet calculations
to provide order-of-magnitude values of capacities, operational conditions,
product yields, energy eﬃciencies, etc. Even though such preliminary cal-
culations may be of the back-of-the-envelope type, they provide an overview
of potential production facilities and help to identify key operations, process
limitations, optimization possibilities, and, most importantly, to assess the
economical feasibility of a given application before engineering eﬀorts are
spend on rigorous computer simulations and retail equipment design.
The objective of this chapter is to present ﬁrst draft ideas and consid-
erations regarding potential pilot or full scale production facilities based on
the optimal conditions determined in the previous chapter. The ﬁrst concept
to be presented is concerned with a GTL plant design that aims for a com-
plete utilization of the hydrocarbon source and consequently, involves multi-
ple passes of the reactor. The second concept to be presented in this chapter
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is related to a single pass utilization of the carbon source. The calculations
performed in this chapter are concerned with mass and energy relations of in-
volved ﬂuids and focus on assessing chemical compositions and PVT proper-
ties (pressure, volume, temperature) throughout the involved unit operations
and pipe ﬂows. No detailed equipment designs are presented, but concep-
tual descriptions and speciﬁcations of characteristic design parameters for
classical unit operations like heat exchangers, compressors, etc. should be
suﬃcient to enable engineers skilled in the art to perform the detailed de-
sign; if this should ever be necessary. It is a cumbersome task to conduct
a quantitative assessment of the economic feasibility of a plant design; even
when it comes to a ﬁrst-hand assessment based on draft ideas. Detailed eco-
nomic aspects of the presented work are therefore left for future assessment
by expects in the ﬁeld.
8.2 General Computational Aspects
All design considerations are based on steady-state operations and involve
iterative solutions of rigorous mass and energy balances.
Almost all computational aspects are carried out in Visual Basic with
the MS Excel interface(1). The author is aware of the existence of com-
mercial engineering software developed for the speciﬁc task of aiding process
design and optimization, but even so, the current approach is preferred, be-
cause it allows complete control and evaluation of all details in the calcula-
tions. Moreover, it is desired to implement the novel detailed kinetic model
directly in the calculations as representative of the reactor. This involves an
embedded call to Chemkin, which may be diﬃcult to implement in com-
mercial software codes. In the present work, the call from Visual Basic
to Chemkin (Fortran) is automated via an intermediate call to Matlab
that performs all necessary pre- and post-processing of input and output data
using customized software modules developed by the author.
Even though the ideal gas assumption is valid at typical reactor conditions
(100 bar, 600–900K), it is expected that temperatures in most other sections
of the GTL plant will be considerably lower. The previous Table 3.3 indicates
that gas mixtures rich in CH4 may exhibit substantial deviations from ideal
gas behavior at ∼100 bar and near-ambient temperatures. Moreover, product
recovery involves a liquid mixture of associating ﬂuids; in particular H2O and
CH3OH, where mixing eﬀects should not be neglected. As a consequence, all
1The author thanks Reader Michael L. Michelsen, Department of Chemical Engineer-
ing, DTU, for assistance with computational aspects of non-ideal thermodynamic proper-
ties and implementation in MS Excel.
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calculations of ﬂuid properties outside the reactor are conducted under the
assumption of non-ideal conditions using the methods outlined in Chapter 3.
These involve calculation of residual properties based on the Peng-Robinson
Cubic EoS; cf. Eq. (3.14). Reference state properties of gaseous species are
drawn from the thermochemical database in Table 3.1.
Reactants and products included in the calculations are CH4, C2H6, C2H4,
CO, CO2, N2, O2, H2, H2O, CH2O, CH3OH, C2H5OH, and CH3CHO that all
together account for >99.995% of the outlet composition from the reactor
obtained from the simulations with Chemkin. Even though a number of
these species only represent minor fractions in the system, their presence
ensure an accurate closure of mass and energy balances.
8.3 GTL Plant Design
The GTL plant design can be divided into operations related to feed pretreat-
ment, preheating of reactants, reactor design, recovery of desired products,
and removal of side products that will be discussed individually in terms of
practical implications, assumptions, and computational approach.
The modest conversion of the hydrocarbon source during a single pass of
the reactor inevitably requires a substantial recirculation of the reactants in
order to achieve a high overall degree of conversion. Since high selectivities
of CH3OH relies on a high absolute concentration of CH4 in the reactant
mixture, this calls for eﬃcient methods of product removal in order to avoid
accumulation of side products in the recirculation stream and consequent
dilution of the CH4 content.
The exothermic conversion of the hydrocarbon feed implies a considerable
heat release that can be captured and utilized for reactant preheating. The
heat transfer can be facilitated by an external ﬂuid, e.g. water, but this type
of operation is always associated with an energy loss to the ”surroundings”.
A diﬀerent and more eﬃcient heating method is considered that relies on
combustion of small amounts of oxygen directly in the hydrocarbon feed.
The heat release from hydrocarbon combustion is substantial, so this in situ
combustion technique is only expected to consume a very small fraction of
the hydrocarbon feed in order to yield the desired temperature rise of the
reactant mixture. The drawback of the method is the increased yield of the
combustion products COx+H2O.
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A schematic ﬂow sheet of the proposed GTL plant design with reactant
recirculation is shown in Figure 8.1. Since this is a ﬁrst draft of a potential
plant design, the ﬂow sheet only includes major streams and unit operations
directly involved with the conversion and recirculation of the hydrocarbon
feed.
Natural gas
feed
Preheater 1
F
F′
F′′
F′′′
F′′′′ R
R′
R′′
Pu
M
P
L
O2 (N2)
AF
O2 (N2)
AP
W
Preheater 2
Reactor
Condenser
Purge
Selective
removal of side
products
(CO, CO2, N2,...)
Liquid products (H2O, CH3OH, C2H5OH,...)
Superheated steam
Cold
water
(liquid)
Hot water (vapor/liquid)
Recirculation stream
Figure 8.1: Schematic ﬂow sheet of the GTL plant with hydrocarbon recirculation. Pre-
heater 1 is based on condensation of superheated steam from the condenser.
Preheater 2 involves in situ combustion of O2 directly in the hydrocarbon
stream. The unit operations marked by trapezoids are important compression
steps. Capital letters represent speciﬁc streams and will be referred to in the
text. The ﬂow sheet only includes major streams and unit operations directly
involved in the hydrocarbon conversion and recirculation. Appropriate pre-
and post-treatment of inlet and outlet streams are discussed in the text.
In practice, each unit operation facilitates a certain pressure drop as a
result of friction. However, at this early stage of the process design, it is only
possible to make a rough estimate of this eﬀect. For calculation purposes,
an overall pressure drop of 10 bar is therefore assumed per hydrocarbon cy-
cle. Moreover, it is assumed that this pressure drop only takes eﬀect in
the recycled hydrocarbon stream R′′, while all other streams and unit op-
erations involve frictionless ﬂows. This assumption is unrealistic, but the
necessary power supply for the compression of R′′ should roughly account for
the pumping duty needed throughout a real plant.
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8.3.1 Plant Capacity and Feed Properties
The overall capacity of the GTL plant is deﬁned by a constant natural gas
feed of 100,000 STD m3/day with a realistic composition of 95% CH4, 3% C2H6,
1% CO2, and 1% N2. This volumetric ﬂow rate is small coming from a
typical natural gas ﬁeld [1], but it may represent a realistic side production
of natural gas during e.g. oil recovery. It is assumed that inorganic trace
species present in the crude natural gas, like e.g. sulfur, are removed prior
to the inlet. Moreover, the ﬂow sheet calculations assume that the natural
gas feed is available at 293K and 97.4 bar. The speciﬁc pressure corresponds
to Popt and is obtained through compression or throttling depending on the
available pressure in the original natural gas feed. This speciﬁc operation is
not included in the ﬂow sheet calculations, but it is noted that a substantial
power supply for compression may be required if Pfeed  Popt.
Separate sources of O2 are fed to the reactor and the second preheating
unit. The oxidizer inlet to the reactor AF is deﬁned by the concentration of
CH4 in F ′′′ and the optimal CH4/O2 ratio (φˆopt = 23.63), whereas the O2
supply to Preheater 2 (AP ) is determined by the required temperature rise of
F ′′ in order to yield Topt = 643.3K. Even though relatively small amounts of
O2 are required for these operations, it will facilitate a substantial accumula-
tion of N2 if air is used directly as the O2 source. Therefore, pretreatment by
an air separation unit is needed. The present calculations assume a purity
of 95% O2 in both AF and AP with balance N2. This can be achieved by
e.g. cryogenic(2) distillation of air [893], or pressure swing adsorption using
O2 selective zeolites [894, 895]. Membrane separation of O2 from air is po-
tentially a less expensive alternative, but the currently available technology
is insuﬃcient to yield the desired purity [896].
It is assumed that the O2 feed is available at near-ambient conditions
(1 bar, 293K), which means that compression is needed before mixing with
the hydrocarbon stream. The computational approach to compression (or
expansion) is the following: Consider an adiabatic (Q = 0) and reversible
compression. The entropy balance yields
S(T1, P1) = S(T
rev
2 , P2) (8.1)
from which, the temperature in the outlet T rev2 is calculated. The required
shaft work for the reversible compression W revs is subsequently calculated
from the energy balance:
W revs = H(T
rev
2 , P2)−H(T1, P1) (8.2)
2 ”Cryogenic” commonly refers to processes that take place at temperatures <120K.
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The shaft work for the reversible process needs correction by an eﬃciency
factor ηc = W revs /W reals in order to yield the real energy input W reals . All
calculations assume ηc = 0.75 consistent with general recommendations by
Peters et al. [897]. Finally, the real exit temperature T real2 is obtained by
reconsidering the energy balance:
H(T real2 , P2) = H(T1, P1) +
W revs
ηc
(8.3)
Gas compression is relatively expensive in terms of the energy require-
ment. The power consumption can, however, be signiﬁcantly reduced if the
desired pressure is obtained in a two-step compression process with intermedi-
ate cooling [157]. The lowest overall power consumption of this conﬁguration
is obtained when the intermediate pressure P2 is given by
P2 =
√
P1P3 (8.4)
In the GTL plant, air cooling is applied to reduce T real2 before the second
compression. The temperature rise from each compression step is utilized to
heat AF to the desired reactor temperature, i.e. T realAF ,3 = 643.3K, through
adjustment of the intermediate air cooling. These calculations assume a rela-
tively low heat transfer coeﬃcient of 50W/m2 K for the gas/gas heat exchange
unit cf. Ref. [897]. The air ﬂow to the heat exchanger and the heat transfer
area are optimization parameters, but neither should be too large in order
to minimize the capital investment as well as the energy consumption by a
suitable air blower. The calculations indicate that the overall power saving
is in the range of 30–40% when employing a two step-compression unit with
intermediate air cooling instead of a single compressor and subsequent air
cooling to yield the desired exit temperature and pressure of AF .
The O2 feed to the second preheating unit AP is not subjected to a sim-
ilar constraint on the temperature rise from the gas compression. Instead,
the temperature rise serves to preheat AP before the inlet, which reduces
the necessary fuel consumption during the subsequent in situ combustion in
Preheater 2. The absolute power saving obtained by employing two compres-
sors in series instead of a single compressor is minimal at low volumetric ﬂow
rates, which is expected to be the case for AP . Calculations of the properties
of AP prior to Preheater 2 is therefore based on a single compression step
without air cooling.
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8.3.2 Preheating of Reactants
Heating of the hydrocarbon stream to Topt is obtained in a two step operation
before mixing with the oxidizer. Preheater 1 utilizes the heat release from the
exothermic conversion in the reactor, whereas Preheater 2 supplies eﬃcient
heating through in situ combustion of a small amount of the carbon feed.
The advantage of preheating the reactants before mixing is that the initiation
of the reaction should be fairly easy to control through the addition of the
oxidizer (AF ). The drawback is that good mixing may be diﬃcult to obtain.
An alternative strategy is to mix the reactants at low temperature and
then heat the mixture just prior to the reactor inlet. In practice, this strat-
egy implies integration of the preheater and the reactor in the same vessel.
This will ensure good premixing of the reactants, but it may turn out to be
diﬃcult to control the initiation of the reaction, which should not happen
in the preheating section where the large surface-to-volume ratio (S/V) can
facilitate extensive surface reactions. It may not be possible to apply the
in situ combustion technique for preheating if O2 is already present in the
hydrocarbon stream because the ﬂame may initiate a premature conversion.
On the other hand, this speciﬁc issue may be turned to an advantage through
an ingenious reactor design.
More detailed investigations are needed to clarify this issue of optimal
preheating, but at present, the strategy of preheating prior to mixing is
applied, as indicated in Figure 8.1.
Preheater 1
Preheater 1 involves a classic heat transfer operation where superheated
steam, obtained from the condenser, is cooled until the dew point. Here,
the water is brought to its liquid state while releasing the latent heat of
evaporation. The energy transfer Q from the ”hot” to the ”cold” ﬂuid is
described by the heat transfer equation:
Q = UA∆Tm (8.5)
U is the heat transfer coeﬃcient, which is assumed to be 250W/m2 K in ac-
cordance with Peters et al. [897]. A is the heat transfer surface, and ∆Tm is
the logarithmic mean temperature diﬀerence calculated from Equation (8.6)
for a counter-current ﬂow conﬁguration.
∆Tm =
(TWin − TF ′′)− (TWout − TF ′)
ln
(
TWin−TF ′′
TWout−TF ′
) (8.6)
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Assuming zero energy loss to the surroundings, Q is given by the enthalpy
change in the ﬂuids:
Q = HF ′′ −HF ′ = HWin −HWout (8.7)
The water cycle is assumed to be operated at 70 bar, and the superheated
steam has a temperature of 610K (= T boilW + 50K); see the later discussion
in Section 8.3.4. In the calculations, the outlet temperature of the hydrocar-
bon feed is speciﬁed to be TF ′′ = T boilW − 10K = 550K in order to ensure a
substantial temperature gradient and reduce the necessary heat transfer sur-
face. The energy balance in Equation (8.7) is used to determine the steam
fraction yW vapout in the outlet of W when yW vapout > 0. If yW vapout = 0, all water
has condensed, and the temperature TWout ≤ T boilW becomes the unknown pa-
rameter in the energy balance instead of yW vapout . The heat transfer surface A
is calculated from Equation (8.5).
Preheater 2
In the second preheating unit, the ﬂuid is heated by the released energy
from the combustion of small amounts of O2 directly in the hydrocarbon
stream; consistent with an O2 diﬀusion ﬂame in a hydrocarbon atmosphere.
A substantial fraction of the energy is released during the ﬁnal stage of the
fuel burnout, i.e. the oxidation of CO to CO2. This is illustrated by a
comparison of ∆rH298 for the two global reactions of CH4 combustion:
CH4 + 3/2O2 → CO + 2H2O ∆rH298 = −124 kcal/mol (8.8)
CH4 + 2O2 → CO2 + 2H2O ∆rH298 = −192 kcal/mol (8.9)
For this reason, most industrial combustion systems supply O2 in excess
of the fuel, but in the present situation there is a severe deﬁciency of O2. This
means that CO+H2O are the most likely products and the energy release will
be far from optimal. It is expected that relatively high local concentrations
of O2 can be obtained as a result of a clever burner design, which will improve
the burnout of the fuel and hence, the energy yield, but at present, the worst
scenario is assumed when CO and H2O are the sole products.
Due to the recirculation of the reactant gas, the fuel composition in Pre-
heater 2 is potentially very complex and includes CH4, C2Hx, CO, H2, and
a range of oxygenated hydrocarbons in small quantities. It is assumed that
CO and H2 are not converted until the hydrocarbon concentration is de-
pleted meaning that conversion of CO and H2 can be neglected in Preheater
2. Otherwise, it is assumed that O2 has no preferences towards any of the
remaining combustible species.
278
8.3 GTL Plant Design
The combustion process in Preheater 2 is described by the i global reac-
tions written in (8.10)–(8.16) with the stoichiometric coeﬃcients νi,O2 = 1.
2/3CH4 + O2 → 2/3CO + 4/3H2O ∆rH298 = −82.8 kcal/mol (8.10)
2/5C2H6 + O2 → 4/5CO + 6/5H2O ∆rH298 = −82.5 kcal/mol (8.11)
1/2C2H4 + O2 → CO + H2O ∆rH298 = −90.5 kcal/mol (8.12)
2CH2O + O2 → 2CO + 2H2O ∆rH298 = −117 kcal/mol (8.13)
CH3OH + O2 → CO + 2H2O ∆rH298 = −94.0 kcal/mol (8.14)
1/2C2H5OH + O2 → CO + 3/2H2O ∆rH298 = −85.0 kcal/mol (8.15)
2/3CH3CHO + O2 → 4/3CO + 4/3H2O ∆rH298 = −85.7 kcal/mol (8.16)
The contribution from each reaction is given by the normalized mole
fraction y∗F ′′j of the jth hydrocarbon fuel in F
′′:
y∗F ′′j =
yF ′′j∑
j yF ′′j
j = CH4,C2H6,C2H4, (8.17)
CH2O,CH3OH,
C2H5OH,CH3CHO
The resulting molar content of individual components in F ′′′ can now be
determined from material balances:
F ′′′j = F
′′
j − νij y∗F ′′j AP,O2 (8.18)
F ′′′k = F
′′
k + AP,O2
∑
j
νik y
∗
F ′′j
k = CO,H2O (8.19)
F ′′′l = F
′′
l l = CO2,H2 (8.20)
F ′′′O2 = 0 (8.21)
F ′′′N2 = F
′′
N2 +
0.05
0.95
AP,O2 (8.22)
where νi denotes stoichiometric coeﬃcients from the reactions in (8.10)–
(8.16). The molar ﬂow rate of O2 (AP,O2) is determined by iterative solution
of Equation (8.18)–(8.22) and the energy balance
HF ′′′ = HF ′′ + HAP (8.23)
where all temperatures and pressures are given from previous constraints.
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8.3.3 Reactor Speciﬁcations
The reactor is assumed to be a ﬂow reactor that can be approximated by plug
ﬂow simulations cf. the computational treatment of the reactor outlined in
Section 8.2. The length of the reaction zone is deﬁned by the volumetric
ﬂow rate of F ′′′′, the reactor diameter Dreac, and a desired residence time of
τreac = 4 sec corresponding to τmin + 1 sec; see Section 7.4.3.
Based on the experiences with potential surface activity from the ex-
perimental work, it is expected that the diameter of the applied laboratory
reactor should be increased by a factor of 10 or more in order to limit this
inﬂuence. For practical reasons, the materials used in an industrial reactor
should exhibit similar thermal expansion properties and be able to resist the
high pressure without having to equalize the pressure gradient, e.g. by means
of a pressure shell as used in the current laboratory setup; see Section 4.2.
The preferred reactor material should be stainless steel, which is expected to
be signiﬁcantly more active in terms of surface reactions than quartz used
in the laboratory. This emphasizes the need for a large reactor diameter in
order to yield a suﬃciently low S/V ratio(3). However, too low S/V ratios may
hinder good mixing of reactants before initiation. As a compromise, a reactor
diameter of ∼20 cm and a length of 3–4m are recommended for the current
application. If necessary, several reactors may be placed in parallel in order
to sustain high volumetric ﬂow rates.
The potential integration of the preheating system with the reactor inlet
was considered in Section 8.3.2. As a continuation of this discussion, it
has been considered to directly utilize the heat of reaction for preheating
by letting the reactants ﬂow around the hot reactor tube prior to the inlet.
However, calculations indicate that this application requires a large heat
transfer surface in order to facilitate a noticeable temperature rise. This is
inconsistent with the application of a low S/V ratio in the reactor.
The mixing of F ′′′ and AF is expected to take place at the entrance to
the reaction zone as an integrated part of the reactor design; even though
the schematic ﬂow sheet in Figure 8.1 indicates that mixing happens outside
the reactor. Similar integration of the condenser is expected at the exit of
the reaction zone in order to quench the reaction. The O2 feed should be
introduced as evenly as possible across the ﬂow ﬁeld in order to obtain a
good mixing proﬁle and avoid high local concentrations of O2 that may lead
to premature combustion similar to the O2 diﬀusion ﬂame in the second
preheating unit. This imposes certain demands on the device that supplies
the O2 feed to the reactor. A potential design involves a number of small
nozzles positioned on a grid over the reactor cross section.
3In tubular reactors with constant diameter S/V = πDL/π4D2L = 4/D
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8.3.4 Liquid Product Recovery
The product of primary interest is CH3OH, but other oxygenated hydrocar-
bons of commercial value may also be formed in small amounts during the
course of the reaction, e.g. CH2O, C2H5OH, and CH3CHO. Eﬃcient recovery
of these compounds from the product gas P is essential in order to obtain
a high plant eﬃciency. All the desired products exhibit relatively high dew
points compared to the reactants. This means that recovery can be facilitated
by a simple ﬂash operation, where a liquid phase is formed in equilibrium
with the vapor phase upon contact with a cold surface. The technique is
simple and cheap. The drawback is that a low system temperature must be
sustained in order to force the vapor-liquid equilibrium (VLE) into a fea-
sible level of liquid product recovery (>90%), which increases the demand
for re-heating of the recirculation stream. The dew point of H2O is higher
than any of the listed oxygenates, which means that the resulting conden-
sate will contain substantial amounts of water besides the desired products.
Small amounts of dissolved hydrocarbons and inorganic products will also
be present in the condensate. This calls for a secondary separation process
in the form of a distillation unit that can eﬃciently separate water (bottom
product) and light organic and inorganic species (top product) from the oxy-
genated hydrocarbons. An obvious energy source for the distillation column
is the hot water outlet from Preheater 1 (see Figure 8.1), which contains a
boiling mixture of steam and liquid at high pressure.
An alternative strategy for product recovery is the use of gas absorption,
which is a technique widely used in the chemical industry [152, 898]. Here,
one or more gaseous species are removed by washing or scrubbing the gas
mixture with a suitable liquid solvent that exhibits a high solubility for the
desired product(s). The gaseous compound of interest will be dissolved in
the liquid phase and can subsequently be removed with the solvent. After
recovery of the rich solvent mixture, a stripping operation is employed to
release the desired product before reuse of the solvent. The advantage of this
method is that high recovery levels can be achieved through a proper choice
of the solvent and good mixing between the gas and liquid phase. Depending
on the properties of the solvent, it should also be possible to maintain a higher
system temperature than the condenser and hence, reduce the necessary re-
heating of the recycled hydrocarbon stream. However, the method does not
circumvent the need to quench the reaction and reduce the temperature of
the product gas P to a level where zero reactivity is obtained. Moreover,
H2O still has to be removed from the gas stream to avoid accumulation, so
a second recovery operation will probably be needed for this purpose.
Considerations of more quantitative nature are needed to properly eval-
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uate the potential use of gas absorption for the liquid product recovery, but
unless very eﬃcient solvents are located, the technique is not expected to
prevail in competition with the simplicity and eﬃciency of a water-cooled
condenser unit.
Water-Cooled Condenser
The reaction will be quenched when the hot product gas P comes in contact
with the cold surfaces in the condenser and a liquid phase will be established
in accordance with the VLE properties. The liquid can be collected at the
bottom of the vessel in a continuous operation and led to the distillation
column, which is not considered in the present ﬂow sheet calculations. VLE
calculations indicate that the product gas must be cooled to ∼293K in order
to yield >90% recovery of the desired product (CH3OH). This will be the
exit temperature of both the hydrocarbon enriched gas stream R and the
liquid product stream L.
It is assumed that cold liquid water enters the condenser at 275K, and
that the water cycle is operated at 70 bar. The low temperature is needed
to yield the desired outlet temperature of L without excessive use of heat
transfer area. The boiling point of water at 70 bar is T boilW = 560K [128]. The
temperature of the superheated steam that leaves the condenser is moreover
assumed to be TWout = T boilW + 50K = 610K. A higher outlet temperature
may be chosen at the expense of a larger heat transfer area, but since the
main energy removal is associated with the evaporation, it may not be worth
the additional capital investment. The choice of pressure is the result of a
compromise between expected material limitations (superheater pipes, etc.),
expected operational costs, and eﬃcient heat removal from the product gas P .
It is noted that the value of TWout limits the temperature of F ′′ via Preheater
1, that utilizes the superheated steam to preheat the hydrocarbon feed, and
hence, indirectly determines the extent of the subsequent in situ combustion
in Preheater 2. After partial condensation in Preheater 1, the hot water
is cooled to room temperature through various appliences; most importantly
the distillation column. It may be necessary to employ a refrigeration unit to
facilitate the remaining temperature decrease before reutilization. If seawater
is available at the production site, this may be an attractive source of cooling
water.
The condenser is modeled as an ordinary heat exchange unit (see the
computational approach to Preheater 1 in Section 8.3.2) with an incorpo-
rated isothermal ﬂash operation taking place at 293K and 97.4 bar. The
ﬂash calculation is performed in accordance with the method described in
Section 3.5, which determines the composition and the molar ﬂow rate of the
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liquid and gaseous phases L and R. The energy balance, which is similar to
Equation (8.7), and the heat transfer equation (8.5) are subsequently used
to calculated the necessary water ﬂow rate W and the heat transfer surface.
The latter assumes a heat transfer coeﬃcient U = 500W/m2 K.
8.3.5 Removal of Side Products
The most important side products are H2O, CO, CO2, and H2 that must
be removed in order to avoid accumulation and hence, dilution of the CH4
content. Molecular nitrogen is not a product of any reaction in the system,
but it enters the system through the O2 feed and must be treated with similar
concern. Water is already removed in the condenser and is therefore excluded
from the following considerations.
It is important that the applied separation method involves minimal loss
of CH4, since this will have a direct impact on the overall plant eﬃciency.
In order to achieve this, multistage separation methods may have to be em-
ployed [896, 899].
The ﬂow sheet in Figure 8.1 includes a purge valve that exhibits no selec-
tivity for any compounds in R and is thus, the least attractive removal system
available. The purge valve is mainly intended for use during startup and shut-
down of the plant and should be avoided during steady-state operation unless
no other separation methods prove to be more feasible for speciﬁc compounds.
Consequently, the ﬂow sheet calculations assume Pu = 0 ⇒ R′ = R.
The major undesired component in the hydrocarbon stream after the
condenser is CO, which has accumulated from the in situ combustion in
Preheater 2 and the partial oxidation process in the reactor. The issue of
side product removal should therefore be focused on methods to separate CO
(and CO2) from gas streams rich in CH4.
Both CO and CO2 can be eﬃciently removed from the gas phase by
absorption with liquid solvents. This technique has been widely used for
pollutant or contaminant removal in connection to e.g. ammonia production
and ﬂue gas cleaning [898]. Carbon monoxide is eﬃciently absorbed in aque-
ous solutions or suspensions of cuprous chloride with other salts [900, 901],
while CO2 capture is traditionally conducted with aqueous solutions of alka-
nolamines [902–904]. A drawback of the gas absorption technique is that
solvents are typically specialized for absorption of individual compounds,
which implies that several costly puriﬁcation steps may be needed for the
present application before the hydrocarbon stream can be recirculated. In
addition, N2 is not suited for solvent extraction at all.
An alternative method involves membrane separation. This method is
already in use for natural gas cleaning before processing when capacities are
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too low (< 106 STD m3/day) to support the more capital intensive gas absorp-
tion techniques described above [896]. Moreover, recent developments in the
ﬁeld of hollow ﬁber zeolite membranes [905–907] indicate that selectivities of
COx as high as 60 may be obtained from COx/CH4 mixtures during contin-
uous operation at high pressure. Of particular interest are the reported tests
of SAPO-34 zeolite membranes on stainless steel and alumina supports at
295K and <72 bar by Li et al. [905, 906]. These tests also indicated moder-
ate selectivities in the range of 2–10 for H2 and N2 relative to CH4 at similar
high pressure/low temperature conditions.
It is noticed that the permeate ﬂow from the membrane module will have
a high content of combustible species, which may be utilized to generate heat
for e.g. reactant preheating as an alternative to the in situ combustion in
Preheater 2.
Membrane Module
In the present calculations, a single membrane module is employed for the
task of removing the unwanted side products (incl. N2). It is assumed that
the module consists of hollow ﬁber zeolite membranes using a durable support
of e.g. stainless steel or alumina that can withstand large pressure gradients.
This should be manageable according to the reports of Li et al. [905, 906].
The molar ﬂow rate Mi of component i through the membrane is given
by the product of the membrane area Am and the ﬂux Ji [= mol/m2 s]:
Mi = AmJi (8.24)
The ﬂux is calculated by Equation (8.25) assuming perfect mixing on
both sides of the membrane [163].
Ji =Pi
(
PR′yR′i − PMyMi
)
(8.25)
Here, PR′ and PM denote the pressures on the feed- and the permeate side
of the membrane. It is assumed that the membrane module is operated at an
average pressure diﬀerence of ∆P = PR′−PM = 30 bar, which is expected to
be within the limitations of the material properties considering the reports
of Li et al. [905,906]. yR′i and yMi are the mole fractions in R
′ and M , where
the latter is obtained by iterative solution using
yMi =
Ji∑
i Ji
(8.26)
The property Pi in Equation (8.25) is the permeance, which is a char-
acteristic property of the membrane given in units of mol/m2 s bar. A realistic
284
8.3 GTL Plant Design
value of PCH4 = 2× 10−2 mol/m2 s bar is applied in the present calculations cf.
Ref. [905, 906]. The selectivity Si of component i relative to CH4 is deﬁned
by the ratio
Si =
Pi
PCH4
(8.27)
The values of Si are estimated below based on the results from Li et
al. [905, 906]. These are conservative estimates in order not to exaggerate
the performance of the membrane.
Si = 20 i = CO,CO2
Si = 2 i = N2,H2,O2
Si = 1 i = CxHy,H2O,CH2O,CH3OH,
C2H5OH,CH3CHO
In order to avoid accumulation of unwanted components in the system,
the permeate ﬂow is constrained by the production of the most abundant
undesired species during a single pass through the system. Carbon monox-
ide is currently the critical species, and MCO is therefore predeﬁned by the
combined net formation of CO in the reactor and the second preheating
unit. This provides the ﬁnal constraint that is necessary to solve the system
of equations in (8.24).
8.3.6 Discussion of Key Figures and Plant Design
Details from the ﬂow sheet calculations are presented in Figure 8.2 for the
proposed GTL plant with hydrocarbon recirculation. The underlying calcu-
lations are based on the methods and assumptions outlined above in Section
8.3.1–8.3.5 and assume steady-state operation. The overall performance of
the plant is summarized by the key ﬁgures in Table 8.1.
The key ﬁgures reveal an overall energy eﬃciency of 19.6% (OHC yield
on energy basis), which compares unfavorably with the economic assesment
made in Section 1.3.1, which indicated that a minimum energy eﬃciency of
about 50% should be achieved in order to capitalize from the GTL conver-
sion.
The relatively low overall selectivity of 53.1% (OHC selectivity on C-atom
basis) is mainly associated with the hydrocarbon combustion in Preheater 2
that provides zero contribution to the OHC pool. The upper limit of SOHC
is expected to be in the vicinity of 75%; cf. the value of SCH3OH,opt from the
global optimization in Section 7.4.3, whereas the hydrocarbon conversion,
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8.3 GTL Plant Design
Table 8.1: Key ﬁgures for the GTL plant with hydrocarbon recirculation. Acronyms
denote NG = Natural Gas, HC = Hydrocarbons (CH4 and C2H6), and OHC =
Oxygenated Hydrocarbons (CH3OH, CH2O, C2H5OH, and CH3CHO). Values
of XHC, SOHC, and YOHC represent the overall performance of the plant.
Key ﬁgure Value Note
NG feed 100,000 STD m3/day
OHC vol. production 28.1 STD m3/day Liquid state
OHC mass production 8120 tonnes/yr a
Flue gas 86,530 STD m3/day Contains ∼88%combustibles
Recirculation ratio 15.1 Based on CH4
Power consumption >613 kW Incl. only keycompression steps
HC conversion (XHC) 43.4 % C-atom basis b
OHC selectivity (SOHC) 53.1 % C-atom basis c
OHC yield (YOHC) 23.1 % C-atom basis d
OHC yield (YOHC ) 19.6 % Energy basis e
a) Assume pure CH3OH with ρ = 792 kg/m3
b) XHC includes hydrocarbon removal during preheating, reaction, and extraction
with the condensate
c) Calculated from the definition YOHC = XHC × SOHC
d) Assume negligible loss of OHC during the final purification by distillation
e) Based on lower heating values (LHV) calculated from stoichiometric combustion
to CO2 +H2O
in principle, can approach 100% when recirculation is applied. As shown
in Table 8.1, the current plant design only yields an overall hydrocarbon
conversion of 43.4% on a C-atom basis. The hydrocarbon conversion thus
exhibits the largest potential for improvement, and further process optimiza-
tion should be focused on this issue in order to increase the yield of OHC.
The substantial loss of hydrocarbons through the membrane module is
the main reason why XHC is low. Even though the applied membrane ex-
hibits high selectivities towards the unwanted components in the gas stream,
the separation method is inherently problematic when contaminants of low
concentrations must be removed from a given feed stream. This is because
of the high absolute concentration of CH4 that gives rise to a high CH4 ﬂux
through the membrane that outbalances the diﬀerence in selectivity. Im-
provement of the current system may involve the application of multistage
membrane separation with retentate recycling [163], or perhaps, reconsider-
ation of gas absorption by scrubbing with a liquid solvent. The latter was
brieﬂy discussed in Section 8.3.5. The application of membrane cascades with
retentate recycling has been subjected to numerous investigations in connec-
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tion to CO2 removal from crude natural gas, and experiments and rigorous
computer simulations, e.g. [899,908,909], indicate that attractive purities can
be obtained in two or three stage membrane cascades with a limited loss of
CH4; even with a low initial concentration of CO2 (<10%).
An alternative strategy for the improvement of the overall plant eﬃciency
is to capitalize the permeate ﬂow from the membrane module. As noted in
Table 8.1, the permeate contains ∼88% combustible species; predominantly
CH4 and CO. A fraction could be used to preheat the reactant mixture in
order to skip the in situ combustion in Preheater 2 and thereby reduce the
CO level in the feed. This will increase the overall selectivity of the desired
product and limit the need for puriﬁcation of the recirculation stream.
It would be even more attractive if the carbon rich residue from the GTL
plant could be utilized in connection with a secondary chemical process;
either as feed stock or as fuel for heat and/or power supply. Since the per-
meate gas contains a substantial amount of CO (and less H2), it may well be
a suitable feed for the production of synthesis gas (CO/H2), which is further
used for synthesis of various bulk chemicals through catalytic conversion, e.g.
CH3OH, NH3, and synthetic petroleum via the Fischer-Tropsch process (see
Section 1.3). This kind of utilization of the unconverted hydrocarbon stream
would certainly increase the overall eﬃciency of the current GTL plant.
8.4 Single Pass Utilization of the Carbon Source
The ﬂow sheet calculations have demonstrated that a major limitation in the
commercial exploitation of the investigated GTL technology is the continu-
ous removal of unwanted residues in the product gas before recirculation of
the hydrocarbon content. In this section, a diﬀerent application of the tech-
nology is proposed based on a single pass utilization of the carbon source
without recirculation of the outlet gas from the condenser. Obviously, it can
only be feasible to abandon recirculation of the unconverted hydrocarbons if
the resulting purge ﬂow is utilized in some other downstream process. The
possibility of implementing the GTL plant as a preprocessing unit for pro-
duction of synthesis gas, or other bulk chemicals, was considered above. In
this section, a slightly diﬀerent scenario is considered.
In order to supply natural gas to the markets of utility, extensive pipeline
networks are established throughout Europe, the United States, Japan, etc.
The main supply lines to the European markets consist of a few very large
pipelines entering from the North Sea via Great Britain, Belgium and The
Netherlands, from North Africa via Spain and Italy, and from Russia through
Ukraine and other Eastern European countries [910]. These pipelines typ-
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ically exhibit individual capacities of 50 to 80mio m3/day before they are di-
vided into several smaller lines and domestic gas networks from where the
ﬁnal distribution to the consumers takes place. The idea proposed in the
current project is to re-direct a small fraction of a major commercial gas line
through a single-pass GTL plant, where an even smaller amount is converted
to CH3OH with a high selectivity, while the purge gas is led back to the
large pipeline. If ∼1% of the natural gas ﬂow in a large pipeline was to
be subjected to a single pass conversion in a GTL plant and subsequently
remixed, the resulting contamination of the pipeline gas with CO, CO2, N2,
and H2 would be almost insigniﬁcant. The dilution of the bulk natural gas
may not even be a disadvantage since both CO and H2 are excellent fuels.
The capital investment and production costs are expected to be low since
the requirement for the internal plant capacity and downstream processing
can be reduced signiﬁcantly by disregarding the recirculation system. This
provides a good potential for creation of value based on a relatively cheap
source of natural gas.
8.4.1 Flow Sheet Calculations and Key Figures
In order to yield a more quantitative evaluation of the suggested single pass
utilization of the GTL technology, ﬂow sheet calculations at steady-state have
been completed for this simpliﬁed plant conﬁguration. The plant capacity
is here based on a natural gas feed of 500,000 STD m3/day corresponding to
∼1% of a large capacity natural gas pipeline. The composition of the gas
is unchanged from previous. All assumptions and calculation methods used
in the modelling of compression steps, preheating units, reactor simulations,
and the VLE ﬂash calculation in the condenser have been adopted from the
previous ﬂow sheet calculations and should need no further introduction.
The detailed results are presented together with the ﬂow chart in Figure 8.3
(similar to Figure 8.2), while key ﬁgures are provided in Table 8.2.
About 10,000 STD m3/day of the natural gas feed are consumed during the
single pass conversion. This corresponds to 2% of the feed and only ∼0.2
of the original pipeline ﬂow. Even so, this is suﬃcient to sustain an annual
production capacity of about 7000 metric tonnes of liquid fuels, as indicated
in Table 8.2. The loss of hydrocarbons in the purge gas from the GTL
plant is only about 5% relative to the original composition. The outlet
composition in Figure 8.3 indicates that this has mainly been substituted
by a 2-to-1 mixture of CO and H2. The calculations indicate that about
half (SOHC = 55.4%) is recovered as a valuable product. Since downstream
utilization of the purge gas is ensured, the selectivity of OHC should be taken
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8.5 Summary
Table 8.2: Key ﬁgures for the GTL plant based on single pass utilization of the hy-
drocarbon source. Acronyms and speciﬁcations regarding the calculations
of XHC, SOHC, and YOHC are identical to Table 8.1.
Key ﬁgure Value Note
NG feed 500,000 STD m3/day
OHC vol. production 24.7 STD m3/day Liquid state
OHC mass production 7140 tonnes/yr
NG purge 490,140 STD m3/day ∼95% of HC areunconverted a
Power consumption >292 kW Incl. only keycompression steps
HC conversion (XHC) 6.6 % C-atom basis
OHC selectivity (SOHC) 55.4 % C-atom basis
OHC yield (YOHC) 3.6 % C-atom basis
OHC yield (YOHC ) 3.1 % Energy basis
a) Relative to the original molar content of HC in NG feed
as the overall measure of the plant eﬃciency rather than the yield. The ﬂow
sheet calculations indicate that the selectivity of OHC across the reactor is as
high as 76% on a C-atom basis when determined solely from the gas phase
concentrations of reactants and products in F ′′′′ and P . The signiﬁcantly
lower plant selectivity can be attributed to the CO production in Preheater
2, the loss of valuable products with the purge gas, and the dissolution and
removal of CH4 with the condensate, where the latter has an impact on SOHC
through the reduction of XHC. Here, Preheater 2 accounts for about half of
the lost OHC selectivity. As a consequence, it is recommended that further
optimization of the plant design is focused on the limited use of the in situ
combustion in Preheater 2 and a more eﬃcient operation of the condenser
unit.
8.5 Summary
This chapter has presented preliminary considerations of potential commer-
cial exploitations of the investigated GTL process based on the optimal con-
ditions determined in Chapter 7. Two plant designs have been considered
with a diﬀerence in the utilization of the hydrocarbon source. The ﬁrst plant
design is based on extensive recirculation of the hydrocarbon reactant and
multiple passes of the reactor in order to obtain a high overall product yield
and reactant conversion. The second plant design involves single pass uti-
291
8 Process Design
lization of the hydrocarbon source. The latter simpliﬁcation implies reduced
capital investment and production cost, but it requires a secondary utiliza-
tion of unconverted hydrocarbon stream in order to become feasible.
Steady-state ﬂow sheet calculations have been presented for ﬁrst draft
suggestions of the two plant designs. In both cases, the hydrocarbon and
oxidizer feeds are preheated (and compressed) separately before mixing. The
hydrocarbon feed is preheated in two stages. The ﬁrst stage involves a clas-
sic heat exchange operation based on condensation of superheated steam,
whereas secondary preheating involves in situ combustion of small amounts
of O2 directly in the hydrocarbon stream. The latter implies 100% heat
transfer eﬃciency at the expense of a minor loss of reactants and increased
yields of the combustion products CO+H2O. The oxidizer feed is assumed to
contain 95% O2 and balance N2 at ambient conditions. This can be obtained
from an air separation unit. Preheating of the oxidizer stream is obtained by
utilizing the temperature rise from the compression. The reactants are mixed
at the entrance of the reactor. In practice, a number of tubular ﬂow reactors
(5–10) with a diameter of 20 cm and a length of 3.8m must be employed in
parallel to yield a desired residence time of ∼4 sec. The reaction is quenched
at the outlet by contact with cold surfaces in a water-cooled condenser unit.
The temperature must be lowered to about 293K in order to recover >90%
of the desired product from the gas phase. The majority of the water in the
gas phase is also removed with the condensate, which calls for a subsequent
distillation unit for the ﬁnal puriﬁcation of the oxygenated hydrocarbons.
Before recirculation, unwanted gaseous products; especially CO, CO2, N2,
and H2, must be removed from the hydrocarbon stream. This operation is
conducted by single stage membrane separation using a zeolite membrane
with high selectivity towards CO and CO2. All calculation methods and as-
sumptions have been thoroughly discussed. The reactor is simulated as an
adiabatic plug ﬂow reactor represented directly by the novel detailed kinetic
model developed in Chapter 5. Calculations of ﬂuid properties are based on
the methods outlined in Chapter 3 assuming non-ideal conditions.
The ﬂow sheet calculations for the plant design with reactant recircula-
tion indicated a low yield of oxygenated hydrocarbon, which is insuﬃcient
to capitalize from the GTL conversion. However, this is mainly related to
a substantial loss of hydrocarbons through the membrane module, and fur-
ther optimization is expected to yield considerably more eﬃcient methods to
clean the hydrocarbon stream for secondary products. This may e.g. involve
multistage membrane separation with retentate recycling, or gas absorption
by scrubbing with a liquid solvent. An alternative strategy is to capitalize
the permeate ﬂow, which is rich in CH4 and CO. Utilization as chemical feed
stock for synthesis gas production has been proposed.
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8.5 Summary
Finally, it has been suggested to install GTL plants in conjunction with
the large natural gas pipelines that deliver natural gas to the markets of util-
ity in e.g. Europe, the USA, and Japan. This process should only involve
a single pass of the reactor. The idea is to temporarily re-direct ∼1% of
the pipeline ﬂow to the GTL plant where about 2% is converted to liquid
products. The remaining purge gas is subsequently led back to the pipeline
with ∼95% of the original hydrocarbon content left unconverted. Flow sheet
calculations indicate that present-day pipeline capacities may facilitate an-
nual production capacities of single GTL plants of about 7000 metric tonnes
of liquid fuels without causing signiﬁcant disturbances in the common supply
of natural gas.
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Conclusion
Natural gas is an important fuel and chemical feedstock, and it plays a signif-
icant role in the global energy supply. The partial oxidation of natural gas to
liquid chemicals, known as the gas-to-liquid (GTL) process, is an attractive
industrial process with a potential to improve the utilization of remote natu-
ral gas resources. In the direct homogeneous partial oxidation, natural gas is
converted to a readily transportable state; preferably methanol, in a simple
one-step process under fuel-rich, high pressure, and relatively low temper-
ature conditions. A coarse economic assessment based on the development
in present-day market prices of methanol and natural gas indicates that an
overall energy eﬃciency >50% should be obtained in order to capitalize from
the GTL conversion. Moreover, earlier technical economic evaluations of the
speciﬁc process have suggested that selectivities of methanol above 80–90%
and a fuel conversion of 7–10% during a single pass of the reactor are nec-
essary process requirements in order to compete with conventional synthesis
gas-based methanol plants.
The partial oxidation of natural gas has been extensively explored over
several decades, but past eﬀorts to obtain competitive selectivities and yields
of methanol have been unsuccessful. This may partly be attributed to a lack
of understanding of the complex free radical mechanism that governs the hy-
drocarbon conversion and its interactions with a number of important process
parameters. Even so, available studies from the literature have demonstrated
that the optimal conditions should be found within the pressure range of
30–100 bar, temperatures from 550–800K, and 10 < CH4/O2 < 40 in the
feed. Experimental investigations at these conditions impose some diﬃcul-
ties as they require CH4 concentrations in the range of 90–95% resulting in
a signiﬁcant heat release during the conversion. This makes it almost impos-
sible to sustain a well-deﬁned temperature proﬁle during experiments. As a
consequence, this project has initially abandoned the focus on the optimal
conditions in favour of a search for the general mechanism that governs the
oxidation of light hydrocarbons at an extended range of process conditions.
The detailed kinetic scheme of light hydrocarbon conversion has been in-
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terpreted in terms of a novel detailed chemical kinetic model (DCKM) in
close interaction with well-deﬁned experimental investigations. The DCKM
has been developed to provide accurate descriptions of the oxidation chem-
istry of H2/O2, CO/CO2, and C1−2 hydrocarbon fuels in the presence or
absence of NOx, and, to a limited extent, also SO2, at temperatures from
roughly 500–1000K and pressures from atmospheric to 100 bar. The model
includes 348 elementary reaction steps with appropriate thermochemical ref-
erence state properties for the involved species, and the structure complies
with the Chemkin software. Rate constants have been obtained from a
critical review of data for individual elementary reactions with particular
emphasis on the conditions relevant to the present work. In a few cases, up-
dated rate constants have been proposed for key reactions based on a reeval-
uation of literature experiments or ab initio CBS-QB3 calculations. These
involve OH+HO2  H2O+O2, CO+OH  [HOCO]  CO2+H, NO2+HO2
 HONO/HNO2+O2, HNO2(+M)  HONO(+M), and others. The elab-
orate approach of the present work has ensured that the resulting DCKM
is probably as reliable as can be with the current status of combustion ki-
netic research. Even so, the work has also emphasized the need for improved
characterizations of several elementary reactions relevant to hydrocarbon ox-
idation chemistry; in particular reactions involving alkylperoxy species.
The experimental work has been conducted in a novel laboratory scale
high pressure ﬂow reactor, which has been developed and constructed as a
part of the current project. The system enables well-deﬁned investigations of
homogeneous gas phase chemistry involving gaseous reactants of the elements
H, O, C, N, and S, at pressures from 10 to 100 bar, temperatures up to
925K, and ﬂow rates of 1–5 NL/min. The reaction takes place in a tubular
quartz reactor enclosed in a stainless steel tube that acts as a pressure shell.
The steel pressure shell is positioned inside an electrically heated oven that
produces an isothermal reaction zone (±5K) of 43 cm. The reactant gases
are premixed before entering the reactor. The system is pressurized from
the feed gas cylinders. Downstream of the reactor, the system pressure is
reduced to atmospheric level prior to product analysis, which is conducted
by on-line GC-TCD/FID and a NOx chemiluminescence analyzer that enable
measurements of N2, O2, CO, CO2, a range of saturated, unsaturated, and
oxygenated hydrocarbons, a few nitrated hydrocarbons, SO2, H2S, NO, and
NO2; typically within an overall measuring uncertainty of ±2–5%. The high
pressure ﬂow reactor operates in the laminar ﬂow regime, but with good
premixing and low radial velocity gradients, considered in terms of axial
dispersion, it has been shown that the laminar ﬂow ﬁeld can be approximated
to plug ﬂow. Moreover, calculations of non-ideal ﬂuid properties using the
Peng-Robinson Cubic EoS with appropriate mixing rules have shown that
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ideal gas behavior can be assumed within the typical operational range of the
reactor. This enables fast computation in terms of mathematical modeling
of the reaction zone where conservation equations can be treated as a simple
one-dimensional model with integration in time.
In order to validate the performance of the DCKM, experiments and nu-
merical results have been compared for the chemical systems: CO/H2/NOx/
O2, CH4/O2, CH4/C2H6/O2, CH4/NOx/O2, and CH4/H2S/O2, at tempera-
tures from 598–898K, pressures from 20–100 bar, and stoichiometric ratios
ranging from highly reducing (φ < 100) to oxidizing conditions (φ > 0.04).
With few exceptions, all mixtures have been diluted with N2. The exper-
imental database has facilitated a thorough validation of the novel DCKM
with a generally satisfactory response, which has justiﬁed a detailed outline
and discussion of the governing reaction mechanisms based on model predic-
tions. The experiment with CO/H2/NOx at 20 bar revealed an augmented
sensitivity of the elementary reaction NO2+H NO+OH. This has allowed a
determination of the rate constant within ±40% at 850–875K, where no pre-
vious measurements are available. The obtained values are in good agreement
with previous measurements at both lower and higher temperatures. The ex-
periments with CH4/NOx showed a clear promoting eﬀect of NOx in terms of
a substantial reduction in the initiation temperature of the hydrocarbon fuel.
This is facilitated by cyclic conversion of NO/NO2 through interactions with
the H2/O2 radical pool and the hydrocarbon oxidation chain. Moreover, a
substantial intermediate formation of stabilized CH3NO2 has been observed
as a distinct high-pressure phenomenon. However, the presence of NOx had
a negligible impact on the yield of CH3OH, which has discouraged the use
of NOx as a gas phase sensitizer in the GTL process. Investigations of the
CH4 conversion in the presence of H2S have been limited and inconclusive;
mainly due to a poor agreement between experimental and modeling results.
Even so, the experiments showed indications of an inhibiting inﬂuence of sul-
fur on the hydrocarbon oxidation chemistry consistent with a radical removal
mechanism. A few undiluted experiments with CH4/O2 have been conducted
to resemble the conditions of the real GTL process. Methanol was the pri-
mary product of these experiments, but the measurements were subjected
to signiﬁcant uncertainties due to instabilities in the system caused by the
substantial heat release from the reaction.
After the validation of the novel DCKM, the initial search for optimal con-
ditions for the GTL process was reinstated as the primary objective of the
project. A numerical global optimization routine has been developed based
on interval analysis to work with the DCKM in order to identify conditions
that facilitate the maximum yield of CH3OH. The underlying algorithm has
been presented as well as some basic concepts of interval computations. The
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global optimization routine converges slowly, but the applied method guar-
antees the location of the global optimum of a given objective function. The
global optimum for the CH3OH yield has been located at 643K, 97.4 bar,
and a CH4/O2 ratio of 23.6 in the feed based on a residence time ≥ 3 sec. At
these conditions, the model predicts a selectivity of CH3OH of 75% and a
CH4 conversion of 5.6% during a single pass of the reactor. This correspondes
to a yield of CH3OH of 4.2%. These values are not very sensitive to minor
deviations in the optimal conditions. The result compares favorably to most
literature experiments, as well as the undiluted experiments with CH4/O2
conducted in the high pressure ﬂow reactor, but it is not suﬃciently close to
the deﬁned commercial target range to guarantee industrial feasibility.
Even so, the optimal conditions have constituted the basis for prelimi-
nary suggestions of potential commercial applications of the GTL process.
Two plant designs have been considered with a diﬀerence in the utilization
of the hydrocarbon source. The ﬁrst plant design is based on extensive re-
circulation of the hydrocarbon reactant and multiple passes of the reactor in
order to obtain a high overall product yield and reactant conversion. The
second plant design involves single pass utilization of the hydrocarbon source.
Steady-state ﬂow sheet calculations have been presented for ﬁrst draft sug-
gestions of the two plant designs. Both designs involve separate compression
and preheating of the fuel and oxidizer before mixing at the entrance of the
reactor. The reaction is assumed to be quenched at the reactor outlet using a
water-cooled condenser that continuously separates the desired products and
water from the unconverted reactants and gaseous side products. Membrane
separation is utilized for puriﬁcation of the hydrocarbon stream before re-
circulation. All calculation methods and assumptions have been thoroughly
discussed. The reaction was represented directly by the novel DCKM, and
calculations of ﬂuid properties assumed non-ideal conditions. The ﬂow sheet
calculations of the plant with reactant recirculation indicated a low overall
plant eﬃciency in the range of ∼20% unable to match the estimated eco-
nomic requirements. This is mainly due to a substantial loss of hydrocarbons
through the membrane module. However, improvement of this issue can be
expected through further process optimization. The permeate stream is rich
in CH4 and CO and may be capitalized as an alternative method to improve
the overall plant eﬃciency. Utilization as chemical feed stock for synthesis
gas production has been proposed. Finally, it has been suggested to in-
stall simple GTL plants without reactant recirculation in conjunction with
large natural gas pipelines. Flow sheet calculations indicate that present-day
pipeline capacities may facilitate annual production capacities of single GTL
plants of about 7000 metric tonnes of liquid fuels without causing signiﬁcant
disturbances in the common supply of natural gas.
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Appendix A
SO2 Reaction Mechanism
(Rasmussen et al., 2007)
The enclosed paper by Rasmussen et al. [114] encompasses the theoretical
work conducted in the ﬁeld of detailed sulfur chemistry in combustion. The
reaction mechanism presented in the paper constitutes a supplement to the
detailed chemical kinetic model presented in Chapter 5 of this thesis.
The paper was presented by C. L. Rasmussen at the 31st International
Symposium on Combustion in Heidelberg, 2006. The author acknowledges
the contributing work and support of Peter Glarborg and Paul Marshall.
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