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Abstract
Remote sensing (RS) image retrieval is of great significant for geological information mining. Over the
past two decades, a large amount of research on this task has been carried out, which mainly focuses on
the following three core issues: visual feature, similarity metric and relevance feedback. Along with the
advance of these issues, the technology of RS image retrieval has been developed comparatively mature.
However, due to the complexity and multiformity of high-resolution remote sensing (HRRS) images,
there is still room for improvement in the current methodologies. In this paper, we analyze three key
aspects of RS image retrieval and provide a comprehensive review on existing methods. Furthermore, for
the goal to advance the state-of-the-art in HRRS image retrieval, we focus on the visual feature aspect
and delve how to use powerful deep representations in this task. We conduct systematic investigation on
evaluating factors that may affect the performance of deep features. By optimizing each factor, we acquire
remarkable retrieval results on publicly available HRRS datasets. Finally, we explain the experimental
phenomenon in detail and draw conclusions according to our analysis. Our work can serve as a guiding
role for the research of content-based RS image retrieval.
1 Introduction
With the explosive development of earth observation technologies, both the quantity and quality of remote
sensing (RS) data are growing at a rapid pace [1]. Several millions of RS images have been delivered by
various satellite sensors and stored in massive archives [2, 3]. In order to make full use of RS big data, there
is an urgent need of efficient information management, mining and interpretation methods. During the past
decades, significant efforts have been made in developing accurate and efficient retrieval methods to search
data of interest from large RS archives [4–7].
Primal RS image retrieval systems are queried merely with geographical area, time of acquisition or sensor
type [8, 9]. They might be very imprecise and inefficient because text-based image retrieval methods largely
rely on manually annotated keywords [10], which are less relevant to the visual content of RS images. This
type of method has restricted the utilization efficiency of RS data, leading to incomplete use of obtained RS
data.
As content-based image retrieval [11, 12] was proposed in the early 1990s, the efficiency of RS image
retrieval has obtained remarkable improvement. New architectures for RS image archives have been con-
structed, in which RS images are stored [13] and retrieved [14, 15] based on visual content. So far, several
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mature RS retrieval system have come into service [1–3, 10, 16–21], and satellite data mining technology
has been employed in wide practical applications, such as man-made object detection [22, 23], environment
monitoring [24], climate monitoring [25], disaster monitoring [26, 27], satellite image time series (SITS) ex-
traction [28] and cross-domain retrieval [29].
Content-based image retrieval indexes with query images, rather than keywords, so its performance is
extremely dependent on the visual features of the images [30, 31]. For promoting the accuracy of RS image
retrieval, early studies mainly focused on seeking various feature representation methods, hoping to find the
best image feature [25,32–49] or feature combination [50–60].
Nevertheless, due to the drastically increasing volume and complexity of RS data, in some cases visual
features may become subjective and ambiguous [4]. Consequently, the simple RS image retrieval systems no
longer behave completely satisfactory. To solve this problem, on the one hand, researchers propose to select
or design the most suitable similarity metric for specific task [61–64], which can adaptively amend the degree
of similarity between image feature vectors. On the other hand, researchers apply relevance feedback to RS
retrieval system [1–3,26,27,65–74], aiming to capture the exact query intent of the users and return retrieval
results that meet user demand. As described above, visual feature, similarity metric and relevance feedback
constitute the three core issues of modern RS image retrieval framework. After years of development, the
current RS retrieval methods have been able to solve plenty of practical application problems.
However, for enormous high-resolution remote sensing (HRRS) data, which is of increasingly importance
for earth observation, the current methods have limited retrieval performance [7]. One of the key reasons
is that it is quite difficult for traditional visual features to represent highly complex geometrical structures
and spatial patterns over HRRS images. The existing retrieval methods can be divided into three categories
according to the type of feature: methods based on low-level features, methods based on mid-level features
and methods based on high-level features. Low-level features are always designed by human on the basis of
engineering skills and domain expertise. Diversity low-level features have been exploited for RS retrieval,
mainly including spectral features [32–34,39,40], texture features [38,41,42,46–49,51,54,75] and shape features
[25, 43, 45, 76]. In contrast, mid-level features can represent more discriminating information by encoding
raw features using bag-of-words (BoW) [77], Fisher vector (FV) [78], vector locally aggregated descriptors
(VLAD) [79] or their variants. In general, the above hand-craft features have difficulty in accurately describing
the semantic information of HRRS data, because the same type of scenes might emerge at different scales,
orientations and illuminations at high spatial resolution, causing relevant images of diverse appearance are
hard to be recognized.
To overcome this difficulty, researchers have attempted to take advantage of high-level features derived
from Convolutional Neural Networks (CNNs). In recent literatures [29, 80, 81], CNN features have proved
to be of strong discrimination and able to dramatically improve the HRRS retrieval performance. CNNs
are deep hierarchical architectures with parameters (or weights) of each layer learned from large labeled
classification datasets [82], and billions of parameters in pre-trained CNNs can well transfer to relatively
small datasets for deep feature extraction [83,84]. Nevertheless, when CNN models trained for classification
are used for domain-specific retrieval, the transferability and adaptability to the target data are uncertain.
Various influence factors of transferability are likely to limit the performance of deep feature-based retrieval
methods. With this in mind, we intend to further investigate how to use deep features for content-based
HRRS image retrieval task.
In this paper, we first analyze the retrieval framework and present a comprehensive review on the three
core issues of RS image retrieval: visual feature extraction, similarity metric and relevance feedback, so as
to complement existing surveys in literatures [4–7]. Then, we focus on the feature issue and delve into deep
features in order to fully advance the task of RS retrieval. We investigate almost all factors concerned to the
property of deep features. These factors include the following aspects: CNN architectures, depth of layers,
aggregation method for feature maps, dimension of features and fine-tuning. In addition, we propose multi-
scale concatenation and multi-patch pooling methods to further enhance the retrieval performance. Finally,
we acquire the state-of-the-art results on publicly available HRRS datasets.
In summary, this paper mainly contributes in the following aspects:
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1. We provide a comprehensive review of content-based image retrieval for RS images, covering the three
key issues of retrieval, namely feature extraction, similarity metric and relevance feedback.
2. We perform systematic investigation to explore how to utilize deep features for HRRS retrieval task.
We assess almost all potential factors that could influence the performance of deep feature and achieve
noteworthy experimental results on three public HRRS datasets.
3. We analyze the experimental phenomena in detail, some of which are generalized, and some are data-
dependent. We draw many instructive conclusions from thorough analysis, which can play a guiding
role for domain-specific retrieval tasks.
2 Review on RS Image Retrieval
In this section, we firstly make a detailed introduction to content-based RS image retrieval, and then com-
prehensively review the existing research works in this field. We take three key aspects, feature extraction,
similarity metric and relevance feedback, into consideration and analyze their functions for retrieval task.
2.1 An Overview of RS Image Retrieval
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Figure 1: The framework of content-based RS image retrieval system.
The goal of content-based RS image retrieval is to find a set of images that contain the information desired
by the users from RS archives. We indicate the images stored in database to be retrieved as reference images.
If the retrieval system returns reference images containing relevant visual content, we regard them as correct
retrieval results.
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A content-based image retrieval framework at least consists of two stages [30,85]. The first stage extracts
image features for representing the physical object and scene of both the input query image and reference
images. The second stage calculates the visual similarity between the query image and each reference image
with feature vectors, and then returns a ranked list of relevant images ordered by the degree of similarity.
Moreover, if visual features and similarity metrics have limited ability to accurately measure the relationship
between image contents, relevance feedback can be used to interactively revise the initial ranking [86, 87].
The overall framework of a RS image retrieval system is illustrated in Fig. 1.
In order to gain an insight into content-based image retrieval of RS imagery, we present a comprehensive
review on this task focusing on the above three core issues. Though there has been a few surveys on broad
content-based RS image retrieval research [4–7], they particularly give attention to certain sections of RS
data mining. Our work can serve as a thorough complement for the previous surveys.
2.2 How to Represent RS Images
RS image retrieval methods can be divided into three categories based on the way of feature extraction:
methods based on low-level features, methods based on mid-level features and methods based on high-level
features. We introduce the relative literatures at length in the following.
2.2.1 Methods based on low-level features
Visual content can be typically defined by a set of hand-crafted features extracted which describe the spectral,
texture or shape information of RS images.
Spectral features are one of the simplest features, yet they describe the most prominent different infor-
mation from RS images [88]. Spectral features have been used in many RS retrieval works [32–34, 39, 40].
They encode the reflectance of the corresponding areas of the Earths surface, resulting in serious sensitivity
to noise and illumination change.
Texture features are generally understood as ordered structures composed of a group of pixels [89]. A
number of texture features have been applied to RS image retrieval in the form of single feature [38,41,42,46–
49] or combination of multiple features [51,54,75]. Common texture features include gray level co-occurrence
matrices (GLCM) [89], wavelets [90,91], Gabor filters [92,93] and local binary patterns (LBP) [94]. However,
they cant fully reflect the essential features of objects because texture is only a characteristic of surface.
Shape features are important cue for identification and recognition surface objects in RS images [25, 43,
45, 76]. They have been used for infrared image retrieval [43] and object retrieval in optimal image [76].
Shape features describe the outline or area information of objects, but have few ability to capture the spatial
relationship information.
Other types of features are also developed for RS image retrieval. Scale-invariant feature transform (SIFT)
[95] has been proved to be more effective than texture features in scene retrieval [44]. Structural features
derived from shape ensembles and relationships [96, 97] also provide satisfactory performance [98–100]. In
some cases, single type of low-level features lacks discrimination, therefore, researchers explore combinations
of diverse types of features to improve the retrieval results [17–20,50, 52, 53, 55–60,101]. Different categories
of features make up for each others defects, hence their combinations have stronger representation ability.
2.2.2 Methods based on mid-level features
In contrast with low-level features, mid-level features embed raw descriptors into representative visual vo-
cabulary space and encode feature spatial distribution to capture semantic concepts of RS images. Mid-level
features are more invariant to differences in appearance caused by changes of scale, rotation or illumination,
and they can better represent the complex image textures and structures with more compact feature vectors.
The general pipeline to extract mid-level features is firstly obtaining local image descriptors, such as spec-
tral, texture or local invariant features, and then aggregating them into holistic representations using encode
methods, e.g., BoW [77], FV [78], and VLAD [79].
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BoW is a widely used basic encoding method, it employs k-means clustering to construct visual codebook
and counts local features into the histogram of codebook. It has been utilized in some RS image retrieval
research and has achieved desired results. Concretely, [102–104] have shown the effectiveness of encoded
features compared with local low-level features.
VLAD is an advanced version of BoW, apart from feature distribution, it additionally counts the distance
between local features and cluster centers. VLAD is applied to encode local pattern spectra [105] and obtains
high-precision retrieval results on HRRS images [106]. In [107], the experimental results demonstrate that
BoW behaves better in calculation speed while VLAD behaves better in indexing accuracy.
Multi-scale spatial information has also been exploited in feature encoding. For instance, spatial pyramid
matching based on sparse codes (ScSPM) [108] can fuse holistic and local features to enhance the discrimina-
tion of mid-level features [109]. Except for the above encoding methods, other unsupervised feature learning
methods have also been employed to construct features with higher level of semantic information. Such as
auto-encoder [110] and hierarchical neural networks [111].
2.2.3 Methods based on high-level features
The multistage architecture of CNN models can simulate very complex nonlinear functions and automatically
learning parameters during the training process [82]. Therefore, CNN models are able to capture the essential
characteristics of training data so as to represent discriminating visual features for images [112].
A small amount of RS image retrieval works based on high-level features have been presented up till now.
There are several approach to retrieve basing on deep features, including obtaining features by existing CNNs
from convolutional (conv.) layers or fully-connected (FC) layers [81], fine-tuning off-the-shelf CNN models
with domain-relevant datasets [29], or developing tailored CNN architectures [80] and training it with large
scale RS dataset [113], etc.
Nevertheless, there is still no a comprehensive investigation on deep feature-based HRRS image retrieval.
Furthermore, we don’t know if the developed research conclusions of natural image retrieval are transferable
to RS domain, since the diversity of data has some degree of impact. Therefore, it is not clear how to
maximize the performance of deep feature-based HRRS image retrieval yet.
2.3 How to Measure Feature Similarity
Similarity metric (or distance function) is a function that defines the distance between visual feature vectors
[62], which is the basis of pattern recognition. For it is one of the core issues in content-based image retrieval,
similarity metric is of great research significance.
For the same retrieval task, different similarity metric may lead to different ranking results. In [61], eight
similarity metrics are investigated for RS image retrieval. Similarity metrics examined in this work can be
divided into two major categories: general feature vector based metrics and histogram vector based measures.
This work intuitively demonstrates the importance of similarity metrics for content-based RS retrieval task.
Apart from selecting the appropriate similarity metrics, distance functions can also be manually con-
structed for specific retrieval task. For instance, in [62], an informational similarity metric is introduced
for compressed RS data mining. In [63], a hyper-spectral image distance is developed. In [64], dictionary-
based similarity metrics are employed for retrieval on different hyper-spectral image datasets, validating the
applicability of dictionary-based similarity metrics for hyperspectral image retrieval.
However, manually constructing a similarity metric may be inefficiency and not robust to different data
source, metric learning can be an ideal alternative. In contrast to handcrafted similarity metrics, metric
learning is capable of automatically learning distance function for a specific retrieval task according to task
requirement [114–117]. Unsupervised metric learning has been successfully applied to RS retrieval, for exam-
ple, [118] models RS images with graphs and uses an unsupervised graph-theoretic method to measure the
similarity between the query graph and the graphs of images in the archive.
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In particular, for natural images, deep learning-based metric learning method has obtained development
in recent years and boosted the efficiency of weakly supervised retrieval problem. Nevertheless, there are
only little research applying deep learning-based metric learning to RS domain yet. In [119], geographic
coordinates are seen as weakly supervised information and used to train a triplet network for street view
image retrieval.
2.4 How to Optimize Ranking Result
Due to the huge amount and the rapid growth of RS data, even when the visual features are discriminating,
and the similarity metric is adaptive, the ranking results of content-based RS image retrieval may still not
be very satisfying [67]. Therefore, intelligent feedback techniques become essential for efficient and accurate
retrieval system.
Relevance feedback can iteratively optimize the retrieval results according to the previous ranking. Once
the ranking of the initial retrieval is returned, there are two ways to select a subset of relevant images:
automatically selection and manually selection, which are applied to pseudo relevance feedback and explicit
relevance feedback respectively [120]. No matter how the relevant images are selected, relevance feedback
can better capture the needed image information in the iterative process.
For pseudo relevance feedback [120], the top several returned results are regarded as relevant images, and
their features are used for query expansion [109, 121]. Then the fused feature vector is considered as a new
query and able to give more exact ranking list.
In contrast, for explicit relevance feedback [120], it is the users that manually mark retrieved images
as relevant or irrelevant at every feedback round. There are three different methods to re-estimate the
target query, namely query-point movement and re-weighting method [87,122], probability distribution-based
method [86,123] and machine learning-based method [124,125].
The idea of query-point movement and re-weighting method is to adjust the query point in the feature
space according to the users feedback information, and then use the adjusted query point to re-calculate the
ranking list [26].
The process of probability distribution-based method can be seen as equivalent to minimizing the proba-
bility of retrieving irrelevant images. Specifically, assume there is a mapping from the visual features to the
image categories, and the purpose of probability distribution-based relevance feedback is to find the optimal
mapping that can minimize the error probability [1, 15,27,65,68].
Machine learning-based relevance feedback can be considered as a binary-classification problem: the
relevant retrieved images are positives while the irrelevant retrieved images are negatives [67]. In each
iteration of feedback, the classifier can be trained with the feedback samples of the current round, or with
the combination of the current and the former feedback samples via incremental learning. It returns image
ranking according to the category scores derived from the classifier. Commonly used classifiers include
decision tree [69,74], Bayesian networks [72], support vector machine (SVM) [66,67,70,71] and so on.
Apart from the above three core issues which are closely related to the retrieval performance, there are also
many other works aiming at improving retrieval efficiency in the RS community, including taking advantages
of distributed computation [126], applying tree structures [17–20,57,76] and utilizing hash codes [43,127–130].
3 Deep Features for RS Image Retrieval
Even though some literatures have made advantages of deep features for RS retrieval task, there still no
comprehensive research on how to optimize the transferability of CNN models to RS retrieval. With this in
mind, we investigate almost all variables concerned to the property of CNN representations on several public
HRRS datasets and analyze the effects of each factor.
In this section, we present the methods to extract deep features for HRRS image retrieval. An elementary
content-based image retrieval framework is at least composed of two stages. For an image dataset which
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Figure 2: The pipelines of scheme (I) and scheme (II).
contains N images, the first stage extracts the visual features f q and fr respectively from the query image
Iq and all the reference images Ir, for r = 1, ..., N . The second stage calculates the distances Dqr = d(f
q,fr)
between extracted feature vectors and then ranks retrieved images according to the values of Dqr, i.e., the
more similar f q and fr are, the lower Ir ranks, where d(·, ·) stands for a distance function. We consider
Euclidean, Cosine, Manhattan and χ2-square distance metrics in our experiments.
Because conv. and FC features derived from different depths in CNN architecture, they are at different
representation levels. Conv. features correspond to local responses of every image region, while FC features
contain global information of the holistic image, this diversity may lead to different impact on different data.
Another problem is that the off-the-shelf CNN models may have limited capability of transferring to RS data.
This defect is likely to hold back the performance of HRRS image retrieval.
On account of the aforementioned considerations, we make use of five representative CNN models: Caf-
feNet [131], VGG-M [132], VGG-VD16 [133], VGG-VD19 [133], GoogLeNet [134], and make use of various
approaches for feature extraction.
We mainly conduct three schemes: respectively adopting deep features derived from conv. and FC layers
of pre-trained CNNs for effectiveness comparison, the process of which is illustrated in Fig. 2; and performing
fine-tuning strategy on several off-the-shelf CNN models for targeted feature extraction, demonstrated in Fig.
3.
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3.1 Scheme (I): Employing Conv. Features
3.1.1 Convolutional Features
When passing an image I through a CNN, the outputs from conv. layers are feature maps, each element in
which corresponds to a receptive field of the input image. Suppose the responses of a certain conv. layer
form L feature maps and the size of each feature map is W ×H. The activations of examined layer can be
interpreted as W ×H L-dimensional vectors, where the channel number L depends on the inherent structure
of CNN, and the feature map spatial resolution W ×H rests with the architecture of CNN, the adopted layer
and the size of image I.
Feature maps cannot be straightforwardly used as image descriptor, they are normally aggregated into
compact global descriptors by aggregation methods. So we apply several promising aggregation strategies to
process feature maps, which can be divided into pooling and encoding methods.
3.1.2 Pooling Methods
Here we introduce five pooling methods for conv. feature aggregation: max pooling, mean pooling, hybrid
pooling, sum-pooled convolutional features (SPoC), and cross-dimensional weighting and pooling features
(CroW). When dealing with feature maps using pooling methods, we treat conv. activations as L two-
dimensional matrices.
1. Max Pooling : Max pooling [135] generates L-dimensional feature vector, where every element in result-
ing representation is simply the max activation of a corresponding feature map.
2. Mean Pooling : Analogous, the L-dimensional output of mean pooling [135] is a set of average values
yielded from corresponding feature maps.
3. Hybrid Pooling : The feature vector produced by hybrid pooling [135] is the intuitional concatenation
of max pooling and mean pooling representations, therefore the hybrid pooling representation is with
a dimension of 2L.
4. SPoC : SPoC [136] representation is acquired with center-prior Gaussian weighting on spatial of feature
maps followed by sum pooling, where the standard deviation σ is set to be 1/3 of the distance between
the center and the closest boundary of the input image.
5. CroW : CroW [137] is a promotion version of SPoC with specific non-parametric schemes for both spatial
and channel wise weighting. Then the L-dimensional final feature is obtained by weight-summing.
3.1.3 Encoding Methods
Here we introduce three traditional encoding methods for aggregating feature maps into holistic feature vec-
tors: bag-of-words (BoW), improved Fisher kernel (IFK) and vector locally aggregated descriptors (VLAD).
When processing feature maps with encoding methods, we interpret conv. activations as W × H feature
vectors.
1. BoW : BoW [77] describe image information with statistics on the spatial distribution of local feature
vectors. A codebook of k centroids is learned from the local feature set via k-means clustering, then
every local feature is assigned to its closest centroid. The output of BoW is a k-dimensional vector.
2. IFK : IFK [138] is a combination of generative and discriminative approaches, it utilizes Gaussian
mixture model (GMM) with k Gaussian components to construct a probability density distribution of
local features. Then the L-dimensional gradient vectors are derived based on the local feature set. The
final IFK representation is a 2L× k-dimensional vector.
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3. VLAD : VLAD [79] is similar to BoW, yet it considers the statistical distribution of local features as
well as the vector difference between local features and centroids simultaneously. The set of feature
vectors is clustered into a codebook of k visual words with k-means. Every local feature is assigned
to its nearest visual word, concurrently, the vector difference is recorded and accumulated. A VLAD
descriptor is of L× k dimension.
For both the query and reference images, before aggregating their conv. activations into global descriptors,
we preprocess the feature maps with l2-normalization. Since the dimensionality of the pooling and encoding
features are quite different, for fair comparison, we compress aggregated features to unified dimensions with
PCA dimensionality reduction. The final image representations are l2-normalized again with the purpose of
stronger robustness against noise.
3.1.4 Multi-scale Concatenation
Since the fusion of multi-scale information enhances the discrimination of image descriptors, we utilize the
fusion of conv. Features derived from different scales.
We resize the query image and database images to a sequence of different scales and then separately pass
every scale through CNN model to obtain several sets of deep features. For every image, each set of feature
maps are encoded into a single feature vector. Finally, we simply concatenate the feature vectors of a same
original image into an informative feature vector. These assorted features are of multiplied dimension due
to vector concatenation, we compress them to a unified low dimension using PCA before applied them to
retrieval.
3.2 Scheme (II): Employing FC Features
3.2.1 Full-connected Features
When the softmax layer is removed, the rest portion of a CNN can be regarded as a generalized feature
extractor. In contrast with conv. layers, which are able to deal with images of any size and aspect ratio,
FC layers can only process images with a fixed size. For a resized or cropped input image I, FC layers
have capability of straightforwardly generating single vectors of a settled dimension (shown in Fig. 2), which
merely depends on the inherent structure of CNN model.
As with conv. layer, we carry out experiments on the first two FC layers of all CNN models adopted
in our work for layer comparison. Although FC features can be directly used for similarity calculation, in
order to achieve higher effectiveness, we preprocess FC activations with l2-normalization, PCA reduction and
another l2-normalization procedure prior to implementing image retrieval.
3.2.2 Multi-patch Pooling
We implement multi-patch pooling method to enrich image representations with multi-position information.
We crop patches with the required size of examined CNN model at the center and four corners of an
input image. Then we gather the horizontal, the vertical, and the horizontal-vertical reflections of these five
patches, thereby, total 20 sub-patches are generated from each image. We pass those sub-patches one by
one through FC layer to extract multi-patch feature vectors, which have alike form of feature maps but have
no similar spatial distribution relationship. As with conv. layers, we aggregate such 20 feature vectors into
holistic feature using pooling method, but note that SPoC and CroW cant be adopted because they both are
spatial weighting based. Likewise, features constituted from multi-patches are PCA reduced at end.
3.3 Scheme (III): Fine-tuning Off-the-shelf CNN Models
Fine-tuning is a supervised retraining process that improves the performance of CNNs for domain specific
recognition applications. The pipeline of fine-tuning is firstly initializing the CNN model except for the
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Figure 3: Overview of fine-tuning for scheme (III).
softmax layer with parameters learned on the source training set, next updating the parameters of part
or full CNN model via stochastic gradient descent (SGD) using the retraining set. The dimension of the
softmax layer of fine-tuned CNNs is same as the number of retraining dataset’s categories, and the remaining
architecture is identical with that of the original CNNs.
In view of the relatively large scale of RSSCN7 [139], we choose it as retraining dataset. Note that fine-
tuned CNN features will be correlated with the class information of the retraining data. If such features are
adopted for retrieval, the retrieval system would incline to return images with the same class label as that
of the query image. However, in unsupervised retrieval issue, category labels are with no practical meaning
and only used for accuracy assessment. So, to avoid evaluation bias, we don’t conduct retrieval experiment
with RSSCN7 fine-tuned CNNs on RSSCN7.
We intend to compare the effectiveness of conv. and FC layers in retrained CNNs, but there is no need
to retrain whole CNN models. For saving computing resources, we only fine-tune the last conv. layer of each
CNN model. Specifically, for GoogLeNet, we fine-tune all 6 conv. layers between the penultimate Inception
and the last Inception, as well as the last FC layer.
In actual operation, firstly we change the original 1000-dimensional softmax layer into a Gaussian dis-
tributively initialized softmax layer that contains 7 nodes, where 7 is the number of retraining dataset’s
classes. Then, we perform SGD to update the weights using RSSCN7. We set fine-tuning hyper-parameters
as follows: epoch number 20; mini-batch size 50; momentum 0.9; initial learning rate 0.1, which is decreased
to 0.05, 0.005 and 0.001 when every 5 epochs are iterated. The variation of learning rate mitigates the vali-
dation error when it tends to convergence. Moreover, in FC layers, where dropout is applied, the activations
are randomly set to be zero with probability 0.5 to address the problem of overfitting.
4 Experimental Setup
We perform experiments on three publicly available HRRS image datasets: RS19, RSSCN7 and UCM. In
addition, for more comprehensive analyses, we evaluate results with two standard retrieval measures: ANMRR
and MAP.
4.1 HRRS Image Datasets
1. RS19 [98]:The High-resolution Satellite Scene dataset is constituted by 19 categories of satellite scene
images with a size of 600 × 600 pixels collected on diverse orientations and scales from Google Earth.
Each category contains slightly different numbers of images for a total of 1005.
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2. RSSCN7 [139]: The Remote Sensing Scene Classification dataset is composed of 7 categories of typical
scene images with a size of 400× 400 pixels gathered from Google Earth. Each category contains 400
images, which are sampled on 4 different scales with 100 images per scale.
3. UCM [140]: The UC Merced Land Use/Land Cover dataset comprises 21 categories of land-use aerial
images with a size of 256 × 256 pixels selected from aerial orthoimagery. Each category includes 100
images, each of which has a pixel resolution of 30cm.
4.2 Standard Retrieval Measures
1. ANMRR [141]: The average normalized modified retrieval rank (ANMRR) takes into account the
number of ground truth items and the ranks obtained from the retrieval. Note that ANMRR takes
values between 0 and 1, and lower value of ANMRR indicates better retrieval performance.
2. mAP [31]: The mean average precision (mAP) is the most common tool to evaluate the rank positions
of all ground truth. The average precision (AvePr) for a single query image I is the mean over the
precision scores of each relevant item. Different from ANMRR, the value of MAP and the performance
of retrieval system are positive correlated.
4.3 Preprocessing and Parameter Settings
In our experiments, when extracting conv. features from single scale, we keep their original size unchanged.
Particularly, in multi-scale concatenation scheme, we define each dataset to three scales as follows: for RS19,
scale1, scale2 and scale3 implies for 300× 300 pixels, 600× 600 pixels and 1200× 1200 pixels respectively; for
UCM, scale1, scale2 and scale3 indicate 256× 256 pixels, 512× 512 pixels and 1024× 1024 pixels separately.
In the stage of conv. feature aggregation, for encoding methods, the number of K-means clustering
centroids is empirically set to be 1000 and 100 respectively referring to BoW and VLAD, and the number of
Gaussian components in the GMM for IFK is empirically set to be 100.
Apart from Sec. 5.5, the similarity measure we use in experiments is Euclidean distance.
5 Results and Analyses
In this section, we display the results of HRRS image retrieval experiments and analyze the effects of variables
on retrieval performance. These variables cover aspects as follows: architecture of CNN model, depth of CNN
layer, aggregation method for feature map, dimension of feature vector and fine-tuning.
In all of the following experiments, CNN layers are denoted using their numerical orders, such as “conv5”,
“conv5 3” referring to conv. layers and “fc6”, “fc7” referring to FC layers.
5.1 Convolutional Layers
5.1.1 Aggregation Method
We examine the performance of various aggregation methods for conv. layers. All feature vectors are finally
compressed to 32-dimension using PCA before similarity calculation.
The performance comparisons of different aggregation methods and different CNN models are shown in
Table 1. It can be clearly observed that informative IFK generally outstands among all aggregation methods,
and GoogLeNet normally outperforms other CNNs based on its deep architecture. This shows that in most
cases, sophisticated encoding method is capable of generating discriminating image features.
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Table 1: Comparison of different aggregation methods. Note that the lower is the value of ANMRR the
better is the accuracy and that for MAP is opposite.
(a) RS19
Aggregation CaffeNet VGG-M VGG-VD16 VGG-VD19 GoogLeNet
Method ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%)
P
o
o
li
n
g
Max Pooling 0.353 56.90 0.316 61.49 0.286 64.38 0.288 64.29 0.274 65.51
Mean Pooling 0.389 53.03 0.386 53.43 0.280 65.57 0.293 63.83 0.250 68.42
Hybrid Pooling 0.350 57.31 0.316 61.59 0.284 64.65 0.286 64.57 0.269 66.05
SPoC 0.411 50.53 0.412 50.21 0.294 64.17 0.312 61.84 0.263 67.18
CroW 0.346 57.87 0.334 59.30 0.238 70.37 0.246 69.39 0.246 69.05
E
n
co
d
in
g BoW 0.319 61.22 0.298 63.52 0.209 73.85 0.210 73.73 0.168 78.49
IFK 0.244 69.64 0.233 71.52 0.190 76.51 0.188 76.59 0.174 77.93
VLAD 0.270 66.35 0.260 68.02 0.232 71.59 0.232 71.45 0.277 64.84
(b) RSSCN7
Aggregation CaffeNet VGG-M VGG-VD16 VGG-VD19 GoogLeNet
Method ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%)
P
o
o
li
n
g
Max Pooling 0.422 46.27 0.396 49.41 0.408 47.51 0.403 47.94 0.388 49.94
Mean Pooling 0.388 50.10 0.377 51.03 0.394 49.22 0.382 50.44 0.367 52.42
Hybrid Pooling 0.420 46.56 0.396 49.44 0.407 47.61 0.402 48.05 0.386 50.17
SPoC 0.387 49.94 0.382 50.17 0.392 48.82 0.383 49.71 0.392 49.30
CroW 0.379 51.14 0.398 49.02 0.380 50.67 0.371 51.66 0.370 52.12
E
n
co
d
in
g BoW 0.378 51.54 0.375 51.87 0.368 52.29 0.360 53.22 0.354 53.86
IFK 0.345 55.51 0.338 55.79 0.352 54.01 0.336 55.61 0.346 54.97
VLAD 0.381 51.53 0.395 49.90 0.379 51.09 0.376 51.52 0.423 45.97
(c) UCM
Aggregation CaffeNet VGG-M VGG-VD16 VGG-VD19 GoogLeNet
Method ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%) ANMRR MAP(%)
P
o
o
li
n
g
Max Pooling 0.469 44.92 0.444 47.60 0.385 53.71 0.390 53.19 0.387 53.13
Mean Pooling 0.535 38.75 0.495 42.22 0.413 50.81 0.416 50.22 0.381 53.94
Hybrid Pooling 0.468 45.05 0.443 47.67 0.384 53.83 0.389 53.29 0.384 53.49
SPoC 0.532 38.61 0.477 43.39 0.384 53.25 0.385 52.79 0.339 58.50
CroW 0.493 42.85 0.473 44.63 0.376 54.94 0.379 54.36 0.349 57.26
E
n
co
d
in
g BoW 0.485 43.52 0.450 46.71 0.372 55.34 0.371 55.19 0.349 57.44
IFK 0.422 50.27 0.417 50.40 0.343 58.30 0.351 57.58 0.367 55.03
VLAD 0.484 43.49 0.471 44.41 0.425 49.35 0.414 50.39 0.498 39.85
5.1.2 Dimensionality Reduction
We use hybrid pooling and IFK on feature maps from the last conv. layers, and then reduce each feature
vector with PCA to some continuously changed dimensions: {8, 16, 32, 64, 128, 256, 512, · · · }. The dimension
of hybrid pooling features is the maximum among all pooling features (it is the concatenation of max pooling
and mean pooling) so that hybrid pooling enables us to test on a wider range of varying dimensions.
We plot the change curves of MAP for different PCA compression rates in Fig. 4, where “OD” denotes
that we dont perform PCA compression. Apparently, the best accuracies for all datasets and methods are
consistently achieved in the range of 16-64 dimensions. Perhaps because the discarded secondary components
carry redundant information and are useless for image retrieval.
12
(a) CaffeNet (b) VGG-M (c) VGG-VD16 (d) VGG-VD19 (e) GoogLeNet
8 16 32 64 128 256 512 OD
35
40
45
50
55
60
65
70
75
M
ea
n 
Av
er
ag
e 
Pr
ec
is
io
n(
%
)
8 16 32 64 128 256 512 OD
35
40
45
50
55
60
65
70
75
8 16 32 64 128 256 512 OD
Feature Dimensions
40
45
50
55
60
65
70
75
80
8 16 32 64 128 256 512 OD
40
45
50
55
60
65
70
75
80
8 16 32 64 128 256 512 OD
40
45
50
55
60
65
70
75
80
RS19(Hybrid) RS19(IFK) RSSCN7(Hybrid) RSSCN7(IFK) UCM(Hybrid) UCM(IFK)
Figure 4: Performance of varying feature dimensions.
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Figure 5: Performance of different conv. layers.
5.1.3 Depth of Conv. Layer
We make use of IFK to encode feature maps extracted from all conv. layers of each CNN model and
compress the consequent feature vectors to 32-dimension uniformly. Fig. 5 shows MAP evaluated from the
corresponding conv. layers.
It demonstrates that, deeper layers usually perform better, since activations obtained from deeper layers
corresponds to bigger receptive field, which lead to more information of original image. But different from
classification task, performance of retrieval is not always optimized by deeper layers, especially for which are
very deep in structure. This is because that the receptive field in extremely deep layer is of a considerable
large scale and unable to grasp the image details.
5.2 Full-connected Layers
5.2.1 Dimensionality Reduction
We as well investigate the effect of dimensionality reduction on FC features. It can be seen in Fig. 6 that
PCA compression similarly improves the accuracy for FC layers. The optimized dimensions for the RS19
and UCM datasets are with respect to 16 and 32 for all CNN models. While for RSSCN7, MAP becomes
highest when image representations are with dimensions of 8 for CaffeNet, VGG-VD16, VGG-VD19, and of
16 for VGG-M, GoogLeNet. This demonstrates that PCA compression is also effective for FC features in
performance improvement.
5.2.2 Depth of FC Layer
As with conv. layers, we perform retrieval test on every FC layer. Fig. 6 clearly illustrated that the peak of
MAP of every dataset is achieved by the lower layer whatever the CNN model is, where “OD” still means
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Figure 6: Performance of different FC layers with different dimensions. “OD” means original dimensions,
which are 1024 and 1000 for avg layer and fc respectively.
original dimensions. It is verified again that the deeper layers are not always the better since representations
from deeper layers may be too semantically specific to pre-training natural dataset.
5.2.3 Convolutional vs Full-connected
We pick out layers offering the highest MAP from both conv. and FC for each CNN and dataset, as well
as the dimension which wins out for each selected layer. Then exhibit a comprehensive assessment in Table
2. The aggregation method here to encode conv. features is also IFK. The results show that, in most cases,
features from conv. layers are more outstanding for the RS19 and RSSCN7 datasets though features from
FC layers works better for UCM.
Table 2: Comparisons between conv. and FC layers. Note that the lower is the value of ANMRR the better
is the accuracy, that for MAP is opposite.
RS19 SCN7 UCM
Nets
Layer Dim ANMRR MAP(%) Layer Dim ANMRR MAP(%) Layer Dim ANMRR MAP(%)
CaffeNet
conv5 32 0.241 69.90 conv5 16 0.341 55.78 conv5 32 0.416 50.73
fc6 16 0.190 75.70 fc6 8 0.376 50.94 fc6 32 0.364 56.74
VGG-M
conv5 32 0.230 71.94 conv5 16 0.337 55.99 conv5 64 0.419 50.51
fc6 16 0.197 74.91 fc6 16 0.383 50.77 fc6 32 0.340 59.09
VGG-VD16
conv5 2 16 0.174 78.52 conv5 3 16 0.340 55.30 conv5 2 32 0.350 58.34
fc6 16 0.203 73.79 fc6 8 0.393 48.79 fc6 32 0.339 59.00
VGG-VD19
conv5 3 16 0.163 79.48 conv5 4 16 0.331 56.12 conv5 3 64 0.349 58.44
fc6 16 0.232 70.14 fc6 8 0.409 47.09 fc6 32 0.345 58.25
GoogLeNet
incep(4e) 32 0.165 79.24 incep(4d) 16 0.314 59.04 incep(4e) 64 0.349 57.97
avg layer 16 0.243 68.16 avg layer 16 0.387 49.53 avg layer 32 0.320 60.29
For further verification, we separately show top 5 images retrieved by the best conv. and FC layers of
GoogLeNet at the opposite sides of a dotted line in Fig. 7. Where correct results are surrounded by green
rectangle while red denotes wrong.
The results can be explained based on the nature of the data. Query images from RS19 and RSSCN7
are covered by texture and massive structure, for example, blocky structure in farmland and canopy texture
in forest. However, the most important elements in query images from UCM are local targets: airplane and
storage tanks. FC layers focus on global semantic information, whereas conv. features grasp the structured
information rather than abstract semantic information, they are unequal for object-oriented dataset, like
UCM.
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(a) RS19
(b) RSSCN7
(c) UCM
Figure 7: Retrieval results produced by conv. and FC layers of GoogLeNet.
5.3 Fine-tuning CNN Model
We partially retrain the last conv. layer and all FC layers of experimental CNNs using RSSCN7 and then
test modified CNN models on RS19 and UCM.
The quantitative evaluation with MAP is shown in Table 3, we use the last conv. layer and the first FC
layer of each CNN and apply PCA to reduce all image representations to 32-dimension. IFK is the unified
aggregation method for conv. feature maps on account of its prominent performance testified in Table 1. It
can be observed that all fine-tuned models consistently produce better MAP on both test datasets whether
conv. layers or FC layers are used.
Table 3: Comparisons between original and fine-tuned CNNs with MAP.
Layer CaffeNet VGG-M VGG-VD16 GoogLeNet
Dataset
Type Original Finetuned Original Finetuned Original Finetuned Original Finetuned
RS19
Conv. 69.90 70.13 71.94 72.51 76.18 77.20 78.16 80.21
FC 73.35 75.47 72.25 75.55 70.97 75.79 67.25 72.96
UCM
Conv. 50.73 51.71 49.91 52.06 58.30 59.96 55.44 57.82
FC 56.74 58.93 59.09 61.99 59.00 61.97 60.29 62.23
Furthermore, we display two sets of qualitative retrieval results in Fig. 8, from left to right displayed the
top 5 images retrieved with original and fine-tuned GoogLeNet. Since the best performance on RS19 and
15
UCM is derived by different layers in Table 3, here we specially use inception (5b) for RS19 and avg layer
for UCM. There is no doubt that the retrained CNN model performs better. Pay attention to query pond
image in Fig. 8(a), pre-trained GoogLeNet notices its cross structure over the water so returns a few viaduct
images, which include cross structure but are erroneous results. However, when pre-train GoogLeNet with
HRRS images, modified convolution filters are capable of capturing more specific semantic information of
HRRS images.
(a) RS19
(b) UCM
Figure 8: Retrieval results produced by original and fine-tuned GoogLeNet.
In Fig. 8(b) retrieved beach images have similar curve texture with the query meadow image. Although
structure and texture can always determine integrity attribute of natural images, HRRS images formed
by analogical structure and texture are likely to contain completely different semantic properties, so that
fine-tuning can make CNNs more suitable for HRRS image retrieval.
5.4 Multi-scale Concatenation and Multi-patch Pooling
5.4.1 Multi-scale Concatenation
We resize both query image and reference images into continuously varying scales: scale1, scale2, and scale3,
and then pass them through fine-tuned GoogLeNet to obtain multi-scale feature maps from inception(5b).
Apart from single scale, we simply concatenate global features of different scales for more informative image
representations, signified as scale(1,2), scale(1,3), scale(2,3) and scale(1,2,3). Take note that the encoding
method we apply here is BoW instead of IFK. D6g ifferent dimensional single and multiple scale feature
vectors are uniformly compressed to be 32-dimensional by PCA.
Table 4 presents resulting MAP on RS19 and UCM. An explanation for the experimental phenomena is
that the scale of receptive field varies with the scale of input image. CNN activations focus more on global
information of images with finer scale, but capturing local details from large scale input images. It again
makes sense that RS19 and UCM are quite different in nature. RS19 is sensitive to low level visual features,
such as edges, texture and graph structure, while UCM tends to be object-oriented. Hence the combinations
of enlarged scales even detract the discriminating ability of image representations for UCM.
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Table 4: Performance of multi-scale concatenation method.
Single Scale Multiple Scales
Dataset
Scale1 Scale2 Scale3 Scale(1,2) Scale(1,3) Scale(2,3) Scale(1,2,3)
RS19 78.95 81.08 68.47 82.53 69.67 72.84 73.70
UCM 58.69 50.04 35.30 52.97 36.14 37.83 38.49
5.4.2 Multi-patch Pooling
We crop 20 sub-patches of 224× 224 pixels from corner and center of each input image and extracting deep
features from avg layer of retrained GoogLeNet. Sets of feature vectors at different locations are aggre-
gated into compact representations via max pooling, mean pooling and hybrid pooling, before implementing
retrieval, all features are reduced into a dimension of 32 using PCA.
Table 5: Performance of multi-patch pooling method.
Full-size Image Multiple Patches
Dataset
Single feature Max pooling Mean pooling Hybrid pooling
RS19 72.96 75.62 76.80 76.01
UCM 62.23 63.57 64.56 63.93
As displayed in Table 5, multi-patch pooling significantly boosts the performance on MAP compared
to the second column, which shows retrieval accuracy of single feature vectors drawn from warped full-size
images. The best results on RS19 and UCM are both acquired by mean pooling, indicating that mean pooling
is the most efficient in terms of multi-patch information fusion.
5.5 Comparison with the current methods
We compare our proposed schemes with the recent HRRS image retrieval methods in Table 6. Because relative
works are almost all assessed on UCM, we only compare the accuracies on UCM. We select methods yielding
the highest MAP on UCM from Table 5 and Table 4. Comparative methods are based on hand-crafted
features or basic deep features.
Table 6: Comparison with the current methods.
Similarity Metrics
Descriptors Dim
Euclidean Cosine Manhattan Chi-square
CCH+RIT+FPS1+FPS2 [75] 62 0.640 - 0.589 0.575
CCH+RIT (BoW) [103] 128 0.640 - 0.613 0.585
Salient SIFT (BoW) [102] 128 0.607 0.607 0.591 0.599
Dense SIFT(VLAD) [107] 25600 - 0.460 - -
Pyramid LPS-aug [106] - 0.472 - - -
Manual RF VGG-M [81] 4096 0.316 0.316 0.333 0.315
Fine-tuned VGG-M [80] 4096 0.299 - - -
GoogLeNet(finetuned)+BoW 1000 0.423 0.423 0.685 0.639
GoogLeNet(finetuned)+MultiPatch 1024 0.314 0.314 0.323 0.309
GoogLeNet(finetuned)+BoW+PCA 32 0.335 0.335 0.337 -
GoogLeNet(finetuned)+MultiPatch+PCA 32 0.285 0.285 0.303 -
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We evaluate the performance of retrieval using ANMRR on several distance metrics: Euclidean, Cosine,
Manhattan and χ2-square. On account of χ2-square distance’s computational condition that elements of the
feature vectors must be non-negative, we omitted the ANMRR of dimensionality compressed descriptors in
Table 6.
It is apparently that on any kind of distance metric, our methods always outperform all of others. Espe-
cially, the overall best accuracy is acquired by compressed multi-patch mean pooling on Euclidean distance
with ANMRR value of 0.285, which is about 1.4% lower than the recent CNN-based method [80]. Apart
from the precision, the feature dimension of our method is the lowest, standing for distinctly decrease in the
computation cost.
6 Conclusion
In this paper, we have comprehensively reviewed existing research works on content-based RS image retrieval
and explored how to use CNNs to solve HRRS image retrieval issue by carrying out a sequence of systematical
experiments. We take exhaustive factors that may impact the performance of image retrieval into account and
experimented on three public HRRS image datasets with five representative CNN models. We methodically
propose four experimental schemes: aggregating feature maps drawn from conv. layers, directly utilizing
feature vectors derived from FC layers, enforcing fine-tuning strategy on pre-trained CNNs, and implement
multi-scale concatenation or multi-patch pooling methods. By optimizing and analyzing influence variables
through such four schemes, we have achieved outstanding retrieval performance on examined HRRS image
datasets.
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