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ADAPTING MASK-RCNN FOR AUTOMATIC NUCLEUS
SEGMENTATION
JEREMIAH W. JOHNSON
Abstract. Automatic segmentation of microscopy images is an important
task in medical image processing and analysis. Nucleus detection is an impor-
tant example of this task. Mask-RCNN is a recently proposed state-of-the-art
algorithm for object detection, object localization, and object instance segmen-
tation of natural images. In this paper we demonstrate that Mask-RCNN can
be used to perform highly effective and efficient automatic segmentations of a
wide range of microscopy images of cell nuclei, for a variety of cells acquired
under a variety of conditions.
1. Introduction
In the last few years, algorithms based on convolutional neural networks (CNNs)
have led to dramatic advances in the state of the art for fundamental problems in
computer vision, such as object detection, object localization, semantic segmen-
tation, and object instance segmentation. [16], [29], [12], [33]. This has led to
increased interest in the applicability of convolutional neural network-based meth-
ods for problems in medical image analysis. Recent work has shown promising
results on tasks as diverse as automated diagnosis diabetic retinopathy, automatic
diagnosis of melanoma, precise measurement of a patient’s cardiovascular ejection
fraction, segmentation of liver and tumor 3D volumes, segmentation of mammo-
gram images, and 3D knee cartilage segmentation [24], [7], [23], [30], [5], [34], [14].
Semantic segmentation of natural images is a long-standing and not fully solved
computer vision problem, and in the past few years progress in this area has been
almost exclusively driven by CNN-based models. Notable developments in recent
years include the development of RCNN in 2014, fully convolutional neural networks
in 2015, and the development in 2015 of the Fast-RCNN followed by the Faster-
RCNN models [9], [28], [8], [26]. These algorithms were designed with semantic
segmentation, object localization, and object instance segmentation of natural im-
ages in mind. Recently there has been an explosion of development in this area,
with convolutional neural network based architectures such as Feature Pyramid
Networks, SegNets, RefineNets, DilatedNets, and Retinanets developed all pushing
benchmarks for this task forward [18], [3], [17], [19], [32]. In addition, single-shot
models such as YOLO and SSD have enabled object detection to occur at speeds
up to 100-1000 times faster than region proposal based algorithms [25], [21].
In 2015, the U-Net architecture was developed explicitly with the segmentation of
medical images in mind, and used to produce state-of-the-art results on on the ISBI
challenge for segmentation of neuronal structures in electron microscopic stacks as
well as the ISBI cell tracking challenge 2015 [27]. U-Net architectures have since
been adapted and used for a wide range of tasks in medical image analysis including
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Figure 1. The Mask-RCNN model. Image from [11]. Used with permission.
volumetric segmentation of 3D structures and sparse-view CT reconstructions [10],
[6].
1.1. The Mask-RCNN Model. The Mask-RCNN model was developed in 2017
and extends the Faster-RCNN model for semantic segmentation, object localization,
and object instance segmentation of natural images [11]. Mask-RCNN is described
by the authors as providing a ‘simple, flexible and general framework for object
instance segmentation’. Mask-RCNN was used to outperform all existing single-
model entries on every task in the 2016 COCO Challenge, a large-scale object
detection, segmentation, and captioning challenge [20].
Many modern algorithms for image segmentation fall into one of two classes:
those that rely on a region proposal algorithm and those that do not. U-Net, for
instance, is an example of a segmentation algorithm that does not rely on a region
proposal algorithm; rather, U-Net uses an encoder-decoder framework in which a
convolutional neural network learns, or encodes, a representation of the content
of the image and a second network, such as a deconvolutional neural network,
constructs the desired segmention mask from the learned representation produced
by the encoder (note that a deconvolutional neural network may also be referred to
as a fully convolutional neural network, a transposed convolutional neural network
or a fractionally-strided convolutional neural network in the literature) [28], [13].
Encoder-decoder architectures have been used in machine learning for a variety of
tasks outside of object detection or segmentation for some time, such as denoising
images or generating images [15], [31].
Mask-RCNN, in contrast, relies on a region proposals which are generated via a
region proposal network. Mask-RCNN follows the Faster-RCNN model of a feature
extractor followed by this region proposal network, followed by an operation known
as ROI-Pooling to produce standard-sized outputs suitable for input to a classifier,
with three important modifications. First, Mask-RCNN replaces the somewhat im-
precise ROI-Pooling operation used in Faster-RCNN with an operation called ROI-
Align that allows very accurate instance segmentation masks to be constructed;
and second, Mask-RCNN adds a network head (a small fully convolutional neural
network) to produce the desired instance segmentations; c.f. Figure 1.1. Finally,
mask and class predictions are decoupled; the mask network head predicts the mask
independently from the network head predicting the class. This entails the use of
a multitask loss function L = Lcls +Lbbox +Lmask. For additional details, we refer
interested readers to [11].
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Figure 2. Sample Nuclei Images and Masks. For each image, an
individual mask is provided for each nucleus detected. To generate
the masks in the bottom row, all of the masks provided for each
image have been merged into a single mask. Note that images vary
widely, including in size.
Mask-RCNN is built on a backbone convolutional neural network architecture
for feature extraction [9], [26]. In principle, the backbone network could be any
convolutional neural network designed for images analysis, such as ResNet-50 or
ResNet-101 [12]; however, it has been shown that using a feature pyramid network
(FPN) based on a network such as ResNet-50 or ResNet-101 as the Mask-RCNN
backbone gives gains in both accuracy and speed [11]. A feature pyramid network
takes advantage of the inherent hierarchical and multi-scale nature of convolutional
neural networks to derive useful features for object detection, semantic segmenta-
tion, and instance segmentation at many different scales. Feature pyramid network
models all require a ‘backbone‘ network themselves in order for the feature pyramid
to be constructed. Again, the backbone model is typically chosen to be a convolu-
tional neural network known for high performance at object detection, and may be
pretrained [18].
Although the properties of natural images will in general differ significantly from
medical images, given the effectiveness of Mask-RCNN at general-purpose object
instance segmentation, it is a reasonable candidate for use in automated segmenta-
tion of medical images. Here, we investigate the efficacy of a Mask-RCNN model
at detecting nuclei in microscopy images.
2. The Data
The data used for these experiments is image set BBBC038v1, available from
the Broad Bioimage Benchmark Collection [22]. These data were used for Stage
1 of the the 2018 Data Science Bowl, an annual competition sponsored by Booz
Allen Hamilton and hosted on the data science website kaggle.com. The data con-
sist of 729 microscopy images and corresponding annotations for each individual
nucleus detected by an expert in each image; c.f. Figure 1.1. The nuclei in the
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Backbone AP Mask Average IoU
ResNet-50 FPN 56.06 66.98
ResNet-100 FPN 59.40 70.54
Table 1. Instance segmentation mask results on validation
data. All results are single-model results.
images are derived from a wide range of organisms including humans, mice, and
flies. Furthermore, the nuclei in the images have been imaged and treated in variety
of conditions and appear in a variety of contexts and states, including tissues and
embryos, and cell division and genotoxic stress. This presents a significant addi-
tional challenge as convolutional neural networks can be expected to perform best
in general when the input data is as uniform and standardized as possible. This
includes standardization in terms of color, contrast, scale, and class balance.
Of these 729 images in the dataset, 664 images were used for training and vali-
dating the model and 65 images were held out for testing.
3. Methodology
For all experiments described here, we use a Mask-RCNN model with a feature
pyramid network backbone. The implementation used is based on an existing im-
plementation by Matterport Inc. released under an MIT License, and which is itself
based on the open-source libraries Keras and Tensorflow [1], [2], [4]. This implemen-
tation is well-documented and easy to extend. For these experiments, we tried both
a ResNet-50 feature pyramid network model and a ResNet-101 feature pyramid net-
work model as a backbone. We note that the model with ResNet-50-FPN backbone
has a somewhat lower computational load than that with a ResNet-101 backbone,
but the ResNet-101-FPN gives significantly improved results with no other changes
to the model or training procedure. Rather than training the network end-to-end
from the start, we initialize the model using weights obtained from pretraining on
the MSCOCO dataset [20] and proceed to train the layers in three stages: first,
training only the network heads, which are randomly initialized, then training the
upper layers of the network (from stage 4 and up in the ResNet model), and then re-
ducing the learning rate by a factor of 10 and training end to end. In total we train
for 100 epochs using stochastic gradient descent with momentum of 0.9, starting
with a learning rate of 0.001 and ending with a learning rate of 0.0001. Although
we experimented with longer and shorter training times, additional training did not
lead to noticable improvement and few epochs led to underfit. We use a batch size
of 6 on a single NVIDIA Titan Xp GPU. Gradients are clipped to 5.0 and weights
are decayed by 0.0001 each epoch. We also conducted additional experiments with
other learning rate schedules, but they gave no additional improvements and aren’t
reported here.
For all of these experiments, image preprocessing is kept to a minimum. Images
are upsampled by a factor of two and the channel means are normalized. We
conducted multiple experiments on mirroring the image edges by various numbers
of pixels to improve detection of small nuclei at the edges as described in [27],
but we saw no improvement from doing so and omitted this step from the final
algorithm.To help avoid overfitting, the dataset was augmented using random crops,
random rotations, gaussian blurring, and random horizontal and vertical flips.
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Figure 3. Sample detections from the ResNet-50-FPN model.
3.1. Results. The model with ResNet-50 backbone and parameters as described
above obtains an average mask intersection over union (IoU) of 66.98% on the
validation dataset. The mean average precision at thresholds 0.5 to 0.95 by steps
of size 0.05 as defined as the primary metric for the MSCOCO challenge (AP) is
56.06% for this model [20]. The mode with ResNet-101 backbone and the same
parameters and training procedures as described above obtains an average mask
IoU of 70.54% and a mean average precision as defined for the MSCOCO challenge
of 59.40%. These results are summarized in table 1. Several sample detections are
illustrated in Figure 3.1.
4. Conclusion & Future Work
In this paper we demonstrate that the Mask-RCNN model, while primarily de-
signed with object detection, object localization, and instance segmentation of nat-
ural images in mind, can be used to produce high quality results for the challenging
task of segmentation of nuclei in widely varying microscopy images with very little
modification. There are several similar tasks in medical image analysis for which
it is likely that a Mask-RCNN based model could easily be adapted to improve
performance without extensive modification or customization. Examples of this
include the task of segmentation of the left ventricle of the heart, where accurate
segmentations can be used to estimate a cardiac patient’s ejection fraction and im-
prove their outcomes, or liver and tumor segmentation as described in [5]. Future
work will explore the efficacy and performance of Mask-RCNN-based models for a
range of such tasks.
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