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a b s t r a c t
A class of simplified background neural networks model with a large number of neurons
is proposed. Continuous attractors of the simplified model are studied in this paper. It
contains: (1) When the background inputs are set to zero and the excitatory connections
are in Gaussian shape, continuous attractors of the new network are obtained under some
condition. (2) When the background inputs are nonzero and the excitatory connections
are still in Gaussian shape, continuous attractors are achieved under some appropriately
selected condition. (3) Discussions and examples are used to illustrate the theories
developed.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
It is known that the background input plays very important roles in practical applications. For example, a gun shot may
trigger a suddenmotor response in the games. The same gun shot, however,may be unimportant if it sounds inside a theater.
Another example is that the color of a visual stimulus may instruct the subject to perform different motor actions. A class of
background neural networks model is proposed by Salinas [1] to analyze how the background controls the stability of the
state in which all neurons fire at the same time. It shows that the background input has strong impact on neural activity
(see [2–11]) that acts as a switch (see [12–15]) and allows the network to be turned on or off. Interestingly, the neural
network in [1] can exactly exhibit continuous attractors when the excitatory connection weights are in Gaussian shape and
some parameters are appropriately tuned.
In recent years, continuous attractors of neural networks have been studied extensively. They are important dynamical
properties in neurobiological models studies. There is good evidence for continuous stimuli, such as orientation, moving
direction, and the spatial location of objects could be encoded as continuous attractors [16–21]. For example, the memory
of eye position is stored in an approximate line attractor space when some parameters are appropriately selected in [19].
When the instantiations of an object lie on a continuous pattern manifold, Seung [20] proposed that the object may be
represented by a continuous attractor. That is to say, continuous attractors canmodel the manifold fromwhich the patterns
are drawn. Tang et al. [22] investigated the continuous attractors as limit cycle. However, activities of the above-mentioned
models are characterized by line attractors or bump attractors and it is difficult for those to generate unimodal profiles of
activity [3,5]. Recently, a class of recurrent neural networks can realize unimodal profiles of activity with some precisely
tuned parameters in [17]. However, the authors did not take external inputs into consideration in [17] and did not analyze
how the inputs affect continuous attractors.
Due to the complex network state equation in [1], it is hard to analyze some of its important properties such as
continuous attractors that many brain theories have implicated in learning and memory. So far, there have been only a
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few simulations and exhaustive theoretical analysis for continuous attractors of the original background neural network
model. Especially,when the background input is nonzero, the complexity of the analysis of continuous attractors in [1] grows
rapidly as the division operation in the model. Therefore, these restrictions of the background neural network will limit its
applications.
Inspired by Oja’s idea [23], in this paper, a class of simplified background neural networks model with a large number
of neurons is proposed through the use of Taylor’s theorem. The division operation in the original network is replaced by
the multiplication operation in the new one. The simplified network not only can produce unimodal activity but also switch
between two different states under certain conditions. Compared with the model reported in [17], it can be seen that our
model considers the input which can cause continuous attractors upward and wider. Thus, the proposed model can be seen
as a promising alternative of the original one. In this paper, we mainly focus on the analysis for continuous attractors of
the new model in two cases, i.e., the background inputs are set to zero and nonzero constants. Conditions for stability of
equilibrium points of the model are obtained. Under the conditions, continuous attractors are achieved. Interestingly, we
find that when the input is higher the network can produce persistent activity which can be switched on or off by the
background input. Therefore, the input plays an important role such as a gating or context signal.
This paper is organized as follows. In Section 2, a class of simplified background neural networks model is proposed. In
Section 3, continuous attractors of the newmodel are obtained under some conditions. In Section 4, further discussions are
carried out. The simulation results are given in Section 5. Finally, conclusions are drawn in Section 6.
2. Preliminaries
In [1], Salinas proposed a class of background neural networks with a relatively large number of neurons as follows:
τ
dx(a)
dt
= −x(a)+

ρ

w˜(a, b)x(b)db+ h˜(a)
2
s+ υρ  x2(b)db , (1)
where ρ ≥ 0 is the density of neurons. x(a) denotes the firing rate of the neuron a, where a and b act as the neuron’s indices
or labels, respectively. h˜(a) denotes the background input. w˜(a, b) corresponds to excitatory connection of two neurons a
and b. υ ≥ 0 is the inhibitory connection. τ > 0 is a time constant, s > 0 is a saturation constant.
Inspired by Oja’s idea [23], a class of simplified background neural networks can be described by the following equation:
(see Appendix for details)
dx(a, t)
dt
= −x(a, t)+

ρ
∫ +∞
−∞
w(a, b)x(b, t)db+ h(a)
2 
1− cρ
∫ +∞
−∞
x2(b)db

, (2)
for t ≥ 0, where c = υs is a positive constant.w(a, b) = w˜(a,b)√s , h(a) = h˜(a)√s . For simplicity, the time constant τ is ignored.
The difference between the original background neural network model and the simplified one is that the division
operation in the original model is replaced by the multiplication operation in the new one.
3. Continuous attractors
In this section, we will study continuous attractors of the network (2). Two stability conditions for (2) will be derived in
two cases. i.e., all the inputs h(a) = 0 and h(a) ≠ 0. In both cases, the simplified network can exhibit continuous attractors
if the synaptic connections are in Gaussian shape and other parameters are appropriately tuned.
3.1. Case 1: h(a) = 0
In this case, when all the background inputs are set to zero, we can rewrite (2) as
dx(a, t)
dt
= −x(a, t)+

ρ
∫ +∞
−∞
w(a, b)x(b, t)db
2 
1− cρ
∫ +∞
−∞
x2(b)db

(3)
for t ≥ 0. Suppose xmax(t) is a solution of (3).
It is easy to verify that zero is a stable equilibrium point of the following equation
dxmax(t)
dt
= −xmax(t)+ πρ2w2maxσ 2x2max(t)

1− cρ√πσ x2max(t)

(4)
for t ≥ 0. Next, the stability of nonzero equilibrium points of (4) will be discussed.
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Theorem 1. Suppose that
w(a, b) = wmax exp

− (a− b)
2
2σ 2

, (5)
wherewmax is a constant. Then, given any y ∈ R,
x(a, t) = xmax(t) exp

− (a− y)
2
2σ 2

, t ≥ 0 (6)
is a trajectory of (3), where xmax(t) is a solution of (4).
Proof. Substituting (6) into the network (4), it follows that
dxmax(t)
dt
exp

− (a− y)
2
2σ 2

= −xmax(t) exp

− (a− y)
2
2σ 2

+

1− cρ
∫ +∞
−∞
x2max(t) exp

− (b− y)
2
σ 2

db

× ρ2w2maxx2max(t)
∫ +∞
−∞
exp

− (b− y)
2
2σ 2

exp

− (a− b)
2
2σ 2

db
2
for all t ≥ 0.
It is easy to check that∫ +∞
−∞
exp

− (b− y)
2
2σ 2

exp

− (a− b)
2
2σ 2

db
2
= πσ 2 exp

− (a− y)
2
2σ 2

,
and it is noted that the above equality is true if σ ≫ 0. Thus, we have that
dxmax(t)
dt
exp

− (a− y)
2
2σ 2

= −xmax(t) exp

− (a− y)
2
2σ 2

+

1− cρx2max(t)
∫ +∞
−∞
exp

− (b− y)
2
σ 2

db

× ρ2w2maxx2max(t)πσ 2 exp

− (a− y)
2
2σ 2

.
Then,
dxmax(t)
dt
= −xmax(t)+ πρ2w2maxσ 2x2max(t)(1− cρ
√
πσ x2max)
= −xmax(t)+ 12w
2
totx
2
max(t)(1− cρ
√
πσ x2max)
for t ≥ 0, wherewtot =
√
2πρwmaxσ . The proof is complete. 
Theorem 2. x∗max(≠0) is a stable equilibrium point of (3), if
πρ2w2maxσ
2x∗max >
3
2
(7)
is satisfied.
Proof. From (4), x∗max must satisfy
−xmax + 12w
2
totx
2
max(1− cρ
√
πσ x2max) = 0,
wherewtot =
√
2πρwmaxσ . Set xmax equal to the steady state plus a small perturbation, i.e., xmax → x∗max + δx. Then derive
a first-order development at point x∗max as follows.
dδx
dt
|x=x∗max = (−1+ w2totx∗max − 2cρ
√
πσw2totx
3
max)δx
=

−1+ w2totx∗max −
4×  12w2totx∗max2 − x∗max
x∗max

δx
= (−w2totx∗max + 3)δx
for all t ≥ 0. The requirement for stability is that the coefficient multiplying δxmust be negative. i.e.,
−w2totx∗max + 3 < 0.
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Then,
πρ2w2maxσ
2x∗max >
3
2
.
The proof is complete. 
A condition for stability of nonzero equilibrium point is derived in Theorem 2. Under this condition, the network (3)
can exactly realize continuous attractor dynamics. Next, a continuous attractor of the network (3) is obtained under
condition (7).
Theorem 3. If
w(a, b) = wmax exp

− (a− b)
2
2σ 2

,
wherewmax is a constant. If equilibrium point x∗max of the network (3) satisfies condition (7), then,
S =

x(a)|x(a) = x∗max exp

− (a− y)
2
2σ 2

, a ∈ R, y ∈ R

is a continuous attractor of (1).
Proof. From Theorems 1 and 2, if y is a fixed value, x∗max is a nonzero stable equilibrium point of the network (3). Then,
through continuous variation of y, we can attain S as a continuous attractor of (3). The proof is complete. 
3.2. Case 2: h(a) ≠ 0
In the second case, when the background inputs are nonzero and constants, the network equation is given as
dx(a, t)
dt
= −x(a, t)+

ρ
∫ +∞
−∞
w(a, b)x(b, t)db+ h(a)
2 
1− cρ
∫ +∞
−∞
x2(b)db

(8)
for all t ≥ 0.
Theorem 4. Suppose that
w(a, b) = wmax exp

− (a− b)
2
2σ 2

,
where wmax is a constant. Then, for any given y ∈ R, the nonzero, steady-state, nonuniform solution for the network (8) is
approximately given by
x(a, t) = r0 + r1 exp

− (a− y)
2
2σ 21

, (9)
where
r0 = B2D
r1 = (A2 + 2AB)D
σ 21 = σ 2
(1+ 2√2(B/A))2
1+ (8− 4√2)(B/A) .
In addition,
A = wtotr1σ1 · 1
σ 2 + σ 21
B = r0wtot + h
D = 1− cNr20 − 2cr0r1ρσ1
√
2π − cr21ρσ1
√
π.
Proof. Denote
J =
[
ρ
∫ +∞
−∞
wmax exp

− (a− b)
2
2σ 2

r0 + r1 exp

− (b− y)
2
2σ 21

db

+ h
]2
×

1− cρ
∫ +∞
−∞

r0 + r1 exp

− (b− y)
2
2σ 21
2
db

. (10)
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Thus,
J =
[
ρwmax
∫ +∞
−∞

r0 exp

− (a− b)
2
2σ 2

+ r1 exp

− (a− b)
2
2σ 2
− (b− y)
2
2σ 21

db

+ h
]2
×

1− cρ
∫ +∞
−∞

r20 + 2r0r1 exp

− (b− y)
2
2σ 21

+ r21 exp

− (b− y)
2
σ 21
2
db

=
[
ρwmax
∫ +∞
−∞
r0 exp

− (a− b)
2
2σ 2

db+
∫ +∞
−∞
r1 exp

− (a− b)
2σ 21 + (b− y)2σ 2
2σ 2σ 21

db

+ h
]2
×
[
1− c

Nr20 + ρ
∫ +∞
−∞
2r0r1 exp

− (b− y)
2
2σ 21

db+ ρ
∫ +∞
−∞
r21 exp

− (b− y)
2
σ 21

db
]
=
ρwmax
σ r0√2π + r1 ∫ +∞−∞ exp
−

b− aσ 21+yσ 2
σ 21+σ 2
2
− (a−y)2σ 2σ 21
σ 2+σ 21
2σ 2σ 21
σ 2+σ 21
 db
+ h

2
× (1− cNr20 − 2cr0r1ρσ1
√
2π − cr21ρσ1
√
π)
=
wtotr0 + wtotr1σ1 · 1
σ 2 + σ 21
· exp

− (a− y)
2
2(σ 2 + σ 21 )

+ h
2
× (1− cNr20 − 2cr0r1ρσ1
√
2π − cr21ρσ1
√
π)
=
[
B+ A exp

− (a− y)
2
2(σ 2 + σ 21 )
]2
· D,
where
A = wtotr1σ1 · 1
σ 2 + σ 21
B = r0wtot + h
D = 1− cNr20 − 2cr0r1ρσ1
√
2π − cr21ρσ1
√
π.
(11)
Using (11), for any given y ∈ R, the network (8) becomes
dx(a, t)
dt
= −r0 − r1 exp

− (a− y)
2
2σ 21

+
[
B+ A exp

− (a− y)
2
2(σ 2 + σ 21 )
]2
· D (12)
for all t ≥ 0. The next step is to derive r0, r1 and σ1. We can use the equation (B.6) in [1] to calculate the following equation
− r0 − r1 exp

− (a− y)
2
2σ 21

+
[
B+ A exp

− (a− y)
2
2(σ 2 + σ 21 )
]2
· D = 0. (13)
Therefore, three conditions for (13) are obtained:
r0 = B2D (14)
r1 = (A2 + 2AB)D (15)
σ 21 = σ 2
(1+ 2√2(B/A))2
1+ (8− 4√2)(B/A) . (16)
From the above three Eqs. (14)–(16), we can obtain the same result as (B.11) in [1]. i.e.,
B
A
= r0
r1
+

r0
r1
2
+ r0
r1
. (17)
The proof is complete. 
Note that, it seems that Eq. (16) and Eq. (B.10) in [1] are the same. However, in fact, the two equations are derived from
twodifferent neural networkmodels, i.e., a newmodel (8) in this paper and (2.2) in [1]. Eqs. (14) and (15) are exactly different
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from Eqs. (B.8) and (B.9) of Salinas. The difference between Eqs. (B.8), (B.9) in [1] and Eqs. (14) and (15) is that the division
operation in the original model is replaced by the multiplication operation by using Taylor’s theorem. Therefore, as a whole,
the meanings of Eqs. (14) and (15) are not the same as the ones of Eqs. (B.8) and (B.9). Besides, an interesting feature should
be noted here: the solution of (8) has the baseline r0, in the meanwhile, both the amplitude r1 and the width σ1 are changed
depending on the increase or decrease in background input.
Theorem 5. r∗1 is a stable steady state of (8), if−1+
2w2totσ 21 r∗1
σ 2 + σ 21
+ 2wtotσ1(wtotr0 + h)
σ 2 + σ 21
1− cNr20 − 2cr0r∗1ρσ1√2π − cr∗1 2ρσ1√π
+
w2totσ 21 r∗1 2
σ 2 + σ 21
+ 2wtotr
∗
1σ1(wtotr0 + h)
σ 2 + σ 21
−2cρσ1√2πr0 − 2cρσ1√πr∗1
 < 0, (18)
wherewtot =
√
2πρwmaxσ .wmax is a constant.
Proof. From (11) and (15), it follows that
− r1 +
w2totσ 21 r21
σ 2 + σ 21
+ 2wtotr1σ1(wtotr0 + h)
σ 2 + σ 21
× 1− cNr20 − 2cr0r1ρσ1√2π − cr21ρσ1√π = 0. (19)
We use the similar method in Theorem 2 to determine the stability of the equilibrium point of (12), set r1 equal to the steady
state plus a small perturbation. i.e., r1 → r∗1 + δr1. Then,
dδr1
dt
|r1=r∗1 =
−1+
2w2totσ 21 r∗1
σ 2 + σ 21
+ 2wtotσ1(wtotr0 + h)
σ 2 + σ 21
× 1− cNr20 − 2cr0r∗1ρσ1√2π − cr∗1 2ρσ1√π
+
w2totσ 21 r∗1 2
σ 2 + σ 21
+ 2wtotr
∗
1σ1(wtotr0 + h)
σ 2 + σ 21
× −2cρσ1√2πr0 − 2cρσ1√πr∗1
 δr1
for t ≥ 0.
The condition for stability is that the coefficient before δr1 is negativewhich leads to (18) hold. The proof is complete. 
Theorem 6. Suppose
w(a, b) = wmax exp

− (a− b)
2
2σ 2

.
If equilibrium point x∗ss of the network (8) satisfies condition (18), then
S =

x(a)|x(a) = r0 + r∗1 exp

− (a− y)
2
2σ 21

, a ∈ R, y ∈ R

is a continuous attractor of (8).
Proof. From Theorem 5, it is shown that to each fixed value of y, r0 + r∗1 exp

− (a−y)2
2σ 21

is a nonzero nonuniform stable
equilibrium point of the network (8). Then because of continuous variation of y, S is a continuous attractor of the network
(8). The proof is complete. 
Compared with the result in Theorem 3, a continuous attractor in Theorem 6 can still be approximated as a Gaussian
profile, but the background input leads to the presence of the baseline rate r0 and makes the deviation σ1 wider.
4. Discussions
In this section, discussions will be used to illustrate the developed theories when the input is zero.
If h = 0, xss ≠ 0 is an equilibrium point of (2), it must satisfy the following equation:
cρ3π
3
2 σ 3w2maxx
3
ss − ρ2πσ 2w2maxxss + 1 = 0. (20)
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Denote
∆ = 1
4c2ρ6π3σ 6w4max
− 1
27c3ρ3π
3
2 σ 3
.
Then,
x3ss −
1
cρ
√
πσ
xss + 1
cρ3π
3
2 σ 3w2max
= 0. (21)
Suppose that
p = − 1
cρ
√
πσ
, q = 1
cρ3π
3
2 σ 3w2max
and
D =
 q
2
2 + p
3
3
, T = − q
2
, α = arccos −3q
√−3p
2p2
, w1 = −1+
√
3i
2
, w2 = −1−
√
3i
2
.
Next we will divide three conditions to discuss the stability for equilibrium points of (2).
Condition (a),∆ = 0, i.e.,
c = 4ρ
3π
3
2 σ 3w4max
27
and
x1 = − 3

4q.
Then,
πσ 2ρ2w2maxx1 < 0.
The condition (7) is not satisfied, thus x1 is unstable. Moreover, the other two roots are given by
x2 = x3 =
3
√
4q
2
.
Then,
πσ 2ρ2w2maxx
∗
2 = πσ 2ρ2w2max
3
√
4q
2
= πσ 2ρ2w2max ×
3√4
2
√
πρσ c
1
3w
2
3
max
= 3
2
.
Condition (7) does not hold. However, trajectories starting from its left side converge to zero. Trajectories starting from the
right side converge to itself. Therefore, x2, x3 are not stable, in fact, they are semi-stable.
Condition (b),∆ > 0, i.e.,
c >
4ρ3π
3
2 σ 3w4max
27
and
x1 = 3

T +√D+ 3

T −√D,
x2 = w1 3

T +√D+ w2 3

T −√D,
x3 = w2 3

T +√D+ w1 3

T −√D.
x2 and x3 are two imaginary solutions, it will not be considered.
Since T +√D ≤ T −√D, x1 < 0. Then
πσ 2ρ2w2maxx1 ≤ 0.
It does not satisfy the condition (7), thus x1 is unstable.
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Condition (c),∆ < 0, i.e.,
c <
4ρ3π
3
2 σ 3w4max
27
. (22)
Eq. (20) has three real solutions.
x1 = 2
√−3p
3
cos
α
3
,
x2 = −
√−3p
3

cos
α
3
+√3 sin α
3

,
x3 = −
√−3p
3

cos
α
3
−√3 sin α
3

.
Then,
α = arccos −3c
2ρ2πσ 2
2cρ3π
3
2 σ 3w2max

3
cρ
√
π
σ
= arccos −3
√
3c
2ρ
3
2π
3
4 σ
3
2w2max
< arccos(−1)
= π.
From (7), it follows that
πσ 2ρ2w2maxx1 =
2
√
3π
3
4 ρ
3
2 σ
3
2w2max
3
√
3
cos
α
3
>
3
2
.
The condition (7) holds. So x1 is stable. Next, we consider the stability of x2 and x3,
πσ 2ρ2w2maxx2 = −
2
√−3p
3
cos
π
3
− α
3

πσ 2ρ2w2max
< 0.
Based on condition (7), it can be seen that x2 is unstable.
πσ 2ρ2w2maxx3 = −
2
√−3p
3
cos
π
3
+ α
3

πσ 2ρ2w2max
<
√−3p
3
πσ 2ρ2w2max
=
√
3πρ2σ 2w2max
3π
1
4
√
c
√
ρ
√
σ
.
It follows from (22) that
√
3πρ2σ 2w2max
3π
1
4
√
c
√
ρ
√
σ
>
3
2
.
Now there are two possible cases. Case 1: If πσ 2ρ2w2maxx3 >
3
2 , then x3 is stable. Case 2: If πσ
2ρ2w2maxx3 ≤ 32 , then x3 is
unstable.
It is very hard to solve Eq. (8), so here we do not discuss stability conditions of equilibrium points, particularly in this
section.
5. Simulations
In this section, some examples will be provided to illustrate and verify the theory developed in this paper.
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Fig. 1. Continuous attractor of network (3) in Example 1.
Example 1. Consider the network (3) with wmax = 0.18, ρ = 0.4, σ = 1. In the following, three cases will be considered
to study continuous attractors of the network (3).
Case 1: If c = 4ρ3π
3
2 σ 3w4max
27 ≈ 5.5423 × 10−5, then ∆ = 0. It is clear that zero is a stable equilibrium state. Based on
the condition (7), it follows that the two equal solutions x2 = x3 ≈ 92.1 are semi-stable, not stable. Another solution is
unstable.
Case 2: If c = 5.5423× 10−4, then∆ > 0. From (7), the solution x1 < 0 does not satisfy the condition so it is unstable.
And another two solutions are imaginary numbers, therefore we do not discuss them.
Case 3: If c = 5.5423 × 10−6, then ∆ < 0. It can be easily verified that zero and x1 ≈ 470.6 are stable. x2 < 0 and
x3 ≈ 62.3 are unstable. That is to say, there are two stable equilibrium points coexisting in the network (3).
We select index a = 0.1, 0.2, 0.3 respectively to obtain continuous attractors of the network (3) with three neurons.
Fig. 1 shows the shape of continuous attractors of (3). The variable y is a continuous variation and its value indicates the
position of the steady state on the attractor space. Each point on the line represents a stable steady state of the network (3).
Example 2. Consider the network (8) and the equation
− r0 − r1 exp

− (a− y)
2
2σ 21

+
[
B+ A exp

− (a− y)
2
2(σ 2 + σ 21 )
]2
· D = 0, (23)
where r0, r1, σ1 and A, B,D are the same as (11), (14)–(16).
It is very difficult to solve r0, r1, σ1, thus we use the method in [1] to resolve the solutions of (23). Set r0 = 5, r1 =
60, ρ = 0.4, c = 7.3750× 10−5,N = 10 andwmax = 0.17.
From (17), we get BA = 0.3838. Using (B.7) in [1], we have σ1 = 1.5133. From (11) and (14), we can obtain D =
0.6296, B = 2.8181, A = 8.5099, h = 1.9681. From Theorem 4, the solution of (8) is 5 + 60 exp

− (a−y)2
2×1.51332

. Here set
a = 0.1, 0.2, 0.3, respectively. Fig. 2 shows the simulation result of continuous attractor of (8) when the background input
is higher. When the input is lower, the network (8) has only a low-rate solution. Therefore, it is shown that the background
input acts as a switch between the low-rate and the persistent Gaussian solution.
6. Conclusions
In this paper, a class of recurrent neural networks is proposed via modifying background neural networks with a large
number of neurons. Stability conditions for equilibrium points of the new network are obtained in two cases, i.e., the inputs
are set to zero and nonzero constants, in either, the excitatory connections are both Gaussian shape. Explicit expressions of
continuous attractors are also provided. Simulation results demonstrate shapes of continuous attractors.
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Appendix
In this section, we will derive the network (2) considered in this paper by employing Taylor’s theorem.
The original background neural network model in [1] is given as
τ
dx(a)
dt
= −x(a)+

ρ

w˜(a, b)x(b)db+ h˜(a)
2
s+ υρ  x2(b)db
for all t ≥ 0. Denote
g(υ) =

ρ

w˜(a, b)x(b)db+ h˜(a)
2
s+ υρ  x2(b)db
and
f (x(a)) = −x(a)+ g(υ)|υ=0 + υ ∂g
∂υ
|υ=0 + o(υ2),
i.e., For simplicity, τ is ignored. Since υ is very small, inspired by [23], a simplified background neural network model by
using Taylor’s theorem is given
dx(a)
dt
= −x(a)+ g(υ)|υ=0 + υ ∂g
∂υ
|υ=0 + o(υ2)
= −x(a)+ 1
s

ρ
∫
w˜(a, b)x(b)db+ h˜(a)
2
− υ
s2

ρ
∫
w˜(a, b)x(b)db+ h˜(a)
2
· ρ
∫
x2(b)db+ o(υ2)
= −x(a)+

ρ
∫
w(a, b)x(b)db+ h(a)
2
×

1− cρ
∫
x2(b)db

+ o(υ2),
wherew(a, b) = w˜(a,b)√s , h(a) = h˜(a)√s , c = υs and o(υ2) is omitted.
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