I. INTRODUCTION
T HERE are many applications in image processing and analysis in 2-D autoregressive (AR) models. For instance, they have been applied to image restoration [1] , [2] , to texture analysis [3] - [6] , to fine arts painting analysis [7] , and to 2-D spectrum estimation [8] - [10] . Let be a second-order stationary random field satisfying a noncausal 2-D AR model (1) where is a 2-D white noise process with variance . The 2-D index set can be arbitrary as long as (0,0) does not belong to it, and it is called the region of support (ROS) of the 2-D AR model. Define the autocovariance function (ACVF) and the autocorrelation function (ACRF) of by and , respectively. Since the ACRF is symmetric about the origin, i.e., for , it is assumed that and are also symmetric about 0, i.e., if and only if , and
otherwise, a noncausal 2-D AR process is not identifiable [11] , [12, p. 329] . A noncausal 2-D AR model satisfying (2) is said to be symmetric. Define and , respectively, by and Clearly, is a subset of the nonsymmetric half-plane (NSHP) in Fig. 1 , and is a subset of the first quarter-plane (QP) in Fig. 2 . In all the figures of Sections I and III, " " stands for a pair of integers and " " stands for an element of an ROS. Consider a 2-D AR model with an ROS (3) where is a 2-D white noise process with variance . As defined in [12, p. 23-24] , a 2-D AR process with an ROS is causal if there exists a subset of satisfying the following conditions, where is the set of integers:
1) set consists of two rays emanating from the origin and the points between the rays; 2) angle between the two rays is strictly less than 180 ; 3)
. Since is a subset of , a 2-D AR process satisfying (3) is causal [11] , [13] .
There exist a lot of difficulties in mathematical and statistical analysis of a noncausal 2-D AR process due to its noncausality. Some least squares (LS) estimators and algorithms are proposed in [14] - [17] . It is well known [18] that an LS estimator of an AR coefficient of a noncausal 2-D AR model is inconsistent and asymptotically inefficient. An LS estimator of a noncausal 2-D AR model is proposed under additive separability assumption of a white-noise process [19] . Also, a maximum likelihood (ML) estimator is proposed under double periodicity assumption [1] , [8] , [9] .
In this paper, it is shown that there exists a causal 2-D linear process in the NSHP that has the same autocorrelations as a symmetric noncausal 2-D linear process. This property is called the autocorrelation equivalence relation (AER) of 2-D linear processes. In addition, causal 2-D AR models with various ROS are considered such as half-cross, half-diamond, QP-square, half-square, half-hexagon, half-octagon, and half-circle, where a half-cross ROS is , a half-diamond ROS is , a half-hexagon ROS is , a half-octagon ROS is , and a half-circle ROS is . Their 2-D Yule-Walker equations are derived, and an order-recursive algorithm is presented to solve them, which is computationally efficient and can be easily implemented as a computer program. Using the AER and the order-recursive algorithm, we can easily specify a noncausal 2-D AR model from its realization. Applications in 2-D spectral analysis are also given.
II. AUTOCORRELATION EQUIVALENCE RELATION
Consider a noncausal 2-D linear process (4) where is a 2-D white noise process with variance , and are backshift operators satisfying , and (5) Assume that the 2-D linear process is stable, i.e., (6) By the same reason as (2), we assume that 
Let and .
Then, satisfies a 2-D polynomial factorization (10) We expand as (11) It can be verified using the fundamental theorem of algebra for 2-D polynomials [21] that there exists a unique 2-D polynomial satisfying a minimum-phase condition. Furthermore, it can be verified using the same method as in [20] that is real for , and that is positive. Equation (10) implies the spectrum of the symmetric noncausal 2-D linear process (4) is (12) Clearly, in (12) is also the spectrum of a causal 2-D linear process in the NSHP satisfying (13) where is a 2-D white noise process with variance . Thus, the symmetric noncausal 2-D linear process (4) and the causal 2-D linear process in the NSHP (13) have the same ACRF. This is the autocorrelation equivalence relation (AER) of 2-D linear processes. It should be noted that the AER is not an equivalence relation in a strict mathematical sense. It means that there exists a causal 2-D linear process having the same autocorrelations as a noncausal 2-D linear process. The corresponding causal 2-D linear process in the NSHP (13) is stable due to its minimum-phase property.
Clearly, it is more convenient and more efficient to handle a causal 2-D linear process than a noncausal one. Therefore, the AER of 2-D linear processes is a powerful tool to analyze noncausal 2-D linear processes.
III. CAUSAL 2-D AR MODELS WITH VARIOUS ROS
In this section, we derive the 2-D Yule-Walker equations of a causal 2-D AR process, define causal 2-D AR models with various ROS, and present an order-recursive algorithm to solve the 2-D Yule-Walker equations.
A. 2-D Yule-Walker Equations
A causal 2-D AR process with an ROS satisfies (14) where is a 2-D white noise process with variance , and (15) Assume it satisfies a stability condition [21] , [22] . Then, the causal 2-D AR process can be represented by (16) where . It can be verified using (16) that the causal 2-D AR process satisfies the 2-D Yule-Walker equations (17) The variance of the 2-D white noise process satisfies (18) 
B. Various ROS
The principle of parsimony says that it is better to use a smaller number of parameters as far as a selected statistical model is suitable to represent the underlying phenomenon. Statistically speaking, abundant parameters result in unreliable parameter estimators. Numerically speaking, they need more calculation than necessary. Hence, a model with few parameters is efficient and desirable. The literature on selecting the number of parameters in time series models using criteria such as AIC and BIC is already quite large; see [23] for a review. By contrast, little is known in the 2-D case. Notably, in the 2-D case the question is not only the number of parameters but also the shape of ROS. We consider causal 2-D AR models with various ROS such as half-cross, half-diamond, QP-square, half-square, half-hexagon, half-octagon, and half-circle, and choose one of the most suitable ROS to a given realization among them. . Then, is a half-cross as shown in Fig. 3 . A corresponding random field is said to satisfy a 2-D AR model with a half-cross ROS. This model has been considered by Whittle [13] and Besag [24] . It is verified in the Appendix that its ACRF is where and .
2) Half-Diamond ROS: Let
, and with and for . Then, is a half-diamond as shown in Fig. 4 . A corresponding random field is said to satisfy a 2-D AR model with a half-diamond ROS. 
6) Half-Octagon ROS:
Let , , and for . Then, is a half-octagon as shown in Fig. 8 . A corresponding random field is said to satisfy a 2-D AR model with a half-octagon ROS. It is also called a 2-D AR process with an ROS of a fundamental cycle of length 8 [25] . It should be noted that this does not cover all the lattices inside and on .
Example 3.7: Consider a 2-D AR model with a half-hexagon ROS It can be verified that, for ( and ) (otherwise).
7) Half-Circle ROS:
We consider a close-neighbor ordering in the NSHP discussed in [14] , [16] , and [26] . Let , and We arrange elements of in the lexicographic order . It is clear that is a half-circle in the NSHP as shown in Fig. 9 . A corresponding random field is said to satisfy a 2-D AR model with a half-circle ROS. 
C. Order-Recursive Algorithm
To identify a causal 2-D AR process with an ROS when the ACRF is given, it is necessary to solve the 2-D Yule-Walker equations in (17) and (18) for . To fulfill this purpose, we present an order-recursive algorithm as follows. (20) and (21) (25) It can be verified that (26) Combining (24) and (26) yields that the 2-D Yule-Walker equations in (20) and (21) 
Otherwise, (27) becomes (29) Combining (28) and (29) results in a matrix representation (30) where is a -dimensional column vector defined by . Since is nonsingular, (30) has a unique solution for each . Since the dimension of each submatrix of is not fixed but depends on and , is not a block Toeplitz matrix. Thus, we cannot apply the same method to solve (30) as block Toeplitz inversion algorithms like [29] and [30] . Instead, we solve it recursively using the following algorithm, which is derived through a bordering matrix technique. Applying this algorithm to calculation of and for , we first solve the 2-D Yule-Walker equations in (30) for , and then, obtain and through (22) and (23) .
[Algorithm A]
• Initial stage.
• For , calculate For , calculate
It should be noted that is an matrix, is an matrix, is an -dimensional column vector, and is an -dimensional column vector. Most of Levinson-type algorithms for 2-D AR models are to solve the 2-D Yule-Walker equations of 2-D AR processes with either QP-square ROS or half-square ROS, and they assume one of width and length of an ROS square is fixed. In that case, a corresponding covariance matrix is block-Toeplitz, and an order-recursive algorithm can be easily derived using a block LU decomposition [23, p. 82] , [29] , [30] as discussed before. Applying a one-to-one mapping between a 2-D index set and an integer set to the 2-D Yule-Walker equations, we regard the 2-D Yule-Walker equations as 1-D Yule-Walker equations. Then, we use the 1-D Levinson-Durbin algorithm to solve the 2-D Yule-Walker equations. However, it should be noted that only one parameter can be added in each step [26] . To solve the 2-D Yule-Walker equations in (30) for a fixed-order , the Gauss elimination method with partial pivoting involves floating-point operations (flops) [31, p. 112] . But, Algorithm A requires flops. When is not known a priori, it is necessary to solve the 2-D Yule-Walker equations for , where is the maximum of possible orders. In this case, the former requires flops, while the latter does flops. Thus, Algorithm A is computationally more efficient than the Gauss elimination method with partial pivoting. Moreover, it is very easy to transform Algorithm A into a computer program. 
V. 2-D AR SPECTRUM ESTIMATE
The AER of 2-D AR processes and Algorithm A can be utilized to 2-D spectral analysis. Let be an -realization of a second-order stationary random field. Then, the ACVF and the ACRF are estimated by the sample ACVF and the sample ACRF, respectively, which are defined as (31) (32) (33) where is the sample mean. The sample ACVF and the sample ACRF are unbiased-type estimators. It should be noted that a biased-type estimator of either the ACVF or the ACRF is inconsistent and does not have an asymptotic distribution [32] , [33] . Substituting the sample ACVF for the ACVF in the 2-D Yule-Walker equations and solving them using Algorithm A, we obtain the 2-D Yule-Walker estimates.
In a practical situation, we do not know the true order of the ROS of a 2-D AR process, even though we assume it exists. Thus, it is necessary to estimate . As in 1-D AR model identification, we can calibrate the true order using the 2-D Yule-Walker estimates and some penalty function methods such as the AIC, the BIC and [23] , [34] , which are defined by with . We may also use the minimum eigenvalue criterion (MEV), which is asymptotically equivalent to the BIC [35] . Since we can easily calculate white-noise variances using Algorithm A, we prefer the BIC to the MEV that needs eigenvalues of large matrices.
To illustrate usefulness of the AER and Algorithm A in 2-D AR spectrum estimation, we reconsider the following example given in [26] . As shown in Fig. 10 , the AIC value decreases as the number of parameters increases. It means the AIC has a strong tendency to overidentify a 2-D AR model. As shown in Fig. 11 , minimum values of the BIC are near between 5.1 and 5.5, which are obtained by 2-D AR models with QP-square ROS of 36, 49, and 64 parameters, and with half-octagon ROS of 23, 27, 31, and 35 parameters. The BIC value of a QP-square ROS of 49 parameters is 0.5450, and that of a half-octagon ROS of 23 parameters is 0.5175. Even though the difference of parameter numbers is 26, the difference in BIC values is only 0.0275. Therefore, the principle of parsimony leads us to prefer the latter. As shown in Fig. 12 , the 2-D AR model with a half-octagon ROS of 23 parameters has the minimum value 0.4598. Thus, we select it as a proper model to the given realization. It should be noted that Nakachi et al. [26] estimate the spectrum using a 2-D AR model with a half-circle ROS of 60 parameters. Its BIC and values are around 0.49 and 0.35, respectively, and they are larger than those of the selected 2-D AR model with a half-octagon ROS with 23 parameters. The estimated spectrum of the selected 2-D AR model with a half-octagon ROS of 23 parameters is given in Fig. 13 , and its contour map is given in Fig. 14 . They show four prominent spectral peaks accurately.
VI. CONCLUSION
Using the AER of 2-D AR processes and Algorithm A, we can specify a noncausal 2-D AR process through a causal 2-D AR model. Therefore, it is not necessary to develop new modeling theories for noncausal 2-D AR processes such as maximum likelihood estimation, order determination methods and diagnostic checking methods, which are difficult to accomplish. Instead, we study causal 2-D AR models with various ROS, and utilize the results in noncausal 2-D AR modeling. Throughout this paper, each model is assumed to be due to its form of the ROS. However, the AER and Algorithm A can be applied to a 2-D AR model with order , where . Also, the results in this paper can be extended to 3-D AR processes using the methods of [36] .
APPENDIX
We are going to derive ACRF's of the 2-D AR processes discussed in Section III. Since , we consider only the case . Also, assume that is a 2-D white noise process with variance .
First, consider a causal 2-D AR process with a half-cross ROS 
