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Erzeugung Hoher Harmonischer Strahlung mit Hilfe von Nanoantennen
Bei der Erzeugung Hoher Harmonischer Strahlung mit Laserpulsen direkt aus einem
Laser Oszillator können die Frequenzkammeigenschaften des Laseroszillators auf die
Harmonischen Strahlung übertragen werden. Dies ermöglicht neuartige Spektroskopie
Experimente im extremen ultravioletten Spektralbereich. Auf Grund des stark nicht-
linearen Konversionsprozesses werden hierfür jedoch hohe Spitzenintensitäten von
mindestens 1013Wcm−2 im Fokus benötigt. Diese können zum Beispiel mit einem
externen Überhöhungsresonator realisiert werden, der jedoch sehr komplex ist.
Im Rahmen dieser Arbeit werden Nanoantennen und ihre plasmonischen Resonanzen
sowohl theoretisch als auch experimentell als alternativer Ansatz untersucht. In-
nerhalb des Spaltvolumens zwischen den einzelnen Antennenarmen zeigen resonant
gewählte Nanoantennen eine Intensitätsüberhöhung von mehr als zwei Größenordnun-
gen. Entsprechend können in Kombination mit einem harten Fokus die benötigten
Spitzenintensitäten erreicht werden. Mittels numerischer Simulationen werden sowohl
die Intensitätsüberhöhung als auch die thermischen Eigenschaften der Antennen un-
tersucht. Aus den Simulationen ergibt sich eine längenabhängige Zerstörschwelle für
die Antennen, die in eine Optimierung der Antennen eingeht um eine thermische
Zerstörung zu vermeiden. Darüber hinaus werden die Phasenanpassungsbedingungen
für Hohe Harmonische Strahlung im Bereich der Nanoantennen numerisch bestimmt.
Innerhalb des Erzeugungsvolumens der Antennen, ergibt sich eine perfekte Phase-
nanpassung. Experimentell werden die optischen Antennen mittels der erzeugten
dritten Harmonischen Strahlung charakterisiert und Spitzenintensitäten im Bereich
von 1013Wcm−2 bis 1014Wcm−2 beobachtet. Darüber hinaus wird der zur Erzeugung
verwendete Gasstrahl genau vermessen und die Anzahl der zur Frequenzkonversion
zur Verfügung stehenden Atome bestimmt. Diese ist um Faktor zwanzig höher als
in vergleichbaren Experimenten. In den gemessenen Spektren finden sich deutliche
Beiträge von Spektrallinien, die von neutralem und einfach ionisiertem Xenon stammen.
Darüber hinaus werden Photonen detektiert, die zu Harmonischen der Fundamental-
frequenz passen. Allerdings liegen diese in der Nähe von Spektrallinien, so dass der
Erzeugungsprozess durch spektrale Messungen alleine nicht bestimmt werden kann.




Nano-antenna-assisted high-order harmonic generation
High-order harmonic generation directly from a laser oscillator allows the transfer
of the mode-comb properties of the oscillator to the harmonics and hence enables
spectroscopic applications in the extreme ultraviolet spectral region. Due to the highly
non-linear frequency conversion process, high peak intensities of at least 1013Wcm−2
are necessary in the focal spot. These can for instance be reached by external
enhancement cavities, which add significant complexity to the overall system.
In this thesis nano-antennas and their plasmonic resonances are analysed both the-
oretically and experimentally as an alternative scheme to reach the required peak
intensities. Resonant nano-antennas typically exhibit an intensity enhancement in
the feedgap of more than two orders of magnitude and are therefore promising candi-
dates. In numerical simulations based on the finite difference time domain technique,
the achievable intensity enhancement as well as the thermal antenna properties are
determined. A damage threshold dependent on antenna length is predicted, which
is used to optimise the structures and avoid thermal damage. Furthermore, the
phase-matching conditions for nano-antenna assisted high-order harmonic generation
are numerically examined. Perfect phase-matching is found at the relevant length
scale of the antenna thickness. Experimentally the optical antennas are characterised
with the third harmonic radiation generated at the surface of the substrate. Peak
intensities of 1013Wcm−2 to 1014Wcm−2 have emerged, thus confirming the feasibility
of nano-antenna assisted high-order harmonic generation. Additionally a detailed
analysis of the gas jet reveals a number of atoms at the sample twenty times higher
than previously anticipated in similar experiments. Measured spectra contain con-
tributions from various discrete transitions from neutral and single ionised xenon,
which underlines the achieved peak intensities in the feedgap. Moreover, spectral
peaks coinciding with harmonics of the driving laser are observed. However, they
are in close proximity to atomic transitions and can therefore not be unambiguously
attributed to a particular generation scheme solely by spectral measurements.
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As early as Roman times people were fascinated by materials which change their
colour depending on whether they are illuminated from one side or the other. The
most famous example is probably the Lycurgus cup shown in figure 1.1. The origin of
this behaviour lies in a plasmonic resonance of the gold nano-particles embedded in
the ruby glass. Today, these materials are known as metamaterials [Leo07] with a
broad range of applications. For example materials with a negative index of refraction
have been fabricated [Sha07] or optical cloaking was demonstrated [Cai07].
Fig. 1.1: Lycurgus cup. Image taken
from [Leo07].
Although plasmons are known for a long
time [Kre68], the field has rapidly developed
throughout the last decade and a broad range
of applications has emerged particularly for
extreme light concentration [Sch10b]. For in-
stance, nano-particles can be used to locally
heat biological tissue, which has already found
applications in novel methods of cancer ther-
apy [Hir03]. There, nano-particles are used to
specifically destroy cancer cells without affect-
ing the surrounding cells as in conventional
approaches. Additionally, plasmons and nano-
antennas in particular are a tool in non-linear optics facilitating, for example, enhanced
second harmonic generation from non-linear media [Fan06]. Recent theoretical cal-
culations even suggest the generation of isolated attosecond pulses, employing the
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nano-plasmonic field enhancement in ellipsoidal antennas [Ste11]. Moreover, numerical
simulations reveal the feasibility of attosecond plasmonic streaking [Sko11].
This bridges the gap to a different rapidly growing field – namely high-order harmonic
generation (HHG) in noble gases. The process was first observed roughly twenty
years ago [Fer88; McP87] and has since then provided a coherent light source in the
extreme ultraviolet spectral range. Due to the shorter wavelength, the pulse durations
achieved have been pushed from the femtosecond into the attosecond regime [Dre01].
Today, light pulses as short as 80 as are routinely generated [Gou08] and a whole new
field of physics has been opened up [Kra09]. This unprecedented temporal resolution
enables, among other things, new measurements in fundamental physics to study
electron dynamics in molecules.
In parallel to this development, high-precision spectroscopy was also greatly improved
by the frequency comb technique, which is now commonly used [Ude02]. However, its
extension to the ultraviolet regime is challenging due to the low conversion efficiency
of the HHG-process. To circumvent this issue and to increase the harmonic photon
flux, external enhancement cavities have been developed and investigated extensively
[Goh05; Jon05; Oza08; Yos09]. One intriguing application of a frequency comb in
the vacuum-ultraviolet range is the possibility of performing direct frequency comb
spectroscopy [Cin12; Mar04; Wit05; Zin06] in this spectral range.
Recently, the first frequency comb measurement on helium in the extreme ultraviolet
regime has been reported with an improved accuracy of nearly one order of magnitude.
Thus, new tests of quantum electrodynamics calculations as well as upper bounds
on the drift of fundamental constants are envisaged [Kan10]. Additionally, nuclear
transitions are also located in this spectral range. For instance Th-229 has a transition
at 7.8 eV [Bec07], which could be probed with the fifth harmonic of a Ti:sapphire laser
[Pei03]. A successful measurement would be the first ever spectroscopy of a nuclear
transition with a laser system.
In summary, there is tremendous interest among physicists to establish a frequency
comb in the ultraviolet regime. By employing a plasmonic resonance in optical nano-
antennas, a different approach for HHG directly from a laser oscillator is envisaged
[Kim08]. A successful implementation of this novel scheme would furthermore bridge
the gap between two different fields of physics: plasmonics with typically low pulse
energies and structure dimensions in the nanometre regime on one hand and high-field
physics with peak intensities in excess of 1014Wcm−2 on the other.
3Goal and structure of the thesis
Within this thesis nano-antennas are analysed both theoretically and experimentally
with respect to their applicability for high-order harmonic generation. Numerical
simulations provide a tool to determine crucial antenna parameters for HHG. Here,
particular emphasis is put on the thermal properties of the antennas to assess possible
damage processes which are likely to occur for high incident intensities. Finally,
the antennas are optimised to facilitate a maximised field enhancement without
being thermally destroyed. The obtained results are experimentally verified and
measurements on nano-antenna-assisted HHG are performed. During the experiments,
great care has been taken to fully understand all experimental parameters and
rigorously characterise the used components.
The thesis is organised in four parts. Chapter 2 introduces the theoretical background
of plasmons and nano-antennas. Afterwards the numerical simulations and their
results are described in chapter 3, followed by a brief review of optical harmonic
generation in chapter 4. Finally, the experiments and the respective results are




Optical antennas and plasmons
The following chapter introduces the basic concepts used within the thesis. It starts
with a cursory review of classical antennas and their scalability to optical frequencies,
followed by a brief introduction of Maxwell’s equations in matter in this frequency
range. Afterwards two classical models which describe the optical properties of metals
are explained and analysed with a particular emphasis on plasmonic devices. The
metal properties play an important role in the oscillations of conduction electrons,
whose quanta are called plasmons. Various types of plasmons exist and their unique
features are introduced by examining surface plasmon polaritons (SPPs) in more detail
followed by particle plasmons (PPs). Both form the basis for a thorough understanding
of optical antennas, which itself are a key element for the experiments performed
within this thesis. Finally, heat deposition in plasmonic structures is analysed to
assess possible destruction processes at high incident intensities.
2.1 Classical antennas and scalability to optical frequencies
For radio frequencies, simple dipole antennas are known from textbooks and are
widely used for various applications. A standing wave is formed within the antenna
and the antenna length is chosen as 𝜆/2 to work at resonance. These antennas are
therefore also known as half-wave dipole antennas. However, in practice radiation at
the antenna ends leads to a damping and the resonance is shifted to lower frequencies.
This effect is compensated for by shortening the antenna length to approximately
0.95× 𝜆/2 [Mil05].
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In order to tune an antenna to be resonant at optical frequencies the antenna length has
to be in the order of 100 nm. Thus, it is challenging to manufacture optical antennas.
Moreover, at optical frequencies metals no longer behave as perfect conductors since
the conductive electrons have an effective mass, which results in a phase lag between
the electrons and the oscillating electromagnetic field. Despite these challenges, optical
antennas have been produced recently [Müh05] and their properties are explained
in more detail in section 2.7. As a basis, Maxwell’s equations in matter at optical
frequencies are described briefly below.
2.2 Maxwell’s equations in matter at optical frequencies
The propagation of light in solid materials is described by the macroscopic Maxwell’s
equations which are for example found in [Jac98] and have the following form in
SI-units:
∇ ·𝐷 = 𝜌ext
∇ ·𝐵 = 0
∇×𝐻 = 𝑗ext + 𝜕
𝜕𝑡
𝐷




Here, 𝐸 denotes the external electric field, which induces electric dipoles in matter
and leads to a local polarisation 𝑃 . The same is true for external magnetic fields 𝐵,
resulting in a local magnetisation 𝑀 . Hence, two new vector fields, the displacement
𝐷, and the magnetic field intensity 𝐻 further link the macroscopic fields via the
material equations




𝐵 −𝑀 , (2.3)
where 𝜇0 = 4𝜋 · 10−7 N/A2 denotes the permeability and 𝜀0 = 8.854 · 10−12 F/m the
permittivity of free space respectively. The external charge density 𝜌ext is the source of
the displacement and the current density 𝑗ext likewise for the magnetic field intensity.
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Furthermore, via the constitutive relations
𝑗ext = 𝜎𝐸 ,
𝑀 = 𝜒M𝐻 ,
𝑃 = 𝜀0𝜒E𝐸 ,
(2.4)
the material response is related to phenomenological quantities, i.e. the conductivity
𝜎 and the magnetic and electric susceptibilities 𝜒M,E, respectively. In equation (2.4) a
linear response to the external field and a homogeneous and isotropic medium are
assumed. By using the given relations, the displacement and the magnetic field can
be written more conveniently as
𝐷 = 𝜀0 (1 + 𝜒E)𝐸 = 𝜀0𝜀𝐸 and (2.5)
𝐵 = 𝜇0 (1 + 𝜒M)𝐻 = 𝜇0𝜇𝐻 . (2.6)
In this work, only non-magnetic solids are used for which 𝜒M = 0 and hence 𝜇 = 1.
However, 𝜒E is non-zero and the permittivity 𝜀 is generally frequency dependent.
To account for dissipation effects at optical frequencies, 𝜀(𝜔) is a complex quantity
written as 𝜀(𝜔) = 𝜀1(𝜔) + i𝜀2(𝜔). The complex dielectric function is connected to
the index of refraction 𝑛 and the absorption coefficient 𝜅 by the Maxwell relation
𝜀 = (𝑛 + i𝜅)2 and hence
𝜀1(𝜔) = 𝑛(𝜔)
2 − 𝜅(𝜔)2 (2.7)
𝜀2(𝜔) = 2𝑛(𝜔)𝜅(𝜔) . (2.8)
The values of 𝑛 and 𝜅 are parameters which have to be determined experimentally
by ellipsometry measurements [Tom05] and are tabulated for instance in [Joh72] or
[Pal98]. The parameters of noble metals like gold or silver are of special interest for
plasmonic experiments. Although the value of the dielectric function is calculated
correctly for different photon energies, no physical explanation for this dependence is
obtained. However, classical models based on the Drude-Lorentz model describe the
observed effects accurately and give further insight [Mai07]. They are introduced in
the following chapter to describe the optical properties of metals.
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2.3 Classical description of the optical properties of metals
The dielectric function of metals and semiconductors depends on the photon energy as
pointed out previously. Solid-state theory gives a detailed understanding and provides
methods to calculate these material properties. Here, a Drude-Sommerfeld model and
a Lorentz oscillator model are introduced.
2.3.1 Drude-Sommerfeld model
The optical properties of metals can already be explained for a wide range of frequencies
by a simple plasma model in which a gas of free electrons of number density 𝑛 moves
relative to a background of positively charged metal ions, and band structure details
are considered via an effective mass 𝑚 for each electron. An external electric field
results in an electron oscillation which is damped by collisions, occurring at a rate






with the plasma frequency 𝜔p =
√︀
𝑛𝑒2/𝜀0𝑚e, which is approximately 13.8 · 1015 s−1
for gold. The real and imaginary parts of the dielectric function are




𝜀2(𝜔) = Im(𝜀(𝜔)) =
𝜔2p𝜏
𝜔(1 + 𝜔2𝜏 2)
.
(2.10)
In figure 2.1 experimental data for gold is compared with the Drude-Sommerfeld model.
Despite the simplicity of the model, it does reproduce major aspects of metals for
wavelengths between 650 nm and 1.2µm. For instance in the optical frequency regime,
the real part of the dielectric function is negative, such that the conduction electrons
do not oscillate in phase with the applied external field. Moreover, the imaginary
part is significant, which accounts for dispersion. Nonetheless, for example interband
transitions are not considered, which for gold become apparent for wavelengths shorter
than 650 nm as depicted in figure 2.1. This limits the applicability of the model.




























Figure 2.1: Comparison of experimental data for gold from [Joh72] with the Drude-
Sommerfeld model. Already in the visible range the model starts to deviate from
experimental data and around 400 nm interband transitions become significant illustrat-
ing the model’s limits.
2.3.2 Lorentz-model
As already mentioned beforehand, the Drude-Sommerfeld model only describes the
dielectric function correctly for photon energies below the threshold at which transitions
between electronic bands can occur.
Interband transitions are caused by high-energy photons promoting electrons from
lower-lying bands into the conduction band and can classically be described by a
collection of damped harmonic oscillators 𝑗 with resonance frequency 𝜔𝑗 . This results
in a contribution to the dielectric function of the form
𝜀Lorentz(𝜔) = 1 +
?˜?2p(︀
𝜔2𝑗 − 𝜔2
)︀2 − i𝛾𝜔 , (2.11)
with ?˜?p =
√︀
?˜?𝑒2/𝜀0𝑚 being the plasma frequency for the bound electrons of number
density ?˜?, electron mass 𝑚 and 𝛾 their respective damping constant. In practice,
this leads to a maximum for Im(𝜀(𝜔)) near the resonance frequencies 𝜔j and hence
an increased Ohmic damping. By adding multiple Lorentz terms with the form of
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equation (2.11) to the Drude-Sommerfeld model in equation (2.10), the dielectric
function of metals can be accurately modelled [Mai07].
2.4 Metals for plasmonic applications
Various parameters have to be considered to determine an optimal metal for plasmonic
applications and antennas in particular. First of all, Ohmic losses should be as low
as possible to achieve low damping for electromagnetic waves. Ohmic absorption is
proportional to Im(𝜀(𝜔)) and the losses occur close to the surface within the skin-depth






[Mai07]. According to equation (2.12) losses are kept low by choosing a metal with
a large real part of the dielectric function to increase the reflectivity. Alternatively,
since the imaginary part of the dielectric function accounts for Ohmic damping, a
material with a low Im(𝜀(𝜔)) will have intrinsically low Ohmic losses in agreement with
equation (2.12). Such a material is generally better suited for plasmonic applications
because the occurrence of plasmon resonances strongly depends on Im(𝜀(𝜔)), as will
be explained in detail in section 2.7.1.
For comparison, the dielectric functions for a number of metals are shown in figure 2.2.
Copper and gold have similar dielectric functions, which are governed by a Drude-
Sommerfeld behaviour for wavelengths larger than 600 nm. In the green part of
the visible spectrum interband transitions occur, resulting in an increased Ohmic
damping. Nonetheless, both materials are well suited to build antennas for the red
and near-infrared spectral region. In the case of silver, interband transitions become
significant for wavelengths shorter than 400 nm, which makes it a better material for
applications in the visible.
However, despite the dielectric function’s spectral properties, the chemical stability
also has to be taken into account for setting up experiments. Copper and silver for
example quickly oxidise, so that experimental handling becomes cumbersome. Gold
on the other hand combines both chemical stability as well as a favourable dielectric
function in the red and near-infrared spectral region. It is therefore used for all
experiments conducted within this thesis.





























Figure 2.2: Dielectric functions for gold, silver and copper according to [Joh72].
2.5 Surface plasmon polaritons
Within metals, oscillations of the conduction electrons can occur. The quanta of
these charge oscillations are called plasmons and have either longitudinal or transverse
character. The longitudinal modes are represented by volume plasmons and can only
be excited by particles and not by electromagnetic waves. Volume plasmons are thus
not further considered since all described experiments within this thesis rely on a
plasmon excitation with light.
The transverse mode, on the other hand, has a hybrid character of both an electro-
magnetic wave and a surface charge density and is also known as a surface plasmon
polariton (SPP). To understand their properties, solutions to the wave equation with
boundary conditions at a flat interface between a conductor and a non-absorbing
dielectric, as illustrated in figure 2.3, are considered. Due to the transverse mode
with a magnetic field in 𝑦 direction, only electromagnetic waves with a polarisation
parallel to the plane of incidence can couple to SPPs [Mai07; Sam91]. To generate
the surface charge, an electric field normal to the surface is necessary, as is known
from electrostatics. The hybrid character also leads to an evanescent field component,
which is perpendicular to the surface and decays exponentially with distance away
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Figure 2.3: Surface plasmon polariton at a metal/dielectric interface: The electric
field is normal to the surface to generate the surface charge. The interaction of surface
charge and electric field leads to an evanescent field component 𝐸z with a decay length
𝛿d in the dielectric. Within the metal the decay length is given by the skin depth 𝛿skin
[Bar03].
from it. This is crucial because otherwise power would propagate away from the
surface. Surface plasmons are therefore bound and non-radiative as sketched in the
right part of figure 2.3.
The behaviour of SPPs is mainly governed by their dispersion relation, which is
obtained from solving Maxwell’s equations for transverse magnetic modes located at






with a free space wave vector 𝑘0 = 𝜔/𝑐. 𝜀d and 𝜀m denote the complex dielectric
functions of the dielectric and the metal, respectively. Figure 2.4 shows the dispersion
relation for an ideal metal (red curve), real metal (green curve) and a free space photon
(blue curve). Due to the interaction between surface charges and the electromagnetic
field, the SPP’s momentum ~𝑘SPP is usually larger than the free space momentum ~𝑘0
of photons with the same frequency. This larger momentum is generally associated
with the binding of the SPP to the surface [Bar03]. Furthermore, SPPs only exist if
the involved dielectric functions, 𝜀d and 𝜀m, have opposite signs, which is the case for
metals as described in section 2.3.1.
In order to couple light to a surface plasmon polariton, both the energy and the
momentum have to be matched, i.e. ~𝜔Photon = ~𝜔SPP and ~𝑘0 = ~𝑘SPP. In the
frequency range where ideal Drude-Sommerfeld behaviour is observed, e.g. for an ideal
metal or real metal in the infrared spectral range, no phase matching is possible. For
real metals, on the other hand, damping i.e. Im(𝜀m(𝜔)) lowers the surface plasmon
























Figure 2.4: Dispersion relations of surface plasmon polaritons at the interface between
an ideal metal (Drude metal), a real metal and silica. For an ideal metal light cannot
couple to a surface plasmon polariton, because the momenta cannot be matched. For a
real metal damping limits the SPP wave vector such that phase matching is possible.
polariton wave vector, which is therefore limited to a finite maximum value occurring





[Mai07]. Thus, phase matching is possible at a particular frequency. According to
equation (2.13), this frequency depends on the dielectric functions of the involved
materials at the interface, which inherently limits that approach.
Consequently, several other techniques to compensate for the momentum mismatch
have been developed to couple light to a SPP. For example, a prism [Kre68; Ott68;
Rae88] or a metallic grating structure [Rae88] can be used to enhance the momentum
of the incident light.
Once a surface plasmon polariton has been excited, its propagation along the metal
surface is of special interest for further applications like plasmonic waveguides or
subwavelength optics [Dit02]. The propagation is characterised by the propagation
length 𝛿SPP which is limited by material damping. The imaginary part of the wave
14 2 Optical antennas and plasmons










Typical propagation distances for SPPs at a gold/silica interface in the visible to
near-infrared spectral range are in the order of 10µm to 30µm. Plasmon based
antennas for the visible spectral range are therefore feasible.
2.6 Particle plasmons
Since surface plasmon polaritons travel at an interface between a dielectric and a
metal as explained in section 2.5, they are also excited in small metal nano-particles.
To understand their plasmonic behaviour, a simple spherical particle with radius
𝑅 and a dielectric constant 𝜀 embedded in an environment with 𝜀env is considered.
Furthermore an incident electric field 𝐸 illuminates the sphere as sketched in figure 2.5.
The response of the particle to the plane-wave illumination with wavelength 𝜆 is






For very small particles where 𝑅≪ 𝜆, the electric field can be considered constant
over the particle, such that the phase is constant as well. In this so called quasistatic
approximation, no retardation effects occur and hence it is justified to replace the
dielectric constant 𝜀 in equation (2.16) by the dielectric function 𝜀(𝜔).
Equation (2.16) already shows some major features of optical antennas, most strikingly
a resonant enhancement, when |𝜀 + 2𝜀env| has a minimum, which simplifies for small
Figure 2.5: Spherical particle with dielectric function 𝜀(𝜔) illuminated by a plane
wave with electric field 𝐸, embedded in an environment with 𝜀env.
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imaginary parts of the dielectric function to
Re(𝜀(𝜔)) = −2𝜀env . (2.17)
As shown in figure 2.2 for noble metals like gold and silver, this condition is met
in the visible spectral range and for instance nicely illustrated by the Lycurgus cup
(figure 1.1). On resonance the induced dipole moment is strongly increased but limited
by the non-zero remaining imaginary part of the dielectric function. The electric field





which is also strongly increased at resonance. In contrast to surface plasmon polaritons,
the plasmonic mode associated with the resonance does not propagate. Thus it is
possible to excite the plasmonic resonance by direct light illumination, which is also
referred to as a localised surface plasmon resonance (LSPR) or particle plasmon (PP)
[Mai07].
Although spheroidal antennas give a first insight into plasmonic nano-antennas and
their resonances, single-wire antennas are used more often and also form the basic
building blocks for complex antenna designs. To understand their scaling behaviour
for different aspect ratios, Mie theory is applicable too. However, little physical
insight is gained with this description despite matching predictions of the occurring
resonances. A Fabry-Pérot resonator model, on the other hand, describes the nature
of the eigenmodes of plasmonic structures [Bar08; Val08].
2.7 Optical nano-antennas
For radio frequencies and in the microwave regime, antennas are widely used for various
applications. In the visible spectral range however, the concept has only recently
been introduced [Müh05]. This is partly due to the required antenna dimensions in
the optical regime, which are in the order of hundreds of nanometers and therefore
difficult to manufacture. To understand the behaviour of optical antennas, single
particle antennas are explained first followed by dimer antennas.
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2.7.1 Single particle antennas
Fabry-Pérot resonator model
Consider a metallic single-wire nano-antenna with a dielectric function 𝜀(𝜔) as a
wave-guide for surface plasmon polaritons. As introduced in section 2.5, SPPs have
a finite propagation length due to Ohmic damping as well as evanescently decaying
near-fields. This decay in the transverse direction causes a shorter effective wavelength
and hence a reduced propagation speed for the guided modes compared to light
in vacuum [Nov94]. The reduced wavelength in turn strongly effects the design for
optical antennas [Dor09; Nov07; Søn08], since an ideal classical single-wire antenna
has its resonance of the 𝑛-th order at a length 𝐿 = 𝑛𝜆
2
. As pointed out in section 2.1,
damping effects also affect the antenna length for classical antennas [Mil05]. At optical
frequencies, however, they are much more pronounced than for radio frequencies.
Figure 2.6 shows a sketch of a typical rod-type antenna of length 𝐿 and radius 𝑅
with an incident electric field polarised along the long axis. The two wire ends act
like mirrors and a one dimensional cavity is formed. During propagation along the
antenna with the propagation constant 𝛾, the SPP picks up a phase of 𝛾𝐿 and suffers
a phase jump 𝛿𝜑 upon reflection at the end [Bar08; Val08]. Resonances of the 𝑛-th
order therefore occur for antenna lengths 𝐿(𝑛), where the total accumulated phase
per round trip equals 𝑛 times 2𝜋
𝛾𝐿(𝑛) + 𝛿𝜑 = 𝜋𝑛 . (2.19)
Figure 2.6: Single-wire antenna of length 𝐿 and radius 𝑅 made of a metal rod with
dielectric function 𝜀(𝜔). Incident light with wavelength 𝜆 polarises the ends resulting
in a standing surface charge wave. 𝛾 is the propagation constant of the guided mode.
At the end cap, a phase jump 𝛿𝜑 occurs, which is strongly dependent on the end cap
geometry.
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According to equation (2.19), the phase jump can also be interpreted as an appar-
ent length increase 𝛿𝐿 = 𝛿𝜑/𝛾, leading to shorter resonance lengths independent of
resonance order 𝑛. At resonance, a standing surface charge wave builds up in the
antenna, again exhibiting the LSPR nature already pointed out for spherical particles.
In other words, one can also think of the plasmon resonance in optical antennas as
a SPP first being launched, which then forms a particle plasmon (PP), i.e. it has a
hybrid character.
Furthermore, equation (2.19) shows a linear relation between the resonance length
𝐿 of the antenna and the plasmon wavelength 𝜆SPP = 2𝜋/𝛾. For materials with a
Drude-Sommerfeld behaviour, the plasmon wavelength is related to the wavelength of
the incident light 𝜆0 by
𝜆SPP = 𝑛1 + 𝑛2𝜆0 , (2.20)
with 𝑛1 and 𝑛2 only depending on the exact antenna geometry and the dielectric
function of the metal [Nov07]. At frequencies where interband transitions become
significant, deviations from equation (2.20) occur. Nonetheless, for typical optical
antenna applications the antenna’s resonance length 𝐿 depends linearly on the incident
wavelength 𝜆0. Thus, for an increasing antenna length the resonant wavelength shifts
towards the near-infrared region.
So far an electric field polarised along the main antenna axis has been considered.
For an orthogonally polarised incident field, exactly the same model holds. Due to
the changed polarisation the charges oscillate along the short antenna axis. Thus the
plasmonic resonance occurs spectrally separated towards the UV spectral range.
It should be noted, that the Fabry-Pérot resonator model does not explain the phase
jump’s origin. This is included in electromagnetic approaches based on the involved
currents and fields in the single-wire antenna [Dor10; Tam11]. They confirm the results
from the simpler picture presented here, though.
At resonance, single-wire antennas as well as spherical ones exhibit a strong local field
enhancement. Figure 2.7 shows the normalised intensity enhancement |𝐸|2 around a
single-wire antenna illuminated by a plane wave with 𝜆 = 800 nm, which is polarised
along the 𝑥-axis. The antenna is 100 nm long, 25 nm wide and 25 nm high. Each
sub-figure shows a line-out along the solid and dashed line respectively. Due to the
phase jump at the ends the antenna radiates significantly and the electric field extends









































Figure 2.7: Electric field enhancement |𝐸|2 around a single-wire antenna illuminated
by a plane wave with 𝜆 = 800 nm, which is polarised along the 𝑥-axis. Sub-figure (a)
shows a line-out in 𝑦-direction along the dashed line and (c) respectively in 𝑥-direction
along the solid line. Significant enhancement is observed at the antenna ends due to the
resonant excitation.
into the dielectric. This shows up as a strong local field enhancement with normalised
enhancement factors of up to 115. Figure 2.7 has been calculated with the finite
difference time domain method, which solves Maxwell’s equations on a grid. The
method as well as the simulation geometry for figure 2.7 is explained in detail in
chapter 3.
2.7.2 Dimer antennas
Dimer antennas consist of two individual single particle antennas separated by a feed
gap of width 𝑑. Depending on the interparticle distance 𝑑 and the orientation of each
antenna, the single particle resonances couple [Fun09; Mer08]. For resonant optical
antennas, the end-to-end coupling is most important, leading to strongly enhanced
and highly localised fields inside the gap. A typical design consisting of two single-wire
antennas of length 𝐿 with an incident electric field polarised along the main axis is
sketched in figure 2.8.
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The incident field excites a longitudinal mode, as described in section 2.7.1, within
each antenna arm, leading to a surface charge density as depicted in figure 2.8. For
large gap sizes no coupling between the modes is observed and each antenna arm
acts as a separate single-wire antenna [Fun09]. This situation is shown in the middle
of figure 2.9. For smaller gap sizes however, the near-fields interact with each other
which is described by the plasmon hybridisation model [Nor04; Pro03].
Two different cases have to be considered: First, the resulting surface charge density
from the LSPR can couple such that the two rods interact via an attractive coupling
with alternating charges as shown in the bottom part of figure 2.9. Because of
the interaction, the resonance energy is lowered such that a red-shift is observed in
experiments [Rec03; Su03]. For spheres, the distance dependence on the frequency
shift has been calculated to scale with 𝑑−3 [Nor04]. This was experimentally confirmed
[Rec03] although exponential fits also approximate the data well [Su03]. In both cases,
coupling only occurs for inter-particle distances up to 2.5 times the particle diameter.
For experimental designs with more complex shapes, the resonance wavelength is
determined by numerical simulations [Sun05], which are described in chapter 3.
The second coupling mode is an antibonding mode in which the surface charge density
in each antenna is symmetric around the gap, leading to a repulsive interaction. Thus
the resonance energy is increased and the plasmon resonance is slightly blue-shifted
[Rec03]. To observe the antibonding mode strong coupling i.e. small gap sizes are
necessary. Moreover, the mode is symmetry-forbidden for normally incident plane
waves such that it is usually not excited in experiments and also known as a "dark"
mode. Therefore, it has only recently been experimentally observed in a symmetric
two-wire antenna with a slightly displaced focus with respect to the antenna [Hua10b].
As mentioned earlier, dimer antennas exhibit strong field localisation and enhancement
Figure 2.8: Two single wire antennas of length 𝐿 separated by a distance 𝑑. The modes
of each arm couple to a bonding mode, i.e. at each side of the gap opposite charges are
present. Thus the resonance wavelength is red-shifted towards the near-infrared.
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Figure 2.9: Two single-wire antenna modes couple depending on their separation
𝑑. The bonding mode is always present, the antibonding mode however can only be
observed for distances smaller than 10 nm [Hua10b] and a broken system symmetry e.g.
via asymmetric illumination.
in the feed gap. Figure 2.10 shows the normalised intensity enhancement |𝐸|2 around a
dimer antenna illuminated by a plane wave with 𝜆 = 800 nm, which is polarised along
the 𝑥-axis. Each antenna arm is 75 nm long, 25 nm wide and 25 nm high, separated
by a gap of 10 nm. The two sub-figures show line-outs along the solid and dashed
line respectively. As for single-wire antennas, each arm radiates and the electric field
extends into the dielectric. In the gap, the two near-fields of each arm overlap, leading
to significant enhancement of the near-fields with enhancement factors of up to 450.
Figure 2.10 has been calculated with the finite difference time domain method, like
figure 2.7 before. A detailed explanation of the method and the used geometry is
given in chapter 3.
In summary plasmon resonances in single particle antennas have been introduced and
explained by a Fabry-Pérot resonator model. In dimer antennas these resonances
couple and intensity enhancement factors of typically two orders of magnitude are
found in the feed gap. Therefore optical antennas are well suited to reach intensities
of 1013Wcm−2 when illuminated with a tightly focussed beam from a laser oscillator.












































Figure 2.10: Electric field enhancement |𝐸|2 around a pair of two single-wire antennas
illuminated by a plane wave with 𝜆 = 800 nm. Sub-figures (a) and (c) show line-outs in
𝑦-direction along the dashed line and along the solid line, respectively. In the gap region
enhancement factors of up to 450 are observed. On the outer edges of each single-wire
antenna significant enhancement occurs, too. The inset shows a detailed plot of the gap
region with a different colourmap.
2.8 Heat deposition in plasmonic structures
In the spectral range in which optical antennas operate, all metals have a non-zero
imaginary part of the dielectric function. This dispersive behaviour leads to an
absorption of the incident light and energy is deposited within the metal. Analysing
the Poynting vector 𝑆 = 𝐸×𝐻 and taking the electric polarisation into account allows
to calculate the time-averaged dissipative electromagnetic energy [Lou70; Rup02].





𝜀0𝜔 Im(𝜀(𝜔))|𝐸|2 , (2.21)
and has a unit of Jm−3. Ultimately, the absorbed electromagnetic energy is converted
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𝑞 d𝑉 . (2.22)
Thus, by calculating the electric field inside e.g. an optical antenna the resulting
temperature can be determined in two steps. First the absorbed energy leads to an
initial temperature increase ∆𝑇 . Subsequently the structure cools down due to heat
diffusion into the surrounding medium. To obtain the resulting temperature after




+ 𝜅∇2𝑇 (𝑟,𝑡) = −𝑞(𝑟,𝑡) (2.23)
has to be solved, where 𝜌 denotes the mass density, 𝐶 the specific heat capacity and
𝜅 the thermal conductivity [Baf11]. Especially for applications with high intensities,
the temperature evolution of the antenna is crucial, because reshaping due to melting
can occur [Wan11], which is usually detrimental to the original design.
CHAPTER 3
Numerical Simulations
Plasmonic structures and optical antennas in particular feature among other things
distinct resonances and a pronounced electric field enhancement which have been
introduced in the previous chapter. Only for rather basic structures, resonance fre-
quencies, electric field distributions or the electric field enhancement can be calculated
analytically. Thus, numerical simulations offer a tool to investigate and optimise for
instance optical antennas for different applications. Consequently, various numerical
techniques have been developed over the past decades to simulate electromagnetic
fields in metallic structures. However, plasmonic devices are particularly challenging
for all available techniques because of the rapidly decaying near fields at the metal-
dielectric interface. Therefore, to resolve these fields a very high spatial resolution
is necessary. Consequently, the applied method has to be maximally efficient to be
computationally feasible.
In the discrete dipole approximation, the investigated structure is divided into a finite
array of polarisable points. In response to an applied external field, each point then
gains a dipole moment and the resulting electric field is determined by summing up the
individual dipole fields [Dra94]. This calculation is performed in the frequency domain,
leading to two major consequences; firstly, it is easy to take material dispersion into
account because 𝜀(𝜔) can be used directly from experiments. Unfortunately, only
a limited number of frequencies can be considered due to the computational effort,
which prohibits the application to broadband pulses. Secondly, the discrete dipole
approximation can only be used to model structures embedded in uniform media,
because it is based on the field of a dipole in a homogeneous medium [Bro07].
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The latter drawback is overcome by a finite difference frequency domain method, where
derivatives in Maxwell’s equations are substituted by finite differences. The structure
is again modelled by a discrete grid on which the field quantities are determined by
solving the differential Maxwell equations directly [Jin02]. While this is a more general
approach and no assumptions about the field have to be made, additional complexity
is added. Due to discretisation, artificial wave reflections occur at the boundary of the
finite computational domain, which have to be dealt with by introducing absorbing
boundary conditions [Taf05]. Nonetheless, the technique can be used to model arbitrary
plasmonic devices. The inability to simulate broadband pulses, however, remains
a weakness. In the time domain pulses are described easily, though. Thus a finite
difference time domain (FDTD) method has been developed over the last decades
[Taf05; Taf80; Yee66], which is widely used to simulate optical antennas [Cro03; Cub08;
Sun05] and other plasmonic devices [Ver08]. Consequently, the FDTD method in three
dimensions is also applied within this thesis to assess the response of nano-antennas
to ultrashort laser pulses. Below, the method as well as the simulation geometries
employed here are explained in more detail.
Figure 3.1: Yee-lattice for the FDTD method. Magnetic field vectors are located at the
face centres, whereas electric field vectors are determined at the edges. The arrangement
implicitly satisfies both Gauss’s laws and therefore simplifies the calculation of electric
and magnetic fields.
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3.1 Finite difference time domain technique
In the FDTD method, the whole simulation volume is discretised into small finite
unit cells of width ∆𝑥, depth ∆𝑦 and height ∆𝑧 depicted in figure 3.1. Thus, a point
in space is denoted by
(𝑖,𝑗,𝑘)̂︀=(𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧) . (3.1)
Analogously, time is also discretised with a time increment ∆𝑡, such that 𝑡 = 𝑛∆𝑡. A
function 𝑈 is furthermore denoted as
𝑈(𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧, 𝑛∆𝑡)̂︀=𝑈𝑛𝑖,𝑗,𝑘 . (3.2)
Electric and magnetic field vectors are shifted relative to one another both in space
and time such that electric fields are determined at the edges and have integral
indices 𝑖,𝑗,𝑘, 𝑛 whereas magnetic fields are located at the cube’s face centre and have
half-integer indices. This particular arrangement is also known as the Yee-cell [Yee66].
Because of the chosen grid, both of Gauss’s laws are implicitly satisfied and don’t
have to be enforced. Thus from Maxwell’s equations (2.1) only the two coupled
time-dependent curl equations remain. There, all spatial derivatives of a quantity 𝑈
are substituted by finite differences of the following form
𝜕𝑈
𝜕𝑥
(𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧, 𝑛∆𝑡) =
𝑈𝑛𝑖+1/2,𝑗,𝑘 − 𝑈𝑛𝑖−1/2,𝑗,𝑘
∆𝑥
+ O((∆𝑥)2) . (3.3)
The spatial shift by Δ𝑥/2 on the right hand side of equation (3.3) is beneficial for
solving Maxwell’s equations as will be explained below. In analogy to the spatial
shift between electric and magnetic fields, there is also a shift in time according to
a leapfrog arrangement. For a particular time step, all electric field calculations are
carried out and stored with previously obtained magnetic field data. With this data,
the magnetic fields for the next time step are determined to restart the cycle until time











+ O((∆𝑡)2) . (3.4)
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The combination of equation (3.3) and equation (3.4) leads to a set of finite difference
equations for the magnetic and the electric field [Taf05; Yee66]. In these equations the
temporal derivative of the electric field only depends on the spatial derivative of the
magnetic field and vice versa. As a consequence the shifted lattices greatly simplify
the calculation. Let 𝑓 be a function to calculate the respective field components. The













In their original form, the finite difference equations only considered isotropic and
non-dispersive media. Hence, extensions to them have to be made to describe e.g. gold
and its dispersive character. Since all calculations are carried out in the time domain,
the dielectric function has to be modelled as described in sections 2.3.1 and 2.3.2 and
transferred from the frequency domain. Various algorithms have been developed for
the transformation [Jos91; Kas90; Lue90; Sul92; You01], which are all based on the
same underlying principle. The general idea is explained below:
Assume the respective field components are again determined via a function 𝑓 . As
the magnetic field is not subject to dispersion and thus obtained equivalently to the







Next, the displacement is calculated by incorporating a Fourier-transformed analytic







From these two expressions, the resulting electric field is finally obtained, leading to

















Comparing equation (3.5) with equation (3.8) clearly shows the increased effort to
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simulate dispersive materials both in terms of memory and simulation run time.
Nonetheless, the extensions greatly expand the FDTD technique.
A common problem in all finite difference techniques is the occurrence of artificial
wave reflections at the cell boundaries as introduced earlier. They arise from both
the space discretisation and the finite simulation cell size and are avoided by using
appropriate boundary conditions. The most simple condition ensures a reflectionless
boundary by simply forcing the fields to zero. This mimics a perfect metal surrounding
with zero absorption and zero skin depth and is thus termed a metallic wall boundary
condition. However, it is only seldom applicable due to the severe constraints for the
fields. A practically more relevant approach makes use of the system’s periodicity.
Assuming a cell size 𝐿, each field component satisfies
𝑓(𝑥 + 𝐿) = 𝑓(𝑥) , (3.9)
which is also known as a Bloch periodic boundary condition.
To simulate open boundaries e.g. isolated single antennas, a different method is
needed, absorbing all incident waves without any reflections. This is achieved by a
perfectly matched layer (PML), which actually is not a boundary condition, but a
special absorbing material placed adjacent to the boundary [Ber94]. The material is
designed with magnetic and electric conductivities, matching those of the surrounding
medium such that it is theoretically non-reflecting for any wavelength and incidence
angle. Discretisation, however, causes imperfections and leads to a small residual
reflection. These are compensated for by giving the PML a finite thickness and
turning the conductivities gradually on over the thickness. Since a PML is absorbing,
it can affect evanescent modes lying in close proximity by extracting energy from the
system. Therefore a sufficiently large computational cell has to be chosen to avoid a
perturbation of the results [Taf05].
So far, the general calculation scheme as well as an incorporation of dispersive media
and suitable boundary conditions have been introduced. A plane wave source to
simulate, for example, optical antennas is still missing, though. Originally this
was implemented by specifying the incident wave as an initial condition for each
electric and magnetic field component within the simulation cell [Yee66]. However,
this approach only works for non-dispersive materials and is thus not applicable
for simulations of plasmonic devices [Taf05]. Instead of defining the electric field
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directly, an oscillating current amplitude is placed at the desired position [Wag98].
Unfortunately, the resulting electric field cannot be set directly with a current source
due to the surrounding medium. Within a perfect electric conductor for example, the
electric field from a current source will be zero. Therefore two calculations have to be
performed to normalise the results from the structure under investigation to those
from a reference run.
All FDTD calculations within this thesis were carried out with an open source
implementation of the FDTD algorithm developed at the Massachusetts Institute of
Technology termed MIT Electromagnetic Equation Propagation (MEEP) [Osk10]. The
simulation geometries used to determine, for instance, near-field intensity enhancement
factors are explained in detail below.
3.2 Transmission spectra
3.2.1 Simulation geometry
According to section 2.7.2, coupled optical antennas exhibit a strong local field
enhancement within the feed gap when illuminated at their resonance frequency.
For complex antenna geometries this frequency is determined by FDTD simulations.
Figure 3.2: Simulation geometry to calculate transmission spectra. The polarisation
of the incident laser pulse is aligned along the principal antenna axis. PMLs in positive
and negative 𝑧-direction avoid spurious reflections from the simulation cell’s boundary.
In 𝑥- and 𝑦-direction Bloch periodic boundary conditions are used to model an antenna
array. The antenna itself is placed on top of a substrate, which covers the bottom half
of the simulation cell.
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Figure 3.2 sketches the exemplary rod-type geometry used for those calculations. The
simulation cell’s bottom half is filled by a substrate material, which dielectric function
is described by the index of refraction at the centre wavelength of the incident pulse
via the Maxwell relation 𝜀 = 𝑛2. The gold antenna itself is centred in the 𝑥𝑦-plane and
lies on top of the substrate. The dielectric function of gold is modelled with a Drude-
Lorentz model, incorporating a sum of Lorentz terms to accurately represent interband
transitions as described in section 2.3.2. The parameters needed to represent and match
the experimental values of the dielectric function are taken from [Rak98]. Figure 3.3
shows a comparison between experimental data for gold [Joh72] and the dielectric
function used in the simulation. Qualitatively the model reproduces the experimental
data with the distinctive interband transitions. Quantitatively, however, differences
are apparent; In the Drude-Sommerfeld regime damping is overestimated whereas the
strength of interband transitions is underestimated. Despite these differences, a good
agreement between experiments and simulations of plasmonic devices has been found
[Via05]. A detrimental influence on the simulation results is therefore not expected
from the small deviations.




























Figure 3.3: Dielectric function of gold in MEEP. The parameters to model the dielectric
function are taken from [Rak98] and experimental data originates from [Joh72].
30 3 Numerical Simulations
and the respective cell dimensions match those from conducted experiments to allow
a direct comparison. The structures are illuminated from the substrate side by a
broadband Gaussian-like excitation pulse with a spectral Gaussian width spanning
from 400 nm to 1200 nm and its polarisation aligned along the principal antenna
axis. The source is implemented with a current source covering the whole 𝑥𝑦-plane to
achieve plane wave illumination. Since waves are emitted both in positive and negative
𝑧-direction, a perfectly matched layer is placed at the simulation cell’s bottom and top
to avoid numerical reflections. Moreover, the source plane lies on top of the bottom
PML to immediately absorb the wave travelling in negative 𝑧-direction by coupling
directly into the PML. Otherwise spurious residual reflections from the PML could
perturb the calculation.
The antenna’s response to the excitation pulse is measured in the detection plane
placed 10 nm below the top PML. A frequency resolved transmission curve within the
excitation bandwidth is obtained by calculating the flux of the Fourier-transformed
electric field going through the plane. As a reference calculation the same principal
geometry without the antenna is used, leading to a relative transmission curve depicted
in figure 3.4(a). From this curve the resonance wavelength is determined.
3.2.2 Results
Figure 3.4 shows transmission spectra and derived quantities for rod-type optical
antennas with different antenna arm lengths 𝐿. It was varied from 20 nm up to 100 nm
to find a resonant design for experimentally available laser pulses at 800 nm with
pulse durations of <10 fs, i.e. spectral bandwidths of approximately 300 nm. The feed
gap as well as the antenna height and width are kept constant at 20 nm and 24 nm
respectively. In figure 3.4(a) representative transmission curves are shown, illustrating
previously introduced properties. As described in section 2.7 a longer antenna arm
length leads to a significant red-shift e.g. a 20 nm antenna being resonant at 593 nm
and a 80 nm antenna at 860 nm, respectively. Both the resonance wavelength 𝜆res
as well as the minimal transmission are plotted as a function of the antenna arm
length 𝐿 in figure 3.4(b). For short antenna lengths e.g. 20 nm, the resonance is barely
visible in the spectra. However, for larger ones, a pronounced dip is observed with a
significantly lower transmission of just 0.15%.
The resonance wavelength on the other hand, exhibits a linear scaling behaviour in the

























































(b) Resonance wavelength and minimal transmission, extracted from transmission spectra
above. Dashed lines serve as a guide to the eye.
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(c) Quality factor derived from transmission spectra above. Dashed lines serve as a guide to the
eye.
Figure 3.4: Transmission spectra for rod-type optical antennas with a length 𝐿 at a
fixed feed gap of 20 nm. The antennas are illuminated from the substrate side with
broadband pulses covering a spectral range from 400 nm to 1200 nm. Their polarisation
is parallel to the principal antenna axis.
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near-infrared spectral range, which is expected from equation (2.20). Towards the blue,
deviations from linearity occur, which are caused by the onset of interband transitions,
although their effect is still rather small. In addition to the resonance frequency, the
plasmon resonance is also characterised by its quality factor 𝑄. For non-linear optics
experiments, a strong local-field enhancement is desirable and achieved by a sharp




where 𝜆res denotes the resonance wavelength and ∆𝜆res the full width at half maximum
of the resonance. Simulated results are displayed in figure 3.4(c) and compared to ana-
lytic calculations based on the quasistatic approximation [Jac98]. In this approximation







with the resonance frequency 𝜔 and the dielectric function 𝜀(𝜔) [Wan06]. Most
notably equation (3.11) does not depend on the antenna geometry. The quasistatic
approximation is therefore an upper limit to the quality factor for structures, which
are not governed by retardation effects. This is mostly the case for small particles,
although small resonators with 𝑄 values far larger than the quasistatic limit have
been built [Fei08]. According to equation (3.11) the plasmon resonance’s sharpness is
fixed once the material and the resonance frequency are chosen. Different geometric
antenna shapes thus mainly change the resonance frequency and have less influence
on the quality factor.
In comparison with the quasistatic limit, the simulated 𝑄 values are lower than the
approximated ones, which is caused by a combination of Ohmic and radiation losses.
Recent experiments have shown a dominance of radiation damping in optical antennas
[Han12], which is characterised by the plasmon damping time. Typical time scales
range from 2 fs to 5.5 fs depending on the antenna shape and volume [Han09; Han12].
Although simulated quality factors show a maximum around a resonance wavelength of
700 nm, it is advantageous to work in the infrared or near-infrared spectral range. First
of all, resonant antennas are larger there, which makes it easier to manufacture them
according to the simulated design. Secondly, all materials for plasmonic applications
behave more like ideal metals in that spectral range leading to reduced losses.
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3.3 Near-field intensity distribution
3.3.1 Simulation geometry
Aside from the spectral properties of the antenna resonance, the near-field intensity
distribution is also of fundamental interest, particularly the intensity enhancement.
Both quantities are obtained from FDTD calculations. Figure 3.5 depicts the simula-
tion geometry used for the near-field intensity distribution calculations. The principal
setup including the applied material models and boundary conditions, is analogous to
the one used for transmission spectra in section 3.2. However, the antennas are illumi-
nated by a 16 fs excitation pulse centred around 800 nm to match later experiments.
Moreover, the detection plane is placed at half the antenna’s height to measure the
















where 𝐸0 denotes the incident electric field [Sch05]. The latter is obtained from a
reference calculation, where the same simulation geometry without the antenna is used.
A typical colour plot of the near-field intensity enhancement is shown in figure 3.6.
Figure 3.5: Simulation geometry to calculate the near-field intensity enhancement
of optical antennas. The geometry is similar to the previous one. Despite outputting
the flux going through a detection plane, the electric field within a detection plane
is examined. The detection plane is placed at half the antenna’s height to avoid
perturbations from the edges.
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3.3.2 Results
The normalised near-field intensity enhancement for a rod-type optical antenna is
plotted colour coded in sub-figure (b) of figure 3.6. Sub-figures (a) and (c) show
line-outs in 𝑦-direction along the dashed line and along the solid line respectively. The
antenna in question has an arm length of 75 nm, a width and height of 24 nm, and a
feed gap of 20 nm. Each antenna arm radiates significantly at the outer edges and the
near-fields stretch into the surrounding dielectric. Sharp corners show an increased
enhancement due to the lightning rod effect, leading to enhancement factors of up to
100. However, even at the flat end facets an approx. 50 fold increase in intensity is
observed. The highest values occur in the gap region though, where the near-fields
of each antenna arm overlap constructively and an intensity enhancement of up to
190 is achieved. To visualise the enhancement at the end facets the maximum colour
value in figure 3.6 is set to 100. The inset shows a close up of the gap region with a
different colourmap compared to sub-figure (b) to illustrate the intensity distribution
there. It is non-uniform and exhibits slightly different features than the field at the
outer edges, where the maximum enhancement occurs at the antenna surface. In the
gap on the other hand it is higher in the centre in 𝑥-direction as plotted in sub-figure
(c). In sub-figure (a) the enhancement in 𝑦-direction shows two maxima positioned at
the same value as the antenna’s upper and lower surface. Furthermore, the lightning
rod effect also occurs in the gap region, leading to strongly localised enhancement
factors of up to 9 · 102. However, the covered volume is tiny compared to the rest of
the feed gap volume. On the other hand, the red area in sub-figure (b) indicates a
region with an enhancement factor of 102 or larger, which extends further into the
surrounding dielectric and even beyond the actual gap area. This results in a relatively
large enhancement volume, which is crucial for non-linear experiments. Moreover, an
enhancement factor of 102 is theoretically very often sufficient since, for instance, laser
oscillators reach peak intensities of 1011Wcm−2 when tightly focussed. Thus, with
the given enhancement factor, intensities in the order of 1013Wcm−2 are accessible,
which are necessary for high-order harmonic generation. The mechanism behind this
process is explained in more detail in chapter 4.
Although rod-type antennas facilitate high intensity enhancement factors, even higher
values are beneficial for non-linear optics experiments since these processes scale
strongly with the incident intensity. As already seen, notably higher enhancement
is caused by the lightning rod effect. Bow tie antennas make use of it to achieve











































Figure 3.6: Near-field intensity distribution for a rod-type optical antenna. Sub-figure
(a) and (c) show line-outs in 𝑦-direction along the dashed line and along the solid line,
respectively. In the gap region enhancement factors of up to 190 are observed. On the
outer edges of each single-wire antenna significant enhancement occurs, too. The inset
shows a detailed plot of the gap region with a different colourmap ranging from 0 (blue)
to 650 (red).
enhancement factors of up to 103.
A typical map with line-outs in 𝑥- and 𝑦-direction is plotted in figure 3.7. As before,
the maximum colour value in sub-figure (b) is limited to 100 to show field distribution
details at the outer antenna edges. A close up of the gap region is plotted in the inset
using a different colourmap with respect to sub-figure (b) and contour lines for further
illustration. The principal field distribution resembles that of rod-type antennas with
significant enhancement at the outer antenna edges. There, the highest enhancement
factors occur at the antenna surface, reaching values in the order of 60. Furthermore,
the geometry with its rounded edges is mapped into the field distribution. Local hot
spots appear both at the curved and at the tilted surface. They result from the grid
discretisation, leading to a staircasing approximation of the antenna geometry [Kun93].
Thus, they have no physical counterpart. However, a rough surface also leads to hot
spots in experiments, which are similar to those from the staircasing effect. Within the
gap region, the electric field is strongly enhanced in a large area. The field reaches its










































Figure 3.7: Near-field intensity distribution for a bow tie optical antenna. Sub-figure
(a) and (c) show line-outs in 𝑦-direction along the dashed line and along the solid line,
respectively. In the gap region enhancement factors of up to 1500 are observed. On the
outer edges of each antenna arm significant enhancement occurs, too. The inset shows
a detailed plot of the gap region with a different colourmap ranging from 0 (blue) to
1500 (red).
maximum directly at the tip’s surface with enhancement factors of up to 1.5 · 103 as
shown in sub-figure (c). The inset illustrates its waist in 𝑥-direction, which is centred
in the middle of the gap. In the 𝑦-direction, the maximum enhancement is reached
in the centre and gradually falls off to the sides. To summarise, bow tie antennas
facilitate a field enhancement almost three times larger than rod-type antennas do.
Experimentally they are harder to manufacture though, because the geometry is more
complex than rod-type antennas.
3.4 Temperature distribution
The temperature distribution within optical antennas is usually measured via two
photon luminescence studies [Baf10], showing good agreement with theoretical con-
siderations outlined in section 2.8. Particularly for experiments aiming at high-order
harmonic generation via a plasmonic field enhancement, the temperature distribution
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of the antennas is of major importance, since reshaping due to melting can occur
[Cha99; Lin99a; Wan11]. FDTD-calculations give access to the electric field and hence
the heat source density 𝑞FDTD, which is defined by equation (2.21). Here, the focus
lies on the spatial heat distribution and its maximum value after exposure to a single
laser pulse. Moreover, the introduced antenna shapes are compared with each other
to assess their susceptibility to thermal damage. The resulting temperature increase
after illumination with a particular laser pulse is calculated in section 3.5 and not
considered here.
3.4.1 Simulation geometry
Figure 3.8 shows a sketch of the simulation geometry used to determine the temperature
distribution within optical antennas. The principal setup is again analogous to the
one used for transmission spectra in section 3.2. However, to calculate the antenna
temperature, the heat source density within the whole antenna is needed. According
to equation (2.21), this mainly depends on the electric field as well as the imaginary
part of the dielectric function. Thus, both quantities are analysed within the depicted
detection volume. A simulation without the antenna serves as a reference to normalise
the electric field analogous to near-field intensity calculations described previously.
Figure 3.8: Simulation geometry to calculate the temperature distribution inside an
optical antenna. Both Im(𝜀(𝜔)) and the electric field inside the detection volume are
output for further analysis.
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(c) Heat source density in plane (c)
Figure 3.9: top: heat source density of a rod-type two-wire antenna. The antenna has
an arm length of 75 nm, an antenna width of 24 nm, and a feed gap of 10 nm. bottom:
corresponding normalised intensity enhancement.
3.4.2 Results
In figure 3.9, the heat source density and the normalised intensity enhancement for a
rod-type two-wire antenna with an arm length of 75 nm, an antenna width of 24 nm,
and a feed gap of 20 nm are displayed in the planes sketched in figure 3.9(a). The heat
source density is calculated according to equation (2.21) from the determined electric
field and the fitted data for the dielectric function. In figure 3.9(b) the substrate is
located in the bottom half and treated as an ideal dielectric with a zero imaginary
part of the dielectric function. Thus, the heat source density is also zero and the laser
pulse itself does not deposit heat in the substrate. In the antenna on the other hand,
the non-zero imaginary part of the dielectric function leads to an almost uniform
heating of the structure with two prominent minima at the outer antenna edges.
The respective intensity enhancement is plotted in the bottom half of figure 3.9(b).
Within the gap area maxima occur at the sharp antenna edges. At the antenna’s top,
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the enhancement stretches far into the dielectric, whereas at the bottom this area
is smaller due to the substrate material. Generally, with resonantly chosen antenna
lengths, enhancement factors are in the order of 1000 and larger.
In figure 3.9(c) the heat source density as well as the intensity enhancement in the
𝑥𝑦-plane are plotted. Towards the upper and lower antenna edges the former exhibits
two distinct maxima in each antenna arm. This is in good agreement with previous
calculations for currents in a rod-type geometry [Cro03]. At the outer antenna ends
the current decreases, leading to a charge accumulation which in turn causes the
pronounced enhancement in the gap area. The latter is shown in the bottom half of
figure 3.9(c).
Analogous calculations were carried out for a bow tie antenna with 110 nm antenna
length, 30° opening angle, 20 nm feed gap, 20 nm radius of curvature and an antenna
height of 30 nm. Both the heat source density as well as the normalised intensity
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(c) Heat source density in plane (c)
Figure 3.10: top: heat source density of a bow tie antenna with 110 nm antenna
length, 30° opening angle, 20 nm feed gap, 20 nm radius of curvature and an antenna
height of 30 nm. bottom: corresponding normalised intensity enhancement.
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for rod-type antennas, the substrate is located in the bottom half in figure 3.10(b) and
treated as an ideal dielectric with a zero imaginary part of the dielectric function. Thus,
again the heat source density is also zero and the laser pulse itself does not deposit
heat in the substrate. The substrate is therefore only heated via heat conduction and
serves as a cooler for the antenna.
In the antenna on the other hand, the non-zero imaginary part of the dielectric
function leads to heating of the structure with two prominent maxima in each antenna
arm. One occurs at the apex’ bottom caused by the strong local electric field there,
which also reaches into the antenna material. The other one is located at the top of
the antenna at the interface to the surrounding dielectric i.e. vacuum or air. Its origin
becomes clearer after examining the electric field in the 𝑥𝑦-plane. Generally, heat
deposition within the antenna is strongly non-uniform and mostly concentrated at the
antenna half facing towards the gap. In particular, the outer antenna ends are only
heated via heat conduction and thus reduce the overall temperature in each antenna
arm. Interestingly, a minimum for the heat source density also occurs at the upper
apex part, even stretching further into the antenna, although the antenna’s bottom
part is significantly heated.
The corresponding electric field enhancement in the 𝑥𝑧-plane is shown in the bottom
half of figure 3.10(b), which is also non-uniform along the antenna thickness. Two
pronounced maxima occur at the antenna’s top and bottom side and are caused by
the sharp tips in that direction. The top one is particularly strong because the field
stretches undisturbed into the dielectric, whereas at the bottom the field distribution
is changed due to the additional interface resulting from the substrate. Nonetheless,
enhancement factors in the order of 103 are present in large parts of the gap area
along the 𝑧-direction.
Figure 3.10(c) shows the heat source density and the normalised intensity enhance-
ment factor for the same bow tie antenna as before in the 𝑥𝑦-plane. The former
exhibits strongly localised maxima at the interface to the surrounding dielectric,
which coincide with those observed in the 𝑥𝑧-plane and decrease towards the centre
line. At both antenna ends no heating occurs, because surface charge is accumulated
there, resulting in a decreasing current towards the ends. This is in agreement with
previous calculations for currents in bow tie antennas [Cro03]. On the other hand,
the accumulated surface charge leads to the strong field enhancement plotted in the
bottom half of figure 3.10(c).
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In comparison, bow tie antennas not only feature a higher intensity enhancement
at resonance than rod-type antennas, but also exhibit a lower heat source density.
Thus, bow tie antennas are less susceptible to thermal damage and better suited for
experiments with high incident intensities, which are potentially close to the damage
threshold. In the following, these thermal effects are analysed in greater detail.
3.5 Temperature evolution
Heat accumulation in the nano-antennas is a possible process for high repetition
rates. It is therefore necessary to assess the influence of multiple pulses on the
antenna temperature. This is achieved by solving the diffusion equation (2.23) with an
appropriate initial temperature 𝑇0. From the calculations outlined above a spatially
averaged heat source density for different nano-antenna shapes is obtained. The initial
temperature 𝑇0 is then finally determined by the averaged heat source density in
combination with the particular laser pulse, i.e. its energy density.
3.5.1 Model
As a first approximation, the exact temperature distribution in the antenna is neglected
and a spatially averaged heat source density is determined from previous calculations
for each antenna. To further simplify the problem, the optical antenna is treated as a
spherical nano-particle with radius 𝑅 such that the volumes of the sphere and the
antenna are equal. Solving the diffusion equation (2.23) is therefore reduced to a one
dimensional problem, which can be implemented much more easily [Baf11] and provides
an upper bound for the antenna temperature. This is a common method to determine
bounds for and this way evaluate numerical methods, for instance in computational
mechanics [Zoh08]. In the model the particle itself is immersed in a surrounding
medium e.g. sapphire or fused silica. To account for the experimental conditions,
where the antenna is deposited on top of a substrate, the thermal conductivity is
lowered proportionally to the contact area in the 𝑥𝑦-plane. Since the remaining
surrounding medium is vacuum, heat conduction does not occur and its contribution
to the temperature evolution is neglected. All material parameters are also assumed
to be constant within the considered temperature range. Moreover, the duration
of the incident laser pulse has to be much smaller than the characteristic time of
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electron-phonon scattering for gold nano-particles 𝜏e-ph ≈ 1.7 ps [Arb03; Hod99; Hua07;
Lin99b], which is fulfilled for the maximally 9 fs long pulses used in the experiments.
Because of the symmetric system, spherical coordinates are used. The temperature
increase 𝑇 (𝑟,𝑡) at a point 𝑟 and time 𝑡 is then determined by the diffusion equation
(2.23). This yields a set of two differential equations with boundary conditions at the
interface between the antenna and the substrate
𝜌np𝑐np𝜕 𝑡𝑇 (𝑟,𝑡) = 𝜅np∇2𝑇 (𝑟,𝑡) + 𝑞(𝑟,𝑡) for 𝑟 < 𝑅
𝜌sub𝑐sub𝜕 𝑡𝑇 (𝑟,𝑡) = 𝜅sub∇2𝑇 (𝑟,𝑡) for 𝑟 > 𝑅 .
(3.13)
The boundary conditions at 𝑟 = 𝑅 are given by
𝜅sub𝜕 𝑟𝑇 (𝑅,𝑡) = 𝜅np𝜕 𝑟𝑇 (𝑅,𝑡)
𝑇sub(𝑅,𝑡) = 𝑇np(𝑅,𝑡) .
(3.14)
Here, 𝜅 denotes the thermal conductivity, 𝑐 the specific heat capacity, 𝜌 the mass
density, and 𝑞(𝑟,𝑡) the heat source density. The subscripts refer to the nano-particle
and the substrate, respectively. The set of equations in (3.13) and (3.14) is then
solved numerically by using a finite difference method and a Runge-Kutta algorithm.
Details concerning the implementation are explained in [Baf11].
Heating of the nano particle is described as a three step process resulting from the
different time scales involved [Gru03; Ino98].
Electronic absorption First, the gas of free electrons in the nano-particle interacts
with the incident laser pulse and the pulse energy is absorbed proportionally to the
spatially averaged heat source density 𝑞. Subsequently the electronic gas thermalises
very fast to a Fermi-Dirac distribution over a time scale 𝜏e ≈ 100 fs [Ino98]. Thus, the
electronic temperature 𝑇e increases while the lattice temperature 𝑇p, i.e. phonons,
is still unchanged, resulting in a non-equilibrium state of the nano-particle. The
absorbed energy is determined from the nano-antenna’s normalised heat source density
𝑞 calculated in section 3.4 and the incident laser pulse energy density Ep.
𝐸abs = Ep𝑞𝑉 , (3.15)
where 𝑉 denotes the nano particle’s volume.
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Electron-phonon thermalisation In a second step, the hot electron gas cools down
via internal electron-phonon scattering, which is characterised by the time scale 𝜏e-ph.
For nano-particles larger than 5 nm this time is approximately 1.7 ps [Arb03; Hod99;
Hua07; Lin99b]. Although the nano-particle is now at a uniform temperature, it is
not in equilibrium with the surrounding medium yet.
External heat diffusion Finally, this equilibrium is achieved via diffusion at a char-
acteristic time scale 𝜏d, leading to a cooling of the nano particle and a heating of
the surrounding, respectively. This time scale depends on the nano-particle size and
increases for larger particles. Typical time scales for a water gold interface range from
100 ps to a few nanoseconds. In case of particles smaller than 20 nm the last time step
can even overlap with the electron-phonon thermalisation [Hu02]. Normally, however,
the latter is much faster than the external heat diffusion and the nano-particle’s initial
temperature 𝑇0 is given by energy conservation and related to the absorbed energy
𝐸abs
𝐸abs = 𝑉 𝜌np𝑐np𝑇0 , (3.16)
where 𝑉 denotes the nano-particle’s volume, 𝜌np its mass density, and 𝑐np its specific





The initial temperature increase therefore only depends on the pulse energy density,
i.e. the pulse energy, and is independent of the pulse duration. In case 𝑇0 reaches the
nano-particle’s melting temperature, the latent heat of fusion also has to be considered
to calculate the correct initial temperature. The used material constants are listed in
table 3.1.
3.5.2 Results
Figure 3.11 shows the temperature evolution of a typical bow tie antenna on a fused
silica and a sapphire substrate illuminated by eight successive pulses with a repetition
rate of 86MHz for an incident intensity of 1 · 1011Wcm−2. For a fused silica substrate
plotted in figure 3.11(a) the antenna reaches the melting temperature of gold, but the
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Table 3.1: Physical constants of used metals and substrate materials
gold sapphire fused silica unit
thermal conductivity 𝜅 317 42 1.38 W m−1 K−1
specific heat capacity 𝑐 129 750 1050 J kg−1 K−1
mass density 𝜌 19.32 3.97 2.2 103 kg m−3
thermal diffusivity 𝑎 127 4.7 0.199 10−6 m2 s−1
melting temperature 1336 2313 1988 K













































Figure 3.11: Temperature evolution for an incident intensity of 1 · 1011Wcm−2
absorbed energy is only sufficient to melt a small fraction of the antenna. Therefore
only minor damage to the antennas is expected. Heat conduction serves as a cooling
mechanism and leads to a temperature decrease between two successive pulses. The
thermal conductivity of fused silica limits the cooling, which becomes already apparent
in figure 3.11(a). For the given repetition rate however, it is still sufficient and the
antenna returns to its initial temperature before the next laser pulse heats it up
again. Thus, despite the dramatic temperature increase after exposure to a laser pulse,
no heat is accumulated within the nano-structures and consequently they are also
expected to be stable on a long term basis. However, this does not hold for higher
repetition rates because in that case the antennas would not return to their initial
temperature and heat is accumulated. This effect can be compensated for by using a
substrate with a higher thermal conductivity as shown in figure 3.11(b) for a sapphire
substrate.
The maximum antenna temperature is independent of the substrate material hence
they behave analogous to those on a fused silica substrate. Due to the 30 times higher
thermal conductivity however, cooling is much stronger and consequently the antenna













































Figure 3.12: Temperature evolution for an incident intensity of 2 · 1011Wcm−2
returns to its initial temperature significantly faster than in the case of fused silica.
In figure 3.12 the same bow tie antenna as before is illuminated with a peak intensity of
2 · 1011Wcm−2, twice as high as in the previous simulation. In this case, the melting
temperature of gold is clearly exceeded and the material suffers a phase change from
solid gold to liquid gold. Although the melting temperature is only exceeded for
a few picoseconds, the antenna shape is expected to change [Koc05; Kor03] with
detrimental effects on the antenna properties. According to equation (3.15), the
absorbed energy and hence the maximum temperature for a given antenna design only
depends on the pulse energy density. Therefore every antenna has a maximal incident
intensity at which it is not yet damaged. For the one in figure 3.11 this intensity is
1.4 · 1011Wcm−2.
3.6 Antenna optimisation
The previous sections outlined different aspects of optical antennas, which are deter-
mined from FDTD calculations. For non-linear optics experiments and high-order
harmonic generation in particular, all these aspects have to be combined to optimise
the antenna design. For bow tie antennas the design parameters are sketched in
Figure 3.13: Bow tie antenna parameters
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figure 3.13. However, only the antenna length 𝐿, and the gap size 𝑔 are incorporated
in the optimisation. This is due to constraints imposed by the manufacturing process,
which limit the structures experimentally available. For example, the radius of cur-
vature 𝑟 at the edges is typically around 10 nm and the thickness 𝑡 is usually 50 nm.
Staircasing effects on the other hand limit the opening angle 𝛼 to 30°. Therefore,
these parameters are kept constant.
As outlined in section 2.7.2 the gap size 𝑔 has a major effect on the coupling between
individual antenna arms and consequently also on the resulting intensity enhancement
factor. Figure 3.14 shows the normalised intensity enhancement in the middle of the
gap as a function of the gap size 𝑔 as well as an exponential fit to the simulated data
for 80 nm long antenna arms. For smaller gap sizes the enhancement factor increases
exponentially with a steep slope, such that the enhancement at 20 nm gap size is
already an order of magnitude smaller than for 10 nm gaps. For larger gap sizes the
achievable enhancement is even further reduced. Thus to maximise the enhancement,
gap sizes as small as possible are desirable, although this also reduces the volume in
which enhancement occurs.
Ultimately, the determined antenna design also has to be experimentally feasible
and manufactured reproducibly. Given the major influence of the gap size on the
enhancement, this parameter is critical and has to be well-controlled, especially having
the desired dimensions in mind. So far, gap sizes smaller than 20 nm have only been
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Figure 3.14: Intensity enhancement at the middle of the gap as a function of the gap
size 𝑔. The antenna arm length is fixed at 80 nm.
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achieve. For the intended experiments, however, antenna arrays are needed to increase
the harmonic yield. There, 20 nm are achieved reproducibly and hence used for all
further calculations.
Secondly, the antenna length is expected to have an important influence on the
enhancement by shifting the resonance wavelength according to the Fabry-Pérot
resonator model introduced in section 2.7.1. In figure 3.15 the normalised enhancement
factor in the gap centre as well as at the apex are displayed for different antenna
lengths. As in the calculations before, the antennas are illuminated by laser pulses
centred around 800 nm. The enhancement reaches its maximum for an antenna length
between 110 nm and 120 nm with enhancement factors well beyond 1500 in the centre
and roughly 3000 at the tip. For larger antenna lengths the enhancement continuously
drops down and is already halved at the centre and reduced to one third at the
tip, for a 150 nm long antenna. In case of a 180 nm antenna only 20% of the peak
enhancement at 115 nm remain in the gap centre and just 16% at the tip. Thus,
especially for non-linear experiments, where an as high as possible field enhancement
is beneficial, the optimal antenna length should be used.
So far, the optimisation process mainly focused on finding design parameters which
facilitate a maximised intensity enhancement factor without taking possible damage
processes like melting into account. Section 3.5 on the other hand pointed out the
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Figure 3.15: Intensity enhancement in the gap centre and at the tip as a function
of the antenna arm length 𝐿 at a constant gap size 𝑔 of 20 nm. The antenna height is
30 nm for all calculations.
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Figure 3.16: Maximal antenna temperature for different incident intensities as a
function of the antenna length 𝐿.
shows the maximal antenna temperature for different incident intensities as a function
of the antenna length 𝐿 as well as the melting temperature of gold. Even for the
lowest intensity of 7.5 · 1010Wcm−2 antennas shorter than 130 nm are damaged due
to melting because they are close to the resonance length of 115 nm. With increasing
intensity the damage threshold shifts towards longer antennas since more energy has
to be absorbed to heat them to the same temperature. Incorporating thermal effects
into the design process of optical antennas for high-order harmonic generation thus
considerably alters the optimal design parameters.
































Figure 3.17: Temperature optimisation of bow tie nano-antennas.
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and the harmonic yield ultimately depends on the peak intensity and the volume in
which it is present. Therefore, taking thermal damage into account, not only the
maximum enhancement has to be considered, but also the maximally possible incident
intensity without damaging the antennas. Both quantities are derived by previously
explained calculations. The intensity in the gap centre including enhancement from
the nano-antennas as well as the area in the 𝑥𝑦-plane with an intensity of at least
3 · 1013Wcm−2, is plotted for different antenna lengths in figure 3.17. For every length,
thermal damage is avoided by choosing the respective maximum incident intensity.
Antennas between 140 nm and 175 nm enable peak intensities higher than 1014Wcm−2
with an enhancement area in the 𝑥𝑦-plane of more than 1500 nm2 per antenna. Both
the peak intensity and the enhancement area are maximal for a 160 nm long antenna.
Taking the accuracy of the manufacturing process into account, antennas between
140 nm and 175 nm are expected to produce the highest harmonic yield. All chosen





Already shortly after the invention of the laser in 1960 optical harmonic generation
has been demonstrated by frequency doubling in a crystal [Fra61]. Since then a large
variety of effects such as self-phase modulation or high-order harmonic generation
(HHG) were observed with increasing available laser power. Therefore, by examining
the generated electrons and photons further insight into the light matter interaction
has been gained. For the experiments conducted within this thesis, particularly
low-order harmonic generation at a surface and HHG in noble gases are of special
interest. First, the former is explained, followed by a brief introduction into HHG,
especially concentrating on HHG in presence of optical antennas.
4.1 Light matter interaction with intense laser fields
For low laser intensities, the polarisation and the electric field are linearly related by
equation (2.4) as introduced in section 2.2. For intense laser fields, i.e. with intensities
of 1013Wcm−2, on the other hand not only the linear susceptibility 𝜒(1), but also





(3)𝐸3 + . . . , (4.1)
where 𝜀0 denotes the permittivity of free space and 𝐸 the electric field of the incident
laser pulse [Boy03]. For better readability the vectorial and tensorial character of
the respective quantities is omitted. Equation (4.1) explains low-order processes
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like second harmonic generation (SHG) and third harmonic generation (THG), the
conversion efficiency of which is described by perturbation theory. For even higher
laser intensities the description with equation (4.1) breaks down, though, and new
concepts have to be used, which are explained in section 4.3.
In any case, further insight into possible effects is gained by examining the non-linear
susceptibilities’ symmetry. For a medium which is symmetric under a transformation
𝑇 , its tensorial susceptibilities 𝜒(𝑖) also have to be symmetric with respect to 𝑇
as stated by Neumann’s principle. Therefore, e.g. for inversion symmetric media,
all even susceptibilities 𝜒(2),𝜒(4), . . . vanish and only odd processes are observed.
Not surprisingly a broken symmetry, introduced for example by a surface, exhibits
additional effects. In the following, low-order harmonic generation at a surface is
explained in more detail.
4.2 Surface harmonics
At a surface or an interface between two media, the bulk symmetry is broken and
non-linear effects like SHG or THG are observed [Hei91; Trä07]. Third-order non-
linear effects in particular and specifically THG are of special interest for surface
spectroscopy applications [Trä07] since all materials have non-vanishing odd-order
non-linear susceptibilities. THG is therefore a particularly well suited process to
examine the surface of transparent objects [Bar97].
Low-order harmonics are described by the theory of harmonic generation with focussed
Gaussian beams. The latter propagate in 𝑧-direction and the signal amplitude of














Here, ∆𝑘 = 𝑘𝑞𝜔 − 𝑞𝑘𝜔 denotes the phase-mismatch between the fundamental wave
number 𝑘𝜔 and the qth harmonic wave number 𝑘𝑞𝜔. The fundamental beam is further
described by its confocal parameter 𝑏 = 𝑘𝜔𝑤20, the waist radius 𝑤0, the normalised
coordinate along the beam axis 𝑧′ = 𝑧/𝑏, and 𝑧′L, 𝑧′R are the respective input and
output plane coordinates [Bar97; Boy03].
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Figure 4.1: 𝐴𝑞𝜔 as a function of the normalised confocal parameter 𝑏Δ𝑘 in the tight
focussing limit for an infinite and uniform non-linear medium. Even for perfect phase-
matching, i.e. Δ𝑘 = 0 the third and fifth harmonic signal vanish due to destructive
interference of radiation produced before the focus with that generated after the focus.
Figure 4.1 depicts this harmonic signal amplitude as a function of the normalised
confocal parameter 𝑏∆𝑘 in the case of an infinite, uniform non-linear medium and
tightly focussed beams. For a phase-mismatch ∆𝑘 ≤ 0 both the third and the fifth
harmonic vanish, due to a destructive interference of radiation produced before the
focus with that generated after the focus. This effect is caused by the Gouy phase
shift and prevents for example THG in bulk media.
The situation is different at an interface, though, which is illustrated in figure 4.2.
In particular, the medium is no longer uniform, but the refractive index and the
Figure 4.2: Low-order harmonic generation at an interface with a tightly focussed
laser beam. The substrate is scanned along the optical axis with a distance 𝑧𝜔 between
the surface and the beam waist 𝑤0. Both media are described by their refractive index
𝑛 and the non-linear susceptibility 𝜒.
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Figure 4.3: Amplitude of the third harmonic signal at an interface as a function of
distance 𝑧𝜔 to the beam waist 𝑏. Only close to the interface third harmonic radiation is
efficiently generated within a FWHM set by the confocal parameter 𝑏.
non-linear susceptibility change from 𝑛m, 𝜒m in the medium to 𝑛d, 𝜒d in vacuum or
air. Thus, efficient harmonic generation at the interface is realised via constructive
interference. Concentrating on the THG process, and a single interface with perfect








Here, 𝑧𝜔 describes the distance between the interface and the beam waist [Sch02] as
sketched in figure 4.2. The resulting THG amplitude is plotted as a function of this
distance in figure 4.3. By scanning the interface along the optical axis the THG signal
is optimised, which is only efficiently generated near the beam waist. It peaks when
the interface is at the beam waist position and the FWHM is given by the confocal
parameter 𝑏.
THG at interfaces has been studied experimentally in various solids [Tsa95] and also
in liquids [Tsa96a]. Since odd order non-linear susceptibilities do not vanish, not
only the third harmonic is generated at an interface, but also the next higher order
process, namely fifth harmonic generation (FHG). However, THG has been found to be
≈ 105 times more efficient than FHG, indicating the generation process’ perturbative
behaviour [Pan89; Tsa96a].
Surface harmonic generation is further enhanced by making use of local resonances
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e.g. plasmon resonances on metal surfaces [Tsa96b]. THG from a sample with optical
antennas deposited on the surface is therefore an ideal tool to characterise the antennas
in terms of their resonance properties [Sch09].
4.3 High-order harmonic generation
So far the interaction between atoms and the incident laser beam has had a perturbative
character with peak intensities in the range of up to 1013Wcm−2[Trä07]. For higher
intensities the interaction becomes strongly non-perturbative and, among other things,
HHG is possible [Kra92; Sch97].
Figure 4.4 shows a sketch of a typical harmonic spectrum generated in a gaseous
medium, with the maxima occurring at odd integer multiples of the fundamental laser
frequency. Within region I the intensity of low-order harmonics decreases rapidly with
increasing order according to perturbation theory [Pan89] and is thus referred to as
the perturbative regime. In the plateau region II on the other hand, the harmonic
intensity stays relatively constant over many harmonic orders [Fer88; McP87]. This
observation of a plateau in the harmonic spectrum is not explained by perturbation
theory. The end of the plateau is marked by the cutoff in region III, where the
harmonic intensity again decreases rapidly with harmonic order.
In general microscopic and macroscopic aspects have to be considered separately
in HHG. The former is intuitively described by a semi-classical model introduced
in section 4.3.1 and originates from the non-linear response of the atoms to the
strong laser field. Macroscopic effects on the other hand, are caused by the coherent
Figure 4.4: Sketch of a typical spectrum of high-order harmonics generated in a
gaseous medium. The labelled areas are the perturbative region I, the plateau region II
and the cutoff region III.
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superposition of the fields emitted by all the atoms in the generating volume and are
explained in section 4.3.2.
4.3.1 Semi-classical model
The semi-classical model explains the response of a single atom to the incident strong
laser field [Cor93]. Both the laser field and the electron motion in the field are described
classically, whereas the atom’s electronic states are considered quantum mechanically.
The generation process is then decomposed into three steps depicted in figure 4.5,
where subfigure (a) shows the atomic potential without an external laser field.
Ionisation
Assuming a strong-field low-frequency regime, the atomic potential is deformed
significantly leading to a lowered Coulomb barrier. Thus, the electron tunnels out
from the core and tunnel ionisation becomes the dominating ionisation process as
depicted in figure 4.5 (b). In general the tunnelling probability is high, when the
electric field is at its maximum and minimal, when the electric field has a zero-crossing.
Furthermore, the electron velocity 𝑣0 after the ionisation is assumed to be zero and
the electron is located at the nucleus’ position.
Acceleration
From this starting point the electron undergoes oscillations in the electric field 𝐸,
while the Coulomb force from the nucleus is neglected. The mean kinetic energy
Figure 4.5: Semi-classical model of high-order harmonic generation. Subfigure (a)
shows the atomic potential without an external laser field. In (b) the laser field has
lowered the Coulomb barrier and electrons tunnel out from the core. These electrons
are accelerated within the field (c) and can recombine with the parent ion (d), resulting
in an emission of an XUV photon.
4.3 High-order harmonic generation 57





where 𝑒 denotes the electron charge, 𝑚e the electron mass and 𝜔 the laser frequency.
𝑈p is also known as the ponderomotive potential. When the laser field switches its
sign, the electron travels in reverse direction and can thus return to its origin as shown
in figure 4.5 (c).
Recombination
Some of these returning electrons interact with their parent ion and lead to a radiative
recombination depicted in figure 4.5(d). This light emission occurs at odd harmonics
of the fundamental laser frequency. According to classical mechanics, the maximum
kinetic energy acquired by the electron is 3.17𝑈p. In combination with the atom’s
binding energy 𝐼p, the maximum photon energy is therefore given by
𝐸max = 3.17𝑈p + 𝐼p . (4.5)
Empirical values for the maximum kinetic energy range from 3.0 to 3.2 [Kra92; LHu93;
Sch97].
The assumptions made by the semi-classical model have been justified by a full
quantum mechanical theory, where a strong field approximation (SFA) to solve the
time-dependent Schrödinger equation (TDSE) has been employed [Lew94]. Moreover,
numerical simulations of the semi-classical model are qualitatively in good agreement
with results from the full quantum mechanical description of HHG by the TDSE
[Cor93; LHu91]. However, quantitative differences of up to one order of magnitude
occur.
4.3.2 Phase-matching conditions/macroscopic effects
As for low-order harmonics described previously, phase-matching is also important for
efficient HHG. In case of HHG, however, different phase contributions play a role and
compete with each other.
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Geometric phase
For HHG the fundamental laser beam is tightly focussed to reach the necessary peak
intensities. The resulting change in wavefront curvature leads to a spatially dependent
phase in comparison with a plane wave. This phase is typically referred to as the
geometric phase and given by









𝜆𝑅(𝑧)⏟  ⏞  
radial component
, (4.6)
where the first term represents the Gouy-phase along the propagation axis and the
second term the phase resulting from the wavefront curvature. By defining a wave
vector 𝑘1(𝑟,𝑧), the coherence length 𝐿coh, i.e. the length in which radiation interferes
constructively, is determined [Bal97]. 𝑘1 describes the focussed laser beam and the
wavefront’s locus. Assuming beam propagation in 𝑧-direction, the wave vector becomes
𝑘1 = 𝑘1 · 𝑒z +∇Φgeo , (4.7)
with 𝑘1 = 2𝜋/𝜆. Further phase contributions are considered via pseudo wave vectors to
calculate the total phase-mismatch ∆𝑘.
Atomic phase
Another major phase contribution results from the electrons produced within high-
order harmonic generation. While in the continuum, the electrons accumulate quantum
phase, leading to a phase lag with respect to the generating laser field. It is usually
referred to as the atomic phase and is obtained from the time-dependent dipole
moment. Both the dipole strength as well as the phase depend on the intensity 𝐼.
Within certain intensity ranges the latter is to a first order given by
Φat(𝑟,𝑧) ≈ −𝛼 · 𝐼(𝑟,𝑧) . (4.8)
Here, 𝛼 is a coefficient depending on the quantum path [Bal97], which is numerically
determined from quantum mechanical calculations [Lew94]. Figure 4.6 shows the dipole
strength and the atomic phase for the seventh harmonic in xenon for intensities of up to
2 · 1014Wcm−2. In the plateau regime, i.e. for intensities larger than 5 · 1013Wcm−2,
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Figure 4.6: Dipole strength and dipole phase of the seventh harmonic in xenon as a
function of intensity. The data is obtained from numerical simulations based on SFA
solutions to the TDSE [Lew94]. For intensities higher than 5 · 1013Wcm−2 the seventh
harmonic lies in the plateau, leading to phase fluctuations caused by quantum path
interference. The dashed lines indicate piecewise linear phase approximations for the
plateau and cutoff regime.
the phase fluctuates. This is caused by different quantum paths interfering with each
other. For lower intensities only one quantum path contributes, which leads to a
smooth phase. The proportionality factors are 𝛼cutoff = −27.8 · 10−14 cm2 W−1 and
𝛼plateau = 1.1 · 10−14 cm2 W−1 respectively. The wave vector describing atomic phase
contributions is
𝐾(𝑟,𝑧) = ∇Φat ≈ −𝛼∇𝐼(𝑟,𝑧) . (4.9)
Dispersion effects
Principally, neutral atoms as well as free electrons affect phase-matching for HHG.
However, for the case of HHG utilising optical antennas the calculated maximum peak
intensities are in the order of 1.3 · 1014Wcm−2 as shown in figure 3.17. For xenon,
this leads to less than 10% of ionised atoms and a coherence length of more than
1mm. Given the typical antenna dimensions, this is already five orders of magnitude
larger than the generation volume. Therefore, free electrons are not further considered
for phase-matching.
The situation is similar for neutral atoms: with an estimated gas pressure at the
sample in the millibar regime the coherence length due to neutral atoms alone is in the
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order of several millimetres. Thus, this effect is also not considered in the following.
Generalised phase-matching condition
The previously introduced phase contributions, namely the geometric phase in equa-
tion (4.7) and the atomic phase in equation (4.9), yield the wave vector of the harmonic
beam 𝑘𝑞, which is
𝑘𝑞(𝑟,𝑧) = 𝑞𝑘1(𝑟,𝑧) +𝐾(𝑟,𝑧) . (4.10)
Its length is then 𝑘𝑞 = 𝑞𝜔/𝑐 and the phase-mismatch becomes
∆𝑘 = 𝑘𝑞 − |𝑞𝑘1 −𝐾| . (4.11)




|𝑘𝑞 − |𝑞𝑘1 −𝐾|| . (4.12)
Areas with a small phase-mismatch therefore have large coherence lengths, indicating
a significant contribution to the overall harmonic signal and vice versa [Roo99]. In
the following the coherence length is used to assess phase-matching conditions for the
case of nano-structure enhanced HHG.
4.3.3 Phase-matching in the case of optical antennas
To analyse the phase-matching conditions in the case of HHG utilising optical antennas,
the effects described in section 4.3.2 are examined numerically. Instead of relying on
the linear approximation for the atomic phase, results from the quantum mechanical
model [Lew94] were used. The necessary parameters are taken from the experiment
and are listed in table 4.1. Figure 4.7 depicts the coherence length of the seventh
and ninth harmonic in xenon as a function of propagation distance 𝑧 and the beam
radius 𝑟, with the fundamental beam propagating from left to right. White areas
indicate a coherence length of at least 1mm, i.e. five orders of magnitude larger than
the thickness of the generation volume of approximately 50 nm. For both harmonics
the interplay between the geometric and the atomic phase is clearly visible from the
bow tie like features in the plots. For the seventh harmonic, the focus is particularly























































































(b) Phase matching map for the 9th
in xenon
Figure 4.7: Phase-matching map for different harmonic orders as a function of
propagation distance and beam radius. The fundamental beam propagates from left to
right.
pronounced in the centre with coherence lengths in the order of 0.1mm as shown in
figure 4.7(a). The same feature is also found for the ninth harmonic in figure 4.7(b),
but less distinct. Interestingly, there is an area of good phase-matching directly after
the focus for the seventh harmonic, similar to the case of conventional HHG [Sal95],
which is followed by an area with a lower coherence length.
Figure 4.8 gives an overview of the coherence length along the propagation axis
for various harmonic orders using two different length scales. On a scale of 10−4m
depicted in figure 4.8(a), phase-matching limits the harmonic generation around the
beam waist for higher harmonic orders. On a length scale of one micron however,
perfect phase-matching is achieved. Bearing the optical antenna dimensions with
a thickness of 50 nm in mind, phase-matching is not expected to have a significant
influence on HHG utilising optical antennas. This is particularly interesting from a
Table 4.1: Simulation parameters to analyse phase-matching conditions
parameter value
ionisation potential 𝐼p 12.1 eV (xenon)
confocal parameter 𝑏 6 · 10−4 m
peak intensity 𝐼 1 · 1014 W cm−2
pulse duration 𝜏 7 fs
central wavelength 𝜆 820 nm























































































(b) Phase-matching map on a length
scale of 1µm.
Figure 4.8: Overview over phase-matching along the propagation axis for various
harmonics at different length scales. Already for a generation volume with a thickness of
1 µm perfect phase-matching is achieved. Therefore for HHG utilising optical antennas,
no phase-matching effects are expected to influence the generation process.
theoretical point of view, since it opens up the opportunity to experimentally study
microscopic and macroscopic effects of HHG independently.
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4.3.4 Field inhomogeneities
So far, the presented models did not consider the field inhomogeneity introduced
by optical antennas and bow tie antennas in particular. Moreover, the presence of
metallic particles confines the electrons produced during the HHG process within
the gap area since they can principally collide with the metal. Since the highest
electric fields occur close to the antenna surface, one can assume that this effect
would especially influence cutoff harmonics. Recently, the semi-classical model as
well as the quantum mechanical model based on the SFA were extended to include
both the field inhomogeneity and the confinement of the electron movement [Cia12;
Hus11]. Interestingly, both models predict an extension of the observed cutoff and
also a generation of even harmonics due to a broken symmetry. For a fundamental
wavelength of 800 nm electron confinement effects have a low influence on the harmonic




The following chapter concentrates on the experimental realisation of nano-antenna
enhanced harmonic generation. First, two production techniques used to fabricate
the antennas are briefly introduced. This is followed by a description of the antenna
characterisation in terms of their resonance properties and thermal stability. The
non-linear medium and its density have a major influence on HHG. Consequently, the
gas nozzle is also characterised to accurately determine the gas density at the sample.
Finally, the experimental setup and the results on nano-antenna enhanced harmonic
generation are described in detail.
5.1 Production techniques
In order to perform experiments with optical antennas, reliable and reproducible pro-
duction techniques are necessary. Given the typical antenna dimensions, a resolution
below 10 nm is needed to define critical dimensions. Assuming a desired antenna
length of 100 nm, an undesired length change by 10 nm would already lead to an error
of 10% with major effects on the resonance. Bearing this in mind, current production
techniques are pushed to their limits and thus producing optical antennas according
to the design parameters is a major challenge, when performing experiments with
them [Müh05].
In general, there are two approaches for producing optical antennas. Bottom-up
approaches on one hand are based on chemical synthesis and self-assembly of metal
nano-particles in solution and are therefore experimentally easy to realise. However,
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to create non-trivial structures like bow tie antennas appropriate assembly strategies
are required. These production techniques are therefore not considered further. On
the other hand, top-down approaches such as electron beam lithography (EBL) and
focussed ion beam (FIB) milling are capable of producing large arrays of almost
identical and well defined antennas [Tse08]. Both techniques have been used to
manufacture optical antennas for the experiments conducted within this thesis and
are briefly described in the following.
5.1.1 Electron beam lithography
Electron beam lithography (EBL) is a technique commonly used to fabricate optical
antennas on a flat substrate [Dor10; Fro04; Han09; Sch05]. The manufacturing steps
are sketched in figure 5.1. First the substrate is coated with a high-resolution electron-
sensitive resist such as PMMA (a), which is then patterned with a focussed electron
beam (b). These patterns are then developed and selectively removed with a solvent (c).
Subsequently a thin gold film with the desired thickness is evaporated onto the sample,
covering both the voids and the remaining resist (d). Finally, the remaining resist is
removed with a solvent, which leaves the metal structures in the voids unaffected and
the written structures are uncovered (e).
Small structures in particular are easily destroyed during the lift off process, because
the gold film does not stick well to the substrate material. Therefore, an adhesion
layer of chromium with a thickness of less then five nanometres is used to increase the
structures’ stability. However, this layer can significantly increase the surface plasmon’s
damping [Hua10a]. Despite this effect, within this thesis all samples produced with
EBL use an adhesion layer made of chromium.
A major advantage of EBL is, that large arrays of nano-structures can be easily
produced. Therefore the antenna arrays have a diameter of 25µm, which enables a
variety of different focal spot sizes ranging from 20.6 µm× 13.8 µm to 8.2µm× 5.6µm
and also allows a shift of the focal spot if necessary.
5.1.2 Focussed ion beam milling
Another manufacturing process for optical antennas is focussed ion beam (FIB) milling
[Cub06; Kim08], which is sketched in figure 5.2. Here, a thin adhesion layer is also
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Figure 5.1: Electron beam lithography: A substrate is first coated with a high-
resolution electron-sensitive resist (a) and then patterned with an electron beam (b).
Afterwards, the written patterns are developed with a solvent (c). Gold is then
evaporated onto the sample to cover the voids as well as the resist (d). Finally, the
remaining resist is removed with a second solvent and the antennas are uncovered.
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Figure 5.2: Focused ion beam milling: A substrate material is coated with an adhesion
layer to improve the mechanical stability of the produced antennas (a). Afterwards a
gold film of desired thickness is deposited onto the substrate (b). The antennas are then
patterned with a gallium ion beam, whereupon all unwanted material is sputtered away
(c). Only the antennas remain on the substrate (d).
(a) Rod-type antenna produced with EBL. (b) Bow tie antenna produced with FIB
Figure 5.3: SEM images of produced nano-antennas. In case of EBL only the antennas
remain on the substrate, whereas for FIB fabricated antennas the space between antenna
blocks is still covered in gold to reduce the production time.
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placed onto the substrate (a) before the gold film is deposited (b). A large variety of
deposition processes can then be used to produce the gold film on top of the adhesion
layer. Evaporation techniques for instance result in gold films with many small crystal
grains of different size. A more uniform gold film with smaller crystal grain sizes on
the other hand is obtained by using a sputtering technique. This allows a significantly
higher spatial resolution, which is only exceeded by single crystalline metal flakes
[Hua10a]. The patterning itself is performed by a focussed gallium ion beam which
is scanned over the sample. Ion collisions cause a cascade within the gold film and
particles are sputtered away from their original position (c), which leaves the desired
structure on the substrate (d) [Tse08].
The main advantage of FIB milling is the very good spatial resolution in the range
of 10 nm [Hua10b] and the direct manipulation of the designed structures. However,
the manufacturing process is more time consuming than EBL since all the unwanted
material has to be removed. This is sometimes redeposited onto the produced
structures and causes an unintentional design change. Additionally, the accelerated
ion beam can lead to ion implantation into both the gold film and the substrate with
influences on the dielectric properties of the materials. Recently, gallium residues
have been found to have an impact on the resonance frequency and quality factor of
FIB-produced nano-antennas [Han11].
Several samples used for experiments in this work were produced with FIB milling,
nonetheless. Due to the longer fabrication time, the antenna arrays are smaller than
those produced with EBL, though, and have a quadratic form with an edge length of
20 nm. Figure 5.3 shows exemplary scanning electron microscope (SEM) images of
optical antennas produced with EBL and FIB for the experiments described in the
following.
5.2 Nano-antenna characterisation
All further experiments are based on the same optical setup sketched in figure 5.4. A
homebuilt Ti:sapphire oscillator with < 10 fs pulse duration centred around 820 nm
with an average output power between 270mW to 400mW at a repetition rate of
80MHz is used as a driving laser for the harmonic generation. The pulses are negatively
chirped by several bounces on DCMs to compensate for dispersion added later i.e. a
vacuum window, an achromatic lens and the substrate. It is fine-tuned via a pair of
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Figure 5.4: Sketch of the optical setup for nano-antenna enhanced harmonic generation.
A homebuilt Ti:sapphire oscillator delivers pulses with a pulse duration of <10 fs. Several
reflections on a pair of DCMs in combination with a pair of fused silica wedges are then
used to compensate for the dispersion of all used optical components in the setup. A
telescope with a ratio of 1:3 then increases the beam size to tightly focus the laser beam























(a) Driving laser spectrum with a bandwidth
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(b) Corresponding IAC trace of the laser
pulse at the sample, after focussing with a
200mm achromatic lens. It features a pulse
duration at FWHM of 9 fs.
Figure 5.5: Spectrum and IAC trace of the driving laser. The pulse duration is
measured behind the sample and thus confirms a well matched dispersion compensation.
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thin fused silica wedges, where one wedge can be moved relative to the other. Finally,
a telescope with a ratio of one to three expands the beam size to enable tight focussing
with a variety of achromatic lenses.
Figure 5.5(a) shows the laser spectrum with a bandwidth of more than 300 nm. The
corresponding interferometric autocorrelation (IAC) trace at the sample, i.e. with all
optical components installed, is plotted in figure 5.5(b). It features a pulse duration
of 9 fs measured at FWHM and demonstrates the correct dispersion compensation.
5.2.1 Third harmonic generation
The antenna design and the corresponding electric field enhancement is characterised
with the setup depicted in figure 5.6, by means of the emitted THG signal. The optical
setup has been described in the previous section and is therefore represented by the
red box. Four different achromatic lenses with focal lengths reaching from 80mm to
Figure 5.6: Sketched THG characterisation setup. For clarity the red box abbreviates
the optical setup in figure 5.4. The laser beam is focussed with an achromatic lens onto
the sample, which itself is mounted onto a two dimensional translation stage to address
individual antenna arrays. These are represented by circles in the SEM image. The
generation volume plays the role of the entrance slit to maximise the collection efficiency
of the grating monochromator. A PMT detects the generated radiation behind the
monochromator’s exit slit. Green arrows indicate translation stages.
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200mm can be used for harmonic generation leading to different focal spot sizes and
hence different peak intensities, which are listed in table 5.1. The lens is mounted
on a translation stage to adjust the focal position as indicated by the green arrow,
without breaking the vacuum. The sample with the nano-antennas is attached to a
second translation stage moving in 𝑥- and 𝑦-direction to selectively address different
antenna arrays, which appear as circles in the SEM image in figure 5.6. The laser
polarisation and the antenna axis are aligned parallel to each other. To efficiently
detect the generated harmonic radiation a confocal monochromator setup is used,
where the generation volume acts as an entrance slit. The sample is thus mounted in
the focal point of the toroidal mirror and the photon collection efficiency is maximised
[Li89; Lin03]. Finally, a photomultiplier tube (PMT) capable of single photon counting
(Hamamatsu H8259-09) is used in combination with a photon counter (Scientific
Research SR400) to measure the harmonic signal behind the exit slit.
Order of non-linearity and generation process
Figure 5.7(a) shows the generated THG signal as a function of the laser power and a
cubic fit to the data. For this measurement rod-type antennas, which are produced
with EBL are used. According to the datasheet of the PMT, the response is linear for
up to 2.5 · 106 counts/s and has an upper limit of 12.5 · 106 counts/s. The non-linearity
for higher count rates is already apparent in figure 5.7(a) for laser powers larger than
300mW. Neglecting count rates higher than 2.5 · 106 counts/s, the signal is fitted with
a cubic function, which resembles the data perfectly and thereby confirms the order
of the process. A further cross-check is performed by flipping a UV-grade fused silica
substrate and a BK7 substrate into the harmonic beam. In the former case, the signal
is reduced, whereas in the latter case it vanishes completely. Hence the radiation has
a wavelength of less than 300 nm, which is in agreement with the third harmonic of
Table 5.1: Focal spot sizes for different achromatic lenses and corresponding peak
intensities. The latter are calculated by taking the reconstructed pulse profile and the
pulse duration from the IAC measurement into account.
focal length focal spot size / µm peak intensity / 1011 W cm−2
200 mm 20.6× 13.8 1.8
120 mm 12.4× 8.2 5.1
100 mm 10.4× 7.0 7.2
80 mm 8.2× 5.6 11.4















laser power / mW























focus position / mm








(b) Third harmonic signal in dependence of
the focus position. Dashed lines serve as a
guide to the eye.
Figure 5.7: Third harmonic signal characterisation in terms of incident laser power
and focus position. The signal increases with the laser power cubed and is generated at
the surface of the substrate. It is therefore used to characterise the nano-antennas.
the driving laser at 273 nm.
To understand the radiation’s origin, the focal spot is scanned in 𝑧-direction, while the
sample is fixed. In figure 5.7(b) the generated THG signal is plotted with respect to
the focal position using a thick bare substrate. Two pronounced maxima appear with
a spatial separation of 1.5mm, which is exactly the substrate’s thickness. Differing
peak photon numbers for the front and back surface are caused by an increased pulse
duration due to propagation of the laser pulse through the thick substrate. More
specifically the incident 9 fs pulse is lengthened to 19 fs. Nonetheless, the experiment
confirms the harmonic generation at the surface as described in section 4.2 and
measured previously for other materials as well [Tsa95]. The generated THG can
therefore be used to characterise the surface and hence the antennas [Sch09], as
described below.
Surface maps
Since the THG process is sensitive to local resonances on the substrate’s surface, their
spatial distribution i.e. the position of the antenna arrays is determined by scanning
the sample systematically in 𝑥- and 𝑦-direction, while measuring the harmonic signal
at a wavelength of 280 nm. This way different antenna lengths are also resolved in
the surface maps. For this particular measurement, bow tie antennas produced with
FIB are used, although the technique serves as a tool for alignment purposes on a
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(c) Detail map of fourth
column in (a).
Figure 5.8: Colour coded third harmonic signal as a function of 𝑥- and 𝑦-position to
locate individual antenna arrays. Differences in the THG signal between the top and
bottom row are due to different antenna arm lengths. Differences within one row are
caused by imperfections resulting from the manufacturing process.
daily basis. Figure 5.8(b) shows the colour coded THG signal as a function of 𝑥- and
𝑦-position. All antenna arrays from the sample design figure 5.8(a) are reproduced
although the intensity varies between different fields and especially between the top
and the bottom row. The latter is due to different antenna arm lengths, which is
140 nm in the top row and 200 nm in the bottom row respectively. Within one row
differences are explained by imperfections resulting from the manufacturing process.
For example the antenna length or the opening angle can vary slightly, which is even
the case within one antenna array. A detailed scan of the far right antenna arrays
with a higher spatial resolution is shown in figure 5.8(c). The spatial dimensions with
the quadratic shape and an edge length of 20µm are clearly visible in the bottom field.
In the top field on the other hand, three brighter spots indicate different resonance
properties with respect to the surrounding antennas. This illustrates the necessity to
closely match the design parameters as well as the achievable accuracy of the FIB
manufacturing technique.
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Spectrum
The differences between the rows in figure 5.8(b) become clear by examining the
respective spectra, plotted in figure 5.9. They are measured using the antenna arrays
in the third column in figure 5.8(b) and show a spectral shift with respect to the
antenna length. For 140 nm antenna arms, the maximum occurs at 280 nm indicating
a resonance wavelength of 840 nm. For 200 nm antenna arms on the other hand, the
peak is located at 285 nm leading to a resonance wavelength of 855 nm. This spectral
red-shift is in agreement with the simulations presented in section 3.6 and theoretical
considerations from section 2.7.2. Due to the broad laser spectrum, with a bandwidth
of more than 300 nm, both resonance wavelengths are covered and the spectral shift
is observed in the experiments.
The different maximum photon numbers of 8 · 105 s−1 nm−1 and 12 · 105 s−1 nm−1,
however, are not explained by the simulations, which predict a higher field enhancement
for the shorter antenna length. Consequently the generated THG signal should also
be higher. On the other hand, the signal is highly dependent on the number of
contributing emitters, which cannot easily be controlled when illuminating only a part
of the whole antenna array. Varying antenna quantities are therefore most likely the

































Figure 5.9: Third harmonic spectrum for 140 nm and 200 nm antenna arms. Longer
antenna arms exhibit a red-shifted resonance with respect to shorter antennas. Differing
maximum photon numbers point to unequal quantities of illuminated antennas.
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Field enhancement
Due to the small feed gap size it is difficult to measure the field enhancement directly
[Sch10a]. Instead the intensity enhancement is estimated by comparing the measured
THG signal from the nano-antennas with that from the bare substrate. Within this
estimation the feed gap size is considered to take the limited interaction volume of
the nano-antennas into account. Estimated intensity enhancement factors are in the
order of 300 for FIB-produced bow tie antennas.
In summary the optical antennas produced with EBL or FIB are resonant for the
fundamental laser spectrum and the generated THG signal allows a characterisation of
their resonance properties and an estimation of the intensity enhancement. Moreover,
the antenna arrays are localised on the sample by measuring a surface map, which
allows to individually address different antenna designs.
5.2.2 Thermal stability
Despite the spectral antenna properties, their thermal stability is also of major
importance for HHG experiments with incident peak intensities in the range of
1011Wcm−2 as outlined in section 3.6. Previous measurements not only indicate
third harmonic generation at a surface but also fifth harmonic generation (FHG)
 
 











































(b) Signal at 118 nm emitted by nano-
antennas fabricated with FIB milling. Af-
ter 100 s the sample was slightly moved to
illuminate a fresh spot.
Figure 5.10: Harmonic signal in dependence of illumination time for different fab-
rication techniques. In both cases the signal drops exponentially and stabilises at a
significantly reduced level. This points to an initial change of the original antenna
design, which is not altered further.
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[Tsa96a]. Higher-order non-linear processes scale strongly with the electric field and
thus with the field enhancement of the antennas. Therefore, for instance a reduced field
enhancement caused by antenna damage is observed much more easily with processes
of higher order than THG. Section 5.4 describes measurements of higher harmonic
orders conducted within this thesis in full detail. To characterise the antennas’ thermal
stability the generated fifth harmonic (i.e. at 164 nm) is used in case of EBL-produced
antennas and radiation at 118 nm for those fabricated with FIB milling.
Figure 5.10 shows the harmonic signal at the indicated wavelengths for EBL- and
FIB-produced antennas as a function of time. In both cases the harmonic signal
decays exponentially and stabilises at a significantly reduced level. So the original
antenna design is first changed for instance due to thermal reshaping and then remains
in a different shape without further changes [Wan11]. The measurement was started
immediately after addressing a new antenna array and briefly maximising the signal.
Therefore, the starting time is accurate within a few seconds. This is also illustrated
in figure 5.10(b) where the sample was slightly moved after approximately 100 s to
illuminate a fresh spot within the antenna array. Consequently the harmonic signal
increases again until the respective antennas are also changed as before and the signal
drops again. To assess the reshaping process, SEM images are taken before and after
laser pulse illumination.
(a) Rod-type antennas before illumination (b) Rod-type antennas after illumination
Figure 5.11: SEM images of EBL-produced optical antennas before and after illumi-
nation. After the fabrication identical rod-type antennas are found on the substrate,
whereas after illumination most of the antennas have melted into half spheres of compa-
rable size and only a few rod like structures remain. Additionally a thin organic layer is
observed on the sample.
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EBL-produced antennas
Figure 5.11 shows SEM images of EBL-produced rod-type nano-antennas before and
after illumination. Before illumination nearly identical optical antennas are found on
the substrate as expected. After illumination on the other hand, most of the antennas
have melted into half spheres of comparable size and only a few rod structures remain.
Moreover, an additional organic layer is found on both the substrate and the antennas.
The organic nature of this layer is revealed during the SEM analysis by a significant
darkening of the layer. This behaviour occurs in electron microscopy when organic
bonds are cracked [Gol03] and can in this case only be caused by oil contamination.
The rotating vane pump can be ruled out as source of the contamination because
additional oil filters were used at the vacuum side. However, no sample contamination
was observed after removing a turbo molecular pump. Unfortunately no further EBL-
produced antennas were available after the removal, meaning that the influence of
contamination cannot be determined. Nonetheless, melting is obviously the dominating
damage process as indicated by the final antenna shape since a half sphere has a
significantly lower surface tension than a rod-type antenna.
FIB-produced antennas
Analogous measurements were carried out with FIB-produced bow tie antennas as
shown in figure 5.12. Figure 5.12 depicts the antennas after finishing the fabrication
process, where some antennas exhibit small features highlighted by the circle, which
are caused by imperfections of FIB milling. Due to their small size, these features in
particular should be much more sensitive to thermal damage than larger ones. However,
like the surrounding antennas they are found to be unchanged after illumination when
focussing with a 200mm and 120mm achromatic lens as shown in figure 5.12(b). With
a tighter focus, i.e. focussing with a 80mm achromatic lens, slight occasional damage
is found for 200 nm antennas and regular damage due to melting for 140 nm ones
as shown in figures 5.12(c) and 5.12(d), respectively. This is in agreement with the
simulations described in section 3.4, which also showed a damage threshold depending
on the antenna length. In further experiments 170 nm antennas were also found to
be thermally stable, which validates the qualitative behaviour shown in figures 3.16
and 3.17. Quantitatively, however, differences occur which are caused by the simplicity
of the temperature distribution model to solve the diffusion equation. Taking a non-
uniform temperature distribution inside the nano-particle into account, the maximum
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(a) Bow tie antennas before illumination. (b) Bow tie antennas after illumination.
Laser beam focussed with 200mm and
120mm achromatic lens.
(c) 140 nm antenna arm length after illumi-
nation. Laser beam focussed with 80mm
achromatic lens.
(d) 200 nm antenna arm length after illu-
mination. Laser beam focussed with 80mm
achromatic lens.
Figure 5.12: Bow tie antennas before and after illumination with varying antenna
arm lengths and different achromatic lenses used to focus the laser beam. Only above
an intensity threshold antenna destruction is observed (c). Additionally the destruction
strongly depends on the antenna arm length since 140 nm long antennas are widely
damaged (c), whereas only a few 200 nm long antennas are changed (d).
antenna temperature is slightly lowered by approximately 8% [Baf11]. This leads to
an increased damage threshold for the antennas, as found in the experiments.
The damaged antennas are depicted at a higher magnification in figure 5.13 using
backscattered electrons (figure 5.13(b)) or secondary electrons (figure 5.13(c)), respec-
tively. Since the intensity of the former is mostly dependent on the atomic number,
the image reveals material information of the analysed area. Materials with a higher
atomic number generally lead to a higher signal, i.e. appear brighter and vice versa.
All bright areas in figure 5.13(b) therefore consist of gold, whereas the dark areas
represent the substrate material. Secondary electrons on the other hand, are only
generated in the top sample layer with a thickness of a few nanometres and hence























(a) Energy dispersive spectrum of the spot shown in (b) and (c). Only peaks associated with
gold, aluminium, oxygen and carbon are found, pointing to a damage of the substrate material.
(b) Backscattered electron image resulting
in a material contrast. Dark areas represent
the substrate and bright areas represent the
gold film.
(c) Secondary electron image to obtain
information about the sample’s topography.
Figure 5.13: SEM analysis of damaged antennas with different detectors and energy-
dispersive X-ray spectroscopy. According to spectrum (a) no contamination is present
in the analysed area, while from (b) the destroyed antennas are clearly visible. (c)
reveals information about the sample’s topology and points towards a damaged substrate
material.
surface in close proximity to the antennas, although the adjacent substrate material
is not altered. Additional information about the chemical compounds in the analysed
area is gained by energy-dispersive X-ray spectroscopy, where the electron beam leads
to the emission of characteristic X-ray radiation. This radiation is then measured with
an energy resolved detector to obtain an energy spectrum. Details concerning the
detection of different electrons as well as further information about energy-dispersive
X-ray spectroscopy are found in [Gol03]. The respective energy spectrum plotted in
figure 5.13(a) only contains measurable peaks for gold, aluminium, oxygen and carbon.
The latter is caused by handling the sample outside a sealed atmosphere and is low
in comparison with the others. Most prominent are the peaks from aluminium and
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oxygen, which result from sapphire as a substrate material. Since the antennas only
comprise a small part of the whole array, the gold peaks are also low compared with
those from e.g. oxygen. Most importantly no other peaks occur and sample contami-
nation is ruled out as a source for the incongruities in the secondary electron picture.
From the simulations, peak intensities in the range of 1013Wcm−2 are expected in
close proximity to the antennas and in the feed gap. For sapphire, optical breakdown
with subsequent shape changes has been observed previously at a threshold intensity of
(1.4± 0.4) · 1013Wcm−2 [Lin96]. The incongruities are therefore most likely caused by
a damaged substrate material, resulting in a final topography shown in figure 5.13(c).
As indicated by the described measurements, thermal damage not only to the antennas
but also to the substrate material occurs for the highest peak intensities accessible
with the presented experimental apparatus. This is in agreement with previous
experiments by Kim et al. [Kim12], who reported an analogous behaviour. Nonetheless,
thermally stable antenna designs have been experimentally found in agreement with the
previously introduced temperature evolution calculations. Most of the measurements
on HHG utilising plasmonic field enhancement are consequently performed with




So far the driving laser as well as the nano-antennas have been thoroughly characterised.
For THG the number of emitters has a large influence on the signal, since the harmonic
intensity scales with the number of contributing atoms squared. As outlined in
chapter 4 HHG is usually experimentally realised in gaseous media. For the particular
case of HHG in combination with optical antennas a gas jet is used to feed gas onto
the sample. To assess the number of atoms contributing to the harmonic signal, the
gas nozzle is characterised with a velocity map imaging (VMI) spectrometer [Epp97].
In figure 5.14 the respective setup is sketched, with the gas nozzle placed in the middle
between the extractor and the repeller electrode. The gas distribution behind the
nozzle is then determined by ionising nitrogen atoms with a laser beam, which are
produced by focussing the beam of a commercial chirped pulse amplification (CPA)
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Figure 5.14: Sketched VMI setup to characterise the gas nozzle used for HHG. Nitrogen
atoms are fed into the VMI chamber from different nozzle heights. In the laser focus
atoms are ionised and then detected spatially resolved with a MCP. By scanning the
laser focus across the gas jet, its spatial distribution is finally reconstructed. Green
arrows indicate translation stages.
laser system into the VMI vacuum chamber. The focussing lens itself is mounted on
translation stages in 𝑥- and 𝑦-direction (as indicated by the green arrows) to scan the
laser focus across the gas jet while detecting the generated ions in a spatially resolved
manner with a combination of a phosphorus-coated multi channel plate (MCP) and a
sensitive CCD camera. Details about the particular measurement technique and the






































































(b) 2.75mm distance to the nozzle.
Figure 5.15: Reconstructed gas density behind the nozzle for two different distances.
Approximately hundred images are used for the reconstruction at each distance. A
varying overlap between individual images causes the fringes present in (a). A reduced
gas density is clearly seen for larger distances.
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Figure 5.15 shows the sum of approximately hundred single images to reconstruct
the gas density in the 𝑥𝑦-plane for two different 𝑧-positions. The fringes present in
figure 5.15(a) are caused by a varying overlap of the underlying single images for a
constant step size in both dimensions. Nonetheless, the resulting gas jet with its spatial
distribution is clearly visible with a nearly circular shape. For larger separations from
the nozzle, the gas density drops significantly as expected.
For each 𝑧-position the FWHM is determined in 𝑥- and 𝑦-direction, grouped and
fitted with a linear function. The intersection of these fit curves then reveals the
previously unknown nozzle position. Both the fit curves and the gas density at different
𝑧-positions are plotted in figure 5.16 to illustrate the gas density behind the nozzle.
From the fit data a divergence angle of 33° is obtained.
5.3.2 Number of atoms at the sample
As pointed out above, the number of atoms contributing to the harmonic signal
has a major influence on the harmonic intensity. With the previously determined
gas distribution behind the nozzle and a mass flow detector the number of atoms
at the sample is accessible. First, the experimental results for the gas density are
Figure 5.16: Three dimensional representation of the gas density. The edge of the gas
jet is set to the FWHM for each measurement. The dashed lines show a linear fit of the
calculated widths from which a divergence angle of 33° is obtained.
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approximated by a number of slices with increasing radii. The radius itself is given by
the distance to the nozzle and the divergence angle 𝛼. Assuming a slice thickness of





𝜋 𝑧2 tan𝛼2 1 nm
. (5.1)
Here, 𝑚 is the atomic or molecular mass of the used gas and 𝑗m the respective mass
flow. For xenon and a divergence angle of 33° the gas density becomes





Equation (5.2) only depends on the mass flow 𝑗m, which is experimentally determined.
A detailed derivation of equations (5.1) and (5.2) is given in [Wal11].
For the particular experiment, typical distances between the sample and the gas nozzle
are in the order of 100µm and the measured mass flow is 0.175 sccm (measured with a
MKS 647C controller), which is approximately 1.7 · 10−5 g s−1. Hence, the gas density
at the sample is in the order of 7.4 · 10−2 atoms/nm3. Furthermore, for a 50 nm thick
bow tie antenna with a gap size of 20 nm the conservatively estimated interaction
volume is 20 nm× 50 nm× 40 nm leading to 2.9 · 103 atoms in it. Since roughly 200
antennas are illuminated with the laser pulse, in total 5.9 · 105 atoms contribute to
the harmonic signal.
In case of HHG in a gas jet by far more atoms contribute to the harmonic signal as
pointed out by Sivis et al. [Siv12]. Therefore a reduced harmonic intensity is expected,
which for their experimental conditions is estimated as
𝐶nano
𝐶conv
. 10−8 . (5.3)
Here, 𝐶nano and 𝐶conv denote the conversion efficiency for nano-structure-enhanced and
conventional HHG respectively. Kim et al. [Kim12] on the other hand, report ∼ 8 · 104
gas atoms in the interaction volume and therefore reach a ratio of 10−4. Although
the interaction volume was estimated more conservatively for the calculations above,
almost ten times more atoms contribute to the harmonic signal in the experiments
presented in this thesis and the ratio thus becomes 7 · 10−4. Using the same interaction
volume as Kim et al., the ratio increases even to 10−2 and nano-structure enhanced
HHG should well be possible.
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5.4 Harmonic generation
Figure 5.17 sketches the experimental setup for nano-antenna enhanced HHG ex-
periments. The principal design is equivalent to the one used for characterising the
antennas introduced earlier. Additionally gas is fed onto the sample via the gas nozzle
previously characterised. The nozzle can be tilted backwards and forwards as well as
left and right to optimise the alignment between the gas jet and the laser focus. Again,
the laser focus plays the role of the entrance slit of the monochromator to maximise
the collection efficiency as for other high-repetition-rate or early HHG experiments
[Li89; Lin03]. The THG signal generated is detected with the known PMT, whereas
higher harmonic orders are measured with an electron multiplier (Photonis 4751G-CsI)
in combination with a photon counter (Stanford Research SR400). The electron
multiplier is coated with caesium iodide to increase the quantum efficiency to around
20% over a wide spectral range [Bur10]. By flipping a mirror into the harmonic beam
and setting the monochromator to the appropriate wavelength, it is possible to easily
switch between HHG and THG signal detection. This allows for the addressing of
Figure 5.17: Sketched experimental setup for nano-antenna enhanced HHG. The
principal design is equivalent to the THG setup in figure 5.17. Additionally, gas is fed
onto the sample through a gas nozzle. For alignment purposes it is possible to switch
between a detection with the PMT and an electron multiplier. Both detectors are
connected to a photon counter.
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different antenna arrays during the experiments as well as alignment cross checks.
To cover the whole spectral range of interest, the toroidal grating can be switched
between one designed for 110 nm to 310 nm and a second one for 20 nm to 220 nm.
The latter has twice as many grooves (2400 grooves/mm) as the first one, though,
and for mechanical reasons only a spectral range from 20 nm to 110 nm is accessible.
Nonetheless, via a combination of both gratings, a broad spectral range is covered.
In the following, all spectra and photon numbers are corrected for the diffraction
efficiency and the detection efficiency of the respective grating and detector unless
otherwise stated. Moreover the spectral resolution of the monochromator is taken
into account to obtain a spectral density from the measured count rates.
5.4.1 Low harmonic orders
Figure 5.18 shows the generated harmonic spectrum of EBL-produced rod-type
optical antennas. It is corrected for the detection efficiency set by the grating and
the electron multiplier and was taken under vacuum conditions with a background
pressure of 1 · 10−6mbar. The harmonic orders of the driving laser are indicated by
































Figure 5.18: Measured spectrum using rod-type optical antennas, which are produced
with EBL. Grey background shading indicates harmonic orders of the driving laser,
where the width is determined from the fundamental laser spectrum. The incident
intensity is in the order of 1011Wcm−2 and a strong fifth harmonic signal is found
without feeding gas onto the sample. The radiation is therefore generated at the
substrate’s surface. In agreement with perturbation theory no higher harmonic orders
are found.
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117 nm. The width of the shading is determined from the fundamental laser spectrum.
A pronounced peak is measured at the fifth harmonic, which reveals a ratio of 10−5 in
comparison with peak signals from THG measurements. This is identical to previously
reported results [Tsa96a] and confirms the perturbative behaviour of the generation
process. Moreover, the harmonic signal also originates from the surface as no gas was
fed onto the sample.
No radiation is measured at the seventh harmonic order, which is in agreement with
perturbation theory.
5.4.2 Higher harmonic orders and fluorescence
EBL-produced nano-antennas
A measured spectrum also using rod-type optical antennas and feeding xenon gas with
a backing pressure of 400mbar onto the sample is plotted in figure 5.19(a). The high
backing pressure in this experiment is due to a smaller nozzle size as compared to the
one characterised in section 5.3. The background pressure in the main experimental
chamber is 5 · 10−5mbar and 1 · 10−6mbar at the electron multiplier. Grey background
shading indicates the harmonic orders of the driving laser, whereas the orange lines
represent xenon plasma lines and their respective relative intensities [San05]. The
green dashed line shows the noise floor caused by dark counts from the electron
multiplier.
A significant fifth harmonic signal is measured at 164 nm, although it is two orders
of magnitude smaller than in the previous measurement. Additionally a signal six
times smaller is found at 147 nm, which vanishes as soon as the gas flow is turned
off and therefore does not originate from the surface, but from the interaction of the
enhanced laser field with the xenon atoms. In general, the total photon flux is only in
the order of 102 s−1 nm−1, which is mainly caused by thermal destruction processes
analysed in more detail in section 5.2.2. These limit the integration time and lead to a
maximum spectral resolution of one nanometre in the measured spectra. Nonetheless,
the peak at 147 nm is resolved and belongs to the 6𝑠→ 5𝑝 transition in neutral xenon,
demonstrating a spectral resolution high enough to detect isolated atomic lines in the
spectrum. The difference in the FHG signal in figures 5.19(a) and 5.18 points to a



































(a) Fifth harmonic and fluorescence from
































































(c) Measured spectrum in xenon with
































(d) Detail scan between 111 nm and 125 nm
to circumvent thermal destruction processes.
Figure 5.19: Measured spectra in xenon with rod-type nano-antennas at a backing
pressure of 400mbar. Grey background shading indicates harmonic orders of the driving
laser, whereas orange lines represent xenon plasma lines and their respective relative
intensities. Green dashed lines show the noise floor set by dark counts from the electron
multiplier. Apart from the fifth harmonic, all spectral features require a xenon gas flow
and are attributed to discrete transitions in neutral and single ionised xenon atoms.
Figures 5.19(b) and 5.19(c) show a spectrum taken with a different sample under
equivalent conditions to the previous experiment with different 𝑦-axis scales to highlight
weaker features in the spectrum. Here, the total photon flux for the fifth harmonic is
in the order of 104 s−1 nm−1, pointing to an increased field enhancement. Additionally
a signal two orders of magnitude lower is found around 117 nm, i.e. at the spectral
position of the seventh harmonic. Again the signal vanishes as soon as the gas flow is
turned off and the green dashed line in figure 5.19(c) represents the noise floor from
the electron multiplier.
Early experiments on HHG with intensities of 3 · 1013Wcm−2 reported fluorescence
contributions from neutral and ionised xenon to their spectrum [Li89] or even nearly
identical photon numbers for the harmonic radiation and the atomic line emission
[LHu91]. Surprisingly, the emission from the 6𝑠 → 5𝑝 transition in neutral xenon
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is less pronounced in figure 5.19(c) than in figure 5.19(a) and the spectral features
cannot be directly assigned to discrete transitions in neutral xenon or Xe+ ions. Since
the integration time is still limited by destruction issues, a small spectral range from
111 nm to 125 nm was measured separately and is plotted in figure 5.19(d), with
the green dashed line indicating the noise floor. The xenon plasma line at 119 nm
corresponds to a transition in neutral xenon, whereas the others belong to transitions
in Xe+.
Due to the spectral resolution, different atomic lines are not resolved in the spectrum.
Nonetheless, the overall shape points to a superposition of the individual contributions.
Moreover a strong transition in Xe+ is located at 110 nm, which fits well to the
measured spectrum. Experiments on tunnel ionisation in noble gases have found an
intensity threshold of approximately 6 · 1013Wcm−2 for the generation of Xe+ ions
[Aug89] and laser intensity effects in the energy distribution of electrons produced
in multiphoton ionisation were observed for intensities of roughly 1 · 1013Wcm−2
[Lom85]. Although the radiation around 117 nm is most likely caused by fluorescence
and not by harmonic generation, the spectra point to an enhanced laser intensity in
the range of 1013Wcm−2, i.e. a field enhancement of at least two orders of magnitude.
Thus, the laser intensities necessary for high-order harmonic generation are in this
case reached with the optical antennas used, despite thermal destruction processes
which limit the overall performance.
In conclusion, antennas facilitating a higher photon flux are necessary to measure with
an increased spectral resolution and enable further experiments. Spatial coherence
measurements, for example, give additional information on the origin of the radiation
generated, since harmonic generation is a coherent process with a well-defined beam
profile. Higher photon fluxes have been obtained with FIB-produced nano-antennas
and the respective results are described in the following.
FIB-produced nano-antennas
In figure 5.20, exemplary spectra for 200 nm bow tie antennas are plotted with sub-
figure (a) covering a broader spectral range and sub-figure (b) showing a detail scan
around 90 nm. For both spectra xenon gas with a backing pressure of 200mbar was fed
onto the sample and the nozzle position has been optimised. The nozzle is identical to
the one characterised in section 5.3. Grey background shading indicates the harmonic




































































(b) Detail scan between 80 nm and 110 nm
at a different fundamental wavelength. (spec-
trum is not efficiency corrected)
Figure 5.20: Measured spectra in xenon with 200 nm bow tie antennas at a backing
pressure of 200mbar. Grey background shading indicates harmonic orders of the
driving laser, whereas orange lines represent xenon plasma lines and their respective
relative intensities. Radiation from multiple plasma lines is found around 104 nm (a).
Surprisingly, these contributions do not show up at a different central wavelength of the
driving laser, which is shown in (b).
relative intensities [San05]. In general, the photon flux is at least an order of magnitude
higher than in previous measurements. Moreover, the antennas were less affected by
thermal damage due to their increased length. Most strikingly, high photon numbers
are detected between 100 nm and 110 nm, which is attributed to multiple plasma lines
in this spectral range. A pronounced peak with the highest photon numbers is found
at 117 nm, where only four plasma lines can contribute to the total signal. Taking
the relative intensities into account and comparing the photon numbers with those
at 104 nm a lower signal is expected if plasma radiation alone is its source. Another
spectral peak coincides with the spectral position of the ninth harmonic at 91 nm.
However, the spectral width is smaller than expected for the harmonic radiation.
Due to different laser parameters, i.e. centred around 810 nm instead of 820 nm, the
alignment was cross-checked, which requires the grating with a design wavelength
from 110 nm to 310 nm. Therefore, no diffraction efficiency is known for the spectral
range below 110 nm and the spectrum in figure 5.20(b) has not been corrected for it.
As before, the dashed green line indicates the noise floor caused by dark counts from
the electron multiplier. Interestingly no plasma line contributions for wavelengths
larger than 95 nm are found in the spectrum. However, a pronounced peak at 90 nm
is present, which does not directly coincide with xenon plasma lines.
Additional spectra were taken under identical conditions as before with 170 nm
antennas to maximise the electric field enhancement as pointed out in section 3.6.





























Figure 5.21: Measured spectra in xenon with 170 nm long bow tie antennas at a
backing pressure of 200mbar. Again, radiation from multiple plasma lines is found
around 104 nm, but surprisingly few photons are detected around 117 nm. The highest
photon numbers occur at 76 nm, which is close to the eleventh harmonic of the driving
laser.
The central laser wavelength is 820 nm as expected and figure 5.21 shows an efficiency-
corrected spectrum in the range between 50 nm and 120 nm to detect higher harmonic
orders. As before, significant photon numbers are detected around 104 nm, which result
from discrete transitions in single-ionised xenon [San05]. Surprisingly few photons
are measured at 117 nm, though. The highest photon numbers are found at 76 nm,
which is close to the spectral position of the eleventh harmonic. Slightly less signal is
present at 91 nm, i.e. at the ninth harmonic order.
To distinguish between harmonic radiation and fluorescence in the spectra, detailed
measurements at the spectral position of the seventh harmonic were performed. For
alignment purposes and additional cross-checks, these were again performed with the
grating designed for 110 nm to 310 nm. Both the resulting efficiency-corrected and the
uncorrected spectrum are shown in figure 5.22. The green dashed line in figure 5.20(a)
indicates the known noise floor and atomic line contributions at 147 nm and 125 nm
match to the measured spectrum well. Additionally, a sharp spectral peak occurs
at 117 nm with higher photon numbers than expected from plasma radiation alone.



































(a) Spectrum without correcting for the































(b) Diffraction efficiency corrected spectrum.
Figure 5.22: Measured spectra in xenon with 170 nm long bow tie antennas at a
backing pressure of 200mbar. Again radiation from multiple plasma lines is found
around 104 nm. The highest photon numbers occur at 117 nm, which is close to the
seventh harmonic of the driving laser. Spectral features at 125 nm and 147 nm can be
directly assigned to discrete transitions in xenon.
Due to the low diffraction efficiency of the grating in this spectral range, the photon
numbers are relatively low, but still significant since they lie above the noise floor.
In summary, the spectra obtained with FIB-produced nano-antennas are all in contrast
to data reported by Kim et al. [Kim08], who claim to have observed harmonic
radiation alone without additional lines resulting from plasma radiation in an identical
experiment. They are however in agreement with early experiments on HHG with
peak intensities of 3 · 1013Wcm−2, where contributions from neutral and single-ionised
xenon to the spectra have been found [LHu91; Li89]. These intensities are well within
reach in the feed gap of the nano-antennas and atomic line emission as an incoherent
process is likely to occur. This is supported by the observed changes to the sapphire
substrate, which require peak intensities of at least 1 · 1013Wcm−2 as outlined in
section 5.2.2 in order to appear. An insufficient field enhancement from the nano-
antennas as a possible source of error is therefore highly unlikely. Moreover, atomic
line emission alone has been found in independent experiments on HHG in the presence
of optical antennas, which further confirms the measured spectra [Siv12].
However, particularly figures 5.20(b) and 5.22 contain hints for harmonic generation as
well. Because the harmonic radiation and some xenon plasma lines are emitted at the
same wavelength, a spectral analysis alone cannot resolve the origin of the generated
photons. Unfortunately this is also the case for krypton, which has a similar ionisation
potential as xenon. Atomic line emission and HHG on the other hand differ strongly
in terms of their spatial coherence properties. Since HHG is a coherent process, a
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well-defined beam profile is expected, whereas atomic line emission is incoherent and
therefore uniformly distributed. Additional measurements to resolve the spatial profile
of the emitted radiation are thus introduced below.
5.4.3 Beam profile measurements
The earlier introduced setup for HHG has been extended and is sketched in figure 5.23.
For clarity, all known parts are left out. The beam profile measurements itself are
performed with a razor blade, which is mounted on a translation stage and scanned
across the exit slit of the monochromator as indicated by the green circle. The
harmonic signal is then recorded as a function of the blade position either with the
electron multiplier or the PMT.
A typical measurement of the third harmonic signal and an error function fit are
plotted in figure 5.24(a). The fit resembles the data well and reveals a beam radius of
1.2mm. Figure 5.24(b) shows the corresponding beam profile along the exit slit of
the monochromator.
Unfortunately, technical defects prevented measurements for higher harmonic orders
or atomic lines so far. In particular the vacuum feedthrough for the translation stage
caused pressure changes at the electron multiplier of approximately one order of
magnitude. These led to an electric breakdown with possible damage to the electron
multiplier. Therefore, the origin of the generated radiation currently remains an
open question. Measurements with the third harmonic demonstrate the experimental
feasibility of the technique though, and with a modified design additional insight is
envisaged.
Figure 5.23: Sketched experimental setup for beam profile measurements in the UV.
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(a) Measured data and fitted error function
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(b) Fitted beam profile for the third har-
monic signal.




In this thesis, optical antennas and their suitability for nano-structure enhanced high-
order harmonic generation (HHG) were analysed both numerically and experimentally.
The necessary peak intensities for HHG have been reached in experiments and measured
spectra have been shown to contain indications for harmonic generation in noble gases.
Numerical simulations based on the finite difference time domain (FDTD) method
provided a detailed understanding of nano-antennas and are in good agreement with
experimental results. In particular, thermal damage processes have been found to
limit the antenna performance in experiments. Consequently, these processes have
been included into the modelling and a length depending intensity threshold was
predicted for bow tie antennas. This also enabled an optimisation of these antennas
with respect to the near-field intensity enhancement while avoiding thermal damage.
An antenna length slightly off resonance proved to be best in this case and an optimal
antenna design with a length of 160 nm, an opening angle of 30°, a gap size of 20 nm,
and a thickness of 30 nm has been found.
Additionally, the phase-matching conditions for nano-structure-enhanced HHG were
also analysed numerically to assess possible phase-matching effects. On the rele-
vant length scale of the antenna thickness, perfect phase-matching was found for
experimentally feasible harmonic orders. This has two major consequences: First,
phase-matching effects do not limit the generation of high-order harmonics. Secondly,
an independent observation of the microscopic and the macroscopic response in HHG
is envisaged which offers the possibility of improving existing theoretical models of
the HHG process.
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96 6 Summary and Outlook
To verify the obtained numerical results experimentally, a compact and versatile
scientific apparatus was developed. Based on the third harmonic radiation generated
at the surface, the optical antennas were thoroughly characterised and a significant
intensity enhancement has been found. Estimated intensity enhancement factors are
in the order of 300 for focussed ion beam (FIB)-produced bow tie antennas, i.e. peak
intensities of 1013Wcm−2 are feasible. In separate measurements, peak intensities
in the range of 1013Wcm−2 to 1014Wcm−2 emerged, which is sufficient for HHG.
Moreover, the numerically-predicted dependence of the intensity threshold on the
antenna length was observed experimentally and is qualitatively in good agreement
with the performed simulations. As expected, the optimised bow tie antenna design
was not thermally destroyed and also produced the highest photon fluxes. Thus, the
optical antennas are well-described by the simulations and also proved to work well in
experiments.
For measurements on high-order harmonics, the gas jet used was characterised to gain
access to the number of atoms contributing to the harmonic signal. The divergence
angle and the mass flow were determined experimentally resulting in approximately
2.9 · 103 atoms per antenna feed gap. This number is more than ten times larger than
previously anticipated in comparable experiments [Kim12].
The measured spectra on nano-structure-enhanced HHG contain contributions from
various spectral lines originating from neutral and single-ionised xenon. The necessary
peak intensities for high-order harmonic generation have therefore clearly been reached
in the experiments. Additionally, the spectral peaks found match harmonics of the
driving laser, but are also in close proximity to those from atomic transitions. Therefore,
the observed features could not unambiguously be attributed to HHG or atomic line
emission, via spectral measurements alone.
Outlook
Currently, there is renewed interest in this field with interesting prospects and several
ideas for future experiments exist. Most importantly, additional measurements on the
spatial profile of the generated radiation will allow the distinguishment of HHG from
atomic line emission. A successful verification of HHG would open up new intriguing
experiments on frequency combs in the extreme ultraviolet regime.
To achieve this goal, further improvements to the experimental setup can be made.
For instance, an additional sapphire layer coated on top of the antennas after the
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fabrication process could help to thermally stabilise the antennas. This would po-
tentially increase the damage threshold and higher intensity enhancement factors
are envisaged, thus helping to increase the total photon flux. Moreover, antennas
produced from single crystalline gold flakes have nearly perfect edges and hence a
reduced damping is expected. This in turn should lead to an increased intensity
enhancement. Alternatively, the fundamental wavelength can be shifted into the
infrared spectral region. Resonant antennas are larger there, which makes it easier
to manufacture them according to the design parameters. Secondly, all materials
for plasmonic applications behave more like ideal metals in that spectral range, also
leading to reduced losses. Antennas produced from single crystalline gold flakes,
which are designed for the infrared, are therefore the most promising candidates for a
significantly increased intensity enhancement.
Other improvements aim at an increased number of atoms fed at the sample to increase
the total photon flux. This could either be achieved by further optimising the gas
nozzle or by switching to a different concept altogether. One possible approach is
to use a gas cell to significantly increase the gas pressure at the sample and hence
the number of atoms. However, the gas propagates co-linearly with the harmonics
generated and also towards the detector, which can lead to absorption. In solid
state materials on the other hand, the atom density is naturally orders of magnitude
higher than in gases. By focussing onto a fused silica substrate with a peak intensity
of 8 · 1013Wcm−2 harmonics up to the eleventh order have already been observed
[Rau07]. Moreover, low-order harmonics have already been generated at the surface
of the substrate as shown in chapter 5. Hence, by changing to a setup where the
harmonics are generated in reflection rather than in transmission and the optical
antennas are embedded into a material such as sapphire or fused silica, for example,
high-order harmonic generation seems feasible.
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