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1 Introduccio´n
Los nu´meros naturales e incluso los racionales siempre han estado presentes a lo largo de
la historia ya que se usaban para contar y para hacer particiones respectivamente. Pero
histo´ricamente, los matema´ticos se han ido encontrando con la necesidad de ampliar los
sistemas nume´ricos para resolver problemas algebraicos y geome´tricos. Gauss, Cauchy y
otros matema´ticos estaban familiarizados con los nu´meros complejos obtenidos a partir
de de los reales por adicio´n de una solucio´n imaginaria i de la ecuacio´n x2 = −1.
Sabemos que los complejos nos ayudan a estudiar cuestiones geome´tricas del plano, as´ı
por ejemplo, un giro en el plano no es ma´s que la multiplicacio´n por un nu´mero complejo
de norma unidad. En 1835, William Rowan Hamilton (1805-1865) se planteo´ extender los
nu´meros complejos a un sistema en dimensio´n tres, que pudiera jugar un papel geome´trico
en el espacio ana´logo al que desempen˜an los nu´meros complejos en el plano. Segu´n explica
el propio Hamilton, el 16 de octubre de 1843, paseando por el puente de Brongham,
que cruza el canal Real de Dubl´ın, se dio´ cuenta de que necesitaba an˜adir una cuarta
dimensio´n, comprendiendo as´ı la estructura de los cuaterniones. Acto seguido grabo´ con
la punta de su navaja, sobre una piedra del puente, la feliz idea (esta inscripcio´n no se
conserva hoy d´ıa). En el lugar donde Hamilton realizo´ el descubrimiento, la Royal Irish
Academy erigio´ una placa conmemorativa.
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Al d´ıa siguiente de su descubrimiento, Hamilton escribio´ una carta a su amigo John
Graves en la que le dec´ıa:
Una l´ınea de especulacio´n matema´tica muy curiosa se me ocurrio´ ayer, y sin duda
la encontrara´s interesante. Sabes que llevo mucho tiempo intentando una “Teor´ıa de
Ternas” ana´loga a la “Teor´ıa de Pares” o a la representacio´n geome´trica de Mr. Warren
de las cantidades imaginarias. Creo que descubr´ı ayer una “Teor´ıa de Cuaternios”, que
incluye la “Teor´ıa de Ternas” buscada.
Hamilton part´ıa de los nu´meros complejos C = R+Ri y se dio cuenta de que, si an˜ad´ıa una
nueva unidad imaginaria j, tambie´n deb´ıa an˜adir el producto k = ij. Graves decidio´ no
pararse aqu´ı, sino que an˜adio´ una unidad imaginaria adicional l, con lo que deb´ıa an˜adir
los productos il, jl y kl, obteniendo as´ı una a´lgebra real de dimensio´n 8, que extiende la
de los cuaterniones, y que hoy en d´ıa se conoce como el a´lgebra de los octoniones (o de los
nu´meros de Cayley). As´ı, Graves formalizo´ los octoniones en 1844 e, independientemente,
Cayley lo hizo en 1845.
Resumen del trabajo en ingle´s
The first section of this work discusses algebras. Particularly, the algebras which interest
us are division algebras, which are algebras over a field where division is always possi-
ble. Then we introduce quaternions. We show that quaternions are a non-commutative
division algebra. Also we will see how can we express a quaternion through real and
complex matrices of dimensions 2 and 4 respectively, and why the equation z2 + 1 = 0
with z ∈ H has infinite solutions. In the last part of this section, we prove the Frobenius
Theorem which affirms that the only division algebras of finite dimension over R are the
real numbers, the complex numbers and the quaternions.
Hamilton discovered quaternions with the idea of using them to study rotations in 3-
dimensional space. In the third section of this work we will see how to represent 3-
dimensional rotations with unit quaternions.
We will introduce the octonions in the fourth part of this work. We will see that octonions
form a non-associative division algebra.
In the next section we introduce the Cayley-Dickson construction for normed algebras.
By this construction, we can obtain the complex numbers from the real numbers, the
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quaternions from the complex numbers and y the octonions from the quaternions.
Finally, we will see that we can define a cross product in Rn only if n = 1,3 or 7. We will use
this fact to prove a theorem, asserting that the possible dimensions for a normed algebra
over R are only 1,2,4,8. We will deduce from this statement a Theorem of Hurwitz which
states that if n ∈ N, the product of two sums of n squares can be expressed as a sum of
n squares only if n = 1,2,4,8.
2 El a´lgebra de los cuaterniones
2.1 A´lgebras
Definicio´n: Sea A un anillo conmutativo unitario. Una A-a´lgebra es un A-mo´dulo E
provisto de una aplicacio´n A-bilineal:
w ∶ E ×E → E(x, y)↦ w(x, y)
Usualmente denotaremos w(x, y) por x ⋅ y.
Definicio´n:
i) Se dice que E es una A-a´lgebra asociativa si x ⋅ (y ⋅ z) = (x ⋅ y) ⋅ z ∀x, y, z ∈ E.
ii) Se dice que E tiene unidad si existe 1 ∈ E tal que 1 ⋅ x = x ⋅ 1 = x ∀x ∈ E.
iii) Sea E una A-a´lgebra. Se define el centro de E como:
Z(E) = {x ∈ E ∣ ∀y ∈ E x ⋅ y = y ⋅ x}
Entonces, se dice que E es una A-a´lgebra conmutativa si Z(E) = E , es decir, si
x ⋅ y = y ⋅ x para cada x, y ∈ E.
Observacio´n: Una A-a´lgebra asociativa con unidad siempre es un anillo unitario.
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Ejemplos:
i) Todo anillo conmutativo A es una A-a´lgebra tomando como w el producto en A como
anillo.
ii) El A-mo´dulo Mn×n(A) es una A-a´lgebra asociativa con el producto usual de matrices.
iii) Sea f ∶ A → B un morfismo de anillos unitarios, donde A es conmutativo, tal que
f(A) ⊂ Z(B). Entonces B es una A-a´lgebra asociativa donde w es la multiplicacio´n
como anillo.
iv) Sea A un anillo conmutativo. Entonces, A[x1, ..., xn] es una A-a´lgebra por iii).
Definicio´n: Sean E1, E2 dos A-a´lgebras. Se dice que f ∶ E1 → E2 es un morfismo de
A-a´lgebras si verifica:
 f(x1 + y1) = f(x1) + f(y1) ∀x1, y1 ∈ E1
 f(λx1) = λf(x1) ∀λ ∈ A, ∀x1 ∈ E1
 f(x1 ⋅ x2) = f(x1) ⋅ f(x2) ∀x1, x2 ∈ E1
 f(1E1) = 1E2 (si las a´lgebras son unitarias)
Definicio´n: Sean E,F dos A-a´lgebras, se dice que F ⊂ E es una A-suba´lgebra si la
inclusio´n i ∶ F ↪ E es morfismo de A-a´lgebras.
Definicio´n: Sea E una A-a´lgebra. Se dice que E es una a´lgebra con divisio´n si para
cada a ∈ E, b ∈ E, b ≠ 0 existe un u´nico x ∈ E tal que a = bx y existe un u´nico y ∈ E tal
que a = yb.
Observacio´n: Si E es una A-a´lgebra asociativa y unitaria, la condicio´n anterior es equi-
valente a que para cada a ∈ E, a ≠ 0 exista un y ∈ E tal que ay = ya = 1E.
Observacio´n: Si A es un a´lgebra con divisio´n conmutativa, entonces A es un cuerpo.
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2.2 Los cuaterniones
Definicio´n: El a´lgebra de los cuaterniones, que denotaremos por H, es el R-a´lgebra cuyo
espacio vectorial subyacente es R4 y en el que, dados (a1, b1, c1, d1), (a2, b2, c2, d2) ∈ R4, la
multiplicacio´n esta´ definida por:
(a1, b1, c1, d1) ⋅ (a2, b2, c2, d2) = (a1a2 − b1b2 − c1c2 − d1d2, a1b2 + b1a2 + c1d2 − d1c2, a1c2 −
b1d2 + c1a2 + d1b2, a1d2 + b1c2 − c1b2 + d1a2)
Es inmediato comprobar que esta multiplicacio´n es R-bilineal.
Tomando la base {1, i, j, k}, donde 1 = (1,0,0,0), i = (0,1,0,0) , j = (0,0,1,0), k =(0,0,0,1), se tiene que todo α ∈ H se escribe de manera u´nica como α = a + bi + cj + dk,
donde a, b, c, d ∈ R. Es decir, podemos representar los cuaterniones como:
H = {a + bi + cj + dk ∶ a, b, c, d ∈ R}
La tabla de multiplicacio´n de los elementos 1, i, j, k es:
1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
Tabla 1
La regla de multiplicacio´n de los elementos de la base {i, j, k} se puede recordar fa´cilmente
mediante la siguiente figura:
Mientras los complejos son una extensio´n de los reales obtenida por adicio´n de una unidad
imaginaria i tal que i2 = −1, los cuaterniones son una extensio´n generada de manera
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ana´loga an˜adiendo unidades imaginarias i, j y k a los reales donde la multiplicacio´n
viene dada por la Tabla 1.
Definicio´n:
i) Un cuaternio´n de la forma a+0i+0j +0k, donde a ∈ R, se llama real y un cuaternio´n
de la forma 0 + bi + cj + dk se dice que es imaginario puro.
ii) Si a + bi + cj + dk ∈ H, entonces se dice que a es la parte escalar y bi + cj + dk es la
parte vectorial de dicho cuaternio´n.
Observacio´n: Tambie´n se puede describir un cuaternio´n como una pareja:
q = (Re(q), Im(q)) ∈ H
donde Re(q) ∈ R, Im(q) ∈ R3. Entonces, dados (Re(q1), Im(q1)),((Re(q2), Im(q2)) ∈ H,
las fo´rmulas de la suma y el producto se pueden escribir en la forma:
 (Re(q1), Im(q1)) + ((Re(q2), Im(q2)) = (Re(q1) + Re(q2), Im(q1) + Im(q2))
 (Re(q1), Im(q1)) ((Re(q2), Im(q2)) = (Re(q1)Re(q2) − Im(q1)⋅Im(q2), Re(q1)Im(q2) +
Re(q2)Im(q1) + Im(q1) × Im(q2))
donde ⋅ es el producto escalar y × es el producto vectorial en R3.
Observaciones:
i) A diferencia de la multiplicacio´n de los nu´meros reales o complejos, la multiplicacio´n
de los cuaterniones no es conmutativa (en general, q1q2 ≠ q2q1). En la Tabla 1 se
ven claramente varios contraejemplos como:
ij = k ≠ −k = ji
ii) Este hecho trae consecuencias como por ejemplo que a la hora de resolver una ecu-
acio´n polino´mica en H, podemos encontrar un nu´mero de soluciones mayor que el
grado del polinomio, o incluso infinitas soluciones.
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Ejemplo: Si z = (a, b, c, d) ∈ H, la ecuacio´n z2 + 1 = 0 tiene infinitas soluciones ya que:
z2 + 1 = 0⇒ z2 = −1⇒ a2 − b2 − c2 − d2 = −1; 2ab = 0; 2ac = 0; 2ad = 0.
Para satisfacer las tres u´ltimas ecuaciones a = 0 o´ bien b, c, d = 0. Este u´ltimo caso es
imposible ya que b = c = d = 0 implicar´ıa que a2 = −1 y llegar´ıamos a una contradiccio´n
porque a ∈ R. De lo que deducimos que:
a = 0⇒ −b2 − c2 − d2 = −1⇒ b2 + c2 + d2 = 1
As´ı que la ecuacio´n z2 +1 = 0 con z ∈ H tiene como soluciones los puntos la esfera S3 ⊂ R4
de centro 0 y radio 1.
Definicio´n: Sea q = a + bi + cj + dk ∈ H. Se define:
i) El conjugado de q como:
q¯ = a − bi − cj − dk
ii) La norma de q como:
∥q∥ = √qq¯ = √a2 + b2 + c2 + d2 ∈ R+
(La norma de q ∈ H coincide con la norma usual en R4).
Proposicio´n: Dados p = a1 + b1i+ c1j + d1k, q = a2 + b2i+ c2j + d2k ∈ H, α ∈ R se verifica:
i) p¯ = p
ii) pp¯ = p¯p
iii) qp = p¯q¯
iv) ∥αq∥ = ∣α∣∥q∥
v) ∥pq∥ = ∥p∥∥q∥ (multiplicatividad de la norma)
Demostracio´n:
i) p¯ = a1 − b1i − c1j − d1k⇒ p¯ = a1 + b1i + c1j + d1k = p
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ii) pp¯ = (a1 + b1i + c1j + d1k)(a1 − b1i − c1j − d1k) = a21 − a1b1 − a1c1j − a1d1k + a1b1i + b21 −
b1c1k + b1d1j + a1c1j + b1c1k + c21 − c1d1i + a1d1k − b1d1j + c1d1i + d21 = a21 + b21 + c21 + d21
p¯p = (a1 − b1i − c1j − d1k)(a1 + b1i + c1j + d1k) = a21 + a1b1i + a1c1j + a1d1k − a1b1i + b21 −
b1c1k + b1d1j − a1c1j + b1c1k + c21 − c1d1i − a1d1k − b1d1j + c1d1i + d21 = a21 + b21 + c21 + d21
iii) p¯q¯ = (a1 − b1i − c1j − d1k)(a2 − b2i − c2j − d2k) = a1a2 − b1a2i − c1a2j − d1a2k − a1b2i −
b1b2 + c1b2k − d1b2j − a1c2j − b1c2k − c1c2 + d1c2i− a1d2k + b1d2j − c1d2i− d1d2 = (a1a2 −
b1b2− c1c2−d1d2)+(−a1b2− b1a2− c1d2+d1c2)i+(−a1c2+ b1d2− c1a2−d1b2)j +(−a1d2−
b1c2 + c1b2 − d1a2)k = qp
iv) ∥αq∥ = √αqαq = ∣α∣√q¯q = ∣α∣∥q∥
v) ∥pq∥ = √pqpq = √pqq¯p¯ = √pp¯∥q∥ = ∥p∥∥q∥




Observacio´n: Podemos dividir dos cuaterniones p y q de dos maneras distinas: pq−1 =
p
q¯∥q∥2 o´ q−1p = q¯∥q∥2p.
Proposicio´n: H es una R-a´lgebra asociativa en la que todo elemento no nulo tiene in-
verso (es un a´lgebra con divisio´n).
Demostracio´n: Por definicio´n H es un R-espacio vectorial. La multiplicacio´n:
w ∶ H ×H→ H
es R-bilineal y es asociativa. Esto u´ltimo basta comprobarlo para los elementos 1, i, j, k
y se tiene:
(ij)k = i(jk); (ji)k = j(ik); (ik)j = i(kj); (ki)j = k(ij); (jk)i = j(ki); (kj)i = k(ji).
Por otro lado, sea q ∈ H, q ≠ 0. Se tiene:
qq−1 = q q¯∥q∥2 = 1 = q−1q
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luego H es un anillo con divisio´n.
En las siguientes tres proposiciones se explica que C es una suba´lgebra de H y que H es
suba´lgebra de M2×2(C) y M4×4(R). As´ı, cualquier cuaternio´n se puede expresar mediante
una matriz M2×2(C) y tambie´n mediante una matriz M4×4(R).
Proposicio´n: La aplicacio´n:
i0 ∶ C ↪ H
a + bi↦ a + bi
es un morfismo inyectivo de R-a´lgebras (ana´logamente para a+bi↦ a+bj o´ a+bi↦ a+bk).
Demostracio´n
Dados x = a + bi, y = c + di ∈ C, λ ∈ R, se verifica:
 i0(x+y) = i0((a+bi)+(c+di)) = i0((a+c)+(b+d)i) = (a+c)+(b+d)i = (a+bi)+(c+di) =
i0(a + bi) + i0(c + di) = i0(x) + i0(y)
 i0(λx) = i0(λ(a + bi)) = i0(λa + λbi) = λa + λbi = λ(a + bi)i = λi0(a + bi) = λi0(x)
 i0(xy) = i0((a + bi)(c + di)) = i0((ac − bd) + (ad + bc)i) = (ac − bd) + (ad + bc)i =(a + bi)(c + di) = i0(a + bi)i0(c + di) = i0(x)i0(y)
 i0(1) = 1
Proposicio´n: La aplicacio´n:
i1 ∶ H↪M2×2(C)
a + bi + cj + dk ↦ ⎛⎜⎝ a + bi c + di−c + di a − bi
⎞⎟⎠
es un morfismo inyectivo de R-a´lgebras.
Demostracio´n
Dados q = a1 + b1i + c1j + d1k, p = a2 + b2i + c2j + d2k ∈ H, λ ∈ R:
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 i1(q + p) = i1((a1 + a2) + (b1 + b2)i + (c1 + c2)j + (d1 + d2)k) =
= ⎛⎜⎝ (a1 + a2) + (b1 + b2)i (c1 + c2) + (d1 + d2)i−(c1 + c2) + (d1 + d2)i (a1 + a2) − (b1 + b2)i
⎞⎟⎠ =
= ⎛⎜⎝ a1 + b1i c1 + d1i−c1 + d1i a1 − b1i
⎞⎟⎠ +
⎛⎜⎝ a2 + b2i c2 + d2i−c2 + d2i a2 − b2i
⎞⎟⎠ = i1(q) + i2(p)
 i1(λq) = i1(λa1+λb1i+λc1j+λd1k) = ⎛⎜⎝ λa1 + λb1i λc1 + λd1i−λc1 + λd1i λa1 − λb1i
⎞⎟⎠ = λ
⎛⎜⎝ a1 + b1i c1 + d1i−c1 + d1i a1 − b1i
⎞⎟⎠ =
λi1(q)
 i1(qp) = i1((a1a2 − b1b2 − c1c2 − d1d2) + (a1b2 + b1a2 + c1d2 − d1c2)i + (a1c2 − b1d2 +
c1a2 +d1b2)j + (a1d2 + b1c2 − c1b2 +d1a2)k) = a′ + b′i+ c′j +d′k = ⎛⎜⎝ a
′ + b′i c′ + d′i−c′ + d′i a′ − b′i
⎞⎟⎠ =⎛⎜⎝ a1 + b1i c1 + d1i−c1 + d1i a1 − b1i
⎞⎟⎠ +
⎛⎜⎝ a2 + b2i c2 + d2i−c2 + d2i a2 − b2i
⎞⎟⎠ = i1(q)i1(p)
 i1(1) = ⎛⎜⎝1 00 1
⎞⎟⎠
Proposicio´n: Si q ∈ H, se tiene que:
i) i1(q¯) = i1(q)T
ii) ∥q∥2 = det(i1(q))
Demostracio´n




a + bi c + di−c + di a − bi
RRRRRRRRRRRRRR = (a+bi)(a−bi)−(c+di)(−c+di) = a2+b2−(−d2−c2) = a2+b2+c2+d2 =∥q∥2
Observacio´n: Esta representacio´n matricial nos da un isomorfismo entre S3 = {(x20, x21, x22, x23) ∈
R4 ∶ x20 + x21 + x22 + x23 = 1} = {q ∈ H ∶ ∥q∥ = 1} y SU(2) que es el grupo de las matrices
complejas de dimensio´n 2 × 2 que tienen por inversas sus adjuntas y cuyo determinante
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es igual a 1.
Proposicio´n: La aplicacio´n:
i2 ∶ H↪M4×4(R)
a + bi + cj + dk ↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a b c d−b a −d c−c d a −b−d −c b a
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
es un morfismo inyectivo de R-a´lgebras.
Demostracio´n
Dados q = a1 + b1i + c1j + d1k, p = a2 + b2i + c2j + d2k ∈ H, λ ∈ R:
 i2(q + p) = i2((a1 + a2) + (b1 + b2)i + (c1 + c2)j + (d1 + d2)k) =
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝









a2 b2 c2 d2−b2 a2 −d2 c2−c2 d2 a2 −b2−d2 −2c b2 a2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= i2(q)i2(p)
 i2(λq) = λa1+λb1i+λc1j+λd1k =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝








 i2(qp) = i2((a1a2− b1b2−c1c2−d1d2)+(a1b2+ b1a2+c1d2−d1c2)i+(a1c2− b1d2+c1a2+
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d1b2)j + (a1d2 + b1c2 − c1b2 + d1a2)k) = a′ + b′i + c′j + d′k =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝













1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Proposicio´n: Si q ∈ H, se tiene que:
i) i2(q¯) = i2(q)T
ii) ∥q∥4 = det(i2(q))
Demostracio´n
i) q¯ = a − bi − cj − dkÔ⇒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a −b −c −d
b a d −c
c −d a b




























a4b4c4d4 + 2(a2b2 + a2c2 + a2d2 + b2c2 + b2d2 + c2d2) = (a2 + b2 + c2 + d2)2 = ∥q∥4
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2.3 El Teorema de Frobenius
Teorema: Sea D una R-a´lgebra con divisio´n tal que dimRD < +∞. Entonces D es iso-




x↦ x ⋅ 1D
h es inyectiva y es un morfismo de anillos, lo que permite considerar R como un subanillo
de D. Si h es un isomorfismo, D ≅ R.
Supongamos D ≇ R. Entonces podemos tomar d ∈D −R y denotar:
R < d >= {α + βd ∣ α,β ∈ R}
Lema 1: Sea D una R-a´lgebra con divisio´n tal que D ≇ R y sean d ∈ D −R y R < d >={α + β ∣ α,β ∈ R}. Entonces:
i) R < d > es un subconjunto conmutativo maximal de D
ii) R < d > es un cuerpo isomorfo a C
iii) R < d >= {x ∈D ∣ x ⋅ d = d ⋅ x}
Demostracio´n del lema 1
i) Sea R < d >⊂ F ⊂ D, donde F es subespacio conmutativo y de dimensio´n maximal
entre entre los subespacios conmutativos que contienen a R < d >.
Si x ∈D conmuta con los elementos de F entonces se cumple que F +Rx es conmu-
tativo ya que:
∀f1, f2 ∈ F, λ,µ ∈ R (f1 + λx)(f2 + µx) = f1f2 + f1µx + λxf2 + λxµx = f2f1 + µxf1 +
f2λx + µxλx = (f2 + µx)(f1 + λx)
Como F es maximal y F + Rx es conmutativo entonces F + Rx = F y por lo tanto
x ∈ F . As´ı, F es subconjunto conmutativo maximal de D.
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ii) Ahora bien, si x ∈ F y x ≠ 0 entonces x−1 ∈ F puesto que:
∀y ∈ F xy = yx⇒ x−1y = yx−1
As´ı, F es un cuerpo (obviamente es subanillo de D).
Como R ⊂ F es una extensio´n finita y F ≇ R, por el teorema fundamental del a´lgebra,
se tiene que F ≅ C.
En particular, se tiene que:
dimRF = 2
dimRR < d >= 2
Esto implica que F = R < d >.
iii) Si ∈ D conmuta con d ∈ D −RÔ⇒ x ∈ D conmuta con los elementos de F = R < d >Ô⇒ x ∈ F = R < d >
Por el lema 1, D contiene un subanillo (R < d >) isomorfo a C. Entonces ∃i ∈ D tal que
i2 = −1 y podemos identificar R < i > con C.
As´ı, D tiene una estructura de C-espacio vectorial dada por la multiplicacio´n (por la
izquierda):
λ ∈ C, x ∈D⇒ λ ⋅ x
Entonces podemos considerar:
T ∶D →D
x↦ x ⋅ i
que es un endomorfismo del C-espacio vectorial D.
Como T 2 = −Id, los u´nicos posibles valores propios de T son ±i.
Sean:
D+ = {x ∈D ∣ xi = ix} el conjunto de los vectores propios de valor propio +i.
D− = {x ∈D ∣ xi = −ix} el conjunto de los vectores propios de valor propio −i.
Es obvio que D+ ∩D− = {0}. Adema´s, D =D+ ⊕D− pues si x ∈D, entonces:
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x = 1
2
(x − ixi) + 1
2
(x + ixi)
donde 12(x − ixi) ∈D+ y 12(x + ixi) ∈D− pues:
 (x − ixi)i = xi − ixii = xi − ix(−1) = xi + ix
i(x − ixi) = ix − iixi = ix − (−1)xi = ix + xi
 (x + ixi)i = xi + ixii = xi + ix(−1) = xi − ix = 0
i(x + ixi) = ix + iixi = ix + (−1)xi = ix − xi = 0
Se tiene adema´s:
a) D+ ≅ C
Es cierto ya que C = R < i > = elementos que conmutan con i =D+.
b) x, y ∈D−⇒ x ⋅ y ∈D+
Pues i(xy) = x(−1)y = −xiy = −xy(−i) = (xy)i.
Si D− = 0 entonces D ≅ C.
Supongamos D− ≠ 0, entonces tenemos que probar que D ≅ H.
Lema 2: dimCD− = 1.
Demostracio´n del lema 2
Sea α ∈D−, α ≠ 0. La aplicacio´n:
ϕ ∶D →D
x↦ x ⋅ α
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Como D+ ≅ C⇒ dimCD+ = 1⇒ dimCD− = 1.
Lema 3: α2 ∈ R y α2 < 0.
Demostracio´n del lema 3
Por el lema 1, R < α > es un cuerpo, as´ı α2 ∈ R < α >. Por otro lado, α2 ∈ C por a) y b).
Entonces se tiene que α2 ∈ C ∩R < α >= R.
Falta ver que α2 < 0. Si suponemos que α2 > 0, entonces x2 − α2 = 0 tiene dos soluciones
reales distintas, adema´s de una tercera solucio´n α. As´ı, α2 tiene dos ra´ıces en R y una ra´ız
α. Este hecho nos lleva a una contradiccio´n, ya que α2 tendr´ıa tres ra´ıces en R < α >= C.
Sea j = α√−α2 , entonces j2 = −1. Sea k = ij.
Por el lema 2, dimCD− = 1, entonces dimRD− = 2. Por otro lado, dimCD+ = 1 de manera
que dimRD+ = 2. Finalmente, como D =D+ ⊕D−, entonces dimRD = 4.
Como i(ij) = i(−ji) = −(ij)i, entonces j, k ∈ D−. Adema´s, j, k son R-independientes,
luego j, k generan D− sobre R.
Como 1, i generan D+ sobre R y j, k generan D− sobre R, se tiene que D esta´ generado
por 1, i, j, k sobre R.
Las relaciones:
i2 = −1, j2 = −1, k = ij, ij = −ji, ik = −ki
son las mismas que las que definen H. As´ı, D ≅ H.
3 Rotaciones en el espacio de dimensio´n tres
Consideremos un vector n⃗ = (n1, n2, n3) ∈ R3 unitario, entonces se puede expresar una
rotacio´n de a´ngulo θ que tiene como eje de rotacio´n el vector n⃗ mediante la llamada
fo´rmula de Rodrigues :
R(n⃗, θ)(v⃗) = (cos θ)v⃗ + (sin θ) (n⃗ × v⃗) + (1 − cos θ) (n⃗ ⋅ v⃗)n⃗
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donde v⃗ ∈ R3.
En esta seccio´n veremos que R(n⃗, θ) se puede representar mediante cuaterniones imagi-
narios puros utilizando el hecho de que existe una biyeccio´n entre R3 e ImH:
τ ∶ R3 ←→ ImH(α,β, γ)↦ αi + βj + γk
Proposicio´n: Sean R(n⃗, θ) ∶ R3 → R3 una rotacio´n y Tq ∶ ImH→ ImH la transformacio´n
que env´ıa el cuaternio´n imaginario puro p al producto de cuaterniones q p q¯, donde
q = cos 12θ + (n1i + n2j + n3k) sin 12θ. Entonces el siguiente diagrama conmuta:
R3
R(n⃗,θ)−−−−→ R3
τ ↕ ↕ τ
ImH
Tq−−−→ ImH
De manera que, a cada rotacio´n tridimensional le corresponde un cuaternio´n unitario y
viceversa. Observemos que q p q¯ = q p q−1 ya que como ∥q∥ = 1⇒ q−1 = q¯.
Demostracio´n:
Supongamos que un vector v⃗ ∈ R3 rota un a´ngulo θ alrededor de un eje, determinado por
el vector unitario n⃗ = (n1, n2, n3) ∈ R3. Y sea u⃗ = R(n⃗, θ)(v⃗).
Podemos asociar a cada vector el cuaternio´n correspondiente:
v⃗ ←→ qv⃗ = (0, v⃗)
u⃗←→ qu⃗ = (0, u⃗)
Como q = cos 12θ + (n1i + n2j + n3k) sin 12θ, si denotamos α = cos 12θ y β = sin 12θ, podemos
expresar q de la siguiente forma:
q = α + (βn1)i + (βn2)j + (βn3)k = (α,βn⃗)
Observemos que:
∥q∥ = √qq¯ = √α2 + β2n21 + β2n22 + β2n23 = √α2 + β2(n21 + n22 + n33) = √α2 + β2 = 1
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Calculamos el producto q qv⃗ q¯ usando las propiedades del producto escalar y el producto
vectorial, entonces obtenemos:
q qv⃗ q¯ = (α,βn⃗)(0, v⃗)(α,−βn⃗) = (0, v⃗ + 2βα n⃗ × v⃗ + 2β2 n⃗ × (n⃗ × v⃗))
Si utilizamos las identidades:






1 − cos θ = 2 sin2 1
2
θ = 2β2
Se tiene que q qv⃗ q¯ = (0, v⃗ + (sin θ) n⃗ × v⃗ + (1 − cos θ) n⃗ × (n⃗ × v⃗)).
Ahora utilizando la identidad: n⃗ × (n⃗ × v⃗) = (n⃗ ⋅ v⃗)n⃗ − (n⃗ ⋅ n⃗)v⃗ = (n⃗ ⋅ v⃗)n⃗ − v (por ser v⃗
unitario), obtenemos la fo´rmula de Rodrigues :
q qv⃗ q¯ = (0, (cos θ)v⃗ + (sin θ) (n⃗ × v⃗) + (1 − cos θ) (n⃗ ⋅ v⃗)n⃗)
Por lo tanto:
q qv⃗ q¯ = qu⃗ ←→ u⃗ = (cos θ)v⃗ + (sin θ) (n⃗ × v⃗) + (1 − cos θ) (n⃗ ⋅ v⃗)n⃗
Con esto se ha demostrado que el producto de cuaterniones q qv⃗ q¯ corresponde v´ıa τ con
una rotacio´n de a´ngulo θ alrededor del eje n⃗.
Corolario: La composicio´n de rotaciones en R3 es una rotacio´n en R3.
Demostracio´n: Sea p ∈ ImH. La rotacio´n alrededor del eje n⃗ = (n1, n2, n3) con un a´ngulo
θ se corresponde con:
ImH
Tq−−→ H
pz→ q p q¯
donde q = cos 12θ + (n1i + n2j + n3k) sin 12θ.
Ahora rotemos el cuaternio´n imaginario puro q p q¯ alrededor de un eje n⃗′ = (n′1, n′2, n′3)
con un a´ngulo θ′:
ImH
Tq′−−→ H
q p q¯ z→ q′(q p q¯)q¯′ = (q′q) p (qq′)
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donde q′ = cos 12θ′ + (n′1i + n′2j + n′3k) sin 12θ′.
Observamos que Tq′ ○ Tq = Tq′q que corresponde a una rotacio´n en R3 por la proposicio´n
anterior.
Observacio´n: A veces es ma´s eficaz usar cuaterniones para representar una rotacio´n
tridimensional que usar matrices de rotacio´n ya que la necesidad de almacenaje de datos
es menor y por lo tanto el coste computacional de su manejo es mucho ma´s rentable. Por
el contrario, la visualizacio´n de la rotacio´n es menos intuitiva usando cuaterniones.
Ejemplo: El truco del cinturo´n
Consiste en fijar un extremo de un cinturo´n y rotar el otro extremo un a´ngulo de 360○(1
vuelta) o bien de 720○ (2 vueltas) sobre su eje ma´s largo. La idea es desdoblar el cinturo´n
con movimientos que no cambien la orientacio´n de los extremos. Lo que resulta interesante
es que para el giro de 360○ es imposible desdoblarlo, como se muestra en la Figura 1.
Sin embargo, para el giro de 720○ s´ı es posible hacerlo, como se muestra en la Figura 2.
Tomemos en cada punto del cinturo´n un sistema de referncia. Cuando el cinturo´n no
esta´ deformado, todos los sistemas de referencia son la identidad y por lo tanto, si t
representa el para´metro que describe el cinturo´n, se tiene el cuaternio´n q(t) = (1,0,0,0).
En particular, en el extremo inicial del cinturo´n (t = 0) se tiene q(0) = (1,0,0,0).
Rotamos el cinturo´n alrededor de su eje ma´s largo, digamos el eje z, con un a´ngulo θ. Con
la notacio´n que hemos usado anteriormente, esto quiere decir que n⃗ = (0,0,1) y entonces:






En la Figura 3 se muestra el cinturo´n como una secuencia de sistemas de referencia
determinados por esta rotacio´n.
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De esta manera, si rotamos el cintuo´n con un a´ngulo θ = 2pi (una vuelta), entonces:
q(0) = (1,0,0,0)
q(t) = (cos tpi,0,0, sin 2tpi)
q(1) = (−1,0,0,0)
Sin embargo, si rotamos el cintuo´n con un a´ngulo θ = 4pi (dos vueltas), entonces:
q(0) = (1,0,0,0)
q(t) = (cos 2tpi,0,0, sin tpi)
q(1) = (1,0,0,0)
As´ı, si rotamos el cinturo´n dos vueltas obtenemos el cuaternio´n inicial (q(0) = q(1) =(1,0,0,0)) y por lo tanto el cinturo´n quedara´ de la misma forma en la que lo ten´ıamos en
un principio (desdoblado). Pero esto no pasa si lo rotamos una u´nica una vuelta, ya que
en este caso, no obtenemos el cuaternio´n inicial (q(0) = (1,0,0,0) ≠ (−1,0,0,0) = q(1)) y
por lo tanto el cinturo´n no quedara´ desdoblado como lo ten´ıamos en el inicio.
4 Los octoniones
Definicio´n: El a´lgebra de los octoniones, que denotaremos por O, es un R-a´lgebra cuyo
espacio vectorial subyacente es R8. Tomando la base {1, e1, e2, e3, e4, e5, e6, e7}, donde
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1 = (1,0, ...,0) y ei = (0, ...,1i), ...0), podemos representar los octoniones como:
O = {a0 + 7∑
i=1 aiei ∣ a0, a1, a2, a3, a4, a5, a6, a7 ∈ R}
La multiplicacio´n se define sobre esta base por la tabla de multiplicacio´n:
1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 e1 −1 e4 e7 −e2 e6 −e5 −e3
e2 e2 −e4 −1 e5 e1 −e3 e7 −e6
e3 e3 −e7 −e5 −1 e6 e2 −e4 e1
e4 e4 e2 −e1 −e6 −1 e7 e3 −e5
e5 e5 −e6 e3 −e2 −e7 −1 e1 e4
e6 e6 e5 −e7 e4 −e3 −e1 −1 e2
e7 e7 e3 e6 −e1 e5 −e4 −e2 −1
Tabla 2
Y se extiende a O por asociatividad y R-bilinealidad.
La regla de multiplicacio´n de los elementos de la base de los octoniones se puede recordar
fa´cilmente a trave´s de plano de Fano:
que esta´ formado por siete puntos y siete l´ıneas orientadas (el circulo central lo conside-
ramos como una l´ınea). Cada uno de los puntos corresponde a un elemento de la base
imaginaria de los octoniones. Para obtener el resultado de la multiplicacio´n de dos ele-
mentos de la base, tan solo tenemos que seguir la l´ınea que los une teniendo en cuenta su
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orientacio´n.
Observacio´n: La multiplicacio´n de los octoniones no es asociativa (en general, w1(w2w3) ≠(w1w2)w3). En la Tabla 2 se ven claramente varios contraejemplos como:
e1(e2e3) = e6 ≠ −e6 = (e1e2)e3
Definicio´n: Dado u = u0 +∑7i=i uiei ∈ O, se define:
i) Re(u) = u0
ii) Im(u) = ∑7i=i uiei
Definicio´n: Sea u = u0 +∑7i=i uiei ∈ O. Se define:
i) El conjugado de u como:
u = u0 − 7∑
i=i uiei
ii) La norma de u como: ∥u∥ = √uu




Proposicio´n: O es una R-a´lgebra en la que todo elemento no nulo tiene inverso (es un
a´lgebra con divisio´n).
Demostracio´n: Por definicio´n O es un R-espacio vectorial. La multiplicacio´n:
w ∶ O ×O→ O
es R-bilineal.
Sea u ∈ O, u ≠ 0, se tiene:
uu−1 = u u¯∥u∥2 = 1 = u−1u
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luego O es un anillo con divisio´n.
Observacio´n: En la seccio´n 2.2 vimos que H es una suba´lgebra de M2×2(C) y de
M4×4(R), pero esto no ocurre con O ya que el a´lgebra de las matrices cuadradas rea-
les o complejas es asociativa y en cambio O no lo es.
5 La construccio´n de Cayley-Dickson
Definicio´n: Sea A una R-a´lgebra unitaria con una aplicacio´n lineal:
α ∶ A→ A
a↦ α(a) = a¯
que verifica:
i) a¯ = a ∀a ∈ A
ii) ab = b¯a¯ ∀a, b ∈ A
Diremos que A es una R-a´lgebra unitaria con involucio´n.
La existencia de 1A ∈ A nos permite considerar la aplicacio´n:
R↪ A
a↦ a1A
Definicio´n: Si A es una R-a´lgebra unitaria con involucio´n, diremos que A verifica la
condicio´n de Cayley-Dickson si:
i) a + a¯ ∈ R ∀a ∈ A
ii) aa¯ = a¯a > 0 ∀a ∈ A, a ≠ 0
Lema: Si A es una R-a´lgebra unitaria con involucio´n que verifica la condicio´n de Cayley-
Dickson, se puede definir una norma sobre A por:
∥a∥2 = aa¯
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Demostracio´n: Veamos que, efectivamente, es una norma:
i) ∥a∥ = (aa¯)1/2 ≥ 0 ∀a ∈ A
ii) ∥a∥ = 0⇔ aa¯ = 0⇔ a = 0
iii) ∥ka∥ = √kaka = √k2aa = ∣k∣√aa = ∣k∣∥a∥ ∀a ∈ A, ∀k ∈ R
iv) ∥a + b∥2 = (a + b)(a + b) = (a + b)(a¯ + b¯) = aa¯ + ab¯ + ba¯ + bb¯ = ∥a∥2 + ab¯ + ab¯ + ∥b∥2 =∥a∥2+2Re(ab¯)+∥b∥2 ≤ ∥a∥2+2∥Re(ab¯)∥+∥b∥2 ≤ ∥a∥2+2∥ab¯∥+∥b∥2 = ∥a∥2+2∥a∥∥b∥+∥b∥2 =(∥a∥ + ∥b∥)2⇒ ∥a + b∥ ≤ ∥a∥ + ∥b∥ ∀a, b ∈ A (Desigualdad triangular)
Entonces, es posible definir el inverso multiplicativo de a ∈ A, a ≠ 0 por:
a−1 = a¯∥a∥2
Adema´s, la norma es multiplicativa ya que:
∥ab∥2 = (ab)(ab) = abb¯a¯ = a(bb¯)a¯ = ∥a∥2∥b∥2
Definicio´n: Sea A una R-a´lgebra con involucio´n que verifica la condicio´n de Cayley-
Dickson. Entonces la construccio´n de Cayley-Dickson proporciona una nueva a´lgebra A′
con involucio´n que verifica la condicio´n de Cayley-Dickson, los elementos de la cual son
los pares (a, b) ∈ A2. La multiplicacio´n en A′ se define por:
(a, b)(c, d) = (ac − bd¯, ad + bc¯) ∀(a, b), (c, d) ∈ A′ (1)
y la conjugacio´n como:
(a, b) = (a¯,−b) ∀(a, b) ∈ A′ (2)
Lema: A′ verifica la condicio´n de Cayley-Dickson.
Demostracio´n: Se tiene que verificar:
i) (a, b) + (a, b) = (a, b) + (a¯,−b) = (a + a¯, b − b) = (a + a¯,0) ∈ R ∀(a, b) ∈ A′
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ii) (a, b)(a, b) = (a, b)(a¯,−b) = (aa¯ + b¯b,−ab + ba¯) = (aa¯ + b¯b,0) > 0 ∀(a, b) ∈ A′
Observacio´n: Esta construccio´n produce una secuencia de R-a´lgebras, cada una con
dimensio´n doble de la anterior.
Ejemplos:
i) Si aplicamos la construccio´n de Cayley-Dickson a R con α = id, obtenemos C:
(a, b)(c, d) = (ac − bd, ad + bc) ∀(a, b), (c, d) ∈ C
(a, b) = (a,−b)
ii) Aplicando la construccio´n de Cayley-Dickson a C con α la conjugacio´n en los com-
plejos, obtenemos H:
(a, b)(c, d) = (ac − bd¯, ad + bc¯) ∀(a, b), (c, d) ∈ H
Adema´s, en la seccio´n de cuaterniones, ya vimos que el conjugado de un cuaternio´n(a, b) esta´ definido como: (a, b) = (a¯,−b)
iii) Tambie´n obtenemos O si aplicamos la la construccio´n de Cayley-Dickson a H con
α la conjugacio´n en los cuaterniones. Podemos definir un octonio´n como un par de
cuaterniones, el producto y la conjugacio´n se corresponden con (1) y (2).
Observacio´n: Esta construccio´n nos permite entender de manera unificada la cadena R ⊂
C ⊂ H ⊂ O. En cada paso de la construccio´n de Cayley-Dickson, el a´lgebra va perdiendo
propiedades. En primer lugar perdemos el hecho de que cada elemento es su propio
conjugado, despue´s perdemos conmutatividad, y finalmente perdemos la asociatividad.
En el siguiente paso de la construccio´n de Cayley-Dickson se pierde la propiedad de ser
un a´lgebra con divisio´n.
6 El Teorema de Hurwitz
Sea n ∈ N, Hurwitz se planteo´ el problema de que si el producto de dos sumas de n
cuadrados se puede expresar como una suma de n cuadrados.
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Observemos que si z1 = (a1, a2), z2 = (b1, b2) ∈ C, se tiene que:
∥z1∥2∥z2∥2 = ∥z1z2∥2⇒ (a21 + a22)(b21 + b22) = (a1b1 − a2b2)2 + (a1b2 + a2b2)2
De manera que, podemos expresar el producto de dos sumas de 2 cuadrados como una
suma de 2 cuadrados.
En la seccio´n de 2.2 vimos que la norma en H es multiplicativa, de manera que si q1 =(a1, a2, a3, a4), q2 = (b1, b2, b3, b4) ∈ H, se tiene que:
∥q1∥2∥q2∥2 = ∥q1q2∥2⇒ (a21 + a22 + a23 + a24)(b21 + b22 + b23, b24) = A21 +A22 +A23 +A24
donde A1,A2,A3,A4 son las componentes del cuaternio´n que resulta de multiplicar q1q2.
As´ı que, el producto de dos sumas de 4 cuadrados se puede expresar como una suma de
4 cuadrados.
Esto tambie´n ocurre en el caso de O. De hecho, en 1898, Hurwitz demostro´ que si
a1, ..., an, b1, ..., bn son variables, entonces si existe una fo´rmula del tipo:
(a21 +⋯ + a2n)(b21 +⋯ + b2n) = A21 +⋯ +A2n
donde A1, ...,An son de la forma:
Ai = n∑
j,k=1 cijkajbk
con cijk ∈ R, necesariamente n = 1,2,4 o´ 8.
En esta seccio´n veremos una versio´n del teorema de Hurwitz que afirma que un a´lgebra
normada de dimensio´n finita sobre R tiene dimensio´n 1,2,4 o´ 8. Para poder llegar a de-
mostrar este teorema, previamente estudiaremos para que´ dimensiones es posible definir
un “producto vectorial” en Rn. Veremos que esto so´lo es posible si n = 1,3 o´ 7.
Sean a, b, c ∈ Rn, λ ∈ R y sea ⨉ un producto que verifica los siguientes axiomas:
Ax.1: a⨉ b = −(b⨉a)
Ax.2: a⨉(b + c) = (a⨉ b) + (a⨉ c)
Ax.3: λ(a⨉ b) = (λa)⨉ b
Ax.4: a ⋅ (a⨉ b) = 0
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Ax.5: ∣a⨉ b∣ = [∣a∣2∣b∣2 − (a ⋅ b)2]1/2
donde ⋅ y ∣ ∣ denotan el producto escalar y la norma respectivamente.
Observacio´n: Suponiendo ciertos Ax.1, Ax.2, Ax.3 y Ax.4, entonces Ax.5 es equivalente
a que si a, b ∈ R son tales que ∣a∣ = ∣b∣ = 1 y a ⋅ b = 0 entonces ∣a⨉ b∣ = 1.
Proposicio´n 1: Sean a, b, c ∈ Rn y sea ⨉ un producto que verifica los 5 axiomas anteriores,
entonces se verifica:
i) (a⨉ b) ⋅ c = −[b ⋅ (a⨉ c)]
ii) a⨉(b⨉ c) − c⨉(a⨉ b) = 2(a ⋅ c)b − (b ⋅ c)a − (a ⋅ b)c
Demostracio´n
i) Cambiando a por a + c en Ax.4 y usando Ax.1, Ax.2 y Ax.4, se obtiene:
0 = (a + c) ⋅ ((a + c)⨉ b) = (a + c) ⋅ [−(b⨉(a + c))] = (a + c) ⋅ [−((b⨉a) + (b⨉ c))] == −[(a+ c) ⋅ (b⨉a)+ (c+a) ⋅ (b⨉ c)] = −[a ⋅ (b⨉a)+ c ⋅ (b⨉a)+a ⋅ (b⨉ c)+ c ⋅ (b⨉ c)] == −[c × (a⨉ b) + a ⋅ (b⨉ c)]⇒ c ⋅ (b⨉a) = −[a ⋅ (b⨉ c)]
Cambiando a por b y b por a obtenemos lo que se quer´ıa demostrar.
ii) Podemos escribir Ax.5 como:
(a⨉ b) ⋅ (a⨉ b) = (a ⋅ a)(b ⋅ b) − (a ⋅ b)2
De la misma manera que en i) se ha cambiado a por a+c, en este caso se debe cambiar
b por b + d en esta u´ltima igualdad, y aplicando bilinealidad, simetria y cancelando
lo que vale 0, se obtiene:
(a⨉ b) ⋅ (a⨉d) = (a ⋅ a)(b ⋅ d) − (a ⋅ b)(a ⋅ d)
aplicando i) y la linealidad del producto escalar, se tiene:
−[a⨉(a⨉ b)] ⋅ d = [(a ⋅ a)b − (a ⋅ b)a] ⋅ d⇒ −[a⨉(a⨉ b)] = [(a ⋅ a)b − (a ⋅ b)a]⇒
⇒ a⨉(a⨉ b) = (a ⋅ b)a − (a ⋅ a)b (∗)
Finalmente, cambiando a por a + c en esta u´ltima expresio´n se llega a ii). Para ello,
primero hagamos el cambio en la parte de la izquierda de la desigualdad i apliquemos
Ax.1, Ax.2 y Ax.4:
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(a + c)⨉((a + c)⨉ b) = (a + c)⨉[−(b⨉(a + c))] = (a + c)⨉[−((b⨉a)(b⨉ c))] = −[(a +
c)⨉((b⨉a)(b⨉ c))] = [(b⨉a)(b⨉ c)]⨉(a + c) = [(b⨉a) + (b⨉ c)]⨉a + [(b⨉a) +(b⨉ c)]⨉ c = −[a⨉(b⨉a)+a⨉(b⨉ c)+c⨉(b⨉a)+c⨉(b⨉ c)] = −[a⨉(b⨉ c)+c⨉(b⨉a)] =−a⨉(b⨉ c) + c⨉(a⨉ b)
Ahora, hagamos el cambio de a por a + c en la parte de la derecha y apliquemos
tambie´n Ax.1, Ax.2 y Ax.4:
[(a+ c) ⋅ b](a+ c)− [(a+ c) ⋅ (a+ c)]b = (a ⋅ b+ c ⋅ b)(a+ c)− [(a ⋅ b)a+2(a ⋅ c)b+ (c ⋅ b)c] =(a ⋅b)a+(c ⋅b)a+(a ⋅b)c+(c ⋅b)c−(a ⋅b)a−2(a ⋅c)b−(c ⋅b)c = −2(a ⋅c)b+(c ⋅b)a+(a ⋅b)c
Y como a⨉(a⨉ b) = (a ⋅ b)a − (a ⋅ a)b, entonces −a⨉(b⨉ c) + c⨉(a⨉ b) = −2(a ⋅ c)b +(c ⋅ b)a + (a ⋅ b)c.
Observacio´n: Si a, b, c ∈ Rn son ortogonales entre s´ı, entonces la igualdad ii) de la
proposicio´n anterior se escribir´ıa como:
a⨉(b⨉ c) = c⨉(a⨉ b) (∗∗)
A partir de ahora, supondremos que ⨉ es un producto que verifica Ax.1, Ax.2 y Ax.4 y
Ax.5.
Definicio´n: Sea ⨉ un producto en Rn. Un subespacio A de Rn es cerrado bajo ⨉ si
A⨉A ⊂ A.
Definicio´n: Sea ⨉ un producto en Rn. Un subespacio B de Rn se dice que es estable
bajo A⨉, donde A ⊆ Rn, si A⨉B ⊂ B.
Proposicio´n 2: Sea A ⊆ Rn y sea B un subespacio de Rn. Si B es estable bajo A⨉,
entonces B⊥ = {c ∣ c ∈ Rn, b ⋅ c = 0 ∀b ∈ B} tambie´n lo es.
Demostracio´n: Se tiene que demostrar:
A⨉B ⊂ B ⇒ A⨉B⊥ ⊂ B⊥
Si c ∈ B⊥, entonces para todo a ∈ A y b ∈ B, aplicando i) de la proposicio´n 1, se tiene que:
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b ⋅ (a⨉ c) = −[(a⨉ b) ⋅ c] = 0 ya que A⨉B ⊂ B
Por lo tanto, para cualquier b ∈ B, b ⊥ (a⨉ c) y entonces a⨉ c ∈ B⊥.
Proposicio´n 3: Sea A un subespacio de Rn que es cerrado bajo ⨉ y tiene una base
ortonormal {f1, ..., fk}. Sea b ∈ A⊥. Entonces los vectores {b, f1⨉ b, ..., fk⨉ b} son de A⊥
y son ortogonales entre s´ı y de la misma norma que b. En particular, si b es un vector
unitario, {b, f1⨉ b, ..., fk⨉ b} es un conjunto ortonormal de k+1 elementos de A⊥.
Demostracio´n: Por la proposicio´n 2 se tiene que {b, f1⨉ b, ..., fk⨉ b} ⊆ A⊥. Ahora bien,
por Ax.4, se tiene que b ⋅ (fi⨉ b) = 0 y adema´s aplicando Ax.1, i) de la proposicio´n 1 y(∗), se tiene que :
(fi⨉ b) ⋅ (fj ⨉ b) = (b⨉ fi) ⋅ (b⨉ fj) = −[b⨉(b⨉ fi) ⋅ fj] = −[(b ⋅ fi)b − (b ⋅ b)fi] ⋅ fj =
= (b ⋅ b)(fi ⋅ fj) = 0
Por lo tanto los vectores b, f1⨉ b, ..., fk⨉ b son ortogonales entre s´ı.
Finalmente, por Ax.5:
∣fi⨉ b∣ = [∣fi∣2 ⋅ ∣b∣2 − (fi ⋅ b)2]1/2 = [∣fi∣2 ⋅ ∣b∣2]1/2 = (∣b∣2)1/2 = ∣b∣
Observacio´n: En R todos los vectores son paralelos, as´ı que la u´nica opcio´n de tener
un producto vectorial ser´ıa v × w = 0 para todo v,w ∈ R que no verifica el Ax.5 ya que∣v × w∣ = (1212 − 02)1/2 = 1. En R2 no se tiene producto vectorial ya que el vector v × w
es ortogonal a v ∈ R2 y a w ∈ R2, lo que implica que v ×w = 0, pero esto no puede pasar
si estos vectores son ortogonales y unitarios pues en ese caso por el Ax.5 se tendr´ıa que∣v ×w∣ = (1212 − 02)1/2 = 1.
Observacio´n: Si e1, e2 son un par de vectores ortonormales de Rn, entonces por Ax.5 se
tiene que:
∣e1⨉ e2∣ = [∣e1∣2∣e2∣2 − (e1 ⋅ e2)2]1/2 = (1 − 0)1/2 = 1
Denotaremos H el subespacio de Rn formado por {e1, e2, e3}, donde e3 = e1⨉ e2.
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Proposicio´n 4: H es cerrado bajo ⨉.
Demostracio´n: Hay que demostrar que H ⨉H ⊂ H. Por la bilinealidad de ⨉, basta
comprobarlo para los elementos de la base, para ello usaremos Ax.1 y (∗):
e2⨉ e3 = e2⨉(e1⨉ e2) = −[e2⨉(e2⨉ e1)] = −[(e2 ⋅ e1)e2 − (e2 ⋅ e2)e1] = e1
Se demuestra ana´logamente para e3⨉ e1 = e2.
Observacio´n: La base {e1, e2, e3} tiene la misma tabla de multiplicar que la base {i, j, k}
de R3 con el producto vectorial usual.
Observacio´n: Cualquier vector a ∈ Rn se puede expresar como:
a = ∑3i=1(a ⋅ ei)ei + [a −∑3i=1(a ⋅ ei)ei]
donde ∑3i=1(a ⋅ ei)ei ∈H y a −∑3i=1(a ⋅ ei)ei ∈H⊥.
Proposicio´n 5: Si H = Rn, entonces n = 3 o bien n ≥ 7.
Demostracio´n: Si H = Rn, entonces n = 3 o bien se podr´ıa encontrar un vector uni-
tario m ∈ H⊥. Supongamos el u´ltimo caso. Entonces por la proposicio´n 3, el conjunto{m,e1⨉m,e2⨉m,e3⨉m} es ortonormal enH⊥ y el conjunto {e1, e2, e3,m, e1⨉m,e2⨉m,e3⨉m}
es ortonormal en Rn, por lo tanto n ≥ 7.
Proposicio´n 6: Sea C el subespacio de Rn generado por {e1, e2, e3,m, e1⨉m,e2⨉m,e3⨉m},
entonces C es cerrado bajo ⨉.
Demostracio´n: Hay que demostrar que C⨉C ⊂ C. Para ello distingamos los cinco casos
de productos que pueden ocurrir:
 ei⨉ ej que esta´ en H por la proposicio´n 4 y obviamente H ⊂ C.
 ei⨉m que pertenece a C por definicio´n.
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 ei⨉(ej ⨉m) que usando ii) de la proposicio´n 1 y Ax.1 se tiene que:
ei⨉(ej ⨉m) = 2(ei ⋅m)ej − (ej ⋅m)ei − (ei ⋅ ej)m+m⨉(ei⨉ ej) = −(ei⨉ ej)⨉m− (ei ⋅
ej)m ∈ C
 m⨉(ei⨉m) que aplicando Ax.1 y (∗) se tiene que:
m⨉(ei⨉m) = −m⨉(m⨉ ei) = (m ⋅m)ei − (m ⋅ ei)m = ei ∈ C
 (ei⨉m)(ej ⨉m) que por Ax.1, por (∗∗) y por el caso anterior, se obtiene lo si-
guiente:
(ei⨉m)(ej ⨉m) = (m⨉ ei)⨉(m⨉ ej) = ej ⨉[(m⨉ ei)⨉m] = ej ⨉[m⨉(ei⨉m)] =
ej ⨉ ei ∈ C
Observacio´n: Un vector a ∈ Rn lo podemos escribir de la siguiente manera:
a = [∑3i=1(a ⋅ ei)ei + (a ⋅m)m +∑3i=1(a ⋅ (ei⨉m))(ei⨉m)]++[a −∑3i=1(a ⋅ ei)ei − (a ⋅m)m −∑3i=1(a ⋅ (ei⨉m))(ei⨉m)]
donde [∑3i=1(a ⋅ ei)ei + (a ⋅m)m +∑3i=1(a ⋅ (ei⨉m))(ei⨉m)] ∈ C y [a −∑3i=1(a ⋅ ei)ei − (a ⋅
m)m −∑3i=1(a ⋅ (ei⨉m))(ei⨉m)] ∈ C⊥. Por lo tanto, si C = Rn, entonces n = 7 o bien es
posible encontrar un vector unitario n ∈ C⊥.
Teorema: Si existe un producto vectorial en Rk tal que satisface Ax.1, Ax.2, Ax.3, Ax.4
y Ax.5, entonces k = 1,3 o´ 7.
Demostracio´n: Ya hemos visto que si k ≤ 3, entonces existe un producto vectorial so´lo si
k = 3 y que si k > 3, entonces so´lo puede existir un producto vectorial si k ≥ 7. Ahora
bien, si k > 7, se puede encontrar un vector unitario n ∈ C⊥, donde C es el subespacio
de Rk que hemos construido anteriormente. Vamos a demostrar que la suposicio´n de la
existencia de este vector n nos lleva a una contradiccio´n. En efecto, en el caso de que
exista n, entonces m⨉n es tambie´n un vector unitario (por Ax.5) en C⊥. Sea p =m⨉n,
entonces tambie´n podemos escribir p⨉m = n (demostracio´n ana´loga a la de la proposicio´n
4). Ahora hagamos los siguientes ca´lculos para i ≠ j:
 (ei⨉m)⨉(ej ⨉n) = (ei⨉m)⨉(ej ⨉(p⨉m)) ya que n = p⨉m
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= (ei⨉m)⨉(m⨉(ej ⨉p)) por (∗∗)
= (ej ⨉p)⨉((ei⨉m)⨉m) por (∗∗)
= (ej ⨉p)⨉(m⨉(m⨉ ei)) por Ax.1
= (ej ⨉p)⨉[(m ⋅ ei)m − (m ⋅m)ei] por (∗)
= −(ej ⨉p)⨉ ei = ei⨉(ej ⨉p) por Ax.1
= p⨉(ei⨉ ej) por (∗∗)
 (ej ⨉n)⨉(ei⨉m) = (ej ⨉n)⨉(ei⨉(n⨉p)) ya que m = n⨉p
= −(ej ⨉n)⨉(ei⨉(p⨉n)) por Ax.1
= −(ej ⨉n)⨉(n⨉(ei⨉p)) por (∗∗)
= −(ei⨉p)⨉((ej ⨉n)⨉n) por (∗∗)
= −(ei⨉p)⨉(n⨉(n⨉ ej)) por Ax.1
= −(ei⨉p)⨉((n ⋅ ej)n − (n ⋅ n)ej) por (∗)
= −(ei⨉p)⨉(−ej) = −ej ⨉(ei⨉p) por Ax.1
= −p⨉(ej ⨉ ei) por (∗∗)
= p⨉(ei⨉ ej) por Ax.1
Entonces se tiene que (ei⨉m)⨉(ej ⨉n) = (ej ⨉n)⨉(ei⨉m), pero esto contradice al Ax.1
a no ser que el producto sea 0. Esta contradiccio´n demuestra que el caso k > 7 no se
puede dar.
Ahora falta definir un producto vectorial en R7 que verifique los cinco axiomas. Consi-
deraremos la terna (a, λ, b) donde a, b ∈ R3 y λ ∈ R bajo la correspondencia:
a1i1 +⋯ + a7i7 → (a1i + a2j + a3k, a4, a5i + a6j + a7k)
Esta correspondencia nos da las siguientes operaciones en R7:
 suma: (a1, λ1, b1) + (a2, λ2, b2) = ((a1 + a2), λ1 + λ2, (b1 + b2))
 multiplicacio´n por un escalar: k(a1, λ1, b1) = (ka1, kλ1, kb1)
 producto escalar: (a1, λ1, b1) ⋅ (a2, λ2, b2) = (a1 ⋅ a2) + λ1λ2 + (b1 ⋅ b2)
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 producto vectorial: (a1, λ1, b1)⨉(a2, λ2, b2) = ([λ1b2−λ2b1+(a1⨉a2)−(b1⨉ b2)], [−(a1⋅
b2) + (b1 ⋅ a2)], [λ2a1 − λ1a2 − (a1⨉ b2) − (b1⨉a2)]
donde a1, a2, b1, b2 ∈ R3, λ1, λ2 ∈ R.
Como el producto vectorial en R3 satisface los cinco axiomas, entonces se deduce de la
definicio´n anterior que este producto vectorial en R7 tambie´n los verifica.
Definicio´n: Sea K un cuerpo. Un a´lgebra normada (A,∣ ∣) esta´ formada por una K-
a´lgebra A y una norma ∣ ∣ ∶ A→K tal que:
∣xy∣ = ∣x∣∣y∣ ∀x, y ∈ A
Teorema (de Hurwitz): Un a´lgebra normada de dimensio´n finita sobre R tiene dimen-
sio´n 1,2,4 o´ 8.
Demostracio´n: Si A es una R-a´lgebra normada, entonces se tiene una norma ∣ ∣ ∶ A→ R
tal que ∣xy∣ = ∣x∣∣y∣ ∀x, y ∈ A. Esta norma nos define una aplicacio´n R-bilineal, sime´trica
y definida positiva: < , >∶ A ×A→ R
ya que < x, y >= 12(< x + y, x + y > − < x,x > − < y, y >) = 12(∣x + y∣2 − ∣x∣2 − ∣y∣2) ∀x, y ∈ A.
Se tiene que:
∣xy∣ = ∣x∣∣y∣ ∀x, y ∈ A ⇐⇒ < xy, xy >=< x,x >< y, y > ∀x, y ∈ A
Si en esta u´ltima expresio´n cambiamos x por x + z, se tiene que:
< (x + z)y, (x + z)y >=< (x + z), (x + z) >< y, y >
⇓
< xy + zy, xy + zy >= (< x,x > +2 < z, x > + < z, z >) < y, y >
⇓
< xy, xy > +2 < zy, xy > + < zy, zy >=< x,x >< y, y > +2 < z, x >< y, y > + < z, z >< y, y >
⇓
< zy, xy >=< z, x >< y, y >
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⇓ cambiando y por y +w
< z(y +w), x(y +w) >=< z, x >< y +w, y +w >
⇓
< zy + zw,xy + xw >=< z, x > (< y, y > +2 < y,w > + < w,w >)
⇓
< zy, xy > + < zy, xw > + < zw,xy > + < zw,xw >=< z, x >< y, y > +2 < z, x >< y,w > +
+ < z, x >< w,w >
⇓
< zy, xw > + < zw,xy >= 2 < z, x >< y,w >
⇓
< xy, zw > + < xw, zy >= 2 < x, z >< y,w >
De esta u´ltima expresio´n so´lo necesitaremos tres casos:
Caso 1 ∶ < e, x >< y, y >=< y, xy >; Caso 1′ ∶ < x,x >< e,w >=< x,xw >
y
Caso 2 ∶ 2 < z, e >< y, e >=< zy, e > + < z, y >
Ahora, sea V el subespacio (Re)⊥ de A = Re ⊕ (Re)⊥ y definamos una operacio´n ⨉ ∶
V × V → V por:
a⨉ b = ab + < a, b > e
Veamos que este producto verifica los cinco axiomas :
 ⨉ verifica el Ax.2 ya que: a⨉(b + c) = a(b + c)+ < a, b + c > e = ab+ < a, b > e + ac+ <
a, c > e = (a⨉ b) + (a⨉ c)
 ⨉ verifica el Ax.3 ya que: λ(a⨉ b) = λ(ab+ < a, b > e) = λab + λ < a, b > e = λab+ <
λa, b > e = (λa)⨉ b
 ⨉ verifica el Ax.4 ya que:
– < a⨉ b, b >=< ab + < a, b > e, b >=< ab, b > + << a, b > e, b >=
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< ab, b > + < a, b >< e, b >=< ab, b > (ya que < e, b >= 0)
=< e, a >< b, b > (por el Caso 1)
= 0 (ya que < e, a >= 0)
– < a, a⨉ b >=< a, ab + < a, b > e >=< a, ab > + < a,< a, b > e >==< a, ab > + < a, e >< a, b >=< a, ab > (ya que < a, e >= 0)
=< e, b >< a, a > (por el Caso 1)
= 0 (ya que < e, b >= 0)
Por lo tanto, < a⨉ b, b >= 0 =< a, a⨉ b >.
 ⨉ verifica el Ax.1 ya que:
– < −b⨉a, b >=< −ba+ < −b, a > e, b >=< −ba, b > + < −b, a >< e, b >==< −ba, b > (ya que < e, b >= 0)
=< e,−a >< b, b > (por el Caso 1)
= 0 (ya que < e,−a >= 0)
– < a,−b⨉a >=< a,−ba+ < −b, a > e >=< a,−ba > + < a, e >< −b, a >==< a,−ba > (ya que < a, e >= 0)
=< e,−b >< a, a > (por el Caso 1)
= 0 (ya que < e,−b >= 0)
Por el Ax.4 sabemos que < a⨉ b, b >= 0 =< a, a⨉ b > y ahora hemos visto que< −b⨉a, b >= 0 =< a,−b⨉a >. Entonces se tiene que a⨉ b = −b⨉a.
 ⨉ verifica el Ax.5 ya que:
∣a⨉ b∣2 =< a⨉ b, a⨉ b >=< ab + < a, b > e, ab + < a, b > e >=< ab, ab > + < ab, e >< a, b >+ < a, b >< e, ab > + < a, b >2 < e, e >=< ab, ab > + < ab, e >< a, b > + < a, b >< e, ab >
+ < a, b >2 (ya que < e, e >= 1)
Por otro lado, se tiene que < ab, e >= − < a, b > ya que:
< ab, e > + < a, b >= 2 < a, e >< b, e > (por el Caso 2)
= 0 (ya que < a, e >=< b, e >= 0)
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De manera que:
∣a⨉ b∣2 =< ab, ab > − < a, b >2 − < a, b >2 + < a, b >2=< ab, ab > − < a, b >2=
= ∣a∣2∣b∣2− < a, b >2
Entonces aplicando el teorema anterior, se tiene que dimR(V ) = 0,1,3 o´ 7. De manera
que, dimR(A) = 1,2,4 o´ 8.
Observacio´n: Se puede precisar ma´s el teorema anterior y demostrar que si A es un
a´lgebra normada de dimensio´n finita sobre R, entonces A es isomorfa a R, C, H o´ O.
Corolario (Teorema cla´sico de Hurwitz): Si x1, ..., xn, y1, ..., yn son variables, enton-
ces si existe una fo´rmula del tipo:
(x21 +⋯ + x2n)(y21 +⋯ + y2n) = A21 +⋯ +A2n
donde A1, ...,An son de la forma:
Ai = n∑
j,k=1 cijkxjyk
con cijk ∈ R, necesariamente n = 1,2,4 o´ 8.
Demostracio´n: Tomando A = Rn con el producto definido por (x1, ..., xn)(y1, ..., yn) =(A1, ...,An) y la norma eucl´ıdea, entonces se tiene que A es un a´lgebra normada. Apli-
cando el teorema anterior, la dimensio´n de A so´lo puede ser 1,2,4 o´ 8.
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