Regression-based variance reduction approach for strong approximation
  schemes by Belomestny, Denis et al.
Regression-based variance reduction approach
for strong approximation schemes
Denis Belomestny, Stefan Häfner and Mikhail Urusov
Abstract In this paper we present a novel approach towards variance reduction
for discretised diffusion processes. The proposed approach involves specially con-
structed control variates and allows for a significant reduction in the variance for the
terminal functionals. In this way the complexity order of the standard Monte Carlo
algorithm (ε−3) can be reduced down to ε−2
√|log(ε)| in case of the Euler scheme
with ε being the precision to be achieved. These theoretical results are illustrated by
several numerical examples.
1 Introduction
Let T > 0 be a fixed time horizon. Consider a d-dimensional diffusion process
(Xt)t∈[0,T ] defined on a filtered probability space (Ω,F ,(Ft)t∈[0,T ],P) by the Itô
stochastic differential equation
dXt = µ(Xt)dt+σ(Xt)dWt , X0 = x0 ∈ Rd , (1)
for Lipschitz continuous functions µ : Rd→Rd and σ : Rd→Rd×m, where (Wt)t∈[0,T ]
is a standard m-dimensional (Ft)-Brownian motion. Suppose we want to find a con-
tinuous function
u = u(t,x) : [0,T ]×Rd → R,
Denis Belomestny
Duisburg-Essen University, Essen, Germany, e-mail: denis.belomestny@uni-due.de
Stefan Häfner
PricewaterhouseCoopers GmbH, Frankfurt, Germany, e-mail: stefan.haefner@de.pwc.
com
Mikhail Urusov
Duisburg-Essen University, Essen, Germany, e-mail: mikhail.urusov@uni-due.de
1
ar
X
iv
:1
61
2.
03
40
7v
2 
 [m
ath
.PR
]  
1 M
ar 
20
17
2 Denis Belomestny, Stefan Häfner and Mikhail Urusov
which has a continuous first derivative with respect to t and continuous first and
second derivatives with respect to the components of x on [0,T )×Rd , such that it
solves the partial differential equation
∂u
∂ t
+L u = 0 on [0,T )×Rd , (2)
u(T,x) = f (x) for x ∈ Rd , (3)
where f is a given Borel function on Rd . Here, L is the differential operator asso-
ciated with the equation (1):
(L u)(t,x) := d∑
k=1
µk(x)
∂u
∂xk
(t,x)+
1
2
d
∑
k,l=1
(σσ>)kl(x)
∂ 2u
∂xk∂xl
(t,x),
where σ> denotes the transpose of σ . Under appropriate conditions on µ , σ and f ,
there is a solution of the Cauchy problem (2)–(3), which is unique in the class of
solutions satisfying certain growth conditions, and it has the following Feynman-
Kac stochastic representation
u(t,x) = E[ f (X t,xT )] (4)
(see Section 5.7 in [5]), where X t,x denotes the solution started at time t in point x.
Moreover it holds
E[ f (X0,xT )|X0,xt ] = u(t,X0,xt ), a.s.
for t ∈ [0,T ] and
f (X0,xT ) = E[ f (X
0,x
T )]+M
∗
T , a.s. (5)
with
M∗T :=
ˆ T
0
∇xu(t,X0,xt )σ(X
0,x
t )dWt ≡
ˆ T
0
d
∑
k=1
∂u
∂xk
(t,X0,xt )
m
∑
i=1
σki(X
0,x
t )dW
i
t . (6)
The standard Monte Carlo (SMC) approach for computing u(0,x) at a fixed point
x ∈ Rd basically consists of three steps. First, an approximation XT for X0,xT is con-
structed via a time discretisation in equation (1) (we refer to [6] for a nice overview
of various discretisation schemes). In this paper we focus on the Euler-Maruyama
approximation to the exact solution (the Euler scheme). Next, N0 independent copies
of the approximation XT are generated, and, finally, a Monte Carlo estimate VN0 is
defined as the average of the values of f at simulated points:
VN0 :=
1
N0
N0
∑
n=1
f
(
X (n)T
)
. (7)
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In the computation of u(0,x) =E[ f (X0,xT )] by the SMC approach there are two types
of error inherent: the discretisation error E[ f (X0,xT )]−E[ f (XT )] and the Monte Carlo
(statistical) error, which results from the substitution of E[ f (XT )] with the sample
average VN0 . The aim of variance reduction methods is to reduce the statistical error.
For example, in the so-called control variate variance reduction approach one looks
for a random variable ξ with Eξ = 0, which can be simulated, such that the variance
of the difference f (XT )−ξ is minimised, that is,
Var[ f (XT )−ξ ]→min under Eξ = 0.
The use of control variates for solving (1) via Monte Carlo path simulation
approach was initiated by Newton [10] and further developed in Milstein and
Tretyakov [8]. In fact, the construction of the appropriate control variates in the
above two papers essentially relies on identities (5) and (6) implying that the zero-
mean random variable M∗T can be viewed as an optimal control variate, since
Var[ f (X0,xT )−M∗T ] = Var[E f (X0,xT )] = 0.
Let us note that it would be desirable to have a control variate reducing the variance
of f (XT ) rather than the one of f (X
0,x
T ) because we simulate from the distribution of
f (XT ) and not from the one of f (X
0,x
T ). Moreover, the control variate M
∗
T cannot be
directly computed, since the function u(t,x) is unknown. This is why Milstein and
Tretyakov [8] proposed to use regression for getting a preliminary approximation
for u(t,x) in a first step.
The contribution of our work is as follows. We propose an approach for the con-
struction of control variates that reduce the variance of f (XT ), i.e. we perform vari-
ance reduction not for the exact but rather for the discretised process. A nice by-
product is that our control variates can be computed in a rather simple way, and less
assumptions are required in our case, than one would require to construct control
variates based on on the exact solution. Moreover, we present bounds for the re-
gression error involved in the construction of our control variates and perform the
complexity analysis (these are not present in [8]), which is also helpful for design-
ing numerical experiments. We are able to achieve a sufficient convergence order of
the resulting variance, which in turn leads to a significant complexity reduction as
compared to the SMC algorithm. Other examples of algorithms with this property
include the analogous regression-based variance reduction approach for weak ap-
proximation schemes of [2], the multilevel Monte Carlo (MLMC) algorithm of [3]
and the quadrature-based algorithm of [9].
Summing up, we propose a new regression-type approach for the construction of
control variates in case of the Euler scheme. It takes advantage of the smoothness in
µ , σ and f (which is needed for nice convergence properties of regression methods)
in order to significantly reduce the variance of the random variable f (XT ).
This work is organised as follows. In Section 2 we describe the construction
of control variates for strong approximation schemes. Section 3 describes the use
of regression algorithms for the construction of control variates and analyses their
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convergence. A complexity analysis of the variance reduced Monte Carlo algorithm
is conducted in Section 4. Section 5 is devoted to a simulation study. Finally, all
proofs are collected in Section 6.
Notational convention. Throughout, elements ofRd (resp.R1×d) are understood
as column-vectors (resp. row-vectors). Generally, most vectors in what follows are
column-vectors. However, gradients of functions and some vectors defined via them
are row-vectors. Finally, we record our standing assumption that we do not repeat
explicitly in the sequel.
Standing assumption. The coefficients µ and σ in (1) are globally Lipschitz func-
tions.
2 Control variates for strong approximation schemes
To begin with, we introduce some notations, which will be frequently used in the
sequel. Throughout this paper, N0 := N∪{0} denotes the set of nonnegative inte-
gers, J ∈ N denotes the time discretisation parameter, we set ∆ := T/J and con-
sider discretisation schemes defined on the grid {t j = j∆ : j = 0, . . . ,J}. We set
∆ jW :=Wj∆−W( j−1)∆, and by W i we denote the i-th component of the vector W .
Further, for k ∈ N0, Hk : R→ R stands for the (normalised) k-th Hermite polyno-
mial, i.e.
Hk(x) :=
(−1)k√
k!
e
x2
2
dk
dxk
e−
x2
2 , x ∈ R.
Notice that H0 ≡ 1, H1(x) = x, H2(x) = 1√2 (x2−1).
2.1 Series representation
Let us consider a scheme, where d-dimensional approximations X∆, j∆, j = 0, . . . ,J,
satisfy X∆,0 = x0 and
X∆, j∆ = Φ∆
(
X∆,( j−1)∆,∆ jW
)
, (8)
where ∆ jW :=Wj∆−W( j−1)∆, for some Borel measurable functions Φ∆ : Rd×m→
Rd (clearly, the Euler scheme is a special case of this setting).
Theorem 1. Let f : Rd → R be a Borel measurable function such that it holds
E| f (X∆,T )|2 < ∞. Then we have the representation (cf. Theorem 2.1 in [2])
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f (X∆,T ) = E[ f (X∆,T )]+
J
∑
j=1
∑
k∈Nm0 \{0m}
a j,k(X∆,( j−1)∆)
m
∏
r=1
Hkr
(
∆ jW r√
∆
)
, (9)
where k = (k1, . . . ,km) and 0m := (0, . . . ,0) ∈ Rm (in the second summation), and
the coefficients a j,k : Rd → R are given by the formula
a j,k(x) = E
[
f (X∆,T )
m
∏
r=1
Hkr
(
∆ jW r√
∆
)∣∣∣∣X∆,( j−1)∆ = x
]
, (10)
for all j ∈ {1, . . . ,J} and k ∈ Nm0 \{0m}.
Remark 1. Representation (9) shows that we have a perfect control variate, namely
M∆,T :=
J
∑
j=1
∑
k∈Nm0 \{0m}
a j,k(X∆,( j−1)∆)
m
∏
r=1
Hkr
(
∆ jW r√
∆
)
, (11)
for the functional f (X∆,T ), i.e. Var[ f (X∆,T )−M∆,T ] = 0.
The control variate M∆,T is not implementable because of the infinite summa-
tion in (11) and because the coefficients a j,k are unknown. In the later sections we
estimate the unknown coefficients in this and other (related) representations via re-
gression and present bounds for the estimation error.
Now we introduce the following “truncated” control variate
Mser,1∆,T :=
J
∑
j=1
m
∑
i=1
a j,ei(X∆,( j−1)∆)
∆ jW i√
∆
, (12)
where ei denotes the i-th unit vector in Rm. The superscript “ser” comes from “se-
ries”. In the next subsection, performing a quite different argumentation, we derive
another control variate, which will turn out to be theoretically equivalent to Mser,1∆,T .
2.2 Integral representation
Integral representation for the exact solution. We first motivate what we call “in-
tegral representation for the discretisation”, which will be presented below in this
subsection, in that we recall in more detail the main idea of constructing control
variates in Milstein and Tretyakov [8]. As was already mentioned in the introduc-
tion, the control variate in [8] is an approximation of M∗T of (6), where the function
u is given in (4) and is therefore unknown, which rises the question about a possible
practical implementation of (6).
To this end, let us define the “derivative processes” δ iXks,x(t) :=
∂Xks,x(t)
∂xi
for i,k ∈
{1, . . . ,d}, where Xks,x(t) means the k-th component of the solution of (1) started
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at time s in x evaluated at time t ≥ s, and simply write δ iXkt rather than δ iXk0,x0(t)
below. Further, we define the matrix δXt :=
δ
1X1t · · · δ dX1t
...
. . .
...
δ 1Xdt · · · δ dXdt
 ∈ Rd×d as well as
the vectors δ iXt :=
(
δ iX1t · · · δ iXdt
)> ∈ Rd . Assuming µ,σ ∈ C1, we notice that
δ iXt satisfies the following SDE
dδ iXt =
d
∑
k=1
δ iXkt
[
∂µ(Xt)
∂xk
dt+
∂σ(Xt)
∂xk
dWt
]
, δ iXk0 =
{
1, i = k
0, i 6= k . (13)
Milstein and Tretyakov [8] exploit (13) to prove that, provided f ,µ,σ ∈ C1, the
integral in (6) can be expressed by means of δXt as follows
M∗T :=
Tˆ
0
∇xu(t,Xt)σ(Xt)dWt =
Tˆ
0
E [∇ f (XT )δXT |Xt ]δX−1t σ(Xt)dWt , (14)
where ∇xu(t,x) ∈ R1×d denotes the gradient of u w.r.t. x. The second integral here
can be used for a practical construction of an approximation of M∗T because the
conditional expectation can be approximated via regression.
The preceding description lacks assumptions under which the procedure works
(the mentioned ones are not enough). We refer to [8] for more detail.
Integral representation for the discretisation. As was mentioned in the intro-
duction, we are going to reduce not the variance in f (XT ) but rather the one in
f (X∆,T ), that is, we aim at constructing control variates directly for the discretised
process. The fine details of the construction must of course depend on the discreti-
sation scheme. For the rest of the paper, we focus on the Euler scheme, that is, we
have
Φ∆(x,y) = x+µ(x)∆+σ(x)y. (15)
We define the “discretised derivative process” δ iXkt j ,x(∆, tl) :=
∂Xkt j ,x(∆,tl)
∂xi
, for l ≥ j
and i,k ∈ {1, . . . ,d}, where Xkt j ,x(∆, tl) means the k-th component of the (Euler)
discretisation for (1) started at time t j in x and evaluated at time tl (≥ t j), and use
δ iXk∆,tl as an abbreviation of δ
iXk0,x0(∆, tl). Assuming µ,σ ∈ C1, we get that the
process (δ iX∆, j∆) j=1,...,J has the dynamics
δ iX∆, j∆ = δ iX∆,( j−1)∆+
d
∑
k=1
δ iXk∆,( j−1)∆
[∂µ(X∆,( j−1)∆)
∂xk
∆+
∂σ(X∆,( j−1)∆)
∂xk
∆ jW
]
,
(16)
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(cf. (13)), where δX∆,0 = Id , and in what follows Id denotes the identity matrix of
size d.
Given a Borel function f : Rd → R satisfying E | f (X∆,T )|< ∞, it can be verified
by a direct calculation that, for t ∈ [t j−1, t j),
E[ f (X∆,T )|Ft ] = u∆(t,X∆,t j−1 ,Wt −Wt j−1), (17)
where the function u∆ : [0,T ]×Rd+m → R is constructed via the backward recur-
sion as follows
u∆(t,x,y) = E[u∆(t j,Φ∆(x,y+ z j
√
t j− t),0)], t ∈ [t j−1, t j), (18)
u∆(T,x,0) = f (x), (19)
where t j :=
jT
J , j ∈ {0, . . . ,J}, and z1, . . . ,zJ
i.i.d.∼ N (0m, Im).
We now introduce the following assumptions: for any j ∈ {1, . . . ,J} and x ∈ Rd ,
it holds
(Ass1) f (Xt j−1,x(∆,T )) ∈ L1,
(Ass2)n |∆ jW |nE[ f (Xt j−1,x(∆,T ))|Ft j ] ∈ L1.
(Ass1) is just a minimal assumption that allows to have (17) with the function u∆
constructed via (18)–(19). (Ass2)n is a technical assumption, which depends on n,
allowing to replace integration and differentiation in several cases of interest (see
below). In most places we need the variant (Ass2)1, i.e. with n = 1, but at a couple
of instances we will need stronger variants (Ass2)n with n≥ 1. That is why we have
the parameter n in the formulation of that assumption.
An attractive feature of such an approach via the discretised process (in con-
trast to the one via the exact solution) is that, under (Ass1) and (Ass2)1, due to the
smoothness of the Gaussian density, the function u∆ is continuously differentiable
in y regardless of whether f is smooth, and, moreover, u∆ is continuously differ-
entiable in x, provided f ,µ,σ are continuously differentiable. More precisely, we
obtain the above statements because, for t ∈ [t j−1, t j), we can write (for simplicity,
in the one-dimensional case)
u∆(t,x,y) =
ˆ
R
u∆ (t j,Φ∆(x,w),0)
1√
2pi(t j− t)
e
− (w−y)22(t j−t) dw,
and differentiation under the integral applies due to (Ass2)1 together with the
dominated convergence theorem (notice that the expression E[ f (Xt j−1,x(∆,T ))|Ft j ]
in (Ass2)n is nothing else than u∆(t j,Φ∆(x,∆ jW ),0)).
Theorem 2. Suppose (Ass1) and (Ass2)1.
(i) It holds
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f (X∆,T ) = E[ f (X∆,T )]+
J
∑
j=1
t jˆ
t j−1
∇yu∆(t,X∆,t j−1 ,Wt −Wt j−1)dWt ,
where ∇yu∆(t,x,y) ∈ R1×m denotes the gradient of u∆ w.r.t. y.
(ii) Assume additionally that f ,µ,σ ∈ C1. Then we also have the alternative
representation
f (X∆,T ) = E[ f (X∆,T )]+
J
∑
j=1
t jˆ
t j−1
E
[
∇ f (X∆,T )δX∆,TδX−1∆,t j |Ft
]
σ(X∆,t j−1)dWt .
Let us define the function g j : Rd → R1×d , j ∈ {1, . . . ,J}, through
g j(x) =
(
g j,1(x), . . . ,g j,d(x)
)
:= E
[
∇ f (X∆,T )δX∆,TδX−1∆,t j
∣∣∣X∆,t j−1 = x] . (20)
Note that it holds (see the proof of Theorem 2)
g j(x) = E
[
∇xu∆(t j,X∆,t j ,0)
∣∣∣X∆,t j−1 = x] , (21)
∇yu∆(t j−1,x,0) = g j(x)σ(x), (22)
where∇xu∆(t,x,y) denotes the gradient of u∆ w.r.t. x, and we conditioned on X∆,t j−1
instead of Ft j−1 because (X∆,t j) j=0,...,J is a Markov chain (one can do that for grid
points only). Theorem 2 inspires to introduce the control variate
Mint,1∆,T :=
J
∑
j=1
m
∑
i=1
∂u∆(t j−1,X∆,t j−1 ,0)
∂yi
∆ jW i
=
J
∑
j=1
d
∑
k=1
g j,k(X∆,t j−1)
m
∑
i=1
σki(X∆,t j−1)∆ jW
i. (23)
It will turn out that Mint,1∆,T = M
ser,1
∆,T . To this end, we derive a connection between the
series and integral representations.
Theorem 3. Under (Ass1) and (Ass2)n for all n ∈ N, provided that it holds
∣∣∣∣Dα ( ∂∂yr u∆(t,x,y)
)∣∣∣∣ :=
∣∣∣∣∣∣
∂K
(
∂
∂yr u∆(t,x,y)
)
∂ tα1∂yα21 · · ·∂yαm+1m
∣∣∣∣∣∣≤CK (24)
for all K ∈ N, r ∈ {1, . . . ,m}, |α| = K, t ∈ [t j−1, t j), x ∈ Rd , y ∈ Rm, with some
constant C > 0, we have for the Euler scheme
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f (X∆,T ) = E[ f (X∆,T )]+
J
∑
j=1
∞
∑
l=1
∆l/2 ∑
k∈Nm0
∑mr=1 kr=l
∂ lu∆(t j−1,X∆,t j−1 ,0)
∂yk11 · · ·∂ykmm
m
∏
r=1
Hkr
(
∆ jW r√
∆
)
√
kr!
(25)
whenever 0 < ∆ < 1C2 . (The series converge in L
2.) Consequently, we obtain for
l = ∑mr=1 kr ∈ N
∆l/2√
k1! · · ·
√
km!
· ∂
lu∆(t j−1,X∆,t j−1 ,0)
∂yk11 · · ·∂ykmm
= a j,k(X∆,t j−1). (26)
Remark 2. In the one-dimensional case (d = m = 1), a representation of a similar
type as (25) appears in [1] in a somewhat different form. Our form is aimed at
constructing control variates via regression methods.
In particular, we see from Theorem 3 that Mint,1∆,T =M
ser,1
∆,T provided that (24) holds.
However, we can prove the equality of the aforementioned control variates without
assuming (24):
Theorem 4. Under (Ass1) and (Ass2)1, we have for i ∈ {1, . . . ,m}
a j,ei(x) =
√
∆
∂
∂yi
u∆(t j−1,x,0),
and consequently,
Mint,1∆,T = M
ser,1
∆,T .
It is interesting to remark that, although we assumed f (X∆,T )∈ L2 when speaking
about the series representation, the coefficients a j,ei are well-defined already under
(Ass1) and (Ass2)1.
We can now investigate the order of the truncation error, which arises when we
replace the control variate M∆,T of (11) with the control variate M
ser,1
∆,T of (12).
Theorem 5. Suppose (Ass1) and (Ass2)3. Provided that the function u∆(t,x,y) has
bounded partial derivatives in y of orders 2 and 3, it holds
Var
[
f (X∆,T )−Mint,1∆,T
]
= Var
[
f (X∆,T )−Mser,1∆,T
]
®∆. (27)
Remark 3. (i) Below we will present sufficient conditions in terms of the functions
f ,µ,σ that ensure the assumption on u∆ in Theorem 5 (see Theorem 6 in Section 3).
(ii) The control variate Mint,1∆,T differs from the one suggested in [8] only in an
index concerning the inverted matrix, i.e. we have δX−1∆,t j inside of g j(X∆,t j−1) rather
than theFt j−1 -measurable random variable δX−1∆,t j−1 which arises in case of the exact
solution f (XT ) from a simple discretisation of the stochastic integral in (14).
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Regarding the weak convergence order of the Euler scheme, we have the follow-
ing result (cf. Theorem 2.1 in [7]).
Proposition 1. Assume that µ and σ in (1) are Lipschitz continuous with compo-
nents µk, σki : Rd → R, k = 1, . . . ,d, i = 1, . . . ,m, being 4 times continuously differ-
entiable with their partial derivatives of orders up to 4 having polynomial growth.
Let f : Rd → R be 4 times continuously differentiable with partial derivatives of
orders up to 4 having polynomial growth. Then, for the Euler scheme (15), we have
|E f (XT )−E f (X∆,T )| ≤ c∆, (28)
where the constant c does not depend on ∆.
We remark that the assumption that, for sufficiently large n ∈N, the expectations
E|X∆, j∆|2n are uniformly bounded in J and j = 0, . . . ,J (cf. Theorem 2.1 in [7])
is automatically satisfied for the Euler scheme because µ and σ , being globally
Lipschitz, have at most linear growth.
3 Regression analysis
In the previous sections we have given several representations for the control vari-
ates. Now we discuss how to compute the coefficients in these representations via
regression. For the sake of clarity, we will focus on the control variate given by (23),
that is, we will estimate the functions g j,k in (20) via linear regression. Let us start
with a general description of the global Monte Carlo regression algorithm.
3.1 Global Monte Carlo regression algorithm
Fix a q-dimensional vector of real-valued functions ψ = (ψ1, . . . ,ψq) on Rd . Simu-
late a set of N “training paths” of the Markov chains X∆, j∆ and δX∆, j∆, j = 0, . . . ,J.
We should choose N > q. In what follows these N training paths are denoted by DtrN :
DtrN :=
{
(X tr,(n)∆, j∆,δX
tr,(n)
∆, j∆) j=0,...,J : n = 1, . . . ,N
}
.
Let α j,k = (α1j,k, . . . ,α
q
j,k), where j ∈ {1, . . . ,J}, k ∈ {1, . . . ,d}, be a solution of the
following least squares optimisation problem:
argminα∈Rq
N
∑
n=1
[
ζ tr,(n)j,k −α1ψ1(X tr,(n)∆,( j−1)∆)− . . .−αqψq(X
tr,(n)
∆,( j−1)∆)
]2
with
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ζ tr,(n)j =
(
ζ tr,(n)j,1 , . . . ,ζ
tr,(n)
j,d
)
:= ∇ f (X tr,(n)∆,T )δX
tr,(n)
∆,T
(
δX tr,(n)∆, j∆
)−1
.
Define an estimate for the coefficient function g j,k via
gˆ j,k(z) := α1j,kψ
1(z)+ . . .+αqj,kψ
q(z), z ∈ Rd .
The cost of computing α j,k is of order O(Nq2), since each α j,k is of the form α j,k =
B−1b with
Bl,o :=
1
N
N
∑
n=1
ψ l
(
X tr,(n)
∆,( j−1)∆
)
ψo
(
X tr,(n)
∆,( j−1)∆
)
(29)
and
bl :=
1
N
N
∑
n=1
ψ l
(
X tr,(n)
∆,( j−1)∆
)
ζ tr,(n)j,k ,
l,o ∈ {1, . . . ,q}. The cost of approximating the family of the coefficient functions
g j,k, j ∈ {1, . . . ,J}, k ∈ {1, . . . ,d}, is of order O
(
JdNq2
)
.
3.2 Piecewise polynomial regression
There are different ways to choose the basis functions ψ = (ψ1, . . . ,ψq). In this
section we describe piecewise polynomial partitioning estimates and present L2-
upper bounds for the estimation error.
From now on, we fix some p∈N0, which will denote the maximal degree of poly-
nomials involved in our basis functions. The piecewise polynomial partitioning es-
timate of g j,k works as follows: consider some R > 0 and an equidistant partition of
[−R,R]d in Qd cubes K1, . . . ,KQd . Further, consider the basis functions ψ l,1, . . . ,ψ l,q
with l ∈ {1, . . . ,Qd} and q = (p+dd ) such that ψ l,1(x), . . . ,ψ l,q(x) are polynomials
with degree less than or equal to p for x ∈ Kl and ψ l,1(x) = . . . = ψ l,q(x) = 0 for
x /∈ Kl . Then we obtain the least squares regression estimate gˆ j,k(x) for x ∈ Rd as
described in Section 3.1, based on Qdq = O(Qd pd) basis functions. In particular,
we have gˆ j,k(x) = 0 for any x /∈ [−R,R]d . We note that the cost of computing gˆ j,k for
all j,k is of order O(JdNQd p2d) rather than O(JdNQ2d p2d) due to a block diagonal
matrix structure of B in (29). An equivalent approach, which leads to the same es-
timator gˆ j,k(x), is to perform separate regressions for each cube K1, . . . ,KQd . Here,
the number of basis functions at each regression is of order O(pd) so that the overall
cost is of order O(JdNQd p2d), too. For x= (x1, . . . ,xd)∈Rd and h∈ [1,∞), we will
use the notations
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|x|h :=
( d
∑
k=1
|xk|h
)1/h
, |x|∞ := max
k=1,...,d
|xk|.
For s ∈ N0, C > 0 and h ∈ [1,∞], we say that a function F : Rd → R is (s+1,C)-
smooth w.r.t. the norm |·|h whenever, for all α = (α1, . . . ,αd)∈Nd0 with∑dk=1αk = s,
we have
|DαF(x)−DαF(y)| ≤C|x− y|h, x,y ∈ Rd ,
i.e. the function DαF is globally Lipschitz with the Lipschitz constant C with re-
spect to the norm | · |h on Rd (cf. Definition 3.3 in [4]). In what follows, we use the
notation P∆, j−1 for the distribution of X∆,( j−1)∆. In particular, we will work with
the corresponding L2-norm:
‖F‖2L2(P∆, j−1) :=
ˆ
Rd
F2(x)P∆, j−1(dx) = E
[
F2
(
X∆,( j−1)∆
)]
.
We now define ζ j,k as the k-th component of the vector ζ j =
(
ζ j,1, . . . ,ζ j,d
)
:=
∇ f (X∆,T )δX∆,TδX−1∆, j∆ and remark that g j,k(x) = E[ζ j,k|X∆,( j−1)∆ = x]. In what
follows, we consider the following assumptions: there exist h ∈ [1,∞] and positive
constants Σ,A,Ch,ν ,Bν such that, for all J ∈ N, j ∈ {1, . . . ,J} and k ∈ {1, . . . ,d}, it
holds
(A1) supx∈Rd Var[ζ j,k|X∆,( j−1)∆ = x]≤ Σ< ∞,
(A2) supx∈Rd |g j,k(x)| ≤ A < ∞,
(A3) g j,k is (p+1,Ch)-smooth w.r.t. the norm | · |h,
(A4) P(|X∆,( j−1)∆|∞ > R)≤ BνR−ν for all R > 0.
Remark 4. Let us notice that it is only a matter of convenience which h to choose
in (A3) because all norms | · |h are equivalent. Furthermore, since µ and σ are as-
sumed to be globally Lipschitz, hence have linear growth, then, given any ν > 0,
(A4) is satisfied with a sufficiently large Bν > 0. In other words, (A4) is needed
only to introduce the constant Bν , which appears in the formulations below.
In the next theorem we, in particular, present sufficient conditions in terms of the
functions µ , σ and f that imply the preceding assumptions.
Theorem 6. (i) Under (Ass1) and (Ass2)1, let all functions f ,µk,σki, k ∈ {1, . . . ,d},
i∈ {1, . . . ,m}, be continuously differentiable with bounded partial derivatives. Then
(A1) and (A2) hold with appropriate constants Σ and A.
(ii) If, moreover, (Ass1) and (Ass2)3 are satisfied, all functions σki are bounded
and all functions f ,µk,σki are 3 times continuously differentiable with bounded
partial derivatives up to order 3, then the function u∆(t,x,y) has bounded partial
derivatives in y up to order 3. In particular, (27) holds true.
Remark 5. As a generalisation of Theorem 6, it is natural to expect that (A3) is
satisfied with a sufficiently large constant Ch > 0 if, under (Ass1) and (Ass2)p+2, all
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functions f ,µk,σki are p+2 times continuously differentiable with bounded partial
derivatives up to order p+2.
Let gˆ j,k be the piecewise polynomial partitioning estimate of g j,k. By g˜ j,k we
denote the truncated estimate, which is defined as
g˜ j,k(x) := TAgˆ j,k(x) :=
{
gˆ j,k(x) if |gˆ j,k(x)| ≤ A,
Asgn gˆ j,k(x) otherwise,
where A is the bound from (A2).
Lemma 1. Under (A1)–(A4), we have
E‖g˜ j,k−g j,k‖2L2(P∆, j−1) ≤ c˜
(
Σ+A2(logN+1)
) (p+dd )Qd
N
(30)
+
8C2h
(p+1)!2d2−2/h
(
Rd
Q
)2p+2
+8A2BνR−ν ,
where c˜ is a universal constant.
It is worth noting that the expectation in the left-hand side of (30) accounts
for the averaging over the randomness in DtrN . To explain this in more detail, let
(X∆, j∆) j=0,...,J be a “testing path” which is independent of the training paths DtrN .
Then it holds
‖g˜ j,k−g j,k‖2L2(P∆, j−1) ≡ ‖g˜ j,k(·,D
tr
N)−g j,k(·)‖2L2(P∆, j−1)
= E
[(
g˜ j,k(X∆,( j−1)∆,DtrN)−g j,k(X∆,( j−1)∆)
)2 |DtrN] ,
hence,
E‖g˜ j,k−g j,k‖2L2(P∆, j−1) = E
[(
g˜ j,k(X∆,( j−1)∆,DtrN)−g j,k(X∆,( j−1)∆)
)2]
, (31)
which provides an alternative form for the expression in the left-hand side of (30).
Let us now estimate the variance of the random variable f (X∆,T )− M˜int,1∆,T , where
M˜int,1∆,T :=
J
∑
j=1
d
∑
k=1
g˜ j,k(X∆,( j−1)∆,DtrN)
m
∑
i=1
σki(X∆,( j−1)∆)∆ jW i. (32)
Theorem 7. Let us assume supx∈Rd |σki(x)| ≤ σmax < ∞ for all k ∈ {1, . . . ,d} and
i ∈ {1, . . . ,m}. Then we have under (A1)–(A4)
Var[ f (X∆,T )− M˜int,1∆,T ] ®
1
J
+d2T mσ2max
{
c˜
(
Σ+A2(logN+1)
) (p+dd )Qd
N
+
8C2h
(p+1)!2d2−2/h
(
Rd
Q
)2p+2
+8A2BνR−ν
}
. (33)
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We finally stress that M˜int,1∆,T is a valid control variate in that is does not introduce
bias, i.e. E[M˜int,1∆,T |DtrN ] = 0, which follows from the martingale transform structure
in (32).
3.3 Summary of the algorithm
The algorithm of the “integral approach” consists of two phases: training phase
and testing phase. In the training phase, we simulate N independent training paths
DtrN and construct regression estimates g˜ j,k(·,DtrN) for the coefficients g j,k(·), k ∈
{1, . . . ,d}. In the testing phase, independently from DtrN we simulate N0 independent
testing paths (X (n)∆, j∆) j=0,...,J , n = 1, . . . ,N0, and build the Monte Carlo estimator for
E f (XT ) as
1
N0
N0
∑
n=1
(
f (X (n)∆,T )− M˜int,1,(n)∆,T
)
. (34)
The expectation of this estimator equals E f (X∆,T ), and the upper bound for the
variance is 1N0 times the expression in (33).
4 Complexity analysis
The results presented in previous sections provide us with “building blocks” to per-
form the complexity analysis.
Standing assumption for Complexity Analysis consists in
(Ass1), (Ass2)1, (27) and (28).
Combining Theorem 5, Theorem 6 and Proposition 1, we recall that this standing
assumption is satisfied whenever we have (Ass1), (Ass2)3, σ is bounded, f ,µ,σ ∈
C4, the partial derivatives of f , µ and σ up to order 3 are bounded and of order 4 have
polynomial growth. However, we prefer to formulate the standing assumption for
complexity analysis as above because one might imagine other sufficient conditions
for it.
4.1 Integral approach
Below we present a complexity analysis which explains how we can approach the
complexity order ε−2
√|log(ε)| with ε being the precision to be achieved.
For the integral approach we perform d regressions in the training phase and d
evaluations of g˜ j,k in the testing phase (using the regression coefficients from the
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training phase) at each time step. Therefore, the overall cost is of order
JQddcp,d max
{
cp,dN,N0
}
, (35)
where cp,d :=
(p+d
p
)
. Under (A1)–(A4) and boundedness of σ (cf. Theorem 7), we
have the following constraints
max
{
1
J2
,
1
JN0
,
Qdd2mcp,d log(N)
NN0
,
d2m
(p+1)!2N0
(
Rd
Q
)2(p+1)
,
d2mBν
N0Rν
}
® ε2,
(36)
to ensure a mean squared error (MSE) of order ε2. Note that the first term in (36)
comes from the squared bias of the estimator (due to (28) and E[M˜int,1∆,T ] = 0) and the
remaining four ones come from the variance of the estimator (see (33) and (34)).
Theorem 8. Under (A1)–(A4) and boundedness of σ , we obtain the following solu-
tion for the integral approach:
J  ε−1, Q
B4(p+1)ν d2ν+4(p+1)(ν+1)mν+2(p+1)
ε2ν+4(p+1)c2ν+4(p+1)p,d (p+1)!4ν
 1dν+2(p+1)(d+2ν) , (37)
N 
B2d(p+1)ν d2dν+2(p+1)(dν+2d+2ν)mdν+2(p+1)(d+ν)
ε2dν+4(p+1)(d+ν)cdν+2d(p+1)p,d (p+1)!2dν
 1dν+2(p+1)(d+2ν)
·
√
log
(
ε−
2dν+4(p+1)(d+ν)
dν+2(p+1)(d+2ν)
)
, (38)
N0  Ncp,d

B2d(p+1)ν c4ν(p+1)p,d d2dν+2(p+1)(dν+2d+2ν)mdν+2(p+1)(d+ν)
ε2dν+4(p+1)(d+ν)(p+1)!2dν
 1dν+2(p+1)(d+2ν)
·
√
log
(
ε−
2dν+4(p+1)(d+ν)
dν+2(p+1)(d+2ν)
)
, (39)
R
Bd+4(p+1)ν (p+1)!2dm2(p+1)
ε4(p+1)c4(p+1)p,d d2(p+1)(d−2)
 1dν+2(p+1)(d+2ν) , (40)
provided that 2(p+1)> d and ν > 2d(p+1)2(p+1)−d .
1 Thus, we have for the complexity
1 Performing the full complexity analysis via Lagrange multipliers one can see that these parameter
values are not optimal if 2(p+1)≤ d or ν ≤ 2d(p+1)2(p+1)−d (a Lagrange multiplier corresponding to a
“≤ 0” constraint is negative, cf. proof of Theorem 8). Therefore, the recommendation is to choose
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Cint  JQddc2p,dN  JQddcp,dN0

B6d(p+1)ν c2(p+1)(4ν−d)−dνp,d d5dν+2(p+1)(3dν+5d+4ν)m3dν+6(p+1)(d+ν)
ε5dν+2(p+1)(5d+4ν)(p+1)!6dν
 1dν+2(p+1)(d+2ν)
·
√
log
(
ε−
2dν+4(p+1)(d+ν)
dν+2(p+1)(d+2ν)
)
. (41)
Remark 6. (i) For the sake of comparison with the SMC and MLMC approaches,
we recall at this point that their complexities are
CSMC  ε−3 and CMLMC  ε−2
at best.2 Complexity estimate (41) shows that one can approach the complexity order
ε−2
√|log(ε)|, when p,ν → ∞, i.e. if the coefficients g j,k are smooth enough and
the solution X of SDE (1) lives in a compact set.
(ii) Note that we would have obtained the same complexity even when the vari-
ance in (27) were of order ∆K with K > 1. This is due to the fact that the second
constraint in (36) is the only inactive one and this would still hold if the condition
were 1JKN0 ® ε
2. Hence, it is not useful to derive a control variate with a higher
variance order for the Euler scheme.
4.2 Series approach
Below we present a complexity analysis for the series representation, defined in Sec-
tion 2.1. Again we focus on the Euler scheme (15). Then we compare the resulting
complexity with the one in (41).
Similarly to Section 3.2, we define ζ j,i as the i-th component of the vector ζ j =(
ζ j,1, . . . ,ζ j,m
)> := f (X∆,T )∆ jW√∆ and remark that a j,ei(x) = E[ζ j,i|X∆,( j−1)∆ = x]
(compare with (10)). We will work under the following assumptions: there exist
h ∈ [1,∞] and positive constants Σ,A,Ch such that, for all J ∈ N, j ∈ {1, . . . ,J} and
i ∈ {1, . . . ,m}, it holds:
(B1) supx∈Rd Var[ζ j,i|X∆,( j−1)∆ = x]≤ Σ< ∞,
(B2) supx∈Rd |a j,ei(x)| ≤ A
√
∆< ∞,
(B3) a j,ei is (p+1,Ch)-smooth w.r.t. the norm | · |h.
the power p for our basis functions according to p > d−22 . The opposite choice is allowed as well
(the method converges), but theoretical complexity of the method would be then worse than that of
the SMC, namely, ε−3.
2 For the Euler scheme, there is an additional logarithmic factor in the complexity of the MLMC
algorithm (see [3]).
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Note the difference between (B2) and (A2) of Section 3.2, while (B1) has the same
form as (A1). This is due to (26), hence the additional factor
√
∆ in (B2).
In what follows the N training paths are denoted by
DtrN :=
{
(X tr,(n)∆, j∆) j=0,...,J : n = 1, . . . ,N
}
,
that is, we do not need to simulate paths for the derivative processes δX∆, j∆. Let aˆ j,ei
be the piecewise polynomial partitioning estimate of a j,ei described in Section 3.2.
By a˜ j,ei we denote the truncated estimate, which is defined as follows:
a˜ j,ei(x) := TA
√
∆aˆ j,ei(x) :=
{
aˆ j,ei(x) if |aˆ j,ei(x)| ≤ A
√
∆,
A
√
∆sgn aˆ j,ei(x) otherwise.
Lemma 2. Under (B1)–(B3) and (A4), we have
E‖a˜ j,ei −a j,ei‖2L2(P∆, j−1) ≤ c˜
(
Σ+A2∆(logN+1)
) cp,dQd
N
(42)
+
8C2h
(p+1)!2d2−
2
h
(
R
Q
)2p+2
+8A2∆BνR−ν ,
where c˜ is a universal constant.
Let us now estimate the variance of the random variable f (X∆,T )−M˜ser,1∆,T , where
M˜ser,1∆,T :=
J
∑
j=1
m
∑
i=1
a˜ j,ei(X∆,( j−1)∆,D
tr
N)
∆ jW i√
∆
. (43)
Theorem 9. Under (B1)–(B3) and (A4), we have
Var[ f (X∆,T )− M˜ser,1∆,T ] ®
1
J
+ Jm
{
c˜
(
Σ+A2∆(logN+1)
) cp,dQd
N
+
8C2h
(p+1)!2d2−
2
h
(
R
Q
)2p+2
+8A2∆BνR−ν
}
. (44)
Let us study the complexity of the following “series approach”: In the training
phase, we simulate N independent training paths DtrN and construct regression es-
timates a˜ j,ei(·,DtrN) for the coefficients a j,ei(·), i ∈ {1, . . . ,m}. In the testing phase,
independently from DtrN we simulate N0 independent testing paths (X
(n)
∆, j∆) j=0,...,J ,
n = 1, . . . ,N0, and build the Monte Carlo estimator for E f (XT ) as
1
N0
N0
∑
n=1
(
f (X (n)∆,T )− M˜ser,1,(n)∆,T
)
. (45)
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Therefore, the overall cost is of order
JQdmcp,d max
{
cp,dN,N0
}
. (46)
The expectation of the estimator in (45) equals E f (X∆,T ), and the upper bound
for the variance is 1N0 times the expression in (44). Hence, we have the following
constraints
max
{
1
J2
,
1
JN0
,
JQdmcp,d
NN0
,
Jm
(p+1)!2N0
(
Rd
Q
)2(p+1)
,
mBν
N0Rν
}
® ε2, (47)
to ensure a MSE of order ε2 (due to E[Mser,1∆,T ] = 0 as well as (44) and (45)). Note
that there is no longer a log-term in (47). This is due to the factor ∆ in (44) such
that Σ is of a higher order, compared to ∆(logN+1).
Theorem 10. Under (B1)–(B3) and (A4), we obtain the following solution for the
series approach:
J  ε−1, Q
 B4(p+1)ν d4ν(p+1)mν+2(p+1)
ε3ν+2(p+1)c2ν+4(p+1)p,d (p+1)!4ν
 1dν+2(p+1)(d+2ν) , (48)
N 
 B2d(p+1)ν d2dν(p+1)mdν+2(p+1)(d+ν)
ε3dν+2(p+1)(2d+3ν)cdν+2d(p+1)p,d (p+1)!2dν
 1dν+2(p+1)(d+2ν) , (49)
N0  Ncp,d 
B2d(p+1)ν c4ν(p+1)p,d d2dν(p+1)mdν+2(p+1)(d+ν)
ε3dν+2(p+1)(2d+3ν)(p+1)!2dν
 1dν+2(p+1)(d+2ν) , (50)
R
Bd+4(p+1)ν (p+1)!2dm2(p+1)
ε2(p+1)−dc4(p+1)p,d d2d(p+1)
 1dν+2(p+1)(d+2ν) , (51)
provided that 2(p+1)> d and ν > 2(p+1)2(p+1)−d .
3 Thus, we have for the complexity
Cser  JQdmc2p,dN  JQdmcp,dN0

B6d(p+1)ν c2(p+1)(4ν−d)−dνp,d d6dν(p+1)m3dν+6(p+1)(d+ν)
ε7dν+2(p+1)(4d+5ν)(p+1)!6dν
 1dν+2(p+1)(d+2ν) .
(52)
3 Compare with footnote 1 on page 15.
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Remark 7. (i) Complexity estimate (52) shows that one cannot go beyond the com-
plexity order ε−2.5 in this case, no matter how large p,ν are. This is mainly due to
the factor J within the third constraint in (47) which does not arise in (36).
(ii) Similarly to Section 4.1, we would have obtained the same complexity even
when we used a control variate with a higher variance order ∆K for some K > 1.
(iii) When comparing (52) with (41), one clearly sees that (41) always achieves
a better complexity for ν > 2(p+1)2(p+1)−d (in terms of ε).
(iv) Furthermore, also from the pure computational point of view it is preferable
to consider the integral approach rather than the series approach, even though the
control variates Mser,1∆,T and M
int,1
∆,T are theoretically equivalent (recall Theorem 4).
This is mainly due to the factor ∆ jW i in a j,ei (see (10)), which is independent of
X∆,( j−1)∆ and has zero expectation and thus may lead to poor regression results
(cf. “RCV approach” in [2]). Regarding the integral approach, such a destabilising
factor is not present in g j,k (see (20)).
5 Numerical results
In this section, we consider the Euler scheme and compare the numerical perfor-
mance of the SMC, MLMC, series and integral approaches. For simplicity we im-
plemented a global regression (i.e. the one without truncation and partitioning).
Regarding the choice of basis functions, we use in both series and integral ap-
proaches the same polynomials ψ(x) =∏dk=1 x
lk
k , where l1, . . . ld ∈ {0,1, . . . , p} and
∑dk=1 lk ≤ p. In addition to the polynomials, we consider the function f as a basis
function. Hence, we have overall
(p+d
d
)
+ 1 basis functions in each regression. As
for the MLMC approach, we use the same simulation results as in [2].
The following results are based on program codes written and vectorised in
MATLAB and running on a Linux 64-bit operating system.
5.1 One-dimensional example
Here d = m = 1. We consider the following SDE (cf. [2])
dXt =− 12 tanh(Xt)sech
2 (Xt)dt+ sech(Xt)dWt , X0 = 0, (53)
for t ∈ [0,1], where sech(x) := 1cosh(x) . This SDE has an exact solution Xt =
arsinh(Wt) . Furthermore, we consider the functional f (x) = sech(x)+15arctan(x),
that is, we have
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E [ f (X1)] = E [sech(arsinh(W1))] = E
 1√
1+W 21
≈ 0.789640. (54)
We choose p = 3 (that is, 5 basis functions) and, for each ε = 2−i, i ∈ {2,3,4,5,6},
we set the parameters J, N and N0 as follows (compare with the formulas in Sec-
tion 4 for ν→∞, limν→∞Bν = 1 and ignore the log-terms for the integral approach):
J =
⌈
ε−1
⌉
, N = 256 ·
{ d0.6342 · ε−1.0588e integral approach,
d0.6342 · ε−1.5882e series approach,
N0 = 256 ·
{ d2.5367 · ε−1.0588e integral approach,
d2.5367 · ε−1.5882e series approach.
Regarding the SMC approach, the number of paths is set N0 = 256 · ε−2. The factor
256 is here for stability purposes. As for the MLMC approach, we set the initial
number of paths in the first level (l = 0) equal to 103 as well as the “discretisa-
tion parameter” M = 4, which leads to time steps of the length 14l at level l (the
notation here is as in [3]). Next we compute the numerical RMSE (the exact value
is known, see (54)) by means of 100 independent repetitions of the algorithm. As
can be seen from left-hand side in Figure 1, the estimated numerical complexity
is about RMSE−1.82 for the integral approach, RMSE−2.43 for the series approach,
RMSE−1.99 for the MLMC approach and RMSE−3.02 for the SMC approach, which
we get by regressing the log-time (logarithmic computing time of the whole algo-
rithm in seconds) vs. log-RMSE. Thus, the complexity reduction works best with
the integral approach.
-14 -12 -10 -8 -6 -4 -2
-4
-2
0
2
4
6
8
10
-10 -8 -6 -4 -2 0
-4
0
4
8
12
16
Fig. 1 Numerical complexities of the integral, series, SMC and MLMC approaches in the one- and
five-dimensional cases.
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5.2 Five-dimensional example
Here d = m = 5. We consider the SDE (cf. [2])
dX it =−sin
(
X it
)
cos3
(
X it
)
dt+ cos2
(
X it
)
dW it , X
i
0 = 0, i ∈ {1,2,3,4} ,
dX5t =
4
∑
i=1
[
−1
2
sin
(
X it
)
cos2
(
X it
)
dt+ cos
(
X it
)
dW it
]
+dW 5t , X
5
0 = 0. (55)
The solution of (55) is given by
X it = arctan
(
W it
)
, i ∈ {1,2,3,4} ,
X5t =
4
∑
i=1
arsinh
(
W it
)
+W 5t .
for t ∈ [0,1]. Further, we consider the functional
f (x) = cos
(
5
∑
i=1
xi
)
−20
4
∑
i=1
sin(xi) ,
that is, we have
E [ f (X1)] =
(
E
[
cos
(
arctan
(
W 11
)
+ arsinh
(
W 11
))])4E[cos(W 51 )]≈ 0.002069.
We again choose p = 3 (this now results in 57 basis functions), consider the same
values of ε as above (and, in addition, consider the values ε = 2−7 and ε = 2−8 for
the SMC approach to obtain similar computing times as for the series and integral
approaches). Moreover, we set (compare with the formulas in Section 4 for ν → ∞,
limν→∞Bν = 1 and ignore the log-terms for the integral approach):
J =
⌈
ε−1
⌉
, N =
{ d35.9733 · ε−1.2381e integral approach,
4 · d4.9044 · ε−1.8571e series approach,
N0 =
{ d2014.5030 · ε−1.2381e integral approach,
4 · d274.6480 · ε−1.8571e series approach.
The number of paths for the SMC approach is again set N0 = 256 · ε−2. Regarding
the MLMC approach, we again choose M = 4, but the initial number of paths in
the first level is increased to 104. As in the one-dimensional case, we compute the
numerical RMSE by means of 100 independent repetitions of the algorithm. Our
empirical findings are illustrated on the right-hand side in Figure 1. We observe the
numerical complexity RMSE−1.95 for the integral approach, RMSE−2.05 for the se-
ries approach, RMSE−2.01 for the MLMC approach and RMSE−3.03 for the SMC
approach. Even though here the complexity order of the series approach is better
than that of the SMC approach and close to that of MLMC approach, the series ap-
proach is practically outperformed by the other approaches (see Figure 1; the multi-
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plicative constant influencing the computing time is obviously very big). However,
the integral approach remains numerically the best one also in this five-dimensional
example.
6 Proofs
Proof of Theorem 1
Cf. the proof of Theorem 2.1 in [2].
Proof of Theorem 2
First of all, we derive
lim
t↗t j
u∆(t,X∆,t j−1 ,Wt −Wt j−1) (56)
= lim
t↗t j
E
[
u∆(t j,Φ∆(x,y+ z j
√
t j− t),0)
]∣∣∣ x=X∆,( j−1)∆,y=Wt−Wt j−1
=u∆(t j,Φ∆(X∆,( j−1)∆,∆ jW ),0) = u∆(t j,X∆,t j ,0).
By means of Itô’s lemma and the fact that u∆ satisfies the heat equation
∂u∆
∂ t
+
1
2
m
∑
i=1
∂ 2u∆
∂y2i
= 0 (57)
due to its relation to the normal distribution, we then obtain
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f (X∆,T )−E[ f (X∆,T )] (58)
=u∆(T,X∆,T ,0)−u∆(0,x0,0)
=
J
∑
j=1
(
u∆(t j,X∆,t j ,0)−u∆(t j−1,X∆,t j−1 ,0)
)
=
J
∑
j=1
lim
t↗t j
(
u∆(t,X∆,t j−1 ,Wt −Wt j−1)−u∆(t j−1,X∆,t j−1 ,0)
)
=
J
∑
j=1
m
∑
i=1
lim
t↗t j
tˆ
t j−1
∂u∆
∂yi
(s,X∆,t j−1 ,Ws−Wt j−1)dW is
=
J
∑
j=1
t jˆ
t j−1
∇yu∆(s,X∆,t j−1 ,Ws−Wt j−1)dWs.
Next, let us derive a relation between ∇yu∆ and ∇xu∆. We have for t ∈ [t j−1, t j)
∇yu∆(t,x,y) = ∇yE[u∆(t j,Φ∆(x,y+ z j
√
t j− t),0)]
= ∇xE[u∆(t j,Φ∆(x,y+ z j
√
t j− t),0)]σ(x).
Thus, the term ∇yu∆(s,X∆,t j−1 ,Ws−Wt j−1) in (58) takes the form
∇yu∆(s,X∆,t j−1 ,Ws−Wt j−1) = E[∇xu∆(t j,X∆,t j ,0) |Fs ]σ(X∆,t j−1). (59)
Note that it holds
u∆(t j,x,0) = E[ f (Xt j ,x(∆,T ))],
where we recall that Xt j ,x(∆, tl), for l ≥ j, denotes the Euler discretisation starting
at time t j in x (analogous to Xs,x(t) for the exact solution). Hence, we have for ∇xu∆
∇xu∆(t j,x,0) = E[∇ f (Xt j ,x(∆,T ))δXt j ,x(∆,T )]
or, in another form,
∇xu∆(t j,X∆,t j ,0) = E
[
∇ f (Xt j ,X∆,t j (∆,T ))δXt j ,X∆,t j (∆,T )
∣∣Ft j ] ,
where δ iXkt j ,x(∆, tl) :=
∂Xkt j ,x(∆,tl)
∂xi
with l ≥ j and i,k ∈ {1, . . . ,d}. We also notice at
this point that X∆,tl = X0,x0(∆, tl) and δX∆,tl = δX0,x0(∆, tl).
Let us define σk(x) :=
(
σk,1(x), . . . ,σk,m(x)
)> for k ∈ {1, . . . ,d}. Further, we de-
note with Jµ ∈ Rd×d , Jσk ∈ Rm×d the Jacobi matrices of the functions µ , σk. Re-
garding the discretisation δX∆, j∆ of δXt we can use, alternatively to (16), the matrix
form
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δX∆, j∆ = A jδX∆,( j−1)∆ = A jA j−1 · · ·A1, (60)
where
Ak := Id +Jµ(X∆,(k−1)∆)∆+
∆kW
>Jσ1(X∆,(k−1)∆)
...
∆kW>Jσd (X∆,(k−1)∆)
 .
This gives us
Xt j ,X∆,t j (∆, tl) = Φ∆(· · ·(Φ∆(X∆,t j ,∆ j+1W ), · · · ,∆lW )
= Φ∆(· · ·(Φ∆(X∆,0,∆1W ), · · · ,∆lW ) = X∆,tl ,
δXt j ,X∆,t j (∆, tl) = AlAl−1 · · ·A j+1 = AlAl−1 · · ·A1
(
A jA j−1 · · ·A1
)−1
= δX∆,tlδX
−1
∆,t j ,
where Φ∆ is defined through (15). Finally, we obtain for s ∈
[
t j−1, t j
)
∇yu∆(s,X∆,t j−1 ,Ws−Wt j−1) = E
[
E
[
∇ f (X∆,T )δX∆,TδX−1∆,t j
∣∣Ft j ] |Fs ]σ(X∆,t j−1)
= E
[
∇ f (X∆,T )δX∆,TδX−1∆,t j |Fs
]
σ(X∆,t j−1).
Proof of Theorem 3
Below we simply write u∆,t j−1 rather than u∆(t j−1,X∆,t j−1 ,0). Let us consider
the Taylor expansion for ∂∂yr u∆(t,X∆,t j−1 ,Wt −Wt j−1) of order K ∈ N0 around
(t j−1,X∆,t j−1 ,0), with r ∈ {1, . . . ,m}, that is, for t ∈ [t j−1, t j), we set
T Kj,r(t) := ∑
|α|≤K
Dα
(
∂
∂yr u∆,t j−1
)
α1! · · ·αm+1! (t− t j−1)
α1(W 1t −W 1t j−1)α2 · · ·(W mt −W mt j−1)αm+1 ,
(61)
where α ∈ Nm+10 and Dα
(
∂
∂ym u∆,t j−1
)
=
∂ |α|
(
∂
∂ym
u∆,t j−1
)
∂ tα1∂yα21 ···∂y
αm+1
m
. Via Taylor’s theorem we
obtain
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∂
∂yr
u∆(t,X∆,t j−1 ,Wt −Wt j−1)−T Kj,r(t)
= ∑
|α|=K+1
 (K+1)!
α1! · · ·αm+1!
1ˆ
0
(1− z)KDα
(
∂
∂yr
u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
)
dz
·(t− t j−1)α1(W 1t −W 1t j−1)α2 · · ·(W mt −W mt j−1)αm+1
]
.
Provided that (24) holds, we get
Var
 J∑
j=1
m
∑
r=1
t jˆ
t j−1
(
∂
∂yr
u∆(t,X∆,t j−1 ,Wt −Wt j−1)−T Kj,r(t)
)
dW rt

=
J
∑
j=1
m
∑
r=1
t jˆ
t j−1
E
[(
∂
∂yr
u∆(t,X∆,t j−1 ,Wt −Wt j−1)−T Kj,r(t)
)2]
dt
®C2(K+1)
J
∑
j=1
∑
|α|=K+1
t jˆ
t j−1
E
[
(t− t j−1)2α1(W 1t −W 1t j−1)2α2 · · ·(W mt −W mt j−1)2αm+1
]
dt
®(C2∆)K+1 K→∞−→ 0,
and thus T Kj,r converges for K → ∞ in L2(Ω× [0,T ]) to ∂u∆∂yr (t,X∆,t j−1 ,Wt −Wt j−1).
Moreover, due to (57), the limit of T Kj,r simplifies to (cf. (61))
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∂u∆,t j−1
∂yr
+
m
∑
i=1
∂ 2u∆,t j−1
∂yr∂yi
(W it −W it j−1)
+
1
2
m
∑
i=1
∂ 3u∆,t j−1
∂yr∂y2i
((W it −W it j−1)2− (t− t j−1))+
m
∑
i1,i2=1
i1<i2
∂ 3u∆,t j−1
∂yr∂yi1∂yi2
(W i1t −W i1t j−1)(W i2t −W i2t j−1)
+
[
1
6
m
∑
i=1
∂ 4u∆,t j−1
∂yr∂y3i
((W it −W it j−1)3−3(W it −W it j−1)(t− t j−1))
+
1
2
m
∑
i1,i2=1
i1<i2
∂ 4u∆,t j−1
∂yr∂y2i1∂yi2
((W i1t −W i1t j−1)2− (t− t j−1))(W i2t −W i2t j−1)
+
m
∑
i1,i2,i3=1
i1<i2<i3
∂ 4u∆,t j−1
∂yr∂yi1∂yi2∂yi3
(W i1t −W i1t j−1)(W i2t −W i2t j−1)(W i3t −W i3t j−1)

+ ...
=
∞
∑
l=1
(t− t j−1) l−12 ∑
k∈Nm0
∑mi=1 ki=l−1
∂ lu∆,t j−1
∂yr∂yk11 · · ·∂ykmm
m
∏
i=1
Hki
(
W it −W it j−1√
t−t j−1
)
√
ki!
.
To compute the stochastic integral
t jˆ
t j−1
∇yu∆(t,X∆,t j−1 ,Wt −Wt j−1)dWt
=
∞
∑
l=1
m
∑
r=1
t jˆ
t j−1
(t− t j−1) l−12 ∑
k∈Nm0
∑mi=1 ki=l−1
∂ lu∆,t j−1
∂yr∂yk11 · · ·∂ykmm
m
∏
i=1
Hki
(
W it −W it j−1√
t−t j−1
)
√
ki!
dW rt ,
we apply Itô’s lemma w.r.t. the functions Fk(t,y1, . . . ,ym) := t l/2∏mi=1
Hki
(
yi√
t
)
√
ki!
,
where ∑mi=1 ki = l. Thus, we obtain
dFk(t− t j−1,W 1t −W 1t j−1 , . . . ,W mt −W mt j−1) (62)
=(t− t j−1) l−12
m
∑
r=1
Hkr−1
(
W rt −W rt j−1√
t−t j−1
)
√
(kr−1)!
m
∏
i=1
i6=r
Hki
(
W it −W it j−1√
t−t j−1
)
√
ki!
dW rt .
This gives us finally
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t jˆ
t j−1
∇yu∆(t,X∆,t j−1 ,Wt −Wt j−1)dWt
=
∞
∑
l=1
∆l/2 ∑
k∈Nm0
∑mi=1 ki=l
∂ lu∆(t j−1,X∆,t j−1 ,0)
∂yk11 · · ·∂ykmm
m
∏
i=1
Hki
(
∆ jW i√
∆
)
√
ki!
.
Proof of Theorem 4
We define the (random) function Gl, j(x) for J ≥ l ≥ j ≥ 0, x ∈ Rd , as follows
Gl, j(x) = Φ∆,l ◦Φ∆,l−1 ◦ . . .◦Φ∆, j+1(x), l > j, (63)
Gl, j(x) = x, l = j,
where Φ∆,l(x) := Φ∆ (x,∆lW ) for l = 1, . . . ,J. Note that it holds
u∆(t j,x,0) = E [ f (GJ, j(x))] . (64)
Similar to G we define the function G˜ j(x,z), 0≤ j < J, x ∈Rd , z := (z1, . . . ,zJ− j) ∈
Rm×(J− j), zl := (z1l , . . . ,zml )> ∈ Rm for l = 1, . . . ,J− j, as follows
G˜ j(x,z) := Φ˜∆,zJ− j ◦ . . .◦ Φ˜∆,z1(x),
where Φ˜∆,zl (x) := Φ∆
(
x,zl
√
∆
)
. Note that G and G˜ are in the following relation
GJ, j(x) = G˜ j
(
x,
1√
∆
(
∆ j+1W,∆ j+2W, . . . ,∆JW
))
, j < J. (65)
Let us represent
√
∆ ∂∂yi
u∆(t j−1,x,0), where j ∈ {1, . . . ,J} and i ∈ {1, . . . ,m}, as
a (J− j+1)m-dimensional integral, that is (cf. (65))
√
∆
∂
∂yi
u∆(t j−1,x,0) =
√
∆
∂
∂yi
E [ f (GJ, j (Φ∆ (x,∆ jW + y)))] |y=0m
=
ˆ
R(J− j+1)m
√
∆
∂
∂yi
[
f
(
G˜ j−1
(
x,
(
z1+
y√
∆
,z2, . . . ,zJ− j+1
)))]
ϕ(J− j+1)m(z)dz
∣∣y=0m ,
where ϕ(J− j+1)m denotes the (J − j + 1)m-dimensional standard normal density
function. Since it holds
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√
∆
∂
∂yi
[
f
(
G˜ j−1
(
x,
(
z1+
y√
∆
,z2, . . . ,zJ− j+1
)))]
=
∂
∂ zi1
[
f
(
G˜ j−1
(
x,
(
z1+
y√
∆
,z2, . . . ,zJ− j+1
)))]
,
we obtain via integration by parts
√
∆
∂
∂yi
u∆(t j−1,x,0)
=
ˆ
R(J− j+1)m
∂
∂ zi1
[
f
(
G˜ j−1 (x,z)
)]
ϕ(J− j+1)m(z)dz
=−
ˆ
R(J− j+1)m
f
(
G˜ j−1 (x,z)
) ∂
∂ zi1
ϕ(J− j+1)m(z)dz
=
ˆ
R(J− j+1)m
f
(
G˜ j−1 (x,z)
)
zi1ϕ(J− j+1)m(z)dz
=E
[
f (GJ, j−1(x))
∆ jW i√
∆
]
= E
[
f (X∆,T )
∆ jW i√
∆
∣∣X∆,( j−1)∆ = x]= a j,ei(x).
We finally remark that we have only the integral term in the integration by parts
above because the function z1 7→ f (G˜ j−1(x,z))ϕ(J− j+1)m(z) is integrable over R
w.r.t. the Lebesgue measure.
Proof of Theorem 5
Via Taylor’s theorem we get
∂u∆(t,X∆,t j−1 ,Wt −Wt j−1)
∂yi
=
∂u∆(t j−1,X∆,t j−1 ,0)
∂yi
+(t− t j−1)
1ˆ
0
∂ 2u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
∂yi∂ t
dz
+
m
∑
r=1
(W rt −W rt j−1)
1ˆ
0
∂ 2u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
∂yi∂yr
dz. (66)
Due to (57), (66) simplifies to
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∂u∆(t,X∆,t j−1 ,Wt −Wt j−1)
∂yi
=
∂u∆(t j−1,X∆,t j−1 ,0)
∂yi
− 1
2
(t− t j−1)
1ˆ
0
m
∑
r=1
∂ 3u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
∂yi∂y2r
dz
+
m
∑
r=1
(W rt −W rt j−1)
1ˆ
0
∂ 2u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
∂yi∂yr
dz.
Provided that the second and third derivatives of u∆ w.r.t. y are bounded, we have
Var
 t jˆ
t j−1
∂u∆(t,X∆,t j−1 ,Wt −Wt j−1)
∂yi
dW it −
∂u∆(t j−1,X∆,t j−1 ,0)
∂yi
∆ jW i

=
t jˆ
t j−1
E
 1ˆ
0
m
∑
r=1
(
(W rt −W rt j−1)
∂ 2u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
∂yi∂yr
−1
2
(t− t j−1)
∂ 3u∆(t j−1+ z(t− t j−1),X∆,t j−1 ,z(Wt −Wt j−1))
∂yi∂y2r
)
dz
)2 dt
®
m
∑
r=1
t jˆ
t j−1
E
[
(W rt −W rt j−1)2+(t− t j−1)2
]
dt ®∆2.
Thus, we finally obtain
Var
[
f (X∆,T )−Mint,1∆,T
]
®∆.
Proof of Theorem 6
We start the calculations, which will lead to the proof of part (ii). At some point we
will get the proof of part (i) as a by-product.
In this proof we will use the shorthand notation ξk := ∆kW , k ∈ {1, . . . ,J}. For
j ∈ {0, . . . ,J−1}, we have
u∆(t j,x,y) = E
[
f
(
Φ∆,J ◦Φ∆,J−1 ◦ . . .◦Φ∆, j+2 ◦Φ∆(x,y+ξ j+1)
)]
,
where Φ∆,k(x) := Φ∆(x,ξk). Denote, for k > j,
Gk, j(x,y) := Φ∆,k ◦Φ∆,k−1 ◦ . . .◦Φ∆, j+2 ◦Φ∆(x,y+ξ j+1).
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Assume that for any n ∈ N, l ∈ {1, . . . ,d}, α ∈ Nd0 ,∣∣∣E[(DαΦl∆,k+1(Gk, j(x,y)))n∣∣∣Fk]∣∣∣≤
{
(1+An,l∆), β = αl = 1
Bn,l,α∆, (β > 1)∨ (αl 6= 1)
(67)
with probability one for β = |α| ∈ N and some constants An,l > 0, Bn,l,α > 0. We
recall the notation Dα f (x) = ∂
|α| f (x)
∂xα11 ···∂x
αd
d
, which was used here. Clearly, for the Euler
scheme (15), condition (67) is satisfied if all the derivatives of order β for µk,σki,
k ∈ {1, . . . ,d}, i ∈ {1, . . . ,m}, are bounded. Moreover, suppose that for any n1,n2 ∈
N, l ∈ {1, . . . ,d}, α1,α2 ∈ Nd0 , with β1 = |α1|> 0, β2 = |α2|> 0, (β1 > 1)∨ (β2 >
1)∨ ((α1)l 6= 1)∨ ((α2)l 6= 1),∣∣∣E[(Dα1Φl∆,k+1(Gk, j(x,y)))n1 (Dα2Φl∆,k+1(Gk, j(x,y)))n2 ∣∣∣Fk]∣∣∣≤Cn1,n2,l,α1,α2∆
(68)
for some constant Cn1,n2,l,α1,α2 > 0. Again, for the Euler scheme (15), condition (68)
is satisfied if all the derivatives of orders β1 and β2 for µk,σki are bounded.
We have for some i ∈ {1, . . . ,m} and l ∈ {1, . . . ,d}
∂
∂yi
Glk+1, j(x,y) =
d
∑
s=1
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
and ∂∂yi G
s
j+1, j(x,y) =
∂
∂yi
Φs∆(x,y+ξ j+1). Hence
E
[(
∂
∂yi
Glk+1, j(x,y)
)2]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)2
+∑
s6=l
{
2
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
∂
∂yi
Gsk, j(x,y)
+(d−1)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)2}]
Denote
ρ i,sk+1,n = E
[(
∂
∂yi
Gsk+1, j(x,y)
)n]
, (69)
then, due to 2ab≤ a2+b2, we get for k = j+1, . . . ,J−1,
ρ i,lk+1,2 ≤ (1+A2,l∆)ρ i,lk,2+∑
s 6=l
{
C1,1,l,el ,es∆(ρ
i,l
k,2+ρ
i,s
k,2)+(d−1)B2,l,es∆ρ i,sk,2
}
.
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Further, denote
ρ ik+1,n =
d
∑
l=1
ρ i,lk+1,n,
then we get for k = j+1, . . . ,J−1,
ρ ik+1,2 ≤ (1+A2∆)ρ ik,2+2(d−1)C1,1∆ρ ik,2+(d−1)2B2∆ρ ik,2.
where A2 := max
l=1,...,d
A2,l , B2 := max
l,s=1,...,d
B2,l,es and C1,1 := maxl,s=1,...,d
C1,1,l,el ,es . This
gives us
ρ ik+1,2 ≤ (1+κ1∆)ρ ik,2, k = j+1, . . . ,J−1
for some constant κ1 > 0, leading to
ρ ik,2 ≤ (1+κ1∆)k− j−1ρ ij+1,2, k = j+1, . . . ,J−1,
where
ρ ij+1,2 =
d
∑
s=1
E
[(
∂
∂yi
Φs∆(x,y+ξ j+1)
)2]
=
d
∑
s=1
σ2si(x).
Thus, we obtain the boundedness of
∂
∂yi
u∆(t j,x,y) =
d
∑
s=1
E
[
∂
∂xs
f (GJ, j(x,y))
∂
∂yi
GsJ, j(x,y)
]
,
provided that σki and all the derivatives of order 1 of f ,µk,σki are bounded.
Similar calculations show that the boundedness of σki is not necessary to assume
in order to get that ∂∂xl u∆(t j,x,y) and consequently g j,l(x) for l ∈ {1, . . . ,d} are
bounded (recall (21)). This yields (A2) under the assumptions in part (i) of Theo-
rem 6 (that is, the boundedness of σki is not needed).
Furthermore, we have, due to (∑dk=1 ak)n ≤ dn−1∑dk=1 ank ,
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E
[(
∂
∂yi
Glk+1, j(x,y)
)4]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)4
+∑
s6=l
{
4
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)3 ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
+6(d−1)
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)2
+4(d−1)2 ∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)3
+(d−1)3
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)4}]
and thus, due to 4a3b≤ 3a4+b4 and 2a2b2 ≤ a4+b4,
ρ i,lk+1,4 ≤ (1+A4,l∆)ρ i,lk,4+∑
s 6=l
{
C3,1,l,el ,es∆(3ρ
i,l
k,4+ρ
i,s
k,4)+3(d−1)C2,2,l,el ,es∆(ρ i,lk,4+ρ i,sk,4)
+(d−1)2C1,3,l,el ,es∆(ρ i,lk,4+3ρ i,sk,4)+(d−1)3B4,l,es∆ρ i,sk,4
}
This gives us
ρ ik+1,4 ≤ (1+A4∆)ρ ik,4+4(d−1)C3,1∆ρ ik,4+6(d−1)2C2,2∆ρ ik,4
+4(d−1)3C1,3∆ρ ik,4+(d−1)4B4∆ρ ik,4,
where A4 := max
l=1,...,d
A4,l , B4 := max
l,s=1,...,d
B4,l,es , C3,1 := maxl,s=1,...,d
C3,1,l,el ,es , C2,2 :=
max
l,s=1,...,d
C2,2,l,el ,es and C1,3 := maxl,s=1,...,d
C1,3,l,el ,es . Hence, we obtain
ρ ik+1,4 ≤ (1+κ2∆)ρ ik,4, k = j+1, . . . ,J−1
for some constant κ2 > 0, leading to
ρ ik,4 ≤ (1+κ2∆)k− j−1ρ ij+1,4, k = j+1, . . . ,J−1,
where
ρ ij+1,4 =
d
∑
s=1
E
[(
∂
∂yi
Φs∆(x,y+ξ j+1)
)4]
=
d
∑
s=1
σ4si(x).
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Thus, we obtain boundedness of ρ ik,4 uniformly in x, y, j, k ∈ { j+ 1, . . . ,J} and J,
for all i ∈ {1, . . . ,m}, provided σki and all derivatives of order 1 of f ,µk,σki are
bounded.
Now we set4 G˜J, j(x) :=GJ, j(x,0) and observe that similar calculations involving
derivatives w.r.t. xk show that the quantities
E
[(
∂
∂xk
G˜sJ, j(x)
)4]
(cf. with (69)) are all bounded uniformly in x, J and j ∈ {0, . . . ,J−1}, provided all
derivatives of order 1 of f ,µk,σki are bounded (that is, boundedness of σki is not
needed at this point). Using the identity G˜J, j(X∆,t j) = X∆,T one can check that
JG˜J, j(X∆,t j) = δX∆,TδX−1∆,t j , (70)
where JG˜J, j denotes the Jacobi matrix of the function G˜J, j. Recalling the definition
ζ j = (ζ j,1, . . . ,ζ j,d) :=∇ f (X∆,T )δX∆,TδX−1∆,t j of the vector ζ j, we get from (70) that
ζ j,k =
d
∑
s=1
∂
∂xs
f (G˜J, j(X∆,t j))
∂
∂xk
G˜sJ, j(X∆,t j).
Then we obtain for k ∈ {1, . . . ,d} and j ∈ {1, . . . ,J}
Var
[
ζ j,k | X∆,t j−1 = x
]
≤ E
[
ζ 2j,k | X∆,t j−1 = x
]
= E
( d∑
s=1
∂
∂xs
f (G˜J, j(X∆,t j))
∂
∂xk
G˜sJ, j(X∆,t j)
)2
| X∆,t j−1 = x

≤ d
d
∑
s=1
E
[(
∂
∂xs
f (G˜J, j−1(x))
∂
∂xk
G˜sJ, j(Φ∆, j(x))
)2]
≤ d
d
∑
s=1
√√√√E[( ∂
∂xs
f (G˜J, j−1(x))
)4]
E
[(
∂
∂xk
G˜sJ, j(Φ∆ j(x))
)4]
.
Due to the discussion above, the latter expression is bounded in x, provided all
derivatives of order 1 of f ,µk,σki are bounded. That is, we get (A1), and the proof
of part (i) is completed.
Proceeding with part (ii), we have
4 Notice that thus defined G˜J, j is the same as GJ, j of (63) (in the proof of Theorem 4).
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E
[(
∂
∂yi
Glk+1, j(x,y)
)6]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)6
+∑
s6=l
{
6
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)5 ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
+15(d−1)
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)4( ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)2
+20(d−1)2
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)3
+15(d−1)3
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)2( ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)4
+6(d−1)4 ∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)5
+(d−1)5
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)6}]
and thus, due to 6a5b≤ 5a6+b6, 3a4b2 ≤ 2a6+b6 and 2a3b3 ≤ a6+b6,
ρ i,lk+1,6 ≤ (1+A6,l∆)ρ i,lk,6+∑
s 6=l
{
C5,1,l,el ,es∆(5ρ
i,l
k,6+ρ
i,s
k,6)+5(d−1)C4,2,l,el ,es∆(2ρ i,lk,6+ρ i,sk,6)
+10(d−1)2C3,3,l,el ,es∆(ρ i,lk,6+ρ i,sk,6)+5(d−1)3C2,4,l,el ,es∆(ρ i,lk,6+2ρ i,sk,6)
+(d−1)4C1,5,l,el ,es∆(ρ i,lk,6+5ρ i,sk,6)+(d−1)5B6,l,es∆ρ i,sk,6
}
.
This gives us
ρ ik+1,6 ≤ (1+A6∆)ρ ik,6+6(d−1)C5,1∆ρ ik,6+15(d−1)2C4,2∆ρ ik,6+20(d−1)3C3,3∆ρ ik,6
+15(d−1)4C2,4∆ρ ik,6+6(d−1)5C1,5∆ρ ik,6+(d−1)6B6∆ρ ik,6,
where A6 := max
l=1,...,d
A6,l , B6 := max
l,s=1,...,d
B6,l,es , C5,1 := maxl,s=1,...,d
C5,1,l,el ,es , C4,2 :=
max
l,s=1,...,d
C4,2,l,el ,es , C3,3 := maxl,s=1,...,d
C3,3,l,el ,es , C2,4 := maxl,s=1,...,d
C2,4,l,el ,es and C1,5 :=
max
l,s=1,...,d
C1,5,l,el ,es . Hence, we obtain
ρ ik+1,6 ≤ (1+κ3∆)ρ ik,6, k = j+1, . . . ,J−1
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for some constant κ3 > 0, leading to
ρ ik,6 ≤ (1+κ3∆)k− j−1ρ ij+1,6, k = j+1, . . . ,J−1,
where
ρ ij+1,6 =
d
∑
s=1
E
[(
∂
∂yi
Φs∆(x,y+ξ j+1)
)6]
=
d
∑
s=1
σ6si(x).
Moreover, we have
E
[(
∂
∂yi
Glk+1, j(x,y)
)8]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)8
+∑
s6=l
{
8
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)7 ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
+28(d−1)
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)6( ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)2
+56(d−1)2
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)5( ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)3
+70(d−1)3
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)4
+56(d−1)4
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)3( ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)5
+28(d−1)5
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
)2( ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)6
+8(d−1)6 ∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Glk, j(x,y)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)7
+(d−1)7
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
)8}]
and thus, due to 8a7b≤ 7a8+b8, 4a6b2 ≤ 3a8+b8, 8a5b3 ≤ 5a8+3b8 and 2a4b4 ≤
a8+b8,
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ρ i,lk+1,8 ≤ (1+A8,l∆)ρ i,lk,8+∑
s 6=l
{
C7,1,l,el ,es∆(7ρ
i,l
k,8+ρ
i,s
k,8)+7(d−1)C6,2,l,el ,es∆(3ρ i,lk,8+ρ i,sk,8)
+7(d−1)2C5,3,l,el ,es∆(5ρ i,lk,8+3ρ i,sk,8)+35(d−1)3C4,4,l,el ,es∆(ρ i,lk,8+ρ i,sk,8)
+7(d−1)4C3,5,l,el ,es∆(3ρ i,lk,8+5ρ i,sk,8)+7(d−1)5C2,6,l,el ,es∆(ρ i,lk,8+3ρ i,sk,8)
+(d−1)6C1,7,l,el ,es∆(ρ i,lk,8+7ρ i,sk,8)+(d−1)7B8,l,es∆ρ i,sk,8
}
.
This gives us
ρ ik+1,8 ≤ (1+A8∆)ρ ik,8+8(d−1)C7,1∆ρ ik,8+28(d−1)2C6,2∆ρ ik,8+56(d−1)3C5,3∆ρ ik,8
+70(d−1)4C4,4∆ρ ik,8+56(d−1)5C3,5∆ρ ik,8+28(d−1)6C2,6∆ρ ik,8
+8(d−1)7C1,7∆ρ ik,8+(d−1)8B8∆ρ ik,8,
where A8 := max
l=1,...,d
A8,l , B8 := max
l,s=1,...,d
B8,l,es , C7,1 := maxl,s=1,...,d
C7,1,l,el ,es , C6,2 :=
max
l,s=1,...,d
C6,2,l,el ,es , C5,3 := maxl,s=1,...,d
C5,3,l,el ,es , C4,4 := maxl,s=1,...,d
C4,4,l,el ,es , C3,5 := maxl,s=1,...,d
C3,5,l,el ,es ,
C2,6 := max
l,s=1,...,d
C2,6,l,el ,es and C1,7 := maxl,s=1,...,d
C1,7,l,el ,es . Hence, we obtain
ρ ik+1,8 ≤ (1+κ4∆)ρ ik,8, k = j+1, . . . ,J−1
for some constant κ4 > 0, leading to
ρ ik,8 ≤ (1+κ4∆)k− j−1ρ ij+1,8, k = j+1, . . . ,J−1,
where
ρ ij+1,8 =
d
∑
s=1
E
[(
∂
∂yi
Φs∆(x,y+ξ j+1)
)8]
=
d
∑
s=1
σ8si(x).
Next, we have for some i,o ∈ {1, . . . ,m} and l ∈ {1, . . . ,d}
∂ 2
∂yi∂yo
Glk+1, j(x,y) =
d
∑
s=1
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gsk, j(x,y)
+
d
∑
s,u=1
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
and ∂
2
∂yi∂yo
Gsj+1, j(x,y) =
∂ 2
∂yi∂yo
Φs∆(x,y+ξ j+1). Hence
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E
[(
∂ 2
∂yi∂yo
Glk+1, j(x,y)
)2]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Glk, j(x,y)
)2
+∑
s6=l
{
2
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Glk, j(x,y)
∂ 2
∂yi∂yo
Gsk, j(x,y)
+(d−1)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gsk, j(x,y)
)2}
+2
d
∑
s,u,v=1
∂
∂xv
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gvk, j(x,y)
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
+d2
d
∑
s,u=1
(
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
)2]
Denote
ψ i,o,sk+1,n = E
[(
∂ 2
∂yi∂yo
Gsk+1, j(x,y)
)n]
and es,u := es+ eu, then we get, due to
2E [XY Z]≤ 2
√
E [X2] 4
√
E [Y 4] 4
√
E [Z4]≤E[X2]+√E [Y 4]√E [Z4]≤E[X2]+ 1
2
(
E
[
Y 4
]
+E
[
Z4
])
,
for k = j+1, . . . ,J−1,
ψ i,o,lk+1,2 ≤ (1+A2,l∆)ψ i,o,lk,2 +∑
s 6=l
{
C1,1,l,el ,es∆(ψ
i,o,l
k,2 +ψ
i,o,s
k,2 )+(d−1)B2,l,es∆ψ i,o,sk,2
}
+
d
∑
s,u,v=1
C1,1,l,ev,es,u∆
(
ψ i,o,vk,2 +
1
2
(
ρ i,sk,4+ρ
o,u
k,4
))
+d2
d
∑
s,u=1
B2,l,es,u∆
1
2
(
ρ i,sk,4+ρ
o,u
k,4
)
.
Further, denote
ψ i,ok+1,n =
d
∑
l=1
ψ i,o,lk+1,n,
then we get for k = j+1, . . . ,J−1,
ψ i,ok+1,2 ≤ (1+A2∆)ψ i,ok,2+2(d−1)C1,1∆ψ i,ok,2+(d−1)2B2∆ψ i,ok,2
+d3C˜1,1∆
(
ψ i,ok,2+
1
2
(
ρ ik,4+ρ
o
k,4
))
+d4B˜2∆
1
2
(
ρ ik,4+ρ
o
k,4
)
.
where C˜1,1 := max
l,s,u,v=1,...,d
C1,1,l,ev,es,u and B˜2 := maxl,s,u=1,...,d
B2,l,es,u . This gives us
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ψ i,ok+1,2 ≤ (1+κ5∆)ψ i,ok,2+κ6, k = j+1, . . . ,J−1
for some constants κ5,κ6 > 0, leading to
ψ i,ok,2 ≤ (1+κ5∆)k− j−1ψ i,oj+1,2+κ7 = κ7, k = j+1, . . . ,J−1,
where κ7 > 0 and
ψ i,oj+1,2 =
d
∑
s=1
E
[(
∂ 2
∂yi∂yo
Φs∆(x,y+ξ j+1)
)2]
= 0.
Thus, we obtain the boundedness of
∂ 2
∂yi∂yo
u∆(t j,x,y) = E
[
d
∑
s=1
∂
∂xs
f (GJ, j(x,y))
∂ 2
∂yi∂yo
GsJ, j(x,y)
+
d
∑
s,u=1
∂ 2
∂xs∂xu
f (GJ, j(x,y))
∂
∂yi
GsJ, j(x,y)
∂
∂yo
GuJ, j(x,y)
]
,
provided that σki and all the derivatives of order 1 and 2 for f ,µk,σki are bounded.
Moreover, we have
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E
[(
∂ 2
∂yi∂yo
Glk+1, j(x,y)
)4]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Glk, j(x,y)
)4
+∑
s6=l
{
4
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Glk, j(x,y)
)3 ∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gsk, j(x,y)
+6(d−1)
(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Glk, j(x,y)
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gsk, j(x,y)
)2
+4(d−1)2 ∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Glk, j(x,y)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gsk, j(x,y)
)3
+(d−1)3
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gsk, j(x,y)
)4}
+
d
∑
s,u,v=1
{
4d2
(
∂
∂xv
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gvk, j(x,y)
)3 ∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
· ∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
+6d3
(
∂
∂xv
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gvk, j(x,y)
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
)2
·
(
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
)2
+4d4
∂
∂xv
Φl∆,k+1(Gk, j(x,y))
∂ 2
∂yi∂yo
Gvk, j(x,y)
·
(
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
)3}
+d6
d
∑
s,u
(
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
)4]
and thus, due to 4a3bc≤ 3a4+ 12
(
b8+ c8
)
, 2a2b2c2≤ a4+ 12
(
b8+ c8
)
and 4ab3c3≤
a4+ 32
(
b8+ c8
)
,
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ψ i,o,lk+1,4 ≤ (1+A4,l∆)ψ i,o,lk,4 +∑
s 6=l
{
C3,1,l,el ,es∆(3ψ
i,o,l
k,4 +ψ
i,o,s
k,4 )+3(d−1)C2,2,l,el ,es∆(ψ i,o,lk,4 +ψ i,o,sk,4 )
+(d−1)2C1,3,l,el ,es∆(ψ i,o,lk,4 +3ψ i,o,sk,4 )+(d−1)3B4,l,es∆ψ i,o,sk,4
}
+
d
∑
s,u,v=1
{
d2C3,1,l,ev,es,u∆
(
3ψ i,o,vk,4 +
1
2
(
ρ i,sk,8+ρ
o,u
k,8
))
+3d3C2,2,l,ev,es,u∆
(
ψ i,o,vk,4 +
1
2
(
ρ i,sk,8+ρ
o,u
k,8
))
+d4C1,3,l,ev,es,u∆
(
ψ i,o,vk,4 +
3
2
(
ρ i,sk,8+ρ
o,u
k,8
))}
+d6
d
∑
s,u=1
B4,l,es,u∆
1
2
(
ρ i,sk,8+ρ
o,u
k,8
)
.
This gives us
ψ i,ok+1,4 ≤ (1+A4∆)ψ i,ok,4+4(d−1)C3,1∆ψ i,ok,4+6(d−1)2C2,2∆ψ i,ok,4
+4(d−1)3C1,3∆ρ ik,4+(d−1)4B4∆ψ i,ok,4+d5C˜3,1∆
(
3ψ i,ok,4+
1
2
(
ρ ik,8+ρ
o
k,8
))
+3d6C˜2,2∆
(
ψ i,ok,4+
1
2
(
ρ ik,8+ρ
o
k,8
))
+d7C˜1,3∆
(
ψ i,ok,4+
3
2
(
ρ ik,8+ρ
o
k,8
))
+d8B˜4∆
1
2
(
ρ ik,8+ρ
o
k,8
)
,
where C˜3,1 := max
l,s,u,v=1,...,d
C3,1,l,ev,es,u , C˜2,2 := maxl,s,u,v=1,...,d
C2,2,l,ev,es,u , C˜1,3 := maxl,s,u,v=1,...,d
C1,3,l,ev,es,u
and B˜4 := max
l,s,u=1,...,d
B4,l,es,u . Hence, we obtain
ψ i,ok+1,4 ≤ (1+κ8∆)ψ i,ok,4+κ9, k = j+1, . . . ,J−1
for some constants κ8,κ9 > 0, leading to
ψ i,ok,4 ≤ (1+κ8∆)k− j−1ψ i,oj+1,4+κ10 = κ10, k = j+1, . . . ,J−1,
where κ10 > 0 and
ψ i,oj+1,4 =
d
∑
s=1
E
[(
∂ 2
∂yi∂yo
Φs∆(x,y+ξ j+1)
)4]
= 0.
Next, we have for some i,o,r ∈ {1, . . . ,m} and l ∈ {1, . . . ,d}
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∂ 3
∂yi∂yo∂yr
Glk+1, j(x,y)
=
d
∑
s=1
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 3
∂yi∂yo∂yr
Gsk, j(x,y)
+
d
∑
s,u=1
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
(
∂ 2
∂yi∂yo
Gsk, j(x,y)
∂
∂yr
Guk, j(x,y)+
∂ 2
∂yi∂yr
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
+
∂
∂yi
Gsk, j(x,y)
∂ 2
∂yo∂yr
Guk, j(x,y)
)
+
d
∑
s,u,v=1
∂ 3
∂xs∂xu∂xv
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
∂
∂yr
Gvk, j(x,y)
and ∂
3
∂yi∂yo∂yr
Gsj+1, j(x,y) =
∂ 3
∂yi∂yo∂yr
Φs∆(x,y+ξ j+1). Hence
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E
[(
∂ 3
∂yi∂yo∂yr
Glk+1, j(x,y)
)2]
≤ E
[(
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂ 3
∂yi∂yo∂yr
Glk, j(x,y)
)2
+∑
s6=l
{
2
∂
∂xl
Φl∆,k+1(Gk, j(x,y))
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 3
∂yi∂yo∂yr
Glk, j(x,y)
∂ 3
∂yi∂yo∂yr
Gsk, j(x,y)
+(d−1)
(
∂
∂xs
Φl∆,k+1(Gk, j(x,y))
∂ 3
∂yi∂yo∂yr
Gsk, j(x,y)
)2}
+2
d
∑
s,u,v=1
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
∂
∂xv
Φl∆,k+1(Gk, j(x,y))
∂ 3
∂yi∂yo∂yr
Gvk, j(x,y)
·
(
∂ 2
∂yi∂yo
Gsk, j(x,y)
∂
∂yr
Guk, j(x,y)+
∂ 2
∂yi∂yr
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
+
∂
∂yi
Gsk, j(x,y)
∂ 2
∂yo∂yr
Guk, j(x,y)
)
+2
d
∑
s,u,v,w=1
∂ 3
∂xs∂xu∂xv
Φl∆,k+1(Gk, j(x,y))
∂
∂xw
Φl∆,k+1(Gk, j(x,y))
∂ 3
∂yi∂yo∂yr
Gwk, j(x,y)
· ∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
∂
∂yr
Gvk, j(x,y)
+6d2
d
∑
s,u=1
(
∂ 2
∂xs∂xu
Φl∆,k+1(Gk, j(x,y))
)2(( ∂ 2
∂yi∂yo
Gsk, j(x,y)
∂
∂yr
Guk, j(x,y)
)2
+
(
∂ 2
∂yi∂yr
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
)2
+
(
∂
∂yi
Gsk, j(x,y)
∂ 2
∂yo∂yr
Guk, j(x,y)
)2)
+2d3
d
∑
s,u,v=1
(
∂ 3
∂xs∂xu∂xv
Φl∆,k+1(Gk, j(x,y))
∂
∂yi
Gsk, j(x,y)
∂
∂yo
Guk, j(x,y)
∂
∂yr
Gvk, j(x,y)
)2]
Denote
ζ i,o,r,sk+1 = E
[(
∂ 3
∂yi∂yo∂yr
Gsk+1, j(x,y)
)2]
and es,u,v := es+ eu+ ev, then we get, due to 3a2b2c2 ≤ a6+b6+ c6 and
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2E [XY ZU ]≤2
√
E [X2] 6
√
E [Y 6] 6
√
E [Z6] 6
√
E [U6]≤ E[X2]+ 3√E [Y 6] 3√E [Z6] 3√E [U6]
≤ E[X2]+ 1
3
(
E
[
Y 6
]
+E
[
Z6
]
+E
[
U6
])
,
for k = j+1, . . . ,J−1,
ζ i,o,r,lk+1 ≤ (1+A2,l∆)ζ i,o,r,lk +∑
s 6=l
{
C1,1,l,el ,es∆(ζ
i,o,r,l
k +ζ
i,o,r,s
k )+(d−1)B2,l,es∆ζ i,o,r,sk
}
+
d
∑
s,u,v=1
C1,1,l,ev,es,u∆
(
ζ i,o,r,vk,2 +
1
2
(
ρ i,sk,4+ρ
o,u
k,4 +ρ
r,u
k,4+ψ
i,o,s
k,4 +ψ
i,r,s
k,4 +ψ
o,r,u
k,4
))
+
d
∑
s,u,v,w=1
C1,1,l,ew,es,u,v∆
(
ζ i,o,r,wk,2 +
1
3
(
ρ i,sk,6+ρ
o,u
k,6 +ρ
r,v
k,6
))
+3d2
d
∑
s,u=1
B2,l,es,u∆
(
ρ i,sk,4+ρ
o,u
k,4 +ρ
r,u
4,k +ψ
i,o,s
k,4 +ψ
i,r,s
k,4 +ψ
o,r,u
k,4
)
+d3
d
∑
s,u,v=1
B2,l,es,u,v∆
1
3
(
ρ i,sk,6+ρ
o,u
k,6 +ρ
r,w
k,6
)
.
Further, denote
ζ i,o,rk+1 =
d
∑
l=1
ζ i,o,r,lk+1 ,
then we get for k = j+1, . . . ,J−1,
ζ i,o,rk+1,2 ≤ (1+A2∆)ζ i,o,rk,2 +2(d−1)C1,1∆ζ i,o,rk,2 +(d−1)2B2∆ζ i,o,rk,2
+d3C˜1,1∆
(
ζ i,o,rk,2 +
1
2
(
ρ ik,4+ρ
o
k,4+ρ
r
k,4+ψ
i,o
k,4+ψ
i,r
k,4+ψ
o,r
k,4
))
+d4 ˜˜C1,1∆
(
ζ i,o,rk,2 +
1
3
(
ρ ik,6+ρ
o
k,6+ρ
r
k,6
))
+3d4B˜2∆
(
ρ ik,4+ρ
o
k,4+ρ
r
k,4+ψ
i,o
k,4+ψ
i,r
k,4+ψ
o,r
k,4
)
+d6 ˜˜B2∆
1
3
(
ρ ik,6+ρ
o
k,6+ρ
r
k,6
)
.
where ˜˜C1,1 := max
l,s,u,v,w=1,...,d
C1,1,l,ew,es,u,v and
˜˜B2 := max
l,s,u,v=1,...,d
B2,l,es,u,v . This gives us
ζ i,o,rk+1,2 ≤ (1+κ11∆)ζ i,o,rk,2 +κ12, k = j+1, . . . ,J−1
for some constants κ11,κ12 > 0, leading to
ζ i,o,rk,2 ≤ (1+κ11∆)k− j−1ζ i,o,rj+1,2+κ13 = κ13, k = j+1, . . . ,J−1,
where κ13 > 0 and
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ζ i,o,rj+1,2 =
d
∑
s=1
E
[(
∂ 3
∂yi∂yo∂yr
Φs∆(x,y+ξ j+1)
)2]
= 0.
Thus, we obtain the boundednesss of
∂ 3
∂yi∂yo∂yr
u∆(t j,x,y)
= E
[
d
∑
s=1
∂
∂xs
f (GJ, j(x,y))
∂ 3
∂yi∂yo∂yr
GsJ, j(x,y)
+
d
∑
s,u=1
∂ 2
∂xs∂xu
f (GJ, j(x,y))
(
∂ 2
∂yi∂yo
GsJ, j(x,y)
∂
∂yr
GuJ, j(x,y)+
∂ 2
∂yi∂yr
GsJ, j(x,y)
∂
∂yo
GuJ, j(x,y)
+
∂
∂yi
GsJ, j(x,y)
∂ 2
∂yo∂yr
GuJ, j(x,y)
)
+
d
∑
s,u,v=1
∂ 3
∂xs∂xu∂xv
f (GJ, j(x,y))
∂
∂yi
GsJ, j(x,y)
∂
∂yo
GuJ, j(x,y)
∂
∂yr
GvJ, j(x,y)
]
,
provided that σki and all the derivatives of order 1, 2 and 3 for f ,µk,σki are bounded.
Proof of Lemma 1
Cf. Theorem 5.2 in [2].
Proof of Theorem 7
We have, by the martingale property of (M˜int,1∆, j∆) j=0,...,J , where M˜
int,1
∆, j∆ is given
by (32) with J being replaced by j, and by the orthogonality of the system ∆ jW i,
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Var[ f (X∆,T )− M˜int,1∆,T ] = Var[ f (X∆,T )−Mint,1∆,T ]+Var[Mint,1∆,T − M˜int,1∆,T ]
® 1
J
+∆
J
∑
j=1
m
∑
i=1
E‖
d
∑
k=1
(g˜ j,k−g j,k)σki‖2L2(P∆, j−1)
≤ 1
J
+d∆
J
∑
j=1
m
∑
i=1
d
∑
k=1
E‖(g˜ j,k−g j,k)σki‖2L2(P∆, j−1)
≤ 1
J
+d2T mσ2max
{
c˜
(
Σ+A2(logN+1)
) (p+dd )Qd
N
+
8C2h
(p+1)!2d2−2/h
(
Rd
Q
)2p+2
+8A2BνR−ν
}
.
Proof of Theorem 8
Let us, for simplicity, first ignore the log(N)-term in (36) and only consider the
terms w.r.t. the variables J,N,N0,Q,R which shall be optimised, since the constants
d,m,cp,d , (p+ 1)!, Bν do not affect the terms on ε . Further, we consider the log-
cost and log-constraints rather than (35) and (36). Let us subdivide the optimisation
problem into two cases:
1. N ® N0. This gives us the Lagrange function
Lλ1,...,λ6(J,N,N0,Q,R) (71)
:= log(J)+ log(N0)+d log(Q)+λ1(−2log(J)−2log(ε))
+λ2(− log(J)− log(N0)−2log(ε))
+λ3(d log(Q)− log(N)− log(N0)−2log(ε))
+λ4(2(p+1)(log(R)− log(Q))− log(N0)−2log(ε))
+λ5(−ν log(R)− log(N0)−2log(ε))+λ6(log(N)− log(N0)),
where λ1, . . . ,λ6≥ 0. Thus, considering of the conditions ∂L∂J = ∂L∂N = ∂L∂N0 =
∂L
∂Q =
∂L
∂R
!
= 0 gives us the following relations
λ1 =
1−λ2
2
,
λ3 =
2(p+1)(ν(1−λ2)−d)−dν
dν+2(p+1)(d+2ν)
= λ6,
λ4 =
dν(3−λ2)
dν+2(p+1)(d+2ν)
,
λ5 =
2d(p+1)(3−λ2)
dν+2(p+1)(d+2ν)
.
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The case λ1, . . . ,λ6 > 0 is not feasible, since all constraints in (71) can not be
active, that is they cannot become zero simultaneously because of six (linearly
independent) equalities on five unknowns. Hence, we derive the solutions under
λi = 0 for different i and observe which one is actually optimal.
a. λ1 = 0 ⇒ λ3 = λ6 =− d(2(p+1)+ν)dν+2(p+1)(d+2ν) < 0. Due to negative λ3,λ6, this case
is not optimal.
b. λ2 = 0 ⇒ λ1,λ4,λ5 > 0,λ3 = λ6 = 2(p+1)(ν−d)−dνdν+2(p+1)(d+2ν) . Again, we make a case
distinction:
i. λ3 = λ6 = 0 ⇒ ν = 2d(p+1)2(p+1)−d for 2(p+ 1) > d. This gives us, due to
λ1,λ4,λ5 > 0,
J  ε−1,
Q
[
1
N0ε2
] 1
d
,
JQdN0  ε−3.
This solution is no improvement compared to the SMC approach.
ii. λ3 = λ6 > 0 ⇒ ν > 2d(p+1)2(p+1)−d for 2(p+1)> d. In this case, all constraints
apart from the second one in (71), corresponding to λ2, are active. Then we
obtain
J  ε−1,
Q ε−
2ν+4(p+1)
dν+2(p+1)(d+2ν) ,
N0  ε−
2dν+4(p+1)(d+ν)
dν+2(p+1)(d+2ν) ,
JQdN0  ε−
5dν+2(p+1)(5d+4ν)
dν+2(p+1)(d+2ν) ,
which is a better solution than the previous one. Moreover, the remaining
constraint 1JN0 ® ε
2 is also satisfied under this solution.
c. λ3 = λ6 = 0 ⇒ λ1,λ4,λ5 > 0,λ2 = 2(p+1)(ν−d)−dν2(p+1)ν . The case λ2 = 0 is the
same as the last but one and thus gives us JQdN0  ε−3. The case λ2 > 0
leads to four active constraints in (71), namely the ones corresponding to
λ1,λ2,λ4,λ5, such that
J  ε−1,
Q ε−
ν+2(p+1)
2ν(p+1) ,
N0  ε−1,
JQdN0  ε−
dν+2(p+1)(d+2ν)
2ν(p+1) .
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This solution seems to be nice at the first moment. However, it does not satisfy
both constraints corresponding to λ3,λ6. On the one hand, we have for the
third constraint N ¦ ε−1−
dν+2d(p+1)
2ν(p+1) . On the other hand, we have for the sixth
constraint N ® ε−1. Hence, this is not an admissible solution.
d. λ4 = 0 ⇒ λ1 =−1. Since λ1 is negative, this case is not optimal.
e. λ5 = 0 ⇒ λ1 =−1. As for the previous one, this case is not optimal.
2. N ¦ N0. This gives us the Lagrange function
L˜λ1,...,λ6(J,N,N0,Q,R)
:= log(J)+ log(N)+d log(Q)+λ1(−2log(J)−2log(ε))
+λ2(− log(J)− log(N0)−2log(ε))
+λ3(d log(Q)− log(N)− log(N0)−2log(ε))
+λ4(2(p+1)(log(R)− log(Q))− log(N0)−2log(ε))
+λ5(−ν log(R)− log(N0)−2log(ε))+λ6(log(N0)− log(N)).
Analogously to the procedure above we get the same optimal solution, that is
J  ε−1,
Q ε−
2ν+4(p+1)
dν+2(p+1)(d+2ν) ,
N  ε−
2dν+4(p+1)(d+ν)
dν+2(p+1)(d+2ν) ,
JQdN  ε−
5dν+2(p+1)(5d+4ν)
dν+2(p+1)(d+2ν) .
Now we consider also the remaining terms cp,d , (p+ 1)!, Bν and obtain (37)–(41)
via equalising all constraints in (36) apart from the second one. Finally, we add the
log-term concerning ε in the parameters N,N0 to ensure that all constraints are really
satisfied.
Proof of Lemma 2
Cf. Theorem 5.2 in [2].
Proof of Theorem 9
We have, by the martingale property of (M˜ser,1∆, j∆) j=0,...,J , where M˜
ser,1
∆, j∆ is given
by (43) with J being replaced by j, and by the orthonormality of the system ∆ jW√
∆
,
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Var[ f (X∆,T )− M˜ser,1∆,T ] = Var[ f (X∆,T )−Mser,1∆,T ]+Var[Mser,1∆,T − M˜ser,1∆,T ]
® 1
J
+
J
∑
j=1
m
∑
i=1
E‖a˜ j,ei −a j,ei‖2L2(P∆, j−1)
≤ 1
J
+ Jm
{
c˜
(
Σ+A2∆(logN+1)
) cp,dQd
N
+
8C2h
(p+1)!2
(
R
Q
)2p+2
+8A2∆BνR−ν
}
.
Proof of Theorem 10
The proof is similar to the one of Theorem 8.
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