The two-user discrete memoryless state-dependent multiple-access channel (MAC) models a scenario in which two encoders transmit independent messages to a single receiver via a MAC whose channel law is governed by an i.i.d. state random variable. In the cooperative state-dependent MAC model it is further assumed that Message 1 is shared by both encoders whereas Message 2 is known only to Encoder 2 -the cognitive transmitter. The capacity of the cooperative state-dependent MAC where the realization of the state sequence is known non-causally to the cognitive encoder was derived by Somekh-Baruch et. al..
I. CHANNEL MODEL AND MAIN RESULTS
A discrete memoryless state-dependent multiple-access channel (MAC) is a triple (X 1 × X 2 × S, p(y|x 1 , x 2 , s), Y) where X 1 and X 2 are finite sets corresponding to the input alphabets of Encoder 1 and Encoder 2 respectively, S is a finite set corresponding to the alphabet of the state governing the channel law, the finite set Y is the output alphabet at the receiver, and p(·|x 1 , x 2 , s) is a collection of probability laws on Y indexed by the input symbols x 1 ∈ X 1 , x 2 ∈ X 2 and s ∈ S. The channel's law extends to n-tuples according to a memoryless law.
Encoder 1 sends a message W 1 , which is drawn uniformly over the set {1, . . . , e nR1 } W 1 , while Encoder 2 sends a message W 2 which is independent of W 1 and is drawn uniformly over the set {1, . . . , e nR2 } W 2 . The channel state sequence S n , which is drawn i.i.d. according to the law p S , is available non-causally to Encoder 2. It is further assumed that Encoder 2 "cribs" causally and learns the sequence of channel inputs emitted by Encoder 1 in all past transmissions before generating its next channel input. The model is depicted in Figure 1 .
An (e nR 1 , e nR 2 , n) code for the state-dependent MAC with a strictly causal cribbing encoder consists of: 1) Encoder 1 defined by a mapping f 1 : W 1 → X n 1 . 2) Encoder 2 defined by a collection of encoding functions 3) The receiver defined by a mapping g :
For a given code, the block average probability of error is P
Hereŵ 1 andŵ 2 are the receiver's guesses of the transmitted messages.
A rate-pair (R 1 , R 2 ) is said to be achievable if there exists a sequence of (e nR1 , e nR2 , n) codes with lim n→∞ P (n) e = 0. The capacity region of the state-dependent MAC with a cribbing encoder is the closure of the set of achievable ratepairs.
Our main result is.
with statesequence available non-causally at a strictly causal cribbing encoder and finite alphabets S, X 1 , X 2 . The capacity region of this channel is
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The cardinalities of the auxiliary r.v.'s V and U are bounded by |V| ≤ |X 1 ||X 2 ||S| + 5, and |U| ≤ |X 1 ||X 2 ||S||V| + 2.
II. PROOFS

A. Proof of the achievability part in Theorem 1
We propose a coding scheme that is based on Block-Markov superposition encoding and which combines the coding technique of [1] with that of [2] . The decoder uses backward decoding.
1) Coding Scheme: We consider B blocks, each of n symbols. A sequence of B−1 message pairs (W
1 } is an i.i.d. sequence of uniform random variables over 1, . . . , e nR1 , and, independent thereof, {W
We assume a tuple of random variables
Random coding and partitioning: In each block b, b = 1, 2, . . . , B, we use the following construction.
Randomly partition the set {u} into e nR 2 bins, each consisting of e nR codewords. Now label the codewords by u (j, j, ω 0 ) , j ∈ {1, . . . , e nR 2 }, j ∈ {1, . . . , e nR } where j identifies the bin and j the index within the bin.
Encoding : We denote the realizations of the sequences {W
n ) by s (b) . The code builds upon a Block-Markov structure in which the message (w In Block 1 the encoders send
The messages {w
where the conditional law is induced by (2) . Suppose that, as a result of cribbing from Encoder 1, before the beginning of Block b = 2, 3, . . . , B, Encoder 2 has an estimateŵ
).
Decoding at the receiver: After the reception of Block B the receiver uses backward decoding starting from Block B to Block 1 and decodes the messages as follows.
In Block B the receiver looks forŵ
),
). Next, assume that, decoding backwards up to (and including) Block b + 1, the receiver decoded w
Decoding at Encoder 2:
To obtain cooperation, after Block b = 1, 2, . . . , B − 1, Encoder 2 choosesw
was determined at the end of Block b−1 andω
When a decoding step either fails to recover a unique index (or index pair) which satisfies the decoding rule, or there is more than one index (or index pair), then an index (or an index pair) is chosen at random.
2) Bounding the Probability of Error:
Genie-aided arguments as in [3] and [4] can be used to show that the probability that either Endoder 2 makes an encoding error or the receiver makes a decoding error after Block b in the above scheme is upper bounded by the probability that at least one of the following events E
Error events:
for some index j 0 ∈ {1, . . . , e nR }. We define the event
the event
, and the event
We can upper bound the average probability of errorP e averaged over all codebooks and all random partitions bȳ
Pr E
. Furthermore, we can upper bound each of the summands in the last sum as
In the following we separately examine each of the above summands.
By the AEP Pr E
can be made arbitrarily small for sufficiently large n.
Also,
then Pr E
can be made arbitrarily small, provided that n is sufficiently large; • If
can be made arbitrarily small, provided that n is sufficiently large;
Finally, by the covering lemma (See [6] , [7] , [8] or [9, Chapter 13] ), if
then Pr E (b) 2 F 3 c can be made arbitrarily small, provided that n is sufficiently large. The combination of (3), (4), (5) , and (6) establishes the achievability of the rate region (1) for a law of the form (2) .
B. Proof of the converse in Theorem 1
Consider an (e nR 1 , e nR 2 , n) code with average block error probability P (n) e , and a law on W 1 ×W 2 ×X n 1 ×X n 2 ×Y n ×S n given by
where
Let V k and U k be the random variables defined by
We start with an upper bound on R 1 by following similar steps as in [2, Section V-Converse for situation 2].
where (a) follows from the encoding rule at Encoder 1.
Next, consider R 2 :
Here, (b) follows by the Csiszár-Körner's identity [5, Lemma 7] ; (c) follows since (W 2 S n k+1 ) is independent of S k given W 1 ; (d) follows by the encoding rule at Encoder 1.
is a Markov string. Finally, we consider the sum-rate R 1 + R 2 : 
