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We study the equation with a discontinuous nonlinearity: -Au = 1H(u - 1) (H is 
Heaviside’s unit function) in a square subject to various boundary conditions. We 
expect to find a curve dividing the harmonic (Au = 0) region from the superhar- 
manic (du = -1) region, defined by the equation u(x, y) = 1. This curve is called 
the free boundary since its location is determined by the solution to the problem. 
We use the implicit function theorem to study the effect of perturbation of the 
boundary conditions on known families of solutions. This justifies rigorously a 
formal scheme derived previously by Fleishman and Mahar. Our method also 
discovers bifurcations from previously known solution families. 
1. INTR~DLJCTI~N 
Let R be the unit square ((x, y) 10 < x, y < 1) in the x, y-plane, T,, its left 
edge ((0,~) IO < y < 1) and T, = a.C2\r, the rest of the boundary. Let H 
denote the Heaviside unit function 
H(t) = 0, t < 0, 
= 1, t > 0. 
Fleishman and Mahar [8] have posed a boundary value problem with 
discontinuous nonlinearity almost equivalent o 
-Au = 1H(u - 1) 
u Jr0 = h(Y), 
i2.4 
iS r, 
= 0, 
in a, 
(1) 
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where 1 is a real parameter, and h is a given function. (When in the second 
equation h(y) is replaced by Ah(y), problem (1) is equivalent o that in [8]; 
see the remarks in Section 3 following the proof of Proposition 2.) 
Discontinuous nonlinearities occur in the theory of Joule heating [ 121 
plasma confinement [3], and vortex rings [7]. Existence of solutions is 
established by variational methods [3, 151, by approximation by continuous 
problems [7], or by arguments based on order structure [4,9]. See [4, 151 
for further references. 
Our problem is a free boundary problem: a typical solution u may be 
expected to define by the equation u(x, y) = 1 a curve (across which u and 
its first derivatives are continuous) which separates the region where u < 1 
(and Au = 0) from the region where u > 1 (and Au = ---A). The location of 
this separating curve, however, is not known beforehand; it is determined by 
the solution itself. 
In the next section we shall specify precisely what we mean by a solution 
of problem (1). For the moment, we proceed informally. To begin, we 
specialize to the boundary condition h = 0, and record the results of [8], 
which motivated the present work. 
Problem (1) with h = 0 is called the reduced problem. It always has the 
trivial solution u = 0. When 13 4 positive solutions appear which depend on 
x only: for x,, a solution of the quadratic equation 
x0(1 -x,)=A-’ 
(that is, x,, = x:(A) = f f f dm) we have either one (A = 4) or two 
(12 > 4) solutions of the form 
UC)(X) = 240’(x) = A( 1 - x0)x, o<x<x, 
= A[x - +(x2 + xi)], x,<x< 1, 
(2) 
whose graphs are shown in Fig. 1. Note that u;(x) > u:(x) for 0 < x < 1. 
Thus u; (resp. u,‘) corresponds to points on the upper (resp. lower) branch 
of the 1, u-curve in Fig. 2. 
The line x = x0 is the free boundary where u, = 1. The solution and its 
gradient are continuous in the whole square, and the differential equation is 
satisfied in the classical sense in the regions where u0 < 1 or u,, > 1. It is not 
asserted that these are the only solutions. 
We turn now to problem (1) with h(y) & 0, which will be called the 
p+urbed problem. In this case no closed-form solution is known. Under the 
assumption that solutions exist, a formal scheme was developed in [8] to 
calculate first-order approximations to the solution (and associated free 
boundary) close to a given reduced solution u;. The questions of existence 
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FIG. 1. Solution profiles for 1= 9/2. 
of the solution, and the range of validity of the perturbation scheme, were left 
open. 
In attempting to answer these questions, we have established the following 
theorem, to the proof of which the remainder of this paper is devoted. 
THEOREM 1. For A > 4, consider the solution u; of the reduced problem 
(1) corresponding to x0 = x;(A), that is, on the “upper branch” of the curve 
in Fig. 2. For all boundary data h(y) suflciently close to zero in an 
appropriate function space, there is a unique solution u of (1) which depends 
continuously on h; this solution determines through the equation u(x, y) = 1 a 
unique curve whose equation may be written x = x; + b(y). The perturbation 
b(y) of the free boundary depends continuously (Frtkhet-) dtfirentiably on 
the function h, and is given to first order by the perturbation scheme of (81. 
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FIG. 2. Family of solutions of reduced problem. 
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For the “lower branch” x0 = xl(A), all of the above assertions hold, 
provided that x,, does not belong to a certain sequence of exceptional values 
having x0 = 1 as their only limit point. For each n = 1,2,... there is an excep- 
tional value of x0, x, , at which the reduced problem has a bifurcation: there 
are solutions of the reduced problem having free boundaries of the form 
x = x, + a cos nzy + o(a) for all a in some neighborhood of zero. 
In the next section we specify the class of admissible boundary values 
h(y); Section 3 gives the sequence of exceptional values of x,, for which 
bifurcation occurs in the lower branch of solutions of the reduced problem. 
The theorem asserts that, aside from the bifurcations, which surprised us, 
the perturbed problem has solutions which may be approximated by the 
scheme proposed in [8]. In a way, the assertion is actually stronger: the 
admissible boundary value functions h(y) have uniformly convergent Fourier 
cosine series, and it will follow from the proof of the theorem that the pertur- 
bation of the free boundary may be computed (to first order) term by term. 
Note that continuously differentiable dependence on h is established for 
the free boundary, not for the solution u. This is because our method of 
proof is to reformulate problem (1) as a nonlinear integral equation for b(y), 
the perturbation of the free boundary. While using the Green function (see 
Section 2) to transform problem (1) into an integral equation for u leads 
formally to the same results, we have not been able to establish the estimates 
needed for a proof by this route. 
In Section 2 of this paper we formulate a nonlinear integral equation for 
b(y) and prove that by solving it we can solve problem (1). In Section 3 we 
use the implicit function theorem to solve our nonlinear integral equation, 
and show that bifurcation occurs when the implicit function theorem fails. 
To apply the implicit function theorem we need to know that certain 
linearized expressions are Frlchet derivatives; the justifying estimates are 
provided in Section 4. Section 5 concludes with a discussion of current work 
on numerical methods for this problem, other geometries, and open 
questions. 
2. REFORMULATION OF PROBLEM (1) AS A 
NONLINEAR INTEGRAL EQUATION 
For reasons that will emerge below, we restrict our attention to boundary 
data h in C’@([O, 11) which satisfy h’(0) = h’(1) = 0. By a solution u of 
problem (l), for such an h, we mean a function 
uEC1(~)~C2(~\((x,Y)Iu(x,Y)= 1)) 
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satisfying the boundary conditions in problem (1). (If one is content with a 
less regular solution, a milder assumption can be made on the data, e.g., that 
h be merely continuous.) 
Let us suppose now that u is a solution of problem (1) but we have 
forgotten everything about u except the location of the free boundary. We 
ought to be able to recover u by replacing the Heaviside function in problem 
(1) by A times the characteristic function of the region to the right of the free 
boundary, then solving the resulting linear Poisson problem. With a few 
technical assumptions this idea works, as we show presently. 
It also suggests an appropriate space for the boundary data h. The source 
term in the Poisson equation belongs to every Lp space, so we choose any 
p > 2 and seek a solution in W2*p(Q). Such a function has a trace on the left 
boundary r, which is in W - * “p*p(~,,) (see [ 1 I), so we require that h belong 
to this space. 
To show that h is continuously differentiable, let 
ff = 1 - l/p. 
The norm of h (see [ 11) is 
1 
II h K,p,r, + j; j; Ih'(x) - h'(ylP dx dy 1 I" < 03. Ix -yl'+"p 
Hence Wz-“p*p c WLvp, and it may be shown that h is absolutely 
continuous. Since 1 + up =p the integrand in the double integral is [(h’(x) - 
h’(y)Y(x -Y)I’, and a result of A. Garsia [lo] shows that h’ satisfies a 
uniform Holder condition with exponent 1 - 2/p. 
The only difficulty in solving the Poisson problem to recover u E W2*p is 
that singularities can appear in its derivatives at the corner of the square 
unless certain conditions are satisfied by the data. The method of [ 131 may 
be used to show that the compatibility condition in this case is 
h’(0) = h’( 1) = 0, 
the pointwise derivatives being well defined because h’ satisfies a uniform 
Holder condition. 
Finally, we do not want to “pull the free boundary around the corner,” so 
we suppose that h < 1. We can now state conditions under which a solution 
of problem (1) can be recovered from knowledge of the free boundary only. 
Let 
’ A=(hEW- l’p*p(Z-,,) 1h < 1 and h’(0) = h’(1) = 0}, 
B=((~,b)ElRxC(0,1)(L>4and0<x0+b(y)<1for0<y~1}, 
(3) 
where x0 may be either x$(A) or x;(A) but fixed. 
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PROPOSITION 1. For h E A and (A, b) E B the problem 
(4) 
has a unique solution u E W2,p(Q) c C’~“(fi), a = 1 - 2/p (see [ 11). 
Moreover, if h and b are small enough and 
4x,, + b(y), y) = 1 
then u is a solution of problem (1) and actually b E C’*a. 
Proof. The existence, uniqueness and regularity of the solution of 
problem (4) follow from the conditions on the data, by the theory of the 
Poisson equation in a rectangle (see [ 11, 131). Thus we have only to show 
that if u = 1 on the putative free boundary, then u is actually a solution of 
problem (1) and b E C’9u. 
Suppose u(x,, + b(y), y) = 1. To establish u as a solution of the free 
boundary problem (l), it is enough to show that x < x0 + b(y) (resp. 
x > x0 + b(y)) implies u < 1 (resp. u > 1). First consider the region 
x < x,, + b(y) to the left of the curve. Since u is a harmonic function there, 
its maximum must occur on the boundary; it cannot occur in the interior 
because u is not identically constant. (Recall that ~(0, y) = h(y) < 1, 
u(x,, + b(y), y) = 1.) Obviously the maximum does not occur on the left edge 
of the square, nor on the top (y = 1) or bottom (y = 0), because au/an = 0 
there; hence the maximum is 1 and is taken on only at the free boundary. 
We use a similar argument for the part of the square lying to the right of 
the curve x = x,, + b(y); there u is a superharmonic function, and it may be 
seen that its minimum occurs only on the free boundary curve. The previous 
argument applies except at the corners (LO) and (1, 1). For these points we 
note that if h and b are small enough, u will be close in WzVp (hence in C’@) 
to the solution of problem (4) with h E 0 and b = 0, and it follows that 
u(l,O) > 1, u(1, 1) > 1. 
Finally, the solution of the reduced problem has au/ax bounded away 
from 0 near the free boundary. Hence if h and b are small enough, the 
solution of problem (4) has the same property. Since b satisfies 
u(xO + b(y), y) = 1, it follows from the classical implicit function theorem 
that b E Cl,“. 
Let us pursue further the observation with which we began this section. 
Given h E A and A > 4, Proposition 1 shows that a solution of problem (1) 
may be obtained by finding b E C(0, 1) such that (A, b) E B and the solution 
u of problem (4) satisfies 
u(xo -F b(y), y> = 1, o<y< 1. 
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We now use Green’s representation formula for u to obtain a nonlinear 
integral equation for the free boundary b. 
To obtain the Green function, we note first that the linear problem 
Au=h in S2, 
has eigenvalues 
A,, = -2[(m + f)’ + d], m,n>,O, 
with corresponding eigenfunctions 
24 mn = 2”’ sin(m + 4) nx, m > 0, n = 0, 
= 2 sin(m + f) 7rx cos n?ry, m>O,n> 1. 
The Green function for the Laplacian with these boundary conditions is 
given by the bilinear formula 
m W,Y,W=-$ 2 sin(m f 4) nx sin(m + 4) 7t< 
m=O (m +f>' 
4 F sin(m + f) 7r.x cos n7ry sin(m + 4) 7rr cos nxt] -- 
712 i 
m20 (m+ f)'+n* 
n>1 
Now we write the solution of problem (4) with the aid of Green’s represen- 
tation formula 
u(x,y)=jbn (u$$$is+~oGhd~d,, 
where n is the outward unit normal. Since 2$3n = -a/at on the left boundary 
r. of the square and Au = 0 to the left of r = x0 + b(q), the solution of 
problem (4) may be written 
4x, Y) = -1’ G,(x, Y, 0, tl) h(v) dtl 
0 
-‘1,‘1: +b(n) 
G(x, Y, 5; tl) 4 drl 
0 
(6) 
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so that our constraint on the free boundary, u(x,, + b(y), y) - 1 = 0, takes 
the form 
l - I G&o + b(y), Y, 0,~) WI) drl 0 
-‘lo’C: +b(n) 
G(xo + b(y), Y, C tl) & dtl - 1 = 0, O<Y< 1. (7) 
cl 
If 6(y) is a solution of this nonlinear integral equation then x = x0 + b(y) is 
a free boundary for a solution of problem (1). In the next section we use the 
implicit function theorem to solve this equation for b(y). 
3. SOLUTIONS OF THE EQUATION FOR THE FREE BOUNDARY 
Denote the left side of Eq. (7) by F(h, 1, b). We regard F as an operator 
from A x B, defined in Eq. (3), into C(0, 1 ), and we seek solutions b(y) of 
the operator equation 
F(h, 1, b) = 0, (7)’ 
for each I, in the neighborhood of the known solution b(y) = 0 of 
F(0, A, b) = 0, A > 4. 
The results are described in the following theorem, from which Theorem 1 
follows immediately. 
THEOREM 2. For 1> 4, let x0 = x;(n) be the free boundary for the 
“upper solution” of the reduced problem. Then there is an open neighborhood 
U of (0, A) in A x R and a unique continuously dtgerentiable mapping 
g: U-+ C(0, 1) such that g(0, A) = 0 and F(h, I, g(h, A)) = 0 for (h, A) E U. 
The partial derivative D, g matches the expression given by the perturbation 
scheme of [8]. 
If x0 = xl(J), the free boundary for the “lower solution,” then all the 
above results hold provided x0 is not a solution of one of the equations 
1 _ x 
0 
sinh nzxO cash nn(1 -x0) 1 _ 
(n = 1, 2,...). (84 nk cash na 
Each of the equations (8.n) has a unique solution x0 in the open interval 
(l/2, 1). The solutions to these equations form a monotone sequence tending 
to 1, and at each such point x0 a bifurcation occurs. 
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To be spectjk,fix n > 1 and let x0 be the solution of Eq. (8.n) in (l/2, 1). 
Let A,, = I/x,( 1 - x0), and let Z be any complement of the linear span of 
cos nrcy in C(0, 1). Then we find 
(i) an interval Z = (-6, +S), 
(ii) continuous functions 4: Z +lR and y/:Z+Z with 4(O)=&,, 
~(0) = 0, and 
(iii) a neighborhood V of (A,, 0) in I? x C(0, l), 
such that for all t in Z the following pairs are solutions of F(0, ,I, b) = 0 in V: 
(a) (A, b) = (A, + t, 0) (corresponding to symmetric solutions u,,(x) 
of the reduced problem), 
(b) (A, b) = (O(t), t cos mr(.) + tv(t)) (the bifurcated solutions); 
and every solution in V has one of these forms. 
We give the proof as a sequence of lemmas; the proof of the perturbation 
result comes first, followed by the bifurcation proof. 
For the perturbation result we use the implicit function theorem, which 
requires the existence, continuity and invertibility of D,F, the partial 
(Frechet-) derivative of F with respect o its third argument. The information 
needed is established in the next three lemmas. 
LEMMA 1. For h E A and (A, 6) E B, let u be the corresponding solution 
of (4) given by Eq. (6). Then D,F(h, A, b) is the Zinear operator in C(0, 1) 
given by 
WV, 4 b) - P(Y) = 5 (xo + b(y), v> . P(Y) 
+ A ; (3x0 + b(y), y, xo + b(v), v) P(q) dn. I (9) 
Proof We show here only that the expression given by (9) defines a 
bounded linear operator in C(0, 1). The estimates necessary to show that it is 
the (Frechet-) derivative are given in Section 4. Incidentally, the same 
argument shows that D,F is continuous in A x B as well. 
For each fixed (h, A, b), the operator (9) is a multiplication operator by a 
bounded continuous function, plus an integral operator. The multiplication 
part is evidently a bounded operator. The integral operator is even compact, 
as we now show. Call the kernel of the integral operator k(y, v). It is of the 
form 
k(y,tl)=$log [(b(y)-b(q))i+(y-ll)*]l/~ 
+ analytic function. 
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If we also denote the integral operator by k we have 
where w(x) + 0 as x -+ 0. Thus k takes bounded sequences into uniformly 
bounded and equicontinuous equences. 
LEMMA 2. D,F is a continuous mapping of A x B into the space of 
bounded linear operators in C(0, 1) = Co. 
Proof: The continuous dependence of D,F(h, A, b) on its arguments 
jointly is easily seen as follows. First, the solution u of problem (4) depends 
continuously in the norm of Cl*” on the data h, 1, b. Next, the mapping 
(u, A, 6) E C”” x I? x Co t+ (&@x)(x,(~) + b(y), y) E Co 
is evidently continuous, proving the continuity of the multiplication part of 
D,F. For the continuity of the integral operator, we observe that the norm of 
the difference of the integral operators in D,F(h, 1, b) and D,F(h’, A’, b’) is 
dominated by 
mya” 1: I W. + bb% y7 xc, t b(v), r) - GM, t b'(y), y, 4 + b'(v), ?)I &s 
where x6=x,@‘). The integrand is continuous as a function of all its 
arguments outside an arbitrarily small neighborhood of q = y, over which the 
integral is as small as we please because the singularity is only logarithmic. 
This proves continuous dependence. 
LEMMA 3. D,F(O, I, 0) = I[( 1 - x,)1 - K], where K is the compact 
integral operator in C(0, 1) with kernel 
K(Y, rl) = 00 t 2 2 6, cos n7ry cos nnq. 
n=1 
The eigenvalues o, are given by 
00 =x0, 
1 
u,=- 
sinh nzxx, cash nrr( 1 - x0) 
cash nn 
3 n = 1, 2,... . 
nn 
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Proof: When h = 0 and b = 0 we find from Eqs. (2) and (9) that 
D,F(O,~,O)=A[(l -x,)1-K], 
where K is the integral operator with kernel 
K(A rl) = -G(xo, Y, xc,, rl). 
By substituting into the Green function (5) we find that the eigenfunctions 
are {cos nny: n > 0) and that the eigenvalues are given by 
oo2 -F sin*(m + f) 7uc0 
?L2 ,eo (m+$)2 =xo9 
o,=+ fy sin2(m + f) 7z1c0 
K m=o (m+j)2 tn2 
1 sinh nzxO cash nrr( 1 - x0) =- 
cash nrr , n7r 
n> 1. 
Interchange of the order of stmmation in this calculation is justified by the 
fact that outside any neighborhood of (x, y) = (6, ?) the series for the Green 
function converges uniformly; the resulting series for K(y, q) converges 
uniformly away from y = q. 
In order to compute the linear approximation of the perturbed free 
boundary and compare it with the calculation of [8], we also need D,F. 
LEMMA 4. D, F(0, I, 0) is the integral operator from X = 
2 {hEW- “p*p(T,,) 1 h’(0) = h’(1) = O} into C(0, 1) with the kernel 
1 + 2 pn cos n7ry cos nlrq, 
It=1 
where 
p, = cash na( 1 - x,)/cash m, n = 1, 2,... . 
ProoJ The operator F depends affmely on h, so D, F is the integral 
operator from X into C(0, 1) given by 
D,F(h, 4 b) . b) = -f G&o + b(y), y, 0, v) h^(tl) dtl. 
0 
Since x, + b(y) > 0 the kernel is analytic, so D, F is compact. The 
computation of the eigenvalues proceeds exactly as for D,F, or may be done 
by separation of variables. 
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The results up to now have established that F is a continuously differen- 
tiable mapping of A x B into C(0, 1). We now wish to apply the implicit 
function theorem to solve the equation 
F(h, L, b) = 0 
for b as a function of h and I, say g(h, A), such that g(0, A) = 0. This can be 
done if D,F(O, 2,0) is invertible. From Lemma 3 it follows that this is the 
case whenever 1 - x0 is not equal to any of the u,, eigenvalues of K. Now it 
is easy to see that u, < f, n = 1,2,...; hence if we take x,=x;(A), 
corresponding to the upper solution (see Fig. 2), 1 -x0 > f > c’n and 
D,F(O, 1,O) is always invertible. This proves the perturbation result for the 
upper solutions. 
For the lower solutions x, =x:(A) > $; so l-x,,<& and l-x,, can 
coincide with an eigenvalue of K. In fact this happens just once for each n, 
as we now show. 
PROPOSITION 2. For each n = 0, 1,2,... there is a I., > 4 such that 
1 -x0=0,, 
x,, being taken with the “+” sign. The A,, form an increasing sequence with 
no finite point of accumulation. 
Proox Since c0 = x0, we have u0 = 1 -x0 when x0 = f, 1, = 4. This 
corresponds to the appearance of the nontrivial solution, followed by its 
splitting, for I > 4, into an upper and a lower solution. For n >, 1, we use the 
formula 
(T,=- ni ssiitlnrx (sinh nn t sinh nn(2x, - 1)) 
to see that as x,, increases from i to 1, u,, increases from (1/2nlr) tanh nn to 
(l/na) tanh nrr, while 1 - x0 decreases from 4 to 0. Hence there is a unique 
solution of the equation 1 - x0 = u,, . The inequality x, > 1 - l/nlr for the 
solution of this equation shows that x,, + 1, therefore A,, tends to infinity, as 
n+a3. 
We may now verify that the scheme of [S] gives b correctly to first order 
in h, for those points (A, uJ, 1 > 4, on the graph of Fig. 2 for which 
D,F(O, I, 0) is invertible; namely, for the entire upper branch and for all 
points (A, ul) on the lower branch except he ones covered by Proposition 2. 
Since 
F(h, 4 g(h, A)) = 0 
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it follows that 
D, g = -(D,F)-’ D,F. 
Now any h E A has a uniformly convergent Fourier cosine series 
h(y)=?+ g a,cos nny. 
ll=l 
Hence the linear approximation to b = g(h, A) is 
cc 
D, g(0, A) . h = - a0 
2(1-2x0) - n;, 
Pa 
1 _ xo _ on an cm nnY* 
This matches the calculation in [S] when h is replaced by Ah; see the remark 
following Eq. (1). 
Now we return to the situation when 1 - x0 = un for some n = 1,2,... . We 
do not attempt o describe what happens at x0 = 4. 
To show that bifurcation occurs, and thus establish the second part of 
Theorem 2, we apply a bifurcation theorem of Crandall and Rabinowitz [5]. 
The hypotheses of that theorem are established in the three lemmas which 
follow. 
LEMMA 5. Let x0 satisfy the equation 1 -x0 = on for some n and let 
A,, = l/x,( 1 - x0). Then D,F(O, A,, 0) has a one-dimensional null space, 
spanned by cos nny, while its range has codimension one, coinciding with the 
null space of the continuous linear functional 
@A.0 = i,‘f 0) ~0s nv dy. 
Proof From the form of K( y, q) (see Lemma 3) D,F(O, A,,, 0) 
annihilates cos nny when 1 - x0 = on ; and since the u,‘s are distinct, cos mny 
is not in the null space for m # n. From the Schauder theory for compact 
operators the range has codimension one. For the characterization of the 
range, observe that @,(D,F(O, An, 0) . /?) = 0 for any /3 E C(0, 1); since the 
range of D, F(0, A,, 0) is a hyperplane it coincides with the null space of an. 
LEMMA 6. D,D,F exists and is continuous in a neighborhood of 
(0, A,, 0). (We give the proof of this lemma in Section 4.) 
LEMMA 7. D,D,F(O, A,, 0) . cos nn(.) does not belong to the range of 
WV4 4, 0). 
FREEBOUNDARYPROBLEM 47 
Proof. The proof of Lemma 6 shows that cos nn(a) is an eigenfunction of 
D,D,P(O, I,, 0). The eigenvalue is 
1 + coshna(2x,- 1) 
cash nx )I # 0. A=.%. 
This completes the proof of Lemma 7 and of Theorem 2. 
4. ESTIMATES FOR THE DERIVATIVE CALCULATIONS 
In this section we prove estimates to show that D,F and D,D,F have the 
analytic forms given in Lemma 1 and Lemma 6, respectively. 
We begin with D,F. Let (h, A, 6) E A X B and let p E C(0, 1) be such that 
(h, A, b +p) E A x B. Denoting by L the operator on the right side of 
Eq. (9), and using Eq. (6) to express au/ax, we have 
[W, 1, b + P) - W, 4 b) - LPI(Y) 
' = - 1 G#o t 0) t P(y),y, 0, a) 4~) drt 0 
-df J1 Wo + 0) + B(Y), Y, 4,~) dt drt 
0 xo+b(v) +4(s) 
+ ,d Gl(xo + W),Y, 0, tl) 0) dtt 
+’ ,d i:,+bhj 
(3x0 t b(y), Y, t, v> & drl 
.I 
t 
[J 
G&o + b(y), Y, 0, tl) 0) drl 
0 
+ ‘lo’ I:atb(Y) 
G,(xo + W), Y, 4 tl) & 4 1 - P(Y) 
- A I,’ Wo + W),Y, xo + b(v), v) P(v) dtl. 
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We need to show that the norm in C(0, 1) of this difference, divided by 
II/?llrn, may be made arbitrarily small by choosing II/?II, sufficiently small. 
Rearranging terms, as in the usual proof of the Leibnitz rule, we find that the 
above expression is equal to 
I ’ h(v) W-Gl(xo + 0) + P(Y),Y, 0, II) + G&xo +~(Y),Y, 0 rl) 0 
+ B(Y) G&o + YY),Y, 0, rl)l 
+ A j; & j’ dt[-G(xo + WY) + P(Y), Y, C tt) 
xo+b(n) 
+ G(xo + NY), Y, 4,~) + P(Y) G&o + W), Y, t, a)] 
+ ~ j; dtl [y+M.)+bW 
Wo + b(y) + P(Y),Y, t, tl) & 
xo+b(v) 
-P(v) G(xo + b(y), Y, xo + WI, v> 1 . 
Each of the first two integrals is of the form 
j-(x, + b(y) + P(Y),Y) -f(xo + 019 u) - 8(YMXo + w, Y) 
for a C”” function f, and from Taylor’s theorem it follows that for any E > 0 
there is a 6 > 0 so small that 
max 
O<Y<l 
If(xo + b(Y) + P(Y), Y) -Ax0 + 0)yY) 
-P(Y)f,@o + WY),JJI < E IIPIL 
provided II/3II, < 6. 
For the last integral we add and subtract a term to obtain 
G(xo + Oh Y, t, tt) & 
- P(q) G(xo + Wh Y, xo + Wi’)v v) 
I 
+A ‘dq 
1 I 
x”+b(v)+B(s) dt[G(x, + b(y) +P(v),Y, t, v) 
0 x,+b(n) 
- G(xo + ~(Y),Y, 5; s)]. (10) 
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The first of these may be written 
I j’ dq /;;;;crj’ +‘(‘) dt[G(xo + NY), Y, t, rt) 
- G(xo + ~(Y),Y, xo + WI), ~11. 
Let E > 0 be given. We show that the integral above is bounded in maximum 
norm (considered as a function of y), by a constant times E times the 
maximum norm of j?. We choose ]]/I]], so small that 
IIPIILF < E 
and let y = ]]/?]]g. 
and IIPII2 l%(wllm) < 6 
For each fixed y, 0 < y < 1, let D(y) denote the disk of radius y about the 
point (r, q) = (x0 f b(y), y). Letting S denote the region of integration and 
Z(<, 11) the integrand we have 
jjs Z(C tt) dt dtl = jjsnD(,, Z dt do + jjsbtyl Z dt dtl. 
There are constants C and C’ independent of y such that 
Cy’log(l/y), (11) 
where we have taken rz = [r-x, - 6(y)] * + (q - y)‘. Outside D(y) we 
estimate the integrand by the mean value theorem to obtain, with constants 
C, and Cl, independent of y, 
from the fact that (IS 1 Q ]]/?]I,. Combining these estimates with Eq. (11) we 
obtain the desired estimate for the integral. 
The second integral in Eq. (10) is estimated the same way. This completes 
the proof of Lemma 1. 
Finally we turn to the proof of Lemma 6. Let us write the Green function 
in the form 
-& log +- + Q(x, Y, t, tl), 
where r = [(x - o2 + (Y - ?)‘I 1’2, and Q has no singularities in the square. 
Then D,F may be put in the form 
D,F(h,5b)=M+AL,, 
50 ALEXANDER AND FLEISHMAN 
where M is the operator of multiplication by the function 
@l~x)(xo + KY)9 Y> (12) 
and L, is the integral operator with kernel 
Ll(YP v) = $ log 
1 
jm9 -WI))* + (Y - 59* 
+ wo + b(y), y, x0 + b(q), q), 
where N is analytic. 
The dependence on A is only through x,,. Thus the singularity does not 
depend on A, and i3(AL,)/d may be computed by differentiating the kernel. 
The operator a(lzL,)/81 depends continuously on 1 and b. To see that 
D,D,F exists and is continuous, it remains to be shown that the function 
(12) may be differentiated with respect o A. (Recall that x0 is determined by 
A.) Since 
g (xo + NY), Y> = - j; G&o + NY), Y, 0, v) 4~) dv 
the only problem is the differentiated logarithm in the second integral. This 
term is 
(x.y)=(xo+b(y),y) 
I 
j I 
{=I 
=- log1 dtl 
0 r t=xo+b(n) 
1 
(x0 + b(Y) - v* + (v - VI2 
dtl 
+ j; log ( 1 
d/(W) -w)* + (u - tl)’ 1 
dv 
showing that differentiation by x0 may be performed under the integral sign. 
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5. FURTHER WORK AND OPEN PROBLEMS 
The obvious iteration scheme for numerical solution of our problem (1) is 
probably 
-Au,+, = 1H(u, - 1). 
But a simple analysis of the one-dimensional problem 
-U,, =LH(u - l), u(0) = h, u’( 1) = 0 
shows that this scheme coverges only to the upper solutions. This suggests 
that to find the lower solutions of the two-dimensional problem, some other 
scheme must be tried. A further problem is that the solution u is necessarily 
not globally smooth. This implies that some kind of adaptive scheme must be 
used to reline the mesh near the free boundary. Our work on this approach is 
continuing. 
Our method may also be applied to the following problem, considered in 
[9]. In polar coordinates (r, 8), 
-Au =LZ-Z(u - 1) in D, the unit disk in the plane, 
u(l, 0) = W), 0<8<272, 
with h > 0 and small. Classical solutions are constructed in [9] by means of 
a monotone iteration scheme. When the method of the present work is used, 
the assumption h > 0 may be dropped; it turns out further that there are no 
bifurcations from the family of radially symmetric solutions of the reduced 
problem, h E 0. Details of these results will appear elsewhere [2]. 
The present work shows that the free boundary is of class C*-‘. It is not 
hard to show [2] that it is in fact analytic. A problem which remains is the 
effect of perturbation at the bifurcation points: if the boundary values h(y) 
are nonzero, what happens to the bifurcated solutions? Some of the ideas of 
[ 141, in particular a coordinate transformation to “straighten out the free 
boundary,” may lead to an answer. 
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