We introduce two new classes of holomorphic Pontryagin spaces. Spaces in the first class consist of entire functions and in the second -of functions analytic in a disk. These spaces admit reproducing kernels in the form of generalized hypergeometric series and are generalizations of the classical Fischer-Fock and Bergman spaces. In the first part of the paper we obtain representations for the inner products in the spaces as area integrals with radial weights expressed by Meijer's G-function and formulas for Pontryagin indices of the spaces. We also give many examples. The second part of the paper is dedicated to the application of the new spaces to the solution of the following problem. Let {µ k } be a sequence of positive numbers separated from zero and {f k } be the sequence of Fourier coefficients of a function f (x) defined on an interval (a, b), −∞ ≤ a < b ≤ ∞, in a system of orthonormal polynomials. Find necessary and sufficient conditions on f (x) for convergence of the series ∞ k=0 |f k | 2 µ k . Our results are particularly simple for expansions in Laguerre and Hermite polynomials and geometric weight sequence µ k = θ k , θ > 1. For expansions in other classical orthogonal polynomials and weight sequences in the form of geometric progression multiplied by a fraction of Euler's gamma-functions, we also present convergence criteria and alternative expressions for ∞ k=0 |f k | 2 µ k . Finally, we give some ideas for extensions of the results obtained in the first part of the paper. 5] summarized and unified the theory and was the first self-contained presentation of it as a subject of its own. Later on, as the theory of indefinite inner product spaces developed, reproducing kernels were also introduced there (see for example [47] ). At the same time numerous applications of reproducing kernels in complex analysis started to be complemented by those in other mathematical disciplines. Today, applications range from approximation theory and partial differential equations to operator theory and inequalities for nonlinear transforms. An excellent modern account of the theory in Hilbert spaces and many interesting applications can be found in the recent book by S. Saitoh [43] and his earlier book [42] . Other standard references for the theory of reproducing kernels in Hilbert spaces include [4, 5, 15, 24, 34] . A survey article [2] can serve as a perfect introduction to the theory in Pontryagin spaces. See also [1, 3, 7, 16, 45] for the general theory of indefinite inner product spaces and reproducing kernels in these spaces.
1. Introduction. The theory of reproducing kernel Hilbert spaces takes its origins in the works of Mercer [33] , Moore [35] , Bergman [14] , Zaremba [50] and others done in the beginning of this century. The landmark paper of Aronszajn [5] summarized and unified the theory and was the first self-contained presentation of it as a subject of its own. Later on, as the theory of indefinite inner product spaces developed, reproducing kernels were also introduced there (see for example [47] ). At the same time numerous applications of reproducing kernels in complex analysis started to be complemented by those in other mathematical disciplines. Today, applications range from approximation theory and partial differential equations to operator theory and inequalities for nonlinear transforms. An excellent modern account of the theory in Hilbert spaces and many interesting applications can be found in the recent book by S. Saitoh [43] and his earlier book [42] . Other standard references for the theory of reproducing kernels in Hilbert spaces include [4, 5, 15, 24, 34] . A survey article [2] can serve as a perfect introduction to the theory in Pontryagin spaces. See also [1, 3, 7, 16, 45] for the general theory of indefinite inner product spaces and reproducing kernels in these spaces.
For many applications of reproducing kernels specific spaces with explicit expressions for the kernel are crucial. In the first three sections of this paper, we introduce the Pontryagin spaces admitting reproducing kernels in the form of generalized hypergeometric series [10, 41, 46] K(z, u) = p F q a 1 , . . . , a p b 1 , . . . ,
where (a) 0 = 1, (a) k = a(a + 1) . . . (a + k − 1) = Γ(a + k)/Γ(a) is the Pochhammer symbol, Γ(z) is Euler's gamma function. These spaces can be divided in two classes: when p ≤ q they comprise entire functions and when p = q + 1 they consist of functions holomorphic in the disk |z| < 1/ √ θ. Spaces from the first class may be considered as generalizations of the classical Fischer-Fock-Bargmann space; spaces from the second class generalize the classical Bergman space on the unit disk. This shows that these seemingly different classical spaces are actually two particular cases of the same general construction. We obtain representations for the inner products in our spaces as area integrals with radial weights expressed by Meijer's G-function and formulas for Pontryagin indices of the spaces. We also give many examples of the spaces for special choices of parameter values.
In the second part of the paper we employ our spaces for a study of expansions in orthogonal polynomials. Namely, we consider the following problem. Let L 2 (a, b; w(x)) be the weighted Lebesgue space with inner product (f, g) = b a f (x)g(x)w(x)dx, and let {D k (x)} denote the system of polynomials orthonormal with respect to the above inner product. We assume that this system is complete. The reader is referred to [6, 11, 20, 21, 38, 44, 48] for a general theory of orthogonal polynomials. Suppose now that {µ k } is a sequence of positive numbers of the form
where all numbers a i and b i are positive, m ≥ n and θ > 1 when m = n. We are looking for a characterization of the space A(M) defined by
We present some approaches to the solution of this problem and demonstrate them on expansions in classical orthogonal polynomials. Our results are arranged as follows: f (x) ∈ A(M) if and only if an integral transform of f (x) belongs to a space of the type considered in the first part, and f A(M ) equals the norm of the image of the integral transform in the corresponding space. For Laguerre and Hermite expansions and geometric weight sequence µ k = θ k , θ > 1, and Chebyshev expansions and weight sequence µ k = (θ k+1 − θ −k−1 )/(k + 1), we are able to find characterizations of A(M) in terms of f (x) itself. In the last section of the paper we share some ideas for generalizations of the spaces introduced in the first three sections.
2. Preliminaries. Let ∆ R denote the disk |z| < R ≤ ∞ in the complex plane C. The radially weighted (or isotropic) Bergman space on ∆ R is the set of functions analytic in ∆ R equipped with the norm
where A(z) here and in the sequel denotes Lebesgue area measure in C; w(|z|) is real-valued and positive in ∆ R . See [15, 17, 18, 25, 28] for many examples. We will extend the above definition to radially weighted Krein spaces of analytic functions in the following way. Let H(∆ R ) denote the set of functions holomorphic in ∆ R and let P (∆ R ) be the subset of H(∆ R ) comprising functions in H(∆ R ) with real Taylor expansions:
Denote I + = {k|c k > 0}, I 0 = {k|c k = 0} and I − = {k|c k < 0}. Then, for a given function ϕ(z) ∈ P (∆ R 2 ), define the Krein space H ϕ (∆ R ) as the set of functions
equipped with inner product
Obviously, this space is a direct sum the subspace H 
Here H + ϕ (∆ R ) is a Hilbert space and H − ϕ (∆ R ) is antispace of a Hilbert space. (Antispace of an inner product space H is the same set of elements equipped with inner product −(, ) H , where (, ) H is the inner product in H.) This shows that the space H ϕ (∆ R ) allows fundamental decomposition (3) and hence is indeed a Krein space. Dimensions of H + ϕ (∆ R ) and H − ϕ (∆ R ) equal |I + | and |I − |, respectively. We will call H ϕ (∆ R ) a Pontryagin space iff at least one of the numbers |I + |, |I − | is finite. For convenience we will talk about "positive Pontryagin space" when its negative index |I − | < ∞ and "negative Pontryagin space" when its positive index |I + | < ∞. We will be dealing with infinite dimensional spaces and hence will not encounter a case when both indices are finite, so there is no ambiguity in this terminology. The topology in H ϕ (∆ R ) is induced by the norm in the Hilbert space H
, and, therefore, it can be induced by the inner product (2) with c k substituted by |c k |. Decomposition (3) is not unique but all topologies obtained in this way turn out to be equivalent [1, 2, 3, 7, 16] .
Since ϕ(z) ∈ P (∆ R 2 ), the function ϕ(zu) belongs to H ϕ (∆ R ) as a function of z for every fixed u ∈ ∆ R and
Thus, ϕ(zu) is the reproducing kernel of H ϕ (∆ R ). From (2) we see that
We now assume that the inner product (2) can be expressed by
Substituting (4) into (5) we obtain the momentum problem
If (6) has a solution w(x), one can easily verify by direct computation that the inner product in H ϕ (∆ R ) indeed has the form (5).
We now turn to the spaces associated with the reproducing kernels ϕ(zu)
3. Spaces on the whole complex plane. The above theory remains valid for R = ∞ when the space H ϕ (∆ ∞ ) consists of entire functions. In this case expression (6) becomes essentially the Mellin transform [46, 49] 
From this simple observation we immediately obtain.
Theorem 1 Let H ϕ be a Krein space of entire functions defined by (1) , (2) with ∆ R = C and let w(x) be a measurable real-valued function satisfying
Then the inner product in H ϕ can be expressed as
To apply this result to the hypergeometric kernel we will need a lemma. Before stating the lemma, we introduce the following notation. For a finite or infinite sequence of real numbers {a 1 , a 2 , . . . } denote by POS(a 1 , a 2 , . . . ) (NEG(a 1 , a 2 , . . . )) the number of positive (negative) terms in this sequence and let NEG i be the negative term with i-th smallest absolute value. As always, [a] will denote the integer part of a and a|k will stand for a mod k for brevity.
Lemma 1 Let all parameters of
be real, none of them being a non-positive integer, and let
When (10) is satisfied
When (11) is satisfied
Proof. We first note that for a negative, non-integer c
Then, obviously for k > max (|c 1 |, |c 2 |, . . . , |c m |)
, and, thus, the first statement of the lemma is proved. To prove the second statement, we note that for
and hence
for the quantity of even and odd numbers between two integers n and m, we arrive at formulas (12), (13) . The proof is complete. Let us introduce the standard notation for a fraction of gamma-functions:
is defined as the inverse Mellin transform of
See [10, 41] for details of definition and [30] for an algorithm for G-function computation. Bearing this definition in mind, we immediately obtain by direct application of Theorem 1:
Theorem 2 Let all numbers a 1 , . . . , a p , b 1 , . . . , b q be real, none of them being a non-positive integer, p ≤ q and θ > 0. Then, the space of entire functions A (ap),(bq),θ (C) equipped with inner product
is a positive Pontryagin space with negative index found from (13) 
This space admits the reproducing kernel
Remark. When all parameters a i , b i are strictly positive, A θ (ap),(bq) , of course, becomes a Hilbert space.
Application of Theorem 3.11 from [2] gives the following corollary. (bq) , and equipped with inner product
Corollary 1 Let s(z) be a non-vanishing function on C. Then the space
is a reproducing kernel Pontryagin space with the same negative and positive indices as A θ (ap), (bq) and admitting the reproducing kernel
Remark. If s(z) is entire, the space A θ (ap),(bq) (s) consists of entire functions and we do not need to mention the representation f (z) = s(z)g(z) in its definition.
Giving specific values to parameters a i , b i one can obtain many interesting particular cases of the space (14) with various special functions serving as reproducing kernels. In the examples given below we will limit ourselves to the ranges of parameters corresponding to the Hilbert spaces for simplicity. Using Theorem 2 one can easily extend them to get Pontryagin spaces. All special cases of G q+1,0 p,q+1 and p F q are cited from the comprehensive reference book [41] .
Examples.
1. The classical Fischer-Fock-Bargmann space (see, for instance, [8, 9] ): p = 0, q = 0, θ > 0 and
Expression for the norm becomes
The reproducing kernel reduces to
2. The space related to Hermite expansions. Application of Corollary 1 with
to the previous example leads to the space with the norm
and the reproducing kernel
This space has been first introduced by Du-Won Byun in [19] . We will need it in section 5 for an investigation of expansions in Hermite polynomials.
3. The generalized Fischer-Fock space: p = 1, q = 1, a = 1, b > 0, θ > 0 and
Thus, the norm in this space equals
and the reproducing kernel is K(z, u) = 1 F 1 (1; b; θzu). This space has been first introduced by Burbea in [17] , (see also [18] ).
A new space. On setting the values of parameters to
, ν > −3 and θ > 0, G-function reduces to
where D −ν () is the parabolic cylinder function [11] . Thus, expression for the norm in this space becomes
and for the reproducing kernel we obtain K(z, u)
; θ 2 zu .
5. The space, recently introduced by the author [27] :
where K ν () is the modified Bessel function of the second kind (the MacDonald function) [11] . Formula for the norm (14) rewrites as
and the reproducing kernel is
, where I ν () is the modified Bessel function of the first kind [11] . to the previous example leads to the space with the norm
This space will prove useful in the study of expansions in Laguerre polynomials to be done in section 5. The author introduced this space in [27] .
7. A new space. Setting p = 1, q = 1, a > 0, b > 0 and θ > 0, we obtain for G-function:
where Ψ() is Tricomi's confluent hypergeometric function [10] . Thus, expression for the norm in this space becomes
The reproducing kernel is K(z, u) = 1 F 1 (a; b; θzu) = Φ(a; b; θzu), where Φ() is Kummer's confluent hypergeometric function [10] .
where Ki ν () is the integral MacDonald function [40] . Thus, for the norm one gets
The reproducing kernel takes the form
4. Spaces on a finite disk. In this section we will show that the previous results are still valid on a finite disk. This is made possible by the property of Meijer's G-function to vanish inside or outside of a disk sector in the complex plane, when certain conditions are imposed on its parameters. We will need a particular case of this phenomenon in the following form.
Proof. Choose γ > − min(ℜb 1 , ℜb 2 , . . . , ℜb p ). Then all poles of G-function's integrand will be on the left from the line ℜz = γ and thus we can choose this line as the integration path for G p,0 p,p (x) [10, 41] . By definition of the integral over unbounded set we have:
The integrand has no singularities inside the closed contour going from γ − iR to γ + iR along the semicircle γ + Re iϕ , −π/2 ≤ ϕ ≤ π/2, and then back to γ − iR along the line γ + it, −R ≤ t ≤ R. So, the integral over this closed contour is 0. Hence we have:
e i(R log x sin ϕ+ϕ) e −R log x cos ϕ dϕ. [39, page 120] we see that
uniformly in | arg z| ≤ π − δ. So, for the absolute values we obtain
Thus, when R → ∞
and since e −ϕℑµ ≤ e 
Now applying cos
, we obtain:
Combining this with (24) finally we get
which proves the lemma.
Our main theorem about spaces on a finite disk now becomes straightforward. 
Then, the space A (ap),(bq ) (∆ √ θ ) comprising functions analytic in the disk ∆ √ θ and equipped with inner product
is a positive Pontryagin space with negative index found from (13) Here m = NEG (a 1 , . . . , a p , b 1 , . . . , b p−1 ) and c i = NEG i (a 1 , . . . , a p , b 1 , . . . , b p−1 ). This space admits the reproducing kernel
, where g(z) ∈ A (ap),(bq) (∆ √ θ ), and equipped with inner product
is a reproducing kernel Pontryagin space with the same negative and positive indices as A (ap),(bq) (∆ √ θ ) and admitting the reproducing kernel
Remark. If s(z) is analytic in ∆ √ θ then the space A s (ap),(bq) (∆ √ θ ) consists of analytic functions and we do not need to mention the representation f (z) = s(z)g(z) in its definition.
Just like in the previous section we can obtain many interesting particular cases of the space (26) by giving specific values to parameters. And here again our first examples are very classical -the Bergman and the Bergman-Selberg spaces. This shows that two classical spaces with numerous applications -the Fischer-Fock-Bargmann and the Bergman spaces are different examples of the same general construction. As before, in the examples below we will limit ourselves to the ranges of parameters corresponding to the Hilbert spaces for simplicity. Using Theorem 3 one can easily extend them to obtain Pontryagin spaces. We will also set θ = 1, so that our spaces "live" on the unit disk ∆. All special cases of G p,0 p,p () and p F p−1 () are cited from the comprehensive reference book [41] .
Examples. The norm in the Bergman space equals
and the reproducing kernel (the Bergman kernel) is
2. The Bergman-Selberg space: p = 1, a 1 = α > 1 and
Thus, expression for the norm takes the form
3. A new space. The choice p = 2, a 1 = (ν + 3)/2, a 2 = ν/2 + 2 and b 1 = ν + 1 leads to the following expression for G-function
Consequently, for the norm we have
The reproducing kernel is Expression for the norm in this space takes the form
The reproducing kernel is given by
5. A new space. We set p = 2, a 1 = 2, a 2 = ν − 1, b 1 = 1 and ν > 1. This gives
is Lerch's transcendent [10] . Thus, for the norm we obtain
and the reproducing kernel reduces to
6. A new space: p = 2, a 1 = a 2 = 3/2, b 1 = 1 and
where
is Legendre's full elliptic integral of the first kind [12] . Expression for the norm becomes
is the modified full elliptic integral [12] .
7. A new space. On setting the values of parameters to p = 2, a 1 = a, a 2 = b, b 1 = c with c + 1 < a + b, the weight is reduced to
Formula (26) yields the following expression for the norm
The reproducing kernel of this space is the Gauss hypergeometric function:
8. A new space. Our last example is associated with p = 3 and
The weight in this cases reduces to
Appel's hypergeometric function of two variables [10] and b
For the norm we have
and the reproducing kernel is given by 
This assumption is true for a wide class of weights, including all classical weights, Freud weights, generalized Jacobi weights and many more. It is not principal in our considerations and is made for simplicity only. The survey of the state-of-the-art on bounds of orthogonal polynomials for a wide class of weights can be found in [29, 31] , classical results are contained in [11, 21, 38, 48] . In this notation, consider the following problem: for a given sequence of positive numbers
In this general setting, the space A(M) may contain distributions in addition to the ordinary functions when the numbers µ k tend to zero fast enough. To avoid this situation we will assume that there exists ε > 0 such that all µ k > ε. This ensures that A(M) ⊂ L 2 (a, b; w(x)). In approaching our problem we can proceed in the following way. Form the kernel
The series on the right converges uniformly in x and y on every bounded subset of
In this case the kernel K(x, y) is the reproducing kernel of A(M), as we can see directly:
Convergence here is again uniform on every bounded subset of [a, b] , as can be checked by the application of Cauchy-Schwarz inequality. Thus, our space A(M) is characterized as the reproducing kernel Hilbert space admitting the reproducing kernel K(x, y). The task of finding a reasonably simple and calculable representation for the norm in A(M) other than (47) is far from trivial. Some approaches are discussed in [43] . We will give some examples below when this method succeeds. If the above method fails to bring us the desired result, we can take a less direct path and consider two generating functions of the polynomials D k (k):
Denote
Condition µ k > ε guarantees that M 1 ≥ 1. Condition (46) and the Cauchy-Hadamard formula show that the series for Φ 0 (z, x) and Φ 1 (z, x) converge when |z| < 1/M 2 and |z| < M 2 , respectively. These generating functions are needed for the following theorem.
and the function g(z) be defined by
If also M 1 > 1 and M 2 > 0, then
where γ is a simple closed curve lying completely in the annulus
it follows that for sufficiently large k and a constant C
Hence, the expansion (51) indeed converges when |z| < M 1 /M 2 . Now we deduce (52):
Integral-series interchange is legitimate when |z| < M 1 /M 2 due to (46) . To prove (53) we employ the Cauchy formula for the coefficients of (51):
Here γ is an arbitrary simple closed curve lying in the disk |z| < M 1 /M 2 . Using this formula we get 1 2πi
For convergence of the series defining Φ 1 1 z , x we must require |z| > 1/M 2 . With this assumption the series under integration in the above chain uniformly converges in every closed subset of the annulus 1/M 2 < |z| < M 1 /M 2 and can be integrated there term by term. This completes the proof.
Transforms akin to (52) and (53) have been used by Z. Nehari to prove some facts about the singularities of Legendre expansions [37] . His results were later generalized by Gilbert [22] and Gilbert and Howard [23] to a wider class of expansions with the help of the same transforms (52) and (53) with particular choices of β k .
where a n+1 , . . . , a p , b m+1 , . . . , b q ) and p ≤ q + 1. In the sequel we will write K instead of K(a 1 , . . . , a p , b 1 , . . . , b q ) .
We have made all necessary preparations to apply Theorems 2 and 3 which yields:
Theorem 5 Let the sequences {µ k } and {β k } be defined by (55) and (56), respectively, and Φ 0 (z, x) be defined by (50) .
Moreover, in this case f 2 A(M ) equals the lefthand side of (58). When p = q + 1 and
Moreover, in this case f 2 A(M ) equals the lefthand side of (60). Below we will give some examples of both approaches for expansions in classical orthogonal polynomials and the geometric weight sequence µ k = θ k , θ > 1. We demonstrate our first "reproducing kernel" method on Laguerre and Hermite expansions. We also present a curious result for Chebyshev expansions and the weight sequence µ k = (θ k+1 − θ −k−1 )/(k + 1). The results obtained by the first method are much more direct than those obtained by the second in the sense that no intermediate function g(z) is required.
Example 1, Laguerre expansions. Laguerre polynomials are orthogonal on (0, ∞) with respect to the weight w(x) = e −x x ν , ν > −1, and are normalized by
Hence, the corresponding orthonormal polynomials are
We are looking for an inner characterization of the space A θ (L), θ > 1, comprising functions from L 2 (0, ∞; e −x x ν ) with finite norms
is the k-th Fourier-Laguerre coefficient of f (x). To this end we form the reproducing kernel
Its explicit representation is found by the Hille-Hardy formula [11, 48] :
From this we see that the kernel K(x, y) is the restriction to the positive halfline of the kernel R L θ (z, u), defined by (21) , that appeared in Example 6 from section 3. It means that the functions from A θ (L) are extended analytically onto the whole complex plane to the entire functions with finite norms (20) . Thus, we have proved the following theorem.
Theorem 6 Every function
is extended analytically onto the whole complex plane and
where z = x + iy and K ν () is the modified Bessel function of the second kind. If either side of (63) is finite for f (x), then the other side is also finite and (63) holds.
It is relevant to cite here the following theorem that gives a characterization of the space
is extended analytically onto the whole complex plane to a function of minimal exponential order, that is for any ε > 0 and a constant C = C(ε)
The proof can be easily derived from Theorem 6 or directly. A direct proof is given in [26] . Example 2, Hermite expansions. Hermite polynomials are orthogonal on (−∞, ∞) with respect to the weight w(x) = e −x 2 , and are normalized by
We again put µ k = θ k , θ > 1, and look for an inner characterization of the space A θ (H) comprising functions from L 2 (−∞, ∞; e −x 2 ) with finite norms
is the k-th Fourier-Hermite coefficient of f (x). In accordance with our first method, we form the reproducing kernel
By the Mehler formula [11, 48] :
Pulling our attention back to Example 2 from section 3 we see that this kernel is the restriction to the real line of the kernel R H θ (z, u), defined by (19) . Therefore, the functions from A θ (H) are extended analytically onto the whole complex plane to the entire functions with finite norms (18) . Thus, we have proved the following theorem.
Theorem 8 Every function f (x) ∈ A θ (H) is extended analytically onto the whole complex plane and
If either side of (67) is finite for f (x), then the other side is also finite and (67) holds.
Here we would also like to give a characterization of the space
is extended analytically onto the whole complex plane to a function of genus two and minimal order, that is for any ε > 0 and a constant C = C(ε)
The proof can be easily derived from Theorem 8 or directly. Direct proof is given in [13] . Example 3, Chebyshev expansions. In this example we do not use the spaces from sections 3, 4, but employ the same "reproducing kernel" method to obtain an interesting result for expansions in Chebyshev polynomials of the second kind. The polynomials U k (x) are orthogonal on (−1, 1) with respect to the weight w(x) = √ 1 − x 2 and are normalized by
and the space A θ (U) comprise functions from L 2 (−1, 1;
In [36] it is shown that
where E θ is the ellipse |z + 1| + |z − 1| < θ 1/2 + θ −1/2 . Thus,
is the reproducing kernel of the Bergman space A(E θ ) comprising functions analytic in E θ with inner product
and our space A θ (U) consists of restrictions of functions from A(E θ ) to (−1, 1). We, then, arrive at the following theorem.
Theorem 10 Every function f (x) ∈ A θ (U) is extended analytically onto the ellipse E θ and
If either side of (71) is finite, then the other side is also finite and (71) holds.
Our second "generating function" method is applicable for a wider class of orthogonal systems, since generating functions of the form
are known for most such systems and in many cases, including all classical orthogonal polynomials, the numbers β k have the form (56). So, applying Theorem 5, we can describe the space A(M) for any sequence µ k having the form (55) and satisfying (59) when p = q + 1. The major drawback of this method is that formula (58) giving an alternative form of the norm in A(M) is expressed in terms of the values of intermediate function g(z) that needs to be preliminarily calculated by the integral transform (52). Example 4, Legendre expansions. Legendre polynomials are orthogonal on (−1, 1) with respect to the weight w(x) = 1, and are normalized by
In accordance with our second method, consider the classical generating function [11, 48] :
The choice
would violate inequality (59), so we modify the generating function (72) by the application of the operator d dz z:
This suggests
and indeed inequality (59) is now easily verified. Theorem 5 translates into the following statement.
Theorem 11 Let the space
Then, f (x) ∈ A θ (P) iff the righthand side of
is finite. For every function f (x) ∈ A θ (P) (74) holds. The classical generating function of Gegenbauer polynomials is [11, 48] :
If we choose
then inequality (59) will be satisfied only for ν > 1. To obtain a formula valid for all ν > −1/2, we again apply the operator So, we set
One can easily check that (59) is now true. Theorem 5 leads to the following statement.
Theorem 12
Let the space A θ (C), θ > 1, consist of those functions f (x) ∈ L 2 (−1, 1; (1 − x 2 ) ν−1/2 ) that have finite norms
Then, f (x) ∈ A θ (C) iff the righthand side of The standard generating function for Jacobi polynomials is [11, 48] : 
