In this paper, we discuss the shape of the hazard function of Birnbaum-Saunders distribution. Specifically, we establish that the hazard function of Birnbaum-Saunders distribution is an upside down function for all values of the shape parameter. In reliability and survival analysis, as it is often of interest to determine the point at which the hazard function reaches its maximum, we propose different estimators of that point and evaluate their performance using Monte Carlo simulations. Next, we analyze a data set and illustrate all the inferential methods developed here and finally make some concluding remarks.
Introduction
The two-parameter Birnbaum-Saunders (BS) distribution was originally proposed by Birnbaum and Saunders [4, 5] 
where Φ(·) is the standard normal CDF. The parameters α and β in (1) are the shape and scale parameters, respectively. Although the BS distribution was originally proposed as a failure time distribution for fatigue failure under the assumption that the failure is due to development and growth of a dominant crack, a more general derivation was provided by Desmond [9] based on a biological model. Desmond [9] also strengthened the physical justification for the use of this distribution by relaxing the assumptions made originally by Birnbaum and Saunders [4] . Some recent work on the BS distribution can be found in Balakrishnan et al. [2] , Chang and Tang [7, 8] , Dupuis and Mills [10] , From and Li [11] ,
Lemonte et al. [16] , Rieck [23, 24] , Ng et al. [18, 19] , Owen [20] and Xie and Wei [26] . A concise review of different developments on the BS distribution until 1995 can be found in the book by Johnson et al. [14] .
It is known (see, for example, Johnson et al. [14] ) that the density function of the BS distribution is unimodal. Though several articles have been published in the last three decades regarding different inferential methods for the parameters of the BS distribution and their properties, yet the shape of the hazard function has not been examined possibly due to its complex form. Mann et al. [17] mentioned that the hazard function of the BS distribution is not an increasing function of t, although they did not provide a formal proof for it. In this paper, we first formally prove that the hazard function of the BS distribution is indeed an upside down function of t > 0 for all values of the shape parameter α and scale parameter β.
It is not uncommon to model survival and failure time data by distributions which have monotone hazard function. But in many practical situations, the hazard function is not monotone and in fact it increases up to a point and then decreases. For example, in the study of recovery from breast cancer, it has been observed by Langlands et al. [15] that the maximum mortality occurs after about three years and then it decreases slowly over a fixed period of time. Yet another example concerns the Veteran Administration lung cancer trial which revealed that the failure rates for both low and high performance status groups are upside down (Bennett [3] ). In these cases, a quantity of natural interest is the point at which the hazard function is maximum; see Gupta et al. [13] . Hereafter, we refer to this point as the change point of the hazard function as the monotonicity changes from increasing to decreasing at that point.
In this paper, we investigate the change point of the hazard function of the BS distribution and discuss some methods of estimation for that change point.
Since the change point is a function of the two parameters of the BS distribution, it would be logical to estimate the change point by replacing the parameters by their estimates.
Several estimation methods have been discussed by Ng et al. [18] who have observed that the modified moment estimators (MMEs) and the bias-corrected modified moment estimators (BCMMEs), in particular, are quite efficient and are also easy to implement computationally.
For this reason, we propose to estimate the change point by replacing the two unknown parameters by the corresponding MMEs and BCMMEs. Next, we obtain the asymptotic distributions of these estimators of the change point. We also suggest the use of nonparametric bootstrap method to obtain confidence intervals for the change point. We then evaluate the performance of these estimators in terms of bias and variance by means of 
Birnbaum-Saunders Distribution
The probability density function (PDF) of a two-parameter BS random variable T corresponding to the CDF in (1) is given by
Consider now the monotone transformation
or
then from (1), it readily follows that X is distributed as normal with mean zero and variance (α 2 /4). The transformation in (4) is a very useful transformation as it enables the determination of the moments of T through known results on expectations of functions of X. For example, we have:
where E(T ), V (T ), β 1 (T ) and β 2 (T ) are the expected value, variance, coefficient of skewness, and coefficient of kurtosis, respectively. It can also be easily shown that if T has a BS distribution with parameters α and β, then T −1 also has a BS distribution with parameters α and β −1 , respectively.
Shape of the Hazard
To examine the shape of the hazard function, let us assume that the scale parameter β = 1, without loss of any generality. Let us consider the function
for which
and also
The density function of the BS distribution in (2) (for β = 1) is then (12) which, in conjunction with the expression of the distribution function in (1) , gives the hazard function as
From (13), the shape of h(t; α) is not at all clear. We need the following lemmas for establishing our main result regarding the shape of the hazard function h(t; α) in (13).
Lemma 1: Suppose f (t), for t > 0, is the density function of a positive real-valued continuous random variable, f (t) is the derivative of f (t), and
. Then, if there exists a t 0
, the hazard function corresponding to f (t) is either an upside down or a decreasing function of t.
Proof: See Glaser [12] .
Lemma 2:
The hazard function of Birnbaum-Saunders distribution is either an upside down or a decreasing function of t > 0, for all values of the shape parameter α.
Proof: In this case, upon differentiating f (t; α) in (12) with respect to t, we readily get
consequently, we obtain
Observe that s(0; α) = 2 and s(∞; α) = lim t→∞ s(t) = −∞. It is clear that the signs of s(t; α) and η (t; α) are the same ∀ t > 0. Let us consider the roots of
Since the discriminant of the above quadratic equation
is always positive, both roots of the quadratic equation in (14) are real and are given by
It can be easily seen that if 0 < α < 4 3 , one root is positive and the other one is negative.
Let us denote the two roots by r 1 and r 2 , where r 1 < r 2 .
Case 1: 0 < α < 4 3 In this case, r 1 < 0, r 2 > 0 and s (0; α) = −3α 2 + 4 > 0. Hence, s (t; α) < 0 for t < r 1 , s (t; α) > 0 for r 1 < t < r 2 , and s (t; α) < 0 for t > r 2 . This implies that s(t; α) is a decreasing function of t from −∞ to r 1 , is an increasing function of t from r 1 to r 2 , and is a decreasing function of t again from r 2 to ∞. Now, upon using the facts that s(0; α) = 2 and s(∞; α) = −∞, it readily follows that there exists a t 0 such that s(t; α) > 0 ∀ t ∈ (0, t 0 ), s(t 0 ; α) = 0, and s(t; α) < 0 ∀ t > t 0 .
In this case, by writing the second term of s (t; α) in (14) as 2(−6α 2 + 8)t − 12t, we see that s (t; α) < 0 for all t > 0. Hence, s(t; α) is a decreasing function of t for t > 0 and it decreases from 2 to −∞ which readily implies that there exists a t 0 > 0 such that s(t; α) > 0 ∀ t ∈ (0, t 0 ), s(t 0 ; α) = 0, and s(t; α) < 0 ∀ t > t 0 .
The proof of this lemma is then completed upon using Lemma 1.
Lemma 3: For α > 0, the hazard function of the BS distribution is indeed an upside down function.
Proof: Note that it is enough to prove that lim t→0 h(t; α) = 0. From (13), we have
Since lim t→0 Φ(− (t) α ) = 1, we consider only the numerator of h(t; α). Note that
where k is a positive constant. Now consider
Therefore, By combining all these results, we can now state the following result. 
Change Point of the Hazard
In the preceding section, we established that the hazard function of the BS distribution is an upside down function. It is then of natural interest to study the change point of the hazard function.
Since β is the scale parameter, it is evident that if c α,β is the change point of h(t; α, β), then c α,β = β c α,1 .
For this reason, we assume β = 1 (without loss of any generality) for the remainder of this section, and for notational simplicity we denote c α,1 by c α . In Figure 1 , we have presented plots of the hazard function of the BS distribution for different values of α. Note that the change point c α is a decreasing function of α, which can be obtained as the solution of the 
There is no explicit solution for Eq. (15), and so it needs to be determined by numerical methods. In Table 1 smaller values of α, finding c α is extremely difficult. As α approaches zero, c α approaches infinity. Particularly, it is observed that for α < 0.5, the numerical solution of (15) is very unstable, and so extreme care is needed to calculate c α in this case. The standard root solving methods do not work. The problem can be avoided by using Mills' ratio available in the literature; see, for example, Pinelis [21] . It is not attempted here, as α approaches zero, the shape of the PDF of the Birnbaum-Saunders distribution becomes symmetric and degenerate at the scale parameter, and one may prefer to use some other symmetric distribution rather than a Birnbaum-Saunders distribution. Since Birnbaum-Saunders distribution is usually used to model skewed data, it will not be common in practice to have α close to zero.
Since c α does not have a closed-form expression, we seek to obtain a functional approximation of c α as a function of α. Using Box-Cox type transformation, it was observed that sayc α , as a function of α is given bỹ
for α > 0.4604 1.8417 = 0.25. It is observed that for α > 0.6, the approximation in (16) works very well. Since the computation of c α itself is very difficult for 0.25 < α < 0.5, it makes it difficult to find a reasonable approximation of c α in that range. Plots of c α andc α against α are presented in Figure 2 where from it is observed that the approximation in (16) is quite accurate whenever α is not very small.
Estimation of the Change Point
In this section, we propose different estimators for the change point c α,β of the hazard function h(t, α, β) of the BS distribution, where
For this purpose, we use the modified moment estimators (MMEs) and the bias-corrected modified moment estimators (BCMMEs) of α and β discussed by Ng et al. [18] . These authors observed that the MMEs are very simple to use and that they behave very much like maximum likelihood estimators (MLEs). They are also slightly biased, like the MLEs, in the case of small sample sizes and for this reason the bias-corrected estimators were proposed.
The BCMMEs were shown to be good estimators in terms of both bias and variance. More importantly, as aptly mentioned by Ng et al. [18] , both these estimators are very simple to implement as they do not require any non-linear root solving procedure as needed by the MLEs.
Let t 1 , · · · , t n be a random sample of size n from the BS distribution with PDF as in (2). ; see Ng, Kundu and Balakrishnan [18] . We, therefore, propose to estimate c α,β by cα ,β or cα ,β .
For simplicity, we shall call cα ,β and cα ,β as the MME and BCMME of c α,β , respectively. In a similar vein,c α in (16) can be used in conjunction with MMEs and BCMMEs of α and β to produce approximate MME (AMME) and approximate BCMME (ABCMME) of c α,β asβcα andβcα, respectively. The asymptotic distributions of all these estimators can be derived by using delta method, and the details are presented in the Appendix.
Simulation Results
We carried out Monte Carlo simulations in order to compare the performance of all the estimators proposed in the preceding section. We used several different sample sizes and parameter values. All the computations were performed using RAN2 random deviate generator of Press et al. [22] , and the programs were written in FORTRAN-77.
The sample sizes considered were n = 10, 15, 25, 50 and the shape parameter was taken as α = 0.75, 1.00, 1.50 and 2.00. In all cases, we set the scale parameter β = 1. We used 1,000 replications to estimate the change point c α by using the MME, BCMME, AMME and ABCMME methods. The values of the average and variance of all estimates were computed and these are reported in Table 2 , wherein the the true value of c α [determined numerically from (15) ] are also presented for comparison purposes.
From the values in Table 2 , it is clear that both bias and variance of all estimators decrease when the sample size increases, as one would expect. When the sample size is very small, say n = 10, then none of the methods work satisfactorily. While all the methods overestimate c α generally, the BCMME and ABCMME seem to possess smaller bias and variance than the MME and AMME, respectively. Since the performance of the estimators BCMME and ABCMME are quite similar and that they can be computed explicitly without requiring the use of any non-linear equation solver, we recommend the use of ABCMME for estimating the change point of the hazard function of the BS distribution as it shows a Table 2 : Values of average and variance of different estimators of c α n α c α MME BCMME AMME ABCMME For a given n, against each α, the first figure represents the average value of the estimate and the figure inside the parentheses is the corresponding variance.
slightly better performance.
Illustrative Example
In this section, we illustrate the inferential results in preceding sections by analyzing a data set originally due to Bjerkedal [6] , which has also been analyzed previously by Gupta et al. [13] . The data represent the survival times of guinea pigs injected with different doses of tubercle bacilli. It is known that guinea pigs have high susceptibility to human tuberculosis and that is why they were used in this study. Here, we are primarily concerned with the animals in the same cage that were under the same regimen. The regimen number is the common logarithm of the number of bacillary units in 0.5 ml. of challenge solution; i.e., The histogram plot, presented in Figure 3 , also supports this point. Moreover, Gupta et al. [13] observed that the empirical hazard function calculated from these data is unimodal.
We, therefore, use the BS distribution to analyze these data. We determined the MMEs of BCMMEs are presented in Figure 5 . We also computed the MME and the AMME of the change point c α,β to be 90.30 and 87.80, respectively, and the corresponding 95% bootstrap confidence intervals to be (59.37, 137.55) and (59.31, 131.44). Similarly, we computed the BCMME and ABCMME to be 86.20 and 84.05, respectively, and the corresponding 95% bootstrap confidence intervals to be (57.84, 134.96) and (57.92, 128.61). As mentioned earlier, we observe the results obtained by the two methods to be quite close. that both BCMME and ABCMME perform well, and since ABCMME is a simple explicit estimator, we have recommended its usage for the estimation of change point. We have derived the asymptotic distribution of all the estimators and because of their complexity, we have used bootstrap confidence intervals for data analysis.
