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1 Introduction générale 
1.1 Contexte 
Le progrès technologique dans le domaine de l’électronique contribue à 
l’accroissement de l’utilisation des convertisseurs de puissance dans de nombreux domaines. 
La gamme d’applications est très vaste et peut concerner les plus simples telles que les 
sources d’alimentation des ordinateurs portables, les téléphones mobiles, les appareils 
électroménagers, et les plus exigeantes rencontrées dans différents domaines tels que 
l’aéronautique, l’industrie automobile (les véhicules hybrides et électriques), les 
télécommunications, les énergies renouvelables (les panneaux solaires photovoltaïques, les 
éoliennes), etc. En conséquence à cet ensemble d’applications diversifiées, les convertisseurs 
de puissance font l’objet de recherches très actives (conception, composants de puissance à 
semiconduteurs, packaging, composants passifs, intégration, etc.). Leurs fonctionnalités sont 
fortement liées à la conversion, la commande et la gestion de l’énergie électrique. Dans 
l’environnement industriel, la fiabilité, la robustesse ainsi que l’efficacité énergétique des 
dispositifs électroniques sont essentielles. Pour ces raisons, les principaux axes de recherche 
portent particulièrement sur les topologies de convertisseurs dédiées à chaque application et 
sur la conception d’architectures et de méthodes de commande permettant de répondre aux 
objectifs de conversion fixés a priori. 
En fonction du principe de conversion utilisé, les convertisseurs de puissance se 
classifient en quatre grandes catégories : continu-continu (en anglais DC-DC), continu-
alternatif (DC-AC), alternatif-continu (AC-DC) et alternatif-alternatif (AC-AC). 
Les convertisseurs continu-continu sont des dispositifs électriques permettant de 
délivrer une tension continue réglable à partir d’une autre source de tension continue. La 
conversion est faite en stockant l’énergie d’entrée sous une autre forme, puis en la 
redistribuant vers la sortie sous une tension différente. Le stockage temporaire de l’énergie se 
fait soit sous forme magnétique grâce à des inductances ou des transformateurs, ou bien sous 
forme électrostatique dans des capacités. 
Les convertisseurs alternatif-continu (redresseurs) transforment une tension alternative 
(monophasée ou triphasée) de valeur moyenne nulle en une tension de valeur moyenne non 
nulle. 
Les convertisseurs de puissance continu-alternatif, appelés onduleurs, peuvent fournir 
un courant ou une tension d’une certaine amplitude et fréquence. L’application la plus connue 
est certainement l’onduleur de tension pour piloter une machine électrique inductive (machine 
synchrone, asynchrone). 
Les convertisseurs de puissance alternatif-alternatif permettent d’obtenir une tension 
alternative réglable à partir d’une tension alternative de fréquence fixe. Les topologies les plus 
connues sont les cycloconvertisseurs et les convertisseurs matriciels. 
Nos travaux de recherche, au cours de cette thèse, se concentrent sur la classe de 
convertisseurs de puissance continu-continu qui ont une contribution essentielle pour 
l’alimentation des circuits électroniques : circuits analogiques, microcontrôleurs, FPGA, 
micro-processeurs, etc.. Ceux-ci contiennent souvent des composants réalisant des fonctions 
variées, chacun avec sa propre exigence avec un niveau de tension différent de celui fourni 
par une batterie ou une alimentation externe (parfois plus ou moins élevée que la tension 
d'alimentation, et éventuellement une tension négative). Dans la majorité des cas, quelle que 
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soit la source de tension utilisée (batterie, panneaux solaires, alternateur à vitesse variable, 
etc.), il est nécessaire de fournir une tension d’alimentation régulée. Les convertisseurs 
continu-continu offrent donc la possibilité d’ajuster le niveau de tension à partir d'une source 
de tension qui peut subir des variations. 
En ce qui concerne le niveau de puissance fourni, les convertisseurs DC-DC se 
retrouvent dans des applications de faible puissance (quelque watt), telles que des 
alimentations d’ordinateurs portables, des chargeurs de téléphones mobiles mais également de 
forte puissance (quelques kilowatts jusqu’à quelques centaines de kilowatts). 
La gestion de puissance est devenue une priorité dans le domaine électronique. 
Actuellement, beaucoup de recherches sont réalisées afin d’augmenter l’autonomie des 
appareils portables. Afin d’atteindre cet objectif, un axe de recherche fréquemment abordé 
réside dans l’augmentation du rendement des convertisseurs de tension DC-DC, qui permet de 
diminuer leur consommation [LJD12], [ELLC12]. 
Au regard du  rôle important des convertisseurs DC-DC dans les systèmes de 
conversion d’énergie, plusieurs topologies de circuits sont proposées. De manière générale, on 
peut les classifier soit par les topologies simples, correspondant aux convertisseurs DC-DC 
représentés par des modèles mathématiques de deuxième ordre, soit par les topologies 
complexes, associées avec les convertisseurs DC-DC ayant des modèles mathématiques 
d’ordre plus élevé. Parmi les topologies simples, on note les convertisseurs abaisseur (buck), 
élévateur (boost) et inverseur (buck-boost ou flyback), et pour ceux complexes, les 
convertisseurs Ćuk et SEPIC (Single-Ended Primary Inductor Converter en anglais). Les 
circuits représentatifs des convertisseurs cités sont illustrés sur les Figures de 1 à 6. 
 
Figure 1 : Circuits représentatifs des convertissuers de puissence DC-DC. 
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Dans la deuxième catégorie, on considère également les convertisseurs d’ordre deux 
mentionnés précédemment avec des filtres d’entrée. Ces topologies peuvent assurer un haut 
rendement de conversion, une flexibilité au niveau du rapport de conversion et permettent 
également de réaliser une isolation galvanique entre l’entrée et la sortie (à transformateur 
magnétique par exemple). 
Du point de vue de la modélisation, les convertisseurs de puissance sont des systèmes 
avec un comportement fortement non-linéaire. La topologie des éléments dynamiques du 
système dépend de l’état de chaque transistor commandé à travers une modulation en largeur 
d’impulsion (MLI) du signal de commande continu ou discret. On peut distinguer deux modes 
de fonctionnement des convertisseurs continu-continu : le mode de conduction continue 
(CCM ou Continuous Conduction Mode en anglais) lorsque le courant dans l'inductance ne 
s’annule jamais, et le mode de conduction discontinue (DCM ou Discontinuous Conduction 
Mode en anglais) où le courant dans l’inductance est nul à la fin de la période de découpage. 
En fonction du mode de fonctionnement, ces convertisseurs présentent deux états du circuit en 
mode de conduction continue et respectivement trois états du circuit en mode discontinue, 
chaque état associé à une dynamique linéaire en temps continu différente. 
La modélisation dynamique des convertisseurs DC-DC représente un domaine de 
recherche exploré depuis les années 1970 [MC76], [CM77] mais néanmoins actif à l’heure 
actuelle [UI08], [ULSK09], [VRGL10], [Jaa11], [VRGL12]. La modélisation du 
comportement dynamique doit permettre de caractériser le fonctionnement dans les deux 
modes de conduction (continu et discontinu). De nombreux travaux de recherches se sont 
focalisés sur le développement des différentes approches de modélisation. Les modèles 
résultants sont exploités pour l’analyse de convertisseurs et pour la synthèse des lois de 
commande qui permettent de satisfaire un des cahiers de charge préalablement définis. 
Pour chaque mode de fonctionnement (CCM/DCM), les modèles proposés dans la 
littérature peuvent se classifier selon deux catégories : modèles à temps continu et modèles à 
temps discret. Dans chaque classe, il y a des types de modèle qui s’adressent à un mode de 
conduction bien spécifique. On citera par la suite les différentes approches utilisées pour la 
modélisation des convertisseurs en fonction du mode de fonctionnement. 
En mode de conduction continue, les modèles à temps continu sont souvent conçus sur 
la base de techniques de moyennage dans l’espace d’état [MC76]. Le modèle obtenu, est un 
modèle « moyen », fréquemment employé pour décrire et analyser le comportement des 
convertisseurs en raison de la simplicité de l’expression mathématique de la représentation 
obtenue et du fait que le domaine de validité du modèle coïncide avec l’espace 
fonctionnement des convertisseurs. La caractéristique de ce modèle consiste à supposer que 
les effets du découpage sont « moyennés » pendant une période de commutation. Cette 
technique à base de moyennage est adaptée lorsque la moyenne est calculée pour une 
fréquence de découpage beaucoup plus grande que la bande passante du système. Pour la 
plupart des convertisseurs, les modèles moyens sont non-linéaires, en raison du produit entre 
la grandeur de commande des convertisseurs (rapport cyclique) et le vecteur d’état. 
Cependant, un modèle linéaire peut s’obtenir en linéarisant le modèle initial autour d’un point 
de fonctionnement. Le résultat est ainsi un modèle en « petits signaux » [WM73], [ILG78], 
qui fournit une approximation valide uniquement au voisinage du point de linéarisation. 
Cependant, elle reste une approche à basse fréquence qui ignore complètement l’aspect 
discontinu des commutations produites par les transistors. Ainsi, l’approximation fournie par 
un modèle moyen ne peut pas expliquer certains phénomènes qui se produisent au niveau du 
circuit, tels que l’apparition des sous harmoniques de la fréquence de découpage dans les 
formes d’onde des signaux [MB00]. 
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En revanche, parmi les modèles à temps continu, on trouve également des modèles 
moyens non linéaires, fondés sur la technique de moyennisation de KBM (Krylov-
Bogoliubov-Miltropolsky) [Nay73], [KBBL90], [LB96], qui présentent une formulation plus 
précise, dans le sens qu’ils reflètent les ondulations des signaux en temps réel. En 
contrepartie, la complexité des expressions analytiques obtenues ne facilite pas la synthèse 
des lois de commande. Dans cette même catégorie, on peut citer les modèles qui utilisent la 
décomposition en séries de Fourier [SNVL91], [MEBE97] pour approcher les variables d’état 
à l’intérieur de la période de commutation. Cette méthode est aussi capable de modéliser les 
ondulations des signaux autour de leur moyenne. 
Une autre procédure de modélisation est constituée par la méthode du circuit 
équivalent moyenné [Lee85], [Vor90a], [Eri97], [Sun00]. Celle-ci fournit une topologie 
moyenne, unique des convertisseurs, en remplaçant la partie de commutation, représentée par 
le transistor et la diode, par un circuit équivalent, composé d’éléments passifs, des 
transformateurs idéaux et de sources de courant ou de tensions. Même si le modèle continu du 
circuit équivalent est non-linéaire, une linéarisation autour d’un point de fonctionnement 
permet d’obtenir un modèle linéaire « petits signaux ». 
Les approches de modélisation en mode de conduction continu font également appel à 
la classe de modèles linéaires à paramètres variants (LPV) [OLAGQ10], où les non-linéarités 
du système sont formulées à travers un système linéaire ayant les matrices d’état dépendantes 
de paramètres variant dans le temps. Pour les convertisseurs DC-DC, la résistance et la 
tension d’entrée représentent les paramètres pour lesquels les valeurs changent dans le temps. 
Néanmoins, l’utilisation des modèles LPV reste assez limitée en raison des difficultés à 
formuler les modèles des convertisseurs sous l’une des formes spécifiques des modèles LPV 
et aussi du conditionnement numérique des représentations obtenues. 
La classe de modèles énergétiques représente une classe de modèles continus, très 
intéressante pour les convertisseurs de puissance. Le modèle d’Euler-Lagrange [OLNS98] et 
le modèle Hamiltonien [EvdSO99] sont les deux types de modèle employés pour caractériser 
le comportement des convertisseurs du point de vue énergétique. La formulation du modèle 
est faite à travers des fonctions du stockage permettant d’exprimer les énergies du système 
(l’énergie emmagasinée dans les inductances, l’énergie stockée dans les condensateurs et la 
dissipation dans le circuit). 
Tous les modèles continus mentionnés pour le mode de conduction continu sont 
également utilisables dans le mode de conduction discontinu [CM77], [Vor90b], [NTM01], 
sauf les modèles moyens non-linéaires complexes. 
Les modèles à temps discret sont facilement obtenus en considérant les dynamiques 
linéaires continues du convertisseur dans chaque configuration des modes CCM ou DCM et 
en appliquant une approximation de la forme discrète des matrices qui caractérisent chacune 
des dynamiques. Effectivement, les modèles discrets linéaires [HBY89] sont utilisés 
uniquement en mode de conduction continue, alors que les modèles discrets non-linéaires 
fondés sur le théorème de Cayley-Hamilton [Su05], ou la méthode de Newton et la théorie de 
la fonction implicite [FA99] peuvent être utilisés séparément dans les deux modes de 
fonctionnement et présentent une meilleure précision que les modèles discrets linéaires. 
En ce qui concerne l’aspect pratique, des modèles à temps discret peuvent être 
facilement simulés par rapport aux modèles à temps continu, qui nécessitent une étape 
intermédiaire de discrétisation pour la simulation numérique. 
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Indépendamment du mode de fonctionnement et de la méthode de modélisation 
abordée, les modèles énumérés précédemment sont composés par une seule dynamique 
continue ou discrète, linéaire ou non-linéaire, qui approche les deux ou les trois configurations 
du circuit en mode CCM ou DCM, et qui reflète le comportement moyen des variables 
d’états, dans la majorité des cas. 
Du point de vue de la commande des convertisseurs DC-DC, le principal objectif 
consiste à piloter le transistor tel que la composante continue de la tension de sortie soit égale 
à une tension de référence donnée. La synthèse d’une loi de commande pour les 
convertisseurs de puissance doit répondre aux objectifs classiques de stabilité, de performance 
dynamique et de robustesse. De manière générale, le réglage devient difficile en raison des 
différents éléments qui perturbent leur fonctionnement. Une fois que les convertisseurs sont 
embarqués dans différentes applications, leur comportement est fortement influencé par 
plusieurs facteurs : les variations de la charge et de la tension d’alimentation, la sensibilité aux 
bruits, les changements dans le temps ou en présence des perturbations des paramètres 
incertains (des inductances ou des condensateurs par exemple) présents dans la structure des 
convertisseurs. Dans certaines situations, ces éléments forcent le comportement du système à 
s’écarter du fonctionnement désiré. Pour ces raisons, les recherches s’orientent vers 
l’élaboration des lois de commande performantes, stabilisantes et robustes quel que soit le 
point de fonctionnement du convertisseur. 
En pratique, les méthodes de commande des convertisseurs sont fondées sur la 
régulation de la tension de sortie ou du courant. Des correcteurs de type PI réglés par rapport 
aux modèles moyens linéarisés sont souvent employés pour piloter les convertisseurs. 
Lorsqu’ils sont convenablement ajustés, ces correcteurs fournissent des résultats satisfaisants 
pour diverses applications pratiques sans recours à une description détaillée de la dynamique 
du système. Cependant, leurs performances peuvent facilement se dégrader en présence 
d’effets non linéaires et de ce fait, il est nécessaire de réajuster les gains ou d’utiliser une 
approche adaptative. 
Dans la littérature, plusieurs approches ont été proposées afin d’améliorer la 
conception de la commande en choisissant la méthode la plus adaptée au regard d’un cahier 
de charges, capable d’améliorer l’efficacité des convertisseurs en réduisant l’effet des 
perturbations (des changements de la tension d’entrée et de la charge), de diminuer les 
interférences électromagnétiques et de limiter les variations paramétriques [Ejj10]. 
Généralement, les stratégies de réglage sont directement liées au type du modèle choisi pour 
décrire le comportement des convertisseurs et aux exigences de chaque application concernant 
le niveau de performance et de robustesse. Il y a des modèles qui favorisent la synthèse d’une 
certaine loi de commande, alors que pour d’autres types de commandes, ils ne sont pas 
adaptés. Un choix inapproprié du modèle peut introduire des difficultés dans la synthèse de la 
loi de commande ou même la complexifier et la rendre inefficace. 
L’approche « classique » du point de vue de l’automatique consiste à utiliser des 
techniques de commandes linéaires à base d’un modèle moyen linéarisé autour d'un point de 
fonctionnement spécifique. Parmi ces stratégies de commande, on note la commande linéaire 
quadratique (LQR ou Linear Quadratic Regulation en anglais) [LTL91], [LTL93] et la famille 
de régulateurs PI avec des paramètres qui dépendent de façon non-linéaire de la valeur de la 
commande en régime permanent [Sir91]. Cependant, les lois de commande obtenues ne sont 
pas capables d’assurer la stabilité globale du convertisseur et de conserver des performances 
identiques dans tout le domaine du fonctionnement. Ces inconvénients dérivent de la 
précision limitée du modèle de synthèse utilisé. 
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Des lois de commande fondées sur un modèle moyen non-linéaire ou un modèle 
énergétique ont également été appliquées : la commande par modes de glissements (SMC ou 
Sliding Mode Control en anglais) [Utk93], [TLT06], [HL06], [JGL+10] la commande par 
passivité [Jaa11], [OGC04], [SS09]. Ces méthodes de commande utilisent des outils 
théoriques plus complexes qui permettent de démontrer la stabilité globale du système. 
Une autre approche, qui consiste à commander directement les différents 
commutateurs sans passer par un modèle moyen, a été utilisée pour de convertisseurs DC-DC 
fonctionnant aux fréquences variables [MRST95], [RKJ09]. 
Les différentes méthodes de modélisation ont permis de représenter et d’analyser le 
comportement physique des convertisseurs DC-DC par des concepts mathématiques qui 
conviennent par la suite à la synthèse des lois de commande. Les méthodologies et les 
approches de synthèse proposées ont sans aucun doute apporté leur contribution du point de 
vue théorique. En revanche, les lois de commande élaborées ont été trop peu implantées en 
temps réel. De ce fait, l’objectif de ces travaux de thèse consiste à développer des lois de 
commande fondées sur une démarche théorique cohérente et qui peuvent être validées 
expérimentalement. 
 
1.2 Problématique 
Comme nous l’avons mentionné dans les paragraphes précédents, la famille des 
convertisseurs de puissance DC-DC représente une classe de convertisseurs à découpage 
particulièrement importante en termes d’applications. Généralement, ces dispositifs sont 
embarqués dans beaucoup d’appareils comportant une alimentation électrique. Actuellement, 
les fonctionnalités des appareils mobiles ont considérablement augmenté et ont été améliorées 
grâce à l’intégration de processeurs numériques dédiés au traitement de signal (DSP) par 
exemple. Ces nouveaux facteurs conduisent à des cahiers de charges assez stricts concernant 
la performance dynamique, la stabilité et la robustesse. L’utilisation de techniques usuelles de 
modélisation (le modèle moyen) et de commande (PI et PID) ne conduit plus à des réponses 
satisfaisantes [AKS04], [OLAGQ10], [HSRD10]. 
En conséquence, au cours des dernières années, certains axes de recherches se sont 
orientés vers les approches de modélisation issues des systèmes hybrides [Son81], [Son96], 
[BBM98], [vdSS98], [BM99a]. L’aspect hybride d’un système est donné par la présence 
simultanée de variables continues et discrètes. La partie continue du système est modélisée 
par des équations différentielles ou algébriques, alors que la partie discrète est attribuée aux 
systèmes à transitions par des règles « si-alors » ou aux machines avec un nombre fini d’états. 
Classiquement, les systèmes hybrides commutent entre différents modes de fonctionnement 
où chaque mode est représenté par une loi dynamique propre. Les transitions entre les modes 
sont déclenchées par des variables qui dépassent certaines limites ou par des entrées externes. 
Les systèmes hybrides sont prédominants dans le domaine de l’électronique de 
puissance et en particulier sur les convertisseurs de puissance DC-DC qui sont caractérisés par 
une structure variable (en raison du changement de la topologie du circuit selon les états 
passant ou bloqué des transistors et diodes). En conséquence, les convertisseurs DC-DC à 
découpage sont considérés comme des systèmes hybrides pour lesquels la partie discrète est 
représentée par les commutations à haute-fréquence des transistors, alors que les courants et 
les tensions au sein du système sont décrits par des équations dynamiques à variables 
continues. 
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L’exploitation des techniques de modélisations hybrides a connu un développement 
important afin de prendre en compte le comportement hybride de convertisseurs continu-
continu, assuré par les commutations du transistor et les dynamiques continues associées à ces 
commutations, et de reproduire le comportement dynamique du système réel [SEK03], 
[AFJ+07], [BPM+07]. Grâce à ces méthodes de modélisation hybride, il est possible de tenir 
compte à la fois de l’évolution en temps continu des variables d’état du système et de l’effet 
des éléments discrets. Le principe consiste à exprimer les configurations du convertisseur en 
utilisant un modèle à temps continu ou discret et d’utiliser une expression ou une variable 
logique pour sélectionner le modèle de la configuration active à chaque instant. 
Une première approche qui concerne la modélisation hybride de convertisseurs de 
puissance DC-DC est la formulation d’un modèle hybride pour les convertisseurs à résonance. 
Le comportement du convertisseur est exprimé soit à travers un automate hybride [SEK03], 
assurant des propriétés de sécurité, soit par un modèle énergétique de type Hamiltonien, qui 
contient une variable logique du signal de commande [Son81]. L’utilisation d’une fréquence 
de commutation variable augmente l’efficacité de ce type de convertisseurs, en minimisant les 
pertes dues à la commutation des transistors, d’une part, mais complexifie la conception de 
l’étage de puissance du convertisseur et du filtre nécessaire à la réduction des interférences 
électromagnétiques d’autre part. 
Plusieurs groupes de recherche ont orienté leur intérêt sur des méthodes de 
modélisation hybride dédiés aux convertisseurs DC-DC fonctionnant à une fréquence de 
découpage constante. Jusqu’à présent, les études traitent seulement sur le mode de conduction 
continue : 
Le groupe de recherche du CNRS-CRAN (Le Centre de recherche en Automatique de 
Nancy) propose un modèle linéaire commuté, composé des dynamiques linéaires associées à 
chaque configuration du circuit. Les changements entre les différentes dynamiques sont 
assurés par une fonction de commutation construite différemment en fonction de la topologie 
du convertisseur utilisée. 
EPFZ (L'École polytechnique fédérale de Zurich, Suisse) utilise un modèle affine par 
morceaux à temps discret [Son96], construit à partir de la notion de ν-résolution. Cette 
technique de modélisation donne une approximation efficace du comportement du 
convertisseur dans tout le domaine de fonctionnement. De plus, le modèle est capable de 
représenter l’évolution des variables d’état à l’intérieur de la période de commutation en 
fonction de la résolution ν choisie et d’offrir un compromis précision/complexité introduite 
par une valeur significative de ν. 
L'Institut Royal de technologie de Stockholm, Suède (KTH) a opté pour l’utilisation 
d’un modèle échantillonné où les dynamiques changent de façon périodique dans un ordre 
donné entre les deux configurations du circuit en mode de conduction continue (CCM). 
École polytechnique de l'Université de Lund, Suède (LTH) utilise un modèle robuste à 
temps discret où les matrices du système sont fortement non linéaires par rapport au signal de 
commande et de la résistance de charge. Cette forme de modèle n’est pas adaptée pour la 
commande et de ce fait, le modèle est préalablement linéarisé pour l’utilisation dans la 
synthèse d’une commande. 
En comparaison avec les modèles à temps continu et discret, les modèles hybrides 
reflètent un comportement plus précis du convertisseur dû à une modélisation spécifique de 
chaque configuration du circuit en mode de conduction continue. Les modèles obtenus à 
travers les approches proposées sont linéaires ce qui facilite l’analyse et la synthèse des lois 
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de commande. Cependant, la gestion des transitions entre les différentes dynamiques du 
modèle hybride représente le principal défi lié essentiellement à l’analyse de stabilité du 
système et à la complexité des outils mathématiques utilisés. En boucle ouverte, la stabilité ou 
l’instabilité de chaque dynamique du modèle ne fournit aucune information sur le 
comportement global du système. Il y a des exemples où des changements entre les 
dynamiques du modèle génèrent des trajectoires divergentes ou des situations où la trajectoire 
du système est obligée de rester à la frontière des deux dynamiques, ce qui l’empêche 
d’atteindre un point de fonctionnement souhaité. 
Obtenir une forme explicite d’un modèle hybride pour les convertisseurs de puissance 
est une étape intéressante afin de procéder aux phases d’analyse et de synthèse des lois de 
commande. 
Mis à part les facteurs énoncés précédemment qui influencent les convertisseurs et 
compliquent les réglages des lois de commande, le comportement non-linéaire des 
convertisseurs constitue la principale difficulté de point de vue de la commande. Selon le 
mode de fonctionnement, les convertisseurs ont deux (CCM) ou trois (DCM) configurations 
possibles, au niveau du circuit, représentées par une dynamique linéaire à temps continu 
différente. La topologie du convertisseur introduit des contraintes sur le rapport cyclique (la 
commande du transistor) limité dans l’intervalle zéro et un, et également sur le courant dans 
l’inductance qui prend une valeur strictement positive en mode de conduction continue et une 
valeur positive ou égale à zéro dans le mode de conduction discontinue. 
Dans ce cas, l’utilisation des correcteurs de types prédictifs (Model Predictive Control 
en anglais) est recommandée. Ce type de commande est fondé sur une optimisation en temps 
réel qui utilise un modèle de prédiction et l’application du principe de l’horizon glissant. En 
raison de la formulation dans le domaine temporel, il permet de prendre en compte les 
contraintes et les incertitudes du système directement dans la phase de conception des lois de 
commande. De ce fait, des nombreuses recherches s’intéressent à la commande prédictive qui 
peut se révéler bien adaptée pour répondre aux problèmes industriels [QB03], [MRRS00]. 
Dans la littérature, certains auteurs abordent les développements de cette technique de 
commande en introduisant une variété des classes dérivées de la procédure standard [CB97], 
[Mac02], [Ros03]. 
En absence de contraintes, la solution du problème d’optimisation peut être exprimée 
par une commande par retour d'état. La présence des contraintes ou de non-linéarités implique 
la résolution d’un problème d’optimisation à chaque période d’échantillonnage de façon à 
garantir la minimisation d’un critère portant sur la performance désirée. La procédure 
d’optimisation fournit une séquence optimale de commande où seul le premier élément est 
appliqué conformément au principe de l’horizon glissant. Par la suite, la mise à jour de l’état 
du système est effectuée afin de faire glisser la fenêtre de prédiction et ainsi de réitérer la 
procédure d’optimisation. Cependant la résolution « en-ligne » s’avère très couteuse en temps 
de calcul, ce qui empêche l’implantation du correcteur en temps réel et restreint le domaine 
d’application. Au cours des dernières années, l'utilisation de méthodes multiparamétriques a 
permis la description explicite de la loi de commande sous la forme d’une commande par 
retour d’état. Elle est représentée par une fonction affine par morceaux, définie sur une 
partition polyédrale de l’espace d’état. Dans un premier temps, la solution explicite est fournie 
pour des problèmes d’optimisation fondée sur des modèles linéaires. Récemment des 
méthodes ont été proposées pour les modèles hybrides [Bor03]. La structure du correcteur 
explicite, obtenu « hors-ligne », est gardée dans des tables de recherche. Ainsi, l’implantation 
de la loi de commande se résume d’une part à la recherche dans une table de la région active à 
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chaque instant, et d’autre part, à l’évaluation d’une fonction affine par morceaux en utilisant 
l’état courant. 
Revenant à la commande des convertisseurs DC-DC, les méthodes de la commande 
prédictive permettront la synthèse d’une loi de commande explicite à base d’un modèle 
hybride ainsi que la manipulation des contraintes imposées par la topologie du circuit. Le fait 
de pouvoir ajouter des contraintes au niveau du rapport cyclique ou d’un courant justifie ainsi 
l’utilisation de la commande prédictive pour la régulation des convertisseurs de puissance 
DC-DC. De plus, d’autres avantages de cette technique de commande sont intéressants tels 
que l’anticipation du comportement futur du système, l’utilisation explicite d’un modèle 
numérique et l’application sur un horizon fini de la trajectoire future désirée. 
Cependant, l’inconvénient de la méthode consiste dans la difficulté d’implantation en 
temps réel de l’algorithme de commande. La taille de la solution explicite obtenue dépend de 
l’horizon de prédiction, de nombreuses contraintes imposées et également de la complexité du 
modèle hybride utilisé (donné par le nombre des dynamiques et de variables d’état du 
modèle). Généralement, un horizon de prédiction important améliore les performances 
dynamiques de la commande synthétisée et dans le même temps, augmente la dimension de sa 
structure. Pour les convertisseurs fonctionnant à une fréquence de découpage élevée, 
l’évaluation de la loi de commande calculée « hors-ligne » peut également poser des 
problèmes pour des dimensions significatives de la table de recherche contenant les régions 
sur lesquelles la commande est définie. 
 
1.3 Objectifs et organisation des travaux de thèse 
Dans ce contexte, l’objectif de nos travaux de recherche consiste à développer des 
méthodes de modélisation hybride afin de procéder à l’analyse et à l’élaboration de la loi de 
commande des convertisseurs de puissance DC-DC. Jusqu’à présent, les modèles simplifiés 
décrivant le comportement dynamique des convertisseurs n’ont pas permis d’expliciter les 
dynamiques complexes qui proviennent de la nature hybride des systèmes en commutation. 
Evidemment, l’utilisation des modèles imprécis pour l’élaboration des lois de commande peut 
limiter les performances des correcteurs conçus. Par conséquent, dans un premier temps, nous 
envisageons d’élaborer un algorithme générique pour la construction d’un modèle hybride 
capable d’approcher le comportement d’un convertisseur DC-DC fonctionnant en mode de 
conduction continue, à une fréquence de commutation fixe. L’objectif est d’obtenir une 
technique de modélisation hybride applicable aux convertisseurs de deuxième ordre et par la 
suite aux convertisseurs d’ordres plus élevé. Dans un deuxième temps, nous souhaitons 
développer une méthode de modélisation afin de prendre en compte les deux modes de 
fonctionnement : conductions continue et discontinue (et les transitions entre les deux modes). 
À partir des modèles hybrides développés, nous proposons de mettre en œuvre des 
méthodes de commande avancées, performantes et robustes afin de piloter les convertisseurs 
DC-DC tout en anticipant sur la faisabilité de l’implantation en temps réel. De manière plus 
spécifique, nous essayons de répondre aux problèmes de régulation et de stabilisation à 
travers des lois de commande associées aux méthodes de la commande prédictive. De plus, 
nos démarches de modélisation et de conception des lois de commande sont guidées par un 
compromis entre la partie théorique et l’aspect pratique afin de permettre la validation 
expérimentale des lois de commande synthétisées. 
Nous avons choisi deux topologies de convertisseur afin de valider les approches 
destinées à la modélisation et la synthèse des lois de commande proposées. Dans un premier 
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temps nous considérons le convertisseur de type Buck (abaisseur) et dans un second temps, un 
convertisseur d’ordre plus élevé de type flyback avec un filtre d’entrée. 
Actuellement, les convertisseurs de puissance DC-DC sont capables de fonctionner à 
des fréquences de commutation élevées (quelques kilo-Hertz jusqu’à quelques méga-Hertz), 
avec un rendement élevé grâce aux développements en matière de topologies mais présentent 
en contre partie des imperfections. L’un des inconvénients se situe dans le phénomène 
d’ondulation du courant d’entrée qui représente une source d’interférences 
électromagnétiques pour le réseau amont (interférences électromagnétiques « conduites »). En 
présence d’un filtre approprié à l’entrée du convertisseur, l’ondulation du courant peut être 
limitée. Cependant, ce filtre accroît la complexité et le coût du circuit, et génère un système à 
déphasage non-minimal, ce qui complique la stabilisation du convertisseur pour un niveau de 
performances exigeant. Pour répondre aux problèmes de régulation introduite par l’utilisation 
d’un tel filtre, nous considérons le convertisseur flyback avec un filtre d’entrée. Ce 
convertisseur présente un fort caractère non linéaire en comparaison avec le convertisseur 
Buck. 
 
Les travaux menés au cours de cette thèse sont organisés comme suit : 
- Le deuxième chapitre introduit des concepts théoriques liés aux principales classes 
de modèles hybrides employés pour la représentation mathématique des systèmes 
hybrides. Ensuite, pour une gamme spécifique des modèles hybrides (la 
représentation linéaire par morceaux) une méthode de synthèse de lois de 
commande et d’analyse de la stabilité fondée sur l’utilisation de fonctions de 
Lyapunov est présentée. La deuxième partie du chapitre est focalisée sur des 
méthodes de la commande prédictive fondées sur des modèles linéaires et hybrides 
à temps discret. Pour les modèles linéaires, la problématique de commande 
optimale est formulée sur un critère d’optimisation quadratique et linéaire. Dans 
chaque cas, la forme explicite de la loi de commande optimale est obtenue à 
travers des méthodes de programmation multiparamétrique quadratique ou 
linéaire. Une extension de la procédure de calcul de la commande, fondée sur les 
concepts appliqués sur les modèles linéaires, est réalisée pour les modèles 
hybrides. Dans cette partie, un modèle logique/dynamique mixte est utilisé et des 
méthodes de programmation multiparamétriques mixte en nombres entiers avec un 
critère linéaire sont employées pour déterminer la solution explicite du problème 
d’optimisation. Également, une méthode de programmation dynamique à base 
d’un modèle affine par morceaux est présentée, conduisant ainsi à une loi de 
commande explicite. Quelques détails d’implantation de la commande prédictive 
explicite sont donnés, faisant appel aux techniques de réduction de la taille du 
correcteur synthétisé et aux tables de recherche permettant d’exploiter d’une 
manière plus efficace la structure du régulateur. 
- Le troisième chapitre présente des méthodes de modélisation hybride pour les 
convertisseurs de puissance DC-DC. En premier lieu, le modèle moyen est 
détaillé. La dynamique de ce modèle est souvent utilisée pour approcher le 
comportement des convertisseurs de puissance DC-DC, en mode de conduction 
continue (CCM) et séparément, en mode de conduction discontinue (DCM) et 
présente un rôle important dans la modélisation hybride des convertisseurs à 
fréquence de commutation constante. Après l’introduction du modèle moyen 
classique, des modèles hybrides sont développés dans un premier temps pour un 
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convertisseur d’ordre deux de type Buck et ensuite pour un convertisseur d’ordre 
quatre de type flyback avec un filtre d’entrée, en supposant l’hypothèse de 
fonctionnement en régime de conduction continue. Le convertisseur flyback a été 
choisi pour son caractère non-linéaire plus prononcé au niveau de la dynamique du 
système, en comparaison avec la dynamique du convertisseur Buck. Le fait 
d’ajouter un filtre à l’entrée accentue d’avantage les non linéarités et augmente 
l’ordre du modèle décrivant le convertisseur. Dans cette situation, une distinction 
claire est faite entre la précision et le domaine de validité de l’approximation 
hybride, composée des plusieurs modèles linéaires, et l’approximation du modèle 
moyen linéarisé autour d’un point de fonctionnement. Finalement, la méthode de 
modélisation est étendue vers un modèle hybride qui permet de représenter le 
comportement réel du système dans les deux modes de fonctionnement 
(CCM/DCM), dans le cas du convertisseur Buck. 
- Dans le quatrième et le cinquième chapitre nous proposons deux approches 
différentes de synthèses de lois de commande linéaires. Dans le quatrième 
chapitre, une loi de commande à gains commutés est élaborée pour le 
convertisseur flyback avec filtre d’entrée. L’approche proposée est fondée sur les 
méthodes de synthèse présentées dans le deuxième chapitre et le modèle hybride 
conçu dans le chapitre précèdent. La commande par retour d’état développée est 
linéaire par morceaux et assure la stabilité du système en boucle fermé. Les 
approches théoriques permettent de conclure sur la stabilité des modèles utilisés et 
elles sont vérifiées en simulation. Les résultats sont validés vis-à-vis de variations 
de la tension d’entrée, de la charge ou encore de la consigne (bien que dans un cas 
réel la consigne soit constante dans la plupart des applications). L’intérêt de cette 
technique de modélisation hybride, et de la commande par retour d’état linéaire par 
morceaux, est prouvé comparativement aux méthodes de modélisation classiques 
associées à une régulation de type PI, usuelle pour ce type de systèmes, et à une 
commande par retour d’état à gains constants. 
- Le cinquième chapitre est consacré à la synthèse de lois de commandes affines par 
morceaux en considérant les outils théoriques spécifiées dans la deuxième partie 
du deuxième chapitre. Des méthodes de commande prédictive à base de modèle 
sont appliquées en deux étapes sur les convertisseurs Buck et flyback avec un filtre 
d’entrée. Dans la première étape, le modèle moyen linéarisé et un critère 
d’optimisation quadratique sont employés afin d’obtenir une solution explicite de 
la commande prédictive, et dans la deuxième étape, la forme explicite est 
déterminée en utilisant un modèle hybride et un critère d’optimisation linéaire. Les 
lois de commande prédictive conçues sont validées en simulation sur un modèle 
reprenant le fonctionnement en commutation. Une validation expérimentale est 
proposée sur deux prototypes. 
Finalement, les conclusions de nos travaux de recherches sont présentées, suivies par 
des futures perspectives orientées vers la méthode de modélisation hybride abordée, 
l’amélioration des lois de commande prédictive proposée du point de vue de la stabilité et 
robustesse vis-à-vis des paramètres. 
 
 
 
Chapitre I 
Introduction générale 
 
28 
 
 
Chapitre II 
Concepts théoriques 
 
29 
 
2 Concepts théoriques 
Comme mentionné au chapitre précédent l’objectif de cette thèse est de proposer des 
solutions pour la commande des convertisseurs de puissance DC-DC, en appliquant des 
méthodes de modélisation et de synthèse hybrides pour une description plus précise de la 
structure variable des circuits. Plus précisément, les changements au niveau de la topologie du 
circuit en fonction de l’état passant ou bloqué de l’interrupteur et la diode font que les 
convertisseurs DC-DC sont considérés comme des systèmes en commutation. De ce fait, la 
modélisation d'un convertisseur peut se faire à partir de la perspective d’un système hybride 
pour lequel il existe différentes représentations mathématiques. Ce chapitre est dédié à la 
présentation des principales classes des systèmes hybrides et des méthodes développées pour 
l’analyse et la synthèse de lois de commande associées à des représentations affines par 
morceaux (PWA ou Piecewise Affine en anglais). 
La première partie du chapitre est consacrée aux principaux modèles employés pour 
exprimer le comportement dynamique d’un système hybride dans l’espace d’état (automates 
discrets hybrides, modèles logiques/dynamiques mixtes, modèles affines par morceaux, etc.). 
Ensuite, les méthodologies d’analyse et de synthèse seront orientées vers la classe des 
modèles affines par morceaux à temps discret, composés par plusieurs dynamiques qui 
correspondent à différentes régions de l’espace d’état. Ce type de modèle a la capacité 
d’approcher une large gamme de systèmes physiques avec un caractère non linéaire prononcé, 
ainsi que le comportement des systèmes où les dynamiques changent en fonction de 
l’évolution des variables d’une région à une autre dans l’espace d’état. 
L’analyse des modèles affines par morceaux est complexe du fait que les propriétés 
des dynamiques, linéaires localement, ne peuvent pas être généralisées pour l’ensemble des 
dynamiques du modèle. Des méthodes d’analyse de la stabilité pour les modèles PWA 
fondées sur des fonctions de Lyapunov sont présentées dans la deuxième partie du chapitre. 
Également, des méthodes de synthèse des lois de commande capables de garantir la stabilité 
globale du modèle, au sens de Lyapunov, sont brièvement décrites. 
La troisième partie du chapitre est réservée à une stratégie de la commande prédictive 
et à la conception de lois de commande explicites, en utilisant des méthodes de 
programmation multiparamétriques. Dans cette optique, la solution explicite du problème 
d’optimisation formulée sur un modèle linéaire soumis aux contraintes sera détaillée en 
considérant des critères d’optimisations quadratiques et linéaires. Cela représente une étape 
intermédiaire vers l’élaboration d’une loi de commande explicite à partir d’un modèle 
hybride. Malgré les solutions proposées récemment dans la littérature [BBBM03], 
[BBBM05], à base de critères quadratiques, les algorithmes permettant d’obtenir une loi de 
commande prédictive explicite fondée sur des modèles hybrides sont disponibles dans des 
boites à outils uniquement pour des critères d’optimisation linéaire. De ce fait, dans ce 
chapitre, on présente deux méthodes de programmation multiparamétrique pour la résolution 
« hors-ligne » du problème d’optimisation : la première utilise la programmation mixte en 
nombres entiers et la seconde, la programmation dynamique. La description de ces méthodes 
est faite en exprimant les performances de la loi de commande explicite par un critère linéaire 
d’optimisation. 
Dans le cadre de cette thèse, la résolution « hors-ligne » du problème d’optimisation et 
la détermination de la forme explicite de la commande prédictive sont essentielles afin de 
pouvoir implanter les régulateurs obtenus en temps réel sur différents convertisseurs de 
puissance DC-DC. Généralement, ces convertisseurs sont des systèmes rapides, commutant à 
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haute fréquence, ce qui impose que le temps de calcul de la commande à chaque pas soit 
inférieur à la période d’échantillonnage. Pour ces raisons, la résolution « en-ligne » du 
problème d’optimisation n’est pas faisable, dans le cas général, pour les convertisseurs DC-
DC et plus largement les systèmes de conversion d’énergie. 
 
2.1 Systèmes hybrides 
L’innovation technologique encourage la considération des systèmes hybrides, 
caractérisés par l’interaction entre les variables d’état à temps continu et les variables 
discrètes. Par exemple, un système hybride peut provenir de l’association d’un système 
analogique à temps continu et d’une commande numérique. Plusieurs produits de 
consommation (tels des lave-linges, micro-ondes, photocopieuses, cameras etc.) sont 
commandées au moyen d’un logiciel embarqué, ce qui conduit à un système global {procédé 
+ commande} hybride comportant des dynamiques mixtes. En conséquence, les systèmes 
hybrides sont déjà présents dans la vie quotidienne et leur nombre continue à augmenter avec 
l’accroissement des produits commandés par ordinateur. La représentation de ce type de 
système hybride est illustrée par la Figure 2.1 (a). 
 
Figure 2.1 (a) : Schéma d’un système hybride. 
 
La nature hybride n'est pas nécessairement générée par l'intervention humaine dans les 
systèmes. Même s’il existe de nombreux exemples de systèmes hybrides créés en ajoutant des 
 
Interface 
 
Entrées continues 
Variables logiques Variables logiques 
Régulateur numérique 
Système dynamique à temps continu 
États continus Variables continues 
Entrées discrètes 
Chapitre II 
Concepts théoriques 
 
31 
 
régulateurs numériques aux systèmes physiques, la commutation conduisant à différents 
comportements dynamiques se manifeste naturellement dans une large variété des systèmes. 
Dans le domaine de l’électronique de puissance, les convertisseurs de puissance DC-
DC utilisent couramment des composants électroniques qui fonctionnent comme des 
interrupteurs commandés par un signal exogène. Selon l’ouverture ou la fermeture de ces 
interrupteurs, un convertisseur peut avoir plusieurs configurations de fonctionnement décrites 
par des dynamiques à temps continu différentes. La représentation mathématique de son 
comportement dépend de la variable logique exogène qui commande la durée que 
l’interrupteur reste dans chacune des positions ouverte/fermée, d’une part, et de l’état bloqué 
ou passant d’éléments comme les diodes, d’autre part. À part le domaine de l’électronique de 
puissance, on retrouve, également, des exemples dans le domaine de la mécanique. Par 
exemple dans les modèles de frottement, les dynamiques changent en fonction de la phase 
d’adhérence, de patinage ou encore celle de glissement. D'autres exemples incluent les 
modèles décrivant l'évolution des corps rigides où les équations des dynamiques sont 
formulées différemment si le corps est en contact avec une surface ou pas. En ce qui concerne 
l’aspect hybride, quelques applications mécaniques intéressantes ont été abordées, telles que 
la commande des robots manipulateurs [BNO97], l’amortissement des vibrations dans les 
boîtes de vitesses des voitures ou dans les machines de forage [PG96], les essais de simulation 
d’impact permettant la régulation des manœuvres d'atterrissage des avions, la conception des 
robots de jonglage [BR00], etc. 
En principe, un système hybride présente un comportement caractérisé par plusieurs 
modes de fonctionnement. Dans chaque mode, l'évolution des états continus du système est 
décrite par une équation différentielle propre. Le système hybride commute entre les 
différents modes lorsqu'un événement particulier se produit. Dans la Figure 2.1 (b), des liens 
sont utilisés pour représenter les évènements qui provoquent les changements entre les 
dynamiques du système hybride. 
 
Figure. 2.1 (b) : Système hybride avec 4 modes de fonctionnement. 
 
L’origine de l’évènement générant la transition est assez variée : une variable qui 
dépasse une certaine limite, l’écoulement d’un intervalle de temps donné ou les entrées 
externes. Au niveau des commutations, un problème souvent rencontré est constitué par les 
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discontinuités qui peuvent apparaitre dans l’évolution des variables du système à l’instant de 
la transition. 
Les modèles hybrides sont nécessaires pour répondre à plusieurs problèmes, tels que la 
définition et le calcul des trajectoires, l’analyse de la stabilité, la synthèse des lois de 
commande, l’estimation d’états, etc. 
Il existe plusieurs approches possibles de modélisation des systèmes hybrides. La 
méthode de modélisation la plus générale est celle qui exprime le système hybride sous la 
forme d’un automate hybride (HA ou Hybrid Automata en anglais). Dans [BBM98], ces 
modèles sont utilisés afin de formuler des méthodes d’analyse de la stabilité et le cadre 
général de synthèse des lois de commande pour les systèmes hybrides. Des résultats 
concernant la modélisation et l’analyse de la stabilité des systèmes hybrides sont aussi 
présentés dans des études plus récentes où les propriétés dynamiques d'automates hybrides 
sont analysées et des notions de stabilité sont formulées pour ce type de système [vdSS00], 
[LJSZS03], [GT06]. 
Ces automates fournissent des modèles assez complets et généraux des systèmes 
hybrides, capables de représenter le comportement du système d’une manière très précise. 
Malgré leur puissance de modélisation, ce type de modèle hybride introduit une complexité 
analytique et une charge de calcul élevée au niveau des méthodes d’analyse et de synthèse des 
lois de commande. De ce fait, le choix de la méthode de modélisation implique un compromis 
entre la précision du modèle et la complexité de l’analyse. Pour ces raisons, les études se sont 
intéressées aux classes des modèles qui ont des représentations mathématiques simplifiées, 
mieux structurées, et applicables dans un large domaine d’applications industrielles. Dans 
cette catégorie on peut trouver les modèles à complémentarité linéaire (LC ou Linear 
Complementarity en anglais) [vdSS98], les modèles à complémentarité linéaire étendue (ELC 
ou Extended Linear Complementarity en anglais) [SM99], les modèles MMPS (Max-Min 
Plus Scaling en anglais) [SvdB00], les modèles logique/dynamique mixtes (MLD ou Mixed 
Logical Dynamical Systems en anglais) [BM99a], [Bem04] et les modèles affines par 
morceaux (PWA) [Son81], [Son96]. La structure de chaque modèle hybride sera décrite par la 
suite. 
 
2.1.1 Automates hybrides discrets (DHA) 
Un automate hybride discret est décrit dans la référence [TB04] comme le résultat de 
l’interaction entre une machine avec un nombre fini d'états (FSM ou Finit State Machine en 
anglais) et un système affine à commutations (SAS ou Switched Affine System en anglais) 
qui représentent, respectivement, la partie discrète et la partie continue du système hybride. 
Cette interaction est facilitée par un générateur d’évènements (EG ou Event Generator en 
anglais) et un sélecteur de mode (MS ou Mode Selector en anglais). Le générateur 
d’évènements extrait les signaux binaires de la partie continue. Les évènements binaires, et 
d’autres entrées binaires exogènes, déclenchent les commutations de la machine avec un 
nombre fini d'états. Le sélecteur de mode utilise toutes les variables binaires (les états, les 
entrées et les évènements) pour choisir le mode, c’est-à-dire la dynamique continue du 
système affine à commutations. Les éléments d’un automate hybride discret sont présentés 
dans la Figure 2.1.1 et définis dans les paragraphes suivants. 
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Un système affine à commutations représente une famille des systèmes : 
     
       
       
      (2.1)   
   
       
       
      (2.2)    
avec : 
      – l’instant de temps discret ; 
        
   – l’état réel ; 
        
   – l’entré réelle exogène ; 
        
   – la sortie réelle ; 
                        – des matrices ayant des dimensions appropriées ; 
       – le mode qui choisit la fonction de mise à jour de l’état et de la sortie. 
 
Le générateur d’événements fourni un évènement sous la forme d’un signal binaire    
lorsqu’un ensemble des contraintes est satisfait. L’évènement s’exprime comme un vecteur de 
fonctions qui décrit un groupe de contraintes affines : 
       
    
    
                        (2.3)    
 
Figure 2.1.1 : Automate hybride discret [Tob05]. 
 
Les contraintes affines sont modélisées en utilisant, par exemple, des expressions 
logiques :    
         
    
    
     , où l’indice i représente la position d’un élément du 
vecteur. Si les contraintes dépendent du temps, une variable t est ajoutée au système affine à 
commutation ayant la dynamique :            où Ts représentant la période 
d’échantillonnage. Dans ce cas, les évènements générés par des contraintes temporelles 
s’écrivent de la manière suivante :    
             . 
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La machine avec un nombre fini d'états représente un système dynamique discret qui 
peut s’exprimer du point de vu mathématique à travers une fonction binaire de mise-à-jour de 
l’état : 
     
       
    
    
   (2.4)   
   
       
    
    
   (2.5)   
avec : 
            
   – l’état binaire ;  
            
   – l’entrée binaire exogène ; 
            
   – la sortie binaire ; 
    – l’événement ; 
               , 
              – des fonctions déterministes binaires. 
 
Le sélecteur de mode utilise l’état binaire xb, l’entrée binaire ub, l’évènement δe et une 
fonction déterministe binaire               afin de sélectionner le mode i actif : 
     
    
    
    
   (2.6)    
et implicitement, de choisir l’une des dynamiques du système affine à commutation. À 
l’instant k, la transition entre deux modes se produit seulement si        . 
 
2.1.2 Modèles à complémentarité linéaire (LC) 
Un modèle à complémentarité linéaire [HSW00] en temps discret présente la structure 
suivante : 
                    (2.7)   
                  (2.8)   
                     (2.9)    
           (2.10)   
où les vecteurs auxiliaires        
 , ayant la même dimension, sont orthogonaux. La 
dernière équation est équivalente à   
     , ce qui implique qu’à chaque instant du temps 
k, sur la position i de chaque vecteur    et   , au moins un des éléments       et       est 
égal à zéro. 
Afin de mieux comprendre la signification de vecteurs auxiliaires on prend l’exemple 
d’un système composé par deux chariots et deux ressorts illustré sur la Figure 2.1.2. Le 
premier chariot est attaché au mur à travers un de ressorts et son mouvement est contraint par 
un obstacle. Les deux vecteurs auxiliaires :    et    représentent respectivement la force de 
réaction exercée par l’obstacle et la distance (     ) entre celui-ci et le premier chariot lié 
au mur. Lorsque le chariot n’est pas en contact avec l’obstacle, la distance    est positive 
alors que la force réactive    est nulle. En contre partie, quant le chariot est bloqué par 
l’obstacle, la force réactive est positive et la distance considérée est égale à zéro. 
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Figure 2.1.2 : Système composé par deux chariots, qui peut être exprimé par un modèle hybride de 
type LC [HSW00]. 
 
 
2.1.3 Modèles à complémentarité linéaire étendue (ELC) 
Il a été démontré [Sch00], [SM99], [SvbB00] que certains systèmes hybrides peuvent 
être représentés sous la forme mathématique suivante d’un modèle à complémentarité linéaire 
étendue : 
                    (2.11)   
                  (2.12)   
                  (2.13)   
                          
 
       (2.14)   
avec         une variable auxiliaire. En raison de l’inégalité (2.13), la condition (2.14) est 
équivalente avec : 
                             (2.15)   
pour chaque          . De ce fait, (2.13)-(2.14) sont considérés comme un système 
d’inégalités linéaires de type (2.14). Ce système est composé de   groupes d’inégalités 
linéaires (un groupe pour chaque ensemble   ) tel que dans chaque groupe il faut qu’au moins 
l’une d’inégalités soit satisfaite pour égalité : 
                   tel que 
                                           
(2.16)   
On note qu’on peut toujours exprimer un modèle LC sous la forme étendue d’un modèle ELC 
par l’introduction de la condition de complémentarité (2.14). 
 
2.1.4 Modèles MMPS (Min-Max Plus Scaling) 
La classe de modèles MMPS [SvbB00] utilise les opérations ; maximisation, 
minimisation, somme et produit scalaire dans la représentation mathématique des systèmes 
hybrides. Avant de présenter les équations d’un modèle MMPS, on introduit la définition 
d’une expression de type « min-max plus scaling ». L’expression MMPS d’une fonction 
               est donnée par : 
                                         (2.17)    
avec :     , α     ,  ,    – également des expressions MMPS. 
 
    (2.1)  
 
   (2.2)  
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Un modèle MMPS est décrit par : 
 
 
                  
                
              
  (2.18)   
où          sont des expressions MMPS en fonction de l’état   , de l’entrée 
commandable    et de la variable auxiliaire   . 
 
2.1.5 Modèles logique/dynamiques mixtes (MLD) 
Le principe de la modélisation logique/dynamiques mixte est d’associer à chaque 
proposition logique Xi une variable binaire        . Si la proposition logique Xi est vrai, 
alors la variable binaire   prend la valeur 1 : 
             (2.19)   
Une combinaison des propositions logiques peut se traduire par des égalités/inégalités 
linéaires contenant plusieurs variables binaires         . Par exemple, les propositions et les 
contraintes linéaires suivantes sont équivalentes : 
                      (2.20)    
                         (2.21)   
                (2.22)   
                   (2.23)   
                  (2.24)   
En conséquence, ce formalisme est utilisé pour la modélisation de la partie discrète 
d’un système, telle que : la fermeture/ouverture des interrupteurs, les mécanismes discrets, les 
sélecteurs de vitesse etc. Cependant, la liaison entre les différentes dynamiques continues et 
les évènements discrets du système est établie au moyen d’inégalités linéaires mixtes. 
Il est montré [Wil93] que le genre de proposition :              s’exprime par 
les inégalités suivantes : 
                    (2.25)   
                (2.26)   
où        et        et   est une tolérance de valeur négligeable. 
Les produits entre des variables binaires et les produits des variables continues et 
binaires peuvent se réécrire sous la forme d’inégalités linéaires mixtes en ajoutant des 
variables auxiliaires. Dans le premier cas, le terme      est remplacé par une variable 
auxiliaire binaire          pour laquelle on formule la proposition :               
      . Alors         est équivalent à : 
 
 
        
        
           
  (2.27)   
Dans le deuxième cas, le terme      , avec        et        , est écrit au moyen d’une 
variable auxiliaire continue         qui satisfait les relations :            , 
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              . Cela conduit à l’équivalence entre         et les inégalités 
linéaires mixtes suivantes : 
      (2.28)   
      (2.29)   
               (2.30)   
               (2.31)   
où           et          . 
Ces principes de modélisation permettent de caractériser le comportement d’un 
système hybride avec un modèle logique/dynamiques mixte. Ce type de modèle contient dans 
sa structure des variables logiques, des dynamiques qui incluent des variables continues et 
binaires, et des contraintes de fonctionnement. La forme générale d’un modèle 
logique/dynamiques mixte [Wil93] à temps discret est la suivante : 
                         (2.32)   
                       (2.33)   
                        (2.34)   
où les états                             , les entrés                   
           et les sorties                              sont composées des 
variables continues et binaires.           et       représentent des variables auxiliaires 
binaires et continues, introduites en remplaçant des propositions logiques par des inégalités 
linéaires. Les matrices réelles  ,   ,   ,   ,  ,  ,  ,     ,   ,    ,  ,    ont des 
dimensions appropriées. Les équations (2.32), (2.33) et l’inégalité (2.34) contenant toutes les 
contraintes de fonctionnement sont linéaires. Par conséquent, les non-linéarités du modèle 
sont formulées à travers les contraintes imposées sur les variables binaires. 
 
2.1.6 Modèles affines par morceaux (PWA) 
Dans la littérature, les diverses études [CD88], [LvB98], [BFTM00] ont montré leur 
intérêt pour la classe de modèles affines par morceaux à temps discret, du fait qu’elle présente 
plusieurs avantages. Les modèles PWA sont capables de caractériser, d’une manière très 
précise, de nombreux procédés physiques, tels des systèmes discrets qui présentent des non-
linéarités statiques ou des systèmes à commutation pour lesquels le comportement dynamique 
est décrit par un nombre fini de modèles linéaires à temps discret et par un ensemble de règles 
logiques qui sélectionnent le modèle utilisé à chaque instant. En plus, les modèles PWA 
peuvent approcher des dynamiques non linéaires discrètes au moyen des linéarisations 
multiples autour des différents points de fonctionnement et, également, des systèmes hybrides 
non linéaires à temps continu en utilisant des procédés de discrétisation de la dynamique 
continue et de remplacement des non linéarités par des approximations affines linéaires. Par 
ailleurs, la représentation mathématique des modèles PWA facilite l’application de différentes 
méthodes d’analyse et de synthèse des lois de commande. 
Les modèles affines par morceaux sont définis par la partition de l’espace d’état en 
plusieurs régions polyédrales auxquelles sont associées des fonctions affines de mise-à-jour 
de l’état et de la sortie. L’expression mathématique en temps discret a la forme suivante : 
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                            (2.35)    
                          (2.36)    
                   
  
  
        
où : 
     
  
  
             
      
               
  , 
     
  
  
             
      
              
  , 
     
  
  
               
      
              
   
représentent les états, les entrées et les sorties réelles et binaires à l’instant     .        
définissent les différentes régions correspondantes à chaque dynamique dont la partie linéaire 
est décrite par les matrices réelles        
   ,        
   ,        
   ,        
    
et la partie affine par les vecteurs réels        
    et        
   . Les dimensions des 
matrices et vecteurs réels sont exprimées en fonction de        ,        , 
       . 
L’ensemble des polyèdres            est défini par des hyperplans dans l’espace des états et 
des entrées     : 
          
  
  
       
         
           (2.37)   
tel que      
  ,      
  et       décrivent des contraintes linéaires qui déterminent l’espace de 
chaque région. L’index         représente le mode du modèle affine par morceaux à 
l’instant k du temps et appartient à l’ensemble fini J contenant tous les modes possibles du 
modèle. Généralement, un mode correspond à une combinaison faisable des états et des 
entrées binaires. 
Le domaine de définition du modèle (2.35), (2.36) dans de l’espace des états et des 
entrées est représenté par l’union               . Même si les régions       sont 
convexes, la convexité n’est pas forcement conservée pour leur union . 
Concernant la continuité des dynamiques du modèle affine par morceaux, il existe une 
continuité dans les frontières des régions adjacentes, mais le modèle (2.35), (2.36) peut 
présenter des dynamiques définies sur des régions isolées de l’espace d’état. 
 
2.1.7 L’équivalence des modèles hybrides 
Chaque formalisme de modélisation présente ses propres avantages. Par exemple, les 
modèles PWA ont été employés afin d’établir des critères de stabilité pour les systèmes 
hybrides [MFM00], [Fen02], alors que les modèles MLD ont servi à l’élaboration de lois de 
commande [BM99b], [BTM00]. Sous certaines conditions, l’équivalence entre les modèles 
PWA et les autres classes de modèles hybrides présentées précédemment (DHA, MLD, LC, 
ELC, MMPS) est démontrée [BFTM00], [HdSB01], ce qui permet le transfert des propriétés 
et des outils théoriques d’une classe de modèles à une autre. En conséquence, le modèle 
choisi pour la représentation mathématique d’un système hybride pourra être converti vers un 
modèle équivalent, dans le cas où cette transformation aidera à l’analyse et la synthèse des 
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lois de commande. La Figure 2.1.7 montre les équivalences qui existent entre les modèles 
hybrides mentionnés. 
Généralement, la modélisation des systèmes hybrides est une tâche assez difficile. 
Afin de faciliter l’étape de modélisation, le langage HYSDEL (Hybrid Systems Description 
Language en anglais) [TB04] a été développé. En utilisant ce langage, le modèle d’un système 
hybride est décrit sous une forme textuelle. De cette manière, HYSDEL permet la 
modélisation d’une classe des systèmes hybrides discrets définis par l’interaction des 
systèmes linéaires, des automates et des règles exprimées à travers des propositions logiques. 
Les descriptions fournies par HYSDEL sont transformées dans des modèles mathématiques 
discrets de type MLD par l’intermédiaire d’une boite à outils appelée MPT (Multi Parametric 
Toolbox) [KGBM04]. Ainsi, le modèle MLD obtenu est, soit utilisé directement pour 
l’analyse et la synthèse de la loi de commande, soit converti vers l’un des modèles équivalents 
(PWA, LC, ELC, MMPS). En conséquence, la boite d’outils MPT effectue la conversion 
automatique entre les modèles hybrides, si les conditions de conversion sont vérifiées (voir 
Figure 2.1.7). 
 
Figure 2.1.7 : Les équivalences entre les différents modèles hybrides. Les étoiles marquent 
l’équivalence sous certaines conditions à satisfaire. 
 
2.2 Stabilité des modèles affine par morceaux 
Dans le cadre de cette thèse, on s’intéresse strictement aux modèles hybrides à temps 
discret et en particulier aux modèles affines par morceaux. L’analyse de la stabilité des 
modèles PWA est assez complexe, du fait que leur comportement est influencé par plusieurs 
facteurs : la non-convexité du domaine de définition, l’existence de discontinuités entre les 
différentes régions du modèle qui, parfois, conduisent à l’apparition de trajectoires 
complexes. Également, la partition de l’espace d’état présente un rôle important dans la 
détermination de la stabilité d’un modèle PWA. En dépit du fait que chacune des dynamiques 
affines du modèle est stable (conformément aux critères de stabilité spécifiques aux systèmes 
linéaires), il peut s’avérer que le comportement global du modèle PWA soit instable. Un autre 
phénomène intéressant est l’apparition d’une surface de glissement à la frontière de deux 
régions du modèle. Dans ce cas, chacune des dynamiques correspondantes à ces régions 
conduit les trajectoires du modèle vers la région voisine. En conséquence, les trajectoires du 
* 
* 
* 
* 
* 
* 
* 
DHA 
MDL 
PWA 
LC 
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modèle sont contraintes à rester dans la surface qui délimite les deux régions. Il existe des 
situations où la surface de glissement contient un point d’équilibre du système et donc les 
trajectoires sont dirigées vers celui-ci, assurant la stabilité du système. Cependant la surface 
de glissement peut aussi provoquer la divergence des trajectoires et, par conséquent, 
l’instabilité du modèle. 
Dans la littérature, l’analyse de la stabilité des modèles affines par morceaux à temps 
discret [JR98], [MFM00], [Fen02], [FCMM02] est fondée sur des fonctions de Lyapunov 
quadratiques ou quadratiques par morceaux. Les différences principales par rapport aux 
modèles à temps continu réside d’une part dans le fait que la continuité des fonctions de 
Lyapunov n’est pas imposée, et d’autre part que les variables du modèle peuvent évoluer dans 
des régions non adjacentes de l’espace d’état. Généralement, l’analyse de la stabilité a été 
abordée pour des modèles affines autonomes qui ont l’origine comme point d’équilibre, en 
considérant une fonction de Lyapunov quadratique commune [FCMM02]. Ensuite, d’autres 
fonctions de Lyapunov quadratiques ou linéaires par morceaux ont été considérées, 
puisqu’elles permettent d’exploiter la structure des modèles PWA. Les techniques d’analyse 
proposées permettent d’établir des conditions de stabilité suffisantes pour des modèles ayant 
des dynamiques discontinues. Ces conditions de stabilité, au sens de Lyapunov, sont 
exprimées au moyen d’inégalités matricielles linéaires (LMI ou Linear Matrix Inequalities en 
anglais) pour lesquelles des algorithmes et des outils pratiques, efficaces pour leur résolution 
numérique existent [GNLC94]. 
Par la suite, on présente des notions générales de stabilité au sens Lyapunov et des 
conditions de stabilité établies [Fen02], [FCMM02] pour les systèmes hybrides sous la forme 
PWA. 
 
2.2.1 Stabilité au sens de Lyapunov 
Considérons un système dynamique non linéaire autonome à temps discret : 
            (2.38)   
tel que         est une fonction arbitraire, même discontinue, non linéaire et le point 
    ,        
   représente le point d’équilibre du système (2.38) pour lequel       
 . L’ensemble       contient un voisinage du point   . 
Définition 2.2.1 Le point d’équilibre    du système (2.38) est stable au sens Lyapunov si 
pour tout     il existe          tel que : 
                          
où    et    représentent, respectivement, l’état du système (2.38) à l’instant      , et l’état 
initial à l’instant    . 
Définition 2.2.2 Le point d’équilibre    du système (2.38) est : 
 attractif en       si : 
                ,       . 
 localement attractif s’il existe     tel que : 
                         . 
 globalement attractif si    est un point attractif en  
 
. 
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Définition 2.2.3 Le point d’équilibre    du système (2.38) est localement (globalement) 
asymptotiquement stable au sens de Lyapunov si    est un point stable au sens de Lyapunov 
et également localement (globalement) attractif. 
 
Définition 2.2.4 Le point d’équilibre    du système (2.38) est : 
 exponentiellement stable en       s’il existe     et          tel que : 
                 
 ,       ,       . 
 localement exponentiellement stable au sens de Lyapunov s’il existe     et   
       tel que : 
                           
 ,      . 
 globalement exponentiellement stable si    est un point exponentiellement stable en 
  . 
 
2.2.2 Stabilité des systèmes hybrides représentés par des modèles PWA à temps 
discret 
Considérons le système hybride avec la représentation mathématique suivante : 
                                            (2.39)    
où : l’état      appartient à un ensemble      représentant un domaine dans l’espace 
d’état qui contient l’origine du système. Pour le système autonome (2.39), les régions 
       
  
  constituent une partition polyédrale de l’ensemble , c’est-à-dire chaque région    
est un polyèdre convexe                 ,        tel que        ,      , 
   
  
     . 
On appelle             l’ensemble des indices des régions polyédrales    du 
système hybride (2.39). Cet ensemble est partitionné comme         où    indique les 
régions qui contiennent l’origine du système, alors que    marque les régions qui n’incluent 
pas ce point. De même, on considère que      est le point d’équilibre du système ce qui 
implique que les termes affines    sont nuls pour les régions  ,     . 
Pour la suite, on suppose que toutes les régions de l’espace d’état contiennent le point 
    , c’est-à-dire que les régions qui définissent l’espace d’état ont l’origine comme point 
d’intersection, et donc l’ensemble      ,        . Dans cette hypothèse, les conditions de 
stabilité seront formulées pour des termes      . Si       la stabilité peut être vérifiée par 
des méthodes semblables (résolution d’un système d’inégalités matricielles linéaires) mais 
plus complexes [CM01]. 
 
 Fonction de Lyapunov quadratique 
La stabilité du système hybride (2.39) est déterminée en utilisant une fonction de 
Lyapunov quadratique de la forme suivante : 
         
     (2.40)   
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où            est une matrice symétrique, définie positive. 
Alors, le point      est asymptotiquement stable s’il existe une fonction de Lyapunov 
(2.40) commune à toutes les dynamiques              telle que les inégalités suivantes 
soient satisfaites : 
     (2.41)   
   
        ,              (2.42)   
La matrice P qui représente la solution des inégalités (2.41)-(2.42) est calculée par la 
résolution d’un problème d’optimisation convexe. Cependant, le fait de considérer une 
fonction de Lyapunov quadratique est très conservatif et implique certaines limitations. Si le 
système présente des trajectoires non convexes, il n’est pas toujours possible de trouver une 
fonction de Lyapunov commune. En contrepartie, l’infaisabilité de l’ensemble des inégalités 
(2.41)-(2.42) ne fournit aucune information sur la stabilité ou l’instabilité du système (2.39). 
 
 Fonction de Lyapunov quadratique par morceaux 
Pour les cas où une fonction de Lyapunov unique, nécessaire pour garantir la stabilité 
du système (2.39) avec     , n’existe pas, il faut s’orienter vers d’autres constructions de la 
fonction de Lyapunov. Un choix plus adapté pour l’étude de la stabilité d’un système affine 
par morceaux est une fonction de Lyapunov quadratique par morceaux (PWQ ou Piecewise 
Quadratic) avec l’expression suivante : 
         
      (2.43)   
où les matrices      
 ,      sont symétriques et définies positives. 
Afin de montrer la stabilité du système hybride (2.39), il est suffisant que la fonction 
(2.43) soit définie positive dans un voisinage du point d’équilibre      et que la valeur de la 
fonction       soit décroissante pour chaque évolution de l’état : 
                             (2.44)   
En supposant que        et           avec   ,    deux régions dans l’espace 
d’état pas forcement adjacentes, les conditions de stabilité sont exprimées par les inégalités 
matricielles suivantes : 
     ,      (2.45)   
   
          ,             (2.46)   
où           contient les paires d’indices qui désignent, d’un point de vue théorique, toutes 
les combinaisons possibles de transitions entre les régions de l’espace d’état. On appelle 
« combinaisons possibles » toutes les paires d’indices       possibles du point de vue 
théorique et « combinaisons admissibles » toutes les paires d’indices       qui correspondent 
aux transitions qui peuvent se produire du point de vue pratique.  
Cependant, il n’est pas nécessaire de prendre en compte toutes ces combinaisons possibles 
dans la formulation des inégalités (2.45)-(2.46). En conséquence, une relaxation de la 
condition exprimée en (2.46) consiste à considérer seulement toutes les transitions 
admissibles entre les différentes régions. La méthode présentée en [BTM00] permet de 
déterminer l’ensemble d’indices correspondants aux transitions admissibles allJS  , tel que : 
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                                             (2.47)   
Théorème 1 Le point d’équilibre      du système (2.39) est asymptotiquement stable s’il 
existe des matrices    qui satisfont les inégalités avec l’expression : 
     ,      (2.48)   
   
          ,          (2.49)   
Les inégalités (2.49) sont écrites pour toutes les transitions admissibles d’une région à 
une autre et garantissent que la fonction de Lyapunov (2.43) est décroissante pour toutes les 
trajectoires possibles des états du système (2.39). 
La stabilité du système (2.39) peut être démontrée avec une fonction de Lyapunov 
quadratique par morceaux seulement si les matrices     respectent certaines conditions. 
Premièrement, si les états du système (2.39) évoluent à l’intérieur de la même région de 
l’espace d’état, alors les inégalités (2.48)-(2.49) sont écrites pour des paires d’indices      . 
Pour assurer la stabilité asymptotique il faut que les matrices    soient stables, c’est-à-dire 
que toutes les valeurs propres des matrices se trouvent à l’intérieur du cercle unité. Ensuite, 
s’il y a des transitions entre des régions différentes qui correspondent aux paires d’indices 
      et      , alors la stabilité asymptotique est garantie seulement si les produits des matrices 
     et      sont stables. Enfin, si les trajectoires du système (2.39) décrivent des cycles 
parmi un nombre constant des régions de l’espace d’état : 
                 (2.50)   
il faut que toutes les matrices qui font partie de l’ensembles    soient stables : 
              
 
                  
 
     (2.51)   
avec l’ensemble    défini par : 
                 
                                    
                                    avec          tous différents     
(2.52)   
L’ensemble    contient des produits des matrices associées aux régions qui forment les 
cycles parcourus par les trajectoires du système. 
 
2.2.3 Synthèse de lois de commande par retour d’état stabilisant 
Considérons le système hybride donné par la représentation affine par morceaux : 
                  , 
avec      tel que       et         
  
    
(2.53)   
Pour ce système, on se propose de stabiliser le point d’équilibre      au moyen d’un 
correcteur par retour d’état linéaire par morceaux avec la structure suivante : 
        ,              (2.54)   
On note qu’on cherche à trouver un gain diffèrent    pour chaque région de l’espace 
d’état. 
En introduisant l’équation (2.54) dans (2.53), on obtient l’expression du système en 
boucle fermée : 
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                    ,              (2.55)   
On rappelle que la synthèse de la commande (2.54) sera élaborée sous l’hypothèse que 
l’origine se trouve à l’intersection de toutes les régions de l’espace d’état, ce qui implique 
     ,             . 
 
 Synthèse du correcteur par une fonction de Lyapunov quadratique 
D’une manière plus conservative, la synthèse du correcteur (2.54), permettant de 
stabiliser l’origine du système (2.55) est faite à travers une fonction de Lyapunov quadratique 
(2.40). Par conséquent, le problème réside dans la recherche de matrices inconnues P et    qui 
satisfont les conditions suivantes : 
     (2.56)   
          
               ,      (2.57)   
Lorsque la matrice   et les vecteurs   sont inconnus, les inégalités (2.57) sont 
bilinéaires. Afin d’obtenir des inégalités linéaires équivalentes, le changement de variables 
suivant est réalisé : 
             (2.58)   
       (2.59)   
Si on multiplie à gauche et à droite les inégalités (2.56), (2.57) avec     on obtient : 
           (2.60)   
             
            
            ,      (2.61)   
Tout en sachant que : 
 la matrice P est symétrique (    )        ,               et         
            
les inégalités (2.60)-(2.61) se réécrivent sous la forme : 
     
           
               
        
         
 
     
    
  
 
      
  
 
  
       
  
 
      
  
 
  
     
 
  ,      
Alors, les inégalités (2.56)-(2.57) sont reformulées avec les variables Z et Yj : 
     (2.62)   
           
                  ,      (2.63)   
et les inégalités matricielles linéaires (LMI) équivalentes sont obtenues en utilisant le 
complément de Schur. 
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Complément de Schur. Soit la matrice symétrique partitionnée  
 
  
   
  
où A et C sont des matrices carrées. Cette matrice est définie positive si et seulement si A et 
C-B
T
A
-1
B sont définies positives : 
 
  
   
     
   
          
  
Également, on a les équivalences suivantes : 
 
  
   
     
   
          
  
En conséquence, les LMI à résoudre afin de garantir la stabilité asymptotique du système 
(2.55) sont : 
     (2.64)   
 
 
           
          
  
   ,      (2.65)   
Une fois que le problème de faisabilité (2.64)-(2.65) est résolu, les valeurs des Z et Yj 
sont connues et les différents gains de la commande par retour d’état         sont 
récupérés en utilisant les expressions : 
      
   
La région d’attraction ellipsoïdale, positive invariante à l’intérieur de l’ensemble  , de 
la loi de commande linéaire par morceaux élaborée est définie par le plus grand ensemble 
     ,       
            . Alors, toutes les trajectoires du système en boucle 
fermée qui démarrent de l’ensemble    convergent vers l’origine et restent à l’intérieur de cet 
ensemble. 
 
 Synthèse du correcteur par une fonction de Lyapunov quadratique par morceaux 
(PWQ) 
Un correcteur stabilisant de la forme (2.54) peut être obtenu par l’utilisation d’une 
fonction de Lyapunov quadratique par morceaux (2.43). En attribuant une fonction de 
Lyapunov quadratique différente à chaque région    de l’espace d’état, on rend la synthèse de 
la loi de commande moins conservative. 
Les conditions de stabilité du système en boucle fermé (2.55) (avec les termes affines
0jf ), fondées sur une fonction de Lyapunov PWQ sont les suivantes : 
       ,      (2.66)     
          
                 ,          (2.67)     
L’évolution de l’état à l’instant k, ou l’état       , est donnée par la dynamique de 
la région active à l’instant k, soit   , et le gain    consacré à cette région. Le nouvel état peut 
rester dans la région    ou passer dans une autre région   . Par conséquent, la vérification de 
ces inégalités (2.66)-(2.67) est nécessaire pour toutes les transitions admissibles entre deux 
régions différentes de l’espace d’état (                       ), effectuées dans un 
seul pas d’échantillonnage, ainsi que pour des évolutions de l’état dans la même région pour 
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plusieurs pas (              . Ceci équivaut à résoudre un système d’inégalités 
définies par (2.66)-(2.67) pour des paires      , avec     lorsque l’état reste dans la même 
région et autrement avec    . 
Par l’introduction des variables : 
        ,      (2.68)   
      
   (2.69)   
les conditions de stabilité (2.66)-(2.67) deviennent : 
      ,      (2.70)   
            
   
                  ,          (2.71)   
En utilisant le complément de Schur, les LMI à résoudre ont l’expression suivante : 
      ,      (2.72)   
 
 
             
           
   
   ,          (2.73)   
S’il existe    et    satisfaisant les LMI (2.72)-(2.73), alors la commande par retour 
d’état linéaire par morceaux          avec        
  , stabilise le point d’équilibre 
     du système hybride (2.55) avec les termes affines 0jf . La région d’attraction du 
correcteur est définie par l’ensemble ellipsoïdal, positif invariant :     ,       
      
        pour      . 
Afin de pouvoir ajuster les gains    du régulateur, les matrices de pondération     , 
     
 ,     ,      
  définies positive sont introduites dans les inégalités (2.66)-(2.67) 
de la manière suivante : 
     ,      (2.74)   
          
 
                    
        
                                                                        
(2.75)   
Après avoir procédé au changement de variables (2.68)-(2.69), la forme des LMI est donnée 
par : 
     ,     ,          (2.76)   
 
0
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(2.77)   
Au moyen des pondérations ajoutées, le réglage de gain        
   est facilité afin d’obtenir 
les performances désirées pour la loi de commande stabilisante synthétisée. 
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2.3 Commande prédictive 
La commande prédictive (MPC ou Model Predictive Control en anglais) est une 
stratégie de commande qui peut être employée dans des applications industrielles et dans des 
travaux de recherche, afin de répondre aux problèmes de régulation des systèmes soumis aux 
contraintes [GPM89], [May01], [QB03], [FIAF03], [CB04]. Cette stratégie de commande est 
fondée sur la résolution répétée d’un problème d’optimisation à chaque pas d’échantillonnage 
et sur le principe de l’horizon fuyant, afin de déterminer une séquence optimale de 
commandes satisfaisant les contraintes du système et les performances formulées à travers un 
certain critère d’optimisation. La commande prédictive implique la connaissance a priori d’un 
modèle mathématique du système. Au moyen du modèle employé, la prédiction du 
comportement dynamique du système est réalisée en fonction de l’état courant et également 
des commandes appliquées. De ce fait, la précision du modèle choisi se reflète dans la qualité 
de prédiction de l’évolution du système et dans les performances de la commande issue de 
l’optimisation en temps réel. 
Les avantages de cette technique de commande sont représentés par la possibilité de 
prendre en compte explicitement les contraintes dès la phase de conception et par la capacité 
de la méthode à gérer les contraintes pour des systèmes MIMO (Multiple Input Multiple 
Output en anglais), ce qui est essentiel dans les applications industrielles. En contrepartie, 
l’inconvénient de la stratégie de commande prédictive est représenté par l’effort de calcul 
« en-ligne », ce qui limite l’applicabilité de cette technique aux systèmes lents ou avec un 
faible nombre d’états. 
Concernant l’évolution de la commande prédictive, la base théorique de la 
méthodologie a été formulée dans les années 1980 pour des systèmes linéaires exprimés par 
des modèles en représentation d’état [MZM84]. Ensuite, des algorithmes pour la résolution du 
problème d’optimisation sur un horizon fini ont été développés pour des modèles en fonction 
de transfert ou en représentation d’état [CB04]. Également, un cadre général pour 
l’algorithme de la commande prédictive à base de modèles linéaires (GPC General Predictive 
Control) [CMT87] a été élaboré. 
Du point de vu de la méthode de résolution, selon le critère d’optimisation 
(quadratique ou linéaire) le problème d’optimisation pour des modèles linéaires à temps 
discret se traduit par un problème de programmation quadratique (QP ou Quadratic 
Programming en anglais) ou linéaire (LP ou Linear Programming en anglais). Une solution 
est obtenue à chaque pas d’échantillonnage, ce qu’on appelle la résolution « en-ligne » du 
problème d’optimisation. Dans la littérature, des méthodes de résolution « hors-ligne » sont 
proposées également, telles que la programmation linéaire/quadratique multiparamétrique 
(mp-LP/mp-QP) [BM99a], [BBM00b] en relation avec un critère d’optimisation 
linéaire/quadratique. La loi de commande résultante est une commande par retour d’état 
exprimée sous la forme d’une fonction affine par morceaux. Bien évidemment, entre les deux 
approches de résolution, l’optimisation réalisée en temps réel est préférée seulement si le 
problème d’optimisation à résoudre « hors-ligne » est infaisable ou d’une complexité élevée. 
Même si la méthode de la commande prédictive fondée sur des modèles linéaires a été 
implantée pour différentes applications industrielles, la majorité des procédés réels sont non 
linéaires et une approximation par des modèles linéaires n’est pas toujours satisfaisante. En 
conséquence, les algorithmes de la commande prédictive existants pour les modèles linéaires 
ont été étendus vers des modèles non linéaires [KG88], [MM93], [CA96]. 
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Récemment, la commande prédictive a été formulée en relation avec des modèles 
hybrides. La solution d’un problème optimal fondé sur des modèles hybrides à temps discret a 
été formulée à la fin des années 1990. Plusieurs algorithmes de commande prédictive ont été 
présentés dans la littérature pour des problèmes d’optimisation à base des modèles MLD à 
temps discret avec des critères d’optimisation quadratiques et linéaires. Pour ce type de 
modèle, la commande prédictive est déterminée au moyen d’une optimisation en temps réel, 
pour laquelle des méthodes de programmation mixte en nombres entiers (MIP ou Mixte 
Integer Programming en anglais) sont employées [BM99a]. Le problème d’optimisation 
résolu « en-ligne » utilise des méthodes de programmation linéaire mixte en nombres entiers 
(MILP) si le critère employé est linéaire, ou des méthodes de programmation quadratique 
mixte en nombres entiers (MIQP) si le critère employé est quadratique. Dans les cas où la 
résolution « en-ligne » n’est pas réalisable, les méthodes de programmation 
multiparamétrique permettent de synthétiser une commande affine par morceaux qui 
représente la solution d’un problème d’optimisation hybride fondée sur un critère linéaire ou 
quadratique. Les méthodes utilisées afin d’obtenir une commande par retour d’état affine par 
morceaux sont la programmation multiparamétrique associée avec la programmation mixte en 
nombres entiers (mp-MILP/mp-MIQP ou multi parametric – Mixte Integer Linear/Quadratic 
Programming en anglais) [BBM00a], [BBM00c] ou avec la programmation dynamique (mp-
DP ou multi parametric – Dynamic Programming en anglais) [KM02], [BCM03], [BBBM03], 
[Bor03], [BBBM05]. Au niveau du modèle de prédiction utilisé, les problèmes d’optimisation 
de type mp-MIP sont formulés sur des modèles MLD, alors que ceux de type mp-DP 
exploitent la structure des modèles PWA afin de synthétiser des lois de commande. 
Pour la suite, la formulation mathématique à temps discret et le principe des méthodes 
mentionnées précédemment seront présentées pour la résolution du problème d’optimisation 
respectivement à base des modèles linéaires et à base des modèles hybrides. 
 
2.4 Commande prédictive à base des modèles linéaires : résolution « en-ligne » 
En comparaison avec d’autres stratégies de commande qui utilisent des régulateurs 
déterminés « hors-ligne », la commande prédictive exploite la structure d’un modèle à temps 
discret afin de prédire son comportement futur. 
Considérons le modèle linéaire à temps discret : 
                  
      
 (2.78)   
avec       
           
    et       
    qui est soumis aux contraintes au 
niveau de la commande    et des sorties     :  
              
             
(2.79)   
On considère de même le point d’équilibre du système (2.78)       et on se propose 
d’amener toutes les trajectoires du système discret à l’origine, en respectant les contraintes 
(2.79). 
Les objectifs de la commande sont explicités à travers les contraintes imposées (2.79) 
et un critère d’optimisation : 
                     
           
   
               
    
     (2.80)   
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avec : 
   – l’horizon de prédiction ; 
  – l’horizon de commande,      ; 
    – le coût terminal ; 
                  – les matrices de 
pondération des états prédits et des commandes futures ; 
          – la norme du critère tel que : 
       
               
   
           
                
  ; 
         – l’état à l’instant k ; 
                                   – les états 
futurs ; 
         
       
         
             – les entrées 
futures. 
(2.81)   
La matrice R qui pondère les actions de la commande        représente l’énergie 
dépensée afin de satisfaire les objectifs de la commande. 
Pour un horizon de commande inferieur à l’horizon de prédiction, on peut exprimer les 
termes       ,            sous la forme des commandes par retour d’état        . Un 
choix classique du gain   de la commande par retour d’état représente la solution du 
problème de régulation quadratique à horizon infini sans contraintes (LQR ou Linear 
Quadratic Regulator en anglais) issu de l’équation algébrique discrète de Riccati : 
                  (2.82)   
                             (2.83)   
Une alternative est de choisir     et   la solution de l’équation de Lyapunov : 
          (2.84)   
Du fait que le modèle n’est plus commandé après     pas de prédiction signifie que ce 
choix est cohérant seulement si le modèle en boucle ouverte est stable. 
Une autre possibilité consiste à conserver la même valeur de la commande à partir de 
l’instant       . 
À chaque pas d’échantillonnage, l’état courant du système est utilisé afin de résoudre 
un problème d’optimisation sur un horizon de prédiction fini, défini sous la forme : 
               
  
         
     sujet à : 
                         
                         
 
                             
(2.85)   
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avec          défini par (2.80) et                             
 
 la séquence de 
commandes appliquée au système (2.78) afin de générer la séquence d’états prédits :    
                      
 
. 
La solution fournie à chaque itération représente une séquence optimale de 
commande : 
   
       
         
              
   
 
 (2.86)   
qui minimise la fonction de cout, tout en respectant les contraintes imposées et en assurant 
que l’état du système : 
   
       
        
         
           
   
 
 (2.87)   
évolue conformément à la trajectoire prédite. En utilisant le principe de l’horizon fuyant (RH 
ou Receding Horizon en anglais), seul le premier élément de la séquence de commande 
obtenue est appliqué au système à l’instant courant : 
      
     (2.88)   
À l’instant suivant, l'horizon de prédiction glisse d'un pas et la procédure 
d'optimisation est répétée avec un nouvel état échantillonné. Ce principe de la commande 
prédictive est illustré dans la Figure 2.3.1. 
Afin de garantir une erreur stationnaire nulle dans la boucle de régulation, le modèle 
de prédiction pour la formulation du problème d’optimisation est construit à partir de 
l’incrément de la commande    , ce qui assure l’effet d’action intégrale : 
             (2.89)    
   
Figure 2.3.1 : Schéma du principe de l’horizon fuyant. 
 
Pour le modèle discret à temps continu (2.79), l’état est augmenté avec l’entrée à 
l’instant précèdent. En notant   
     
     
   , les équations du modèle sont les suivantes : 
Horizon de commande 
Horizon de prédiction 
Futur Passé 
               
Sorties prédites          
Commandes calculées          
Chapitre II 
Concepts théoriques 
 
51 
 
En conséquence, la commande du modèle (2.90) est représentée par l’incrément de la 
commande     au lieu de   . Pour ce modèle étendu, le problème d’optimisation est défini 
par : 
          
                 
  
 
          
  
 
   
      
                                                
    
     
(2.91)   
 sujet à : 
                                            
                                      
                         
 
            
     
   
              
           
                     
             
       
 
         
               
                    
           
(2.92)    
avec         
              ,  ,    et           donnés par (2.81). 
On remarque que les problèmes d’optimisation (2.85), (2.91)-(2.92) utilisent un critère 
d’optimisation classique, avec des pondérations pour les états et la commande ou l’incrément 
de la commande. Cependant, les objectifs de la commande peuvent s’exprimer en fonction de 
l’erreur entre la sortie prédite et la trajectoire de référence sur un horizon de prédiction fini. 
Dans ce cas, la fonction de coût à minimiser, en utilisant un modèle de prédiction commandé 
par la variation    , est la suivante : 
 
        
                     
     
 
 
   
             
    
   
 (2.93)   
où les matrices      
          
      pondèrent, respectivement, l’erreur de sortie 
par rapport à la référence   
   
 et l’incrément de la commande    . Afin d’obtenir les 
performances dynamiques désirées pour le système commandé, les pondérations    et   sont 
les paramètres d’ajustement. Dans ce cas la séquence de commande optimale est représentée 
par : 
    
        
          
               
   
 
 (2.94)   
 
 
 
  
    
  
 
  
    
 
  
  
  
 
   
  
 
  
    
 
  
 
  
 
 
 
  
        
         
  
 
  
    
 
  
 
 (2.90)   
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Reformulation du problème d’optimisation 
 
Conformément au principe de l’horizon fuyant, il est nécessaire de résoudre un 
problème d’optimisation à chaque pas d’échantillonnage pour le calcul de la commande 
optimale qui sera injectée au système. En conséquence, le problème d’optimisation est 
reformulé afin de permettre l’application des méthodes de programmation paramétrique et 
d’obtenir la commande optimale à chaque itération. Par la suite, on présentera la 
reformulation du problème d’optimisation (2.91)-(2.92) sur la base : 
 d’un critère quadratique et ensuite, d’un critère linéaire ; 
 des contraintes associées. 
 
 Critère quadratique :     
Pour      dans le problème d’optimisation (2.91)-(2.92), la fonction de coût (2.80) 
a la forme suivante : 
         
         
          
  
                                                
         
    
           
            
(2.95)   
En utilisant la relation de récurrence : 
       
    
   
                             (2.96)   
et en considérant les séquences : 
           
         
              
        
           
         
             
             
            
        
            
        
(2.97)   
les termes pénalisés par les pondérations        deviennent :  
       
          
       
        
        
            
    
       
   
         
    
            
   
         
avec :            
       
        
                 
  ,    
            
        
           
               ,      
         
        
         
    
      
          
       
       
        
                                                             
         
     
              
        
avec :       
       ,              
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         
         
   
       
      , avec :              
      
La fonction de coût se traduit par : 
         
     
     
       
       
     
     
     
           
    
    
       
            
(2.98)   
En notant : 
              
       
                                    (2.99)   
          
       
                                  (2.100)   
      
       
                (2.101)   
la fonction de coût devient : 
         
   
 
 
  
 
 
   
    
       
 
 
   
       (2.102)   
Au niveau des contraintes : 
 les contraintes formulées sur l’incrément de la commande Δ   :  
                                sont exprimées selon une formulation 
matricielle comme : 
          
           
  
   
    
      
     
      
  (2.103)   
avec : 

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
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min
min
u
u
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U

,                  
      
et 
kU comme dans (2.97). 
 les contraintes formulées sur la commande    : 
                              peuvent être écrites en fonction de    . 
Les commandes    sont exprimées en fonction de     par la relation suivante : 
                          
 
     (2.104)   
écrite sous la forme matricielle : 
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  (2.105)   
où : 
               
          
      
 
  (2.106)   
En utilisant la relation (2.105), les contraintes sur la commande    sont formulées 
sous la forme : 
 
 
  
   
      
    
     
   
  
   
   
  (2.107)   
avec : 
 
      
    
    
 
    
        
    
    
 
    
      
    
    
    
  (2.108)   
 les contraintes formulées sur la sortie     
                          sont écrites sous forme matricielle à partir de 
l’expression de    défini par l’équation (2.97) : 
              
      
   
     
     
(2.109)   
avec : 
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(2.110)   
En notant : 
       
        
  (2.111)   
les contraintes sur les sorties prédites    sont : 
     
            
     
             
 
               
 
                 
  (2.112)   
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  (2.113)   
En conséquence, les contraintes du problème d’optimisation (2.91)-(2.92) sont données en 
fonction des équations (2.103), (2.107), (2.113) : 
 
 
 
 
 
 
 
   
    
  
   
  
    
 
 
 
 
 
 
    
 
 
 
 
 
 
     
      
    
     
    
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
  
   
   
 
 
 
 
 
 
 
  
  (2.114)   
Le problème d’optimisation (2.91)-(2.92) formulé sur un critère quadratique (2.95) se 
réécrit comme : 
 
         
      
   
 
 
   
        
       
 
 
  
     
  
sujet à :               
  
(2.115)   
avec les matrices              définies par les équations (2.99)-(2.101), (2.114). 
L’optimisation est faite par rapport à la séquence de commande    et, en conséquence, le 
dernier terme 
 
 
  
     
  qui dépend uniquement de l’état, n’influence pas le résultat de la 
minimisation. Cependant il intervient dans le calcul de la valeur optimale de la fonction de 
coût. 
Le problème (2.115) représente un problème de programmation quadratique (QP) qui 
contient, comme paramètre, la valeur courante de l’état   
 . De ce fait, l’implantation de la 
commande prédictive nécessite la résolution du problème QP (2.115) à chaque pas 
d’échantillonnage. 
La commande optimale appliquée au système à chaque itération est la suivante : 
  
         
 
 Critère linéaire :         
En premier lieu, la reformulation du problème d’optimisation (2.91)-(2.92) est 
présentée pour un critère à norme 1. 
Dans l’hypothèse      et      la fonction de coût associée au problème 
d’optimisation (2.91)-(2.92) s’écrit sous la forme suivante : 
 
        
            
             
              
   
   
 (2.116)   
La traduction de la minimisation de la norme 1 sous un problème de programmation 
linéaire est faite en utilisant la transformation suivante : 
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Sujet à :                                
                                             
                                             
                                             
(2.117)   
En appliquant le même principe que dans l’équation (2.117), on introduit le vecteur 
des paramètres :  
        
       
         
      
      
       
      
      
        
                   
  
(2.118) ]    
où                   
Les composantes                   
                      
   du vecteur   représentent une limite 
supérieure de chaque élément des termes pondérés respectivement par   ,   et par   dans la 
relation (2.116). L’index i corresponde aux les termes de la somme à l’instant     de 
prédiction, alors que l’index j se réfère à chaque élément des produits         
   et           . 
En utilisant les notations : 
   
       
     
     
  
 
        
           
       
     
     
  
 
          
(2.119)   
on formule les inégalités suivantes : 
          
     
      
          
           
            
     
      
           
   
                
      
                    
(2.120)   
où       
  est défini par la relation (2.96). 
La somme des premières            éléments du vecteur   : 
         
       
        
       
      
       
 
       
       
  
(2.121)   
représente une borne supérieure de la valeur optimale du critère          
  . Il est montré 
dans [CM87] que le vecteur    qui satisfait les inégalités (2.120) et en même temps qui 
minimise la somme (2.121), résout également le problème d’optimisation (2.91)-(2.92) 
formulé sur le critère (2.116) avec       En d’autres termes, la séquence optimale de 
commande    
   minimise les deux fonctions de coût      ,         
  . La relation (2.121) se 
réécrit sous la forme compacte : 
         ,    avec             
         
         
  
 
    (2.122)   
Les inégalités (2.120) s’écrivent en fonction de l’état courant   
   défini par (2.90) et des 
termes       comme : 
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                       ,         
   
        
   
      
                    
   
                   
(2.123)   
Également, les contraintes sur les incréments des commandes, les commandes, et les sorties 
prédits                   (2.92) sont reformulées : 
                                  
             
            
 
               
 ,           
     
   
      
                             
          
(2.124)   
avec      donné par la relation (2.106). 
L’ensemble des contraintes imposées sur les éléments du vecteur   (2.118) est décrit par les 
inégalités suivantes : 
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(2.125)   
qui peuvent s’écrire aussi sous une forme matricielle : 
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avec les paramètres   
    
  définis par l’équation (2.119). 
En conséquence, le problème d’optimisation initial (2.91)-(2.92), avec      et le critère 
linéaire (2.116) est reformulé par : 
    
 
    
sujet à :              
  
(2.131)   
où                     ,                        et les matrices 
      associées aux contraintes (2.125) sont : 
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(2.132)   
Le problème d’optimisation obtenu (2.131) est un problème de programmation 
linéaire (LP) avec les contraintes dépendantes de la valeur de l’état au pas d’échantillonnage 
courant   
 , ce qui implique la résolution de ce problème à chaque pas d’échantillonnage. La 
séquence de commandes optimale est donnée par   , de laquelle uniquement l’élément 
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     est envoyé au procédé. La commande optimale    
  est extraite du vecteur optimal    
avec la relation suivante : 
    
            
             
         
      
    (2.133)   
Si les objectifs de la commande prédictive sont formulés au moyen d’une fonction de 
coût à norme  de la forme : 
         
            
  
 
   
                                                   
  
 
                 
(2.134)   
pour laquelle on considère le même horizon de commande et de prédiction (    ), en 
appliquant un raisonnement analogue à celui présenté précédemment, le problème 
d’optimisation (2.91)-(2.92) avec le critère linéaire (2.134) est reformulé par un problème LP.  
Dans ce cas, le problème de programmation linéaire équivalent est obtenu en 
procédant à la transformation suivante : 
 
       
      
      
  
 
   
      
      
  
 
  
                             
                                                                             
               
sujet :                            
                                      
                                       
                                       
(2.135)   
Par conséquent, la différence consiste dans la définition du vecteur des paramètres 
d’optimisation  , qui contient un nombre de variables réduit : 
      
      
       
       
                
  
             
(2.136)   
lorsqu’on utilise le même paramètre    pour les éléments de chaque terme de la somme 
(2.134). Les bornes des termes sont données par les inégalités suivantes : 
                                      
     
        
          
          
         
     
        
           
  
                                          
        
                   
 (2.137)   
où la notation    représente un vecteur colonne :         
      
 
 et       
  est donné par 
l’équation (2.96). 
Le problème LP associé au problème d’optimisation initial (2.91)-(2.92) s’écrit : 
          
 
    
sujet à :             
  
(2.138)    
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avec                     ,                       et le vecteur 
            
     
         
  
 
   . Les matrices       conservent la forme décrite par 
l’équation (2.132). Cependant, dans les matrices    ,     des équations (2.126), (2.127), les 
termes       sont remplacés par les vecteurs      . 
En dépit du fait qu’un critère d’optimisation à norme 1 ou  conduit vers un problème 
LP de la même forme et va permettre l’obtention d’une loi explicite pour des systèmes PWA, 
les deux normes présentent des inconvénients. En utilisant la norme    les performances en 
boucle fermée sont dégradées du fait que les pondérations      et   pénalisent seulement 
l’état et l’incrément de la commande avec la plus large déviation sur l’horizon de prédiction. 
En revanche, l’utilisation de la norme 1 introduit un nombre important de variables et 
complexifie la résolution du problème de programmation linéaire. 
 
2.5 Commande prédictive à base de modèles linéaires : résolution « hors-
ligne » 
Parfois, le temps de calcul de la solution optimale en temps réel est supérieur à période 
d’échantillonnage, ce qui ne permet pas en conséquence l’implantation du régulateur issu de 
la commande prédictive (en particulier dans le cas de systèmes rapides). Afin de surmonter 
cette limitation, la loi de commande est calculée « hors-ligne » au moyen de méthodes de 
programmation multiparamétrique. 
Les problèmes QP et LP formulés dans les équations (2.115), (2.138) et construits à 
base de critères quadratiques et linéaires représentent des problèmes de programmation 
quadratique et linéaire multiparamétrique (mp-QP, mpLP) si le vecteur   
  est considéré 
comme paramètre. La loi de commande obtenue est la commande par retour d’état affine par 
morceaux : 
     
       
       
     (2.139)    
définie sur une partition polyédrale dans l’espace d’état (            ). L’union des 
régions représentent le domaine de validité      
 
    du modèle considéré où   est le 
nombre de régions de ce domaine. 
 
2.6 Commande prédictive à base de modèles hybrides 
Dans la littérature, il existe deux approches différentes, fondées sur des modèles 
hybrides, qui conduisent vers une forme explicite de la commande prédictive : la 
programmation multiparamétrique mixte à nombres entiers (mp-MIP) et la programmation 
multiparamétrique (mp) associée avec la programmation dynamique (DP). Par la suite, on 
résume le principe de chaque méthode pour le cas particulier de problèmes d’optimisation à 
base de critères linéaires formulés sur des modèles PWA. 
Considérons un système hybride représenté par le modèle affine par morceaux 
construit à partir de l’incrément de commande             : 
 
 
    
  
 
  
    
 
  
    
  
 
   
  
 
 
  
    
 
  
 
  
  
 
 
 
  
 
     
  
 
  
  
 
  
     (2.140)   
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avec   
                   ,      
           et   
              contenant des 
éléments réels et discrets. Les régions polyédrales de l’espace d’état sont définies par des 
hyperplans en fonction de l’état courant et de la commande précédente : 
       
  
    
    
      
          (2.141)   
et le domaine de définition du modèle dans l’espace d’état est représenté par l’union         
     
  
   . Le modèle PWA (2.140)-(2.141) est soumis aux contraintes imposées sur les 
entrées et les sorties du modèle : 
                 
             
(2.142)   
En utilisant une fonction de coût à norme 1, le problème d’optimisation est le suivant : 
 
         
      
   
       
           
            
   
   
 (2.143)   
 sujet à :             
    
   
    
       
    
     
                                
   
            
                                         
                                   
  
                                 
         
(2.144)   
Le point initial       appartient au domaine de définition du modèle PWA. Le 
problème d’optimisation (2.143)-(2.144) n’a pas un minimum pour tous les états initiaux 
faisables       si le modèle PWA (2.140)-(2.141) présente des discontinuités par rapport à la 
commande et si la solution du problème (2.143)-(2.144) se trouve à la frontière des deux 
régions du modèle PWA [Bor02]. Dans ce cas, même pour des petites différences de 
comportement entre le modèle PWA et le système réel, les discontinuités dans le modèle de 
prédiction provoque la dégradation des performances de la commande prédictive, appliquée 
au système en boucle fermée, vis-à-vis des performances obtenues sur le modèle hybride de 
synthèse. 
Par conséquent, on suppose que la suite de modèles (définissant le modèle PWA) à 
temps discret, construits à partir de l’incrément de commande     , est continue par rapport à 
celle-ci et par conséquent par rapport à la commande précédente      ajoutée au vecteur 
d’état   
 . De plus, on considère    
    le point d’équilibre du modèle (2.140)-(2.141) et 
l’objectif envisagé de la commande prédictive est d’assurer que toutes les trajectoires du 
modèle convergent vers l’origine et se stabilisent dans ce point en régime stationnaire. 
 
 algorithme de programmation multiparamétrique linéaire mixte en nombres entiers 
(mp-MILP) 
Cet algorithme résout un problème d’optimisation à base d’un modèle hybride de type 
MLD et une fonction de coût à norme 1 ou . En utilisant la représentation MLD équivalente 
du modèle PWA (2.140)-(2.141), le problème d’optimisation (2.143)-(2.144) devient : 
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(2.145)   
 sujet à :            
     
                  
    
     
                  
                        
     
                    
              
 
                                 
         
(2.146)   
avec les variables auxiliaires continues     
   et discretes         
   et les matrices de 
pondération réelles symétriques      
 ,     ,      
 ,     ,      
 ,     , 
     
 ,     ,      
 ,     . 
Si on considère    
    et       en régime permanent, alors les paramètres         
sont choisis de manière à satisfaire l’inégalité                     
    . 
Le problème d’optimisation à base du modèle MLD (2.145)-(2.146) est équivalant à 
un problème de programmation linéaire mixte en nombres entiers (MILP). La formulation 
MILP est obtenue en appliquant une procédure similaire avec celle utilisée dans le cas des 
systèmes linéaires. 
Tout en sachant que le modèle MLD contient des variables d’état, des entrées et des 
sorties à valeurs réelles et également binaires, le vecteur de paramètres introduit pour la 
reformulation du problème d’optimisation a la forme suivante : 
        
       
           
        
      
         
      
      
           
      
         
           
           
      
       
    
       
       
                                       
  
(2.147)   
où     , avec                     ,              ,     
  . 
Si les éléments     
  du vecteur   satisfont les inégalités : 
         
     
       
           
            
       
            
              
        
                      
              
        
           
             
       
           
(2.148)   
alors, la somme de ces éléments représente une borne supérieure pour la fonction de coût 
        
  . Les matrices    sont de matrices diagonales, les expressions des termes   
  sont les 
suivantes : 
            
       
     
     
 
             
            
       
     
       
              
(2.149)   
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et les états     
  sont calculés en utilisant la relation de récurrence : 
       
    
   
                            
   
      
                                                               
(2.150)    
Le vecteur   donné par l’équation (2.147), qui respecte les inégalités (2.148) et qui 
minimise en même temps la somme : 
          
         
            
           
      
      
      
           
            
      
          
           
  
           
      
        
         
        
   
(2.151)    
représente, également, la solution du problème d’optimisation (2.145)-(2.146). Cela signifie 
que       est la plus petite borne supérieure de         
   et en plus, le vecteur optimal    
contient une séquence de commande optimale    
      
          
      qui minimise 
        
  . 
En conséquence, le problème d’optimisation (2.145)-(2.146) est reformulé par un 
problème MILP : 
        
        
                
                 
      
          
     
(2.152)    
 sujet à :         
       
   
                         
                                                                              
     
                      
      
                     
      
                     
     
       
     
           
                
                                        ,           
                          
     
    
                                      
   
        
                   ,            
              
     
           
              
                                      
                                                 
(2.153)   
avec les paramètres   
  données par l’équation (2.149). 
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Le problème (2.152)-(2.153) s’écrit sous une forme plus compacte : 
        
      
 
    
                sujet à :              
  
(2.154)   
où                     ,                                  
et les matrices       associées aux contraintes (2.153) sont : 
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avec : 
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(2.160)    
On note que le vecteur étendu d’état   
  n’intervient plus dans la fonction de coût 
lorsqu’il apparaît seulement au niveau des contraintes. En connaissant la valeur de l’état   
 , la 
commande prédictive peut être implantée au moyen de la résolution « en-ligne » du problème 
MILP (2.154). 
Cependant, si on considère l’état   
  comme un vecteur des paramètres, le problème 
d’optimisation (2.154) devient un problème de programmation multiparamétrique MILP (mp-
MILP), pour lequel le vecteur optimal      
   et la commande optimale       
    sont 
dépendants du paramètre   
 . La valeur de la commande optimale est récupérée en conservant 
seulement m éléments du vecteur optimal      
  . 
       
                 
    
   (2.161)   
La solution du problème mp-MILP représente la commande prédictive explicite du 
modèle PWA initial (2.140)-(2.141), exprimée par une fonction affine par morceaux du 
vecteur d’état   
  : 
      
       
       
         
    
 ,           (2.162)   
La loi de commande explicite est définie sur une nouvelle partition polyédrale de 
régions   
  obtenue à partir des régions initiales    du modèle PWA (2.140)-(2.141). 
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Dans la littérature, deux approches ont été proposées pour la résolution du problème 
mp-MILP. 
Le premier algorithme est fondé sur des méthodes « branch and bound » [AP97] qui 
explorent les combinaisons 0-1 des variables discrètes à travers la structure d’un arbre binaire 
contenant dans chaque nœud un problème mp-LP. Les ramifications de l’arbre sont obtenues 
à travers des priorités établies en avance pour les variables  . Les nœuds ont des étiquettes : 
« en attente » si le problème mp-LP n’a pas été encore résolu, ou « parcouru » si le nœud a été 
déjà exploré. L’algorithme est fini si tous les nœuds ont été parcourus. L’énumération de 
toutes les combinaisons possibles 0 - 1 des variables discrètes du vecteur   est évitée en 
comparant les solutions multiparamétriques obtenues et en marquant les nœuds explorés qui 
ne présentent pas une amélioration au niveau de la fonction de coût. 
Le deuxième algorithme décompose respectivement le problème mp-MILP initial 
(2.154) en un problème mp-LP et un problème MILP [DP99]. L’algorithme démarre avec un 
pas d’initialisation et continue avec une récursivité entre la solution du problème mp-LP et 
celle du problème MILP. 
Le vecteur des paramètres   (2.147) peut s’écrire comme      
   
   , où    et    
représentent les ensembles des variables continues et discrètes du vecteur  . Le pas 
d’initialisation consiste à résoudre le problème MILP (le problème (2.154) avec le vecteur 
d’état   
  traité comme variable indépendante) et de trouver la solution           et implicite 
   
       . Lorsque les variables discrètes    du vecteur des paramètres sont initialisées avec 
   
       et le vecteur d’état   
  est traité comme un paramètre, un problème mp-LP est résolu 
et une solution continue    
    
         est trouvée. La valeur de la fonction de coût calculée 
pour       
         représente une limite supérieure du coût  
      
   et elle est ensuite 
utilisée afin de partitionner le domaine de définition     
  
   , du modèle PWA (2.140)-
(2.141), dans plusieurs régions polyédrales   
           . En considérant le vecteur d’état 
  
  comme variable indépendante, pour chaque nouvelle région polyédrale   
  obtenue, un 
problème MILP est résolu. Les contraintes formulées au niveau du problème MILP 
interdisent d’obtenir des valeurs    
       déjà utilisées pour la résolution du problème mp-
LP, d’une part, et permettent d’améliorer la valeur du critère au moins dans un point de la 
région polyédrale courante             . Si le problème MILP est faisable, c’est-à-dire qu’un 
nouveau vecteur          qui respecte les contraintes mentionnées est obtenu, alors la partie 
discrète optimale          est conservée pour l’initialisation d’un nouveau problème mp-LP. 
En contrepartie, si le problème MILP est infaisable, la région courante   
  est exclue de 
l’algorithme récursif. 
Les itérations entre les solutions des problèmes mp-LP et MILP se poursuivent jusqu’à 
ce que tous les problèmes MILP soient infaisables. À la fin, l’algorithme génère une partition 
de l’espace d’état, où chaque région attribue une commande par retour d’état affine par 
morceaux de la forme (2.162). 
On note que le domaine de validité   du modèle PWA (2.140)-(2.141) peut être 
discontinu et non convexe et, également, la commande PWA obtenue avec l’algorithme 
présenté peut être discontinue. 
 
 algorithme de programmation multiparamétrique associé avec la programmation 
dynamique (mp-DP) 
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La description de cet algorithme suit le format de la référence [BCM03]. 
Considérons la forme compacte du modèle PWA (2.140)-(2.141), construit à partir de 
l’incrément de la commande : 
     
         
         
   
    
       
   
         
  
 
   
    
   
    
         
  
   
  
    
       
(2.163)   
avec :   
    ,      
  et        
  
 la partition des régions polyédrales de l’espace étendu 
des états et des entrées. Les contraintes imposées sur   
  et     sont exprimées sous la forme 
générale : 
    
         (2.164)   
et sont intégrées dans la description des régions   . 
Le problème de programmation dynamique équivalent, à base du modèle PWA 
(2.163) et d’un critère linéaire (       ) est le suivant : 
     
      
      
     
      
               
                                                     
           
            
(2.165)   
 sujet à :          
          
              (2.166)   
avec les conditions : 
       
                  
         
     
(2.167)   
où    représente la région terminale qui inclue le point d’équilibre du modèle PWA et 
l’ensemble    contient tous les états initiaux pour lesquels le problème (2.165)-(2.166) est 
faisable : 
       
                   
        
     (2.168)   
L’algorithme mp-DP génère une solution explicite de la commande optimale associée 
au problème d’optimisation (2.165)-(2.166) en remontant le cours du temps, conformément à 
la stratégie de la programmation dynamique et en résolvant un problème mp-LP à chaque 
itération. 
Par la suite, quelques notions de base de programmation paramétrique sont introduites 
et permettront une description plus détaillée de l’implantation de l’algorithme utilisé. Les 
résultats présentés par la suite ont été également démontrés pour des problèmes mp-QP 
[BBBM03], [BBBM05]. 
Considérons le problème d’optimisation multiparamétrique : 
          
 
                  (2.169)   
 sujet à :                      (2.170)   
avec :      et                              des fonctions affines par 
morceaux. La fonction   correspond à la fonction de cout       
  de l’équation (2.165). On 
note avec  l’ensemble des variables   pour lesquels le problème (2.169)-(2.170) est faisable. 
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Définition 2.5.1 Une fonction      , avec     , est une fonction PWA multiple 
d’ordre      si                                        où   représente 
une région convexe. 
 
Les principaux résultats nécessaires pour la résolution du problème (2.165)-(2.166) à 
travers la programmation dynamique sont les suivants : 
a) Si    est une fonction linéaire,   est une fonction affine par morceaux et   une région 
convexe, alors la solution du problème (2.169)-(2.170) est obtenue par la résolution 
d’un problème mp-LP. 
b) Si    est une fonction linéaire,   est une fonction affine par morceaux multiple 
d’ordre  , alors la solution du problème (2.169)-(2.170) est obtenue par la résolution 
de   problèmes mp-LP. 
c) Si    est une fonction linéaire,   est une fonction affine par morceaux définie sur 
  régions, alors la solution du problème (2.169)-(2.170) est obtenue par la résolution 
de   problèmes mp-LP. 
d) Si    est une fonction linéaire,   est une fonction affine par morceaux multiple 
d’ordre   qui est définie sur   régions, alors la solution du problème (2.169)-(2.170) 
est obtenue par la résolution de    problèmes mp-LP. 
e) Si    est une fonction affine par morceaux définie sur   régions,   est une fonction 
affine par morceaux et   une région convexe, alors la solution du problème (2.169)-
(2.170) est obtenue par la résolution de   problèmes mp-LP. 
f) Si    est une fonction affine par morceaux définie sur   régions,   est une fonction 
affine par morceaux définie sur   régions, alors la solution du problème (2.169)-
(2.170) est obtenue par la résolution de    problèmes mp-LP. 
g) Si    est une fonction affine par morceaux définie sur   régions,   est une fonction 
affine par morceaux multiple d’ordre   qui est définie sur   régions, alors la solution 
du problème (2.169)-(2.170) est obtenue par la résolution de     problèmes mp-LP. 
Le problème de programmation dynamique (2.165)-(2.166) est résolu « à l’envers » à 
l’aide d’une procédure récursive, en utilisant des méthodes de programmation 
multiparamétrique linéaire. 
Au premier pas (     ) l’état se retrouve à l’intérieur de la région terminale   et 
le problème à résoudre devient : 
       
        
                     
      
                         
           
            
(2.171)   
 sujet à :                
          
  (2.172)   
La fonction de coût      
           
          est affine par morceaux et l’ensemble  
  est 
une région qui inclut des contraintes affines par morceaux. Dans ce cas, le problème (2.171)-
(2.172) est décomposé dans   problèmes mp-LP, suite au résultat (e). 
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Au deuxième pas (     ) la fonction de coût        
             
            
est affine par morceaux et l’ensemble      est l’union de     
  régions, avec     
   
représentant le nombre de régions de       
 . L’union des régions      contient des 
contraintes affines par morceaux et n’est pas forcément une région convexe. Le problème 
(2.171)-(2.172) est décomposé dans      
  problèmes mp-LP, suite au résultat (f). 
À partir du troisième pas        jusqu’à    , la fonction de coût      
  est affine 
par morceaux, multiple d’ordre    et les ensembles  
    sont des unions de     
 . Par 
conséquent, le problème (2.171)-(2.172) est décomposé dans        
  problèmes mp-LP, suite 
au résultat (g). 
La loi de commande explicite obtenue présente la forme donnée dans l’équation 
(2.162). 
Les deux méthodes (mp-MILP et mp-DP) permettent de trouver une solution explicite 
de la commande prédictive à base d’un modèle hybride. Pourtant, l’algorithme mp-DP est 
plus efficace en ce qui concerne le partitionnement de l’espace des états et des entrées et, par 
conséquent, le temps de calcul de la solution. Le nombre de régions de la commande 
explicite, déterminé en utilisant la programmation dynamique, est beaucoup plus petit que 
celui de régions générées par l’algorithme mp-MILP. Cela est dû au fait que le modèle PWA 
contient uniquement des transitions faisables entre ces dynamiques, alors que la majorité des 
modes du modèle MDL sont infaisables. 
 
2.7 Implantation de la commande prédictive explicite 
La loi de commande explicite issue des méthodes de programmation 
multiparamétrique ayant l’expression suivante : 
                                    (2.173)   
représente une fonction affine par morceaux, dépendante de la valeur de l’état    à chaque 
période d’échantillonnage. 
La structure de cette commande par retour d’état calculée « hors-ligne » est stockée 
dans trois tables de recherche. La première contient les partitions des régions    sur lesquelles 
la commande        est définie, alors que la deuxième et la troisième contiennent les gains 
       associés à chaque région du domaine de fonctionnement   . 
L’implantation de la loi de commande revient à l’identification de la région active    
où l’état    se trouve à l’instant   de temps et ensuite au calcul de la commande        par 
l’évaluation de la fonction affine      . 
Considérons les trois tables de recherche et la commande donnée par la fonction affine 
en    présentées dans le Tableau 2.6. Les pas effectués à chaque période d’échantillonnage 
afin de déterminer la valeur de la commande        sont les suivants : 
 utiliser l’état échantillonné à chaque instant    pour la recherche de la région    qui 
contient cet état, 
 s’il n’existe pas une région faisable, alors il faut reconsidérer la synthèse de la 
commande (voir le réajustement des matrices de pondération, la reformulation des 
contraintes ou des objectifs de la commande à travers un autre critère d’optimisation). 
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En outre, si une région    active est trouvée, alors l’index   est utilisé afin de 
sélectionner les lignes   des tables qui contiennent les gains      , 
 déterminer la valeur de la commande à l’instant courant :               et 
l’appliquer au système, 
 échantillonner un nouvel état et reprendre le pas 1. 
 
Tableau 2.6 : Représentation compacte des tables de recherche contenant la structure de la commande 
explicite. 
L’application de la commande prédictive sous la forme explicite est résumée par la 
Figure 2.6.1. 
 
Figure 2.6.1 : Schéma d’implantation de la commande prédictive explicite 
 
Le temps d’évaluation de la commande à chaque période d’échantillonnage est donné, 
principalement, par la recherche de la région active. Afin de trouver cette région d’une 
manière efficace, la table est présentée selon une structure d’arbre binaire de recherche pour 
lequel des algorithmes ont été développés [TJB03]. La profondeur de l’arbre généré à partir 
des régions de la commande est minime et correspond au nombre maximal des hyperplans 
qu’il faut évaluer « en-ligne » afin que la région active courante soit identifiée. En fonction de 
l’état à l’instant k, l’arbre est parcouru du nœud-racine vers les nœuds-feuilles. Chaque nœud 
est associé avec un hyperplan et en fonction du positionnement de l’état par rapport à 
l’hyperplan, la recherche avance sur la ramification droite ou gauche du nœud. Les conditions 
d’appartenance à une région sont les suivantes : 
                          
Tous les nœuds-feuilles, placés sur le dernier niveau de l’arbre binaire, contiennent une région 
de la loi de commande. Une fois que l’algorithme de recherche rencontre un nœud feuille, la 
région active est trouvée et la procédure est répétée à la prochaine période d’échantillonnage. 
Problème d’optimisation 
Commande explicite 
hors-ligne 
Identification de la région active 
 
Calcul de la commande : 
 
en-ligne 
            
Processus physique 
Commande    
Etat    
Sortie    
Table 1 Table 2 Table 3 Evaluation de la 
commande en    
 1  1  1  1  +  1 
… … … … 
                 +     
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Il a été montré que le temps d’évaluation de l’arbre binaire dépend logarithmique du 
nombre de régions de la loi de commande. Un exemple de la procédure de recherche est 
représenté dans la Figure 2.6.2. 
Du fait que le nombre de régions de la commande explicite est important afin 
d’assurer une évaluation « en-ligne » rapide, la taille du correcteur synthétisé peut être réduite 
par des méthodes de simplification. Ces méthodes regroupent les régions voisines qui sont 
convexes et dont la loi de commande à les mêmes propriétés caractéristiques (c’est-à-dire les 
mêmes gains      ). 
On note que l’algorithme de programmation multiparamétrique associé à la 
programmation dynamique (mp-DP), utilisé pour le calcul de la commande prédictive 
explicite, l’algorithme de simplification de régions de la commande, celui de la construction 
de l’arbre binaire de recherche et d’identification de la région active sont tous disponibles 
dans la boite à outils MPT [KGBM04]. Dans le Chapitre V, les fonctions faisant appel à ces 
algorithmes seront utilisées pour l’élaboration et pour l’implantation des lois de commande 
explicites. 
 
Figure 2.6.2 : Exemple d’arbre binaire construit pour une loi de commande représentée en 2D, définie 
sur 8 régions qui sont délimitée par 7 hyperplans. 
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2.8 Conclusions 
Ce chapitre comporte trois parties consacrées aux principales méthodes de 
modélisation, d’analyse de la stabilité et de la synthèse des lois de commande dédiées aux 
systèmes hybrides. 
Dans la première partie, les modèles hybrides à temps discret ont été présentés, ainsi 
que les équivalences possibles entre certaines représentations mathématiques. Au regard du 
fait que les conditions de stabilité pour les systèmes hybrides sont formulées sur des modèles 
affines par morceaux tandis que les modèles logique/dynamiques mixtes sont plutôt employés 
dans la synthèse des régulateurs, cette équivalence est exploitée afin de faciliter l’étude de la 
stabilité et l’élaboration d’une loi de commande. 
La deuxième partie comporte des méthodes d’analyse de stabilité et de synthèse des 
correcteurs linéaires par morceaux à base de modèles PWA. 
Finalement, la troisième partie présente les méthodes de synthèse d’une loi de 
commande prédictive explicite formulée sur des modèles linéaires et hybrides de type MLD et 
PWA soumis à des contraintes, ainsi que des précisions pour l’implantation de la loi de 
commande déterminée « hors-ligne ». Les méthodes décrites dans ce chapitre sont résumées 
dans le tableau suivant : 
 
 Problème à résoudre  
« en-ligne » 
Problème à résoudre  
« hors-ligne » 
Modèles linéaires LP/QP mp-LP/mp-QP 
Modèles hybrides MLD MILP mp-MILP 
PWA - mp-DP 
 
Tableau 2.8.1 Types de problèmes d’optimisation formulés à base des modèles linéaires et hybrides. 
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3 Modélisation hybride des convertisseurs de puissance 
Les modèles hybrides sont des représentations mathématiques qui permettent de 
caractériser le comportement dynamique des systèmes non-linéaires et plus particulièrement 
avec une structure variable tels que les convertisseurs DC-DC de puissance. Ces modèles 
peuvent tenir compte des différentes configurations du circuit d’un convertisseur, selon le 
mode de fonctionnement (CCM ou DCM) et d’évènements qui génèrent des transitions au 
niveau de la configuration à chaque instant. Le changement d’un mode de fonctionnement à 
un autre peut être considéré dans la représentation mathématique du modèle hybride du 
convertisseur. Afin de répondre aux objectifs de commande fixés dans cette étude, la structure 
du modèle hybride doit pouvoir proposer un bon compromis entre la simplicité du modèle et 
la précision d’approximation de la dynamique du convertisseur. De plus, l’expression 
mathématique du modèle doit permettre l’analyse de ses propriétés dynamiques et faciliter 
l’application de différentes stratégies des lois de commande. Pour ces raisons, nous avons 
choisi un modèle hybride exprimé sous la forme affine par morceaux : en effet, pour ce type 
de modèle, il existe des méthodes pour l’analyse de la stabilité et la synthèse des régulateurs. 
Concernant la validité du modèle PWA (Piecewise Affine), nous verrons à l’aide de plusieurs 
exemples classiques que l’approximation fournie par ce modèle est satisfaisante dans 
l’ensemble du domaine de fonctionnement du convertisseur. 
Dans ce chapitre, nous proposons une procédure générique de construction des 
modèles PWA pour les convertisseurs de puissance commutant à une fréquence de découpage 
constante. Dans la première partie du chapitre, la technique de modélisation est appliquée en 
supposant le fonctionnement du convertisseur en mode de conduction continue. Dans un 
premier temps, le modèle PWA est développé pour un convertisseur d’ordre deux de type 
buck (abaisseur) et ensuite pour un convertisseur d’ordre quatre de type flyback avec filtre 
d’entrée. Ce type de convertisseur est caractérisé par un comportement fortement non linéaire. 
Dans la deuxième partie du chapitre, nous présentons une extension de la méthode de 
modélisation afin de permettre la représentation du comportement dynamique d’un 
convertisseur dans les deux modes de fonctionnement : conductions continue et discontinue. 
Ce modèle est déterminé dans le cas particulier du convertisseur buck. 
 
3.1 Modes de fonctionnement 
Les convertisseurs de puissance DC-DC présentent deux modes de fonctionnement : 
mode de conduction continue (CCM) et mode de conduction discontinue (DCM). Afin de 
comprendre le fonctionnement d’un convertisseur dans ces deux modes, prenons l’exemple du 
convertisseur buck, dont le circuit est illustré sur la Figure 3.1.1. Les modes de 
fonctionnement sont différenciés en fonction de la forme d’onde du courant Li  qui traverse 
l’inductance L en régime stationnaire. Une fois que le convertisseur atteint le point de 
fonctionnement souhaité, les signaux correspondant aux courants et tensions du circuit sont 
périodiques, avec une période d’échantillonnage 
Fe
T 1  inversement proportionnelle à la 
fréquence de commutation F du convertisseur. Pour la suite, on considère le MOSFET comme 
un interrupteur parfait à deux positions : ouvert si le transistor est bloqué (impédance infinie) 
et fermé (impédance nulle), s’il est en conduction. 
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Figure 3.1.1 : Schéma du convertisseur buck. 
 
En mode de conduction continue, selon la position de l’interrupteur, on peut 
différencier deux configurations possibles du circuit. Dans la première configuration 
l’interrupteur se trouve dans la position fermée et la diode est bloquée, ce qui permet de 
stocker l’énergie fournie par la source d’alimentation    dans l’inductance  . Par conséquent, 
sur l’intervalle               la valeur du courant    augmente linéairement. Dans la 
seconde configuration, lorsque l’interrupteur est dans la position ouverte, la diode devient 
passante et l’énergie emmagasinée est restituée à la charge R et le condensateur C, ce qui se 
traduit par la diminution de la valeur du courant    sur l’intervalle                  . Ce 
comportement génère une forme d’onde triangulaire du courant dans l’inductance    en 
régime stationnaire (cf. Figure 3.1.2 (a)). On constate que le courant    ne s’annule pas dans la 
phase où l’interrupteur est ouvert, alors le convertisseur fonctionne en mode de conduction 
continue. 
En mode de conduction discontinue, il y a trois configurations différentes du circuit 
qui sont associées aux intervalles représentés dans la Figure 3.1.2 (b). L’intervalle         
       correspond à la position fermée de l’interrupteur, où    est équivalent au rapport 
cyclique   défini en CCM. Cependant, la position ouverte de l’interrupteur est représentée par 
deux intervalles :                        et                      . À la fin du 
premier intervalle, le courant dans l’inductance    s’annule et maintient sa valeur égale à zéro 
pendant le deuxième intervalle. La variable    s’exprime en fonction de la valeur du rapport 
cyclique    et du point de fonctionnement du convertisseur. Lorsque le courant    arrive à 
zéro pendant l’intervalle où l’interrupteur est ouvert, le convertisseur fonctionne en mode de 
conduction discontinue.  
 
Figure 3.1.2 : Forme d’onde du courant en CCM (a) et DCM (b). 
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3.2 Modèle moyen des convertisseurs DC-DC 
Le modèle appelé « moyen » est obtenu en moyennant les deux ou les trois 
configurations possibles du circuit, selon le mode de fonctionnement (CCM/DCM) considéré, 
sur une période de découpage. Chaque configuration du circuit d’un convertisseur est 
représentée par un modèle linéaire à temps continu. Les expressions mathématiques des 
dynamiques continues sont obtenues en appliquant les lois de Kirchhoff qui décrivent le 
comportement du convertisseur dans chacune des configurations. Le vecteur d’état des 
différents modèles est composé par les courants et les tensions des éléments réactifs du circuit 
qui représentent l’énergie emmagasinée (tels que les inductances et les condensateurs), et 
l’entrée des modèles est donnée par la tension d’alimentation ev  et par la grandeur de 
commande correspondant au rapport cyclique. 
En mode de conduction continue (CCM), en fonction de la position de l’interrupteur 
noté S, il existe deux états du circuit associés aux positions fermée et ouverte, représentés dans 
l’espace d’état par les dynamiques suivantes : 
 






xcy
vbxAx
ferméS
e
1
11
:

 
(3.1)   
 






xcy
vbxAx
ouvertS
e
2
22
:

 
(3.2)   
Dans les équations de ces modèles, x représente le vecteur d’état du modèle, y est la sortie et 
ve correspond à la tension d’entrée. 
Quand l’interrupteur S se trouve dans la position fermée, la diode est bloquée. Lorsque 
l’interrupteur passe en position ouvert, la diode se met en conduction. Donc, dans le mode de 
conduction continue, les états de l’interrupteur et de la diode sont complémentaires. 
Le modèle moyen [MC76] est fourni par la moyenne des représentations linéaires 
(3.1), (3.2) et présente une expression de la forme : 
 





xdcy
vdbxdAx e
)(
)()(
 
(3.3)   
avec : 
 
)1()(
)1()(
)1()(
21
21
21
dcdcdc
dbdbdb
dAdAdA



 
(3.4)   
On note que le rapport cyclique d devient l’une des entrées du modèle moyen au même 
titre que la tension d’alimentation ev . Cette nouvelle entrée représente également la commande 
du système qui est utilisée afin de piloter la sortie y. Le domaine de validité de la modélisation 
par modèle moyen donnée par les équations (3.3)-(3.4) est donné par la condition suivante : la 
fréquence de commutation du convertisseur est beaucoup plus importante que la limite haute 
du domaine de validité. 
 

eT
1
 
(3.5)   
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Le modèle moyen obtenu est un modèle non-linéaire, et plus précisément bilinéaire, en 
raison du produit entre le vecteur d’état x et le signal de commande d. Cependant, une 
dynamique linéaire peut être facilement obtenue en linéarisant le modèle (3.3)-(3.4) autour 
d’un point de fonctionnement souhaité en régime permanent. Le point d’équilibre noté avec 
   et la sortie du système correspondante eY  sont calculés en imposant     . Cette équation 
conduit aux expressions suivantes des valeurs stationnaires : 
 
ee
ee
BVCAY
BVAX
1
1




 
(3.6)   
sous réserve que la matrice A soit inversible. Ve  représente la valeur de la tension 
d’alimentation en régime stationnaire et les matrices A, B et C s’expriment en fonction de la 
valeur du rapport cyclique à l’équilibre D : 
 
)1(
)1(
)1(
21
21
21
DcDcC
DbDbB
DADAA



 
(3.7)   
Par conséquent, la dynamique caractérisant le comportement du modèle dans un voisinage de 
la valeur de linéarisation    a la forme suivante : 
  
dXccxCy
dVbbXAAvBxAx
e
eee
~
)(~~
~
)()(~~~
21
2121


 
(3.8)   
avec       . 
En mode de conduction discontinue (DCM), le circuit est décrit par trois 
configurations différentes. Les deux premières sont identiques avec les configurations 
mentionnées en CCM, tandis que la troisième configuration apparait si la diode devient 
bloquée durant le temps que l’interrupteur est dans la position ouverte, à la fin de la période 
de découpage. Par conséquent, en fonction de l’état passant ou bloqué de ces deux éléments 
on a trois dynamiques linéaires différentes caractérisant le comportement dynamique du 
convertisseur : 
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(3.9)   
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(3.10)   
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(3.11)   
Dans ce mode de conduction, la moyenne des modèles (3.9)-(3.11) est faite avec le 
rapport cyclique dd 1  (donné par la fraction de la période de commutation où l’interrupteur 
est dans la position fermé), 2d  (déterminé par la partie de la période de commutation où 
l’interrupteur est ouvert et le courant par l’inductance est positif) et 213 1 ddd   (la partie 
de la période Te où le courant s’annule lorsque l’interrupteur reste dans la position ouverte). 
Les deux variables 2d  et 3d  ont des expressions algébriques dépendantes de la valeur du 
rapport cyclique 1d , des paramètres du circuit, de la tension d’alimentation ev  et celle de 
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sortie sv . Ainsi, tout en gardant l’hypothèse (3.5), le modèle moyen bilinéaire en DCM 
[CM77] présente la dynamique suivante : 
 
xdcy
vdbxdAx e
)(
)()(


 
(3.12)   
avec : 
 
332211
332211
1332211   ,
dcdcdcc
dbdbdbb
dddAdAdAA



 
(3.13)   
Également, le modèle moyen peut être linéarisé autour d’un point de fonctionnement
ee BVAX
1 , pour lequel la sortie du système est représentée par ee BVCAY
1 . Les 
matrices A (supposée inversible), B et C calculées en fonction des valeurs à l’équilibre   ,   , 
           ont les expressions suivantes : 
 
)1(
)1(
)1(
213221
213221
2132211
DDcDcDcC
DDbDbDbB
DDADADAA



 
(3.14)   
La dynamique du modèle moyen linéarisé est représentée en DCM par les équations : 
    
232131
2323213131
~
)(
~
)(~~
~
)()(
~
)()(~~~
dXccdXccxCy
dVbbXAAdVbbXAAvBxAx
ee
eeeee


 
(3.15)   
Etant donné qu’en régime permanent la valeur du courant est nulle au début et à la fin 
de la période de commutation 0))1(()(  eLeL TkikTi  (cf. la Figure 3.1.2 (b)) il est possible 
de réduire l’ordre du modèle moyen (3.12) à travers l’approximation 0
dt
diL . Dans ce cas, la 
variable d’état représentée par le courant Li  est remplacée par sa moyenne pendent la période 
de commutation 2
maxLL
ii  . Ainsi, l’expression du courant dépend de plusieurs variables et 
paramètres : ese TLvvd  , , , ,1 . 
 
3.3 Modélisation hybride en mode de conduction continue 
Dans la littérature, plusieurs groupes de recherche [AFJ+07], [BPM+07] ont proposé 
des méthodes de modélisation appliquées aux convertisseurs de puissances DC-DC afin 
d’obtenir des modèles hybrides capables de reproduire le comportement non-linéaire des 
convertisseurs d’une manière précise, et également exploitables en vue de l’analyse de la 
stabilité et de la synthèse de lois de commande. Selon le type de modèles développés, on peut 
différencier des modèles linéaires commutés à temps continu, des modèles affines par 
morceaux à temps discret et des modèles affines par morceaux robustes, des modèles 
échantillonnés à temps continu et des modèles affines par morceaux issues des approches 
énergétiques. 
Dans ces travaux de thèse, nous adoptons l’approche proposée par le groupe de 
recherche de l'École polytechnique fédérale de Zurich, Suisse. Le modèle hybride abouti 
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présente l’expression mathématique d’un modèle affine par morceaux à temps discret et il a 
été appliqué sur des convertisseurs DC-DC d’ordre deux, de type buck [GPM08] et boost 
[BPM+07], fonctionnant uniquement en mode de conduction continue. En utilisant le même 
principe de modélisation, on se propose de généraliser l’algorithme qui permet d’obtenir un 
modèle PWA afin de pouvoir l’appliquer à d’autres types de convertisseurs et en particulier à 
des convertisseurs d’ordre élevé. Pour ces raisons, les idées principales de la technique de 
modélisation proposées dans [GPM05] sont décrites par la suite en prenant l’exemple du 
convertisseur buck. La méthode est également adaptée aux cas des convertisseurs d’ordre 
élevé tel qu’un convertisseur flyback avec filtre d’entrée qui présente un modèle 
mathématique d’ordre quatre et un comportement non-linéaire très prononcé. 
 
3.3.1 Application à un convertisseur de type buck 
La méthode de modélisation hybride est appliquée au convertisseur buck dont la 
topologie du circuit est représentée par le schéma de la Figure 3.3.1.1. 
 
Figure 3.3.1.1 : Schéma du convertisseur buck avec pertes. 
 
Au niveau du circuit, L, C, R correspondent respectivement à l’inductance, le 
condensateur et la résistance de charge du convertisseur. ve est la tension d’alimentation et Lr , 
Cr  sont respectivement la résistance interne de l’inductance L et la résistance équivalente série 
(ESR ou Equivalent Series Resistor) du condensateur C. Ces résistances sont des éléments 
parasites introduits afin de prendre en compte les pertes dans le circuit du convertisseur. Le 
transistor MOSFET et la diode sont représentés comme deux interrupteurs S1 et S2 à deux 
positions : fermée/ouverte. 
Avant de décrire le principe de la méthode de modélisation hybride, on présente 
l’approche « classique » de modélisation utilisée afin de déterminer une représentation 
mathématique dans l’espace d’état du convertisseur buck. 
Généralement, l’ordre du modèle d’un convertisseur et la dimension du vecteur d’état 
considéré sont déterminés par le nombre d’éléments du circuit qui emmagasinent d’énergie. 
Dans le cas du convertisseur buck, l’inductance et le condensateur représentent ces éléments. 
Ainsi, le vecteur d’état  TcL tvtitx )()()(  est composé par le courant de l’inductance )(tiL  
et la tension aux bornes du condensateur )(tvc . Cependant, du point de vue pratique il est 
préférable de pouvoir mesurer tous les états du modèle du convertisseur. En conséquence, la 
deuxième variable d’état )(tvc  est remplacée par la tension aux bornes de la résistance de 
charge )(tvs  et le vecteur d’état est défini par : 
  TsL tvtitx )()()(   
(3.16)   
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En considérant que le convertisseur fonctionne en mode de conduction continue, les 
deux configurations du circuit (voir la Figure 3.3.1.2) sont représentées dans l’espace d’état 
par les dynamiques linéaires à temps continu suivantes : 
  
 





eeouvert
eeeferméfermé
TkTkdkttxA
TkdkkTtvBtxA
tx
)1(,))((          ),(
))((,  ,)(
)(
 
(3.17)   
 )()( tCxty   (3.18)  
La première dynamique linéaire correspond aux positions : fermé de l’interrupteur S1 
et ouvert de l’interrupteur S2 et s’applique dans l’intervalle  ee TkdkkT ))((,   de la période k 
d’échantillonnage eT . La deuxième dynamique caractérise l’intervalle  ee TkTkdk )1(,))((   
où l’interrupteur S1 reste dans la position ouverte. Le changement de position de l’interrupteur 
S1 est commandé par le rapport cyclique )(kd  de chaque période d’échantillonnage ekT . En 
ce qui concerne la sortie du modèle, elle est toujours représentée par la tension de sortie 
).(tvs  Les matrices réelles ferméA , ferméB , ouvertA  et C  dépendent des éléments du circuit : L , 
C , de la résistance de charge R , et également des éléments parasites Lr  et Cr  : 
 






























L
RC
r
CRrL
C
rr
CRr
R
LL
r
AA
C
C
LC
C
L
ouvertfermé
1
)(
1
1
)(
1
 
(3.19)   
 














LRr
Rr
L
B
C
C
fermé
)(
1
,  10C  (3.20)   
Si la résistance équivalente en série du condensateur et la résistance de l’inductance 
sont considérées nulles ( 0 LC rr ), on obtient un modèle simplifié, sans perte du 
convertisseur buck pour lequel la tension de sortie )(tvs  est égale à la tension aux bornes du 
condensateur )(tvc . 
 
Figure 3.3.1.2 : Configurations du circuit du convertisseur buck avec perte : S1 position fermée (a), S1 
position ouvert (b). 
 
Comme décrit dans la Section 3.2, le modèle moyen bilinéaire prenant en compte les 
pertes du circuit est donné par les équations suivantes : 
   
   
   
     
  
  
(a) 
   
   
   
   
   
   
     
  
  
(b) 
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)()(])1([)(
)()(])1([)(
tCxtxdCCdty
BdvtAxdvBtxdAdAtx
C
ee
B
fermé
A
ouvertfermé


  
  

 
(3.21)   
Tenant compte du fait que les matrices   des dynamiques (3.17) sont identiques, la 
non-linéarité du modèle (3.21) est représentée par le produit entre le rapport cyclique d  et la 
tension d’entrée ev . Cependant, le modèle moyen peut être linéarisé autour d’un point 
d’équilibre, ce qui permettra l’application des méthodes d’analyse et de synthèse de lois de 
commande dédiées aux systèmes linéaires. 
Considérons la dynamique du modèle (3.21) donnée sous la forme d’une fonction 
dépendante du vecteur d’état x  et des deux entrées      du modèle : 
 ),,( evdxfx   
(3.22)   
Le vecteur d’état, la commande et la tension d’alimentation sont exprimés par les variations  
x~ , d
~
 et ev
~
autour des valeurs à l’état d’équilibre eX , D , eV  : 
 
eeee VvvDddXxx 
~,
~
,~
 
(3.23)   
où eV  et D  sont respectivement les valeurs nominales de la tension d’alimentation et rapport 
cyclique en régime stationnaire calculées pour une tension de sortie de référence sV . 
L’expression du point d’équilibre eX  et le rapport entrée/sortie sont donnés par la solution de 
l’équation 0)( tx  : 
 
 
T
e
L
e
L
T
SLe DV
Rr
R
DV
Rr
VIX 







1
 
(3.24)   
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
 
(3.25)   
La dynamique du modèle linéarisé est déterminée de la manière suivante : 
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(3.26)   
 
  
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
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


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(3.27)   
Les dynamiques linéaires à temps continu (3.16)-(3.17) et (3.27), présentées 
précédemment, sont utilisées par la suite afin de déduire l’expression mathématique d’un 
modèle affine par morceaux à temps discret du convertisseur buck. La formulation du modèle 
hybride à temps discret est faite naturellement tout en sachant que la valeur du rapport 
cyclique est constante pendant une période de commutation eT  et qu’elle ne change qu’à 
l’instant ekT ,    . 
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Le principe de cette approche de modélisation consiste à découper la période 
d’échantillonnage eT dans ν sous-périodes ayant la même longueur, notée avec 
eT
e  , 
       . De même, à l’intérieur d’une période eT  la notation 1,...,0  ),(   nn  est 
utilisée pour les variables d’états intermédiaires, échantillonnées avec la période   . Par 
conséquent, on se réfère aux variables d’état au début et à la fin de la période 
d’échantillonnage avec           et              . 
Selon la position de l’interrupteur    pour chaque sous-période   on définit trois 
modes possibles : 
 mode 1 : l’interrupteur    maintient la position fermée pour toute la sous-
période   , 
 mode 2 : l’interrupteur    maintient la position ouverte pour toute la sous-
période   , 
 mode 3 : l’interrupteur    commute entre la position fermée et ouverte à 
l’intérieure d’une sous-période  . 
Ainsi les valeurs intermédiaires des variables d’états                sont 
calculées en appliquant les dynamiques exactes du système pour les sous-périodes   où le 
mode 1 ou le mode 2 est actif, et la dynamique du modèle moyen linéarisé pour la sous-
période où le mode 3 intervient. Ce principe est illustré dans la Figure 3.3.1.3 pour une 
résolution    . 
 
Figure 3.3.1.3 : Modélisation avec une résolution 4 . Évolution du courant d’inductance Li  du 
modèle moyen bilinéaire à temps continu (ligne continue) en comparaison avec les états donnés par le 
modèle hybride (ligne en pointillé) sur une période de commutation eT  (a). Position de l’interrupteur 
1
S  dans chaque sous-période (b). 
 
      
               
 
 
       
 
 
       
 
 
    
   
            
transition 
S-fermé 
S-ouvert 
       
(a) 
(b) 
      
      
      
            
     = 
S-ouvert 
S-fermé S-fermé 
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En ce qui concerne le modèle moyen linéarisé utilisé dans la sous période contenant la 
transition de l’interrupteur   , son expression est obtenue à partir du modèle moyen bilinéaire 
(3.21). 
Il faut mentionner que la variable de commande rapportée à une sous-période   est 
définie par       qui s’exprime en fonction du nombre de sous-périodes  , la sous-période    
contenant la transition et la valeur « réelle » du rapport cyclique     : 
 ,)()( nkdkd    1,...,0  n  (3.28)   
avec  1,0)(  kd . Pour chaque sous-période  ,           le rapport cyclique      
appartient à un intervalle   
 
    
 
 , avec          . Ainsi, on a : 
                         
 
 
                         , 
             
 
 
 
 
 
                             
 
 
              
   
 
                                . 
En utilisant la relation (3.28) pour la commande du modèle (3.21), le modèle moyen 
bilinéaire devient : 
 
)()(
1,...,0 ,))(()()(
tCxty
nvnkdBtAxtx e

 
 
(3.29)   
Afin d’obtenir une dynamique linéaire, le modèle (3.29) est linéarisé autour d’un point 
de fonctionnement « réel »      appartenant à l’intervalle  
 
 
    
 
 , avec           . La 
valeur du point de linéarisation est choisie au milieu de chaque intervalle : 
 
1,...,0  ,
2
12
1 
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
n
n
Dn
 
(3.30)   
ce qui conduit à la même valeur de linéarisation rapportée à une sous-période : 
 
1,...,0,
2
1
1    nnDD n  (3.31)   
Après la linéarisation, le modèle moyen d’une sous-période n s’écrit : 
 
ee vBDkdBVnAn
~)(
~
)(~)(~  
 
(3.32)   
où                         
                  . La notation       représente le 
point de linéarisation de la sous-période  . La valeur du ce point est donnée par l’équation 
(3.24) avec      et    représente la valeur nominale de la tension d’alimentation. Ce 
modèle à temps continu est ensuite discrétisé avec la période    : 
 )(~)(
~
)(~)1(~ kvBDkdVBnAn e
d
e
dd  
 
(3.33)   
Finalement, la dynamique qui traduit l’évolution des variables intermédiaires      de 
l’état      à l’intérieur de la sous-période contenant une transition de l’interrupteur    est la 
suivante : 
 
e
d
e
d
e
dd VBDkvBDkdVBnAn  )()()()1( 
 
(3.34)   
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avec : 
 DVBnAn e
d
e
d
e
 )()1( 
 
(3.35)   
En conséquence, les équations de mise-à-jour des variables d’états pour la  -ème sous-
période sont les suivantes : 
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(3.36)   
où les matrices   
 ,   
  sont les matrices       ,         et        des dynamiques exactes 
(3.16)-(3.17) discrétisées avec une période égale à la longueur    d’une sous-période  . 
Ainsi, en appliquant consécutivement les relations de récurrence (3.36), on obtient 
l’expression générale du modèle affine par morceaux à temps discret du convertisseur buck : 
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(3.37)   
avec les matrices du modèle PWA déterminées par les relations suivantes : 
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(3.38)   
Une expression équivalente du modèle PWA (3.37)-(3.38) pour les entrées du modèle 
           
  est la suivante : 
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(3.39)   
où les matrices     
  et les termes affines      sont exprimés par : 
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 (3.40)   
On note que le modèle hybride obtenu contient   dynamiques affines différentes à 
temps discret et que le changement de la dynamique utilisée à l’instant   est sélectionné en 
fonction de la valeur du rapport cyclique       
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Cette méthode de modélisation présente l’avantage d’approcher le comportement du 
convertisseur dans le domaine de fonctionnement établi en mode de conduction continue. De 
plus, le découpage en   sous-périodes permet d’agir sur la précision et sur la complexité du 
modèle PWA. Cependant, plus on augmente le nombre de sous-périodes, plus on augmente la 
dimension du modèle hybride. Le modèle confère une représentation des variables d’état 
échantillonnées très précise, puisque la seule approximation utilisée est celle de la sous-
période où la transition de l’interrupteur    se produit (le mode 3 de l’équation (3.36)). 
Effectivement, ce modèle est développé afin de pouvoir appliquer des différentes stratégies de 
commande, ce qui nous amène devant un compromis entre la précision du modèle et le 
nombre de dynamiques qui seront prises en compte dans la synthèse de lois de commande. 
Le modèle PWA (3.37)-(3.38) a été déterminé avec une résolution     pour un 
convertisseur buck ayant un espace de fonctionnement en mode de conduction continue, 
défini par l’intervalle               pour la tension d’alimentation    et l’intervalle 
               pour la puissance de sortie. Dans cette hypothèse, les paramètres du 
circuit et les valeurs nominales de la tension d’alimentation    et de la résistance de charge   
considérées sont présentés, respectivement, dans le Tableau 3.3.1. 
 
 
 
 
 
Tableau 3.3.1 : Valeurs numériques des paramètres du convertisseur buck. 
 
Les pertes prises en compte dans le modèle hybride sont représentées par une valeur 
de la résistance interne de l’inductance            , alors que la résistance équivalente en 
série    du convertisseur est négligée. 
Par la suite, nous analysons la continuité des variables d’état (le courant de 
l’inductance et la tension de sortie) du modèle PWA avec la résolution     par rapport à 
l’entrée de commande du modèle (le rapport cyclique). Dans la référence [AMM10] il a été 
démontré le fait que la continuité de variables d’état aux frontières des régions de définition 
du modèle PWA est importante afin d’assurer des bonnes performances d’une loi de 
commande prédictive synthétisée à partir d’un modèle affine par morceaux. Les discontinuités 
entre les différentes dynamiques du modèle hybride rendent la commande élaborée plus 
sensible aux imperfections du modèle (par rapport au système physique) et par conséquent, 
conduisent à l’apparition du phénomène de réticence. De plus, en ce qui concerne la 
commande prédictive, le choix des paramètres de réglage devient plus difficile, d’une part, et 
la taille de la solution explicite est plus importante, d’autre part. Tout en sachant que le 
modèle PWA avec une résolution     est développé dans le but d’appliquer la stratégie de 
la commande prédictive, on analyse le modèle hybride obtenu du point de vue de la continuité 
des variables d’état aux frontières des dynamiques affines. 
En régime permanent, le point d’équilibre de chaque dynamique du modèle PWA est 
calculé par la relation suivante : 
 )()( 1111
1
12
0
1 

  ne
v
nn
d
n
x
nn fVBDBAIX
e
 
(3.41)   
où    représente la matrice unité. 
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Par conséquent, la continuité des variables d’état du modèle PWA (3.39)-(3.40) est 
vérifiée si à la frontière d’intervalles  
 
 
 
   
 
            les conditions d’égalité 
suivantes sont satisfaites : 
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(3.42)   
Pour les deux variables d’état, nous montrons l’influence des changements de la 
résistance de charge et de la tension d’alimentation sur leur continuité vis-à-vis du rapport 
cyclique. 
Dans les Figure 3.3.1.4 et Figure 3.3.1.5, les caractéristiques du courant d’inductance 
   et de la tension de sortie    sont illustrées dans trois situations. Premièrement les valeurs 
nominales de la résistance et de la tension d’entrée sont considérées, ensuite la valeur de la 
résistance de charge varie (      ) et troisièmement une valeur différente de la tension 
d’entrée est imposée (         ). De même, les caractéristiques du courant    et de la 
tension    données par le modèle PWA sont comparées avec celles fournies par le modèle 
moyen bilinéaire afin d’évaluer la précision du modèle hybride obtenu. 
Sur la Figure 3.3.1.4 (a) on constate que la continuité du courant    par rapport au 
rapport cyclique   est respectée en considérant les valeurs nominales de la tension 
d’alimentation et de la résistance de charge, d’une part, et que le modèle hybride approche 
bien le comportement du modèle moyen bilinéaire d’une autre part. Dans le cas où la 
résistance        est utilisée (voir Figure 3.3.1.4 (b)), la continuité du courant à la frontière 
des dynamiques du modèle PWA n’est pas influencée, vu le fait que le modèle hybride ne 
prend pas en compte la modification de ce paramètre. Cependant, on constate un léger écart 
par rapport à la caractéristique fournie par le modèle moyen bilinéaire. 
 
Figure 3.3.1.4 : Comparaison entre les caractéristiques du courant par l’inductance Li  en régime 
permanent générés en utilisant le modèle moyen et le modèle PWA avec la résolution 3 . 
 
Dans la Figure 3.3.1.4 (c), lorsqu’on considère une valeur de la tension de 
d’alimentation    différente de la valeur nominale (utilisée pour obtenir les matrices du 
modèle PWA) on remarque des discontinuités du courant au niveau des dynamiques du 
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modèle PWA, malgré une approximation satisfaisante de la caractéristique du modèle moyen 
bilinéaire. 
De même, la caractéristique de la tension de sortie    en régime permanent obtenue en 
utilisant les dynamiques du modèle PWA est continue à ses frontières (pour les valeurs du 
rapport cyclique :  
 
 et  
 
) pour une valeur nominale de la résistance de charge   (voir Figure 
3.3.1.5 (a)). Mais, la continuité n’est pas assurée par rapport à la valeur de la tension 
d’alimentation (voir Figure 3.3.1.5 (c)). Cependant, on peut constater que le modèle hybride 
fournit une approximation de la tension de sortie satisfaisante dans les trois situations 
proposées par rapport à la caractéristique du modèle moyen bilinéaire. 
En conséquence, les dynamiques du modèle PWA présentent des discontinuités aux 
frontières d’intervalles de définition :    
 
 
   
 
 
 
 
 
   
 
 
    vis-à-vis des changements de la 
tension d’alimentation utilisée. Concernant la précision du modèle hybride développé entre 
les deux variables d’état du modèle PWA, le courant de l’inductance est plus sensible aux 
changements de la valeur de la résistance.  
 
Figure 3.3.1.5 : Comparaison entre les caractéristiques de la tension de sortie sV  en régime permanent 
générés en utilisant le modèle moyen et le modèle PWA avec la résolution 3 . 
 
Le comportement dynamique du modèle PWA avec la résolution     est évalué par 
plusieurs simulations effectuées avec Matlab/Simulink
TM
 et la librairie SimPowerSystems
TM
. 
L’évolution des variables d’états du modèle hybride est comparée avec les signaux du courant 
de l’inductance et la tension de sortie générées par le circuit en commutation du convertisseur 
buck. Vu que les valeurs nominales choisies pour   et    correspondent à un rapport cyclique 
         
 
 
 
 
 
 , la seconde dynamique du modèle hybride est active. Afin d’observer le 
comportement des autres dynamiques du modèle PWA, nous proposons deux cas particuliers. 
Dans le premier cas, illustré sur la Figure 3.3.1.6, une variation en échelon du rapport 
cyclique de         à         est appliquée, ce qui permet l’utilisation de la première 
dynamique. 
Sur la Figure 3.3.1.6, les valeurs intermédiaires des variables d’états calculées, en 
utilisant la dynamique active du modèle PWA, suivent les formes d’onde des signaux générés 
par le circuit en commutation. En comparaison avec le modèle moyen qui fournit la moyenne 
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des signaux sur chaque période de commutation, le modèle PWA à temps discret offre des 
informations supplémentaires sur l’évolution de variables d’état à l’intérieur d’une période de 
commutation   . 
Dans le deuxième cas, le fonctionnement passe de la deuxième région de 
fonctionnement à la troisième à l’aide de la variation du rapport cyclique de        à 
       . Cette situation est représentée sur la Figure 3.3.1.7. 
 
Figure 3.3.1.6 : Formes d’ondes du courant Li  et de la tension sV  pour un échelon du rapport cyclique 
de 55,0D  à 275,0D . Comparaison entre le circuit en commutation, le modèle PWA et le modèle 
moyen. Les valeurs intermédiaires des variables d’états déterminées en utilisant le modèle hybride 
sont représentées en trait pointille. 
 
Figure 3.3.1.7 : Formes d’ondes du courant Li  et de la tension sV  pour un échelon du rapport cyclique 
de 55,0D  à 733,0D . Comparaison entre le circuit en commutation, le modèle PWA et le modèle 
moyen. Les valeurs intermédiaires des variables d’états déterminées en utilisant le modèle hybride 
sont représentées en trait pointille. 
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Le modèle affine par morceaux à temps discret (3.39)-(3.40) développé sera utilisé 
comme modèle de synthèse pour différentes stratégies de commande dans les Chapitres IV et 
V. 
 
3.3.2 Application à un convertisseur de type flyback avec filtre d’entrée 
La technique de modélisation hybride décrite dans la Section 3.3.1 est adaptée au 
convertisseur flyback avec filtre d’entrée. Le schéma équivalent est donné sur la figure 
3.3.2.1. Ce convertisseur est piloté à fréquence de découpage fixe   . On considère le 
fonctionnement du convertisseur en mode de conduction continue : l’interrupteur MOSFET 
est passant, ensuite bloqué et la diode D a un état complémentaire à celui du MOSFET. Le 
transformateur de cette structure fonctionne comme deux inductances couplées où l’énergie 
provenant de la source est emmagasinée sous forme magnétique dans le transformateur quand 
le MOSFET est passant. Lorsque la diode D devient passante, cette énergie magnétique est 
restituée à la charge : on parle alors de structure à accumulation inductive. Les résistances 
équivalentes    ,     et    représentent les pertes résistives dans le convertisseur. 
Dans l’optique d’une modélisation hybride, on choisit le vecteur d’état suivant : 
  TsLCL tvtitvtitx me )()()()()(   (3.43)   
 
Figure 3.3.2.1 : Schéma équivalent du convertisseur flyback avec filtre d’entrée avec pertes. 
 
où       et       représentent, respectivement, le courant de l’inductance et la tension du 
condensateur du filtre d’entrée. Les états        et       correspondent au courant traversant 
l’inductance    ainsi qu’à la tension de sortie. La dynamique du convertisseur en CCM sur la 
 -ème période de commutation    est décrite par les équations à temps continues suivantes : 
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 )()( tCxty   (3.45)   
où les matrices       ,       ,        ,        , et   sont données par : 
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(3.46)   
Les deux entrées du système sont représentées par la tension d’alimentation    et le rapport 
cyclique     . Plus précisément,      représente l’entrée de commande du système. 
La technique classique d’espace d’état moyenné caractérisant les deux dynamiques du 
système conduit à un modèle non-linéaire de la forme : 
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(3.47)   
avec : 
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(3.48)   
Le modèle moyen peut être linéarisé autour d’un point d’équilibre     qui représente la 
solution de l’équation       . L’expression des variables d’état en fonction des valeurs du 
rapport cyclique et de la tension d’alimentation   et    en régime permanent est la suivante : 
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(3.49)   
Ainsi, en utilisant l’ensemble           la dynamique linéaire du modèle moyen est 
donnée par : 
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(3.50)   
où          ,             ,              représentent les variations des 
variables d’état     , de l’entrée de commande      et de la tension d’alimentation    dans 
un voisinage des valeurs en régime permanent          . Les matrices  
 ,   
  et    
  ont les 
expressions suivantes : 
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(3.51)   
La relation entrée/sortie caractéristique du convertisseur flyback avec filtre d’entrée, 
en tenant compte des éléments résistifs    ,    ,   , est déduite facilement de l’équation 
(3.49) : 
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(3.52)   
Si les pertes dans le convertisseur sont négligées :             , l’expression du gain 
statique 
  
  
 devient : 
Chapitre III 
Modélisation hybride des convertisseurs de puissance  
 
91 
 
 
)1( D
mD
V
V
e
s

  (3.53)   
On constate que la tension de sortie    varie entre 0 et   pour une variation du rapport 
cyclique   de 0 à 1. Cependant, dans l’expression (3.52), considérant les pertes résistives 
pour      on obtient une tension de sortie     . Cela signifie qu’en pratique il existe une 
valeur maximale du rapport cyclique      inferieure à 1, après laquelle la tension de sortie 
   diminue. Pour des valeurs du rapport cyclique supérieures à     , le rendement du 
convertisseur n’est pas très favorable. Par conséquent, le rapport cyclique est borné dans 
l’intervalle          (voir Figure 3.3.2.2). Dans le cas du convertisseur flyback avec filtre 
d’entrée, la limite supérieure      s’exprime en fonction d’éléments dissipatifs du circuit (la 
résistance de charge   et les résistances    ,   ) : 
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(3.54)   
En suivant les étapes de la technique de modélisation hybride présentées dans la 
section précédente sur le convertisseur buck : 
 découper de la période de commutation    
 
 
 en   sous-périodes ayant la 
même longueur    
  
 
 ; 
 déterminer les expressions des modèles linéaires à temps discret valides sur 
une sous-période           selon les trois modes possibles en CCM : 
 mode 1 : état passant de l’interrupteur MOSFET sur une sous-période   
entière ; 
 mode 2 : état bloqué de l’interrupteur MOSFET sur une sous-période   
entière ; 
 mode 3 : transition entre l’état passant et l’état bloqué de l’interrupteur 
MOSFET à l’intérieur de la sous-période  . 
  
Figure 3.3.2.2 : Caractéristique en régime stationnaire de la tension de sortie sV . maxD  indique le 
rapport cyclique pour lequel la valeur maximale de la tension de sortie est atteinte. 
 
0 0.2 0.4 0.6 0.8 1
0
10
20
30
40
50
60
70
rapport cyclique
V
s 
[V
] 
 
 
D
max
Chapitre III 
Modélisation hybride des convertisseurs de puissance  
 
92 
 
Les équations de mise-à-jour de l’état pour la  -ème sous-période sont données par : 
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(3.55)   
où les matrices     
 ,      
  et     
  sont obtenues en remplaçant   par         dans les 
équations (3.49) et (3.51) : 
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(3.56)   
Etant donné que les matrices     
 ,      
  caractérisent le comportement dynamique 
du convertisseur sur une seule sous-période  , la valeur du point de linéarisation notée      
choisie en rapport avec la période de commutation    entière s’exprime en rapport avec une 
sous-période   par la relation        . Également, les notations   
  et   
  indiquent le fait 
que les matrices       ,       ,        ,         de l’équation (3.46) et  
 ,   
     
  sont 
discrétisées avec une période égale à   . 
Si on applique consécutivement les relations de récurrence (3.55), on obtient 
l’expression d’un modèle affine par morceaux à temps discret de la forme suivante : 
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(3.57)   
avec : 
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Une forme équivalente du modèle (3.58) est donnée par : 
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(3.59)   
où les matrices     
  ont les expressions de l’équation (3.58), tandis que les matrice     
  et 
les termes affines      deviennent : 
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(3.60)   
Concernant les valeurs des points de linéarisation     , plusieurs choix ont été 
envisagés. Dans un premier temps, on a choisi les valeurs au milieu de chaque intervalle : 
 
 
 
 
   
 
           , comme dans le cas du convertisseur buck. Mais ce choix n’assure 
pas la continuité des variables d’état par rapport à l’entrée de commande et introduit des 
discontinuités au niveau des dynamiques du modèle hybride à temps discret (3.60). Par la 
suite nous appelons «modèle PWA continu/discontinu» un modèle PWA avec les dynamiques 
affines continues/discontinues à travers les intervalles de validité, par rapport à toutes ses 
variables d’état. 
La Figure 3.3.2.3 présente la caractéristique en régime permanent de la tension de 
sortie    du modèle PWA pour une résolution     en comparaison avec celles du modèle 
moyen non-linéaire considérant les résistances en série des composants inductifs et également 
du modèle moyen linéarisé autour d’une valeur du rapport cyclique        . Ce point de 
linéarisation est calculé en fonction des paramètres du convertisseur flyback avec filtre 
d’entrée pour lesquels l’on a utilisé les valeurs numériques données dans le Tableau 3.3.2.1. 
 
                                             
                                    
                                          
 
Tableau 3.3.2.1 : Valeurs numériques des paramètres du convertisseur flyback avec filtre d’entrée. 
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Figure 3.3.2.3 : Caractéristique en régime permanent de la tension de sortie 
s
V  du modèle PWA 
discontinu avec la résolution 7 . 
 
On remarque que les approximations fournies par le modèle PWA sur chaque 
intervalle sont discontinues à travers leurs frontières en raison d’un choix inapproprié des 
valeurs des points de linéarisation     . 
Afin de garantir la continuité des dynamiques du modèle PWA par rapport à la tension 
de sortie    la valeur de linéarisation    est choisie arbitrairement dans l’intervalle    
 
 
   alors 
que toutes les autres valeurs                sont déterminées en imposant les 
conditions : 
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(3.61)    
aux bornes inferieures et supérieures d’intervalles  
 
 
 
   
 
           , au niveau du 
point stationnaire          . Cependant, les dynamiques du modèle PWA présentent 
toujours des discontinuités par rapport aux trois autres variables d’état du modèle (voir les 
caractéristiques en régime permanant de la tension de sortie    de la Figure 3.3.2.4 (a) et du 
courant de l’inductance    de la Figure 3.3.2.4 (b) par exemple). Si l’on procède ensuite à la 
synthèse d’une loi de commande formulée sur ce modèle PWA discontinu, les performances 
du système en boucle fermé pourront être dégradées en raison de l’apparition du phénomène 
de réticence introduit par les discontinuités au niveau des dynamiques affines du modèle 
hybride. 
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Figure 3.3.2.4 : Caractéristiques en régime permanent de la tension de sortie 
s
V  (a) et du courant de 
l’inductance mL  (b) du modèle PWA continu par rapport à la tension de sortie et la résolution 7 . 
 
En conclusion, le choix des valeurs des points de linéarisation      est assez difficile 
si l’on veut assurer la continuité des dynamiques du modèle PWA par rapport à toutes les 
variables d’état. De ce fait la méthode de modélisation hybride est modifiée dans le cas du 
convertisseur flyback avec filtre d’entrée conformément l’approche abordée dans la référence 
[BMC+09]. 
Considérons que le modèle moyen à temps discret du convertisseur peut être écrit 
selon la forme suivante : 
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(3.62)       
où les matrices       
 ,       
         
 ,        
  sont les matrices       ,       ,        , 
        définies par l’équation (3.46) discrétisées avec le période d’échantillonnage    et la 
tension d’alimentation    est considérée constante. Ce modèle moyen est bilinéaire en raison 
du produit entre le vecteur d’état      et le rapport cyclique     . 
Par la suite, on détermine un modèle affine par morceaux à temps discret ayant l’expression : 
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(3.63)   
en utilisant plusieurs approximations affines du modèle moyen bilinéaire (3.62). Les valeurs 
   et      représentent les bornes inferieures et supérieures des intervalles du rapport cyclique 
pour lesquelles chaque approximation    est valide. 
Un choix intuitif pour l’approximation du produit          dans la dynamique bilinéaire 
(3.62) est de remplacer la valeur du rapport cyclique      par la valeur moyenne de chaque 
intervalle            Par conséquent, les dynamiques affines qui approchent le comportement 
du modèle moyen bilinéaire sur les intervalles           sont données par : 
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(3.64)   
Ainsi, les matrices du modèle PWA à temps discret (3.64) ont les expressions suivantes : 
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(3.65)   
Cependant, cette procédure conduit à un modèle PWA dont les dynamiques affines sont 
toujours discontinues à travers les frontières d’intervalles           du rapport cyclique      
en régime stationnaire. La continuité peut être assurée si l’on impose des conditions de 
continuité en régime permanent pour le modèle PWA (3.64) directement liées au modèle 
moyen (3.62). Ces conditions de continuité permettent de déterminer les valeurs des matrices 
  
  et les termes affines     tels que la continuité des dynamiques affines du modèle PWA soit 
garantie. 
D’un part, en utilisant le modèle moyen bilinéaire (3.62) les points de fonctionnement qui 
correspondent aux valeurs stationnaires du rapport cyclique    sont : 
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(3.66)   
D’autre part, le modèle PWA (3.63), (3.65) fournit les expressions suivantes : 
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(3.67)   
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(3.68)   
pour les points de fonctionnement calculés aux bornes inferieures et supérieures de chaque 
intervalle          . Les matrices   
  sont données dans l’équation (3.65), alors que   
  et    
sont déterminés en imposant les conditions : 
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(3.69)   
Donc, on a huit conditions d’égalité (deux pour chaque variable d’état aux bornes inferieures 
et supérieures d’intervalles          ) pour chaque dynamique   du modèle PWA. En 
choisissant les valeurs    et en utilisant les conditions (3.69) les matrices   
  et les termes 
affines    sont calculés avec la relation : 
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(3.70)   
En conséquence, le modèle PWA (3.63), (3.65) est développé à partir du modèle 
moyen du convertisseur et ses dynamiques affines sont continues sur les frontières de leurs 
intervalles de validité           par rapport à toutes les variables d’état. Nous avons déterminé 
un modèle hybride définit sur sept intervalles de longueur égale ; c’est-à-dire qu’on a 
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          et    . Pour cette résolution, les caractéristiques en régime 
permanent des variables d’état du système sont illustrées sur la Figure 3.3.2.5. 
 
 
Figure 3.3.2.5 : Caractéristiques en régime permanent des variables d’état du modèle PWA avec les 
dynamiques affines continues à travers leurs intervalles de validité et la résolution 7 . 
 
On note le fait que le modèle PWA continu fournit une approximation satisfaisante du 
modèle moyen bilinéaire pour toutes les variables d’état du système. De même, le modèle 
hybride est beaucoup plus précis par rapport à la dynamique linéaire du modèle moyen. 
Le comportement du modèle hybride (3.63), (3.65) avec une résolution     est 
évalué par des simulations effectuées en Matlab
TM
/Simulink
TM. L’évolution des variables 
d’état du modèle PWA est comparée avec celles obtenues en utilisant le modèle bilinéaire 
(3.47)-(3.48) et le modèle moyen linéarisé autour du point         (3.50)-(3.51) à temps 
discret et également avec les signaux générés par le circuit en commutation, construit en 
utilisant la librairie SinPowerSystems
TM
. Les Figures 3.3.2.6 et Figures 3.3.2.7 présentent les 
réponses du modèle PWA respectivement pour un changement du rapport cyclique du 
        à        et de         à      . Pour la valeur initiale du rapport cyclique 
        le modèle hybride utilise la quatrième dynamique, alors que les deux autres 
valeurs       ,       permettent de visualiser le comportement de la sixième et la 
troisième dynamique du modèle PWA. 
On constate que le modèle PWA approche d’une manière satisfaisante le 
comportement du circuit en commutation pour des points de fonctionnement différents. De 
plus, le modèle PWA développé fournit une meilleure approximation par rapport à toutes les 
variables d’état en comparaison avec le modèle moyen linéarisé autour de la valeur 
512,0D . Ce modèle est précis dans un voisinage de la valeur de linéarisation utilisée, mais 
pour de grandes variations du rapport cyclique, l’erreur du modèle est considérable. En 
conséquence, le modèle PWA approche le comportement du convertisseur flyback avec filtre 
d’entré fonctionnant en CCM avec une bonne précision dans tout le domaine de 
fonctionnement. De ce fait, il sera utilisé dans le chapitre suivant comme modèle de synthèse 
d’une loi de commande à gains commutés. 
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Figure 3.3.2.6 : Comportement du modèle PWA à temps discret avec la résolution     pour un 
changement du rapport cyclique         à       . 
 
 
 
 
Figure 3.3.2.7 : Comportement du modèle PWA à temps discret avec la résolution     pour un 
changement du rapport cyclique         à      . 
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3.4 Modélisation hybride caractérisant des transitions entre les deux modes 
CCM et DCM 
Le comportement dynamique et les modèles mathématiques des convertisseurs de 
puissance DC-DC en mode de conduction discontinue diffèrent de façon significative de ceux 
caractéristiques au mode de conduction continue [MC76], [Vor90a], [LB96], [CM77], 
[Vor90b], [NTM01]. Pour ces raisons, les convertisseurs sont généralement conçus pour des 
domaines de tension d’alimentation et de puissance de sortie valides dans un des deux 
régimes de fonctionnement. Par conséquent, l’étape de modélisation et ensuite celle de 
synthèse des lois de commande sont faites séparément selon le mode de fonctionnement pour 
lequel le convertisseur a été conçu. Cependant, étant donné que dans les applications 
industrielles les performances exigées imposent des domaines d’opérations plus larges, les 
transitions entre les deux modes de conduction deviennent plus fréquentes. Cela justifie la 
nécessité des modèles mathématiques capables de prendre en compte le comportement 
dynamique du convertisseur en CCM et également en DCM, afin de pouvoir élaborer des lois 
de commande performantes quel que soit le mode de fonctionnement actif. 
Par la suite, la méthode de modélisation hybride utilisée dans la Section 3.3.1 pour le 
convertisseur buck fonctionnant en mode de conduction continue, est étendue afin de 
caractériser le fonctionnement du convertisseur dans les deux modes CCM et DCM, tout en 
conservant les avantages du modèle hybride initial (formulation à temps discret, observation 
de l’évolution des variables d’état à l’intérieur de la période d’échantillonnage, choix de la 
précision du modèle). Tout en sachant que les deux modes de fonctionnement sont 
différenciés selon la valeur du courant de l’inductance : strictement positive en CCM et égale 
à zéro à la fin de chaque période de commutation en DCM, cette information est utilisée pour 
identifier le mode de fonctionnement présent, pendant que la dynamique active à chaque 
instant est sélectionnée également en fonction de la valeur du rapport cyclique. 
 
3.4.1 Application à un convertisseur de type buck 
Afin de réduire la complexité du modèle hybride caractérisant les modes CCM et 
DCM nous négligeons les éléments parasites    et    au niveau du circuit du convertisseur 
buck. Nous considérons également que la tension d’alimentation    est constante et égale à sa 
valeur nominale   . Le circuit idéal du convertisseur buck est illustré sur la Figure 3.4.1.1 
avec les valeurs des paramètres données dans le Tableau 3.3.1.1. 
 
Figure 3.4.1.1 : Circuit idéal du convertisseur buck. 
 
Les deux interrupteurs    et    sont la représentation schématique d’un transistor 
MOSFET qui génère le rapport cyclique         et d’une diode. 
Dans un premier temps, les dynamiques exactes du convertisseur buck sont présentées 
séparément en mode de conduction continue et discontinue et de même le modèle moyen 
caractérisant l’évolution des variables d’état dans chaque mode de fonctionnement. Dans un 
deuxième temps, le modèle PWA à temps discret est adapté afin de caractériser le 
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comportement du convertisseur en CCM et également en DCM. Finalement, le modèle 
hybride est développé avec une résolution     et est évalué par des simulations effectuées 
avec Matlab
TM
/Simulink
TM
. 
En fonction de la position des interrupteurs    et   , le circuit présente deux états 
différents :    – fermé,    – ouvert (voir Figure 3.4.1.2 (a)) et    – ouvert,    – fermé (voir 
Figure 3.4.1.2 (b)) dans le mode de conduction continue, pendant que dans le mode de 
conduction discontinue un troisième état du circuit est possible :    – ouvert,    – ouvert (voir 
Figure 3.4.1.2 (c)) qui permet au courant d’inductance de rester à zéro jusqu’à la fin de la 
période de commutation   =
 
 
. 
 
Figure 3.4.1.2 : Configurations du circuit idéal du convertisseur buck : en CCM ((a) et (b)), en DCM 
((a), (b) et (c)). 
 
Le vecteur d’état                   
  est composé du courant de l’inductance    et 
de la tension de sortie   , égale à la tension    de la capacité  , car les pertes n’ont pas été 
prises en compte dans le modèle de synthèse. 
La représentation dans l’espace d’état des dynamiques à temps continu décrivant le 
comportement du convertisseur en CCM est la suivante : 
   
    





   TkTkdkt      txA
TkdkkTt  VBtxA
tx
eeouvert
ee eferméfermé
1,)(),(
)(,,)(
)(
 
(3.71)   
 )()( tCxty   (3.72)   
où les matrices       ,        ,        et   sont données par : 
 













RCC
LAA ouvertfermé 11
1
0
,









0
1
LB fermé ,
 10C   
(3.73)   
Pour une tension d’alimentation    constante, la dynamique du modèle moyen à temps 
continu en mode de conduction continue a pour expression : 
 
)()(])1([)(
)(       
)(])1([)(
tCxtxdCCdty
dVBtxA
dVBtxdAdAtx
eferméfermé
eferméouvertfermé



 
(3.74)   
Cette formulation est linéaire par rapport à l’état      et l’entrée de commande   du système. 
Le point d’équilibre    du modèle moyen linéaire (3.74) et le rapport des tensions 
entrée/sortie ont les expressions décrites par les équations (3.24)-(3.25) avec      : 
(c) 
   
        
  
   
   
      
  
  
      
     
(a) 
   
   
        
     
(b) 
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  D
V
V
DV
R
DV
VIX
e
s
T
e
eT
SLe 





  ,
 
(3.75)   
où D représente la valeur du rapport cyclique en régime stationnaire. 
En mode de conduction discontinue, le convertisseur est caractérisé par trois 
dynamiques différentes à temps continu : 
   
    
    







 eeiouvert
eeouvert
eeeferméfermé
TkTkdkttxA
TkdkTkdkttxA
TkdkkTtVBtxA
tx
L
1,)(  ),(
)(,)(  ),(
)(,  ,)(
)(
20
21
1 

 
(3.76)   
avec : 
 










RC
A
Liouvert
1
0
00
0  (3.77)   
La variable       représente le rapport cyclique, alors que la variable       indique 
l’instant de temps où le courant de l’inductance s’annule dans une période de commutation   . 
Tenant compte du fait que       en DCM et      en CCM ont la même signification, nous 
utilisons la notation           . 
Dans le mode DCM, ces deux variables satisfont la condition :                 . 
La valeur de       est exprimée en fonction de celle du rapport cyclique     , la tension 
d’alimentation    et la tension de sortie   . Afin de déterminer l’expression de      et      , 
on considère les formes d’onde de la tension    de l’inductance et du courant    illustrées sur 
la Figure 3.4.1.3 (a) et (b). 
On utilise également le fait que les composantes moyennes de la tension de 
l’inductance L et du courant du condensateur C sont nulles : 
 0Lv  
(3.78)   
 0ci
 
(3.79)   
Comme la forme d’onde de tension       est rectangulaire (voir Figure 3.4.1.3 (a)), la 
composante continue a l’expression suivante : 
 )()()( 2 kdVkdVVv sseL   
(3.80)   
En utilisant les relations (3.78) et (3.80), on obtient la relation suivante pour la variable 
   : 
 
)()(2 kd
V
VV
kd
s
se 
 
(3.81)   
Généralement, le rapport cyclique      (commande du système) est considérée 
connue. Cependant, la variable       est inconnue, il faut en conséquence l’éliminer de 
l’équation (3.81) en utilisant une relation additionnelle afin de déterminer l’expression du 
rapport entrée/sortie. 
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Figure 3.4.1.3 : Formes d’ondes de la tension VL (a) et du courant iL (b) en DCM. 
 
La composante continue du courant de l’inductance est égale à la somme de la 
composante continue du courant par le condensateur C et celle du courant de la résistance de 
charge R : 
 
scL iii   
(3.82)   
En prenant en compte l’équation (3.79) et la forme d’onde triangulaire de )(tiL  (voir 
Figure 3.4.1.3 (b)) on obtient l’équation de la forme : 
 
2
))()(( 2max kdkdi
R
V
i
Ls
L


 
(3.83)   
où       est calculé par le produit entre la pente et le premier intervalle de la période de 
commutation : 
 
e
se
LeL Tkd
L
VV
iTdi )()(
max1


 
(3.84)   
Les équations (3.83) et (3.84) conduisent à la relation suivante : 
 
L
TkdkdkdVV
R
V edes
2
))()()(()( 2
 
(3.85)   
En conséquence, les relations (3.81) et (3.85) permettent d’obtenir le rapport 
entrée/sortie : 
 
se
s
RT
L
K
kd
KV
V 2
 ,
)(
4
11
2
2



 
(3.86)   
Dans le mode DCM, la dynamique du modèle moyen du convertisseur est obtenue en 
moyennant les trois dynamiques (3.76) avec les valeurs de  ,    et            : 
 
)()(
       
)()()( 302
tCxty
dVB(d)x(t)A
dVBtxdAdAdAtx
eferméDCM
efermé
A
iouvertouvertfermé
DCM
L


    

 
(3.87)   
      
  
(b) 
    
                             
(a) 
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où les matrices        et   sont définies comme dans l’équation (3.73) et la matrice      a 
la forme suivante : 
 















RCCV
Vkd
LV
Vkd
A
s
e
s
e
DCM 1)(
)(
0
 
(3.88)   
On note que le modèle moyen en DCM est bilinéaire en raison du produit entre le 
rapport cyclique      et le vecteur d’état     . Une dynamique linéaire peut être obtenue par 
la linéarisation du modèle (3.87) autour du point d’équilibre : 
  TSLe VIX  avec :
s
e
s
s
L
RT
L
K
kd
K
V
V
R
V
I
2
,
)(
4
11
2
 ,
2


  (3.89)   
Les modèles moyens (3.74) en CCM et (3.87) en DCM servent par la suite à définir un 
modèle affine par morceaux à temps discret. 
L’idée de base de la modélisation hybride est maintenue : le découpage de la période 
d’échantillonnage en plusieurs sous-périodes de longueur égale à    
  
 
 et la notation 
               pour les valeurs intermédiaires des variables d’état à l’intérieur de la 
période de commutation   . La différence consiste dans le nombre des modes possibles pour 
chaque sous-période               dû au fait qu’il faut considérer l’instant où le 
courant d’inductance s’annule. Dans ce cas, pour chaque sous-période   six modes sont 
possibles : 
 mode 1 : l’interrupteur    reste dans la position fermée ; 
 mode 2 : l’interrupteur    reste dans la position ouverte et la valeur du courant 
par l’inductance    est positive ; 
 mode 3 : l’interrupteur    reste dans la position ouverte alors que le courant par 
l’inductance    est égal à zéro ; 
 mode 4 : l’interrupteur    commute de la position fermée à la position ouverte ; 
 mode 5 : l’interrupteur   commute de la position fermée à la position ouverte 
et le courant par l’inductance    s’annule à l’intérieur de la sous-période ; 
 mode 6 : l’interrupteur    reste dans la position ouverte lorsque le courant par 
l’inductance    décroit à zero à l’intérieur de la sous-période ; 
Pour les premiers trois modes, les dynamiques exactes du convertisseur, discrétisées 
au préalable avec une période   , sont appliquées dans la sous-période   respective. Les 
matrices qui caractérisent les dynamiques exactes du convertisseur à temps discret sont notées 
avec :       
 ,       
           
 ,              
  et correspondent aux matrices d’équations 
(3.73), (3.77) discrétisées avec   . 
Concernant les modes décrivant des transitions : mode 4, mode 5 et mode 6, des 
modèles moyens linéarisés sont déterminés afin d’approcher le comportement du 
convertisseur dans la sous-période   où la transition se produit. On note que, dans une période 
de commutation entière   , une seule transition peut se produire. En conséquence, 
Chapitre III 
Modélisation hybride des convertisseurs de puissance  
 
104 
 
l’approximation est faite uniquement pour une sous-période, alors que les dynamiques exactes 
sont utilisées dans les autres     sous-périodes. 
Les dynamiques des modèles moyens utilisées pour décrire les modes 4, 5 et 6 sont 
déterminées par la suite. 
En mode de conduction continue, le modèle moyen avec la commande        , 
          est le suivant : 
 
)),(),(()(       
))(()()(
11 eeCCMCCM
e
B
ferméfermé
VkdtxfVBtxA
VnkdBtxAtx
nn
CCM



  
 
 
(3.90)   
En mode de conduction discontinue, le modèle moyen complet (avec les trois 
dynamiques caractérisées par les matrices :                                 ) pour une sous-
période           a l’expression suivante : 
 
)),(),(()(       
))(()()(
1,31,3
1,3
1,3
eeDCMDCM
e
B
ferméDCM
VkdtxfVBtxA
VnkdBtxAtx
nn
nDCM
n




   
 
 
(3.91)   
où la matrice          est donnée par l’équation (3.88) avec      remplacé par        . 
Dans ce mode de conduction, pour la sous-période où le courant d’inductance s’annule 
lorsque l’interrupteur    est dans la position ouvert, le modèle moyen partiel (contenant 
uniquement les deux dynamiques caractérisées par les matrices :                          
d’équations (3.73) et (3.77)) est calculé pour l’entrée skdkdkd  ))()(()( 2 , 
1,...,1  ns  de la façon suivante : 
 
))(),(()(        
)()))(1()(()(
1,1,2
0
kdtxftxA
txkdAkdAtx
sn
L
DCM
iouvertouvert





 
(3.92)   
En utilisant l’équation (3.81) pour la variable       , la matrice              a la forme 
suivante : 
 
2,...,0pour  1,...,1 avec         
,
1)(
)(
0
1,1,2






















nns
RCCV
sVVkd
LV
sVVkd
A
s
se
s
se
DCM sn
 
(3.93)   
La valeur d’indice   est strictement positive, ceci est dû au fait que ce type de transition est 
défini par des valeurs du rapport cyclique      et de la somme            qui 
appartiennent à des sous-périodes différentes. Par conséquent, la valeur de l’indice   est 
associée à la sous-période contenant la somme           , c’est-à-dire la sous-période où 
le courant    s’annule. 
On note que les modèles moyens (3.90), (3.91), (3.92) s’expriment comme des 
fonctions           dépendantes du vecteur d’état et du rapport cyclique. Afin d’obtenir des 
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dynamiques linéaires de ces modèles moyens en mode de conduction continue et discontinue, 
on procède à leur linéarisation : 
 
)(
~),,(~),,(~
1
1,
1
1,
kd
d
Vdxf
x
x
Vdxf
x
n
ne
n
ne
Dd
Xx
e
Dd
Xx
e







 





 
(3.94)   
où les valeurs de linéarisation du rapport cyclique : 
 





 






1
,)(pour  1,...,0   ,
2
12
1
nn
kdn
n
Dn
 
(3.95)   
ont été choisies au milieu de chaque sous-période   et les valeurs du point de linéarisation    
sont les suivantes : 
 



















DCMen  
2
,
4
11
2
CCMen  
 ,  ,
2
1
1
1,
s
n
e
en
s
s
L
s
L
ne RT
L
K
D
K
V
VD
V
R
V
I
V
I
X
 
(3.96)   
Du fait que la tension de sortie    de l’équation (3.89) s’exprime en fonction du rapport 
cyclique      , dans le terme         
  
, il faut également déterminer la dérivée de    par 
rapport au rapport cyclique   : 
 
3
2
22
4
11
4
1
8
d
d
K
d
K
KV
d
V es












 
(3.97)   
avant d’évaluer le terme         
  
 dans la valeur du rapport cyclique :       . 
Les représentations dans l’espace d’état des modèles linéarisés à temps continu sont alors les 
suivantes : 
 












6 mode si ),(
~~
5 mode si ),(
~~
4 mode si    ),(
~~
~
1,1,21,1,2
1,31,3
11
kdBxA
kdBxA
kdBxA
x
l
DCM
l
DCM
l
DCM
l
DCM
l
CCM
l
CCM
snsn
nn
nn

 
(3.98)   
avec les matrices        
 ,        
 ,         
 ,         
 ,             
 ,             
  données 
par : 
 










0
  ,
11 L
V
BAA
e
l
CCMfermé
l
CCM nn

 













































1
1
1,31,3 )(
)(
  ,
1)(
)(
0
1
1
1
1
n
n
nn
Dd
s
s
ene
Dd
s
s
en
l
DCM
s
en
s
en
l
DCM
d
V
RCV
VnD
RC
V
d
V
LV
VnD
B
RCCV
VnD
LV
VnD
A



 (3.99)   
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












































1
1
1,1,21,1,2
1
1
1
1
  ,
1
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n
n
snsn
Dd
s
s
ene
Dd
s
s
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l
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s
sen
s
sen
l
DCM
d
V
RCV
VD
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V
d
V
LV
VD
L
V
B
RCCV
sVVD
LV
sVVD
A




 
La variable   prend une valeur de l’ensemble :  2,...,2,1  nn , avec 
2,...,0  n  en fonction de la sous-période où le courant d’inductance s’annule. 
En conséquence, les relations de mise-à-jour des valeurs intermédiaires 
1,..,0 ),(   nn  de l’état pour la  -ème sous-période sont les suivantes : 
 






















6 mode si ,))(())((
5 mode si       ,))(())((
4 mode si          ,))(())((
3 mode si                                                                   ,)(
2 mode si                                                                         ,)(
1 mode si                                                         ,)(
)1(
1,1
,
,
,
1,1
,
,
,
1,1
,
,
,
0
1,1,21,1,2
1,31,3
11
nen
dl
DCMne
dl
DCM
nen
dl
DCMne
dl
DCM
nen
dl
CCMne
dl
CCM
d
iouvert
d
ouvert
e
d
fermé
d
fermé
DkdBnA
DkdBnA
DkdBnA
nA
nA
VBnA
n
snsn
nn
nn
L







 
(3.100)   
où les notations   
  et   
  indiquent le fait que les matrices    et    ont été discrétisées avec 
une période égale à la longueur    d’une sous-période, et     représentent des points de 
linéarisation satisfaisant les relation suivantes : 
 
















6 mode si ,
5 mode si  ,
4 mode si  ,
,
)(,
e)(,
1,
1,1,2
11,31,3
111
ne
d
DCM
eDkd
d
DCMne
d
DCM
Dkd
d
CCMne
d
CCM
ne
sn
nnn
nnn
A
VBA
VBA




 
(3.101)   
L’application de la relation (3.100) de façon consécutive conduit ainsi à un modèle affine par 
morceaux à temps discret de la forme : 
 
dynamiqueq
u
q
x
q .,N,.qfkdBkxAkx .1 avec ,)( )()1( 











 DCMen  pour   ,1.  ,
1
)()(
CCMen                                                                  , 1)()(
et            
1.0 ,
1
)(       si 
2
2
npps.,νn,.p
p
kdkd
p
kdkd
.,ν,. n
n
kd
n


 
(3.102)   
qui décrit le comportement du convertisseur buck dans les deux modes de fonctionnement 
CCM et DCM. De manière générale, le nombre de dynamiques affines du modèle PWA à 
temps discret (3.102) est : 
 
1
2
)2)(1(




dynamiqueN
 
(3.103)   
Le modèle PWA à temps discret (3.102) pour une résolution     contient neuf 
dynamiques différentes selon la position du rapport cyclique      et la valeur du courant par 
l’inductance    à la fin de chaque sous-période, évaluée par la somme           . La 
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Figure 3.4.1.4 présente toutes les combinaisons possibles pour l’évolution du courant    en 
régime stationnaire : trois cas (voir Figure 3.4.1.4 (1), (5), (8)) pour le fonctionnement du 
convertisseur en mode de conduction continue et les autres six cas caractérisant le mode de 
conduction discontinue. 
Chaque dynamique du modèle PWA avec     présente un point d’équilibre local 
noté   
 ,                    Par la suite, on prend l’exemple du cas illustré sur la Figure 
3.4.1.4 (4) afin de montrer la méthode de calcul du point d’équilibre   
  et la façon d’obtenir 
l’expression de la dynamique numéro 4 du modèle PWA à temps discret. 
Dans ce cas, l’évolution de l’interrupteur    et du courant    suit la séquence suivante : 
                                       
              
             
              
                    
              
 
 
 
Figure 3.4.1.4 : Formes d’onde du courant par l’inductance en régime permanent sur une période 
d’échantillonnage et pour une résolution 3 . 
 
Par conséquent, dans l’équation (3.102) on a : 
              
 
 
   cette valeur de la variable   est utilisée pour la dynamique 
du mode 4 dans les équations (3.98)-(3.99), lorsque l’interrupteur    commute de la 
position fermée dans la position ouverte pendant la première sous-période ; 
                 
 
 
        pour la dynamique du mode 6 dans 
l’équation (3.98)-(3.99), lorsque le courant traversant l’inductance s’annule à 
l’intérieur de la troisième sous-période. 
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Comme la transition de l’interrupteur    se produit dans la première sous-période avec 
   , la valeur du rapport cyclique utilisée pour le calcul des matrices associées aux modes 4 
et 6 dans l’équation (3.98)-(3.99) est    
 
 
. 
En régime stationnaire, les équations qui décrivent les valeurs des variables d’état à la 
fin de chaque sous-période sont les suivantes : 
 
2
4
3
4
1
4
2
4
0
4
1
4
3,1,2
11



d
DCM
d
ouvert
e
d
CCM
d
CCM
A
A
VBA



 
(3.104)   
où les matrices      
 ,      
  et          
  représentent les matrices      ,      de l’équation 
(3.90) et                   
 de l’équation (3.93) discrétisées avec la période   . 
En imposant que les valeurs de l’état au début et à la fin de la période de commutation 
soient égales  :   
    
   on trouve l’expression du point   
       
  : 
 
e
d
CCM
d
ouvert
d
DCM
d
CCM
d
ouvert
d
DCM
e VBAAAAAIkx
13,1,213,1,2
1
24 )(][
  (3.105)   
Une fois que la valeur du point d’équilibre   
  est déterminée, les valeurs 
intermédiaires   
  et   
  sont calculées de manière récursive. 
Alors, l’état à l’instant     est obtenu en appliquant successivement les dynamiques 
des modes : 4, 2 et 6 de l’équation (3.100) et en utilisant le point local d’équilibre   
  et les 
valeurs intermédiaires   
 ,   
  des équations (3.104) : 
 
edl
DCM
dl
DCM
d
ouvert
dl
CCM
edl
CCM
xDkdBA
A
DkdBxA
41
,2
4
,
1
41
,
4
,
))(())2(()3(
)1()2(
))(())0(()1(
3,1,23,1,2
11






 (3.106)   
Tout en sachant que           et            , la dynamique numéro 4 du 
modèle PWA présente l’expression suivante : 
 
444 )()()1( fkxBkxAkx
ux   
(3.107)   
avec : 
 dl
CCM
d
ouvert
dl
DCM
x AAAA ,,4 13,1,2
 
dl
DCM
dl
CCM
d
ouvert
dl
DCM
u BBAAB ,,,4 3,1,213,1,2 
 
144444 DBxAxf
uexe   
(3.108)   
La méthode de calcul du point local d’équilibre   
  et de la dynamique numéro 4 peut 
également être appliquée pour tous les autres cas illustrés sur la Figure 3.4.1.4. Cela conduit à 
un modèle PWA avec une résolution     valide dans les deux modes CCM et DCM de la 
forme : 
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(3.109)   
En mode de conduction discontinue, la valeur du courant d’inductance    à la fin de la 
période de commutation    est égale à zéro. Cependant, le modèle PWA à temps discret 
(3.109) approche le courant d’inductance par une valeur supérieure à zéro en DCM. Afin 
d’améliorer l’approximation de la valeur du courant fournie par le modèle hybride à temps 
discret on introduit des éléments égaux à zéro dans la première ligne des matrices : 
d
DCM
d
DCM
d
DCM
d
DCM BABA ,*3,*3,*2,*2 ,,, utilisées dans le calcul des points d’équilibre locaux de chaque 
dynamique, et 
l
DCM
l
DCM
l
DCM
l
DCM BABA ,*3,*3,*,*2,*,*2 ,,, ,
dl
DCM
dl
DCM
dl
DCM
dl
DCM BABA
,,,,
,*3,*3,*,*2,*,*2
,,, employées afin 
d’obtenir les dynamiques affines du modèle PWA (3.109). Ainsi, on peut écrire la forme 
générale de ces matrices comme : 
 













*
0
  ,
**
00
BA
 
(3.110)   
L’influence des éléments égaux à zéro introduits dans les matrices mentionnées 
précédemment est la suivante : 
 au niveau des matrices   
  
,   
  
 , les zéros permettent de réduire les 
oscillations du modèle au démarrage, qui conduisent vers des valeurs négatives 
du courant traversant l’inductance ; 
 au niveau des matrices   
 ,   
  , les zéros influencent les valeurs des variables 
d’état en régime permanent ; 
 au niveau de  matrices   
 ,   
  , les zéros influencent l’écart entre la tension de 
sortie fournie par le modèle PWA et la tension de sortie de référence. 
Par conséquent, si on introduit des éléments égaux à zéro uniquement dans les 
matrices   
  
,   
  
 et   
 ,   
  , on garantit une valeur nulle du courant par l’inductance à la fin 
de la période de commutation. En contrepartie, on obtient une erreur considérable entre la 
tension de sortie et sa valeur de référence. D’autre part, l’introduction d’éléments égaux à 
Chapitre III 
Modélisation hybride des convertisseurs de puissance  
 
110 
 
zéro uniquement dans les matrices   
  
,   
  
 et   
 ,   
  , fournit une meilleure approximation 
de la tension de sortie, alors que le courant dans l’inductance prend une valeur positive à la fin 
de la période de commutation. 
La Figure 3.4.1.5 montre ces deux situations en considérant le point d’équilibre local 
  
  de l’exemple présenté précédemment, c’est-à-dire avant (Figure 3.4.1.5(a)) et après 
(Figure 3.4.1.5(b)) l’introduction d’éléments égaux à zéro sur la première ligne de la matrice 
         
 . La valeur du point d’équilibre   
  calculée à base du modèle PWA est comparée 
avec le point d’équilibre    déterminé en utilisant les dynamiques exactes des modes 1, 2 et 3, 
discrétisées avec des périodes appropriées, et également avec la valeur du point d’équilibre 
     de la relation (3.96), employée pour l’évaluation de la matrice          
 . 
Le point d’équilibre    est calculé avec la relation suivante : 
 
e
d
fermé
d
ouvert
d
iouvert
d
fermé
d
ouvert
d
iouvert VBAAAAAIX LL 0
1
020 )( 

  
(3.111)   
où les matrices       
 ,       
 ,        
 ,             
  correspondent respectivement aux 
matrices :       ,        discrétisées avec la période     ,         discrétisée avec la 
période      et              discrétisée avec la période            . La valeur de la 
variable    est déterminée à partir de l’équation (3.81) avec        , 
s
e
s
RT
L
K
kd
K
V
V
2
,
)(
4
11
2
2


  et         . 
 
Figure 3.4.1.5 : Point d’équilibre 
ex4  avant (a) et après (b) l’introduction d’éléments zéro dans la 
matrice d
DCMA 3,1,2 . Comparaison avec la valeur exacte du point d’équilibre 0X  et avec la valeur 
moyenne 1,eX . 
 
Finalement, nous concluons qu’un modèle qui assure une bonne approximation au 
niveau du courant par l’inductance en mode de conduction discontinue est préférable à un 
modèle plus précis concernant la tension de sortie. Ainsi, les matrices   
  
,   
  
,   
 ,   
 , 
  
 ,   
 , modifiées conformément à l’équation (3.110), seront utilisées dans l’expression du 
modèle PWA (3.109). 
Le comportement de ce modèle hybride est évalué par plusieurs simulations sous 
Matlab
TM
/Simulink
TM. L’évolution des variables d’état est comparée avec les signaux générés 
par le circuit en commutation du convertisseur construit avec la libraire SimPowerSystems et, 
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en même temps, avec l’évolution des variables d’état fournies par le modèle moyen de 
l’équation (3.74) en CCM et (3.87) en DCM. 
Plusieurs valeurs du rapport cyclique   et de la résistance de charge   ont été 
considérées dans le but de présenter le comportement des neuf dynamiques affines du modèle 
PWA (3.109). Ces valeurs sont données dans le Tableau 3.4.1.1. 
 
       Rapport 
cyclique   
     Dynamique du 
modèle PWA 
Mode de 
fonctionnement 
 
 
 
 
24 
 
 
0.2 
2 Dynamique 1 CCM 
300 Dynamique 2 DCM 
100 Dynamique 3 DCM 
22 Dynamique 4 DCM 
 
0.5 
2 Dynamique 5 CCM 
10 Dynamique 6 DCM 
44 Dynamique 7 DCM 
0.75 2 Dynamique 8 CCM 
100 Dynamique 9 DCM 
 
Tableau 3.4.1.1 : Valeurs du rapport cyclique et de la résistance de charge utilisées afin de simuler le 
comportement du modèle PWA avec une résolution    . 
 
Dans un premier temps on considère une valeur du rapport cyclique comprise dans 
l’intervalle    
 
 
  :       et une résistance de charge         . Pour ces valeurs le 
convertisseur fonctionne en mode de conduction discontinue et le courant d’inductance 
s’annule dans le premier tiers de la période de commutation   . En utilisant un changement en 
échelon de la résistance de      [Ω] à         , le courant    atteint la valeur zéro 
dans le deuxième tiers de la période de commutation. Sur la Figure 3.4.1.6, le modèle PWA 
utilise la deuxième dynamique jusqu’à         s et ensuite la troisième dynamique. 
Également, les valeurs intermédiaires des variables d’état ont été représentées (trait pointillé). 
On constate la bonne précision du modèle PWA au niveau du courant dans l’inductance 
malgré l’écart (de l’ordre de 50%) au niveau de la tension de sortie. Comme mentionné 
précédemment une plus grande importance a été accordée à une bonne représentation du 
courant dans l’inductance. 
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Figure 3.4.1.6 : Fonctionnement du convertisseur buck en DCM. Comportement des dynamiques 2 et 
3 du modèle PWA à temps discret (résolution    ). 
 
Pour un changement de résistance de la valeur initiale          à          le 
comportement des dynamiques 3 et 4 du modèle PWA est illustré sur la Figure 3.4.1.7. Ces 
valeurs de la résistance et un rapport cyclique       assurent toujours un fonctionnement du 
convertisseur buck en mode de conduction discontinue. 
 
 
Figure 3.4.1.7 : Fonctionnement du convertisseur buck en DCM. Comportement des dynamiques 3 et 
4 du modèle PWA à temps discret (résolution    ). 
 
La Figure 3.4.1.8 présente la transition entre les deux modes de fonctionnement. 
Initialement, le convertisseur fonctionne dans le mode DCM avec une résistance        . 
Si on diminue cette valeur à        , le convertisseur passe en mode de conduction 
continue. On note que le modèle PWA est capable d’approcher le comportement du 
convertisseur buck en DCM et également en CCM. 
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Figure 3.4.1.8 : Changement du mode de fonctionnement (DCM  CCM) du convertisseur buck 
Comportement des dynamiques 4 et 1 du modèle PWA à temps discret (résolution    ). 
 
Afin de déterminer le mode de conduction, la condition suivante : 
 



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 )(1)( :DCM
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2
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(3.112)   
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(3.113)   
est vérifiée à chaque instant, en utilisant les valeurs des signaux       et       générés par le 
circuit en commutation. 
L’expression (3.113) est déterminée en utilisant les relations suivantes : 
 
e
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LL dT
L
kvV
kiki
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

 
e
s
L Tkd
L
kv
ki )(
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)( 2max 
 
(3.114)   
qui ont été déduites de la forme d’onde du courant d’inductance en régime transitoire illustré 
dans la Figure 3.4.1.9. 
 
Figure 3.4.1.9 : Forme d’onde du courant par l’inductance en régime transitoire sur une période de 
commutation eT . 
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Dans un deuxième temps, on considère la valeur du rapport cyclique :       qui 
appartient à l’intervalle   
 
  
 
 . En mode de conduction discontinue, l’évolution des variables 
d’états est présentée sur la Figure 3.4.1.10 pour une variation de la résistance de charge de 
         à        . 
 
Figure 3.4.1.10 : Fonctionnement du convertisseur buck en DCM. Comportement des dynamiques 6 et 
7 du modèle PWA à temps discret (résolution    ). 
 
Pour un rapport cyclique        la transition en mode de conduction continue est 
réalisée par un changement de résistance de         à       . Le comportement du 
convertisseur buck est illustré sur la Figure 3.4.1.11. 
 
Figure 3.4.1.11 : Changement du mode de fonctionnement (DCM  CCM) du convertisseur buck 
Comportement des dynamiques 7 et 5 du modèle PWA à temps discret (résolution    ). 
 
Finalement, la valeur du rapport cyclique est choisie dans l’intervalle   
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PWA utilise la neuvième dynamique affine. Lorsqu’on change la valeur de la résistance à 
      , on génère une transition en CCM. Cette situation est présentée sur la Figure 
3.1.1.12. 
 
Figure 3.4.1.12 : Changement du mode de fonctionnement (DCM  CCM) du convertisseur buck 
Comportement des dynamiques 9 et 8 du modèle PWA à temps discret (résolution    ). 
 
En conclusion, le modèle affine par morceaux à temps discret (3.109) proposé 
reproduit le comportement du convertisseur d’une manière satisfaisante en mode de 
conduction continue et également en mode discontinue. 
 
3.5 Conclusions 
Dans le cadre du développement des lois de commande stabilisantes et robustes, des 
modèles mathématiques affines par morceaux à temps discret ont été déterminés pour des 
convertisseurs de puissance DC-DC fonctionnant à fréquence de commutation fixe. La 
méthode de modélisation proposée repose sur la partition de la période de commutation en ν 
sous-périodes. Le comportement dynamique est approché dans chaque sous-période par une 
dynamique affine à temps discret différente, ce qui permet d’obtenir un modèle PWA avec les 
dynamiques sélectionnées en fonction de la valeur d’entrée de commande (le rapport 
cyclique). Cette approche de modélisation a été abordée dans les deux modes de 
fonctionnement caractéristiques aux convertisseurs DC-DC : le mode de conduction continue 
et le mode de conduction discontinue. 
En CCM, la technique de modélisation est appliquée, en particulier, sur deux 
convertisseurs DC-DC : tout d’abord, un convertisseur d’ordre deux (de type buck) qui nous a 
permis d’expliquer le principe et d’établir les étapes de la méthode proposée, et ensuite un 
convertisseur d’ordre quatre (de type flyback avec filtre d’entrée) qui présente un 
comportement fortement non-linéaire rencontré sur la majorité des convertisseurs DC-DC. 
Pour le deuxième convertisseur considéré, la méthode de modélisation a été adaptée afin 
d’assurer la continuité en régime permanent des dynamiques affines du modèle aux frontières 
d’intervalles de validité de chaque approximation. Après avoir présenté les détails de la 
technique de modélisation sur ces deux exemples, celle-ci pourra être appliquée facilement à 
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d’autres topologies de convertisseurs DC-DC. Dans les deux cas traités, il a été montré par 
plusieurs simulations que le modèle PWA approche d’une manière satisfaisante le 
comportement dynamique de chaque convertisseur dans l’ensemble du domaine de 
fonctionnement. 
La méthode de modélisation a été étendue, afin de pouvoir représenter le 
comportement dynamique du convertisseur buck fonctionnant séparément en CCM ou DCM 
et également pour des transitions entre ces deux modes de fonctionnement. Les simulations 
effectuées montrent que les dynamiques caractérisant le mode de fonctionnement discontinu 
fournissent une bonne approximation de la forme d’onde du courant d’inductance. 
Le principal avantage des modèles PWA conçus est représenté par la possibilité de 
choisir la résolution   désirée, directement liée à la précision et la complexité des modèles 
hybrides. Un modèle PWA très précis comprend implicitement un nombre élevé de 
dynamiques affines différentes. Par conséquent, il s’avère nécessaire de faire un compromis 
précision/complexité pour obtenir une approximation affine par morceaux satisfaisante et de 
faible complexité qui pourra servir pour la mise en place des stratégies de commande 
stabilisantes et performantes. 
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4 Commande par retour d’état à gains commutés en mode de conduction 
continue 
Le principal objectif de nos travaux consiste dans la synthèse d’une loi de commande 
en vue de régler la tension de sortie d’un convertisseur de puissance DC-DC quelque soit les 
différentes perturbations possibles (changements de la tension d’alimentation et (ou) de la 
résistance de charge), afin de satisfaire un cahier de charges préalablement défini. Dans cette 
optique, il s’avère nécessaire de proposer des stratégies de commande performantes, capables 
de garantir la stabilité globale du système bouclé et d’assurer des performances satisfaisantes 
dans tout le domaine de fonctionnement du convertisseur. Le développement des stratégies de 
commande présente des difficultés liées au comportement non-linéaire, des convertisseurs 
DC-DC, généré par leur structure variable. Par conséquent, le développement d’un modèle 
précis qui reflète le comportement du circuit électronique d’un convertisseur, tout en restant 
suffisamment simple du point de vue mathématique, est essentiel. À cet effet, nous avons 
opté, dans le Chapitre III, pour une approche de modélisation hybride en mode de conduction 
continue, qui conduit à un modèle affine par morceaux (PWA) avec une résolution ajustable 
et qui peut s’appliquer facilement à différentes topologies de convertisseurs. La méthode de 
modélisation proposée permet d’obtenir une bonne approximation de la dynamique d’un 
convertisseur dans tout le domaine de fonctionnement d’une part, et une structure du modèle 
hybride adaptée aux méthodes d’analyse de la stabilité et de synthèse de différents lois de 
commande d’autre part. 
Par ailleurs, une autre difficulté réside dans la validation expérimentale d’une loi de 
commande. La complexité du régulateur élaboré selon la stratégie de commande adoptée peut 
rendre la loi de commande difficile à implanter en temps réel, et ce en raison du temps de 
calcul élevé par rapport à la période d’échantillonnage du système (les convertisseurs de 
puissance étant des systèmes rapides) ou par rapport aux ressources de calcul nécessaires. 
Dans ce chapitre, nous proposons l’élaboration d’une loi de commande par retour 
d’état linéaire par morceaux (PWL) afin de réguler la tension de sortie à une valeur de 
référence désirée. La synthèse de cette loi de commande est formulée sur la base d’un modèle 
PWA qui décrit le comportement dynamique du convertisseur, fonctionnant en mode de 
conduction continue. Nous avons décrit, dans le Chapitre II (Section 2.2.3), les fondements 
théoriques et la synthèse d’une loi de commande PWL fondée sur une fonction de Lyapunov 
quadratique commune (la fonction de Lyapunov est la même pour toutes les régions du 
modèle PWA) ou sur une fonction de Lyapunov quadratique par morceaux (dans ce cas, il 
existe une fonction de Lyapunov quadratique pour chaque région de définition du modèle 
PWA). Cette approche conduit à l’obtention d’une loi de commande par retour d’état 
stabilisante définie par plusieurs vecteurs de retour différents, où chaque vecteur est attribué à 
l’une des dynamiques du modèle PWA. Dans les sections suivantes, cette commande à gains 
commutés est appliquée sur les modèles PWA développés dans le Chapitre III pour les 
convertisseurs buck et flyback avec filtre d’entrée, en mode de conduction continue. Pour 
chacune de ces deux topologies, la stratégie de commande PWL est adaptée afin de répondre 
aux objectifs envisagés. De même, l’analyse des performances de lois de commande PWL est 
réalisée grâce à des essais en simulation et leurs performances sont comparées aux résultats 
obtenus par des commandes « classiques » : un régulateur PI et une commande par retour 
d’état à gains fixes calculée par la méthode de placement de pôles. Afin d’analyser l’apport de 
l’approximation affine par morceaux dans la synthèse du correcteur, nous avons déterminé 
une loi de commande par retour d’état à gains fixes sur la base du modèle moyen linéaire de 
chaque convertisseur. L’élaboration de cette commande est fondée sur l’utilisation d’une 
Chapitre IV 
Commande par retour d’état à gains commutés en mode de conduction continue 
 
118 
 
fonction de Lyapunov quadratique, ce qui assure la stabilité du système bouclé comme dans le 
cas de la commande par retour d’état PWL. 
Pour le convertisseur buck, les résultats de l’analyse comparative effectuée en 
simulation sont complétés avec ceux fournis par des essais expérimentaux. 
 
4.1 Application à un convertisseur de type buck 
La stratégie de commande par retour d’état linéaire par morceaux (PWL) est appliquée 
sur le convertisseur buck avec la topologie du circuit idéal représenté sur la Figure 4.1.1. On 
peut constater que les pertes dans le circuit (représentées par    - la résistance interne de 
l’inductance   et     - la résistance en série du condensateur  ) ne sont pas prises en compte 
pour la synthèse du correcteur PWL. 
 
Figure 4.1.1 : Schéma du convertisseur buck sans pertes. 
 
Avant de présenter notre approche, nous rappelons la forme du modèle affine par 
morceaux (PWA) à temps discret valide en CCM, obtenu pour les valeurs numériques des 
paramètres du convertisseur :           et      données dans la Table 3.3.1, une résistance 
de charge         et une résolution 3  : 
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Les matrices 
u
nB 1  et les termes affines 1nf  présentent les expressions suivantes : 
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(4.2)   
 tandis que les matrices 
x
nA 1 , 
'
1
d
nF  , 
ev
nF 1  et les vecteurs 1nct  sont donnés par la relation 
(3.38) et eV  représente la valeur nominale de la tension d’alimentation. 
Le modèle hybride (4.1)-(4.2) développé dans le cas général, présente deux entrées : la 
tension d’alimentation )(kve  et le rapport cyclique )(kd . Cependant, pour synthétiser la loi 
de commande PWL, nous avons opté pour une forme simplifiée du modèle affine par 
morceaux à temps discret pour lequel l’entrée est représentée uniquement par le rapport 
cyclique     , alors que la tension d’alimentation est considérée constante. Par conséquent, le 
modèle PWA à temps discret est reformulé de la façon suivante : 
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 avec les termes affines 1nf  donnés par la relation : 
 d
ne
v
nn nFVFf
e 
  111  (4.4)   
À partir de cette expression, le modèle PWA sera modifié afin de pouvoir servir 
comme modèle de synthèse de la loi de commande PWL. 
Dans la Section 2.2.3 du Chapitre II, la synthèse d’une loi de commande linéaire par 
morceaux (PWL) [Fen02], [FCMM02] a été détaillée sur la base d’un modèle affine par 
morceaux (PWA) à temps discret autonome, pour lequel les termes affines sont nuls ( 0jf ). 
Ce type de modèle présente le point d’équilibre 0x  et la loi de commande PWL, élaborée 
en utilisant une fonction de Lyapunov quadratique ou quadratique par morceaux, assure la 
stabilité asymptotique du point d’équilibre du système en boucle fermée. Afin de pouvoir 
appliquer ces notions théoriques sur le modèle PWA (4.3)-(4.4) du convertisseur buck, le 
modèle hybride est centré autour de l’un des points d’équilibres locales 1,0 ,1,0  nx n  
de ses   dynamiques affines. L’objectif est d’obtenir 0x  comme point d’équilibre pour 
l’une des dynamiques du modèle PWA. Les points d’équilibre locaux sont calculés par la 
relation suivante : 
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(4.5)   
où 1nD  représente les points de linéarisation utilisés dans l’étape de modélisation hybride et 
leurs valeurs sont données par l’équation (3.30). 
En sachant qu’en mode de conduction continue, le domaine de fonctionnement du 
convertisseur est défini pour une tension d’alimentation et une puissance de sortie comprises, 
respectivement, dans l’intervalle               et l’intervalle               , et que la 
tension de sortie de référence est           , alors les points de fonctionnements 
admissibles dans ces marges correspondent aux valeurs du rapport cyclique appartenant à 
l’intervalle  
 
 
 
 
 
     . De ce fait, nous avons choisi le point d’équilibre local 1 ,1,0  nx n , 
caractéristique à la seconde dynamique du modèle hybride. Ainsi, l’expression du modèle 
PWA à temps discret (4.3)-(4.4) centré dans le point d’équilibre 2,0x  est la suivante : 
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(4.6)   
avec : 
 2,0)()( xkxkx 
 
2)()( Dkdkd   
2,01212,011 xfDBxAf n
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x
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(4.7)   
Dans cette formulation, la seconde dynamique du modèle est linéaire ( 02 f ), alors 
que les première et troisième dynamiques sont toujours affines ( 01 f , 03 f ). 
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Généralement, les régions du modèle PWA sont partagées en fonction des contraintes 
imposées sur les variables d’état, c’est-à-dire que le choix de la dynamique active à chaque 
pas d’échantillonnage est réalisé par l’évaluation de conditions qui impliquent le vecteur 
d’état )(kx . Dans notre cas, les dynamiques du modèle hybride (4.6)-(4.7) dépendent 
uniquement de la valeur du rapport cyclique. Ainsi, nous avons ajouté l’entrée de commande 
au vecteur d’état )(kx  afin de vérifier, à chaque instant, dans quelle région se trouve l’état et 
d’identifier la dynamique qu’il faut appliquer pour la mise-à-jour de l’état. Par ailleurs, 
l’intégrale de l’erreur de la tension de sortie est introduite dans le but d’éliminer l’écart entre 
la tension de sortie et la valeur de référence      spécifiée. 
Par conséquent, nous avons augmenté le vecteur d’état )(kx  par deux états 
supplémentaires : l’entrée de commande et l’intégrale de l’erreur de la tension de sortie, à 
l’instant 1k  : 
 )()1()( kdkdkd   
)()()1()( kvkvkzkz refs   
(4.8)   
où                      . 
Ainsi, le vecteur d’état modifié )(kxe  est composé par quatre états : 
  TsLe kzkdkvkikx )1()1()()()(   (4.9)   
et le modèle PWA à temps discret (4.3) étendu devient : 
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(4.10)   
où les matrices 
x
neA 1,   et les vecteurs
d
eB , 1,  nef  et H  sont égaux à : 
 













10
010
011
1,
c
BA
A
d
n
x
n
x
ne ,  10c , 
 TdeB 0100  
 Tnne ff 011,   ,  TH 1000   
(4.11)   
Cette structure du modèle PWA permet l’identification de la région active au pas 
d’échantillonnage courant en utilisant une valeur du rapport cyclique connue, calculée au pas 
précédent. On peut constater que la commande de ce système est donnée par )(kd , 
exprimée comme la différence entre deux valeurs consécutives du rapport cyclique. 
La synthèse de la loi de commande à gains commutés est effectuée sur la base du 
modèle hybride étendu (4.10)-(4.11) avec les termes 01,  nef  et 0H . Dans ce cas, 
l’entrée de commande du modèle PWA - )(kd  présente la structure d’une commande par 
retour d’état linéaire par morceaux : 
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(4.12)   
Elle est capable d’assurer la stabilité du système hybride en boucle fermée dans son domaine 
de validité. Pour chaque dynamique du modèle PWA à temps discret étendu (4.10)-(4.11) on 
cherche un gain 141
x
n RK  , 1,...,0  n  différent, et, par conséquent, la valeur du rapport 
cyclique précédent sera utilisée pour le choix du gain appliqué à chaque pas 
d’échantillonnage. 
Le correcteur stabilisant de la forme (4.12) est obtenu en considérant une fonction de 
Lyapunov quadratique par morceaux (PWQ) : 
   )()()( 1 kxPkxkxV en
T
ee   (4.13)   
où les matrices       sont symétriques (         
 ) et définies positives         . 
Le fait d’avoir une fonction de Lyapunov différente associée à chaque région de définition des 
dynamiques du modèle PWA diminue le degré de conservatisme de la méthode de synthèse. 
La stabilité du système PWA (4.10)-(4.11) (avec 01,  nef  et 0H ) commandé par le 
correcteur (4.12) est garantie s’il existe de matrices 1nP  et des vecteurs du retour d’état 1nK
avec 1,,0  n  pour lesquels la valeur de la fonction de Lyapunov (4.13) est 
décroissante : 
 0))1(())(())((  kxVkxVkxV eee  (4.14)   
pour chaque évolution de l’état du système en boucle fermée : 
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(4.15)   
Les conditions de stabilité fondées sur la fonction de Lyapunov PWQ (4.13) s’écrivent de la 
façon suivante : 
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(4.16)   
où xQ  et uR  représentent des matrices de pondération définies positive ( 0 ,  x
T
xx QQQ ,
0 ,  u
T
uu RRR ) qui permettent d’ajuster les valeurs des gains afin d’obtenir les 
performances désirées. Les inégalités avec mn   caractérisent l’évolution de l’état )(kxe  à 
l’intérieur de la même région dans l’espace d’état, alors que les indices mn  permettent de 
vérifier les conditions de stabilité pour des transitions de l’état entre deux régions différentes 
du modèle hybride. Par exemple, supposons qu’à l’instant 1k  la valeur du rapport cyclique 
)1( kd  est comprise dans le premier intervalle ],[ 2
1
2 DD   , alors )1( kxe  appartient à la 
première région du modèle PWA. En appliquant la commande )()( 1 kxKkd e , la valeur du 
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rapport cyclique )(kd  peut se situer encore dans l’intervalle ],[ 2
1
2 DD    ou peut appartenir 
à un intervalle diffèrent ],[ 2
1
2
n DD n  

, 1, ,1  n . 
Cependant, il est suffisant de tester la décroissance de la fonction de Lyapunov PWQ 
pour les transitions admissibles du point de vue pratique. Dans notre cas, le modèle PWA 
fournit une bonne approximation du comportement du convertisseur buck dans tout son 
domaine de fonctionnement. En conséquence, on considère que les transitions possibles du 
point de vue théorique sont également admissibles du point de vue pratique. Cela signifie que 
pour le calcul des matrices 1nP  et des gains 1nK  de la commande par retour d’état PWL 
(4.12), avec 1,,0  n  nous avons à résoudre un système de )1(  d’inégalités : ν 
inégalités afin de vérifier si les matrices 1nP  sont définies positives,        inégalités 
caractérisant des évolutions de l’état entre des régions différentes et ν inégalités décrivant des 
évolutions de l’état à l’intérieure de la même région. 
Afin de résoudre ce problème de faisabilité, les conditions de stabilité (4.16) sont 
reformulées sous la forme d’un système d’inégalités matricielles linéaires (LMI) par 
l’introduction des variables suivantes : 
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et par la multiplication à gauche et à droite d’inégalités (4.16) avec 11

nP . En utilisant les 
propriétés des matrices 1nP  symétriques : IPP nn 
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(4.18)   
L’utilisation du complément de Schur (voir la Section 2.23 du Chapitre II) conduit au système 
de LMI suivant : 
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(4.19)   
Après avoir résolu le système d’inégalités (4.19), les matrices de Lyapunov 1nP  et les 
vecteurs de retour d’état 1nK , 1,,0  n  sont récupérés avec les relations : 
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La loi de commande par retour d’état linéaire par morceaux, élaborée avec cette 
méthode de synthèse, permet de stabiliser le système autour du point de fonctionnement 
souhaité et d’assurer la stabilité pour une large gamme de variations de la charge R  et de la 
tension d’alimentation ev . 
Pour le modèle PWA à temps discret (4.10)-(4.11) avec la précision 3 , les 
vecteurs de retour d’état  2 ,1 ,0 ,1  nKn  ont été calculés par la résolution d’un système de 
12 inégalités matricielles linaires, avec les matrices de pondération : 1R  et 
  13000011diagQ . La solution de ce problème de faisabilité conduit aux valeurs 
suivantes des vecteurs de retour d’état : 
 006802164100240040901 ,   -,   -,   -,-K   
 006802162100240041302 ,   -,   -,   -,-K   
 006902059100240041703 ,   -,   -,   -,-K   
et des matrices                : 
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0,0015    0,0432    0,0016    0,0060
0,0432    6,5812    0,0330    0,2610
0,0016    0,0330    0,0034    0,0056
0,0060    0,2610    0,0056    0,0359
*10 ,
0,0015    0,0442    0,0016    0,0060
0,0442    6,6629    0,0377    0,2644
0,0016    0,0377    0,0034    0,0057
0,0060    0,2644    0,0057    0,0359
*10 42
4
1 PP













0,0015    0,0411    0,0015    0,0060
0,0411    6,4166    0,0270    0,2508
0,0015    0,0270    0,0034    0,0055
0,0060    0,2508    0,0055    0,0358
*1043P
 
On constate que les valeurs de vecteurs de retour d’état  2 ,1 ,0 ,1  nKn  sont très 
proches. Cette ressemblance entre les valeurs obtenues provient du fait que les trois 
dynamiques du modèle hybride présentent un comportement similaire (la matrice A  est la 
même pour toutes les dynamiques du modèle PWA). Également, la forte pondération 
appliquée sur le rapport cyclique au niveau de la matrice xQ , permet l’obtention d’une 
commande moins rapide et, par la même des vecteurs  2 ,1 ,0 ,1  nKn  avec des valeurs 
moins importantes. Par conséquent, le changement du vecteur de retour d’état utilisé, selon la 
valeur du rapport cyclique, n’apportera pas une amélioration significative dans le comportent 
dynamique du système bouclé. Cependant, la loi de commande par retour d’état PWL 
présente l’avantage d’assurer la stabilité du système dans tout son domaine de 
fonctionnement. 
 
Résultats de simulation et validation expérimentale de la loi de commande à gains 
commutés 
Les performances en boucle fermée du régulateur par retour d’état linéaire par 
morceaux sont analysées à partir des essais de simulation effectués par Matlab/SimulinkTM 
sur le circuit en commutation du convertisseur buck. Ensuite, les résultats obtenus en 
simulations sont validés expérimentalement. 
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Afin d’analyser les performances de la stratégie de commande proposée, on va 
comparer les résultats obtenus avec ceux issus de l’utilisation de trois autres approches de 
commande linéaire : une régulation PI et deux commandes par retour d’état à gains fixes. 
 Régulateur PI 
Pour le régulateur PI, ayant la fonction de transfert  
sTp i
K 11 , les paramètres 
003,0pK  et 
5101552,3 iT  sont utilisés. 
 Commande par retour d’état obtenue par placement de pôles 
La commande par retour d’état est synthétisée par la méthode de placement de pôles. 
Le vecteur de retour d’état est déterminé en utilisant le modèle moyen à temps continu du 
convertisseur donné par l’équation (3.21). Ce modèle est linéaire pour une tension 
d’alimentation constante et prise égale à la valeur nominale [V] 24eV . Afin d’assurer une 
erreur statique nulle, le vecteur d’état du modèle moyen linéaire est augmenté en ajoutant 
l’intégrale de l’erreur de la tension de sortie comme un troisième état :  dttvV sref  )( . Pour 
le système étendu, on considère les pôles :  321 pppp  , où  21, pp  représentent une 
paire de pôles complexes conjugués et 3p  est un pôle réel de la forme : 
)1(02,1 ip  , 13 p  ** 2πf  
Les pôles complexes conjugués correspondent aux pôles d’une dynamique de deuxième 
ordre :                   pour un amortissement   
 
  
. En choisissant cette valeur 
de l’amortissement, on a l’égalité suivante :        , ce qui conduit à l’expression des 
pôles utilisée :               , où       . Les pôles en boucle fermée *p  ont été 
placés aux pulsations 
*
  qui correspondent aux fréquences             et            , 
de telle manière que la commande par retour d’état atteint les performances du régulateur par 
retour d’état PWL pour les valeurs nominales. Ce choix de pôles a permis de déterminer le 
vecteur de retour suivant :  2230014014490 -,,L  . Ainsi, la valeur du rapport cyclique 
calculée à chaque pas présente l’expression :             . 
 Commande par retour d’état sur la base d’une fonction de Lyapunov quadratique 
La loi de commande par retour d’état à gains fixes est élaborée en utilisant le modèle 
moyen (3.21) (linéaire pour une tension d’alimentation    constante) du convertisseur, 
discrétisé avec la période d’échantillonnage    
 
 
. Par conséquent, la forme du modèle 
moyen à temps discret utilisé est la suivante : 
 
)()(
 , ,)()()1( é
kCxky
AAVkdBkxAkx ferme
dd


 
(4.21)   
où les matrices CBAferm  , ,é  sont données par les relations (3.19) et (3.20) avec 0 CL rr  et 
la notation d indique le fait que le modèle a été discrétisé avec la période   . Ce modèle est 
également augmenté avec l’intégrale de l’erreur de la tension de sortie : 
 )()()1()( kvkvkzkz refs   (4.22)   
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en vue d’éliminer une possible erreur statique. 
Afin de pouvoir appliquer les notions théoriques qui permettent d’obtenir un vecteur 
de retour stabilisant, le modèle moyen augmenté à temps discret est centré pour les valeurs à 
l’équilibre de l’état et du rapport cyclique :       , où    est donné par la relation (3.24) 
pour 0 CL rr  et eref VVD  . Ainsi, le modèle de synthèse utilisé présente l’expression 
suivante : 
 
)()(
)()()1(
kxCky
HvVkdBkxAkx
aaa
refe
d
aa
d
aa


 
(4.23)   
avec : 
  TsLa kzkvkix )()()(  
 0;)()( eaa Xkxkx  , Dkdkd  )()(  
     010,100 ,10 ,
0
 ,
1
0












 a
T
d
d
a
d
d
a CHc
B
B
c
A
A
 
(4.24)   
Si on considère l’entrée de commande du système sous la forme d’une commande par 
retour d’état : 
 
axKkd )(  (4.25)   
et la fonction de Lyapunov quadratique : 
  )()())(( kPxkxkxV T
 (4.26)   
les conditions de stabilité du système en boucle fermée sont exprimées par l’ensemble 
d’inégalités suivant : 
 0P  
0)()(  mmx
Td
a
d
a
Td
a
d
a u
RKQKKBAPKBAP
 
(4.27)   
où 0  , 
m
u
m
u
Tm
u RRR  et 0  , 
m
x
m
x
Tm
x QQQ  représentent deux matrices de pondération 
symétriques et définies positives, permettant d’ajuster la valeur du vecteur de retour K . 
En choisissant 30000
m
uR  et   151diag
m
xQ , la résolution du système 
composé par deux inégalités matricielles linéaires conduit au vecteur de retour suivant : 
  006,00054,00425,0 K  (4.28)   
Ce vecteur de retour assure la stabilité au sens de Lyapunov du point d’équilibre 
désiré. 
La valeur de la commande appliquée au convertisseur est représentée par la somme du 
rapport cyclique (4.25) calculé à chaque période d’échantillonnage et la valeur en régime 
stationnaire   :             . 
Afin de comparer le comportement du système en boucle fermée ainsi que les 
performances de lois de commande élaborées, nous avons considéré plusieurs scenarios de 
test, composés par des variations de la tension de référence et de la résistance de charge. Pour 
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chaque scenario de test, nous présentons les résultats obtenus en simulation sur le circuit en 
commutation du convertisseur buck et également ceux obtenus expérimentalement. 
Le convertisseur utilisé pour les essais expérimentaux est présenté sur la Figure 4.1.2. 
Afin d’implanter les quatre stratégies de commandes linéaires, il s’avère nécessaire de 
mesurer le courant de l’inductance et la tension de sortie (pour le régulateur PI, la mesure de 
la tension de sortie est suffisante), de calculer la valeur du rapport cyclique à chaque période 
d’échantillonnage et, ensuite, d’envoyer le signal de commande au convertisseur. Le transfert 
de données entre le convertisseur et le PC est réalisé en utilisant un système d’acquisition et 
de commande « xPC Target ». La période de calcul de la valeur du rapport cyclique est de 
s50  et correspond à la période de commutation du convertisseur buck. Cependant, 
l’acquisition des signaux est réalisée de façon séquentielle, ce qui introduit un délai de s4  
entre deux acquisitions consécutives. De même, la mesure des signaux et l’envoi du signal de 
commande ne sont pas synchronisés, ce qui peut influencer les performances des lois de 
commande proposées. 
     
                                    (b)                                 (c) 
Figure 4.1.2 : Prototype du convertisseur buck (a), banc de variation de charge (b) et carte 
d’acquisition « xPC Target ». 
 
Le schéma de la loi de commande PWL est représenté sur le schéma de la Figure 
4.1.3. Pour l’implantation de cette stratégie de commande, on utilise deux mesures : le courant 
dans l’inductance et la tension de sortie. 
 
Figure 4.1.3 : Schéma de la commande à gains commutés. 
 
Selon la valeur de la commande appliquée au pas d’échantillonnage précédent, on 
identifie le gain actif pour le calcul de la commande       . Ensuite, la valeur du rapport 
cyclique )(kd  est récupérée afin d’être envoyée au convertisseur. 
          
si             
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Dans un premier temps, la réponse en simulation du système par rapport à une 
variation de la tension de référence sous la forme d’un signal carré de                   
et le rapport cyclique généré sont représentés sur la Figure 4.1.4 et la Figure 4.1.5 
 
Figure 4.1.4 : Tension de sortie Vs obtenue en simulation pour une variation de consigne  
Vref : 12[V] – 14[V] – 12[V]. 
 
 
 
Figure 4.1.5 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
une variation de consigne Vref : 12[V] – 14[V] – 12[V]. 
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Dans ce cas, la commande par retour d’état à gains commutés et les deux commandes 
par retour d’état à gains fixes conduisent au même temps de réponse de      , qui est plus 
rapide que celui obtenu en utilisant le régulateur PI          ). Cependant, la commande 
PWL utilise toujours le vecteur de retour d’état caractéristique à la deuxième dynamique du 
modèle hybride, étant donné que la valeur du rapport cyclique reste dans l’intervalle   
 
 
 
 
 . 
On note que la tension de sortie atteint la nouvelle valeur de référence avec une erreur 
statique nulle, pour les quatre lois de commande appliquées. 
Le comportement du convertisseur obtenu expérimentalement vis-à-vis de la même 
variation de consigne est illustré sur la Figure 4.1.6. Le rapport cyclique et la dynamique 
active à chaque pas d’échantillonnage sont donnés sur la Figure 4.1.7. 
 
Figure 4.1.6 : Tension de sortie Vs obtenue expérimentalement pour une variation de consigne 
Vref :12[V] – 14[V] – 12[V]. 
 
Les essais expérimentaux montrent un meilleur temps de réponse ( ms 5,1rt ) du 
convertisseur, en utilisant la régulation PI et la commande par retour d’état à gains fixes 
synthétisée sur la base d’une fonction de Lyapunov quadratique. Pour cette dernière loi de 
commande, la tension de sortie présente le plus petit dépassement sur le front montant de la 
variation de consigne. En contre partie, la commande par retour d’état PWL et la commande 
par retour d’état à gains fixes obtenue par placement de pôles conduisent à un dépassement 
plus important et à un temps de réponse plus grand ( ms 2rt ). Par ailleurs, en raison de 
bruits dans la chaine de mesures, le signal de commande est également «bruité» ce qui induit 
parfois un changement de région sur la dynamique du convertisseur (cf. Figure 4.1.7). 
Dans un deuxième temps, la performance de la commande PWL est testée en présence 
de perturbations de la résistance de charge R  et de la tension d’alimentation eV . On a choisi 
de montrer la dynamique du convertisseur pour des variations de la charge, en utilisant des 
valeurs différentes de la tension d’alimentation : la valeur nominale [V] 24eV et les bornes 
de l’intervalle établie pour cette tension en CCM, respectivement, [V] 20eV  et [V] 30eV
. La réponse du système pour une variation de charge :                obtenue en 
simulation et le rapport cyclique correspondant sont représentés, respectivement, sur la Figure 
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4.1.8 et la Figure 4.1.9. Les signaux de la tension de sortie et du rapport cyclique fournis 
expérimentalement sont donnés sur la Figure 4.1.10 et la Figure 4.1.11. 
 
Figure 4.1.7 : Rapport cyclique (a) généré expérimentalement et dynamiques du modèle hybride 
utilisées (b) pour une variation de consigne Vref : 12[V] – 14[V] – 12[V]. 
 
 
Figure 4.1.8 : Tension de sortie Vs obtenue en simulation pour une variation de la charge  
R : 6[Ω] – 3[Ω] - 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0.55
0.6
0.65
0.7
0.75
Temps (s)
(a)
ra
p
p
o
rt
 c
y
cl
iq
u
e
 
 
régulateur PI
commande par retour d'état (placement de poles)
commande par retour d'état (fct. Lyapunov Q)
commande par retour d'état PWL (fct. Lyapunov PWQ)
0.02 0.021 0.022
0.55
0.6
0.65
 
 
0.071 0.072
0.55
0.6
0.65
 
 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
1
2
3
4
Temps (s)
(b)
d
y
n
am
iq
u
es
  
  
d
u
 m
o
d
èl
e 
P
W
A
0.02 0.03 0.04 0.05 0.06 0.07 0.08
10
15
V
s 
[V
]
 
 
régulation PI
commande par retour d'état (placement de poles)
commande par retour d'état (fct. Lyapunov Q)
commande par retour d'état PWL 
0.02 0.03 0.04 0.05 0.06 0.07 0.08
10
15
V
s 
[V
]
 
 
0.02 0.03 0.04 0.05 0.06 0.07 0.08
10
15
Temps (s)
V
s 
[V
]
 
 
0.02 0.021 0.022
10
12
14
 
 
0.07 0.071 0.072
10
15
 
 
0.02 0.021 0.022
10
12
14
 
 
0.07 0.071 0.072
10
15
 
 
0.02 0.021 0.022
10
12
14
 
 
0.07 0.071 0.072
10
15
 
 
Chapitre IV 
Commande par retour d’état à gains commutés en mode de conduction continue 
 
130 
 
 
 
Figure 4.1.9 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
une variation de la charge R : 6[Ω] – 3[Ω] - 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
 
 
Figure 4.1.10 : Tension de sortie Vs obtenue expérimentalement pour une variation de la charge  
R : 6[Ω] – 3[Ω] - 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
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Figure 4.1.11 : Rapport cyclique (a) généré expérimentalement et dynamiques du modèle hybride (b) 
pour une variation de la charge R : 6[Ω] – 3[Ω] - 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
 
La loi de commande linéaire par morceaux génère un temps de réponse de ms 1  et un 
dépassement de la tension de sortie entre 30% et 33% sur le front descendant de chaque 
variation. Sur le front montant, le dépassement de la tension de sortie est plus important 
(37,5%) alors que le temps de réponse est moins rapide :       pour les essais 
expérimentaux et     pour les essais en simulation. Les performances de la commande à 
gains commutés sont comparables avec celles de la commande par retour d’état à gains fixes 
sur la base d’une fonction de Lyapunov quadratique, en ce qui concerne le temps de réponse 
obtenu et le dépassement résultant. Cependant, la commande PWL est plus rapide et la 
tension de sortie fournie est moins oscillante par rapport aux signaux de sortie générés par le 
régulateur PI et la commande par retour d’état obtenue par placement de pôles.  
On note, également, que le rapport cyclique, calculé avec la loi de commande PWL, 
est généralement compris dans l’intervalle   
 
  
 
 , ce qui implique l’utilisation du même vecteur 
de retour d’état    en régimes permanent et transitoire. Dans le cas de la variation de la 
charge de ][ 3   à ][ 6  , pour une tension d’alimentation de 20[V], la loi de commande PWL 
implantée expérimentalement utilise plutôt le troisième gain du fait que la valeur du rapport 
cyclique dépasse la valeur de 2/3. 
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Concernant la régulation en présence des variations de la charge, les résultats de 
simulations et les validations expérimentales montrent que la loi de commande par retour 
d’état PWL est plus performante en termes de temps de réponse et dépassement au niveau de 
la tension de sortie que celles de commandes linéaires « classiques », telles que la régulation 
PI et la commande par retour d’état obtenu par la méthode de placement de pôles. Cependant, 
la commande par retour d’état synthétisée sur la base d’une fonction de Lyapunov 
quadratique, en utilisant le modèle moyen du convertisseur conduit à des performances 
satisfaisantes. Par conséquent, étant donné que les dynamiques du modèle PWA présentent 
des comportements similaires, le fait de considérer un modèle hybride dans la synthèse de la 
loi de commande par retour d’état, fondée sur une fonction de Lyapunov, n’apporte pas une 
amélioration significative en termes de performances de la commande élaborée. Ces résultats 
sont à relativisés car nous venons de considérer un convertisseur buck sans filtre d’entrée. 
Dans le cas d’un convertisseur avec filtre en entrée, nous allons montrer que notre approche 
donne de meilleurs résultats. 
 
4.2 Application à un convertisseur de type flyback avec filtre d’entrée 
Dans cette section, nous allons appliquer la stratégie de commande à gains commutés 
sur un convertisseur flyback avec filtre d’entrée (voir la Figure 4.2.1) fonctionnant en mode 
de conduction continue avec une fréquence de découpage constante. 
Ce convertisseur présente plusieurs difficultés du point de vue de la commande. La 
topologie du circuit est plus complexe, ce qui se traduit par un modèle mathématique d’ordre 
augmenté, d’une part, et le convertisseur présente un comportement de déphasage non-
minimal (des zéros dans le demi-plan droit) ce qui rend la stabilisation du système assez 
délicate d’autre part. 
Afin d’élaborer une loi de commande PWL stabilisante, nous considérons le modèle 
hybride à temps discret suivant : 
 
,...,1 ,)( si
)()()1(
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(4.29)   
 
Figure 4.2.1 : Schéma équivalent du convertisseur flyback avec filtre d’entrée sans pertes. 
 
Ce modèle a été développé pour les valeurs des paramètres du circuit présentées dans 
la Tableau 3.3.2.1, pour une fréquence de commutation           et pour des intervalles 
de validité                   de la forme :  
   
 
  
 
          avec    . Cependant, pour 
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la synthèse de la loi de commande, les pertes résistives au niveau du circuit ont été 
négligées               . 
Le modèle PWA utilisé comprend des dynamiques affines « continues » à travers les 
frontières d’intervalles de définition par rapport à toutes les variables d’état et à l’entrée de 
commande. Cette propriété est importante lorsque la discontinuité du modèle de synthèse peut 
causer l’apparition du phénomène de réticence. 
Ce modèle est a priori adapté à la synthèse de la commande PWL en suivant les 
mêmes étapes que dans le cas du convertisseur buck : 
 le modèle PWA à temps discret est centré autour d’un point local d’équilibre, tel que 
le point    , lequel représente le point de fonctionnement de l’une des dynamiques 
du modèle hybride. La dynamique et le point local caractéristique sont choisis selon 
les marges de fonctionnement du convertisseur en mode de conduction continue. Etant 
donné le domaine de la tension d’alimentation                  et la relation 
entrée/sortie (3.53) valide en régime permanent, les valeurs du rapport cyclique sont 
comprises dans l’intervalle   
 
  
 
 ,    . Ainsi, le point local d’équilibre, noté     , 
correspond à la quatrième dynamique du modèle PWA à temps discret et son 
expression est donnée par : 
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(4.30)   
Par conséquent, la forme du modèle PWA centré par rapport au point de 
fonctionnement      est la suivante : 
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(4.31)   
avec : 
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(4.32)   
Sous cette forme, le terme affine     du modèle PWA (4.31) est nul, alors que les 
autres termes                 ont des valeurs non nulles. 
 le modèle PWA (4.31)-(4.32) est étendu avec deux états supplémentaires : le rapport 
cyclique à l’instant     (identifie la dynamique active du modèle hybride à chaque 
période d’échantillonnage) et l’erreur de la tension de sortie, noté        (assure 
une erreur statique nulle). L’expression du modèle PWA étendu est la suivante : 
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(4.33)   
où le vecteur d’état étendu est composé de six états : 
                                                
                
 
, la commande du 
système est représentée par        la différence entre deux rapports cycliques 
consécutifs :                      et la dynamique de l’intégrale de l’erreur de 
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la tension de sortie est exprimée par :                            , avec 
                     . Les matrices du modèle PWA augmenté s’écrivent : 
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 1000c , 
 TdeB 010000  
 Tjje ff 0,  ,  TH 100000   
(4.34)   
L’objectif consiste à déterminer une loi de commande par retour d’état :                 
              avec         en utilisant une fonction de Lyapunov quadratique par 
morceaux   )()()( kxPkxkxV ej
T
ee   afin d’assurer la stabilité du système PWA étendu (4.33)-
(4.34) avec        et    . 
Les conditions de stabilité formulées pour le système bouclé sont décrites par les 
inégalités suivantes : 
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(4.35)   
avec xQ , uR  des paramètres d’ajustement des valeurs des vecteurs de retour   . 
Ces conditions imposent : 
1. la décroissance de la fonction de Lyapunov quadratique par morceaux pour : 
a. toutes les évolutions de l’état à l’intérieur du même intervalle     
 
  
 
 ,                   
           Ceci équivaut à écrire les inégalités (4.35) pour des paires       
avec    . 
b. toutes les transitions de l’état d’un intervalle     
 
  
 
  à un autre     
 
  
 
 , avec    ,  
           . 
2. la propriété des matrices   ,           qui représentent des matrices symétriques 
définies positives. 
En utilisant le changement de variables (4.17), les conditions de stabilité (4.35) sont réécrites 
sous la forme d’inégalités matricielles linéaires (LMI) : 
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(4.36)   
afin de déterminer les vecteurs de retour    et les matrices   ,          . Une fois que ce 
problème de faisabilité est résolu, les valeurs des gains sont calculées à l’aide de la relation 
(4.20). 
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Toutefois, il convient de préciser que la dernière dynamique du modèle PWA à temps 
discret a été éliminée de la synthèse de la loi de commande du fait que l’approximation 
fournie par celle-ci n’approche pas d’une manière satisfaisante le comportement réel du 
convertisseur. Sur la Figure 4.2.2, la caractéristique réelle en régime permanent de la tension 
de sortie montre que la valeur de cette tension décroit après une limite physique du rapport 
cyclique. En pratique, la limite supérieure      de la grandeur de commande est inferieure à 
1 – valeur qui correspond à la limite supérieure de point de vu théorique. Concernant le 
modèle PWA, la valeur      appartient au septième intervalle de définition du modèle 
hybride. Dans cet intervalle, le rapprochement affine obtenu ne correspond pas à la 
caractéristique réelle en régime permanent étant donné que les pertes au niveau du circuit ont 
été négligées. Par conséquent, la prise en compte de la dernière dynamique pour la conception 
de la loi de commande pourrait conduire à l’infaisabilité des LMIs ou à la dégradation des 
performances du régulateur. Pour cette raison, dans l’intervalle   
 
       on utilise la sixième 
dynamique afin d’approcher le comportement du convertisseur. 
 
Figure 4.2.2 : Caractéristiques en régime permanent de la tension de sortie du : modèle moyen 
considérant les pertes résistives au niveau du circuit (courbe « cercles »), modèle moyen idéal (courbe 
discontinue) et du modèle PWA avec la résolution 7  (courbe pleine). 
 
Ainsi, le système à résoudre est composé de        inégalités matricielles linéaires :     
pour des conditions de type 1.a,            pour celles de type 1.b et     pour des 
conditions de type 2. 
La loi de commande PWL a été élaborée sur la base des premières six dynamiques 
affines du modèle PWA (4.33)-(4.34), en choisissant les pondérations :           et 
                      . La solution du système composé par 42 LMIs est représentée par 
les valeurs des vecteurs de retour    et des matrices   ,         suivantes : 
 0052039231065601167003750089201 ,   -,   -,   -,   -,    ,-K   
 0062044811086801237002860107802 ,   -,   -,   -,   -,    ,-K   
 4006053061093601220002200111903 ,   -,   -,   -,   -,    ,-K   
 0063063291095001154001570110304 ,   -,   -,   -,   -,    ,-K   
 0048063101073800864000880083905 ,   -,   -,   -,   -,    ,-K   
 0040074501061500739000480069306 ,   -,   -,   -,   -,    ,-K   
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,
0.0020    0.0917    0.0298    0.0260    0.0001-   0.0316
0.0917    8.2084    1.4232    1.5013    0.1808-   1.6283
0.0298    1.4232    0.4915    0.4180    0.0025-   0.5255
0.0260    1.5013    0.4180    0.3943    0.0222-   0.4628
0.0001-   0.1808-   0.0025-   0.0222-   0.0359    0.0133-
0.0316    1.6283    0.5255    0.4628    0.0133-   0.6023
*1051




















P





















0.0002    0.0111    0.0032    0.0027    0.0000-   0.0033
0.0111    1.0215    0.1754    0.1774    0.0175-   0.1979
0.0032    0.1754    0.0521    0.0441    0.0004-   0.0557
0.0027    0.1774    0.0441    0.0409    0.0021-   0.0486
      0       0.0175-   0.0004-   0.0021-   0.0033    0.0014-
0.0033    0.1979    0.0557    0.0486    0.0014-   0.0635
*1062P
 
,
0.0002    0.0132    0.0033    0.0028    0.0000    0.0035
0.0132    1.3067    0.2124    0.2067    0.0159-   0.2366
0.0033    0.2124    0.0546    0.0452    0.0002    0.0580
0.0028    0.2067    0.0452    0.0408    0.0015-   0.0493
      0         0.0159-   0.0002    0.0015-   0.0032    0.0007-
0.0035    0.2366    0.0580    0.0493    0.0007-   0.0655
*1063




















P





















0.0002    0.0158    0.0034    0.0028    0.0001    0.0035
0.0158    1.7507    0.2578    0.2445    0.0150-   0.2846
0.0034    0.2578    0.0569    0.0460    0.0008    0.0600
0.0028    0.2445    0.0460    0.0407    0.0009-   0.0499
      0.0001    0.0150-   0.0008    0.0009-   0.0031         0         
0.0035    0.2846    0.0600    0.0499    0.0000-   0.0672
*1064P
 
,
0.0002    0.0207    0.0038    0.0031    0.0001    0.0040
0.0207    2.6273    0.3394    0.3213    0.0181-   0.3730
0.0038    0.3394    0.0640    0.0520    0.0011    0.0674
0.0031    0.3213    0.0520    0.0457    0.0006-   0.0560
      0.0001   0.0181-   0.0011    0.0006-   0.0030    0.0004       
0.0040    0.3730    0.0674    0.0560    0.0004    0.0749
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     0.0002    0.0134    0.0036    0.0028    0.0002    0.0037    
0.0134    3.1323    0.2168    0.2526    0.0420-   0.2528    
0.0036    0.2168    0.0615    0.0470    0.0029    0.0639    
0.0028    0.2526    0.0470    0.0397    0.0007    0.0502    
0.0002   0.0420-   0.0029    0.0007    0.0030    0.0023    
0.0037    0.2528    0.0639    0.0502    0.0023    0.0703    
*1066P
 
Cependant, lorsque la valeur du rapport cyclique se trouve dans l’intervalle   
 
      , le 
vecteur de retour    est appliqué. 
 
Résultats de simulation de la loi de commande à gains commutés 
Les performances du correcteur par retour d’état PWL sont analysées à travers 
plusieurs simulations sur le circuit en commutation du convertisseur par l’intermédiaire de 
Matlab/Simulink
TM
 et de la libraire SimPowerSystems
TM. Afin d’évaluer les résultats obtenus, 
cette stratégie de commande est comparée avec deux autres approches linéaires : une 
commande par retour d’état déterminée par la méthode de placement de pôles et une 
commande par retour d’état synthétisée sur la base d’une fonction de Lyapunov quadratique. 
La synthèse de ces deux lois de commande est réalisée sur la base du modèle moyen du 
convertisseur, linéarisé au préalable autour d’un point de fonctionnement. La dynamique du 
modèle moyen linéaire et le point de linéarisation    utilisés sont donnés par les relations 
(3.50)-(3.51) et (3.49) pour une tension d’alimentation    constante et des pertes résistives 
nulles               . De même, la valeur   de linéarisation présente l’expression 
suivante :    
   
  
    
. Pour rappel, la forme du modèle moyen linéarisé est définie par : 
 )(
~
)(~)(~ kdBtxAtx ld
l 
 (4.37)   
avec              et             . 
 
 Commande par retour d’état obtenue par placement de pôles 
La loi de commande par retour d’état est élaborée en utilisant le modèle linéaire à 
temps continu (4.37). Le vecteur d’état      est complété avec l’intégrale de l’erreur de la 
tension de sortie :                 afin de compenser un écart possible entre la tension de 
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sortie et la valeur de référence désirée. Pour ce modèle du cinquième ordre, l’on a considéré 
les pôles suivants :  
54321
pppppp   avec  
21
, pp ,  
43
, pp  représentant deux 
paires de pôles complexes conjugués et 5p  constituant un pôle réel de la forme : 
**2514,302,1 2π          ,          ),1(          ),1( fpipip    
Les pôles sont placés aux fréquences : kHz 3et   kHz 5,1  kHz, 3,0 210  fff  afin 
d’obtenir une commande rapide pour laquelle le système en boucle fermée est stable. Ce 
choix a conduit à la valeur du vecteur du retour suivant : 
 17506080096802123017450   ,    ,    ,   ,L  
Ainsi, la loi de commande du système est définie par :           . Cependant, la 
valeur appliquée au circuit en commutation représente la somme de cette commande calculée 
avec la valeur en régime permanent du rapport cyclique:     . 
 Commande par retour d’état sur la base d’une fonction de Lyapunov quadratique 
Cette loi de commande utilise un modèle moyen linéarisé à temps discret. De ce fait, le 
modèle à temps continu (3.50) est discrétisé avec une période d’échantillonnage    
 
 
 . Dans 
ce cas, l’intégrale de l’erreur de la tension de sortie, ajoutée au vecteur d’état     , présente la 
dynamique suivante:                            , avec                      . 
Le modèle étendu à temps discret, utilisé pour la synthèse de la commande, par retour d’état 
est défini par : 
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(4.38)   
avec : 
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 Considérons que l’entrée de commande       présente la forme d’une commande par 
retour d’état à gains fixes :              et qu’il existe une fonction de Lyapunov 
quadratique:            
          ,    
       telle que les conditions de stabilité : 
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(4.40)   
soient satisfaites, alors le vecteur de retour   déterminé permet d’assurer la stabilité du 
système en boucle fermée. Les matrices   
     
    
     
     et   
     
    
   
  
     représentent des pondérations appliquées aux variables d’état et à l’entrée de 
commande afin d’ajuster les performances de la commande élaborée. 
Du fait que le modèle de synthèse (4.38)-(4.39) présente le point d’équilibre     , les 
conditions de stabilité sont directement formulées sans modifier le modèle. 
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En choisissant les pondérations suivantes :           et                     , on 
obtient le vecteur de retour suivant : 
 0,0018   0,0203   0,0264   0.0044   0,0229 K
 
La loi de commande présente ainsi l’avantage d’assurer la stabilité du système dans un 
voisinage des valeurs de linéarisation       . 
La valeur du rapport cyclique appliquée au convertisseur est déterminée par la relation : 
            . 
Nous avons opté pour trois scenarios de test afin de comparer les résultats de 
simulation obtenus en utilisant les trois types de commande linéaire : variations de la consigne 
    , de la résistance de charge   et de la tension d’alimentation   . Dans un premier temps, 
le comportement du système est analysé en présence d’une variation de consigne : 
                      , pour les valeurs nominales de la charge et de la tension 
d’alimentation :        ,         . La réponse du système, la valeur du rapport cyclique 
et la dynamique du modèle active à chaque instant sont montrés sur la Figure 4.2.3 et la 
Figure 4.2.4. On constate que la commande PWL est légèrement plus rapide sur le front 
montant de la variation par rapport à la commande par retour d’état classique. De même, elle 
génère un dépassement sur la tension de sortie moins important que celui obtenu lorsque la 
commande sur la base d’une fonction de Lyapunov quadratique est appliquée. 
 
 
Figure 4.2.3 : Tension de sortie Vs obtenue en simulation pour une variation de consigne Vref : 24[V] – 
26[V] – 24[V]. 
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Figure 4.2.4 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
une variation de consigne Vref : 24[V] – 26[V] – 24[V]. 
 
Dans un deuxième temps, la réponse du convertisseur est évaluée pour des variations 
de charge. La tension de sortie, le rapport cyclique et dynamique active sont présentés, 
respectivement, dans la Figure 4.2.5 et la Figure 4.2.6 (a) et (b). La valeur initiale de la charge 
utilisée en simulation est de       et correspond à une puissance de sortie de         . À 
partir de cette valeur, les variations effectuées permettent de visualiser le comportement du 
convertisseur aux puissances de sortie suivantes:          ,         ,          
et          . Pour des faibles variations de charge (de       à      ), les performances 
des trois lois de commande sont presque identiques. La différence est significative pour des 
échelons importants où le régulateur par retour d’état PWL est plus efficace au niveau du 
temps de réponse et du dépassement de la tension de sortie. Même si le système atteint le 
régime établi dans chaque cas, la réponse est plus rapide lorsqu’on utilise la commande à 
gains commutés. D’ailleurs, lorsque le même gain est appliqué dans l’ensemble du domaine 
de fonctionnement, le dépassement atteint 45% sur le front descendant et 80  sur le front 
montant dans le cas d’une variation de charge de       à       . Cependant, les 
performances de la commande par retour d’état fondée sur une fonction de Lyapunov 
quadratique sont similaires avec celles de la commande PWL dans tous les cas considérés. 
Au niveau de la commande par retour d’état à gains commutés, le quatrième vecteur de retour 
est utilisé, du fait que la valeur du rapport cyclique en régime permanent est comprise dans 
l’intervalle   
 
  
 
 
 . Pour des fortes variation de charge       à       et       à       , la 
commande PWL change la valeur du gain utilisée en régime transitoire. 
Dans le troisième temps, les évolutions de la tension de sortie et du rapport cyclique en 
boucle fermée sont données pour des variations de la tension d’alimentation    (voir la Figure 
4.2.7 et la Figure 4.2.8). Pour la résistance de charge et la consigne, les valeurs nominales 
sont utilisées, alors que la tension d’alimentation varie entre les deux bornes, inferieure et 
supérieure, de       et      . Comme on peut le constater, la commande à gains commutés 
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génère encore un dépassement moins important sur la tension de sortie par rapport à la 
commande obtenue par placement de pôles. 
 
Figure 4.2.5 : Tension de sortie Vs obtenue en simulation pour des variations de la charge R à              
Ve = 12[V]. 
 
 
Figure 4.2.6 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
des variations de la charge R à Ve = 12[V]. 
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Figure 4.2.7 : Tension de sortie Vs obtenue en simulation pour des variations de la tension 
d’alimentation Ve, avec R = 22[Ω] et Vref = 24[V]. 
 
 
Figure 4.2.8 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
une variation de la tension d’alimentation Ve, avec R = 22[Ω] et Vref = 24[V]. 
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Les résultats présentés ne montrent pas une amélioration significative des 
performances de la commande lorsqu’un modèle hybride est utilisé du fait que le domaine de 
fonctionnement en CCM restreint la valeur du rapport cyclique au quatrième intervalle du 
modèle PWA. Ainsi, le vecteur de retour change uniquement en régime transitoire lors d’une 
perturbation appliquée. Afin de montrer l’intérêt de la stratégie de commande PWL nous 
présentons deux scenarios de simulations qui permettent d’atteindre des points de 
fonctionnement pour lesquels le modèle hybride utilise la troisième et la cinquième 
dynamique. Les deux essais sont effectués sur les modèles de synthèse caractéristiques à 
chaque type de commande : le modèle PWA à temps discret (4.33)-(4.34) pour la commande 
PWL, le modèle moyen linéarisé à temps discret (4.38)-(4.39) pour la commande par retour 
d’état fondée sur une fonction de Lyapunov quadratique et le modèle moyen linéarisé à temps 
continu (4.37) pour la commande par retour d’état obtenue par placement de pôles. 
Dans le premier cas, la comparaison entre les trois lois de commande est présentée 
pour une variation de consigne sous la forme d’un signal carrée :       -      -      , une 
tension d’alimentation          et une résistance de charge        . Dans ces 
conditions, la puissance de sortie varie de la façon suivante :       -       -      . La 
tension de sortie, le rapport cyclique et la dynamique active du modèle hybride sont 
représentés dans la Figure 4.2.9 et la Figure 4.2.10 (a) et (b). On constate qu’en régime 
stationnaire, le modèle hybride utilise la cinquième dynamique pour une référence de       et 
la troisième dynamique pour une consigne de      . On remarque également de meilleures 
performances de la commande PWL en termes de temps d’établissement et de dépassement de 
la tension de sortie par rapport aux performances de la commande par retour d’état synthétisé 
sur la base d’une fonction de Lyapunov quadratique. 
Dans le deuxième cas, les performances des lois de commande sont évaluées vis-à-vis 
d’une variation de charge                     . La tension d’alimentation et de 
référence considérées sont respectivement          et           . Pour ces valeurs, on 
considère une variation de la puissance de sortie de :         –         –        . Le 
correcteur PWL est le plus efficace parmi le trois régulateurs proposés (voir la Figure 4.2.11), 
même si la commande PWL utilise toujours le troisième vecteur de retour (voir la Figure 
4.2.12 (b)). 
 
Figure 4.2.9 : Tension de sortie Vs obtenue en simulation pour une variation de consigne  
Vref : 45[V] – 15[V] – 45[V]. 
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Figure 4.2.10 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
une variation de consigne Vref : 45[V] – 15[V] – 45[V]. 
 
 
 
 
Figure 4.2.11 : Tension de sortie Vs obtenue en simulation pour des variations de la charge  
R : 22[Ω] - 11[Ω] - 22[Ω] à Ve = 12[V] et Vref = 16[V]. 
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Figure 4.2.12 : Rapport cyclique (a) généré en simulation et dynamiques du modèle hybride (b) pour 
des variations de la charge R : 22[Ω] - 11[Ω] - 22[Ω] à Ve = 12[V] et Vref = 16[V]. 
 
Le régulateur par retour d’état PWL à gains commutés garantit la stabilité du système 
pour une large gamme de variations de la tension d’entrée, de la charge et de la consigne avec 
de meilleures performances que la commande à gains constants. Le fait d’utiliser un modèle 
hybride dans la synthèse de la commande par retour d’état fondée sur une fonction de 
Lyapunov améliore également le comportement du système bouclé pour des points de 
fonctionnement du convertisseur appartenant à une dynamique du modèle hybride différente 
de celle centrale (la quatrième dynamique), qui coïncide avec l’approximation du modèle 
moyen linéarisé. 
 
4.3 Conclusions 
Dans ce chapitre, la stratégie de commande par retour d’état linéaire par morceaux 
(PWL) a été appliquée sur deux topologies différentes de convertisseurs. Dans les deux cas 
considérés, les modèles PWA à temps discrets ont été utilisés afin de synthétiser des 
régulateurs par retour d’état PWL stabilisants. La stabilité est garantie avec des conditions     
a priori de stabilisation par des fonctions de Lyapunov quadratiques par morceaux, qui ont 
conduit à la résolution d’un système d’équations LMI. 
Les résultats des simulations effectuées sur les circuits en commutation avec  
Matlab/Simulink
TM 
 démontrent l’efficacité de la loi de commande proposée par rapport aux 
lois de commande « classiques » : la régulation PI (uniquement dans le cas du convertisseur 
buck) et la loi de commande à gains fixes (testée sur les deux convertisseurs) qui fournissent 
des résultats satisfaisants seulement pour des faibles variations de paramètres et pour des 
points de fonctionnement proches de la valeur de linéarisation. Par ailleurs, la loi de 
commande à gains commutés a été implantée sur le convertisseur buck, ce qui a permis la 
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validation expérimentale des résultats obtenus en simulation. Malheureusement, la loi de 
commande PWL n’a pas pu être complètement validée expérimentalement sur le 
convertisseur flyback avec filtre d’entrée pour des raisons matérielles liées à la maquette de ce 
convertisseur. 
Cependant, les performances pourraient être améliorées en évitant les transitions 
multiples entre deux intervalles adjacents. En général, ces situations apparaissent pour des 
valeurs du rapport cyclique proches d’une limite entre deux intervalles  
 
          . 
Dans ce cas, le phénomène de réticence pourrait être éliminé en utilisant un comparateur à 
hystérésis, ce qui permettra de diminuer les commutations entre les dynamiques du modèle 
hybride lorsque le rapport cyclique se situe à proximité d’une frontière, et par conséquent 
d’obtenir un régulateur plus efficace. 
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5 Commande prédictive sous la forme explicite en mode de conduction 
continue 
La commande prédictive est une stratégie de commande permettant la formulation des 
objectifs de commande fixés au moyen d’une fonction de coût et des contraintes imposées sur 
les entrées, les variables d’état et les sorties du système à piloter. L’application de la 
commande prédictive repose sur plusieurs principes : 
- l’utilisation d’un modèle mathématique du système afin de prédire à chaque instant 
les sorties futures du système sur un horizon de prédiction fini ; 
- la minimisation d’une fonction de coût pour le calcul de la séquence de 
commandes optimale qui vérifie les contraintes de fonctionnement ; 
- l’utilisation du principe de l’horizon fuyant - seulement le premier élément de la 
séquence de commandes futures est appliqué au système. Ensuite, la procédure 
d’optimisation est répétée à la période d’échantillonnage suivante. 
Du fait que la commande prédictive est formulée sur la base d’un modèle de 
prédiction, les performances de cette commande dépendent principalement de la précision et 
la complexité du modèle de prédiction utilisé dans l’algorithme pour la prédiction du 
comportement futur du système. Un modèle de prédiction complexe implique un temps de 
calcul plus important pour la résolution du problème d’optimisation. De plus, les 
performances de la commande sont influencées par l’horizon de prédiction choisi. Plus 
l’horizon de prédiction est grand dans la limite du temps de réponse en boucle ouverte, plus la 
commande est efficace. Cependant, la taille de la fenêtre de prédiction correspond également 
à la taille du problème d’optimisation à résoudre. Ainsi, un compromis doit être effectué entre 
la précision du modèle, la grandeur d’horizon de prédiction et la complexité de calcul. D’un 
autre point de vue, le temps de calcul dépend de l’algorithme d’optimisation appliqué pour le 
calcul de la commande. L’algorithme adopté doit assurer la convergence et la faisabilité de 
l’optimisation, sachant que le calcul de la commande optimale, à chaque instant 
d’échantillonnage, doit être effectué en un temps inférieur à la période d’échantillonnage. De 
ce fait, l’implantation de la stratégie de commande prédictive peut se faire par la résolution du 
problème d’optimisation « en-ligne », à chaque pas d’échantillonnage, ou « hors-ligne » en 
utilisant des méthodes de programmation multiparamétriques [BM99a], [BBM00b], 
[BBM00a], [BBM00c], [BCM03], [BBBM03], [Bor03], [BBBM05]. 
Dans le cas des convertisseurs de puissance DC-DC qui fonctionnent en mode de 
conduction continue, l’objectif consiste à maintenir la tension de sortie à une valeur de 
référence désirée en utilisant un rapport cyclique compris dans l’intervalle       et une valeur 
du courant de l’inductance strictement positif. La tension de sortie doit suivre la consigne 
souhaitée en présence des perturbations (variations de la tension d’entrée et de la charge par 
exemple) tout en respectant des contraintes sur le rapport cyclique et le courant de 
l’inductance. Afin de répondre aux objectifs de commande fixés, nous proposons d’appliquer 
la méthode de commande prédictive en utilisant comme modèle de prédiction le modèle 
hybride à temps discret du convertisseur buck développé dans le Chapitre III. Par conséquent, 
les performances de la commande sont exprimées par la définition d’un problème 
d’optimisation soumis aux contraintes fondées sur un modèle affine par morceaux, lequel 
fourni une bonne approximation du comportement dynamique du convertisseur dans tout son 
domaine de fonctionnement. Dans le Chapitre II (Sections 2.3, 2.4, 2.5 et 2.6), nous avons 
classifié la résolution du problème d’optimisation selon : 
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 le type de modèle de prédiction utilisé, modèles linéaires et modèles hybrides à 
temps discret ; 
 la norme du critère à minimiser, norme linéaire/quadratique pour les modèles 
linéaires et norme linéaire pour les modèles hybrides ; 
 la méthode d’implantation de l’algorithme de commande « en-ligne » ou       
« hors-ligne ». 
Etant donné que le modèle de prédiction utilisé est un modèle hybride et que la période 
d’échantillonnage considérée ne permet pas l’application d’un algorithme de commande « en-
ligne », le problème d’optimisation est formulé en choisissant un critère de minimisation 
linéaire alors que la résolution est effectuée « hors-ligne » en utilisant la méthode de 
programmation multiparamétrique associée avec la programmation dynamique, décrite dans 
la Section 2.6 du Chapitre II. Cette approche permet l’implantation de l’algorithme de 
commande prédictive en temps réel et réduit la complexité de calcul générée par la résolution 
du problème d’optimisation à chaque période d’échantillonnage. La solution explicite 
déterminée « hors-ligne » présente la forme d’une commande par retour d’état affine par 
morceaux [Bor02] définie sur une partition du domaine de fonctionnement. La structure de ce 
correcteur explicite (les régions de définition de la commande dans le domaine de 
fonctionnement, les vecteurs de retour d’état et les termes affines) est sauvegardée dans des 
tables de recherche. De ce fait, l’implantation « en-ligne » de la commande prédictive se 
réduit à la recherche de la région active selon la valeur de l’état à chaque période 
d’échantillonnage et au calcul de la commande, en appliquant le vecteur de retour et le terme 
affine caractéristiques à la région identifiée. La loi de commande est donnée sous la forme 
d’une fonction affine par morceaux exprimée en fonction de l’état du système. Dans le cas des 
convertisseurs de puissance, la loi de commande explicite permet le calcul de la valeur du 
rapport cyclique, qui représente l’entrée de commande des convertisseurs. 
La méthode de commande prédictive sous la forme explicite a été déjà abordée et 
appliquée aux convertisseurs de puissance DC-DC en CCM, tels que les convertisseurs buck 
[AFJ+07] et boost [BPM+07], avec des bons résultats obtenus en simulation. En conséquence, 
le principal objectif de nos travaux de thèse, concernant l’implantation de la stratégie de 
commande, représente la validation expérimentale de la loi de commande explicite élaborée 
sur le modèle PWA du convertisseur buck. 
Les performances de la commande explicite à horizon fini sont évaluées en 
comparaison avec celles de la commande à horizon infini élaborée dans le Chapitre IV. De 
même, l’analyse des performances est effectuée par rapport à une commande « classique » de 
type PI, utilisée souvent pour la régulation des convertisseurs de puissance. Les scenarios de 
test proposés sont validés par des résultats obtenus en simulation et également par des essais 
expérimentaux. 
 
5.1 Application au convertisseur de type buck 
Dans cette section, le problème d’optimisation utilise un modèle hybride afin de 
déterminer la forme explicite de la commande prédictive dans le cas du convertisseur buck. 
Le modèle hybride est déterminé en considérant le circuit sans pertes du convertisseur (voir la 
Figure 5.1.1.), les valeurs des paramètres présentées dans le Tableau 3.3.1, une résistance de 
charge        , une tension d’alimentation    constante et une résolution 3 . 
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Figure 5.1.1 : Schéma du convertisseur buck sans pertes. 
 
La stratégie de la commande prédictive est formulée sur le modèle PWA (4.3) modifié 
par un changement de variables et complété en ajoutant un troisième état. En utilisant un 
raisonnement similaire à celui présenté dans le Chapitre IV, le modèle PWA à temps discret 
(4.3) est exprimé autour des valeurs en régime permanent           afin d’avoir le point 
      comme point d’équilibre de la dynamique centrale du modèle hybride. Ce changement 
de coordonnés n’influence pas le domaine de validité du modèle. La seule différence est au 
niveau des valeurs des variables d’état qui sont décalées avec la valeur constante     . 
On rappelle la forme du modèle après le changement de variables : 
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(5.1)   
avec : 
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(5.2)   
Les matrices     
 ,     
 , les termes affines     
   et les valeurs stationnaires de      et de    
sont donnés respectivement par les relations (3.38), (4.2), (4.4), (4.5) et (3.30). 
Ensuite, ce modèle est formulé à partir de l’incrément de commande       qui représente la 
différence entre deux valeurs du rapport cyclique à deux instants de temps consécutifs : 
 )1()()(  kdkdkd  (5.3)   
De ce fait, le vecteur d’état      est augmenté avec la valeur du rapport cyclique précédent 
        : 
  Tt kdkxkx )1()()(   (5.4)   
Le modèle affine par morceaux est réécrit de la façon suivante : 
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où les matrices      
 ,      
  et les vecteurs       
   sont exprimés par les relations : 
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(5.6)   
   
           
  
  
   
   
   
   
Chapitre V 
Commande prédictive sous la forme explicite en mode de conduction continue 
 
150 
 
L’objectif envisagé consiste à maintenir la tension de sortie à une valeur de référence donnée 
en présence des perturbations avec une erreur stationnaire nulle. Pour cette raison, l’incrément 
de la commande       est ajouté au modèle hybride afin d’assurer le rôle d’action intégrale 
pour le système bouclé. Cependant, cette structure revient à placer l’intégrateur en entrée du 
procédé. En raison de la commande par retour d’état (plus le terme affine) le rôle de 
l’intégrateur n’est pas assuré vis-à-vis des perturbations. Ce problème peut être résolu en 
considérant une perturbation ramenée sur le rapport cyclique réellement appliqué qui 
nécessite en conséquence d’être est estimée par ailleurs. En conséquence, un observateur est 
utilisé pour estimer l’état étendu du système. La dynamique de l’observateur est représentée 
par l’équation suivante : 
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(5.7)   
Le gain      de l’observateur est déterminé par placement de pôles en utilisant la 
dynamique centrale (la deuxième dynamique – ),( 2, t
x
t CA ) du modèle PWA. Du fait que les 
trois dynamiques du modèle PWA à temps discret présentent un comportement assez similaire 
(la matrices   est la même pour chacune des dynamiques), le gain      est appliqué dans tout 
le domaine de fonctionnement afin d’estimer les variables du modèle augmenté. Bien que le 
gain de l’observateur soit constant, la dynamique du modèle est sélectionnée à chaque pas 
d’échantillonnage à partir de la valeur du rapport cyclique précédent        . On note le fait 
que les termes affines       
   ne sont pas considérés dans la dynamique de l’observateur. 
La stabilité de l’observateur affine par morceaux (5.7) est vérifiée a posteriori, au 
moyen d’une fonction de Lyapunov quadratique :   )()()( kxPkxkxV test
T
tt  , commune aux 
trois différentes dynamiques de l’observateur. S’il existe une matrice estP  symétrique définie-
positive )0 ,(  est
T
estest PPP  qui assure la décroissance de la fonction de Lyapunov  )(kxV t  
    ) ,0)()1(( ttt xkxVkxV   quelle que soit la dynamique de l’observateur appliquée, alors 
le système hybride (5.7) est stable. 
Les conditions de stabilité sont données par : 
 0estP
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(5.8)   
Afin d’exprimer ces conditions sous la forme d’inégalités matricielles linéaires (LMI), on 
procède à un changement de variable : 1est   Z

 estP , après la multiplication à gauche et à 
droite d’inégalités (5.8) avec la matrice 1estP . Par conséquent, les inégalités (5.8) deviennent : 
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(5.9)   
Les inégalités (5.9) permettent l’application du complément de Schur afin d’obtenir les LMI 
suivantes : 
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 0estZ
 
(5.10)   
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(5.11)   
Le problème de faisabilité à résoudre est composé par un système de quatre LMI : une 
inégalité de type (5.10) qui vérifie si la matrices      est définie-positive et trois inégalités de 
type (5.11) décrivant l’évolution de l’état estimé à l’intérieur de chaque intervalle   
 
 
   
 
 , 
         . La solution      du système des LMI permet de récupérer la valeur de la 
matrice 
1 estest ZP  qui garantit la stabilité du système hybride PWL (5.7) pour une valeur 
constante de vecteur estK . 
Ainsi, le modèle de prédiction utilisé pour l’application de la commande prédictive est 
constitué par le modèle PWA à temps discret (5.5). Le problème d’optimisation est formulé 
par la définition d’une fonction de coût et des contraintes afin de répondre aux objectifs fixés 
avec des performances satisfaisantes. Dans cette optique, nous avons choisi la fonction de 
coût suivante : 
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 (5.12)   
qui pénalise l’évolution de l’erreur de la tension de sortie prédite )()( kjkvkjkv refs  et 
la différence )( kjkd   sur un horizon de prédiction   avec la norme 1. Sachant que dans 
l’équation (5.12), on ne considère que des termes scalaires, le critère correspond à la somme 
pondérée des valeurs absolues des erreurs de suivi et des incréments de commande. Le fait de 
considérer une norme linéaire au niveau de la formulation du problème d’optimisation fondé 
sur un modèle hybride, permet d’utiliser des algorithmes de résolution disponibles dans la 
boîte à outils MPT (Multiparametric Toolbox) [KGBM04] et d’obtenir une loi de commande 
explicite pour le modèle PWA du convertisseur buck. La fonction de coût (5.12) est 
minimisée sur la séquence de commande                             par rapport 
aux dynamiques du modèle PWA à temps discret (5.5) sélectionnées en fonction de la valeur 
du rapport cyclique précédent et aux contraintes imposées sur l’incrément de la commande 
      , afin de déterminer l’entrée de commande du modèle PWA augmenté. On note que la 
fonction de coût ne tient pas compte ni du coût terminal, ni des contraintes terminales, car ces 
contraintes compliquent davantage la détermination de la forme explicite de la commande 
prédictive, conduisant à une structure plus complexe du correcteur. 
Le problème d’optimisation est défini comme suit : 
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(5.13)   
représentant un problème de commande optimale sous contraintes. La solution explicite de ce 
problème est obtenue en utilisant un algorithme de programmation multiparamétrique (mp –
Chapitre V 
Commande prédictive sous la forme explicite en mode de conduction continue 
 
152 
 
 multiparametric programming) associé avec la programmation dynamique (DP – Dynamic 
Programming). Cet algorithme mp-DP, proposé dans la référence [BCM03], est détaillé dans 
la Section 2.5 du Chapitre II. La résolution du problème d’optimisation est réalisée en 
remontant le cours de temps, conformément à la stratégie de la programmation dynamique et 
en résolvant un problème mp-LP à chaque itération. 
On constate que le problème d’optimisation (5.13) constitue un problème de suivi de 
trajectoire. Par conséquent, la loi de commande explicite est représentée par une fonction 
PWA définie en fonction du vecteur d’état étendu )(kxt  et la valeur de la tension de référence 
         : 
 T
reftT kvkxkx ])()([)( 
 
(5.14)   
La solution explicite présente la structure d’une commande par retour d’état affine par 
morceaux, définie comme suit : 
 
RjTjTj NjRkxGkxFkd ,...,1  ,)(  ,)()( 
 
(5.15)   
La loi de commande obtenue est définie sur un domaine de l’espace d’état où les contraintes 
imposées sont respectées. En fonction de la région    qui contient l’état        à l’instant  , le 
vecteur    et le terme affine constant    sont utilisés pour le calcul de la commande       . La 
structure du correcteur explicite permet de sauvegarder les régions    de définition de la 
commande et les gains   ,    déterminés « hors-ligne » dans trois tables de recherche, ce qui 
simplifie l’implantation du correcteur sur le système réel. La première table contient les 
hyperplans qui partitionnent le domaine de l’espace d’état où la commande est définie, alors 
que la deuxième et la troisième contiennent les vecteurs    et les termes constants   . En 
conséquence, l’application « en-ligne » de la commande prédictive consiste à chercher, à 
chaque pas d’échantillonnage, la région active de la commande et à évaluer sa valeur en 
utilisant les gains qui correspondent à la région identifiée (voir la Figure 2.1.6). La recherche 
de la région active    est effectuée d’une manière optimale, étant donné que la table de 
recherche présente la structure d’un arbre binaire. La procédure de recherche de la région 
active est présentée en détail dans la Section 2.7 du Chapitre II. 
La loi de commande explicite pour le convertisseur buck a été déterminée en 
choisissant les matrices de pondération suivantes :     ,   
      et un horizon de 
prédiction    . Les contraintes imposées sur l’incrément de la commande sont données 
par :            ,           , alors que les limites inferieures et supérieures des 
variables d’état sont définies par :                   
 ,                
 . 
Ainsi, les contraintes sur la valeur réelle du rapport cyclique se traduisent par        et 
        . La solution du problème d’optimisation (5.13) est générée en utilisant la boîte à 
outils MPT et simplifiée par la suite par le regroupement des régions voisines qui sont 
convexes et qui sont caractérisées par les mêmes gains   ,   . La loi de commande PWA 
obtenue est définie sur 420 régions différentes. Dans la Figure 5.1.2, les régions de définition 
de la commande PWA sont représentées en 2D, après l’intersection du domaine de 
fonctionnement avec les valeurs en régime permanent du rapport cyclique précédent      
     et de la consigne        . 
La commande obtenue a été évaluée en simulation, sur le modèle hybride de 
prédiction. La Figure 5.1.3 présente l’évolution des variables d’état, de la commande 
appliquée et de la dynamique du modèle hybride utilisée à chaque instant. On constate la 
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convergence de la tension de sortie à zéro en 10 périodes d’échantillonnage, pour un horizon 
de prédiction    . 
Concernant l’observateur sous la forme d’un modèle hybride à temps discret (5.7), le 
gain      est calculé par placement de pôles. Les valeurs absolues des pôles sont situées à 
l’intérieur du cercle unité afin d’assurer la stabilité du système. En choisissant les pôles 
suivants :            , on obtient le vecteur : 
  Test ,,,K 01140820403870
 
(5.16)   
 
 
Figure 5.1.2 : Partitions du domaine de définition de la commande PWA représentées en fonction des 
valeurs décalées Li  et sv , suite à l’intersection en préalable du domaine 4D de l’espace d’état avec les 
valeurs à l’équilibre du rapport cyclique 0)1( kd  et la tension de référence 0refV . 
 
 
Figure 5.1.3 : Simulation de la commande PWA sur le modèle de synthèse hybride. 
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Ce gain est appliqué dans tout le domaine de fonctionnement du convertisseur, 
pendant que la dynamique utilisée change selon la valeur à l’instant   du rapport cyclique 
précédent. Afin de conclure sur la capacité du gain (5.16) à stabiliser les trois dynamiques 
affines différentes de l’observateur (5.7), le système de LMI (5.10)-(5.11) est résolu. La 
solution du problème de faisabilité est représentée par la matrice       suivante : 
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(5.17)   
La faisabilité du système de LMI montre l’existence d’une fonction de Lyapunov 
quadratique commune qui assure la stabilité de l’observateur considéré. 
 
5.2 Résultats de simulation et validation expérimentale de la loi de commande 
prédictive 
Les performances de la stratégie de commande prédictive sont évaluées par des essais 
de simulation effectués dans l’environnement Matlab/SimulinkTM sur le circuit en 
commutation du convertisseur buck. De même, les résultats obtenus en simulation sont 
validés expérimentalement. 
L’analyse des performances est réalisée en comparant la stratégie de commande 
proposée avec deux autres approches de commande : la régulation PI et la commande par 
retour d’état à gains commutés élaborée dans le Chapitre IV. Nous rappelons que les valeurs 
des paramètres utilisés pour chacune de ces approches sont les suivants : 
 Régulateur PI : 
5101552,3  ;003,0  ip TK  
 Commande par retour d’état PWL : 
 006802164100240040901 ,   ,   ,   ,K   
 006802162100240041302 ,   ,   ,   ,K   
 006902069100240041703 ,  ,   ,   ,K   
Les trois lois de commande sont évaluées en présence de variations de la consigne et 
de la résistance de charge. Les résultats obtenus en simulation sur le circuit en commutation 
du convertisseur buck sont également complétés avec ceux obtenus par les essais 
expérimentaux. Ainsi, le schéma de la loi de commande prédictive explicite est représenté sur 
la Figure 5.2.1. Pour l’implantation de cette stratégie de commande, on utilise uniquement la 
mesure de la tension de sortie. 
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Figure 5.2.1 : Représentation schématique de l’implantation de la commande prédictive explicite. 
 
Le premier scénario de test consiste à effectuer une variation de consigne, sous la 
forme d’un signal carré                       . La Figure 5.2.2 présente la réponse du 
convertisseur en simulation, alors que les Figures 5.2.3 (a), (b) et (c) montrent le rapport 
cyclique généré, les régions de la commande prédictive et les dynamiques de l’observateur 
utilisées à chaque pas d’échantillonnage. 
 
 
Figure 5.2.2 : Tension de sortie Vs obtenue en simulation pour une variation de consigne 
Vref : 12[V] – 14[V] – 12[V]. 
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Figure 5.2.3 : Rapport cyclique (a) généré en simulation, régions de la commande PWA (b) et 
dynamiques du modèle hybride utilisées par l’observateur (c) pour une variation de consigne 
Vref : 12[V] – 14[V] – 12[V]. 
 
À l’instant    , la tension de sortie est stabilisée à la valeur de référence      
      pour laquelle la commande PWA utilise le gain de la région centrale. Dans la Figure 
5.2.3 (b), cette région est la 274
ème
. Sur le front montant (                ) de la variation,  
le gain utilisé par le correcteur explicite varie afin d’atteindre la nouvelle valeur de référence 
tout en respectant les contraintes imposées sur le rapport cyclique, alors qu’en régime 
permanent, la commande PWA se stabilise toujours dans la région centrale. 
En ce qui concerne l’observateur, la deuxième dynamique du modèle hybride est 
active, sauf en régime transitoire pour l’échelon                  où la dynamique change 
selon la valeur du rapport cyclique. Par ailleurs, sur la Figure 5.2.2 on constate que la loi de 
commande PWA présente des meilleures performances en terme de rapidité par rapport à la 
régulation PI et à la commande PWL. La commande prédictive sous la forme explicite 
nécessite un temps d’établissement plus faible du régime transitoire. Cependant, cette 
commande présente un dépassement de      sur le front montant et inferieure à    sur le 
front descendant, par rapport à la commande à gains commutés et à la régulation PI. 
Les résultats expérimentaux des trois correcteurs proposés sont représentés sur la 
Figure 5.2.4 et la Figure 5.2.5. Les performances de la commande PWA sont dégradées par 
rapport celles obtenus en simulation. Au niveau expérimental, le convertisseur présente le 
même temps de réponse pour le trois correcteurs proposés. De même, en utilisant la 
commande prédictive explicite, le dépassement de la tension de sortie devient plus important 
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(     ) sur le front descendant de la variation de consigne                    . Cette 
dégradation des performances est expliquée par la présence d’un filtre passe-bas utilisé pour 
atténuer les bruits au niveau de la tension de sortie mesurée. 
 
 
Figure 5.2.4 : Tension de sortie Vs obtenue expérimentalement pour une variation de consigne 
Vref : 12[V] – 14[V] – 12[V]. 
 
 
 
 
Figure 5.2.5 : Rapport cyclique (a) généré expérimentalement, régions de la commande PWA (b) et 
dynamiques du modèle hybride utilisées par l’observateur (c) pour une variation de consigne 
Vref : 12[V] – 14[V] – 12[V]. 
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Pour le convertisseur buck fonctionnant à une fréquence de commutation de      , la 
mesure de la tension de sortie est filtrée à       , ce qui ralentit la dynamique du système 
bouclé. Tout en sachant que les performances de la commande prédictive dépendent beaucoup 
de la précision du modèle de prédiction, la dégradation des performances est justifiée par le 
fait que la dynamique du filtre n’est pas considérée dans le modèle de synthèse. Les 
différences entre les résultats en simulation et ceux expérimentaux pourront être réduites si la 
synthèse de la loi de commande est fondée sur un modèle de prédiction qui inclut la 
dynamique du convertisseur et celle du filtre de mesure. 
Le deuxième scenario de test présente le comportement du convertisseur en présence 
d’une variation de la résistance de charge                 . Cette variation en échelon 
est appliquée en considérant la tension d’alimentation nominale (        ) et par la suite 
deux valeurs différentes :          et          qui correspondent aux bornes de 
l’intervalle               fixé pour cette tension en mode de conduction continue. Les 
résultats en simulation (voir la Figure 5.2.6 et la Figure 5.2.7) montrent des performances de 
la commande PWA proches de celles de la commande PWL. Sur le front descendant de la 
variation              , le dépassement de la commande prédictive explicite est largement 
plus important que celui généré par la commande à gains commutés, et vice-versa sur le front 
montant de la variation de charge              . Cependant, la commande PWA est plus 
performante que le régulateur PI en termes de temps d’établissement et dépassement de la 
tension de sortie. On constate également que la commande PWA utilise toujours le gain de la 
région centrale     . 
Les performances des correcteurs obtenues expérimentalement sont représentées sur la 
Figures 5.2.8 et la Figure 5.2.9. De même, on constate la dégradation des performances de la 
commande PWA. Le dépassement de la tension de sortie obtenue en appliquant la commande 
prédictive est comparable avec celui généré par le régulateur PI et le temps de réponse est 
plus important (   ) (en simulation le système répond en 1  ). 
 
 
Figure 5.2.6 : Tension de sortie Vs obtenue en simulation pour une variation de la charge 
R : 6[Ω] – 3[Ω] – 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
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Figure 5.2.7 : Rapport cyclique (a) généré en simulation, régions de la commande PWA (b) et 
dynamiques du modèle hybride utilisées par l’observateur (c) pour une variation de la charge 
R : 6[Ω] – 3[Ω] – 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
 
 
Figure 5.2.8 : Tension de sortie Vs obtenue expérimentalement pour une variation de la charge  
R : 6[Ω] – 3[Ω] – 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.4
0.5
0.6
ra
p
p
o
rt
cy
cl
iq
u
e
 
 
régulateur PI
commande par retour d'état PWL (fct. Lyap. PWQ)
commande prédictive explicite
0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.5
0.6
0.7
ra
p
p
o
rt
 
cy
cl
iq
u
e
 
 
0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.3
0.4
0.5
Temps (s)
(a)
ra
p
p
o
rt
 
cy
cl
iq
u
e
 
 
0.02 0.021 0.022
0.5
0.6
 
 
0.02 0.021 0.022
0.6
0.65
0.7
 
 
0.02 0.021 0.022
0.4
0.5
 
 
0.07 0.071 0.072
0.4
0.5
 
 
0.07 0.071 0.072
0.5
0.6
 
 
0.07 0.071 0.072
0.3
0.4
0.5
 
 
0.02 0.03 0.04 0.05 0.06 0.07 0.08
270
275
280
ré
g
io
n
s 
d
e 
la
 c
o
m
m
an
d
e 
P
W
A
0.02 0.03 0.04 0.05 0.06 0.07 0.08
270
275
280
0.02 0.03 0.04 0.05 0.06 0.07 0.08
270
275
280
Temps (s)
(b)
0.02 0.03 0.04 0.05 0.06 0.07 0.08
0
2
4
d
y
n
am
y
q
u
es
 d
e 
 
 l
'o
b
se
rv
at
eu
r 
P
W
A
0.02 0.03 0.04 0.05 0.06 0.07 0.08
0
2
4
0.02 0.03 0.04 0.05 0.06 0.07 0.08
0
2
4
Temps (s)
(c)
0.02 0.03 0.04 0.05 0.06 0.07 0.08
10
15
V
s 
[V
]
 
 
régulateur PI
commande par retour d'état PWL (fct. Lyap. PWQ)
commande prédictive explicite
0.02 0.03 0.04 0.05 0.06 0.07 0.08
10
15
V
s 
[V
]
0.02 0.03 0.04 0.05 0.06 0.07 0.08
10
15
Temps (s)
V
s 
[V
]
0.02 0.021 0.022
10
12
 
 
0.02 0.0210.022
10
12
0.02 0.021 0.022
10
12
0.071 0.072
10
15
 
 
0.071 0.072
10
15
0.071 0.072
10
15
Chapitre V 
Commande prédictive sous la forme explicite en mode de conduction continue 
 
160 
 
 
 
 
Figure 5.2.9 : Rapport cyclique (a) généré expérimentalement, régions de la commande PWA (b) et 
dynamiques du modèle hybride utilisées par l’observateur (c) pour une variation de la charge  
R : 6[Ω] – 3[Ω] – 6[Ω] à Ve = 24[V], Ve = 20[V] et Ve = 30[V]. 
 
Par rapport aux valeurs du rapport cyclique obtenues en simulation pour chaque test 
effectué, les valeurs obtenues expérimentalement sont plus importantes en raison des pertes 
dans le circuit. Par conséquent, pour la variation de charge réalisée à         , le rapport 
cyclique prend des valeurs dans l’intervalle   
 
   . En conséquence, l’observateur utilise la 
troisième dynamique du modèle hybride en régime permanent. 
 
5.3 Conclusions 
Ce chapitre a permis de présenter la démarche suivie pour la mise en œuvre de la loi 
de commande prédictive sous la forme explicite dans le but de réguler la tension de sortie du 
convertisseur buck fonctionnant en CCM à fréquence de commutation constante. La 
commande prédictive repose sur la prédiction du comportement futur du système en 
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commutation à partir d’un modèle hybride et de la résolution « hors-ligne » d’un problème 
d’optimisation soumis à des contraintes. 
La mise en œuvre de cette stratégie de commande comprend deux étapes essentielles : 
la résolution du problème d’optimisation « hors-ligne » et l’implantation d’un correcteur 
élaboré en temps réel. La forme explicite de la commande prédictive a été déterminée en 
utilisant l’algorithme de programmation multiparamétrique associé à la programmation 
dynamique (mp-DP) disponible dans la boîte à outils MPT. La structure de la commande a été 
ensuite simplifiée et sauvegardée dans trois tables de recherche. La table contenant les régions 
de la commande affine par morceaux présente la structure d’un arbre binaire de recherche qui 
permet de diminuer le temps d’identification de la région active à chaque période 
d’échantillonnage. Les algorithmes de simplification de régions de la commande et de 
construction de l’arbre binaire de recherche sont également accessibles dans la boîte à outils 
MPT. 
Les performances de la loi de commande prédictive ont été vérifiées grâce à des essais 
de simulation et expérimentaux, en appliquant trois approches différentes : la commande 
PWA couplée à un observateur, la commande à gains commutés et la régulation PI. 
En simulation et en présence des variations de la tension de référence, la stratégie de 
commande proposée présente de meilleures performances en termes de rapidité de régulation 
de la sortie du système à asservir en comparaison avec la commande à gains commutés. 
Concernant les variations de charge réalisées en considérant plusieurs valeurs de la tension 
d’alimentation, la commande PWA est plus performante par rapport à la régulation PI en 
termes de temps de réponse et dépassement de la tension de sortie. Cependant, les 
performances de la commande prédictive en régulation sont proches de celles de la commande 
à gain commutés. 
En contre partie, les essais expérimentaux ne permettent pas de confirmer les 
performances de la commande PWA obtenues en simulation qui peuvent être expliqués par 
des différences significatives entre le modèle de synthèse et le système réel. En des termes 
plus précis, la dynamique du filtre de mesure (utilisé pour diminuer les bruits présents dans le 
signal de la tension de sortie), n’est pas prise en compte dans le modèle de prédiction. Par 
conséquent, on remarque la dégradation des performances de la commande PWA en 
régulation lors des variations de la charge et également en suivi de trajectoire lors de la 
variation de la consigne. 
Afin d’améliorer les performances lors des variations de la charge, la prise en compte 
de cet aspect dynamique dans le modèle de synthèse du correcteur PWA est envisagé dans le 
futur. 
Les résultats de simulation et expérimentaux obtenus avec la commande PWA 
montrent le potentiel de cette commande en termes de prise en compte des contraintes et de 
facilité d’implantation et d’interprétation de la commande obtenue. Néanmoins ces résultats 
montrent aussi le fort lien de la commande avec le modèle de prédiction, et amènent, pour des 
futurs travaux, à la prise en compte de termes de perturbations et de robustesse. 
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Conclusions et perspectives 
Conclusions 
Répondant aux besoins actuels des systèmes d’alimentations d’énergie capables 
d’assurer un fonctionnement stable dans des domaines de fonctionnement assez larges avec 
des bonnes performances dynamiques (rapidité du système pour atteindre des points de 
fonctionnement différentes, variations limitées de la tension de sortie en réponse aux 
différentes perturbations de charge ou encore de tension d’alimentation), les travaux présentés 
dans ce manuscrit ont été orientés vers l’application de la stratégie de commande prédictive 
sur des convertisseurs de puissance DC-DC, représentés du point de vue mathématique par 
des modèles hybrides. En prenant en compte la structure variable de ces systèmes à 
commutations, un modèle hybride permet de décrire d’une manière précise la dynamique d’un 
convertisseur dans l’ensemble du domaine de fonctionnement. Dans cette optique, après 
l’analyse des classes des modèles hybrides existants (automates hybrides discrets, modèles 
logique/dynamiques mixtes - MLD, modèles affines par morceaux - PWA, modèles à 
complémentarité linéaire - LC et à complémentarité linéaire étendue - ELC), nous avons 
choisi de caractériser le comportement dynamique des convertisseurs de puissance DC-DC en 
utilisant l’approximation affine par morceaux (PWA – Piecewise Affine). Ce choix a été fait, 
tout en sachant qu’il existe des méthodes d’analyse de stabilité et de synthèse des régulateurs 
fondées sur les modèles hybrides sous la forme affine par morceaux. Par conséquent, nous 
nous sommes intéressés, dans un premier temps, à la stabilisation des convertisseurs de 
puissance au moyen des correcteurs à gains commutés élaborés sur la base de fonctions de 
Lyapunov quadratiques par morceaux et, dans un deuxième temps, à l’implantation d’une loi 
de commande prédictive sous la forme explicite, en considérant des contraintes sur l’entrée de 
commande (soit le rapport cyclique dans le cas des convertisseurs). 
Au niveau des applications, en vue de valider expérimentalement les approches 
utilisées, nous avons opté pour deux topologies différentes de convertisseurs de puissance 
DC-DC. La méthode de modélisation hybride et les stratégies de commande proposées ont été 
appliquées sur un convertisseur de type buck (d’ordre deux), afin de mieux maitriser le 
réglage des lois de commande, d’une part, et sur un convertisseur flyback avec filtre d’entrée 
(système d’ordre quatre), d’autre part. Le fait de considérer cette dernière topologie nous a 
permis de répondre aux difficultés du point de vue de la commande (structure caractérisée par 
un comportement non-linéaire à déphasage non-minimal) rencontrées dans la majorité des 
topologies des convertisseurs DC-DC et également aux difficultés liées à la commande des 
convertisseurs d’ordre élevé. 
Concernant l’étape de modélisation, nous avons développé une méthode générale 
permettant de déterminer un modèle hybride de type PWA pour des convertisseurs DC-DC 
fonctionnant en mode de conduction continue à fréquence de découpage constante. 
L’algorithme utilise la valeur du rapport cyclique pour la sélection de la dynamique active à 
chaque instant de temps. Cette technique a été appliquée sur les deux convertisseurs 
considérés. Les modèles déterminés ont été validés par des essais en simulation qui ont permis 
de mettre en valeur une meilleure précision des modèles hybrides par rapport à un modèle 
moyen « classique ». Dans le cas du convertisseur flyback avec filtre d’entrée, la méthode de 
modélisation a été modifiée afin d’assurer la continuité des variables d’état à la limite des 
intervalles de définition du rapport cyclique, et de diminuer l’apparition du phénomène de 
réticences pour des valeurs du rapport cyclique proches de la frontière entre deux intervalles 
de définition. 
Conclusions et perspectives 
 
 
164 
 
De même, la méthode de modélisation hybride a été étendue afin de permettre la 
représentation du comportement dynamique d’un convertisseur dans les deux modes de 
fonctionnement (conductions continue et discontinue). Celle-ci a été appliquée dans le cas 
particulier du convertisseur buck. Le modèle hybride PWA caractérisant des transitions d’un 
mode de fonctionnement à un autre, utilise la valeur du courant de l’inductance pour 
l’identification du mode actif et, la valeur du rapport cyclique afin de choisir, à chaque 
période d’échantillonnage, l’une des dynamiques affines du modèle hybride. La validation du 
modèle PWA effectuée en simulation sur le circuit en commutation du convertisseur, montre 
une bonne approximation du courant de l’inductance en mode de conduction discontinue. 
Cette méthode de modélisation permet de développer un modèle unique du convertisseur, 
valide dans l’ensemble du domaine de fonctionnement, qui pourra servir par la suite pour la 
synthèse d’une loi de commande capable de réguler la tension de sortie pour une large gamme 
des variations de la charge et de la tension d’alimentation. Cependant, la bonne précision du 
modèle implique nécessairement une complexité élevée qui pourra introduire des difficultés 
au niveau de la synthèse d’une loi de commande. 
Suite aux modèles hybrides obtenus pour les deux convertisseurs en mode de 
fonctionnement continu (CCM), nous avons proposé une stratégie de commande à gains 
commutés fondée sur l’utilisation de fonctions de Lyapunov quadratiques par morceaux. Cette 
loi de commande présente l’avantage d’assurer la stabilité du système à piloter dans 
l’ensemble du domaine de fonctionnement établi en conduction continue. La stratégie de 
commande a été appliquée sur les deux topologies des convertisseurs : buck et flyback avec 
filtre d’entrée. Les performances des lois de commande élaborées ont été tout d’abord 
analysées en simulation en utilisant l’environnement Matlab/SimulinkTM, en utilisant les 
circuits en commutations des convertisseurs et en comparaison aux performances des lois de 
commandes rencontrées classiquement pour piloter des convertisseurs de puissance DC-DC : 
la régulation PI et la commande par retour d’état (synthétisée sur la base d’un modèle moyen 
linéaire du chaque convertisseur). La commande à gains commutés s’est avérée plus 
performante, en termes de rapidité et de dépassement de la tension de sortie. 
De même, pour chaque topologie des convertisseurs envisagée, cette commande a été 
comparée avec une loi de commande synthétisée sur la base d’un modèle moyen en utilisant 
une fonction de Lyapunov commune. Cette comparaison a été faite afin d’évaluer l’intérêt 
d’utiliser un modèle hybride dans la synthèse des correcteurs. Dans le cas du convertisseur 
buck, la modélisation hybride n’améliore pas les performances de la loi de commande étant 
donné que les comportements des dynamiques affines du modèle PWA sont presque 
identiques. Concernant le convertisseur flyback avec filtre d’entrée, l’apport du modèle 
hybride est démontré. Cependant, afin de pouvoir exploiter l’avantage d’une modélisation 
hybride pour la synthèse de la commande, le domaine de fonctionnement du convertisseur 
doit permettre d’atteindre de points de fonctionnement pour lesquels le modèle hybride a été 
conçu. 
La loi de commande à gains commutés a été implantée sur une maquette du 
convertisseur buck fonctionnant à 20kHz. Les essais effectués ont permis de valider les 
performances de la commande proposée, en particulier en présence de perturbations des 
conditions de fonctionnement (variations de la charge à différents valeurs de la tension 
d’alimentation, des variations de la consigne). La commande à gains commutés présente de 
meilleures performances en régulation que la commande par retour à gains fixes et la 
régulation PI, notamment en termes de dépassement et de rapidité. 
La deuxième stratégie de commande proposée réside dans une loi de commande 
prédictive sous la forme explicite, couplée à un observateur hybride. Le développement de 
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cette stratégie de commande prédictive, impliquant un problème d’optimisation fondé sur un 
modèle hybride soumis aux contraintes, repose sur une résolution de ce problème 
d’optimisation selon un algorithme de programmation multiparamétrique associée à la 
programmation dynamique. Les avantages de cette approche de commande sont représentés 
par : 
- la prise en compte des contraintes sur le rapport cyclique dès la phase de 
conception, 
- la facilité d’implantation en temps réel vu que le correcteur explicite est 
exprimé sous la forme d’une fonction affine par morceaux, 
- la réduction du nombre de capteurs due à l’utilisation d’un observateur couplé 
à la stratégie de commande prédictive. 
La loi de commande explicite a été élaborée dans le cas particulier du convertisseur 
buck. Dans un premier temps, les performances du correcteur ont été évaluées en simulation, 
en comparaison à celles de la commande à horizon fini (la commande à gains commutés) et à 
la régulation « classique » de type PI. La commande prédictive sous la forme explicite permet 
de montrer des bonnes performances en termes de régulation de la tension de sortie à une 
valeur de consigne désirée. Concernant les performances de la commande en régulation en 
présence des variations de la charge, la réponse obtenue est comparable en termes de rapidité 
et dépassement à celle de la commande à gains commutés. Cependant, la comparaison avec la 
régulation PI démontre de meilleures performances de la commande prédictive au niveau de 
temps de réponse et de dépassement. 
Dans un deuxième temps, le correcteur explicite couplé à un observateur hybride a été 
implanté sur la maquette du convertisseur buck fonctionnant à une fréquence de découpage de 
20kHz. Les essais expérimentaux ont montré une dégradation des performances de la 
commande prédictive explicite obtenues expérimentalement par rapport à celles obtenues en 
simulation. Une hypothèse sur cette dégradation est la dynamique du filtre de mesure non pris 
en compte dans la phase de synthèse. La réponse obtenue reste malgré tout de bonne qualité 
en termes de rapidité et de dépassement pour des consignes en échelon et des variations de la 
charge. 
Ainsi, les principales contributions de nos travaux de recherche effectués dans le cadre 
de cette thèse reposent sur : 
 le développement d’une méthode de modélisation hybride permettant d’obtenir 
un modèle hybride commun afin de caractériser le comportement d’un 
convertisseur dans les deux modes de fonctionnement CCM/DCM ; 
 l’application de la technique de modélisation hybride sur un convertisseur 
d’ordre élevé en mode de conduction continue ; 
 l’élaboration d’une loi de commande PWL stabilisante ayant une structure 
facile à implanter en temps réel ; 
 la conception d’une loi de commande prédictive sous la forme explicite qui 
permet la formulation des contraintes dès l’étape de synthèse ; 
 l’implantation des deux lois de commande sur la maquette du convertisseur 
buck. 
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Perspectives 
Le bilan des résultats présentés dans ce mémoire nous a permis de formuler des 
nombreuses perspectives qui pourront éventuellement améliorer les performances des 
stratégies de commande proposées. 
Les pistes envisagées au niveau théorique concernent l’étape de modélisation et de 
synthèse des lois de commande. 
Modélisation : 
- l’application de la méthode de modélisation hybride sur d’autres convertisseurs 
DC-DC d’ordre élevé (Cuk, SEPIC) en CCM pourrait être envisagée. Une 
perspective intéressante serait de développer un modèle hybride caractérisant 
des transitions entre les deux modes de fonctionnement (CCM/DCM) pour ces 
convertisseurs avec un comportement fortement non-linéaire ; 
- la technique de modélisation pourrait être appliquée sur d’autres types de 
systèmes de conversion d’énergie (par exemple des onduleurs). 
Commande à gains commutés : 
- afin d’améliorer la précision de la commande, un modèle hybride tenant 
compte des pertes dans le circuit pourra être utilisée dans la synthèse du 
correcteur PWL ; 
- les termes affines du modèle PWA pourront être considérés dans la 
formulation des conditions de stabilité du système bouclé. Dans ce cas, il 
faudra utiliser d’autres techniques afin de reformuler ces conditions sous la 
forme des LMI, qui permettront le calcul des vecteurs de retour de la 
commande à gains commutés ; 
- étant donné que la commande déterminée n’assure pas la continuité des 
variables d’état à la limite des intervalles de définition du rapport cyclique, 
l’utilisation d’un comparateur à hystérésis pourra être utilisé afin d’éviter 
l’apparition du phénomène de réticence. 
Commande prédictive explicite : 
- en tenant compte du fort lien entre les performances de la commande et le 
modèle de prédiction utilisé, plusieurs améliorations pourront être envisagées 
au niveau du modèle de synthèse afin d’augmenter sa précision : la prise en 
compte des pertes résistives dans le circuit et l’introduction de la dynamique du 
filtre utilisé pour la réduction des bruits dans le signal de mesure de la tension 
de sortie ; 
- afin d’améliorer les performances de la commande en régulation lors des 
variations de la résistance de charge, cette dernière pourra être considérée 
comme une perturbation dans le modèle de synthèse. Dans ce cas, un 
estimateur de charge, associé à l’observateur hybride, pourra être utilisé. D’un 
autre point de vue, l’estimation de la résistance de charge permettra la prise en 
compte des contraintes sur le courant de l’inductance. 
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- afin de réduire davantage le nombre de régions sur lesquelles la commande 
explicite est définie et, par conséquent, de faciliter l’implantation en temps réel 
du correcteur PWA, des techniques plus efficaces de simplification de la taille 
de la commande pourront être appliquées. 
- une étude a posteriori de la stabilité de la commande explicite pourra être 
effectuée par la recherche d’une fonction de Lyapunov quadratique ou linéaire 
par morceaux ; 
- dans le cas du convertisseur buck, la stratégie de commande couplée à un 
observateur de l’état et de la résistance de charge pourra être appliquée en 
utilisant le modèle moyen du convertisseur en CCM, et étendu par la 
dynamique du filtre de mesures. Le fait d’utiliser un modèle linéaire permettra 
la formulation des objectifs de commande au moyen d’un critère de 
minimisation quadratique. Par ailleurs, la mise en œuvre de la stratégie de la 
commande prédictive en utilisant le modèle hybride valide dans les deux 
modes de conduction CCM/DCM représente un axe de travail très important et 
très intéressant ; 
- dans le cas du convertisseur flyback avec filtre d’entrée, l’application de la 
stratégie de commande prédictive explicite sur la base du modèle hybride du 
convertisseur en CCM pourrait être envisagée ; 
- au niveau des applications, il serait intéressant d’implanter la commande 
explicite sur des convertisseurs utilisant des cartes FPGA à fréquences de 
commutation élevée (500 kHz, 1 MHz) afin de travailler avec des 
convertisseurs de puissance optimisés par rapport à leur dimensionnement. 
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Résumé 
Actuellement la nécessité des systèmes d’alimentation d’énergie, capables d’assurer 
un fonctionnement stable dans des domaines de fonctionnement assez larges avec des bonnes 
performances dynamiques (rapidité du système, variations limitées de la tension de sortie en 
réponse aux perturbations de charge ou de tension d’alimentation), devient de plus en plus 
importante. De ce fait, cette thèse est orientée sur la commande des convertisseurs de 
puissance DC-DC représentés par des modèles hybrides. 
En tenant compte de la structure variable de ces systèmes à commutation, un modèle 
hybride permet de décrire plus précisément le comportement dynamique d’un convertisseur 
dans son domaine de fonctionnement. Dans cette optique, l’approximation PWA est utilisée 
afin de modéliser les convertisseurs DC-DC. A partir des modèles hybrides développés, on 
s’est intéressé à la stabilisation des convertisseurs au moyen des correcteurs à gains 
commutés élaborés sur la base de fonctions de Lyapunov PWQ, et à l’implantation d’une 
commande prédictive explicite, en considérant des contraintes sur l’entrée de commande. La 
méthode de modélisation et les stratégies de commande proposées ont été appliquées sur 
deux topologies : un convertisseur buck, afin de mieux maîtriser le réglage des correcteurs et 
un convertisseur flyback avec filtre d’entrée. Cette dernière topologie nous a permis de 
répondre aux difficultés du point de vue de la commande (comportement à déphasage non-
minimal) rencontrées dans la majorité des convertisseurs DC-DC. Les performances des 
commandes élaborées ont été validées en simulation sur les topologies considérées et 
expérimentalement sur une maquette du convertisseur buck. 
Mots-clés : systèmes hybrides, modèle affine par morceaux, commande par retour d’état 
linéaire par morceaux, commande prédictive explicite, convertisseurs de puissance DC-DC. 
 
Abstract 
Lately, power supply systems, guaranteeing the global stability for large enough 
operation ranges with good dynamic performances (small settling time, bounded overshoot of 
the output voltage in the presence of load or supply voltage variations), are strongly needed. 
Therefore, this thesis deals with control problems of DC-DC power converters represented by 
hybrid models. 
Considering the variable structure of these switched systems, a hybrid model 
describes more precisely the converter’s dynamics in its operating domain. From this 
perspective, a PWA (piecewise affine) approximation is used in order to model the DC-DC 
converters. Based on the developed hybrid models, first we have designed a stable piecewise 
linear state-feedback controller using piecewise quadratic (PWQ) Lyapunov functions, and 
secondly, we have implemented an explicit predictive control law taking into account 
constraints on the control input. The hybrid modeling technique and the proposed control 
strategies were applied on two different topologies of converters: a buck converter, in order 
to have a thorough knowledge of the controllers’ tuning, and a flyback converter with an 
input filter. This last topology, allowed us to manage different control problems (non-
minimum phase behavior) encountered in the majority of topologies of DC-DC power 
converters. The controllers’ performances were validated in simulation on both considered 
topologies and also experimentally on buck converter. 
Keywords: hybrid systems, piecewise affine model, piecewise linear state-feedback control, 
explicit model predictive control, DC-DC power converters. 
