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Abstract
The characterization of the extreme points constitutes a crucial issue in the investi-
gation of convex sets of probabilities, not only from a purely theoretical point of view,
but also as a tool in the management of imprecise information. In this respect, diﬀerent
authors have found an interesting relation between the extreme points of the class of
probability measures dominated by a second order alternating Choquet capacity and
the permutations of the elements in the referential. However, they have all restricted
their work to the case of a ﬁnite referential space. In an inﬁnite setting, some technical
complications arise and they have to be carefully treated. In this paper, we extend the
mentioned result to the more general case of separable metric spaces. Furthermore, we
derive some interesting topological properties about the convex sets of probabilities here
investigated. Finally, a closer look to the case of possibility measures is given: for them,
we prove that the number of extreme points can be reduced even in the ﬁnite case.
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1. Introduction
The theory of imprecise probabilities comprises diﬀerent mathematical
models such as upper and lower probabilities, upper and lower expecta-
tions or sets of probability measures. A special case of upper probabilities
are those called 2-alternating capacities [5] or submodular set functions [11].
They play an important role as upper bounds of sets of probability mea-
sures (see for instance [12]). This means that they are coherent [25] upper
probabilities. A Choquet capacity does not need to be 2-alternating to
satisfy the property of coherence. Nevertheless, this property leads to
important mathematical simpliﬁcations, e.g. in the calculus of the formulae
of upper expectations and conditional upper probabilities. Thus we can
ﬁnd detailed studies in the literature concerning this type of Choquet ca-
pacities.
On the other hand, several authors have studied the properties of convex
sets of probability measures, or credal sets [15]. They are well suited to provide
robustness in certain situations [25,28]. Moreover, they have been successfully
applied in diﬀerent contexts, such as information theory [1] or classiﬁcation
[30]. In particular, Walley [25] has showed that a coherent upper probability l
contains the same information as the credal set MðlÞ, the set of probability
measures dominated by l. With a certain abuse of notation, we will refer to
MðlÞ as the credal set generated by l.
The set of extreme points of the credal set generated by a 2-alternating
capacity has been studied and characterized for the case of ﬁnite referential sets
(see [4,9,23] for detailed discussions). In these works, the authors ﬁnd a cor-
respondence between the set of extreme points and the set of permutations of
the elements in the referential set.
In this paper, we extend this useful result to the case of separable
metric referential spaces. This is achieved after some intermediate work on
the structure of the credal set; in particular, we are going to include it in a
linear topological space with some properties. This proﬁle can then be applied
in a number or diﬀerent contexts, such as random sets [9] or game theory
[23].
The paper is organized as follows: in Section 2, we give a number of pre-
liminary concepts from the theory of imprecise probabilities. In Section 3, we
study the topological properties and the structure of the set of probabilities
dominated by a 2-alternating capacity. The results are applied in Section 4,
where we characterize the extreme points of this set. In Section 5, we give some
particular results for possibility measures. Finally, in Section 6 some additional
comments are given.
This paper is an updated and extended version of a paper [18] presented at
AGOP01, the International Summer School on Aggregation Operators and its
Applications.
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2. Preliminary concepts
Since they were ﬁrst introduced by Choquet in his seminal work ‘‘Theory of
capacities’’ [5], upper and lower probability models have been used as an al-
ternative to the probability theory. They are based in the concept of capacity.
Deﬁnition 2.1 [4]. Given a referential set X , a capacity is a function l deﬁned on
some class of subsets A of X satisfying the following properties:
• lð;Þ ¼ 0, lðX Þ ¼ 1.
• A  B) lðAÞ6 lðBÞ.
A capacity is said to be subadditive when lðA [ BÞ6 lðAÞ þ lðBÞ 8A;B 2A.
Throughout this paper, we will work with subadditive capacities over a r-
algebra A of subsets of X . An analogous study could be done with superad-
ditive capacities (those which reverse the inequality). A particular type of
capacities will also be used.
Deﬁnition 2.2. A capacity l is called outer continuous if given a decreasing
sequence ðAnÞn A; lð\nAnÞ ¼ limn lðAnÞ.
Capacities are in many cases too weak to deal with the uncertainty. Because
of this fact, the concept of n-alternancy arises.
Deﬁnition 2.3 [21]. A subadditive capacity l is n-alternating if
lðA1 \    \ AnÞ6
Pn
i¼1 lðAiÞ 
P
i
P
j lðAi [ AjÞ þ
P
i
P
j
P
k lðAi [ Aj [ AkÞ
   þ ð1Þnþ1lð[ni¼1AiÞ for all A1; . . . ;An 2A.
A n-alternating capacity is also called Choquet capacity of order n. The dual
condition for superadditive capacities is called n-monotonicity.
Choquet capacities of order 2 constitute a very powerful and manageable
model when dealing with uncertainty: from the behavioural point of view, they
provide some nice properties for conditioning or extending our information
[24,25]. But they have also been applied in the context of robust statistics [12]
or game theory [23].
When a capacity is n-alternating (resp., n-monotone) for every n, it is called
1-alternating capacity (resp., 1-monotone capacity). In the ﬁnite case, they
are called plausibility and belief functions, respectively [9,21], and they fulﬁll
very interesting properties: for instance, they are characterized through a
probability mass function m called M€obius inverse. Unfortunately, the M€obius
inverse does not exist when we work with an inﬁnite referential, and therefore
the results cannot be immediately extended for that case.
An important particular case of 1-alternating capacities are those called
possibility measures. They play an important role in modeling linguistic in-
formation (see [8,27,29]).
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Deﬁnition 2.4. A possibility measure is a set function l : A! ½0; 1 satisfying
that there is a function p : X ! ½0; 1 s.t. lðAÞ ¼ supfpðxÞ : x 2 Ag 8A 2A. p
is called possibility distribution of l. A possibility measure is called normal when
lðX Þ ¼ 1.
We will assume throughout this paper that l is normal when it is a possi-
bility measure; otherwise, the set MðlÞ should be empty.
Remark 2.1. Possibility measures are in particular maxitive capacities, that is,
they satisfy lðA [ BÞ ¼ maxflðAÞ; lðBÞg 8A;B 2A. These two concepts are
equivalent in the case of a ﬁnite referential, but not in general. On the other
hand, any maxitive measure is in particular an 1-alternating capacity, as it is
proven in [20].
The next two sections are devoted to the study of the credal set generated by
a 2-alternating capacity. In Section 5, we will pay attention to the particular
case of possibility measures.
3. The set M(l)
We are going to consider throughout this paper that ðX ; dÞ is a separable
metric space, i.e., that it possesses a countable set D ¼ fxn : n 2 Ng dense on
sðdÞ. As a consequence, its induced topology sðdÞ will have a countable base,
that we will denote fBn : n 2 Ng, given by the sets fBðxi; qiÞ : qi 2 Q; xi 2 Dg.
Then, the Borel r-algebra bX induced by d is equal to rðB1; . . .Þ.
Let us denote by MðlÞ ¼ fP probability : P ðAÞ6 lðAÞ 8A 2 bXg the set of
probability measures dominated by a given capacity l. We are going to refer to
this set as the credal set generated by l.
In this section, we are going to take a closer look at this convex set; in
particular, we are going to study some of its topological properties and we
are going to give it an adequate structure. This is essential in order to be able
to characterize the extreme points of MðlÞ, something that will be done in
Section 4. Walley [25], in the context of linear previsions, which correspond
to ﬁnitely additive probabilities, has studied the credal set generated by a
coherent upper probability. He has proven the applicability of some sepa-
ration theorems under the weak-* topology, and has shown that in general
the class of countably additive probabilities will not be weak-* compact. We
will go deeply into this matter for our framework of countably additive
probabilities dominated by 2-alternating capacities. In fact, throughout
this section we are going to consider arbitrary capacities, not necessarily 2-
alternating.
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When X is ﬁnite, the study of MðlÞ beneﬁts from a lot of simpliﬁcations:
under the natural topology induced by the Euclidean distance, the set MðlÞ
is the closed convex hull of its set of extreme points. In the general case,
we are going to apply the following corollary of Krein–Milmans theorem
[13].
Theorem 3.1. Let I be a compact subset of a locally convex Hausdorff linear
topological space E, and suppose that the closed convex hull ConvðIÞ of I is
compact. Then, all the extreme points of ConvðIÞ belong to I.
To be able to apply this theorem, we need to include the probability dis-
tributions on bX in a linear topological space with some properties. This will
be achieved at the end of the section, in Theorems 3.5 and 3.7. We also intend
to work with the topology of the weak convergence of probability distribu-
tions, as this topology is widely used in practice: Kelley and Namioka [13]
use it as the natural topology in the context of linear topological spaces, and
in the particular case of ðX ; bX Þ ¼ ðR; bRÞ it models the convergence of dis-
tribution functions. Other interesting topologies would be the weak-* topol-
ogy, the strong topology or the Mackey topology (see a complete study in
[13]).
We are going to recall ﬁrst the behaviour of the weak topology, for it will
help to understand our construction of a linear topological space containing
the class P of countably additive probability measures.
Deﬁnition 3.1. Let ðX ; dÞ be a separable metric space, and consider ðPnÞn; P
probability measures deﬁned on ðX ; bX Þ. ðPnÞn is said to converge weakly to P
when limn
R
f dPn ¼
R
f dP for all bounded, continuous real function f on X .
We will denote it Pn ) P .
We are only going to outline here some basic deﬁnitions necessary to follow
the rest of the paper; see [2,3] for a detailed study of the weak convergence and
its implications. The following result [2] will be used later:
Proposition 3.2. Let U be a subclass of bX such that (i) it is closed under the
formation of finite intersections and (ii) each open set in bX is a finite or countable
union of elements of U. If PnðAÞ ! P ðAÞ for every A in U, then Pn ) P .
The weak topology is the topology onP taking as a neighborhood system of
P the sets fQ : QðGiÞ > P ðGiÞ  ; i ¼ 1; . . . ; kg, with Gi open and  > 0. Then,
Pn ) P if and only if the sequence ðPnÞn converges to P respect to the weak
topology. Moreover, this topology is Hausdorﬀ, so any pair of probability
measures can be separated through disjoint open sets. Let us also introduce an
auxiliary notion, to be used later:
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Deﬁnition 3.2 [2]. A family K of probability measures on ðX ; bX Þ is said to be
tight if for every positive  there exists a compact set K such that P ðKÞ > 1 
for all P in K.
It is clear that if X is a compact metric space (which is in particular sepa-
rable), any family of probability measures will be tight.
Proposition 3.3 [2]. Consider K a tight family of probability measures on ðX ; bX Þ.
Then, its closure respect to the weak topology is compact.
Remark 3.1. In particular, if ðX ; dÞ is a compact metric space, any closed family
W of probability measures on bX is weakly compact: W will be tight because X
is compact, and then we apply the previous proposition.
We are ready now to introduce the main result of this section. We are going
to deﬁne a linear topological space E satisfying the conditions of Theorem 3.1,
having the class of probability measures on ðX ;bX Þ as a subset and satisfying
that the relative topology on this subset is the weak topology. The construc-
tion, that we will apply in this paper to the study of the extreme points of the
credal set MðlÞ, could also be used in other contexts where the structure of a
linear topological space is also essential; hence, its scope goes beyond the
framework of this paper.
Let us denote by P the class of probability measures on ðX ; bX Þ, and con-
sider the space E :¼ fPni¼1 kiPi : ki 2 R; Pi 2 Pg. This is a linear space over the
scalar ﬁeld R. Consider also the spaceF of bounded continuous real functions
on ðX ; dÞ. This is also a vectorial space over the scalar ﬁeld R.
Remark 3.2. Note that any element Q ¼Pmi¼1 kiQi 2 E can be expressed in the
form Q ¼ a1Q01  a2Q02, with a1; a2 P 0;Q01;Q02 probabilities: if we consider
I1 ¼ fi : ki > 0g, then
P
i2I1 kiQi¼ð
P
i2I1 kiÞð
P
i2I1ðki=
P
i2I1 kiÞQiÞ¼ð
P
i2I1 kiÞQ01.
The measure Q01 is a linear convex combination of probabilities, which is also a
probability. Similarly, if we take I2¼fi :ki<0g, we can see that
P
i2I2 kiQi ¼ðPi2I2 kiÞQ02, with Q02¼ðPi2I2ðki=Pi2I2 kiÞQiÞ a probability.
In order to provide E with a linear topological space structure, we are
going to use the concept of pairing [13] of vectorial spaces. A pairing is an
ordered pair of linear spaces over the same scalar ﬁeld K, together with a bi-
linear functional B : EF! K on the product. We will denote hx; f i ¼
Bðx; f Þ.
Then, given a pairing hE;Fi, we can deﬁne on E the wðE;FÞ topology as
follows: consider the space KF ¼Qf2F K, with the product topology. We can
establish a correspondence between the elements x 2 E and the elements of
KF through the bilinear functional B. That is, we can deﬁne a map T such that
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T ðxÞ is the element Qf2Fhx; f i in KF. A subset U of E belongs to wðE;FÞ if
and only if it is U ¼ T1ðV Þ for some open set V  KF in the product topo-
logy.
The wðE;FÞ-topology satisﬁes the following property:
Theorem 3.4 [13]. Let E and F be paired linear spaces. Then
1. The space E together with the topology wðE;FÞ is a locally convex linear to-
pological space, and it is Hausdorff if and only for every 0 6¼ x 2 E, there ex-
ists f 2F s.t. hx; f i 6¼ 0.
2. A sequence fxngn  E converges to x 2 E relative to the topology wðE;FÞ if
and only if ðhxn; f iÞn converges to hx; f i for each f 2F.
Let us apply these results in our context:
Theorem 3.5. Consider the functional B : EF! R by BðPni¼1 kiPi; f Þ ¼Pn
i¼1 ki
R
f dPi. Then,
1. B is well-defined.
2. B is a bilinear functional.
3. E with the wðE;FÞ topology is a locally convex and Hausdorff linear topolo-
gical space.
4. The relative topology on the subset P of probability measures coincides with
the weak topology.
Proof. We start by proving the ﬁrst statement. Assume Q ¼Pni¼1 kiQi ¼Pm
i¼1 k
0
iQ
0
i, and let us show that for any f 2F, we have
Pn
i¼1 ki
R
f dQi ¼Pm
i¼1 k
0
i
R
f dQ0i. It is clear that it holds when f ¼ IA for some A 2 bX : both terms
are equal to QðAÞ. Consequently, we also have the equality for simple bX -
measurable functions. Now, any f 2F can be uniformly approximated by a
sequence ðfkÞk of simple bX -measurable functions, and then
Xn
i¼1
ki
Z
f dQi ¼
Xn
i¼1
ki lim
k
Z
fk dQi ¼ lim
k
Xn
i¼1
ki
Z
fk dQi
¼ lim
k
Xm
i¼1
k0i
Z
fk dQ0i ¼
Xm
i¼1
k0i limk
Z
fk dQ0i
¼
Xm
i¼1
k0i
Z
f dQ0i:
Therefore, B is well-deﬁned.
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Let us prove now the second statement. There are two parts:
• Given c1; c2 2 R;Q1 ¼
Pn
i¼1 kiPi, Q2 ¼
Pm
j¼1 sjP
0
j 2 E; f 2F, it is
Bðc1Q1 þ c2Q2; f Þ ¼ B
Xn
i¼1
c1kiPi
 
þ
Xm
j¼1
c2sjP
0
j ; f
!
¼
Xn
i¼1
c1ki
Z
f dPi þ
Xm
j¼1
c2sj
Z
f dP 0j
¼ c1
Xn
i¼1
ki
Z
f dPi
 !
þ c2
Xm
j¼1
sj
Z
f dP 0j
 !
¼ c1BðQ1; f Þ þ c2BðQ2; f Þ:
• Given c1; c2 2 R;Q ¼
Pn
i¼1 kiQi 2 E; f1; f2 2F, it is
BðQ; c1f1 þ c2f2Þ ¼
Xn
i¼1
ki
Z
ðc1f1 þ c2f2ÞdQi
¼
Xn
i¼1
kic1
Z
f1 dQi þ
Xn
i¼1
kic2
Z
f2 dQi
¼ c1BðQ; f1Þ þ c2BðQ; f2Þ:
The ﬁrst part of the third statement is a consequence of Theorem 3.4. To see
that E is Hausdorﬀ, take Q ¼ a1Q1  a2Q2 6¼ 0. There are two alternatives:
either it is a1 6¼ a2, and then f ¼ IX satisﬁes BðQ; f Þ ¼ a1  a2 6¼ 0; or either we
have a1 ¼ a2. In that case, it must be Q1 6¼ Q2. But then there exists f 2F s.t.R
f dQ1 6¼
R
f dQ2 ) a1
R
f dQ1  a2
R
f dQ2 6¼ 0) BðQ; f Þ 6¼ 0. Therefore, the
pairing hE;Fi satisﬁes Theorem 3.4 and E is Hausdorﬀ.
We ﬁnally prove the fourth and last statement. Consider the subspace of E
given by the class P of probability measures on ðX ; bX Þ, with the relative to-
pology wðE;FÞ \P. By Theorem 3.4, a sequence ðPnÞn converges to P respect to
the relative topology if and only if for every f 2F, hPn; f i ! hP ; f i. But this is
equivalent to the convergence of
R
f dPn to
R
f dP for every bounded continuous
real-valued function on ðX ; dÞ, that is, the weak convergence of Pn to P . This
means that the relative topology on P coincides with the weak topology. 
Next, we are going to show that the set P of probability measures is a closed
subset ofEwith thewðE;FÞ topology. First, we need to prove an auxiliary result.
Lemma 3.6. For every A 2 QðB1; . . .Þ, there is decreasing sequence ðAnÞn  sðdÞ
s.t. A ¼ \nAn.
Proof. As QðB1; . . .Þ ¼ [mQðB1; . . . ;BmÞ, it suﬃces to prove the result for
A 2 QðB1; . . . ;BmÞ for some arbitrary m.
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• Consider ﬁrst A ¼ C1 \    \ Cm, where Ci 2 fBi;Bci g 8i ¼ 1; . . . ;m. Recall
that Bi ¼ Bðxi; qiÞ for some xi 2 X ; qi 2 Q. Given a sequence ðrnÞn " qi, with
rn < qi 8n, we can easily check the equality Bci ¼ \nBðxi; qnÞc. Then, each
Ci is the limit of a decreasing sequence ðAinÞn of open sets for every
i ¼ 1; . . . ;m, and then so is A, taking the sequence ðAnÞn given by An ¼
A1n \    \ Amn .
• Given B 2 QðB1; . . . ;BmÞ, it is a ﬁnite union of elements of the previous type;
that is, B ¼ A1 [    [ Al, with Ai ¼ Ci1 \    \ Cim for all i, Cij 2 fBj;Bcjg
for every i; j and Ap \ Aq ¼ ; 8p 6¼ q. Each Ai is, by the previous point, the
limit of a decreasing sequence ðAinÞn of open sets; if we consider the se-
quence ðBnÞn ¼ ðA1n [    [ AlnÞn, we can easily check that it is decreasing
and that its limit is \nBn ¼ \nðA1n [    [ AlnÞ ¼ ð\nA1nÞ [    [ ð\nAlnÞ ¼
A1 [    [ Al ¼ B: 
Equivalently, any element of the algebra QðB1; . . .Þ will also be the limit of
an increasing sequence of closed sets. Now we are ready to check the closeness
of P for the wðE;FÞ-topology.
Theorem 3.7. P is a closed subset of E.
Proof. Consider a sequence ðPnÞn of probability measures converging to
Q ¼Pmi¼1 kiQi 2 E with respect to the topology wðE;FÞ. Any element of E is
r-additive and satisﬁes Qð;Þ ¼ 0. Besides, the wðE;FÞ-convergence implies
that limn PnðX Þ ¼ 1 ¼ QðX Þ, because IX 2F. It only remains to show that Q is
monotone, that is, that A  B) QðAÞ6QðBÞ. Because of the additivity, it is
equivalent to show that Q is non-negative.
The proof is made in three steps: ﬁrst, we show that Q is non-negative in the
closed sets; then, we prove it for the elements of QðB1; . . .Þ; and ﬁnally we
deduce that Q is non-negative on bX .
• Let C be a closed subset of X . Then, by [2, Theorem 1.2], for every d > 0
there exists fd 2 F s.t. fdðxÞ ¼ 1 8x 2 C, 06 fdðxÞ6 1 if dðx;CÞ6 d, and
fdðxÞ ¼ 0 if dðx;CÞ > d. These functions satisfy that fdðxÞ ! ICðxÞ for every
x when d ! 0.
By Theorem 3.4, we have that limn Bðfd; PnÞ ¼ limn
R
fd dPn ¼ Bðfd;QÞ ¼Pm
i¼1 ki
R
fd dQi. If we make d ! 0 and apply the bounded convergence theo-
rem, we obtain
lim
d!0
Xm
i¼1
ki
Z
fd dQi ¼
Xm
i¼1
ki lim
d!0
Z
fd dQi ¼
Xm
i¼1
kiQiðCÞ ¼ QðCÞ:
Moreover, PnðCÞ6
R
fd dPn 8d > 0, n 2 N; hence, lim supn PnðCÞ6 lim supn R
fd dPn ¼ limn
R
fd dPn¼
Pm
i¼1 ki
R
fd dQi 8d> 0. Consequently, lim supn PnðCÞ6
limd!0
Pm
i¼1 ki
R
fd dQi ¼ QðCÞ, and we deduce that QðCÞP 0.
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• We have proven in Lemma 3.6 that every element of QðB1; . . .Þ is the limit of
a decreasing sequence of open sets. Equivalently, it is the limit of an increas-
ing sequence of closed sets, i.e., given A 2 QðB1; . . .Þ, it is A ¼ [nCn, with
Ci  Ciþ1 closed 8i ¼ 1; 2; . . . Then,
QðAÞ ¼
Xm
i¼1
kiQiðAÞ ¼
Xm
i¼1
kiQið[nCnÞ ¼
Xn
i¼1
ki lim
n
QiðCnÞ
¼ lim
n
Xm
i¼1
kiQiðCnÞ ¼ lim
n
QðCnÞP 0
(the limit of a ﬁnite sum of convergent sequences is the sum of the limits).
We see then that QP 0 in the algebra QðB1; . . .Þ.
• DeﬁneH ¼ fA 2 bX : QðAÞP 0g. We have proven the inclusion QðB1; . . .Þ 
H. Let us also show that H is a monotone class: given ðAnÞn "H, it is
Qð[nAnÞ ¼ limn QðAnÞP 0, and the same applies to decreasing sequences.
Therefore, H is a monotone class, whence bX ¼H.
We deduce that QðAÞP 0 8A 2 bX , QðX Þ ¼ 1, Qð;Þ ¼ 0, and that Q is r-
additive. Therefore, Q is a probability. 
We conclude that a set of probability measures A  P will be closed respect
to the weak topology if and only if it is closed respect to the wðE;FÞ topology
on E, and the closure of A will coincide on P and on E.
Moreover, if A  P is compact respect to the weak topology, any family of
closed subsets of A with the ﬁnite intersection property (FIP) will have a
(global) non-empty intersection. But the weak topology is Hausdorﬀ, whence A
is weakly closed (() wðE;FÞ-closed) and the closed subsets of A will be the
wðE;FÞ-closed subsets. This means that any family of wðE;FÞ-closed subsets
of A with the FIP will have a non-empty intersection, and hence A is wðE;FÞ-
compact.
This will allow us to restrict our work to the class P and to the well-known
behaviour of the weak topology, and ultimately apply Theorem 3.1, which
characterizes the extreme points of convex compact sets on linear topological
spaces.
Let us remark again that by this construction we are providing the proba-
bility measures on a separable metric space with a mathematical structure
which is widely used in the ﬁeld of functional analysis and that will allow us to
look at some problems from probability theory with a diﬀerent perspective.
Now, we are going to study under which conditions the class MðlÞ is weakly
closed and compact. Our results, combined with the previous remarks, will
allow us to give a version of Krein–Milmans theorem applicable to our
problem. We also want to stress that the following results are valid for arbi-
trary capacities, not necessarily 2-alternating. This property will only become
important in our next section, when we characterize the set of extreme points.
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In particular, this means that our work in this section can be regarded as dual
from Walleys study [25] for the weak-* topology.
Let us give a characterization of MðlÞ:
Proposition 3.8. Consider ðX ; dÞ a separable space, and fBngn a countable base.
Let P be a probability and l a capacity defined on bX . Suppose that P ðAÞ6 lðAÞ
for every A open. If l is outer continuous, then P 2 MðlÞ.
Proof. Consider the set H ¼ fA 2 bX : P ðAÞ6 lðAÞg. By hypothesis, H con-
tains the open sets. From lemma 3.6, we can deduce that H contains the al-
gebra QðB1; . . .Þ: given B 2 QðB1; . . .Þ, there exists a sequence of open sets
ðAnÞn # B. Then, P ðBÞ ¼ limn P ðAnÞ6 limn lðAnÞ ¼ lðBÞ, because l is outer-
continuous.
Let us check that H is also a monotone class:
• Take ðAnÞn "H. Then, P ðAnÞ6 lðAnÞ6 lð[nAnÞ 8n) P ð[nAnÞ ¼ supn 
P ðAnÞ6 lð[nAnÞ ) [nAn 2H.
• Consider now a sequence ðAnÞn #H. We have P ðAnÞ6 lðAnÞ 8n; then,
P ð\nAnÞ ¼ limn P ðAnÞ6 limn lðAnÞ ¼ lð\nAnÞ, for the outer continuity.
Hence, \nAn 2H.
Therefore,H is a monotone class and it contains QðB1; . . .Þ; soH ¼ rðB1; . . .Þ;
and then P 2 MðlÞ. 
The thesis of this last proposition is not true in general when we drop the
outer continuity condition:
Example 3.1. Consider bR the Borel r-algebra on the real line, and let P denote
the degenerate distribution on some irrational point, x 2 R nQ, i.e., P ðAÞ ¼
1; 8A  fxg, and P ðAÞ ¼ 0 otherwise. Consider the set function l on bR given
by lðfxgÞ ¼ 0, lðAÞ ¼ 1 8; 6¼ A 6¼ fxg.
• It is clear that l is a capacity.
• It is not outer continuous: it suﬃces to take An ¼ ðx 1n ; xþ 1nÞ. Then, it will
be lðAnÞ ¼ 1 8n and lð\nAnÞ ¼ lðfxgÞ ¼ 0.
The set fxg is not open on bR; hence, lðAÞ ¼ 1 8A open, and it dominates P on
the open sets trivially. However, it is P ðfxgÞ ¼ 1 > lðfxgÞ, so P 62 MðlÞ.
Therefore, the outer continuity, which is trivially satisﬁed in the ﬁnite case,
arises here as an interesting condition in order to characterize the dominance of
a set of probability measures by a capacity. 1
1 Some deﬁnitions of capacity impose the outer continuity on closed or compact sets [5,16]. In
this paper, we have avoided that to make our work as general as possible.
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In general, the class MðlÞ is not going to be (weakly) closed. Let us see an
example.
Example 3.2. Consider the same capacity l from Example 3.1. Let ðYnÞn be a
sequence of random variables, where Yn is constant on xþ 1n for every n, and
take Y a random variable constant on x. Then, the sequence ðYnÞn converges
almost surely to Y , whence ðPYnÞn converges weakly to PY . However, PYn belongs
to MðlÞ for every n, whereas PY does not. Hence, MðlÞ is not closed. As any
compact set in a Hausdorﬀ space (such as P with the weak topology) is closed,
MðlÞ is not compact either.
We also have the following result:
Proposition 3.9. Let l be an outer-continuous capacity on bX . Then, MðlÞ is
closed. If in particular ðX ; dÞ is a compact metric space, then MðlÞ is compact.
Proof. Take a sequence of probability distributions Qn ) Q, with Qn 2
MðlÞ 8n. Then, by Portmanteaus theorem, we have that lim infn QnðAÞPQðAÞ
for every A open, which implies that QðAÞ6 lðAÞ 8A open. Applying Propo-
sition 3.8, we conclude that Q 2 MðlÞ. Therefore, this set is closed.
The second part of the result follows from the fact that when ðX ; dÞ is a
compact metric space, any closed family of probability measures is compact, as
we showed in Remark 3.1. 
The credal set MðlÞ is not closed in general without the outer continu-
ity condition, as Example 3.2 shows. When MðlÞ is compact, we can apply
Theorem 3.1 to characterize its extreme points, because we have proven that a
weakly compact set is also compact in the wðE;FÞ topology of the linear to-
pological space E. By Proposition 3.9, we obtain the following.
Proposition 3.10. Consider a compact metric space ðX ; dÞ, and let l be an outer-
continuous capacity defined on bX . If I is a weakly closed set of probability
measures such that MðlÞ ¼ ConvðIÞ, then I contains the set of extreme points
of MðlÞ.
4. Extreme points of M(l)
Now, we are going to make use of the studies carried out in last section to
characterize the extreme points of the set MðlÞ. We will ﬁnd a family I of
extreme points such that its convex hull ConvðIÞ satisﬁes ConvðIÞ 
MðlÞ  ConvðIÞ. In particular, when MðlÞ is closed, this family will satisfy
ConvðIÞ ¼ MðlÞ.
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We are ﬁrst going to recall the results for a ﬁnite referential. Because
ðX ;PðX ÞÞ can be endowed with a separable metric space structure whenever X
is ﬁnite and the continuity is trivial in that case, our results will generalize the
ones we cite here.
Suppose that jX j ¼ n, and take a permutation p, p ¼ ði1; . . . ; inÞ 2 Sn. Let l
be a 2-alternating capacity on ðX ;PðX ÞÞ. Deﬁne a probability distribution Pp by
Ppðfi1gÞ¼ lðfi1gÞ, PpðfijgÞ¼ lðfi1; . . . ; ijgÞlðfi1; . . . ; ij1gÞ 8j¼ 2; . . . ; n. Then,
Ppðfi1; . . . ; ijgÞ ¼ lðfi1; . . . ; ijgÞ 8j ¼ 1; . . . ; n:
Proposition 4.1. Consider l a 2-alternating capacity on ðX ;PðX ÞÞ, where
jX j ¼ n. Then, the profile of MðlÞ is given by the set fPp : p 2 Sng.
Therefore, MðlÞ has at most n! extreme points.
This result was ﬁrst established by Dempster [9] for 1-alternating capaci-
ties, and alternative proofs for 2-monotone capacities have been made among
others by Shapley ([23]), in the context of game theory, and Chateaneuf and
Jaﬀray ([4]), using the M€obius inversion of a 2-alternating capacity.
Let us consider now ðX ; dÞ a separable metric space, and let us denote by
fBngn a countable base of sðdÞ. Then, the Borel r-algebra bX is equal to
rðB1; . . .Þ. Take l an outer-continuous 2-alternating capacity on bX .
In order to deﬁne the extreme points of MðlÞ, it suﬃces to give their ex-
pression on the algebra QðB1; . . .Þ, and use then Caratheodorys extension [3].
Besides, from the proof of Proposition 3.8 we see that given a probability
measure P dominated by l in the algebra QðB1; . . .Þ, its extension to bX will also
be dominated by l, because l is outer-continuous.
The key in our construction is the fact that the algebras QðB1; . . . ;BnÞ are
ﬁnite, and the restriction of l to them can be seen as a 2-alternating capacity
deﬁned on a ﬁnite set.
Remark 4.1. Consider the class Dn ¼ fC1 \    \ Cn : Ci 2 fBi;Bci g 8i ¼
1; . . . ; ng. It has at most 2n diﬀerent elements, which are disjoint; let us denote
Dn ¼ fEn1; . . . ;En2ng. Then, every A 2 QðB1; . . . ;BnÞ is a ﬁnite (disjoint) union of
elements of Dn. Besides, Dnþ1 ¼ fA \ Bnþ1;A \ Bcnþ1 : A 2 Dng.
We clearly observe that it suﬃces to have a probability mass function on Dn
to be able to deﬁne to a probability measure on QðB1; . . . ;BnÞ by additivity.
Consider an arbitrary (but ﬁxed) n 2 N and a permutation p 2 S2n . For the
sake of simplicity and without much loss of generality, let us denote it
p ¼ ð1; . . . ; 2nÞ. Let us deﬁne Pnp on Dn by
Pnp ðEn1Þ ¼ lðEn1Þ
Pnp ðEnkÞ ¼ lð[kj¼1Enj Þ  lð[k1j¼1Enj Þ 8k ¼ 2; . . . ; 2n:
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We have
Pnp ð[kj¼1Enj Þ ¼ lð[kj¼1Enj Þ 8k ¼ 1; . . . ; 2n
and by additivity we can deﬁne it on QðB1; . . . ;BnÞ.
Note that, if we denote by ln the restriction of l to QðB1; . . . ;BnÞ, Pnp is one
of the extreme points of MðlnÞ by 4.1, and hence it belongs to MðlnÞ. Thus,
Pnp ðAÞ6 lðAÞ 8A 2 QðB1; . . . ;BnÞ.
We are going to construct an extension of Pnp to the algebra
QðB1; . . .Þ ¼ [mQðB1; . . . ;BmÞ satisfying that for every mP n, its restriction to
the ﬁnite algebra QðB1; . . . ;BmÞ is an extreme point of MðlmÞ; this will be
achieved associating its distribution to suitable permutations on Dm for every
m, and repeating then the course of reasoning made above.
Let us consider, for each m > n, Dm in the following order deﬁned recur-
sively:
Dm :¼ fEm1 ; . . . ;Em2mg
¼ fEm11 \ Bm;Em11 \ Bcm; . . . ;Em12m1 \ Bm;Em12m1 \ Bcmg; 8m > n:
Let us now deﬁne Pmp on Dm by
Pmp ðEm1 Þ ¼ lðEm1 Þ
Pmp ðEmk Þ ¼ lð[kj¼1Emj Þ  lð[k1j¼1Emj Þ 8k ¼ 2; . . . ; 2m:
Then we have
Pmp ð[kj¼1Emij Þ ¼ lð[kj¼1Emij Þ 8k ¼ 1; . . . ; 2m:
Now we can deﬁne a measure Pp on QðB1; . . .Þ ¼ [mP nQðB1; . . . ;BmÞ: given
A 2 QðB1; . . .Þ, there exists some mP n such that A 2 QðB1; . . . ;BmÞ; we make
PpðAÞ ¼ Pmp ðAÞ. This measure satisﬁes the following proposition:
Proposition 4.2. Pp is a probability measure on the algebra QðB1; . . .Þ, and
PpðAÞ6 lðAÞ 8A 2 QðB1; . . .Þ.
Proof. Let us ﬁrst remark that Pp is well-deﬁned: this follows from the fact that
Pmp extends P
m0
p , for each pair of indices m;m
0 such that m > m0 P n, because the
order deﬁned on Dm is compatible with the one deﬁned on Dm0 .
We prove now that Pp6l: given A 2 QðB1; . . .Þ, there exists m 2 N s.t.
A 2 QðB1; . . . ;BmÞ. Then, PpðAÞ ¼ Pmp ðAÞ6 lðAÞ, because Pmp is an extreme point
of MðlmÞ from Proposition 4.1.
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Finally, we prove that Pp is a probability. It is clear that Pp is non-negative,
Ppð;Þ ¼ 0; and PpðX Þ ¼ 1. The ﬁnite additivity holds because Pmp is ﬁnitely
additive for every m. Given a decreasing sequence ðAkÞk # ; on QðB1; . . .Þ, we
have that limk PpðAkÞ6 limk lðAkÞ ¼ lð;Þ ¼ 0, for the outer continuity condi-
tion on l. This implies [3] that Pp is countably additive. 
For the sake of simplicity, let us also denote by Pp Caratheodorys extension
of this measure to rðB1; . . .Þ. Consider I ¼ [nfPp : p 2 S2ng and C ¼ ConvðIÞ
its convex hull.
Proposition 4.3. Let l be an outer continuous 2-alternating capacity on the Borel
r-algebra bX generated by a separable metric space ðX ; dÞ. Then, every element
of I is an extreme point of MðlÞ, that is, I  ExtðMðlÞÞ.
Proof. Consider a permutation p 2 S2n , and denote by Pp its associated prob-
ability measure on bX . Let us ﬁrst check that Pp belongs to MðlÞ: by con-
struction, we have that PpðAÞ6 lðAÞ 8A 2 QðB1; . . .Þ. Applying now the outer
continuity of l and Proposition 3.8, we conclude that Pp 2 MðlÞ.
Suppose now that there exist P1; P2 2 MðlÞ; a 2 ð0; 1Þ such that Pp ¼
aP1 þ ð1 aÞP2. By construction, given mP n, Pp is an extreme point of MðlmÞ,
and hence it is P1 ¼ P2 ¼ Pp on QðB1; . . . ;BmÞ 8mP n: Thus, P1 ¼ P2 ¼ Pp in
QðB1; . . .Þ, and, by Caratheodorys theorem, P1 ¼ P2 ¼ Pp. 
We deduce that C  MðlÞ. Now, we are going to prove the inclusion
MðlÞ  C. For this, consider the function Gn : MðlÞ ! MðlnÞ such that GnðPÞ
is the restriction of P to QðB1; . . . ;BnÞ.
Lemma 4.4. GnðMðlÞÞ ¼ GnðCÞ for every n.
Proof. It is clear that GnðCÞ  GnðMðlÞÞ and GnðMðlÞÞ  MðlnÞ. All these sets
are convex, and the extreme points of the latter are given, from Proposition 4.1,
by the probabilities associated to the permutations on Dn. Take such a per-
mutation p 2 S2n , and denote P 0p the extreme point of MðlnÞ it induces. Then,
there is an extension Pp to bX belonging to C; it is clear that GnðPpÞ ¼
P 0p ) ExtðMðlnÞÞ  GnðCÞ. As we said, ln can be considered to be deﬁned on a
ﬁnite referencial, and then it is MðlnÞ ¼ ConvðExtðMðlnÞÞÞ. GnðCÞ is a convex
set; hence, MðlnÞ  GnðCÞ, and consequently we have the equality
GnðCÞ ¼ GnðMðlÞÞ: 
What we have just proven is that given an element of MðlÞ and a ﬁnite n,
there exists some distribution in C with the same values on QðB1; . . . ;BnÞ. We
will use this to prove that every probability in MðlÞ is the weak limit of some
sequence in C.
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Theorem 4.5. MðlÞ  C.
Proof. Consider P 2 MðlÞ. From the previous lemma, there exists Kn 2 C such
that P and Kn agree on QðB1; . . . ;BnÞ. Therefore, we have that KnðAÞ !
P ðAÞ 8A 2 QðB1; . . .Þ (there exists some n0 2 N such that A 2 QðB1; . . . ;Bn0Þ,
and consequently the sequence ðKnðAÞÞnP n0 is constant on P ðAÞ). The class
QðB1; . . .Þ satisﬁes the hypotheses of Proposition 3.2: it is closed under ﬁnite
intersections, and any open set will be a union of elements of the countable
base fBngn. We deduce that Kn ) P . Therefore, P 2 C: 
We have obtained a class I of extreme points of MðlÞ satisfying the relation
ConvðIÞ  MðlÞ  ConvðIÞ. In the ﬁnite case, this implies that I contains all
the extreme points of MðlÞ. Unfortunately, for a separable space there may be
extreme points which are not in I. We might think that at least the extreme
points will be related to the extreme points of MðlnÞ, in the sense that any
extreme point will be an extension of extreme points ofMðlnÞ 8nP n0 for some
n0 (as it happens in our construction). This is not true, as we can see in the
following example:
Example 4.1. Let x 2 R nQ, and consider l a capacity deﬁned on b½x1;xþ1 by
lðAÞ ¼ minfkðAÞ þ 0:5IAðxÞ þ 0:5IAðx 0:5Þ; 1g, where k is Lebesgues mea-
sure. Let us deﬁne a probability measure P on b½x1;xþ1 by P ðfxgÞ ¼
0:5; P ðfx 0:5gÞ ¼ 0:5.
• l is 2-alternating, using the fact that the minimum between a measure and 1
is always 2-alternating: take l ¼ minfl0; 1g, and consider A;B 2 bX . There
are two possibilities. If either l0ðAÞ or l0ðBÞP 1, then lðA [ BÞ ¼ 1 and
lðA [ BÞ þ lðA \ BÞ ¼ 1þ lðA \ BÞ6 lðAÞ þ lðBÞ. Otherwise, it is l0ðAÞ;
l0ðBÞ < 1, and then lðA [ BÞ þ lðA \ BÞ6 l0ðA [ BÞ þ l0ðA \ BÞ ¼ l0ðAÞþ
l0ðBÞ ¼ lðAÞ þ lðBÞ.
• l is outer continuous, making the same argument as in the previous point:
given a decreasing sequence ðAnÞn  b½x1;xþ1, we have lð\nAnÞ ¼
minfl0ð\nAnÞ; 1g ¼ minflimn l0ðAnÞ; 1g. As the sequence ðPðAnÞÞn is mono-
tone and bounded, we can exchange the limit and the minimum; hence,
minflimn l0ðAnÞ; 1g ¼ limn minfl0ðAnÞ; 1g ¼ limn lðAnÞ.
• P ðAÞ6 lðAÞ trivially, because it is l ¼ minf1; P þ kg.
• P is an extreme point of MðlÞ: suppose the existence of P1; P2 2 MðlÞ and
a 2 ð0; 1Þ s.t. P ¼ aP1 þ ð1 aÞP2; then, P ðfxgÞ ¼ lðfxgÞ ¼ 0:51ðfxgÞ ¼
P2ðfxgÞ ¼ 0:5 ¼ lðfxgÞ, and similarly P1ðfx 0:5gÞ ¼ P2ðfx  0:5gÞ ¼
P ðfx 0:5gÞ ¼ 0:5. Therefore, P1 ¼ P2 ¼ P .
• The spheres of rational center and radius form a base for the open sets on
b½x1;xþ1. The algebra generated by these spheres is given by the ﬁnite unions
of the intervals of rational extremes. Take B1;B2, two disjoint spheres sepa-
rating x and x 0:5; let us show that P is not an extreme point for any
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QðB1; . . . ;BnÞ with nP 2. Take p 2 S2n a permutation, and consider Pnp the
extreme point it induces. Consider En1;E
n
2 the elements of Dn containing x
and x 0:5 respectively. It is P ðEn1Þ ¼ 0:5 ¼ P ðEn2Þ. If Pnp ðEn1 [ En2Þ ¼ 1, that
is, when these are the ﬁrst two elements considered by the permutation p
on Dn, we have Pnp ðEn1Þ ¼ lðEn1Þ > 0:5 or Pnp ðEn2Þ ¼ lðEn2Þ > 0:5, and it is
P 6¼ Pnp . Otherwise, it is Pnp ðEn1 [ En2Þ < 1, and P 6¼ Pnp .
This example shows that in general I is not going to be the proﬁle of MðlÞ.
Using the results from the previous section, we can conclude the following
theorem:
Theorem 4.6. Consider l an outer-continuous 2-alternating capacity defined on a
compact metric space. Then, the set I contains the extreme points of MðlÞ.
Proof. It is clear that, since MðlÞ is closed, ConvðIÞ MðlÞ. But we have
proven in Theorem 4.5 that MðlÞ  ConvðIÞ  ConvðIÞ. This implies the
equality. Applying now Theorem 3.1, we deduce that I contains the extreme
points of MðlÞ. 
We can see from Example 4.1 that the set I is not closed in general: in that
example, l satisﬁed the hypotheses of this theorem, but we found an extreme
point outside I.
5. The case of possibility measures
Possibility measures constitute one of the most important branches of the
theory of imprecise probabilities, and also one of the most widely used alter-
natives to probability measures. They were introduced by Zadeh [29] as a
model for linguistic uncertainty, and they have been later related with
Dempster–Shafer theory of evidence [14,21], or with the behavioural inter-
pretation of imprecise probabilities [25]. They have also been studied from the
measure and integral-theoretic point of view [8], in parallel with probability
theory, and particular attention has been devoted to the subject of conditional
possibility measures and independence [6,7,17,26]. All these works justify our
interest in them and serve as a motivation for a study of the credal set gen-
erated by a (normal) possibility measure.
For this particular case, we are going to prove the existence of some sim-
pliﬁcations in the set of extreme points that we have constructed in the previous
section. In the ﬁnite case, the proﬁle of MðlÞ will have in general less than n!
points, as we show in our next proposition:
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Proposition 5.1. If l is a normal possibility measure on ðX ;PðX ÞÞ, with jX j ¼ n,
then MðlÞ has at most 2n1 extreme points.
Proof. To simplify the notation, let us denote X ¼ f1; . . . ; ng, and let us assume
without loss of generality that 1 ¼ lðf1gÞP lðf2gÞP    P lðfngÞ. We are
going to prove our thesis using induction on n:
1. If n ¼ 2, then n! ¼ 2 ¼ 2n1, and the extreme points are associated to the per-
mutations ð2; 1Þ and ð1; 2Þ.
2. If n ¼ k and the result holds for n ¼ k  1, let us consider a permutation
p  ði1; . . . ; ikÞ 2 Sk:
• If i1 < k, then there exists some h > 1 s.t. ih ¼ k. Hence, PpðfkgÞ ¼
lðfi1; . . . ; ihgÞ  lðfi1; . . . ; ih1gÞ. Now, l is a possibility measure, and
lðA [ fkgÞ ¼ lðAÞ 8A  f1; . . . ; k  1g ) PpðfkgÞ ¼ 0. Thus, there exists
p0 2 Sk1 such that Pp0 ðfigÞ ¼ PpðfigÞ 8i : 1; . . . ; k  1. Reciprocally, given
p0 2 Sk1, we can consider p ¼ ði01; . . . ; i0k1; kÞ, and we have that
PpðfigÞ ¼ Pp0 ðfigÞ 8i ¼ 1; . . . ; k  1.Therefore, jfPp : p 2 Sk; pðkÞ > 1gj ¼
jfPp0 : p0 2 Sk1gj6 2k2.
• If i1 ¼ k, then PpðfkgÞ ¼ lðfkgÞ, and given j ¼ i2, it is PpðfjgÞ ¼
lðfjgÞ  lðfkgÞ. Given the permutation p0 ¼ ði2; . . . ; ikÞ 2 Sk1, Pp0 satis-
ﬁes the equalities Pp0 ðfj; kgÞ ¼ PpðfjgÞþ PpðfkgÞ, Pp0 ðfilgÞ ¼ PpðfilgÞ
8l : 3; . . . ; k. Conversely, given p0 2 Sk1, the probability Pp associated
to the permutation p ¼ ðk; i01; . . . ; i0k1Þ satisﬁes the previous relation.
Thus, jfPp : p 2 Sk; i1 ¼ kgj ¼ jfPp0 : p0 2 Sk1gj6 2k2.
Therefore, jfPp : p 2 Skgj6 2k1. 
This result does not hold in general for plausibility functions: we can con-
struct a plausibility function l on a ﬁnite space ðX ;PðX ÞÞ, with jX j ¼ n, such
that MðlÞ has n! extreme points:
Example 5.1. Take X ¼ f1; . . . ; ng, and consider an arbitrary order on its 2n  2
proper subsets. We denote them fA1; . . . ;A2n2g. Deﬁne the probability mass
function m by mðAiÞ ¼ ð1=2iÞ 8i ¼ 1; . . . ; 2n2, and mðX Þ ¼ ð1=22n2Þ, and
consider l the plausibility function associated to this distribution through the
formula lðAÞ ¼PB\A6¼; mðBÞ. Then, given a permutation p ¼ ði1; . . . ; inÞ 2 Sn,
it is PpðfijgÞ ¼ lðfi1; . . . ; ijgÞ  lðfi1; . . . ; ij1gÞ ¼
P
ij2Bfij;...;ing mðBÞ. The form
of the distribution m makes PpðijÞ 6¼ Pp0 ðijÞ unless all the terms in their re-
spective sums coincide, that is, unless they are considering the same sets B on
the sum. Hence, the n! permutations yield n! diﬀerent extreme points.
In the general case of a separable metric space, we can also make some
simpliﬁcations on our set I. This is because the possibility distribution will
induce an order on the countable family fBngn. Take l an outer continuous
possibility distribution on bX . Then, the restriction of l to QðB1; . . . ;BnÞ is also
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a possibility measure. From the previous lemma, we have that jfPp :
p 2 S2ngj6 22n1.
We can then select from S2
n
a permutation p associated to each of the extreme
points, so that we obtain Pn a subset of S2
n
with fPp : p 2 Png ¼ fPp : p 2 S2ng,
and Pp 6¼ Pp0 8p 6¼ p0 2 Pn. This leads to the following proposition:
Proposition 5.2. Let l be an outer continuous possibility measure defined on the
Borel r-algebra bX associated to a separable metric space ðX ; dÞ. Then,
J ¼ fPp : p 2 Pn for some ng satisfies ConvðJÞ  MðlÞ  ConvðJÞ:
As a consequence, following the course of reasoning made in the previous
section, we obtain the following.
Corollary 5.3. Under the hypotheses of the previous proposition, if ðX ; dÞ is in
particular a compact metric space, then J contains the extreme points of MðlÞ.
6. Conclusions and further work
In this paper, we have continued the studies made by Dempster [10], Shafer
[22] or Walley [25] about upper and lower probability models in an inﬁnite
setting. In particular, we have investigated the extreme points of convex sets of
probabilities. As far as we know, most of the work in this subject has been
restricted to the ﬁnite case [4,9,23]. In these works, the problem has been solved
for sets of probabilities dominated by second order alternating Choquet ca-
pacities. These type of sets have interesting properties in connection with ro-
bust statistics [12] and the theory of imprecise probabilities [25]. The particular
study of the ﬁnite case beneﬁts from diﬀerent technical facilities such as the
existence of the M€obius inversion and the structure of Euclidean space on the
set of probability measures. However, in the more general case considered here,
we have been forced to include the class of probability measures in a linear
topological space; we have done it recapturing the weak topology on P. We
have showed that this topology has some undesirable properties: in particular,
we have given an example where the credal set MðlÞ is not closed under this
structure, let alone compact. Nevertheless, we have seen that under the addi-
tional condition of outer continuity, this set is closed. This condition is es-
sential also in order to characterize the dominance over a probability measure,
and becomes trivial on a ﬁnite referencial.
All this work on the functional structure of MðlÞ, though motivated by the
subsequent study of the extreme points, is also useful on its own: many trivial
characteristics ofMðlÞ in the ﬁnite case, such as its compactness, do not hold in
general. Then, it becomes interesting to see whether they are implied by some
extra conditions on the structure of the referential space.
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It has been proven that in the ﬁnite case, the extreme points of MðlÞ are
related to the set of permutations of the referential set. Perhaps the shortest
proof of this fact is in [4]. We have obtained here what could be called a
generating set of extreme points for a general separable metric space. The set
we obtain is in correspondence with the extreme points of the ﬁnite algebras.
Two remarks must be done here: ﬁrst, this set is not in general the proﬁle of
MðlÞ, so diﬀerent generating sets could be found; and second, not all the ex-
treme points of MðlÞ will be extensions of extreme points on the algebras
QðB1; . . . ;BnÞ.
It should also be remarked that for a possibility measure, and even in the
ﬁnite case, we have succeeded in lessen the maximal number of extreme points,
something that, as far as we know, had not been noted previously in the lit-
erature.
Let us point out some possible ways to continue our study: diﬀerent to-
pologies in the set of probabilities can be studied; in particular, we have already
noted in Section 3 that Walley [25] has obtained good results on the set of
linear previsions dominated by an upper prevision using the weak-* topology. 2
On the other hand, we think that the construction made in this paper can be
useful for handling diﬀerent problems concerning credal sets.
We conclude outlining some connections with other theories: In [23], the
results for the ﬁnite case were used for determining the Shapley value of a
convex cooperative game. Speciﬁcally, it was shown that this value was the
center of gravity of the extreme points of MðlÞ. We intend to study whether
our results help to determine the Shapley value for some cases of non-atomic
convex games.
Concerning random sets, the upper probability P ! they induce [9] is always
2-alternating [19], although it is not outer-continuous in general. We think that
other hypothesis, such as the approximation of the upper probability by the
distributions of the measurable selections, will allow us to use the work in this
paper to determine the extreme points of MðP !Þ.
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