This is a quick expository note on the subject of the title. I tried to make it as self-contained as I could, assuming only basic facts in the theory of schemes and some commutative and homological algebra, and to keep the formalism at a minimum. There is very little pretense of originality on my part; the results are of course very well known, and most of the ideas in the proofs are also known. The possible exceptions are the construction of the obstruction in Section 4, which does not use simplicial techniques, and the proof of the existence of versal deformations in Section 7.
Introduction
A very basic problem in algebraic geometry, which comes in all sort of guises, is to understand families of objects (varieties, bundles, singularities, maps, . . . ) . This is usually hard. The first step is to study the deformations of a fixed object X 0 of the given type, that, families of objects depending on some parameters t 1 , . . . , t r , such that for t 1 = · · · = t r = 0 we get exactly X 0 ; we are interested in what happens "near" (0, . . . , 0). This is done in three stages.
First of all there is the problem of infinitesimal liftings, which can be illustrated as follows. Suppose that we are given an object X 0 over a field κ, and a deformation X of order n − 1; we can think of X as obtained by perturbing the definition of X 0 by adding a parameter t with t n = 0. This is very vague, of course; in practice the definition usually involves defining X over the ring κ[t]/(t n ), or some other artinian ring, so that the restriction of X to κ is X 0 , and some other "continuity" condition (often involving flatness) is satisfied (in practice it is very important to look also at deformations on higher dimensional basis, that is, add more than one parameter.) Then the problem is: can we lift X to order n? And if we can, how can we describe the liftings? Usually the answer is in two parts: first there is a canonical element ω of some vector space V such that ω = 0 if and only if a lifting exists. Then there is some other vector space W such that if ω = 0 then W acts on the set of isomorphism classes of liftings making it into a principal homogeneous space (with uncanny regularity W is a cohomology group of a certain algebraic object, and V the cohomology group of the same object in one degree higher.)
The second stage is to look at formal deformations; a formal deformation of X 0 can be roughly described as a lifting X 1 of X 0 to order 1, a lifting X 2 of X 1 to order 2, and so, to all orders. Here the main result is that, with very weak hypotheses, there is always a formal deformation V (involving several parameters,) called "versal", such that, very roughly, all other formal deformations are obtained from V (the actual definition is a little technical.) This is defined over a quotient of a power series algebra R = κ[[t 1 , . . . , t r ]]/I (or some other complete local ring, when there is no base field); the t i are the parameters, and I the ideal of relations between the parameters. If the number of parameter is as small as possible then saying that I = 0 is equivalents to saying that the infinitesimal deformations are unobstructed, that is, for any n given a deformation to order n − 1 we can always lift it to order n. In practice knowing the ring R gives us a considerable of control on the infinitesimal deformations.
The third stage is to pass from formal deformation to actual deformations. In analytic geometry this amounts to passing from formal solution to some equations to analytic solutions, and can usually be done. In an algebraic context it is a much more delicate question, sometimes called the problem of algebraization; it can be solved for curves, but in general not for surfaces.
Despite the fundamental importance of the subject I do not know of any exposition that is both acceptably general and accessible to the average algebraic geometer or number theorist. There is a very thorough discussion of embedded deformations in [Kollár] , and deformations of singularities are treated in a very readable way in [Artin 1 ]; both are highly recommended. Going much beyond these two references is [Illusie] ; this is an excellent book, and very carefully written, but uses substantial amounts of simplicial machinery even to define the basic object, the cotangent complex, and the exposition is at the kind of topos-theoretic utmost level of generality that makes most algebraic geometers' eyes glaze over in a fraction of the time it takes to say "simplicial object associated to a pair of derived functors".
In this note we study the infinitesimal and formal deformation theory of local complete intersection schemes. We limit ourselves to a few basic results that can be obtained using sheaves of differentials, without resorting to the cotangent complex, as one has to do to go beyond this simple case. This is not likely to keep most people happy for very long, but the task of giving a reasonably self-contained explanation of the cotangent complex is rather daunting.
The question of algebraization of formal deformations is only touched upon very briefly (Proposition 6.3).
Section 2 treats the infinitesimal liftings of local complete intersection subscheme of a given scheme.
Abstract liftings of generically smooth local complete intersection schemes are discussed in Section 4; here we use some standard, and some less standard, facts on extensions of sheaves, proved in Section 3. The construction of the obstruction seems to be new, although I have not searched the literature long enough to be sure.
Section 5 contains some generalizations, most important to the case of local complete intersection maps, and to the case of deformations of pairs.
In Section 6 we define formal deformations of a local complete intersection generically smooth scheme over a field, define the Kodaira-Spencer map and the first obstruction map, and prove some basic properties. Assuming the existence of the base field is absolutely not necessary (a complete local ring would do very well,) and is of course an hindrance for applications to arithmetic, but it simplifies to some extent the exposition.
In Section 7 we discuss versal deformations; in particular prove the existence of versal deformations for generically smooth local complete intersection schemes over a field, using the results of Section 4. This proof is different from the one in [Schlessinger] , and uses the obstruction theory. It has the merit of illustrating how equations defining versal deformation spaces arise from obstructions.
In these last two sections I become a little more formal, and exploit the notion of homomorphism of deformations, which allows to make the treatment somewhat less cluttered. Also, here I use rings, instead of their spectra; I am aware that this might make many algebraic geometers uncomfortable, but I feel that is more natural in this context.
The theory in Sections 6 and 7 can be extended to any of the other cases considered in Section 5, and beyond. Indeed an axiomatic treatment would be possible (see for example [Artin 2 ],) and perhaps will be added to a future version of these notes.
2 Liftings of embedded local complete intersections (2.1) Notation. The following notation is used here and in Section 4. Let A ′ be a noetherian local ring with maximal ideal m A ′ and residue field κ = A ′ /m A ′ , and an ideal a ⊆ A ′ such that m A ′ a = 0; then a is a finite-dimensional vector space over κ. Set A = A ′ /a. All schemes and morphisms will be defined over A ′ .
If X is a scheme over a scheme S, and S ′ is a subscheme of S, we denote by X | S ′ the inverse image of S ′ in X. If "X" denotes a scheme over A, where X is an arbitrary symbol, we will always set X 0 = X | Spec κ .
Also, to avoid awkward terminology, if X is a locally closed subscheme of M , we will always talk about the sheaf of ideals of X in M meaning the sheaf of ideal of X in some open subset of M where X is closed. More generally we will sometime omit to say that M has to be restricted to an open subset. This should cause no confusion.
(2.2) Hypotheses. Let M ′ be a flat scheme of finite type over A ′ . Let X be a local complete intersection subscheme of M = M ′ | Spec A (not necessarily closed); this means that locally the ideal of X in M is generated by a regular sequence in O M . Assume also that X is flat over A; then X 0 is still a local complete intersection in M 0 .
Call N 0 the normal bundle to X 0 in M 0 . If I 0 is the ideal of X 0 in M 0 , then C 0 = I 0 /I 2 0 is a locally free sheaf on X 0 , called the conormal sheaf, and N 0 is by definition its dual.
Let us check that indeed X 0 is still a local complete intersection in M 0 . This is a particular case of the following lemma. Proof. This is a local problem, so we may assume that M is affine, X is closed in M , and the ideal of X in M is generated by a regular sequence f. The Koszul complex K · of f is a resolution of O X by flat sheaves over A; but O X is by hypothesis flat over A, so K · ⊗ A B is exact. This means that the restriction of f to X × Spec A Spec B is still a regular sequence, so X 0 is a local complete intersection in M 0 . ♣ (2.4) Definition. A lifting of X to M ′ is a subscheme X ′ of M ′ which is flat over A ′ and such that M × Spec A Spec B. Let us begin the proof with a criterion for a given subscheme X ′ ⊆ M ′ with X ′ ∩ M = X to be flat over A ′ . Let I ′ be the ideal of X ′ in M ′ ; then I ′ O M = I, so that there is a natural surjective map I ′ /aI ′ → I. Proof. This statement is local on X ′ , so we assume that all schemes involved are affine and the embedding X ֒→ M ′ is closed. There is a short exact sequence
so if we tensor over A ′ with A we get an exact sequence 0 = Tor
which shows that the map I ′ /aI ′ → I is an isomorphism if and only if Tor
′ is flat then the condition of the theorem is verified; the converse statement is a particular case of Grothendieck's local criterion of flatness (see for example [Matsumura] ), and can be proved very simply as follows. Let N be an arbitrary A ′ module; we want to show that Tor
, assuming this is true for N = A. From the exact sequence of Tor's, it is enough to prove that Tor
; so we may assume that aN = 0 (observe that a(aN ) = 0.) In other words, we assume that N is an A-module. Then the sequence
is the same as the sequence
which is exact because X is flat over A. ♣ Now we analyze the local situation; suppose that M ′ is affine, X is closed in M , and the ideal I of X in M is generated by a regular sequence f 1 , . . . , f r in O M .
Let X ′ be a lifting of X,
. . , f r to I ′ ; then from the equality I ′ /aI ′ = I and the fact that the ideal a is nilpotent we conclude that f
We have a homology spectral sequence
From this, and the fact that the abutment is 0 in degree 1, we get that
and hence E 2 p1 = 0 for all p. Analogously one proves that H 2 (K ′ · ) = 0, and by induction on q that
an element of I ′ whose image i a i f i in I is 0. Then because f 1 , . . . , f r is a regular sequence we can write (a 1 , . . . , a r ) ∈ O 
Proof. We will only give a hint for part (d); the remaining statements are straightforward and left to the reader. The ideal I ′ of X ′ in M ′ can be described as follows. A local section f ′ of O M ′ is in I ′ if and only if its image f in O M lies in I, and there exists a local section f ′ of I ′ mapping to f such that the image of (2.9) Lemma. Let X be a set, G a group. Let there be given a function φ: X × X → G with the following properties.
(a) φ(x 1 , x 2 ) = 1 if and only if
(c) For each g ∈ G and each x ∈ X there exists x ∈ X such that φ( x, x) = g. Then the element x in (c) is unique, and X has the structure of a principal left homogeneous G-space, by defining gx = x for all g ∈ G and x ∈ X.
Let us prove part (b) of the theorem. We may assume that X is closed in M . Choose a covering U = {U α } of M by open affine subschemes, such that in each U α the subscheme X α = X ∩ U α is a complete intersections, and call U 
for all α and β. To define the embedded obstruction ω emb , choose liftings X ′ α arbitrarily, and set
Of course this should have been written as
but now as in the future, we will commit a harmless and convenient abuse of language by omitting the restriction operators. Because of the cocycle relation of Proposition 2.8.(b) we see that {ν αβ } is aČech 1-cocycle; a lifting exists if and only if it is possible to choose local lifting so that the associated cocycle is 0. If
Again from Proposition 2.8.(b) and (c) we get that
In other words, cocycles associated to different local liftings are cobordant, so the cohomology class ω emb ∈Ȟ 1 (U, a ⊗ A N ) = H 1 (X, a ⊗ A N ) of {ν αβ } is independent of the local liftings. Furthermore, if ν αβ is a cocycle in ω emb , then there exists a 0-cochain {ν α } such that ν αβ = ν αβ + ν α − ν β . If we choose liftings X α so that 
This construction has an obvious property of functoriality. Let B ′ be a local ring,
Here is a typical application of Theorem 2.5.
(2.13) Corollary. Let π: M → S be a projective morphism, where S is a noetherian scheme. Let
Proof. Assume that H 1 (X 0 , N 0 ) = 0. Let H = Hilb(M/S) → S be the relative Hilbert scheme, ξ 0 ∈ H κ(s 0 ) the point corresponding to X 0 ⊆ M 0 . Let Spec B ֒→ Spec A be a closed embedding of spectra of local artinian rings, with closed point u 0 ∈ Spec B ֒→ Spec A, and suppose that it is given a commutative diagram Spec
such that β(u 0 ) = ξ 0 , and hence α(u 0 ) = s 0 . The morphism β corresponds to a subscheme X B ⊆ M × S Spec B flat over Spec B such that X B | u 0 = X 0 × s 0 u 0 . It follows easily from Theorem 2.5.(b), by induction on the length of the kernel of the homomorphism A → B, that there exists a subscheme X A ⊆ M × S Spec A flat over Spec A such that X A | Spec B = X B ; furthermore from Theorem 2.5.(c) we get that if H 0 (X 0 , N 0 ) = 0 the X B is unique. This means that then there exists a morphism Spec A → H making the diagram Spec
Spec A α E S commutative; moreover if H 1 (X 0 , N 0 ) = 0 this morphism is unique. By Grothendieck's criteria this means that H is smooth at ξ 0 , and if H 0 (X 0 , N 0 ) = 0 then it isétale. This implies that there exists anétale neighborhood s 0 ∈ U → S and a section U → H sending s 0 to ξ 0 . By taking for X ⊆ U × S M the pullback of the universal subscheme of H × S M we have proved the first statement.
For the second statement choose a Zariski neighborhood ξ 0 ∈ H ′ ⊆ H which isétale over S; by restricting U and U ′ we may assume that the morphisms U → H induced by U ′ → H induced by the subschemes X ⊆ U × S M and X ⊆ U × S M have their image in H ′ . Then we can take
Extensions of sheaves
In this section we will discuss briefly the theory of extensions, which we will use to prove Theorem 4.4; I advise the reader to skip it at first and then refer back to it as necessary. Working directly with extensions, instead of elements of groups of extensions, is critical in Section 4, because extensions can be patched together, unlike classes in Ext 1 . Let X a topological space with a sheaf of rings O; in this section a sheaf will always be a sheaf of O modules over X, and all homomorphisms will be homomorphisms of sheaves of O-modules. More generally we could work with objects of a fixed abelian category. I hope not to insult the reader by including some very standard definitions.
(3.1) Definition. Let F and G be sheaves. An extension (E, ι, κ) of F by G is a sheaf E with two homomorphisms ι: G → E and κ: E → F such that the sequence
is a homomorphism of sheaves φ: E → E ′ such that φι = ι ′ and κ ′ φ = κ.
We will often talk about an extension E, omitting the homomorphisms ι and κ from the notation; if we need to refer to the them we will call them ι E and κ E .
The content of the five lemma is that any homomorphism of extensions is an isomorphism. With the obvious definition of identities and composition of arrows, extensions form a category, which is a groupoid, i.e., all arrows are invertible. We will denote this category by Ext O (F, G).
Call Ext 
by the subgroup of homomorphism F → Q which can be lifted to homomorphisms F → J . Let E be an extension of F by G. The embedding G ֒→ J can be extended to a homomorphism E → J , because J is injective, which will induce a homomorphism F = E/G → Q. The image of this homomorphism in Ext O (F, G) only depends on the isomorphism class of E, and the resulting map Ext
This induces a structure of abelian group on Ext 1 O (F, G); this structure can be obtained directly from operations on extensions, as follows.
The identity element corresponds to the split extension (F ⊕ G, ι, κ), where ι(y) = (0, y) and κ(x, y) = x. We will denote the split extension by 0 F,G , or simply 0.
(3.2) Definition. Let (E, ι, κ) be an extension of F by G. The opposite −E is the extension (E, −ι, κ).
Notice that if f : E → E
′ is a homomorphism of extensions, then the same sheaf homomorphism f is also a homomorphism from −E to −E ′ ; we will denote f , thought of as a homomorphism from −E to −E ′ , by ⊖f . If we assign to each extension E the extension −E, and to each homomorphism f : E → E ′ the homomorphism ⊖f : −E → −E ′ , we get a functor from Ext O (F, G) to itself, whose square is the identity.
Let (E 1 , ι 1 , κ 1 ), . . . , (E r , ι r , κ r ) be extensions of F by G. Call
A ⊆ E 1 ⊕ · · · ⊕ E r the subsheaf whose sections over an open subset U ⊆ X are of the form (e 1 , . . . , e r ), where e i ∈ E i (U ), κ 1 (e 1 ) = · · · = κ r (e r ). Clearly A is a subsheaf of O-modules of E 1 ⊕ · · · ⊕ E r . Call B ⊆ A the subsheaf of whose sections over U ⊆ X are of the form ι 1 (y 1 ), . . . , ι r (y r ) , where y 1 , . . . , y r are in G(U ), and r i+1 y i = 0. Again B is a subsheaf of O-modules of A. If (e 1 , . . . , e r ) ∈ A(U ), we will denote the image of (e 1 , . . . , e r ) in A/B by [e 1 , . . . , e r ]. Notice that if y ∈ G(U ), then We leave it to the reader to check that the sum is indeed an extension of F by G. The sum E 1 + (−E 2 ) will be denoted with E 1 − E 2 .
If
r , are homomorphisms of extensions, there is an induced homomorphism
This makes the direct sum a functor from 
(d) For each extension E there are functorial isomorphisms [e, (x, y) ] into e + ι E (y), and [(x, y) , e] into e + ι E (y) respectively.
(e) If E is an extension, then there is a functorial isomorphism of extensions
We will not distinguishing between
, but we will use the isomorphism of (a) to identify them.
The functoriality statement in part (d) should be interpreted as saying that if f : E → E ′ is a homomorphism of extensions, then
and analogously for ǫ ℓ . For part (e) it means that f : E → E ′ is a homomorphism of extensions, then
(3.5) Definition. Let E be an extension of by G. A splitting of E is a sheaf homomorphism s: E → F such that sι E = id F .
If we are given a splitting s: E → F, then the sheaf homomorphism f s : E → 0 F,G defined by f s (e) = (s(e), κ E (e) is an isomorphism of extensions. Conversely, an isomorphism of extensions E → 0 F,G is of the form f s for a unique splitting s: E → F, so we will identify splittings of E and isomorphisms E → 0 F,G . Given two splittings s 1 : E 1 → 0 F,G and s 2 : E 2 → 0 F,G , we can define their sum E 1 + E 2 → F by the formula (s 1 + s 2 )[e 1 , e 2 ] = s 1 (e 1 ) + s 2 (e 2 ); it is readily checked that s 1 + s 2 is a well-defined splitting of E 1 + E 2 . In terms of isomorphisms of extensions, we have that
(3.6) Proposition. Let E 1 and E 2 be extensions. There is a canonical bijective correspondence between splittings of E 1 − E 2 and isomorphisms E 1 ≃ E 2 .
Proof. Given an isomorphism f : E 1 → E 2 we can associate to it the splitting
Conversely, to each splitting s:
The groups Ext 1 O (F, G) are functorial both in F and G, and this functoriality already exists at the level of extensions. Let us begin with the functoriality in G.
Let g: G → G ′ be a homomorphism of sheaves of O-modules, and let E be an extension of F by G. We define the pushforward g * E of F by G ′ as follows. As a sheaf, g * E is the direct sum G ′ ⊕ E, divided by the image of G under the homomorphism G → G ′ ⊕ E which sends a local section y to g(y), −ι E (y) . The homomorphism ι g * E :
It is an easy exercise to show that g * E is an extension of F by G ′ .
Then is a unique homomorphism of extensions
Proof. It is easy to see that if ψ exists it must have the form
Conversely one checks that this formula yields a well defined homomorphism ψ such that ψσ = σ ′ . ♣ This construction has the following properties.
(3.9) Proposition. Let g, g 1 , g 2 : G → G ′ be homomorphisms of sheaves of O-modules, E, E 1 and
(e) The boundary homomorphism
coming from the sequence
Proof. Part (b) is straightforward.
For part (c) we apply Lemma 3.8 with E ′ = g * E 1 + g * E 2 , and φ
(3.10) Lemma. There is a natural bijective correspondence of splittings of g * E with homomor-
The functoriality in F is analogous. Let E be an extension of F by G, f : F ′ → F be a homomorphism. We define the pullback f * E of F ′ by G as the subsheaf of F ′ ⊕ E whose sections are of type (x ′ , e) with f (xas a homomorphism
There is an obvious notion of isomorphism of extension cocycles. An isomorphism
consists of a collection of isomorphisms of extensions φ αβ :
for all α, β and γ. Furthermore, extension cocycles can summed; we define
where
and leave it to the reader to check that this sum is still an extension cocycle. Consider the set of isomorphism classes of extension cocycles. The operation of sum introduced above makes it into an abelian group.
The zero is represented by the class of the trivial extension cocycle, that is, the cocycle ({0}, {ǫ r 0 }) in which all the E αβ are trivial, and the F αβγ are all ǫ
The inverse of the class of an extension cocycle ({E αβ }, {F αβγ }) is ({−E αβ }, {⊖F αβγ }), and the isomorphism
Given a collection of extensions {E α } of F | X α by G | X α on X α , we can define its boundary
One check that ∂{E α } is an obstruction cocycle, and that there is a canonical isomorphism of extension cocycles
We say that an extension cocycle is a boundary if it is isomorphic to the boundary of a collection of extensions {E α }.
Therefore the isomorphism classes of boundaries form a subgroup of the group of isomorphism classes of extension cocycles; the quotient group will be called the group of extension classes, and will be denoted by E O (U; F, G).
, and the F αβγ are also restricted. Boundaries are obviously brought to boundaries, so we get a restriction map E O (U; F, G) → E O (U ′ ; F, G); as we shall see during the proof of Theorem 3.14, this map only depends on U and U ′ , and not on the map ρ. Accepting this for the moment, there is a limit abelian group
The group E O (F, G) can be interpreted as the first cohomology group of the commutative group stack Ext O (F, G) of extensions of F and G; it would be interesting to investigate the higher cohomology groups of this stack, and how they are related to the groups Ext
In the proof of the Theorem we will use the following notation. Let E, E 1 , E 2 be extensions of F by G, and let j: G → J be a homomorphism of sheaves.
If σ 1 : E 1 → J and σ 2 : E 2 → J are homomorphisms with σ i • ι E i = j, we will take their sum σ 1 + σ 2 : E 1 + E 2 → J to be the homomorphism defined by the formula (σ 1 + σ 2 )([e 1 , e 2 ]) = σ 1 (e 1 ) + σ 2 (e 2 ). If we think of σ i as a splitting of j * (E i ) (Lemma 3.10), then σ 1 + σ 2 can be thought of as their sum as a splitting of j * (E 1 + E 2 ) = j * (E 1 ) + j * (E 2 ) (Proposition 3.9.(c)).
On the other hand, let σ 1 , σ 2 : E → J be homomorphisms with σ i • ι E = j. Their difference σ 1 − σ 2 : E → J is a homomorphism with (σ 1 − σ 2 ) • ι E = 0, so there is a unique homomorphism τ : E → J such that τ • κ E = σ 1 − σ 2 . This τ we will also denote by σ 1 − σ 2 .
Finally, if σ: E → J is such that σ • ι E = j, and τ : F → J is a homomorphism, we will write
Proof. Let J be an injective sheaf of O-modules containing G, Q = J /G. Call j: G → J the inclusion, π: J → Q the projection. Then the boundary operator
is an isomorphism, and induces an isomorphism of Ext
, where the rows are boundary maps and the columns are localization maps, commutes. Hence the kernel of the left column is isomorphic to the kernel of the right column. But from the spectral sequence
we get an exact sequence
and an isomorphism of H 1 X, Hom O (F, G) with the kernel of the localization map from Ext
. We will prove both statements, and the fact that the restriction map from
only depends on U and U ′ , and not on the function U ′ → U, by proving the following.
(3.15) Lemma. There is a canonical isomorphism
which is compatible with restriction maps.
If we remember that the restriction map
independent of the function U ′ → U, that the inductive limit of theČech cohomology groups is the ordinary cohomology, and that the map
is always injective, we attain the proof of the theorem, together with the statement about the restriction map from
Proof of 3.15. Call j: G ֒→ J the inclusion. Because J is injective, for each α and β we can find a homomorphism σ αβ : E αβ → J such that σ αβ • ι E αβ = j. Let us check that we can do it coherently, in the following sense.
(3.16) Lemma. We can find a homomorphisms σ αβ : E αβ → J for each α, β, such that σ αβ •ι E αβ = j, and such that
for each triple α, β and γ.
We will call such a collection {σ αβ } a function from the extension cocycle ({E αβ }, {F αβγ }) to J .
Proof. Choose homomorphisms σ αβ : E αβ → J in such a way that σ αβ • ι E αβ = j for all α and β, and consider the homomorphisms
for all α, β, γ and δ.
Proof. Let x be a local section of F, and choose sections e αβ , e βγ and e γδ of E αβ , E βγ and E γδ whose image in F is x. Set e αγ = F αβγ ([e αβ , e βγ ]), e βδ = F βγδ ([e βγ , e γδ ]), e αδ = F αβδ ([e αβ , e βδ ]). Observe that the cocycle condition on the F αβγ (Definition 3.13) is tailor made to give us
This proves the lemma. ♣ Now observe that the sheaf Hom O (F, J ) is flabby, because J is injective, so its secondČech cohomology groupȞ 2 U, Hom O (F, J ) is 0. Hence we can find a 1-cochain {τ αβ } of Hom O (F, J ) such that τ αβγ = τ αβ + τ βγ − τ αγ . If we set σ αβ = σ αβ + τ αβ we see easily that the condition
The composition of the σ αβ with the projection π: J → Q send G to 0, and therefore induce homomorphisms η αβ : F → Q satisfying the cocycle condition η αβ + η βγ = η αγ . So we have associated to the extension cocycle ({E αβ }, {F αβγ }) and the functions {σ αβ } an element ω of theČech cohomology groupȞ 1 U, Hom O (F, Q) . Let us check that this element does not depend on the function {σ αβ }. Let {σ ′ αβ } be another function, and call ω ′ the element ofȞ 1 U, Hom O (F, Q) associated with ({E αβ }, {F αβγ }) and {σ
. We leave to the reader to check that it is a homomorphism. Let us prove that it is bijective.
Let ({E αβ }, {F αβγ }) be an extension cocycle whose associated cohomology element is 0. Choose a function {σ αβ } from ({E αβ }, {F αβγ }) to J , and call {η αβ } the associated cocycle in Hom O (F, Q). Choose a 0-cochain {η α } such that η αβ = η β − η α for all α and β. We think of J as an extension of G by Q, and set E α = η * α J . Observe that by definition of η αβ the diagram
commutes, so, by Lemma 3.11, there is an induced isomorphism of E αβ with η
To prove surjectivity, let ω ∈Ȟ 1 U; F, Q be a class represented by a cocycle {η αβ }, and set E αβ = η * αβ J . The isomorphism
is the inverse of the one in Proposition 3.12.(d). One checks that the F αβγ satisfy the cocycle condition of Definition 3.13. It is easy to see that the isomorphism between E O (U; F, G) andȞ 1 U, Hom O (F, Q) that we have just defined is compatible with refinement. This completes the proof of Lemma 3.16.
To finish the proof of Theorem 3.14 we only need to check that the resulting isomorphism between E O (F, G) and the kernel of the localization map Ext
is independent of the choice of J . This is straightforward and left to the reader. ♣
In order to extend Theorem 4.4 to maps, we need to generalize what has been done above to complexes. There is no problem in defining extensions of complexes, but in general extensions do not represent enough classes in Ext 1 . This problem, however, will not arise in the case we are interested in, as we will see.
If F · and G · are complexes of sheaves, we define an extension (E · , ι, κ) of F · by G · is a complex of sheaves E · , together with homomorphisms of complexes ι:
is exact for all integers n.
All of the theory that we have developed above before Theorem 3.14 goes through without changes to this more general case, when we substitute everywhere complexes to sheaves, and homomorphisms of complexes to homomorphism of complexes.
Let G be a sheaf, F · a complex of sheaves, J · an injective resolution of G. Recall that with J · [n] we denote the complex with J · [n]
is by definition the group of homomorphisms of complexes F · → J · , modulo homotopy. Of course we could take G itself to be a complex bounded below, but we will not need this more general case.
Think of G itself as a complex, which is zero everywhere except in degree 0, and let E · be an extension of F · by G. To this we can associate an element of Ext 1 O (F · , G) as follows. The embedding of complexes G → J · can be extended to homomorphism of Z-graded sheaves φ: E · → J · . To φ we associate the homomorphism of complexes
. It sends G to 0, and so induces a homomorphism ψ:
. The homotopy class of this complex does not depend on φ. So we have defines a function from the set of isomorphism classes of extensions of F · by G to
. By standard arguments one shows that this map is a homomorphism on groups; but in general it is not injective nor surjective.
by a unique isomorphism class of extensions.
Proof. Let E · be an extension of F · by G such that the corresponding element in Ext 1 O (F · , G) is 0. Then I claim that the embedding G → J · extend to a homomorphism of complexes E · → J · . In fact, extend G → J · to a homomorphism of graded sheaves φ: E · → J · , and call ψ:
the homomorphism of complexes induced by ∂ J · φ − φ∂ E · , as above. There is a homomorphism of graded sheaves λ:
, and I i = 0 for i > 1. Because of the condition on F · we see that the homomorphism f :
One checks that the pullback of this extension to F · represents the given class of Ext
With this at our disposal the whole theory in this section can be extended to extensions of complexes with no terms in positive degree by sheaves. The definition of extension cocycle extends to this case also, and Theorem 3.14 remains true, and but the proof has to be changed slightly. Here is the main point. If A · and B · are complexes of sheaves, we will use the notation Hom O (A · , B · ) to denote the sheaf of honest homomorphisms of complexes of A · into B · , which is in general very different from Ext 
Proof. Call A the kernel of the localization map Ext
as follows. Let ξ be an element of A; then ξ is represented by a homomorphism φ:
There is an open covering {X α } of X and homomorphisms of graded sheaves φ α :
It is easy to check that its class
is independent of the choice of the φ α , and that in this way we obtain an injective group homomorphism from A into H
Let us check surjectivity. Take a class in H
of homomorphisms of graded groups is a finite direct sum of flabby sheaves, hence all of its higher v Cech cohomology groups are 0. So we can find homomorphisms of graded sheaves φ α :
, and this concludes the proof. ♣
Once the have this, to prove the analogue of Theorem 3.14 it is enough to prove the following.
There is a canonical isomorphism
The proof follows the lines of the proof of Lemma 3.16. Let ({E · αβ , F αβγ }) be an extension cocycle of F · by G. Extend the homomorphism from G to J · to homomorphisms of graded sheaves σ αβ : E · αβ → J · satisfying the compatibility condition of Lemma 3.16. The homomorphisms of complexes
sends G to 0, and induces homomorphisms τ αβ : 
Abstract liftings of local complete intersections
In this section we analyze abstract liftings. Notation 2.1 is still in force.
(4.1) Hypotheses. Let X be a flat local complete intersection scheme of finite type over A. Assume also that X 0 is generically smooth over κ.
Recall that for X to be a local complete intersection means that if, locally on X, we factor the structure morphism X → Spec A as an embedding X ֒→ P followed by a smooth morphism P → Spec A, then X is a local complete intersection in P ; this condition is independent of the factorization. Also, if κ is perfect then for X 0 to be generically smooth over κ simply means to be reduced. 
(a) Any abstract lifting of X is a local complete intersection over
(c) There is a canonical element 
on the set of isomorphism classes of abstract liftings making it into a principal homogeneous space.
The condition that X 0 be generically smooth is necessary for the statement to hold. For example, consider that case that
Let us place ourselves again in the situation of Hypotheses 2.2. We need to understand the isomorphisms between liftings of X to M ′ . Let Φ:
induced by π 1 and by φπ 2 coincide, so we can think of
′ -linear we have also that D kills the elements of A ′ , so it is an A ′ -derivation. Such a derivation will send all the elements of the annihilator of 
We leave it as an exercise for the interested reader to check that by assigning D to Φ we get a bijective correspondence between isomorphisms of liftings X ′ 2 ≃ X ′ 1 with elements of
. This bijective correspondence has the following properties. 
The rest of the proof is entirely based on the constructions of Section 3, to which the reader should refer for the notation.
Let us put ourselves in the situation of Hypotheses 4.1. Let X ′ be an abstract lifting of X; if we set
in Proposition 4.6 we see that we have proved Theorem 4.4.(b). Let X ′ 1 and X ′ 2 be two abstract liftings of X; we want to know when they are isomorphic. Assume that there exists a smooth morphism P ′ → Spec A ′ and an embedding of X into P = P ′ | Spec A which lifts to embeddings of X ′ 1 and X ′ 2 into P ′ . Choose such liftings; we obtain an
The following lemma is where we use the hypothesis that X 0 be generically smooth.
(4.7) Lemma. The usual sequence
We will call this sequence the fundamental exact sequence for the embedding of X in P .
Proof. This is standard, except for the injectivity of the first arrow. But it is well know that this arrow is injective where X 0 is smooth, so its kernel is concentrated on a nowhere dense closed subset of X 0 , because X 0 is generically smooth. Since I 0 /I 2 0 is locally free on X 0 and X 0 has no embedded point, being a local complete intersection scheme over a field, we see that the kernel must actually be 0. ♣ If X 0 is not generically smooth then the lemma does not hold in general; the remedy is to substitute the complex I 0 /I 2 0 → Ω P 0 /κ | X 0 for the sheaf Ω X 0 /κ in the statement of the theorem, and in the remainder of the proof. This complex is defined up to a canonical isomorphism in the derived category of coherent sheaves on X 0 , and it is the simplest nontrivial example of a cotangent complex.
We define
We need to check that this extension is independent of the choices made, so choose two smooth morphisms P . These induce an embedding X ֒→ P 1 × Spec A P 2 , and liftings
. Let C 1 , C 2 and C 12 be the conormal bundles of X 0 in (P 1 ) 0 , (P 2 ) 0 , and (P 
There are homomorphisms φ i : C i → C 3 fitting into commutative diagrams with exact rows
Because of Proposition 2.8.(f) we have that ν 12 •φ i = ν i : C i → a⊗ κ O X 0 . By Lemma 3.8 the diagram above induces an isomorphism of extensions α i : E i ≃ E 12 ; we define the canonical isomorphism between E 2 and E 1 to be
2 . One checks that these isomorphisms satisfy the cocycle condition, that is, if P 
). Because of the above there are isomorphisms of extensions of E α | X α ∩X β with E β | X α ∩X β , satisfying the cocycle condition. We use these to glue the E α together into an extension E(X ( 
where Ω P 0 /κ | X 0 is considered as an extension of Ω X 0 /κ by a ⊗ κ O X 0 via the fundamental exact sequence of the embedding of X in P . 
We leave it to the reader to unwind the various definitions and prove the Proposition.
Proof of 4.9.(f ).
Let {X α } be a covering of X by affine open subschemes, and call X ′ α the restriction of X ′ to X α . For each α we choose an embedding X ′ α ֒→ A n α A ′ , and call C α the conormal bundle of X α ∩ X 0 in A n α κ . The fundamental exact sequence
induces an exact sequence of abelian groups
where the last group is 0 because X α ∩ X 0 is affine and Ω A n α κ /κ | X α ∩X 0 is locally free. This means that ∂ is surjective, so, by Proposition 3.9.(e), for each α we can find a homomorphism
and from the construction we get an isomorphism of extensions φ α :
By Proposition 4.10 these splittings yield isomorphisms of liftings X
One proves that they satisfy the cocycle condition: therefore we can glue the various X ′ α together to find the desired
The various properties of the extension E(X 
with the following properties. 
is the boundary homomorphism coming from the fundamental exact sequence (4.12) Hypothesis. Assume that there exists a smooth morphism P ′ → Spec A ′ and an embedding of X into P = P ′ | Spec A .
The only general case in which I know that Hypothesis 4.12 is true is when X is quasiprojective over κ. However, quasiprojectivity is not a very natural hypothesis; for example, if X 0 ⊆ P 3 C is a smooth quartic surface with Picard number 1 and X 0 is a general lifting of X to the ring of dual numbers, then the Picard group of X is trivial, so X can not be projective. This problem does not arise for curves, that is, if A is artinian and X is one-dimensional then X is quasiprojective.
Assume that Hypothesis 4.12 holds, and choose such a factorization X ֒→ P → Spec A. Call I 0 the ideal of X 0 in P 0 , and consider the fundamental exact sequence
We define the obstruction ω abs ∈ Ext
coming from the fundamental exact sequence
We need to show that ω abs does not depend on P ′ , and that it is 0 if and only if an abstract lifting exists.
, and observe that ω abs = 0 if and only if ω emb is in the image of the map
induced by the fundamental exact sequence. Notice first of all that if X is affine then ω emb ∈ H 1 (X 0 , N 0 ) = 0 vanishes, so a lifting X ′ exists. Also, the map ∂:
of Proposition 4.11.(c) is surjective, so if X ′ is another abstract lifting of X there is ν ∈ H 0 (X 0 , N 0 ) with ∂ν = e( X ′ , X ′ ). But such a ν is of the form ν = ν( X ′ , X ′ ) for a certain lifting X ′ ⊆ M ′ , because of Proposition 2.8.(d) and of Proposition 4.11.(c) we have e( X ′ , X ′ ) = e( X ′ , X ′ ). Then
because of Proposition 4.11. It follows that X ′ is isomorphic to X ′ . So we have shown that if X is affine then an abstract lifting exists, and any abstract lifting can be embedded in P . The existence of an abstract lifting in the affine case is consistent with the fact that Ext
because Ω X 0 /κ has projective dimension 1, as a consequence of Lemma 4.7. Now choose a covering {X α } of X by open affine subsets. Then because of the discussion above an abstract lifting exists if and only if there are liftings X ′ α of X α in P ′ and isomorphisms φ αβ : X ′ β | X α ∩X β ≃ X ′ β | X α ∩X β satisfying the cocycle condition. But invoking Proposition 4.6 and Lemma 2.10 we see that this is true if and only if there exists a cocycle {ν αβ } in ω emb , and a collection {D αβ } of elements of H 0 (X α ∩ X β ∩ X 0 , T 0 ) such that the restriction of D αβ to H 0 (X α ∩ X β ∩ X 0 , N 0 ) is ν αβ . But that this is the case if and only if ω emb is in the image of H 1 (X 0 , T 0 ), which is what we need. Let us check that ω abs is independent of P ′ and of the embedding j: X ֒→ P . Let : X ֒→ P = P ′ | Spec A be another embedding. By the usual method of considering the fiber product P ′ × Spec A ′ P ′ we may assume that there exists a smooth morphism π ′ : P ′ → P ′ such that if we denote by π the restriction of π ′ to Spec A we have π  = j. If I 0 is the ideal of X 0 in P 0 and I 0 is the ideal of X 0 in P 0 , we get a commutative diagram with exact rows
According to Lemma 2.11 the first column carries the embedded obstruction of X in P into the embedded obstruction of X in P , and so the two images in Ext
To prove Theorem 4.4.(c) in general, we need the machinery of extension cocycles developed in Section 3. Let {X α } be a covering of X with affine subsets, and for each α let X ′ α be an abstract lifting of X α . For each triple α, β and γ consider the isomorphisms
is an extension cocycle of Ω X 0 /κ by a ⊗ κ O X 0 , which we will denote simply by {E(X 
One checks that these give an isomorphism of the cocycle {E(
is independent of the liftings. What's more, if {E αβ } is a cocycle in ω, then there exist extension E α such that {E αβ } is isomorphic to {E(X This proof could be summarized as follows, for those whose taste runs towards the abstract. From the proof of Theorem 4.4.(d) we get that the category of liftings is a principal bundle stack over the commutative group stack Ext O X 0 (Ω X 0 ,κ , a ⊗ κ O X 0 ) of extensions. An abstract lifting is a section of this bundle stack, so the obstruction to its existence is an element of the first cohomology group of Ext O X 0 (Ω X 0 ,κ , a ⊗ κ O X 0 ). But Theorem 3.14 says that this group is contained in Ext
The class constructed here and the class constructed earlier under Hypothesis 4.12 coincide. The proof of this is omitted.
This construction has an obvious property of functoriality, which will be exploited in Sections 6 and 7. Let B ′ be a local ring, b ⊆ B ′ be an ideal with m B ′ b = 0, B = B ′ /b. Let f : A ′ → B ′ a local homomorphism inducing an isomorphism of residue fields, such that f (a) ⊆ b. Set f * X = X × Spec A Spec B; this scheme f * X is a flat local complete intersection on A. If X ′ is an abstract lifting of X we set f * X ′ = X × Spec A ′ Spec B ′ ; this is an abstract lifting of f * X. Any automorphism φ of X ′ as a lifting induces an automorphism
Generalizations
Here are two important generalizations. Fix a scheme M ′ of finite type over A ′ , a scheme X of finite type over A, such that X 0 is reduced and generically smooth over κ, and a local complete intersection morphism f : X → M = M ′ | Spec A defined over A. A lifting of the morphism f consist of an abstract lifting X ′ of X, and morphism
f ; f 0 is again a local complete intersection morphism. We define the complex of differentials Ω · f 0 of the morphism f 0 to be the complex with Ω 
(c) If a lifting exists, then there is a canonical action of the group
a ⊗ κ Ext 1 O X 0 (Ω · f 0 , O X 0 ) on the
set of isomorphism classes of liftings making it into a principal homogeneous space.
The proof of this result is essentially the same as the proof of Theorem 4.4 in Section 4. First one assumes that there is a smooth morphism π ′ : Call I 0 the ideal of the embedding of X 0 in P 0 , and π 0 → P 0 → M 0 the restriction of π. The usual homomorphism from I 0 /I 2 0 to Ω P 0 /M 0 | X 0 yields a restriction map from
There is a bijective correspondence between isomorphisms of liftings f
and elements of
, with the following properties.
(a) The identity id X ′ : X ′ ≃ X ′ corresponds to 0. 
The role of the fundamental exact sequence of Lemma 4.7 is played by the exact sequence
If we observe that for any sheaf of O X 0 -modules G we have
and we keep into account that, as observed in the last part of Section 3, the theory of extensions of sheaves generalizes to extensions of Ω · f 0 by sheaves, the proof of Theorem 4.4 goes through almost word for word.
Another situation that arises quite often in practice is when we want to study deformations of a scheme inducing a fixed deformation on a subscheme. For example, in the theory of deformation of pointed curves the scheme is the curve itself, while the subscheme is the union of the distinguished points. Again we may look at embedded deformations or abstract deformations. Here is the embedded setup.
Let M ′ be a flat scheme of finite type over
There is a canonical element 
on the set of liftings making it into a principal homogeneous space.
The proof is essentially the same as the the proof of Theorem 2.5. The key point is that if we have two relative liftings X ′ 1 and X ′ 2 , then the image of the homomorphism ν(X
2 ) can be considered as an element of
Here is the setting in the abstract case. Let Z ′ be a flat scheme over A ′ , and let set Z = Z ′ | Spec A . Let X be a flat local complete intersection scheme of finite type over A with a closed embedding Z ֒→ X. Assume also that X 0 is generically smooth over κ.
An abstract lifting of X relative to Z ′ is an abstract lifting X ′ of X with a closed embedding Z ′ ֒→ X ′ extending the given embedding of Z in X. An isomorphism of relative abstract liftings is an isomorphism of abstract lifting inducing the identity on Z ′ . Again, let J 0 be the ideal of Z 0 in X 0 . Of course we can put together the two generalizations. This is our final and most general setup. It is not in any essential sense harder to treat than the case of Hypotheses 4.1, just a little more confusing.
Let X be a local complete intersection flat scheme of finite type over A such that X 0 is generically smooth over κ, M ′ and Z ′ flat schemes over A ′ with a morphism j ′ :
The notion of isomorphism of relative liftings of f is the obvious one. Finally, all the results and the proofs generalize to the case of algebraic spaces, by working with theétale topology instead of the Zariski topology. Also, if we assume that A ′ is a finite C-algebra they are valid for analytic spaces; the proofs remain the same, if we substituting polydiscs for affine spaces.
Formal deformations
We fix a field κ. In this section and in the next a complete algebra will be a complete local κ-algebra with residue field κ. If A is a complete algebra, we will denote its maximal ideal by m A , and set A n = A/m n+1
A . An artinian algebra will be a complete algebra which is artinian, or, equivalently, finite over κ. If A is a complete algebra, the κ-vector space m A /m for each n ≥ 0; we denote by f n : A n → B n the induced homomorphism.
(6.1) Definition. A deformation (X, A) consists of a complete algebra A, a scheme X n for each n ≥ 0 flat and of finite type over A n , and a sequence of closed embeddings X n−1 ֒→ X n compatible with with the closed embeddings Spec A n−1 ֒→ Spec A n , inducing an isomorphism of X n | Spec A n−1 with X n−1 .
We will say that X is a deformation of X 0 over A. If X and X are deformations of X 0 = X 0 over A, an isomorphism φ: X ≃ X of deformations over A is a sequence of isomorphisms φ n : X n ≃ X n of schemes over A n , such that φ n | X n−1 = φ n−1 , and φ 0 : X 0 → X 0 is the identity.
Objects defined above should be properly called formal deformations, but they are the only types of deformations we will consider.
From now on we fix X 0 ; all deformations will be deformations of the same X 0 . Deformations of X 0 over A form a category, the arrows being isomorphisms of deformations over A.
Let f : A → B be a homomorphism of complete algebras, X a deformation of X 0 over A. There is an induced deformation f * X on B, defined by setting (f * X) n = X n × Spec A n Spec B n ; the embeddings (f * X) n ֒→ (f * X) n−1 are induced by the embeddings X n ֒→ X n−1 . Also, if φ: X ≃ X is an isomorphism of deformations of X 0 , then there is an induced isomorphism f * φ: f * X ≃ f * X, defined in the obvious way. This makes f * into a functor from the category of deformations of X 0 over A to deformations of X 0 over B.
If f : A → B and g: B → C are homomorphism of complete algebras and X is a deformation over A, then there is a canonical isomorphism (gf ) * X ≃ g * f * X of deformations over C. From now on we identify (gf ) * X with g * f * X.
The trivial deformation of X 0 over a complete algebra A is X A 0 = f * X 0 , where f : κ → A is the structure homomorphism. Concretely, A homomorphism
Extensions of X 0 are the objects of a category in which the arrows are the homomorphisms. The object (X 0 , κ) is terminal in this category, that is, given a deformation (X, A) there is a unique homomorphism (X, A) → (X 0 , κ).
The isomorphisms in the category of deformations are exactly the homomorphisms (φ, f ) where f is an isomorphism.
If A is artinian then A n = A for n ≫ 0, so X n is a flat scheme over A for n ≫ 0. As one sees immediately, the category of deformations of X 0 over A is equivalent to the category of flat schemes X of finite type over A, together with closed embeddings of X 0 ⊆ X inducing isomorphisms X 0 ≃ X | Spec κ ; the arrows are isomorphisms of A-schemes inducing the identity on X 0 . From now on we will systematically identify a deformation with the corresponding scheme over A.
More generally, if X is a flat scheme of finite type over A with X | Spec κ = X 0 , then X will induce a deformation of X 0 over A by setting X n = X | Spec A n , the embeddings X n−1 ֒→ X n being induced by the natural embeddings Spec A n−1 ֒→ Spec A n . Such a deformation is called algebraic.
Not every deformation is algebraic. For example, one can show that if X 0 ⊆ P 3 C is a smooth quartic surface, then X 0 has non-algebraic deformations over C [[t] ].
This problem does not arises for projective curves. More generally we have the following standard fact.
(6.3) Proposition. Assume that X 0 is projective, and
Proof. Let X be a deformation of X 0 . I claim that there for each n > 0 the restriction map Pic X n → Pic X n−1 is surjective. There is an exact sequence
in which β is the restriction map, and α is defined by identifying
with the kernel of the restriction map O X n → O X n−1 , which can be done because of the flatness of X n , then setting α(f ) = 1 + f . The fact that H 2 X 0 , (m n A /m n+1 A ) ⊗ κ O X 0 ) = 0 implies the surjectivity of the map on Picard groups.
Let L 0 be a very ample line bundle on X 0 such that H i (X 0 , L 0 ) = 0 for i > 0. For each n > 0 we can choose a line bundle L n on X n such that L n | X n−1 is isomorphic to L n−1 ; by semicontinuity we have that H i (X n , L n ) = 0 for i > 0. If π n : X n → Spec A n is the structure morphism then π n * L n satisfies base change, and if N is the dimension of
= X n−1 . So the system {X n } can be considered as a formal subscheme of P N −1 A , and the result follow from Grothendieck's existence theorem. ♣ I do not know whether this is still true if we do not assume that X 0 is projective. Elkik proved that deformations of affine schemes with isolated singularities are algebraic ( [Elkik] ).
From now on we will assume that X 0 is a generally smooth local complete intersection scheme on κ. We set
If X is a deformation, then X n is an abstract lifting of X n−1 to A n , so a deformation of X 0 can be thought of a sequence of abstract liftings; to these we can apply Theorem 4.4.
(6.4) Proposition. (a) Assume that T 0 (X 0 ) = 0. Then two deformations of X 0 over the same algebra admit at most one isomorphism. ) is a deformation of X 0 and f : B → A is a surjective homomorphism of algebras, there exists a deformation Y of X 0 over B and an isomorphism f * Y ≃ X.
Proof. For part (a), notice that because of Theorem 4.4.(b) an isomorphism X n−1 ≃ X n−1 over A n extends in at most one way to an isomorphism X n ≃ X n .
For part Proposition 6.4.(b), let X = X A 0 let φ n−1 : X n−1 ≃ X n−1 be an isomorphism inducing the identity on X 0 . Then X n is a lifting of X n−1 to A n , and we can also think of X n as a lifting, via the composition X n−1 ≃ X n−1 ֒→ X n . Then it follows from Theorem 4.4.(d) that the isomorphism φ n−1 extends to an isomorphism φ n : X n ≃ X n .
Let us prove part (c). Call b the kernel of f . Assume first that A and B are artinian, so a deformation X on A is flat scheme over A. By induction on the least integer n such that m In the general case we construct Y n by induction on n. Call π n : B n → A n = B/(b + m n+1 B ) the projection. For n = 0 there is no problem, so suppose n > 0 and that we are given a deformation Y n−1 over B n−1 = A/(a + m n A ) and a homomorphism (φ n−1 , π n−1 ): Y n−1 → X n−1 . We are looking for a deformation (Y n , B n ) and a commutative diagram
By the previous case there is a homomorphism of deformations (Y
; this is the deformations we were looking for. ♣ It may happen that T 2 (X 0 ) = 0, but still the conclusion of Proposition 6.4.(c) holds. To clarify this we give a definition.
Let (X, A) be a deformation of X over an artinian algebra A. A small extension of A is a surjective homomorphism of artinian algebras A ′ → A whose kernel a has length 1, and is therefore isomorphic to κ. These data determine an element ω abs ∈ T 2 (X 0 ) ≃ a ⊗ T 2 (X 0 ), well defined up to multiplication by a nonzero scalar.
(6.5) Definition. The space of obstructions Obs X 0 of X 0 is the subspace of T 2 (X 0 ) generated by the elements ω abs ∈ T 2 (X 0 ) for all deformations (X, A) and all small extensions A ′ → A as above.
If Obs X 0 = 0 we say that X 0 has unobstructed deformations.
Proof. Choose a basis v 1 , . . . , v n for a as a vector space over κ, and for each i call a i the quotient of a by the subspace generated by v 1 , . . . The definition of unobstructed variety is relative to then base field; I don't know any specific example, but it looks quite plausible that there are varieties over a field κ of positive characteristic that are unobstructed, but cannot be lifted to some artinian ring A with residue field κ (obviously A can not be a κ-algebra.) On the other hand one can prove that in the situation of Section 4 if the ring A ′ is equicharacteristic then the obstruction to lifting X to A ′ lives in a ⊗ Obs X 0 . It happens very frequently that T 2 (X 0 ) = 0 but Obs X 0 = 0.
Since H 1 (X 0 , N 0 ) = 0 the embedded deformations of X 0 in P 3 are unobstructed. Assume that we have proved that H 1 (X 0 , T P 3 | X 0 ) = 0. Then the boundary map
is surjective: I claim that this implies that for any deformation X of X 0 over an artinian algebra A there is an embedding X ֒→ P
3
A extending the given embedding X 0 ֒→ P 3 κ . Let ℓ be the length of A; for ℓ = 1 we have A = κ, and the statement is vacuous. Suppose this true when A has length ℓ − 1, and take an ideal a ⊆ A of length 1. The deformation Y = X × Spec A Spec A/a can be Proposition 4.11.(b) ). Then X ′ and X are isomorphic (Proposition 4.11.(a)), and X can be embedded in P 3 A . Since H 1 (X 0 , N 0 ) = 0 this proves that the deformations of X 0 are unobstructed, hence Obs X 0 = 0. By Serre duality we have
the easily proved surjectivity of the induced map
Again from the Euler sequence we see that is enough to prove that
for d ≥ 6, and this is straightforward. ♣ Let (X, A) be a deformation of X 0 . Then X 1 is a lifting of X 0 to A 1 = A/m 2 A , so it can be compared to the trivial lifting X
The associated linear map
Kodaira-Spencer classes and maps have an important functorial property.
(6.10) Proposition. Let f : A → B a of complete algebras, X a deformation of X 0 on A. Then:
Proof. The two statements are obviously equivalent; part (a) follows from Proposition 4.13.(b). ♣
An alternate and more traditional description of the Kodaira-Spencer map is as follows. Consider the algebra of dual numbers
We get a map from the set of liftings of X 0 to κ[ǫ] to T 1 (X 0 ). If A is a complete algebra and f : A → κ[ǫ] is a homomorphism of complete algebras, the associated homomorphism of κ-vector spaces f * : m A /m The Kodaira-Spencer class of a deformation X is determined by its first-order part X 1 ; conversely the Kodaira-Spencer class determines X 1 completely. ♣ If W is a vector space, then κ ⊕ W has a canonical ring structure given by (a, x)(b, y) = (ab, bx + ay). If w 1 , . . . , w r is a basis of W then
An artinian algebra A with m 2 A = A is of the form κ ⊕ m A . Assume that T 1 (X 0 ) is finite-dimensional. Set T = T 1 (X 0 ), and consider the artinian algebra R 1 = κ⊕T ∨ . Let V 1 be the deformation of X 0 over R 1 corresponding to the identity in Hom(T, T ) ≃ T ∨ ⊗ T (this is a very important deformation, and we'll meet it again in the construction of the minimal versal deformation of X 0 in Section 7.) Now take the graded algebra Obviously R 2 / Sym 2 T ∨ = R 1 and m R 2 (Sym 2 T ∨ ) = 0.
(6.13) Definition. Assume that T 1 (X 0 ) is finite-dimensional. The first obstruction map of X 0 is the linear map
which corresponds to the obstruction
This important map induces a vector-valued quadratic form T → Obs X 0 sending a vector u ∈ T into Q X 0 (u · u). This map has the following interpretation. Consider the algebra κ[ǫ] as before, and choose a vector u ∈ T . Call X(u) the deformation on κ[ǫ] whose Kodaira-Spencer
(6.14) Proposition. The obstruction to lifting
Proof. Think of u as a linear map u: T ∨ → κ; there is a unique homomorphism of graded algebras One could feel that imposing the condition of unicity on φ is being too demanding, and only require unicity for f . This is indeed reasonable, from a "functor-theoretic", as opposed to "stacktheoretic" point of view, and corresponds to the condition of prorepresentability of the functor of isomorphism classes of deformations in [Schlessinger] . Let us call a deformation satisfying this weaker condition a weak universal deformation; these exist for many more schemes X 0 . For example, assume that T 0 (X 0 ) = 0 and T 1 (X 0 ) = 0, (e.g., when X 0 = P n or X 0 = A n , n > 0). According to Proposition 6.4.(b) all deformations are isomorphic to the trivial deformation, and therefore the trivial deformation (X 0 , κ) is a weak universal deformation. On the other hand not all projective X 0 have weak universal deformation; for example, one can prove that the "banana" curve consisting of two copies of P 1 glued together at two pairs of rational points does not possess one. One could think that to obtain an acceptable replacement for the notion of universal deformation it is sufficient to drop the condition of unicity on f and simply require the existence of f and φ; but this turns out to be too weak. For example if (V, R) satisfies this condition then any deformation (W, S) such that there exists a surjective homomorphism (W, S) → (V, R) also satisfies it.
The correct general notion is the following.
is a surjective homomorphism of deformations, and (ψ, g):
Here are several properties of versal deformations. 
∨ with K V (u) = 0, and let f : R → κ[ǫ] be the corresponding homomorphism. Then e(f * V, X 0 [ǫ]) = K V (u) = 0, so we can choose an isomorphism φ: f * V ≃ X 0 [ǫ], and we get a homomorphism of extensions (φ, f ): induced by f is surjective for all n ≥ 0, so f n : A n → A n is also surjective, and therefore an isomorphism. Hence
The following is a generalization of Proposition 7.3.(e), and can be considered as a description of all versal deformations.
(7.5) Proposition. Let (V, R) be a minimal and versal deformation, t = (t 1 , . . . , t n ) a sequence of indeterminates, j:
Conversely, if (W, S) is another versal deformation, and n is the dimension of the kernel of the Kodaira-Spencer map
] → A such that pf = g; if we choose a i ∈ m A for each i = 1, . . . , n so that p(t i ) = a i , there is then only a homomorphism f :
and f (t i ) = a i for each i. This homomorphism f has the desired property.
Since
we get that ψ = η • p * φ; this together with pf = g implies that (η, p) • (φ, f ) = (ψ, g), as desired. This proves the first part of the statement.
The diagram below illustrates the proof.
(X, A)
Now take a versal deformation (W, S). Because of Proposition 7.3.(b) there is a homomorphism (φ, f ′ ): (V, R) → (W, S); from the functoriality of Kodaira-Spencer class (Proposition 6.10.(b) ) and the surjectivity of the Kodaira-Spencer map K W (Proposition 7.3.(c)) we see that the differential df
S is injective. Choose elements a 1 , . . . , a n in m S whose class in m S /m 2 S form a basis for a complement of the image of f ′ * , and consider the homomorphism f : R[[t]] → S which sends x ∈ R into f ′ (x), and t i into a i . Let us prove that (φ, f ): 
This turns out to be determined by ∆(f
A → V the derivation which sends a ∈ A into the class of a − ρ(a) ∈ m A . Give to A ′ = A ⊕ V the obvious ring structure in which 0⊕V becomes an ideal with square 0; the multiplication is defined by (a, x)(b, y) = (ab, bx+ay). We call π: A ′ → A the projection. The algebra A ′ is local, and V = 0⊕V = ker π ⊆ A ′ is an ideal which is killed by the maximal ideal m A ′ = m A ⊕ V of A ′ . There are two homomorphism of algebras i: A → A ′ and u: A → A ′ defined respectively by i(a) = (a, 0) and u(a) = a, D A (a) . Finally, consider the homomorphism of algebras F :
2 ) ⊗ id)e u * X, i * X , so it is enough to prove that e u * X, i * X = k X .
Consider now A 1 = A/m 2 A = κ ⊕ V , call σ: A → A 1 the projection. The homomorphism h: A ′ → A 1 defined by h(a, x) = ρ(a) + x has the property that h • u = σ, while (h • i)(a) = ρ(a) ∈ A 1 . It follows that h * u * X = X 1 , while h * i * X = X 0 [ǫ]; by Proposition 6.10.(a) applied to the homomorphism h, which sends x ∈ V ⊆ A ′ into x ∈ V ⊆ A 1 , we get that e(u * X, i
Proof of 7.6. Let (V, R) be a deformation and (φ, f ), (ψ, g): (V, R) → (X, A) two homomorphism; we need to show that (φ, f ) = (ψ, g). If f = g then φ = ψ because of Proposition 6.4.(a), so it is enough to prove the following: if f, g: R → A are homomorphisms of complete algebras and f * V is isomorphic to g * V as a deformation over A, then f = g. Obviously f 0 = g 0 ; we assume n ≥ 1 and prove that if f n−1 = g n−1 :
By hypothesis f n * X n and g n * X n are isomorphic as liftings of f n−1 * X n−1 = g n−1 * X n−1 , so from Lemma 7.7 we get
This is equivalent to saying that the adjoint map
∨ composed with the Kodaira-Spencer map K V : (m R /m 2 R ) ∨ → T 1 (X 0 ) is 0. But K V is an isomorphism, so ∆(f n , g n ) = 0, and f n = g n , as claimed. ♣
We have seen that if T 1 (X 0 ) is not finite-dimensional then X 0 can not have a versal deformation space (Proposition 7.3.(c)). The main result of this section is that this condition is also sufficient. The condition that T 1 (X 0 ) be finite-dimensional is satisfied for example when X is proper, or affine with isolated singularities.
Proof. Let us start with a definition. Obviously every deformation is 0-versal. A deformation (V, R) is n-versal of and only if (V n , R n ) is n-versal.
Set T = T 1 (X 0 ), and let t 1 , . . . , t r be a basis for the dual space T ∨ . Assume also that Obs X 0 is finite-dimensional, with basis ω 1 , . . . , ω ℓ . We do not know a priori that Obs X 0 is finite-dimensional; if we do not assume this the proof goes through with minor changes in notation. Set
We will construct R as a quotient of Λ by an ideal generated by ℓ generators f 1 , . . . , f ℓ in Λ, with no terms of degree less than 2. If we denote by f (n) i the part of f i consisting of terms of degree at most n, then f i . We start from the deformation (V 1 , R 1 ) constructed after Proposition 6.12; here R 1 = κ⊕T ∨ = Λ/m 2 Λ , and V 1 is a deformation having as the identity T → T as its Kodaira-Spencer map. Let us prove that (V 1 , R 1 ) is 1-versal. Let (X, A) and (Y, B) be deformations over artinian algebras of order at most 1 with a surjective homomorphism (η, p): (X, A) → (Y, B), and (ψ, g): (V 1 , R 1 ) → (Y, B) a homomorphism. The Kodaira-Spencer class k X ∈ m A ⊗ T ≃ Hom(T ∨ , m A ) induces a linear map T ∨ → m A , and an algebra homomorphism f : R 1 → A; by the functoriality of Kodaira-Spencer classes (Proposition 6.10.(a)) and Proposition 6.12 we see that the composition pf is equal to g, and p * V 1 is isomorphic to X. Fix an isomorphism φ ′ : p * V 1 ≃ X; if the composition
is equal to ψ then (ψ, g) = (η, p) • (φ ′ , f ), and we are done. In general this is not true. Set β = η −1 •ψ •p * φ ′−1 : p * X ≃ p * X; then β will correspond to an element of β ∈ m B ⊗ T 0 (X 0 ) (Theorem 4.4.(b)). Because of the surjectivity of p the element β can be lifted to an element α ∈ m A ⊗ T 0 (X 0 ), and, because of Proposition 4.13.(a), we have p * α = β. Set φ = α • φ ′ ; then
so (φ, f ) gives us the lifting. Now consider the obstruction q X 0 ∈ Sym 2 T ∨ ⊗ Obs X 0 = m 2 Λ /m 3 Λ ⊗ Obs X 0 , as in Definition 6.13, which we write as
and think of f (2) i as homogeneous polynomials of order 2. Then we set
1 , . . . , f
ℓ ) = Λ (f
1 , . . . , f because of Proposition 4.13.(c) the obstruction to lifting V 1 to R 2 vanishes, so we choose an arbitrary lifting V 2 . This deformation (V 2 , R 2 ) is 2-versal. In general we proceed by induction. Let us assume that we have lifted V 1 to a deformation (V n−1 , R n−1 ), with R n−1 an algebra of the form are polynomials in t 1 , . . . , t r of degree at most n − 1 with no terms of degree less than 2. Suppose also that we know that R n−1 is (n − 1)-versal. Then we look for homogeneous polynomials g where h i ∈ m We know that (V n , R n ) is (n − 1)-versal, because R n−1 = R n /m n R n , and (V n−1 , R n−1 ) is (n − 1)-versal. Let (η, p): (X, A) → (Y, B) a surjective homomorphism of deformations with A and B algebras of order at most n, (ψ, g): (V n , R n ) → (Y, B) a homomorphism; set a = ker p.
First of all assume that a ⊆ m n A . In this case the induced homomorphism A n−1 → B n−1 is an isomorphism. Lift g: R n = Λ/I n → B to a homomorphism F ′ : Λ → A by lifting the images of the t i in B to A; clearly F ′ (m Λ I n−1 ) ⊆ m A (m n A + a) = 0, so F ′ induces a homomorphism F : R n = Λ/m Λ I n−1 → A. By functoriality the obstruction ℓ i=1 u i ⊗ ω i ∈ I n /m Λ I n−1 ⊗ T 1 (X 0 ) to lifting V n−1 from R n−1 to R n maps to 0 in m n A ⊗ T 1 (X 0 ), so F ′ (u i ) = 0 for all i = 1, . . . , ℓ, and F induces a homomorphism f ′ : R n → A which is a lifting of g. The isomorphisms ψ: g * V n = p * f ′ * V n ≃ Y and η: p * X ≃ Y make f ′ * V n and X into liftings of Y ; if φ: f ′ * V n ≃ X were an isomorphism of liftings then (η, p)•(φ, f ) = (ψ, g). In general this is not true, so consider the element e(X, f ′ * V n ) ∈ a⊗T , and the corresponding linear map u: T ∨ → a. Now we apply Lemma 7.7: if f : R n → A is a homomorphism such that ∆(f, f ′ ) = u, then e(f * V n , f ′ * V n ) = (u ⊗ id)(k V n ). But k V n ∈ T ∨ ⊗ T ≃ Hom(T, T ) is the element corresponding to the identity, so (u ⊗ id)(k V n ) = e(X, f ′ * V n ), and e(f * V n , X) = e(f * V n , f ′ * V n )−e(X, f ′ * V n ) = 0. Therefore f * V n and X are isomorphic as liftings, and the conclusion follows.
In E (Y n−1 , B n−1 ) (Corollary 8.2). Because (V n , R n ) is (n − 1)-versal we get a lifting of the composition of (id, ρ) • (ψ, g): (V n , R n ) → (Y n−1 , B n−1 ), where ρ: A → A n−1 is the projection, to a homomorphism (V n , R n ) → (X n−1 , A n−1 ); this from the diagram above we get a lifting (V n , R n ) → X, A/(m n A ∩ a) , and we conclude that (V, R) is versal. Now we only have to prove that the minimal number of generators of the ideal I = (f 1 , . . . , f ℓ ) is ℓ = dim κ Obs X 0 . For this we will produce a surjective linear map (I/m Λ I) ∨ → Obs X 0 . Consider the ideal J n = I/ I ∩ m n+1 Λ in Λ n = Λ/m n+1 A ; we have Λ n /J n = R n . Consider the induced surjective morphism I/m Λ → J n /m Λ J n .
(7.12) Lemma. The surjective morphism I/m Λ → J n /m Λ J n is an isomorphism for n ≫ 0.
Proof. This is equivalent to saying that I ∩ m n+1 Λ ⊆ m Λ I for n ≫ 0, which follows from the Artin-Rees lemma. ♣ Now consider the obvious surjective homomorphism of algebras Λ n /m Λ J n → R n ; the deformation (V n−1 , R n−1 ) has an obstruction ω ∈ (J n /m Λ J n ) ⊗ Obs X 0 . Let us show that the associated linear map u: (J n /m Λ J n ) ∨ → Obs X 0 is surjective for n ≫ 0. In fact we can find a basis ω 1 , . . . , ω ℓ of Obs X 0 and for each i a small extension of artinian algebras A ′ i → A i with kernel a i ≃ κ and a deformation (X i , A i ) whose obstruction in a i ⊗Obs X 0 ≃ Obs X 0 is exactly ω i . Now pick a homomorphism (φ i , f i ): (V n , R n ) → (X i , A i ) for some n ≫ 0, and lift f i : R n → A i to a homomorphism f In the unobstructed case the minimal versal deformations are easy to characterize. 
