Correlation functions in large sets of nonhomologous protein sequences are analyzed. Finite size corrections are applied and uctuations are estimated. As symbol sequences have to be mapped to sequences of numbers to calculate correlation functions, several property codes are tested as such mappings. We found hydrophobicity autocorrelation functions to be strongly oscillating. Another strong signal is the monotonously decaying -helix propensity autocorrelation function. Furthermore, we detected signals corresponding to an alternation of positively and negatively charged residues at a distance of 3-4 amino acids.
Introduction
Correlations in amino acid (aa) sequences have been analyzed in many studies, because it is believed that protein structure and function are encoded in the primary structure Dill et al., 1995] . Sequence-based techniques for protein analysis have been applied to detect homologies Johnson & Overington, 1993] , structural motifs Landschulz et al., 1988 , Cohen & Parry, 1994 , and secondary structure concentration Eisenhaber et al., 1996] . Secondary structure prediction exploits correlations Garnier et al., 1978 , Eisenhaber et al., 1995 and correlations might indicate the structural class of proteins Hobohm & Sander, 1995] .
A more general problem is raised by the question, what structure does a polypeptide need to have, to classify it as a protein, i. e. to fold into a compact structure and to be biochemically active. Previously, protein sequences have been described as \slightly edited random" sequences Pande et al., 1994 , White & Jacobs, 1993 . Indeed, in the course of our studies we have observed that correlations in protein sequences are rather weak, and therefore, statistical analysis has to be performed carefully.
In this study we focus primarily on correlation functions in large sets of proteins. The estimation of correlation functions in a protein sequence requires that the amino acids be mapped to numbers. For the analysis of amino acid sequences techniques using various mappings have been applied. For example, correlation functions have been studied by Garnier et al. 1978] , Kanehisa & Tsong 1980] , and Macchiato et al. 1985] . In contrast to the work done in most earlier studies on correlations in biosequences, we estimate the e ects resulting from the niteness of the data and apply the corresponding corrections. To look at properties that are as general as possible, we average over large sets of nonhomologous proteins. In order not to introduce artifacts we rst calculate the correlation function in each protein before averaging over a whole set, instead of, concatenating the sequences.
In the analysis presented in this study, we focus on determining which mappings of amino acids to numbers yield the clearest possible correlation patterns. This corresponds to a quest for the amino acid property that most strongly determines the correlations in proteins. It turns out that the strongest correlations in protein sequences are connected to either hydrophobic properties or -helix propensity classi cations of the aa residues. A further analysis leads to`sequence derived' property codes.
I
In order to estimate correlations of one symbol with another symbol k positions further in a symbol sequence, two measures turned out to be useful: Mutual information and correlation functions Herzel & Gro e, 1995 , Weiss & Herzel, 1997 . In the following paragraph, we present the de nitions of both measures and point to the connection between them. In the next paragraph, we discuss, what the e ects of a limited sample on the estimation of correlation functions are and we analytically derive a formula for the variance of the uctuations. Finally, we study, how correlation functions can be derived from large representative sets of sequences without introducing arti cial correlation patterns.
In the following, the set of di erent occurring symbols in the sequence is termed 'alphabet' (e.g. A,V,L,I,... for protein sequences).
Measures of Pair Correlations
The mutual information is interesting as an overall measure, as it vanishes if and only if no correlations exist in the given sequence Kullback, 1959] . It is de ned by
where P ij (k) denotes the probability to nd symbol i and j in that order with k ? 1 symbols between them. I(k) = 0 is equivalent to the fact, that all pair probabilities factorize, i.e. P ij (k) = p i p j . If we de ne
(2) the mutual information can be well approximated for weakly correlated sequences (i.e. all D ij near zero) by
Hence, the widely used mutual information function Ebeling et al., 1987 , Li & Kaneko, 1992 , Herzel & Gro e, 1997 and correlation functions are intimately related, and we focus on the D ij (k) directly. Correlation functions C~a~b(k) can be expressed as a linear combination of them:
However, if the alphabet contains symbols, at least ( ? 1) 2 correlation functions have to be measured to get hold of all possible correlations Kullback, 1959 , Herzel & Gro e, 1995 . The listsã andb can be seen as mappings of the symbols of the alphabet to numbers.ã maps the rst symbol in P ij to a number, b does this for the second symbol. Ifã =b, Cãã is an autocorrelation function.
If the entries inã andb are just zeros and ones, the lists can be seen as binary classi cations of the alphabet. Members of the alphabet can be switched o at either position by mapping them to zero. From this it can be seen, that correlation functions can measure very speci c correlations, whereas the mutual information accumulates all pair correlations (compare equation (3)).
To facilitate the comparison of di erent correlation functions in the same sample, we normalizeã and b such that As we are interested in very speci c correlations, and since the mutual information is very di cult to estimate from short sequences Herzel et al., 1994] , we limit ourselves here to studying correlation functions.
Estimation of the Correlation Function from a Finite Sample
Correlation function estimates are a ected by the nite size of the data. More than 80 years ago, Fisher calculated the distribution of product moments of normally distributed variables Fisher, 1915] .
Here, we derive rst-order corrections by assuming, that the pair-frequencies of the symbols are multinomially distributed. We limit ourselves to the derivation of the rst two moments of the distribution of the estimator for D ij .
We exchange the p j in formulae (1-3), which measures the probability of symbol j to appear in the second position, by q j = P i P ij in this paragraph. We leave p i = P j P ij unchanged. This points to the the last N ? k symbols.
Byx we denote the estimator of any quantity x. In this paper we only consider 'natural' estimators, i. e. probabilities are estimated by relative frequencies. To abbreviate the equations, we furthermore introduce the notationx :=x ? x for the deviation of the estimator from the actual value.
Bias
The bias of the D ij (and thereby of the C~a~b) has been derived in Gro e, 1995] :
where N is the length of the string and Q ij is de ned by Figure 1 shows an uncorrected correlation function (thin line), which uctuates around its bias (dashed line) for large k rather than converging to zero. In all following graphs we plot corrected correlation functions (thick black line in Fig. 1 ) which are the di erence between the uncorrected correlation function and the bias according to eqn(5).
The autocorrelation function shown in Fig. 1 has been calculated from the set of protein sequences introduced by Berman et al. 1994] . The observed periodicity of 3 to 4 amino acids was related to -helices by Schmitt et al. 1997 ] (see section 3).
Variance
The variance 2 (Ĉ~a~b) breaks down into a sum over covariances:
For this we need to calculate the second moments ofD ij : 
we get the following expectation values: 
Thus, the variance ofĈ~a~b(k) in a random string in O( 1 N ) is given by (7) and (15). To verify this result, we computed the correlation functions of 6000 randomly generated strings. The thin line in Fig. 2 shows one of these correlation functions. From the sample of correlation function estimates we determined the standard deviation which is plotted as crosses in Fig. 2 . We also calculated the standard deviation using formulae (7) and (15) (plotted as thick line). It can be seen, that our formula is in very good accordance with the results obtained empirically. The increase of the standard deviation re ects the decrease of the sample size N ? k with k.
We plot the standard deviation (Ĉ~a~b(k)) in every of the following gures showing correlation functions as thin dashed lines.
The Correlation Function in Sets of Proteins
To both improve the statistics of the underlying sample and to look at general properties of proteins, we average the correlation functions and their statistical corrections over one of two large sets of protein sequences. We rst estimate the correlation function in each sequence, subtract its bias, and then average over all sequences in the set. It is crucial to take the average AFTER the estimation is performed, as residue concentration uctuations between sequences would result in arti cial correlations otherwise. In other words, averaging probabilities over a set of sequences in order to estimate an information measure implies the null hypothesis: the amino acid residue frequencies are uniform in all sequences. We restrict ourselves to the null hypothesis: the frequencies of the residues are stationary along each sequence taken by itself.
In order to avoid redundancy we analyzed sets of proteins sampled from a whole database, avoiding strong homologies. Otherwise, the results would be biased towards classes of proteins that are overrepresented in the databases. On the other hand, we want the sets to be as representative as possible, so that the underlying database should be as complete as possible. The two sets, that were supplied to us ful ll these conditions.
The rst such set supplied to us, contains 1733 sequences and sequence segments taken from the SWISS-PROT database of a length around 125 aa (amino acid residues) that are dissimilar according to Blast (score below 50, see Berman et al., 1994 , Kolker & Trifonov, 1995 , Schmitt et al., 1997 for details). The authors selected sequences of these lengths upon the assumption that proteins are composed of segments of such a characteristic length.
The so-called superfamily set White, 1994] contains the rst member of each superfamily according to the PIR sequence data base. In that way 2912 protein sequences have been selected for statistical analyses White & Jacobs, 1993] .
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A comparison of the two sets, such as in Fig. 3 , has shown that the deviations between the correlation functions in the two sets are smaller than the statistical uctuations. Therefore, we think that both sets are well representative of the space of known proteins. We refer to them as global sets of proteins.
As the superfamily set comprises more and longer sequences than the other set, it yields better statistics. This can be seen in Fig. 3 where the standard deviations have been plotted as thin dashed lines.
Mappings of the Amino Acids to Numbers
From the de nition of correlation functions in sequence data as presented in equation (4) it becomes clear, that an analysis of protein sequences using correlation functions C~a~b(k) strongly depends on the mappingsã andb chosen. In this section, we therefore discuss what pairs of mappings of the amino acid residues to numbers encode interesting correlation patterns in protein sequences. To do this, we rst take property codes as derived by experiments as mappings and discuss the patterns observed. In the following paragraph, we reverse the strategy: we de ne a quality we want to see in the correlation function and then search for pairs of mappings ful lling these conditions best.
Property Codes given by Physical Chemistry
The mappingsã andb can be chosen from the large amount of biochemical data measured on amino acids. Table 1 shows some of these lists known as property codes. In Fig. 1-3 correlation functions using interesting signals.
Hydrophobicity autocorrelations (Fig. 1) show period 3 to 4 oscillations. This means, that hydrophobic amino acids avoid each other, if they are only two residues apart, and tend to appear together, if they are 3 or 4 residues apart. These oscillations decay until they vanish at a length of 10-15 amino acids. They can be related to the 3:6 periodicity of -helices whose typical length ranges from 5 to 15 residues. The oscillations due to -helices have been discussed in global protein sets by Schmitt et al. 1997] . We were able to reproduce these oscillations for the superfamily set.
Autocorrelations using -helix propensity as mappings (Fig. 3) show correlations up to about 10 amino acid residues. In contrast to Fig. 1 this plot reveals a quasi monotonous decay of correlations. This way, we have found another interesting and strong correlation signal in global sets of protein sequences.
In Fig. 4 several correlation functions using biochemical property codes are displayed. The dark solid line is a correlation function, for which we choseã according to col. 1 of Tab. 1 (acidic residues) and b according to col. 2 of Tab. 1 (basic residues). The peak at 3-4 amino acids implies, that acidic and basic residues are arranged one on top of the other in -helices. As pointed out to us by Ed Trifonov (personal communication), the corresponding alternation of positively and negatively charged amino acids is presumably a stabilizing factor of -helices (see also Landschulz et al., 1988] ). The pale solid line shows -sheet propensity autocorrelations (Tab. 1 col. 10).
The dashed line in Fig. 4 shows autocorrelations of uncharged polar amino acids (Tab. 1 col. 3). Although this is a well de ned chemical property, not more than a very small correlation signal can be observed. It appears that the property analyzed by this function has limited meaning for protein structure and function.
The signals we detect are largely resulting from interactions within elements of secondary structure, especially within -helices. As the contacts within -sheets result in a broad and at distribution of interaction distances, -sheets will be harder to detect in correlation functions. And indeed, thestrand propensity autocorrelations in Fig. 4 mainly re ect the hydrophobicity oscillations in -helices, as -strand propensity and hydrophobicity are related.
In addition to the autocorrelation function of the Engelmann hydrophobicity scale (plotted in Fig.  1 ) we estimated the autocorrelation using several binary hydrophobicity classi cations (not shown). The pattern of the correlation functions were approximately the same in all cases. However, the curves di ered in the height of the peaks by up to a factor of two.
In Table 1 we have four di erent property codes for \hydrophobicity" (cols. 4-7) and more than 150 additional ones are known. It is evident, that property codes are somewhat subjective, as they depend strongly on the experimental conditions they are measured in. Therefore we feel that it is necessary to launch a quest for mappings that depend as little as possible on intuition.
Optimized Mappings
To look for a mapping, that is`good' we have to decide, what quali es a`good' mapping. Aside from being chosen as objectively as possible, we want a`good' mapping to result in a strong correlation signal. Therefore, we de ne a signal strength S to be the sum over squares of the values of the correlation function:
We restrict the sum to k 20 as most correlations we nd have been in that range. The correlation function in S is measured in the superfamily set. Furthermore we restrict our search to binary mappings i. e. a i ; b i 2 f0; 1g 8i 2 amino acid alphabet:
Still our search space comprises 2 40 10 12 di erent pairs of mappings, which cannot all be sampled. Therefore, we randomly pick out 10 7 pairs and keep those producing correlation functions with the largest signal strength in a top-1000 list for further analysis.
The search program was written in the C programming language. It rst calculates the D ij , corrected according to (5), to then throw a coin for every position inã andb. With that S is calculated and then { if necessary { positioned in the top-1000 list. The program was executed on a DEC alpha workstation and took several days to complete the search over 10 7 pairs of mappings. Fig. 3 . In this case bothã andb show a large overlap to the binary -helix propensity classi cation from col. 9 in Tab. 1 which we redisplay in col.` ' of Tab. 2 for comparison.
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Finally, the third pair of mappings in our list looks very much like the negative of hydrophobicity autocorrelation functions (grey line). In fact, this can be explained as well by looking at the pair of mappings itself:ã is quite similar to the hydrophobicity classi cations, whereasb is very similar to the hydrophobicity mappings after zeros and ones have been exchanged. It can be seen from the de nition in eqns (2) and (4), that exchanging zeros and ones in eitherã orb just ips the sign of the correlation function. All the top pairs of mappings are similar to one of these top three cases, although these categories become less strict very rapidly as one goes farther down the list. (see Tab. 3) Systematic Analysis of the Results Table 3 reveals that many vectorsã andb are closely related to the property hydrophobicity. For a more comprehensive analysis of the whole top-1000 list, we look for clusters of mappings being neighbors according to the Hamming distance. If two mappings have a Hamming distance of 1, i.e. they di er in exactly one position, they are regarded as part of the same cluster. After the clusters are found, the mapping is averaged over the whole cluster. This analysis is done independently forã andb. This way, we found only two large clusters, one of which is characterized by having an averaged mapping producing a large normalized scalar product with hydrophobicity mapping (> 0:8) whereas the other averaged mapping has a scalar product smaller than 0:3. We de ne the normalized scalar product of two lists ('vectors')ã 
The insert in Fig. 6 shows the rank-ordered distribution of clusters. More than 300 vectors of the top-1000 list constitute the two main clusters. We produced three more top-1000 lists and always found two dominating clusters whose averaged mappings had a scalar product with a hydrophobicity vector of either > 0:8 or < 0:3. Categorization was quite strict and the mappings averaged over the clusters were very similar inã andb. Consequently, we averaged over all eight mappings with a large scalar product and over all eight averaged mappings with a small scalar product, to get the two mappings displayed in cols.`cluster/1' and`cluster/2' of Tab. 2. The numbers in these columns are the relative frequencies of amino acids within these clusters. In Fig. 6 the entries of col.`cluster/1' are sorted and plotted (graph on the left). The amino acids L,I, and V appear in most of the vectors of cluster 1, whereas D,K, and E are typically absent. In the graph on the right the entries of col.`cluster/2' are plotted in the same order. If cluster 2 would just be the complement of cluster 1, a monotonous increase would be expected. Yet, this monotony is far from being strict. Our interpretation of this is, that`cluster/1' and`cluster/2' are not fully complementary, which would make one of them redundant. We do see, that both mappings are strongly anti-correlated, but from Fig. 6 we conclude, that they measure slightly di erent aspects. In this respect the numbers in cluster/1 and cluster/2 constitute novel mappings. The autocorrelation functions using the cluster/1 and cluster/2 mappings estimated from the superfamily set are shown in Fig. 7 . They exhibit the strong period 3-4 aa periodicity known for hydrophobicity scales.
To compare these two mappings with known property codes, we calculated the correlation coe cients analogous to the procedure performed by Casari & Sippl, 1991] . We have compared our 'cluster/1' and 'cluster/2' mappings with the hydrophobicity scales found by Kyte & Doolittle 1982] , the normalized Engelmann scale as in Schneider et al., 1995] , and the structure-derived hydrophobicity of Casari & Sippl 1991] . Finally, we compared our novel mappings with the polarity property code of Woese et al., 1966] . The resulting correlation coe cients are listed in Tab. 4.
Clear correlations of di ering strength are observed for all pairs in the table. It can be seen, that the cluster/1 mapping is strongly correlated with Kyte's and Doolittle's hydrophobicity scale. The cluster/2 VI polarity scale by Woese et al. 1966 ].
Discussion
We have developed a method to estimate correlation functions in a set of sequences in a largely unbiased way. We also have derived a formula that indicates the extent of uctuations in the estimate. With these tools we then analyze sets of protein sequences using di erent property codes, to map the amino acids to numbers. We nd, that hydrophobicity autocorrelations show a 3-4 aa period oscillation, decaying on the length of about 10 to 15 aa. Furthermore we nd, that -helix propensity autocorrelations show a monotonously decaying signal. Presumably, these signals are caused by -helices, rather than -sheets. We have observed no signi cant long correlations.
In a second step we analyze the reverse problem: what properties cause strong correlations? We search an answer to this question, by launching a stochastic simulation, searching pairs of mappings, resulting in maximally strong correlation signals in a given set of protein sequences. This way, we discover mappings that are related to known property codes such as hydrophobicity, polarity or -helix propensity. A more comprehensive analysis of our search results shows, that properties related to hydrophobicity (and thereby to polarity) are dominant in the top-1000 list of our search. Thus we suggest two slightly di ering property codes which one could call "sequence derived hydrophobicity" (cluster/1) and "sequence derived polarity" (cluster/2), as the sequences are the only input of biochemical data.
Although we have made our method as objective as possible, our ndings con rm the results of intuitive approaches.
Other studies on correlation functions in large sets of have been performed Rani & Mitra, 1996 , Kolker & Trifonov, 1995 . However, we have focused more than these authors on avoiding arti cial biases in the correlation functions. That enabled us, to look for new classi cations of amino acids, by maximizing the signal of the correlation function without maximizing artifacts.
Another method to de ne classi cations of amino acids just by statistics from a large amount of data is to derive a contact potential among residues by analyzing the 3D-structures in the Brookhaven Protein Data Bank (PDB) Casari & Sippl, 1991 , Li et al., 1995 . By a t of the contact energy matrix, a property code can be de ned. The authors show, that this property code correlates well with biochemically measured hydrophobicity scales. They therefore conclude, that \the most dominant contribution to protein stability corresponds to the hydrophobic force" Casari & Sippl, 1991] . Remarkably, two groups of amino acids, namely L, I, V, F and E, K, R, Q, assumed a special role in both our analysis and in that of Li et al. 1995] . One reason for this might be, that these groups of amino acids play a key role in amino acid pair interchanges at spatially conserved regions, as found by Naor et al. 1996 ].
Although our approach mainly aims at a fundamental, theoretical understanding of protein primary structure, we see a few possible applications of our methods and results.
First, from the patterns of the top scoring correlation functions, one could derive constraints, that polypeptides have to ful ll, to fold into a compact structure rather than assuming a \molten globule" state. That way the \design" of biochemically functioning proteins could be understood more thoroughly. Studies on the de novo design of four helix bundle proteins by Kamtekar et al. 1993] show, that certain positions in the sequence have to be occupied by hydrophobic residues, whereas other positions have to be assumed by polar residues Landschulz et al., 1988] . Probably the patterns we nd correspond to the distribution of these \key positions".
Another possible application of our results would be the construction of` lters' using correlation functions in large sets of \all-" or \all-" proteins. Such lters could then be slided along new sequences to detect the corresponding structure element as done in Schmitt et al., 1997] . As a rst test of applicability, we produced two such databases, by manually selecting one protein sequence from each superfamily categorized as 'all ' (or 'all ' respectively) in the SCOP database Murzin et al., 1995] . The SWISS-PROT identities of the proteins in the two sets are given in Tab. 5. The results are displayed in Fig. 8 . The top graph in Fig. 8 shows an analysis of the -set, whereas the graph on the bottom results from analyzing the -set. Although the signals are weak compared to the standard deviations, only the -set shows, as expected, period 3-4 oscillations. The weakness of the signals implies that indeed large sets have to be studied to get signi cant correlation patterns. As -helices are easier to design in polypeptides ( Kamtekar et al., 1993] ) and show much stronger correlation patterns, it might be much easier to detect -helices, than -sheets. However, as secondary structure prediction accuracy is currently at 75% Frishman & Argos, 1997] an improvement could possibly be made by introducing sensitive -helix detecting lters.
VII reveal how a random polypeptide needs to be \edited" to fold and to ful ll its function. The tools for understanding protein sequences have been evolving for quite some time now, and are becoming ever more sophisticated. Still the basic properties of the sequences are not fully understood. We hope that correlation analysis and objective`sequence derived' property codes help to clarify current views on protein bioinformatics.
Figure Captions such correlation functions is plotted as crosses whereas the predicted standard deviation is plotted using fat lines. 
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Tab. 1: Amino acid property codes. Cols. 1-10 display property codes, where (except for cols. 5-8) the aa with the corresponding property have the entry one. Cols. 1-4: acidic, basic, neutral polar, and neutral hydrophobic according to Lewin, 1994] . Cols. 5-7: Continuous hydrophobicity scales of Kyte & Doolittle 1982] , Casari & Sippl 1991] , and Engelmann (normalized as in Schneider et al., 1995] ). Cols. 9 & 10: -helix and -strand propensities taken from White & Jacobs, 1993] . propensity (sim.to hydroph) not hydroph. 
