We consider a system of N ∈ N mean-field interacting stochastic differential equations that are driven by a single-site potential of double-well form and by Brownian noise. The strength of the noise is measured by a small parameter ε > 0 (which we interpret as the temperature), and we suppose that the strength of the interaction is given by J > 0. Choosing the empirical mean (P : R N → R, P x = 1/N i x i ) as the macroscopic order parameter for the system, we show that the resulting macroscopic Hamiltonian has two global minima, one at −m ε < 0 and one at m ε > 0. Following this observation, we are interested in the average transition time of the system to P −1 (m ε ), when the initial configuration is drawn according to a probability measure (the so-called last-exit distribution), which is supported around the hyperplane P −1 (−m ε ). Under the assumption of strong interaction, J > 1, the main result is a formula for this transition time, which is reminiscent of the celebrated Eyring-Kramers formula (see [14] ) up to a multiplicative error term that tends to 1 as N → ∞ and ε → 0. The proof is based on the potential-theoretic approach to metastability.
Introduction
It is by now well-known that many stochastic systems exhibit a phenomenon called metastability. A typical situation for this is the following. First, for a relatively long time, the system is trapped in a state, (the metastable state), which is not the (sole) equilibrium state of the system. Then, after many unsuccessful attempts and due to local fluctuations, the system finally makes the transition to the (other) equilibrium state (the stable state). In many cases, this transition is triggered by the appearance of a critical state, and the metastable and the stable states are modelled through local minima of a free energy functional or Hamiltonian equations in low temperature. These models are considered as N -dimensional approximations of stochastic partial differential equations. A similar setting was studied in [7] , where, instead of the potential-theoretic approach, the so-called path-wise approach to metastability was used. This approach, initiated in [15] , is motivated by the Freidlin-Wentzell theory, and is based on large deviation estimates. We refer to the monograph [27] for a comprehensive introduction to this approach. In this approach, the asymptotic behaviour of the average transition time is computed up to logarithmic equivalence.
For mean-field interacting systems in the high-temperature regime (i.e. for the setting from Chapter 3 in this paper), the asymptotic behaviour, up to logarithmic equivalence, of the average transition has been stated without proof in [16, Theorem 4] . The rough estimates from Chapter 3 provide a slightly improved version of this conjecture under different initial conditions (see Section 1.4 for more details).
Outline of the paper. In Chapter 1, we introduce the model, formulate the main results, and sketch the main ideas of this paper. In Chapter 2, we provide the full details for the proof of Kramers' law in the low-temperature regime and under the assumption that J > 1, and in Chapter 3 we compute estimates on the average transition time in the high-temperature regime. Finally, in the appendix, we state some general properties of Legendre transforms, compute certain asymptotic integrals by using Laplace's method, and provide the proof of the local Cramér theorem in a general form, which is the key ingredient for our proofs in this paper.
Notation.
• P(Y ) denotes the space of Borel probability measures on the topological space Y .
• For µ ∈ M 1 (Y ) and a Borel map f : Y →Ȳ , f # µ is the image measure of µ by f . • In this paper, x is always an element of R N for N ∈ N, and its components are denoted by x i . z and m are always elements of R. • Let K ⊂ R for some ∈ N, and let f : R 2 → [0, ∞). In this paper, O K (f (ε, N )) always stands for a function, whose absolute value is bounded by f uniformly in K. That is, O K (f (ε, N )) = R K (m, ε, N ) for some function R K : R × R × R → [0, ∞) such that there exists C K > 0 such that for all m ∈ K, for ε > 0 small enough, and for N ∈ N large enough, |R K (m, ε, N )| ≤ C K f (ε, N ). If we even have that c K f (ε, N ) ≤ |R K (m, ε, N )| ≤ C K f (ε, N ) for some c K > 0, we write Ω K (f (ε, N )) instead of O K (f (ε, N )). • Similarly, O(f (ε, N )) stands for a function R : R 2 → [0, ∞) such that O(f (ε, N )) = R(ε, N ) and there exists a constant C > 0 such that |R(ε, N )| ≤ C f (ε, N ). Finally, we define Ω(f (ε, N )) analogously as Ω K (f (ε, N )). • Let (S, d) be a metric space, ρ > 0 and s ∈ S. Then, define B ρ (s) = {r ∈ S | d(s, r) < ρ}.
The model and the results
This chapter is organized as follows. In Section 1.1, we define the microscopic model. Then, in Section 1.2, we introduce the macroscopic order parameter, and collect some result on the energy landscape of the model under this order parameter. In Section 1.3 and 1.4, we formulate the two main results of this paper. For the sake of comprehensibility, in this introductory chapter, we only provide rough formulations of the setting and the main results. For the full details, we refer to the chapters 2 and 3.
The microscopic model
We consider a system of N stochastic differential equations defined by
where t ∈ (0, ∞), 0 ≤ i ≤ N − 1, ε > 0, B N = (B i ) i=0,...,N −1 is an N -dimensional Brownian motion, J > 0 and the single-site potential ψ : R → R is given by
The Gibbs measure µ N,ε ∈ P(R N ) corresponding to this model has the form
where Z µ N,ε is a normalization constant, and, for x = (x i ) i=0,...,N −1 ∈ R N , the microscopic Hamiltonian H N,ε : R N → R is defined by
For t ∈ (0, ∞), let x N,ε (t) = (x N 0 (t), . . . , x N N −1 (t)). It is well-known that µ N,ε is the unique stationary measure of the process (x N,ε (t)) t∈(0,∞) .
The macroscopic variables and the macroscopic energy landscape
The empirical mean P : R N → R is defined by
This operator will act as the order parameter for our microscopic system. That is, in order to analyse the process (x N,ε (t)) t∈(0,∞) for large N , we study the image of this process under the map P . Therefore, intuitively,μ N,ε := P # µ N,ε describes the (long-time) macroscopic behaviour of our microscopic model, and it will be crucial to study the asymptotic behaviour of this measure.
In fact, in Proposition 2.1, we show that, for ε small enough and for any compact set K ⊂ R,μ N,ε (dm) = e −NHε(m) ϕ ε (m) 2π
where ϕ ε : R → R is the so-called Cramér transform of the Gibbs measure with respect to the single-site potential (or more precisely with respect to the modified single-site potential defined in (2.2) ) and is defined in (2.9), andH ε : R → R is defined bȳ
Sinceμ N,ε is the law of the empirical mean of a sequence of random variables, (1.6) can be seen as an improvement of the well-known Cramér theorem (cf. [18, 6.1.3] ) for this setting. This explains, why we call this result local Cramér theorem.
Equation (1.6) shows that, for large N and for ε small enough,μ N,ε is very similar to a Gibbs measure withH ε playing the role of the energy function. Therefore, we considerH ε as the macroscopic Hamiltonian of the system. This suggests to study the analytic properties of the functionH ε . We do this in Lemma 2.2, where we show that, for ε small enough.H ε is a symmetric double-well function with two global minima at −m ε < 0 and m ε > 0, and with a local maximum at 0. That is,H ε is of the form given in Figure 1 . 
The Eyring-Kramers formula at low temperature
The fact that the macroscopic free energyH ε has two global minima at −m ε and m ε suggests that our system exhibits metastable behaviour. More precisely, provided that the initial condition of our system is concentrated in a small region around the hyperplane P −1 (−m ε ), we expect that the average transition time to hit a small region around P −1 (m ε ) fulfils Kramers' law. This is the content of the main result of this paper, which is formulated in Theorem I. (For a more detailed formulation of the result, we refer to Section 2.2.) In this theorem, we suppose that
The reason for this assumption is that, in this regime, the fluctuations at the macroscopic saddle point 0 can be controlled in an easier way. We explain this in further detail in Remark 2.10. To show the metastable behaviour for the case J ≤ 1 is the content of future research.
Theorem I (cf. Theorem 2.7) Suppose (1.8). Let T = inf{t > 0 | P x N,ε (t) ≥ m ε − η} for some specific η = Ω( log(N )/N ε log(ε −1 )) (see (2.26) ). Then, for ε small enough, and for N large enough,
where ν B − ,B + is a probability measure, which is concentrated on the set { P x = −m ε + η }, and is called last-exit biased distribution on B − (see (2.21) for the definition of ν B − ,B + and see (2.27) for the definition of the sets B − and B + ), and
To prove this result in Chapter 2, we proceed as follows.
Before we formulate and prove Theorem I rigorously, we collect in Section 2.1 three important ingredients. More precisely, in Subsection 2.1.1 we state the local Cramér theorem (i.e. (1.6)), which is is the key tool in our proof to go from the microscopic variables to the macroscopic ones. Then, in Subsection 2.1.2 we study the analytic properties of the macroscopic HamiltonianH ε and show that its graph is of the form given in Figure 1 . And as the third ingredient, we collect in Subsection 2.1.3 the key elements from potential theory that allow us to rewrite the average transition time, E ν B − ,B + [T ], in terms of quantities from electric networks. Namely, we show that E ν B − ,B + [T ] is equal to the quotient of the mass of the equilibrium potential and the capacity (see Lemma 2.5 below).
After we collect these ingredients, we formulate the main result of this paper in Section 2.2. The proof of this result follows in three steps. The first step consists of showing the correct upper bound for the capacity in Section 2.3. This is done by using the so-called Dirichlet principle (see Lemma 2.6) . Here, we have to choose an appropriate test function and show that the corresponding Dirichlet form is asymptotically equal to the right-hand side of (1.9). In the second step, we compute in Section 2.4 the lower bound on the capacity. To do this, we first make a change of coordinates into Fourier variables. As a consequence of this, we can easily restrict to the macroscopic direction (see Step 2 of the proof of Proposition 2.9). To evaluate the remaining quantity we use large deviation estimates (see Subsection 2.4.2). Finally, we compute in Section 2.5 the asymptotic value of the mass of the equilibrium potential. This follows from applying standard Laplace asymptotics, and by exploiting that the graph ofH ε has the form of a double-well function (cf. Figure 1 ).
Rough estimates at high temperature
We also consider in this paper the situation where the microscopic fluctuations in the system do not become negligible. That is, we study the model given by (1.1) with ε = 1. It is not surprising that the methods that we use for the situation in Section 1.3 do not yield the precise Eyring-Kramers formula in the present case. The reason is that in this case, the entropy of the paths matters substantially, i.e. the microscopic fluctuations do not allow to restrict solely to the macroscopic variables under the order parameter P . We believe that, in order to obtain the Eyring-Kramers formula, we need to consider the empirical distribution K : R N → P(R),
as the order parameter instead of P . An heuristic argument for that is the following. Let (γ(t)) t∈(0,∞) ⊂ P(P(R)) denote the laws of the random variables (K(x N,ε )(t)) t∈(0,∞) . Then, formally, we can write the evolution of (γ(t)) t∈(0,∞) as an infinite dimensional stochastic differential equation on the Wasserstein space, i.e.
where F is the corresponding free energy functional on the Wasserstein space (that is, the laws of the flow (x N,ε (t)) t∈(0,∞) can be represented as a Wasserstein gradient flow for F; see [1] or [4] ), Grad Wass F is the gradient of F in the Wasserstein space by using the formal Riemannian setting on this space introduced in [28] , and β is the corresponding Wasserstein diffusion, which has been introduced in [30] . We refer to [17, (1.8) ] for more thoughts on this. The equation (1.11) heuristically shows that in the mean-field limit as N → ∞ one is in the same situation as in [14] , but in the infinite dimensional Wasserstein space. This suggests that, as in [14] , we can expect Kramers' law to hold for (γ(t)) t∈(0,∞) . We note that, in order to show Kramers' law for (γ(t)) t∈(0,∞) , there are two approaches to metastability, which seem to be applicable. The first one is based on the characterization of Markov processes as unique solutions of martingale problems (see [24] for an introduction), and the second one is based on the analysis of the corresponding Poisson equation (see [29] ). The rigorous implementation of these thoughts is left for future research.
However, we can still obtain estimates for the mean transition time under the order parameter P . Here we replace ψ by single-site potentials of the form z → Ψ(z) − J 2 z 2 , where Ψ : R → R is a symmetric and bounded perturbation of a strictly convex function (cf. Assumption 3.1). Moreover, we have to assume that J > R e −Ψ(z) dz/( z 2 e −Ψ(z) dz). This condition is necessary forH 1 to be of the form of a double-well function. (Note that the objects
, T are defined as in Theorem I but with ψ replaced by z → Ψ(z) − J 2 z 2 and with ε = 1.) That is, in the case J ≤ R e −Ψ(z) dz/( z 2 e −Ψ(z) dz), we do not have a metastable behaviour for the system under the order parameter P. This is different than in Theorem I, where we can show thatH ε is a double-well function also in the case J ≤ 1 (see Lemma 2.2) . The main result is the following statement.
Theorem II (cf. Theorem 3.5) Suppose Assumption 3.1. Let ±m 1 be the two global minimisers of the macroscopic HamiltonianH 1 . Then, for some a > 0, which is independent of N ,
(1.12)
The proof of this result is organized in the same way as the proof of Theorem I, and is given in Chapter 3.
Finally, we point out that Theorem II provides a slight improvement of the conjecture given in [16, Theorem 4] . Indeed, the authors of [16] expect that for all δ > 0, there exists N δ ∈ N such that for N ≥ N δ the expected transition time is confined to the interval [e N (∆−δ) , e N (∆+δ) ], where ∆ =H 1 (0) −H 1 (−m 1 ). Here we have used the simple fact that H 1 (0) −H 1 (−m 1 ) can be written in terms of the free energy functional F from (1.11). (We refer to [26, Section IV.2] for more details on this relation). However, we note that the initial condition in our setting is different than in the conjecture formulated in [16, Theorem 4 ].
The Eyring-Kramers formula at low temperature
In order to simplify the notation, we omit in this chapter the superscripts N and ε. For example, we abbreviate x = x N,ε , H = H N,ε and µ = µ N,ε . Moreover, we rewrite the microscopic Hamiltonian H (see (1.4) ) as
where the (modified) single-site potential ψ J : R → R is defined by
Recall that, for the strength of the interaction part in this model, we assume that
3)
The outline of this chapter is given after Theorem I in Section 1.3.
Preliminaries

Local Cramér theorem
This subsection extends the results from [21, Proposition 31] or [25, Section 3] . The goal is to find an asymptotic representation for the measureμ = P # µ.
The first observation is that we can disintegrate µ with respect toμ explicitly using the coarea formula ([20, Section 3.4.2]). Indeed, as in [21, p. 306] , we obtain that
for all bounded and measurable f : R N → R, where the conditional measures (or fluctuation measures) µ m are given by 5) and ϕ N,ε : R → R is defined by
Moreover, forμ, we obtain the representation
for some normalization constant Zμ. It turns out that the asymptotic behaviour ofμ will be determined by the Cramér transform ϕ ε of the measure e − 1 ε ψ J (z) dz, which is defined as the Legendre transform of the function
Moreover, for σ ∈ R, we define the probability measure µ ε,σ ∈ P(R) by
µ ε,σ is closely related to ϕ * ε and ϕ ε . This can be seen in Section A in the appendix, where we list several properties of the Cramér transform that are used in this paper.
In the following proposition we state the local Cramér theorem. (Recall that in Section 1.2 we explain why this result is called like that.) Very similar versions of this result are already known in the literature; see for instance [21, Proposition 31] or [25, Section 3] . The main novelty here is that the result is uniform in ε 1. 
In particular, this implies that for all ε < ε K and for all m ∈ K,
Proof. We prove this claim in Proposition C.2 in the appendix for a more general setting.
Analysis of the energy landscape
Proposition 2.1 indicates that the graph ofH ε determines the macroscopic energy landscape of our system under the order parameter P (see also Section 1.2 for more comments). This suggests to study the analytic properties ofH ε , which is the content of the following lemma.
(ii) for all ε > 0 small enough,H ε has exactly three critical points located at −m ε , 0 and m ε for some m ε = 1 + Ω(ε). Moreover,
That is,H ε has a local maximum at 0, and the two global minima ofH ε are located at ±m ε .
Proof. Part (i) follows from a simple argument, which is based on the fact that ψ J is superquadratic at infinity and on Hölder's inequality. For instance, a proof can be found in [26, III.2.6] for a slightly more general setting. To show part (ii), first note that by Lemma A.1, the conditionH ε (m) = 0 is equivalent to
We know from [22, 3.1 and 3.2] that, for ε small enough, there exist exactly three solutions ±m ε and 0 for (2.14), where m ε = 1 + Ω(ε).
We now show thatH ε (0) < 0 in the case J > 1. Using that ϕ ε (0) = 0, Lemma A.1 and Corollary B.2 yield that
for ε small enough. In the case J < 1, we have by standard Laplace asymptotics that for ε small enough,H ε (0) = Ω(1) − 1 ε J < 0. The same result holds also for the case J = 1, sincē H ε (0) depends continuously on J (cf. Step 5.3 in the proof of [22, 3.2] ).
By the symmetry ofH ε , it only remains to show thatH ε (m ε ) > 0. First note that, since m ε = 1 + Ω(ε), for all J > 0, the function z → ψ J (z) − Jm z admits a unique global minimum at some point z ε = 1 + Ω(ε). Indeed, in the case J > 1, this follows by simply observing that ψ J is invertible, and in the case J ≤ 1, we have to apply Cardano's formula (see [9, Chapter 1 and 2]). (We omit the details in the latter case, since we do not use the claim of this lemma for the case J ≤ 1 in the remaining part of this paper.) Then, as above, using Lemma A.1, Corollary B.2 and that ϕ ε (m ε ) = Jm ε implies that for ε small enough,
which concludes the proof.
Remark 2.3
In the remaining part of this paper, we suppose that ε is small enough such that [−m ε , m ε ] ⊂ [−2, 2].
Potential-theoretic approach to metastability
In this subsection, we quickly review the key ingredients form the potential-theoretic approach to metastability that we need in our setting. We follow [14, Chapter 2] , where all the omitted details can be found. The generator of the stochastic process (x(t)) t∈(0,∞) introduced in Section 1.1 is given by
where H is the microscopic Hamiltonian (recall (2.1)). We need the following definitions. (i) The equilibrium potential between A and D, f * A,D , is defined as the unique solution to the Dirichlet problem
The equilibrium measure, e A,D , is defined as the unique measure on ∂A such that
Using these notions, one can rewrite the average hitting time of B in the case that the initial condition is randomly chosen according to the last-exit distribution. This is the content of the following lemma. 
Proof. The proof can be found in [11, 7.30] . See also [14, (2.27) ].
As we already mentioned, the main advantage to use Lemma 2.5 is the availability of variational principles for the capacity. In this paper, we use the so-called Dirichlet principle, which is stated in the following lemma. 
(2.24)
Then,
Proof. The proof can be found in [11, 7.33 ]. See also [14, (2.15) ].
The Eyring-Kramers formula
We have now collected all the notions that we need to formulate the main result in this paper. Recall that, under (2.3) and for ε small enough, the macroscopic Hamiltonian admits exactly two global minima ±m ε . We therefore consider the hyperplanes P −1 (−m ε ) and P −1 (m ε ) as the metastable sets in our system. The goal in this paper is to use the potential-theoretic setting from Subsection 2.1.3 to compute the average transition time from P −1 (−m ε ) to P −1 (m ε ) for the stochastic process (x(t)) t∈(0,∞) introduced in Section 1.1. However, due to technical reasons, we have to modify this goal in two ways.
First, instead of considering P −1 (−m ε ) and P −1 (m ε ) as the metastable sets, we rather
(By using the arguments from Step 3 of the proof of Proposition 2.8, we have that η = Ω( log(N )/N ε log(ε −1 )).) Heuristically, the reason for this shift is the following. In the proof of our main result, we have to compute the integral in the numerator on the righthand side of (2.22). Using the disintegration (2.4), Proposition 2.1 and the fact thatH ε has its global minima at −m ε and m ε , we see that this integral is concentrated on the sets
Hence, in order to apply Laplace's method, we need that the equilibrium potential is equal to 1 or equal to 0 on these sets, respectively. Second, instead of running the system from some specific point in P −1 (−m ε +η), we rather have to initialise our system randomly according to the last-exit biased distribution
Note that ν B − ,B + is a probability measure supported on ∂B − = P −1 (−m ε + η). The main reason for the choice of this initial distribution is that we can exploit the formula (2.22). However, in a finite-dimensional setting, such as in [14] , we could also obtain an asymptotic expression for E y [T B + ] for y ∈ ∂B − . This is done by using Harnack inequalities. But since these inequalities depend on the dimension of the base space, we are not able to transfer the strategy used in [14] to our high-dimensional setting.
In the following theorem we formulate the first main result of this paper. 
Proof. Combining (2.22) with the Propositions 2.8, 2.9 and 2.14 concludes the proof.
Upper bound on the capacity
Proposition 2.8 Consider the same setting as in Theorem 2.7. Then, for ε small enough,
Proof. We will obtain the upper bound by using the Dirichlet principle (Lemma 2.6). That is, we introduce a suitable test function and show that the corresponding Dirichlet form is asymptotically given by the right-hand side of (2.29).
Step 1.
[Choice of the test function f .] Let
which is well-defined, since ϕ ε is strictly convex. Then, h * is the equilibrium potential corre-
The test function that we use in this proof is given by
(2.31)
Step 2. [Estimation of the Dirichlet form of f .] Using Lemma 2.6 and (2.4), we have the following upper bound for the capacity.
(2.32)
Applying Proposition 2.1 for K = [−2, 2] and the definition of h * yields that
In Step 4 and 5 of this proof we show that for m ∈ [−ρ, ρ],
And since, by the coarea formula, Zμ √ N = Z µ , (2.34) and (2.35) imply that
(2.36)
Combining this with the fact that
concludes the proof of (2.29).
Step 3.
[Some a priori estimates.] Before we show (2.34) and (2.35), we collect some a priori estimates. First, we use (A.5) and Lemma C.1 (iii) to see that there exists c > 0 such that for all m ∈ K and ε small enough,
Moreover, recall that in the proof of Lemma 2.2, we have seen that |H ε (0)| = 1/ε(1 + O(ε)). Therefore, for ε small enough, |H ε (0)| ≥ 1/(4ε). Next, we recall the definition of µ ε,σ in (2.10) and use Lemma A.1, (2.38) and Corollary B.2 to see that there exists c > 0 such that
(2.39)
Step 4. [Proof of (2.34).] By Taylor's formula, we have for some θ ∈ [0, 1],
Then, by the estimates from Step 3,
In combination with (2.40), this yields (2.34).
Step 5.
[Proof of (2.35).] Again by Taylor's formula, for some θ ∈ [0, 1],
Similarly as in Step 4, we have that
which concludes the proof of (2.35).
Lower bound on the capacity
Proposition 2.9 Consider the same setting as in Theorem 2.7. Then, for ε small enough,
Similarly as in the papers [3] and [6] , for the proof of Proposition 2.9, we change into the Fourier basis. The advantage is that, in the new variables, the macroscopic order parameter corresponds to the 0-th coordinate (or 0-th mode). Therefore, we can restrict the gradient in the Dirichlet form easily to the macroscopic direction by neglecting all partial derivatives except of the the 0-th one.
The new basis is given as follows. For all k, r = 0 . . . N − 1, define
It is easy to see that the system {φ k } N −1 k=0 is orthonormal with respect to the scalar product ·, · on C N given by
(2.51)
We are now in the position to prove Proposition 2. 
Step 2.
[Invoking one-dimensional capacities.] By the estimate |∇f (x)| 2 ≥ |∂ 0 f (x)| 2 and Fubini's theorem, we infer from (2.52) that
In view of the Dirichlet principle, the quantity inside the integral over R N −1 is equal to the one-dimensional capacity of the capacitor (
). As we have already seen in the proof of Proposition 2.8, we can compute one-dimensional capacities explicitly. Therefore,
(2.55)
[Inverse transformation and application of the local Cramér theorem.] Using that
we infer from (2.55) that
(2.57)
We can now use the inverse transformation defined in (2.50) and Proposition 2.1 with K = [−2, 2] to observe that the right-hand side of (2.57) is equal to
To conclude the proof of this proposition, it remains to show that
(2.59)
Step 4.
[Proof of (2.59).] We show (2.59) in three steps.
Step 4.1.
[Some notation.] Recall the definition of µ ε,0 (see (2.10)). Then, let
(2.60) Note that, by applying Jensen's inequality to the function (r, s) → r 2 /s, we have that
Let lhs[(2.59)] denote the left-hand side of (2.59). Then,
where for x ∈ P −1 (0) and m ∈ K,
(2.62)
Using that, by Corollary B.2, M k = Ω(ε k 2 ) for k = 2, 4, 6, we observe that α N,ε = O(ε) and, for x ∈ Γ, q(x) = Ω(ε 3 2 log(N ) √ N −1 ). Therefore, by applying Cardano's method (see [9, p. 22 ]), we have that
• F x admits a unique local maximum at
• F x admits exactly two local minima at some points z 2 = 1 + O ε 3 2 log(N ) N and
Step
to a small neighbourhood of z 1 .] In the following, C denotes a varying positive constant, which is independent of ε and N . Let
Then, by Taylor's formula, for some θ ∈ [0, 1] and by the estimates on q( 
where ϕ N,ε was defined in (2.6), and φ N,ε : R 2 → R is given by 
where φ ε (t, ·) is the Legendre transform of the function
(2.72)
Combining (2.72) with (2.70), and using that t 3 , t 4 
(2.73)
To conclude (2.67), it only remains to show that
From a simple computation via integration by parts, we have that
Moreover, using the fact that M k = Ω(ε k 2 ) for k = 2, 4, 6, we have that 
This is the content of Lemma 2.12, which can be shown for all J > 0. In the case J > 1, we have that R(ε, N ) = Ω( 3 2 log(N )/ √ N ). Hence, under µ 0 , 1 N i x 3 i is concentrated around 0 for large N and for small ε. Heuristically, this can be interpreted by saying that we can control the fluctuations at the macroscopic saddle point 0 in the regime J > 1, N → ∞ and ε 1. However, in the case J < 1, we have that R(ε, N ) = Ω( log(N )/ √ N ). Therefore, we are not able to control the fluctuations of 1 N i x 3 i for small ε, and the methods of this proof can not be used to prove Proposition 2.9 for J < 1. This is the main reason why we made the assumption that J > 1 (i.e. (1.8)).
Taylor expansion of φ ε
Lemma 2.11 Using the same notation as in the proof of Proposition 2.9, we have that for
Proof. The computations are quite involved, so it is useful to simplify the notation. We write
80)
and for all t ∈ K := [−2, 2] and for all k ∈ N, let
(2.81)
Then, (A.4) can be written as
The proofs of (2.78) and (2.79) follow from Taylor's formula and are given in seven steps. In the first four steps, we compute ∂ 1 φ(t, 0), ∂ 11 φ(t, 0) and ∂ 111 φ(t, 0). In the fifth step, we show that the remainder term in Taylor's formula is negligible. In the sixth and seventh step we show (2.78) and (2.79), respectively.
[Computation of the partial derivatives of φ * .] In order to compute ∂ 1 φ(t, 0), ∂ 11 φ(t, 0) and ∂ 111 φ(t, 0), we need to compute several partial derivatives of φ * at the point (t, ∂ 2 φ(t, 0)) (see (2.92) ). The formulas follow from straightforward computations, and are given as follows.
(2.83)
Here we have used several times that z e ∂ 2 φ(t,0)z+ 1
Using (2.82), we compute that
(2.84)
Here we have used that, by (A.4), ∂ 2 φ * (t, ∂ 2 φ(t, σ)) = σ. In particular,
Step 3. [Computation of ∂ 11 φ(t, σ) and ∂ 11 φ(0, 0).] Taking the derivative with respect to t in (2.85), we obtain that
And in order to compute ∂ 12 φ(t, 0), we take the derivative with respect to σ in (2.84) and use (2.83) and Lemma A.1 to observe that
(2.87) Therefore,
and for m = 0,
[Computation of ∂ 111 φ(t, 0).] Taking the derivative with respect to t in (2.88) and using (2.87), we obtain that
We see that we also have to compute ∂ 122 φ(t, 0). Using the relations (A.5) and (2.87), we have that
(2.91) Therefore, by plugging (2.91) into (2.90) and by using Lemma A.1 and (2.83) ,
(2.92)
Step 5. 
Hence, in view of (2.92),
Step 6.
[Conclusion of the proof of (2.78).] By Taylor's formula, for some θ ∈ [0, 1], and by (2.85), (2.89) and (2.95),
(2.96)
Step 7.
[Conclusion of the proof of (2.79).] Again, by Taylor's formula, for some θ ∈ [0, 1], 
for some C > 0, independent of ε and t ∈ [−2ρ, 2ρ]. This concludes the claim.
2.4.2 LDP estimates for the conditional measure at the saddle Lemma 2.12 Using the same notation as in the proof of Proposition 2.9, we have that
The same arguments that we use in the proof of Lemma 2.12 also show that
Proof of Lemma 2.12. Let t ∈ (0, T 0 ) for some T 0 ∈ (0, 2). In this proof, C denotes a varying positive constant, which does not depend on ε, N and t (but may depend on T 0 ). We use similar arguments here as in the proofs of Proposition 2.9 and Lemma 2.11. We first show (2.99). Let C ε,N = M 2 /ε + α ε log(N )/ √ N , where α ε = M 4 − (M 2 ) 2 /ε. Using the exponential Markov inequality, we infer that
where ϕ N,ε was defined in (2.6), and ω N,ε : R 2 → R is given by
If T 0 ∈ (0, 2) is small enough, the function z → V t (z) := 1 ε ψ J (z) − tz 2 satisfies the assumptions of Proposition C.2. Hence, by applying Proposition 2.1 and Proposition C.2,
where ω ε (t, ·) is the Legendre transform of the function
Using (A.5), Lemma C.1 (iii) and the fact that |t| < T 0 , we have that sup t∈(0,T 0 )
Moreover, by Taylor's formula, for some θ ∈ [0, 1],
Since V is even, we have that ∂ 2 ω ε (t, 0) = 0. Therefore, in view of (A.4), we have that
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and a straightforward computation yields that
Using Corollary B.2, we observe that sup t∈(0,T 0 ) | ∂ 111 ω ε (θt, 0) | ≤ C. Hence, combining all the previous estimates,
Choosing t = log(N ) √ N −1 α −1 ε concludes the proof of (2.99). To show (2.100), we first use the same arguments as in the proof of (2.99), and infer that
Indeed, here, in contrast to the proof of (2.99), we have to use the functions φ N,ε and φ ε (recall their definitions in the proof of Proposition 2.9) instead of ω N,ε and ω ε , and we use (2.78) instead of (2.109). It remains to show the other inequality in (2.100). This is also shown in the same way as before. Let c ε,N = M 6 − (M 4 ) 2 /M 2 log(N )/(ε √ N ). First, we use the exponential Markov inequality to observe that for t > 0,
Then, as before, we apply Proposition C.2 and (2.78), we show (the analogue of) (2.106), and choose t = log(N )
We conclude the proof of this lemma.
2.5
The mass of the equilibrium potential Proposition 2.14 Consider the same setting as in Theorem 2.7. Then, for ε small enough,
Proof. In this proof, C denotes a varying positive constant, which is independent of ε and N .
[Splitting into four regions.] Let R > 2 be a positive number, which is independent of N , ε and m ∈ K, and whose precise value is chosen later in Step 3. Using that f * B − ,B + (y) = 1 for y ∈ B − , we split the left-hand side of (2.114) according to this R in the following way. 
(2.116)
Then, using the coarea formula in the same way that we did in Subsection 2.1.1 and applying Proposition 2.1 for the compact set L = [−R, R], we observe that
(2.117)
Using (2.116) and arguing as in the proof of Proposition 2.8, we have that for ε small enough,
[Estimation of the terms II and III.] We only consider the term II. The term III can be estimated in the same way. By using that |f * B − ,B + | ≤ 1 and by applying the coarea formula and Proposition 2.1 as in Step 1, we have that
Note that, similarly as in Step 3 of the proof of Proposition 2.8, we have that |H ε (−m ε )| = Ω(1/ε). Together with (2.38), this shows that I = Ω(e −NHε(−m ε ) ). In the following we prove that II ≤ O(e −NHε(−m ε ) √ N −1 ), which shows that II is of lower order than I. SinceH ε is symmetric and has its two global minima at ±m ε , we have that
Then, by (2.38), (2.116 ) and the definition of η (see (2.26)),
[Estimation of the term IV .] Using Jensen's inequality, we have that N −1 i=0 x 4 i ≥ N (P x) 4 . Then, via the coarea formula,
(2.122)
In Lemma C.3, we show that for all m ∈ R,
Therefore, by [10, 1.1], we have that for ε small enough,
Note thatH ε (−m ε ) ≤ c ε for some c > 0. Indeed, by Lemma C.1 (ii), we have that for some bounded function τ ε , (2.125) and by (A .4) and (B.1) , 
This shows that the term IV is of lower order than I, and concludes the proof.
Rough estimates at high temperature
In this chapter, we consider the same system as in Chapter 2, but with two key differences. First, we do not consider the low-temperature regime here, that is, throughout this chapter, we suppose that ε = 1. The second difference is that, instead of ψ(z) = z 4 /4 − z 2 /2, we consider here a class of single-site potentials given by functions of the form z → Ψ(z) − J 2 z 2 , where Ψ : R → R satisfies Assumption 3.1 below.
Hence, the microscopic Hamiltonian H N,1 : R N → R in this chapter is given by
where J > 0 and we make the following assumptions on the single site potential Ψ.
(2) Ψ(z) = Ψ(−z) for all z ∈ R.
then we suppose that c Ψ > J.
Remark 3.2 If Ψ = Ψ c is a quadratic function, then Assumption 3.1 is not fulfilled for any choice of J, and we do not expect to obtain Kramers' law, since the macroscopic Hamiltonian H 1 is not of double-well form, whereH 1 is defined as in (2.13) with ψ being replaced by the function z → Ψ(z) − J 2 z 2 and with ε = 1. Indeed, from (C.27), we see thatH 1 is a quadratic function and hence not of double-well form.
This chapter is organized similarly as Chapter 2. That is, in Section 3.1 we introduce the local Cramér theorem and show that the macroscopic Hamiltonian has a double-well structure. In Section 3.2 we formulate the main result of this chapter, which provides rough estimates on the average transition time between the metastable sets, where the metastable sets are defined analogously to Chapter 2. The only thing left to prove for this result is the lower bound on the capacity. This is done in Section 3.3.
Preliminaries
Local Cramér Theorem.
Replacing ψ by the function z → Ψ(z) − J 2 z 2 and setting ε = 1, we can proceed exactly as in (1.3) and Subsection 2.1.1 to define the Gibbs measure µ N,1 and to introduce a disintegration of µ N,1 as µ N,1 (dx) = µ N,1 m (dx)μ N,1 (dm). Analogously, we define the quantities ϕ N,1 , ϕ * 1 , ϕ 1 and µ 1,σ by (2.6), (2.8), (2.9) and (2.10), respectively, by replacing ψ by the function z → Ψ(z) − J 2 z 2 and setting ε = 1. Then, the local Cramér theorem in this chapter is given as follows. 
In particular,
Proof. Using the same notation and proceeding as in the proof of Proposition C.2, we observe that it suffices to show that 3.1.1 Analysis of the energy landscape. In the following lemma we show that the macroscopic HamiltonianH 1 has the form of a double-well function with at least quadratic growth at infinity.
Lemma 3.4 Suppose Assumption 3.1. If Ψ c is a quadratic function, then let c Ψ denote the leading order coefficient. Otherwise, let c Ψ = ∞. Then, we have that
(ii) there exists K J > 0 and δ > 0 such that ϕ 1 (t) ≥ (J + δ)t for all t ≥ K J and ϕ 1 (t) ≤ (−J − δ)t for all t ≤ −K J , and (iii)H 1 has exactly three critical points located at −m 1 , 0 and m 1 for some m 1 > 0. Moreover,
That is,H 1 has a local maximum at 0, and the two global minima ofH 1 are located at ±m 1 .
Proof. Since ϕ 1 (t) = ϕ 1 (−t) for all t ∈ R, it suffices to prove all claims only on [0, ∞).
(i). As in Lemma 2.2, this statement follows from a simple argument given in [26, III.2.6 ].
(ii). From part (i) and Assumption 3.1 (4), we know that there exists K > 0 and δ > 0 such that ϕ 1 (t) ≥ (J + δ )t 2 for all t ≥ K . Using that t → ϕ 1 (t) is increasing (since ϕ 1 is strictly convex) we obtain that for all t ≥ K ,
5)
which concludes the claim.
(iii). Before we show the claims, note that the function z → ϕ 1 (z) is convex on [0, ∞). Indeed, from [19, Theorem 1.2 c)], we know that Assumption 3.1 yields that z → (ϕ * 1 ) (z) is concave on [0, ∞) (cf. [26, IV.0.4]). Hence, for w > z, we have that (ϕ * 1 ) (ϕ 1 (w)) ≤ (ϕ * 1 ) (ϕ 1 (z)), since, due to the convexity of ϕ 1 , we have that ϕ 1 (w) ≥ ϕ 1 (z). Therefore,
which shows that z → ϕ 1 (z) is convex.
To show thatH 1 admits a local maximum at 0, we observe that, since ϕ 1 (0) = 0, we have thatH 1 (0) = 0. Moreover, Assumption 3.1 implies that (ϕ * 1 ) (0) > 1/J. Therefore, ϕ 1 (0) < J andH 1 (0) < 0.
It remains to show that there exists a unique point m 1 ∈ (0, ∞) such thatH 1 (m 1 ) = 0 andH 1 (m 1 ) > 0. Using again that ϕ 1 (0) < J, we infer that for z > 0 small enough,
Moreover, by part (ii), we know that there exists m 1 > z > 0 such that ϕ 1 (m 1 ) = Jm 1 and ϕ 1 (z) < Jz for all z ∈ (0, m 1 ).
However, the mean value theorem implies that there exists z ∈ (0, m 1 ) such that ϕ 1 (z ) > J.
Together with the fact that ϕ 1 is non-decreasing, this implies that ϕ 1 (z) > J for all z ≥ m 1 . This is in turn yields that
Combining (3.8) and (3.9) shows that, at m 1 , there is the unique global minimum ofH 1 on [0, ∞).
Rough estimates on the average transition time
In this section we formulate the main result of this chapter. Most of its proof is omitted, since it is a straightforward adaptation from the proof of Theorem 2.7. However, for the proof of the lower bound on the capacity, we provide a new proof, which is given in Section 3.3.
Theorem 3.5 Let ±m 1 be the two global minimisers of the macroscopic HamiltonianH 1 . Let η 1 > 0 and B − 1 , B + 1 ⊂ R N be defined by (2.26) and (2.27) with ε = 1. Then, for some a > 0, which is independent of N ,
Proof. As in the proof of Theorem 2.7, the starting point is the formula (2.22) . Then, proceeding exactly as in the proofs of Proposition 2.8 and Proposition 2.14, we can show that
which yields (3.10). Finally, (3.11) follows from combining (3.13) with Proposition 3.6. This concludes the proof of this theorem.
Rough lower bound on the capacity
In this section, we prove the rough lower bound on the capacity. The proof is inspired by the two-scale approach, which was initiated in [21] . To apply this approach, we use that, by [25, 1.6] , for all N ∈ N and m ∈ R, µ N,1 m satisfies the Poincaré inequality with a constant > 0, which is independent of N and m. That is, for all N ∈ N and m ∈ R and for all f ∈ H 1 (µ N,1 m ),
where P t m = (1/N )(m, . . . , m) ∈ R N for m ∈ R. As in [21, Section 2.1], we split the gradient ∇f into its fluctuation part (id − N P t P )∇f and its macroscopic part N P t P ∇f and use that
Using the fact that |N P t P x| = N |P x| for all x ∈ R N , Jensen's inequality and [21, Lemma 21], we obtain that
where, for two functions g, h ∈ L 1 (µ N,1 m ),
Then, using Young's inequality, we have that, for some τ ∈ (0, 1),
(3.21)
Later in this proof we show that 
(3.24)
Then, by our knowledge on one-dimensional capacities (see for instance [11, Section 7.2.5]),
Recalling that max m∈[−m 1 +η 1 ,m 1 −η 1 ]H1 (m) =H 1 (0) and √ N ZμN,1 = Z µ N,1 by the coarea formula, we conclude (3.22) from standard Laplace asymptotics.
Proof of (3.23). Since µ N,1 m is supported on P −1 (m), we have that
Then, using Hölder's inequality and (3.14) ,
It remains to show that the second term on the right-hand side of (3.26) is bounded linearly in N . To do this, we use that by Lemma 3.7 and Corollary 3.8,
This concludes the proof of (3.23).
Equivalence of observables
In (3.27) we have used that we can pass from expectations with respect to µ N,1 m , to expectations with respect to ⊗ N i=1 µ 1,ϕ 1 (m) . Such a statement is known in the literature as the equivalence of observables (see [23] ). In Lemma 3.7, we show this result rigorously for functions that only depend on one coordinate. However, a straightforward modification of the proof yields the claim also for local functions, i.e. for functions that depend only on finitely many coordinates, see Corollary 3.8. The proof combines the ideas from [23] and [25] .
(3.28)
Then, there exists C b ∈ (0, ∞), independent of m ∈ [−m 1 , m 1 ] and N ∈ N, such that, for all m ∈ [−m 1 , m 1 ] and N large enough,
Proof. Fix m ∈ [−m 1 , m 1 ]. In this proof, let C denote a varying positive constant, which does not depend on N and m, but may depend in b.
. Proceeding as in [23] , for σ ∈ R, we define
where Z denotes the normalization constant. Note that µ 0,1,
..,N be a random vector distributed according to µ σ,1,ϕ 1 (m),N . Let 
Let s(m) = ϕ 1 (m) −1 . In the proof of Proposition 3.3, we have seen that 
For any function f : R → R and for all x ∈ R, we abbreviate
..,N be a random vector distributed according to µ 1,ϕ 1 (m),N , and let X be a random variable distributed according to µ 1,ϕ 1 (m) . By [23, 4.4] , we have that
Combining this with (3.34), we infer that
(3.37)
It remains to show that for N large enough,
In order to show (3.38), we proceed as in the proof of [25, 3.1] (see also Proposition C.2). As it was shown there, there existsδ > 0, C > 0 and a complex-valued function h such that (see [25, (46) ]) for all |ξ| ≤δ,
We split the integral on the left-hand side in (3.38) according to some δ <δ (which we choose later) such that
To estimate the term I, we argue similarly as in [25, (68) ] to observe that
As in [25, (69) and p.32], this inequality yields that (for δ small enough and N large enough),
This implies that
Moreover, by Taylor's formula, for some θ ∈ [0, 1], Finally, to estimate the term II, we first use (3.44), and then use the same arguments as in [25, p. 32] for the integral
This concludes the proof of (3.38).
A straightforward modification of the proof yields to the following extension of Lemma 3.7 to local functions.
and N ∈ N, such that, for all m ∈ [−m 1 , m 1 ] and N large enough,
(3.48) (i) χ * and χ are strictly convex and smooth. If W is even, then χ * and χ are also even.
(ii) For m ∈ R, we have that
and
Proof. These are standard results that follow from some elementary computations. We refer to [26, III.2.5] and [21, Lemma 41] for more details.
B Some asymptotic integrals
The main result in this section is the following lemma, which is based on Laplace asymptotics. In the proof we use the same strategy as in [22, A.3] .
Lemma B.1 Let K ⊂ R 2 be a compact set. Let U ∈ C 0,∞ (K × R), and for r ∈ K, let U r (z) = U (r, z). Suppose that there exists α > 0 and R > 0 such that, for all r ∈ K, U r admits a unique global minimum at some point z r ∈ R with U r (z r ) > R −1 and such that U r (z) ≥ αz 2 for all z ∈ [−R, R] c . Furthermore, we assume that the map r → z r is bounded on K. Then, for each k ∈ N 0 and for each r ∈ K,
where for n ∈ N, n!! denotes the double factorial, and we make the convention that (−1)!! := 1. Moreover,
(B.2)
Proof. Fix r ∈ K. In this proof, let C denote a varying positive constant, which is independent of ε and r.
[Proof of (B.1).] Let ρ = 2(k + 1) ε log(ε −1 )/ U r (z r ) andŪ r (z) = U r (z + z r ). LetR ≥ R + sup r∈K (|z r | + |U r (z r )|/α) be such that, for some ι > 0, y 2k ≤ e ιUr(y) for all y ∈ [−R,R] c . Then, In the following we show that I provides the main contribution and that II and III are negligible.
Step 1. Thus, by using the definition of ρ and by some standard Gaussian computations applied to the denominator in (B.5), we infer that
Step 
Since αR 2 > |U r (z r )|, this shows that
Step 1.3. [Estimation of the term III.] SinceŪ r has its unique minimum in 0, we have that for ε small enough, inf y∈BR(0)\Bρ(0)Ūr (y) = U r (ρ) ∧Ū r (−ρ). Without restriction, we suppose thatŪ r (ρ) ≤Ū r (−ρ). Then, by using (B.4) and the arguments from Step 1.1,
Using the definition of ρ, we have shown that
[Proof of (B.2).] (B.2) follows by proceeding exactly as in Step 1 (withρ = 2(k + 2) ε log(ε −1 )/ U r (z r ) replacing ρ) but with the only difference that here we estimate the leading order term I in the following way. The idea is based on Step We now show that the term I 1 provides the dominant contribution and that I 2 and I 3 are of lower order than I 1 . Concerning I 1 , simple Gaussian computations as in Step 1.1 yield that
For I 2 we use thatŪ (4) r is locally bounded to obtain that 
Moreover,
Proof. 
(B.20)
Using (B.16) and (B.17), it is easy to see that for each = 0, . . . , 2k − 1, 
C Proof of the local Cramér theorem
In this section we prove the local Cramér theorem. For the proof we need some estimates that are given in the following lemma.
Lemma C.1 Let V ∈ C ∞ (I ×R) for some compact set I ⊂ R. For all t ∈ I, let V t (·) = V (t, ·), and suppose that there exists c > 0 such that V t ≥ c for all t ∈ I. Notice that the inverse (V t ) −1 of V t exists for all t. Let χ * ε,t , χ ε,t and µ ε,t,σ be given by (A.1), (A.2) and (A.3), respectively, with W replaced by 1 ε V t .
(i) LetK ⊂ R be compact. Then, for all (λ, t) ∈K×I, (χ * ε,t ) 1 ε λ = (V t ) −1 (λ) + ΩK ×I (ε). (ii) For all compact intervals K ⊂ R and all t ∈ I there exists a function τ ε,t : K → R and ε 0 > 0 such that sup 0<ε<ε 0 sup (m,t)∈K×I |τ ε,t (m)| < ∞ and χ ε,t (m) = 1 ε τ ε,t (m) for all (m, t) ∈ K × I and for all ε < ε 0 .
(iii) For m ∈ R and t ∈ I, let s t (m) := (χ * ε,t ) (χ ε,t (m)) 
(C.5)
The dependence on ε of τ ε,t is of no problem here due to its uniform boundedness stated in part (ii). Then, for k = 2, the left-hand side of (C.5) equals s t (m) 2 (cf. Lemma A.1). Thus, (C.5) proves the first claim in (C. Now we are in the position to prove the local Cramér theorem in the most general form that we use in this paper. The main ideas of the proof are the same as in [21, Proposition 31] or [25, Section 3] . The main difficulty here is to show that the estimates are uniform in ε 1.
Proposition C.2 Let I, V and χ ε,t be given as in Lemma C.1. Let χ N,ε,t : R → R be defined by
Let K ⊂ R be compact. Then, for ε small enough and for all (m, t) ∈ K × I,
Proof. Fix (m, t) ∈ K × I. In this proof C ∈ (0, ∞) denotes a constant, which is independent of N , ε, m and t, and may change every time it appears.
Let χ * ε,t , s and µ ε,t,σ be given as in Lemma C.1. In order to simplify the presentation here, for any function f : R → R and for all z ∈ R, we abbreviate
[New representation of e −N χ N,ε,t (m) .] Let (X i ) i be a sequence of random variables that are independent and identically distributed with common law µ ε,t,χ ε,t (m) . LetS Therefore, it suffices to show that for ε small enough,
We show (C.14) by mimicking the arguments of the proof of [25, 3.1] . Therefore, as in [25, (44 (C. 16) In the following we compute the asymptotic value of I, and show that II is of lower order than I.
[Estimation of the term I.] As in [25, (46) ], we know that there existsδ > 0 and a complex-valued function h such that for all |ξ| ≤δ, e ixξ = e −h(ξ) and h(ξ) − 1 2ξ 2 ≤ C|ξ| 3 .
(C.17)
Indeed, this estimate follows from applying Taylor's formula to the functionξ → h(ξ), and by using the fact that 3 k=1 |ẑ| k ≤ C, which we have proven in Lemma C.1. We argue similarly as in [25, (69) ] to observe that (C.17) yields that (for δ small enough) 
(C.20)
[Estimation of the term II.] It remains to show that the term II is negligible. Applying the same arguments as in [25, p. 32] , we see that it suffices to show that for all δ <δ there exists λ < 1 such that e iẑξ ≤ λ for all |ξ| ≥ δ.
(C.21)
And following the proof of [25, 3.4] , we observe that (C.21) holds true once we show [25, (52) ] and [25, (53) ], i.e., if we show that |ẑ| ≤ C and e iẑξ ≤ C |ξ| .
(C. 22) The fact that |ẑ| ≤ C was shown in Lemma C.1. To show the second claim in (C.22), let U (m,t) (z) = V t (z) − τ ε,t (m)z, where τ ε,t (m) was introduced in Lemma C.1. Then, by partial integration (as in [25, p. 37] ) and by (C.2),
(C.23)
Let z 0 be the unique global minimum of U (m,t) , and let ρ = C ε log(ε −1 ) for some C > 0 large enough. Then, using the same arguments as in the proof of Lemma B.1, we see that the integral in the numerator in the right-hand side of (C.23) is concentrated around B ρ (z 0 ), i.e.
Using the same notation and the same arguments as in Step 1 of the proof of Proposition C.2, we see that it suffices to show that g N,m (0) = 1 √ 2π .
(C.28)
However, since µ ε,χ ε (m) (z) is a Gaussian measure, the claim (C.28) is a simple consequence of the stability of Gaussian measures under convolution. This concludes the proof.
