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Motivated by weak ferromagnetism (FM) in a τ -type molecular conductor (τ -MC), we examine its mech-
anism using a two-band extended Hubbard model. Applying the random phase approximation, we elucidate
the uniform spin and charge fluctuations between unit cells in the presence of on-site and off-site interac-
tions. Applying the mean-field approximation, we find the ordered state mixing with antiferromagnetism
(AFM), weak FM, and charge ordering (CO) components in each unit cell: we classify this state as fer-
rimagnetism (FIM). We reveal the phase diagrams in the interaction and interaction–temperature spaces.
The former shows that the off-site interaction induces FIM from pure AFM and the latter shows that
lowering the temperature stabilizes FIM. To clarify the stabilization mechanism of the phases, we focus on
the microscopic nature of the ordered states, including the band structure, Fermi surface, and density of
states. We find that the FIM state is obtained from mixing features of AFM, CO, and FM; therefore, the
emergence of FIM requires both the on-site and off-site interactions. Then, we discuss the effect of lowering
the temperature and predict that the AFM gap assists the emergence of FIM based on AFM. This FIM
state is possibly related to the observation of the weak FM in τ -MC.
1. Introduction
The magnetic state in strongly correlated electron sys-
tems and its mechanism are attracting interest, and
magnetism in the Hubbard model is actively being
studied. In a half-filled Hubbard model with a bi-
partite lattice, antiferromagnetism (AFM) or ferrimag-
netism (FIM) is stabilized by exchange interactions
due to second-order perturbation.1, 2) Studies of the
mean-field (MF) approximation and quantum Monte
Carlo (QMC) calculations have shown the stability of
AFM3–8) and the absence of ferromagnetism (FM).9) Nu-
merous theoretical studies, including analytical and nu-
merical calculations, on AFM applying the variational
Monte Carlo (VMC),10–15) many-variables VMC,16) cel-
lular dynamical MF theory,17) variational cluster approx-
imation,18) Gaussian-basis Monte Carlo,19) path-integral
renormalization group,20) and constrained-path Monte
Carlo21, 22) are still ongoing to reveal the mechanism of
high-Tc cuprates.
Several mechanisms have been proposed for the sta-
bility of FM. Nagaoka FM, which has been proposed
to occur when one hole exists in a system with a large
Coulomb repulsive interaction, is well known,23, 24) and
several numerical calculations support this FM.25, 26)
Flat-band FM, which is a characteristic one-body part
of the Hamiltonian, is also well known,27–33) and nu-
merical calculations on models with bipartite or second-
nearest-neighbor (NN) hopping have shown this form of
FM.34–36) Moreover, FM stabilized by exchange interac-
tions and a difference in the Hubbard-U on the multiband
model has been suggested.37–43) For a localized system,
FIM caused by CO in a doped AFM Ising model has
been suggested;44) this model shows an interesting rela-
tionship with the electronic state obtained in itinerant
strongly correlated electron systems.
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Recently, phenomena in which there is coexistence be-
tween spin ordering and charge ordering (CO) have been
devoted, and FIM induced by CO has been suggested.
One of the suitable phenomena is the electronic state
in manganite compounds.45–49) Several theoretical works
indicate that CO shows interplay with magnetic order-
ings in one-dimensional50–52) and two-dimensional53) fer-
romagnetic Kondo lattice models, which are widely used
to describe the manganite compounds. Density func-
tional theory (DFT) and Monte Carlo calculations give
an analogous argument.54)
In low-dimensional molecular conductors (MCs), CO
and the charge-density wave (CDW) are as important as
magnetic properties.55–58) In quasi-one-dimensional sys-
tems, various charge modulations have been found exper-
imentally59, 60) and theoretically,61–64) such as 4kF CO,
4kF CDW, 2kF CDW, and coexistence between CO and
spin-Peierls states. For quasi-two-dimensional systems,
richer CO patterns have been reported because of the
magnitude and anisotropy of the electron-electron and
electron-phonon interactions, such as checkerboard, hor-
izontal, and stripe patterns.59, 61, 62, 65–71)
We have focused on the ordered state in a quasi-two-
dimensional τ -type MC (τ -MC),72, 73) where the τ -type
represents the molecular pattern with space group I4122
and the molecules are related to the glide symmetry op-
eration. In our previous paper,74) we reported a char-
acteristic temperature dependence of the Seebeck coeffi-
cient and clarified its origin by applying the tight-binding
model [Fig. 1(a)], which reproduces the first-principles
band structure [Fig. 1(b)], where the hopping parame-
ters are written later. The behavior of the Seebeck coef-
ficient is related to the small energy gap near the center
of the band structure. As shown in Fig. 1(c), the valence
and conduction bands are separated by an energy gap of
0.02 eV at the Γ point, while there exists a band crossing
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along the Γ–M line. Figure 1(d) shows that the density of
states (DOS) is large on the upper and lower parts from
the center of the band structure, and a small energy gap
separates the large DOS.
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Fig. 1. (Color online) (a) Model of τ -MC, where open and filled
rectangles represent donor molecules. (b) Band structure, where
inset is Fermi surface, (c) energy gap, and (d) DOS.
τ -MC is formed with the chemical formula[
D(1+y)/2
]
2
(
A−1
)
1+y
,73–81) where D represents the
donor molecule, A is a linear anion such as AuBr2, I3,
and so on, and y is the anion content. Therefore, the
average number of electrons on the donor molecule n
is written as n = (3 − y)/2. Many MCs have y = 0;
however, the precise y value is unclear for τ -MC. Previ-
ous studies have found that the anion content y can be
estimated to be 0.75 from an elemental analysis73) and
0.875 from an X-ray study.82) If y = 0.875, which gives
n = 1.0625, τ -MC is a slightly electron-doped system on
a square lattice with half-filling. The system of τ -MC
can be considered as a half-filled square lattice with the
carrier slightly doped or as a flat band with a dilute
carrier doped to the band edge by focusing on the upper
band.
Experiments on the magnetic properties in τ -
MC have shown a hysteretic magnetic state83)
and a weak FM84, 85) in τ -(EDO-S,S-DMEDT-
TTF)2(AuBr2)1+y, where EDO-S,S-DMEDT-
TTF is a donor molecule, ethylenedioxy-S,S-
dimethylethylenedithio-tetrathiafulvalene. On the other
hand, AFM has been observed in τ -(P-S,S-DMEDT-
TTF)2(AuBr2)1+y, where P-S,S-DMEDT-TTF is an
abbreviation of pyrasino-S,S-dimethylethylenedithio-
tetrathiafulvalene.85) In addition, a theoretical study
has suggested FM in a single-band Hubbard model on
the upper band with a dilute carrier.36) In our previous
work,86) we performed random phase approximation
(RPA) analysis in a two-band extended Hubbard model
consisting of a tight-binding model obtained from the
DFT calculation of τ -MC and an interaction term with
an on-site and an off-site. The result showed that the
spin and charge susceptibilities are maximum at the
wavenumber vector Q = (0, 0). This behavior indicates
the development of a uniform ordering whose periodicity
is the same as that of the unit cell for the spin and
charge channels, such as AFM, FM, and CO. To clarify
the competition between the several ordered states, we
must elucidate the arrangements of the spin and charge
in the unit cell.
Given this background, we elucidate the electronic
state and its mechanism in a two-band system on a
square lattice with nearly half-filling, and note that a
small band gap gives a property of a flat band with a
dilute carrier. As the candidate model, we adopt a two-
band extended Hubbard model of τ -MC. In this model,
several magnetic states are expected: (I) AFM originat-
ing from the nature of the half-filled band, (II) FM due
to the flat band with the dilute carrier, and (III) a novel
magnetic state. To verify the uniformity between the unit
cell and its robustness, we apply the RPA. Since we can-
not distinguish AFM and FM from the periodicity of a
unit cell within this RPA approach, we use the MF ap-
proximation to clarify the spin and charge configurations
in the unit cell. We show two phase diagrams to clarify
the stability of the ordered state. Then, we elucidate a
microscopic mechanism of the stabilization related to the
several ordered states.
This paper is organized as follows. In Sect. 2, we de-
scribe the parameter set of the model and introduce the
calculation methods. In Sect. 3, we present the unifor-
mity obtained from the RPA; then, using the MF, we
show the electronic state in the unit cell. We clarify that
the electronic state is mixed with AFM, FM, and CO,
and call this state FIM in this study. To examine the
phase competition, phase diagrams in the interaction and
interaction–temperature space are shown. To clarify the
mechanism of the phase stability, we discuss the micro-
scopic natures of the ordered states, which are the band
structure, Fermi surface, and DOS. Finally, Sect. 4 re-
ports our conclusions.
2. Method
We adopt a two-band extended Hubbard model, which
consists of the tight-binding model obtained from τ -
MC74) and on-site and NN off-site interactions:
H =
∑
k ,α,β,σ
εαβ (k) c
†
kασckβσ
+
∑
iα
Uniα↑niα↓ +
∑
〈iα;jβ〉
Viα;jβniαnjβ , (1)
where εαβ (k) denotes the one-electron energy dispersion
with the momentum k between the sites α and β in the
unit cell, U is the on-site interaction, Viα;jβ is the NN
off-site interaction, niασ is the number operator for elec-
trons with the spin σ at the site α in the unit cell i, and
〈iα; jβ〉 represents the site pairs. We use the hopping pa-
rameters obtained from the first-principles calculation for
τ -MC.74) These parameters are t1 = 0.161, t2 = −0.157,
t3 = −0.011, t4 = 0.021, and t5 = −0.003 in eV units;
refer to the notation for ti in Fig. 1(a), where the tight-
binding model was used in our previous work and gives
a clear understanding of the origin of the thermoelectric
effect in τ -MC.74) In this study, the on-site interaction
U , NN off-site interaction V , and temperature T are vari-
ables.
To verify the uniformity of the electronic state between
unit cells, we apply the RPA and obtain the spin and
2
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charge susceptibilities. The spin and charge susceptibility
matrices Xˆsp and Xˆch, respectively, are given as
Xˆsp (k) =
[
Iˆ − Xˆ0 (k) Uˆ
]−1
Xˆ0 (k) , (2)
Xˆch (k) =
{
Iˆ + Xˆ0 (k )
[
Uˆ + 2Vˆ (k)
]}−1
Xˆ0 (k) ,(3)
where Xˆ0 is the bare susceptibility matrix, Iˆ is the unit
matrix, Uˆ is the on-site interaction matrix, and Vˆ is the
NN off-site interaction matrix. Note that, in the two-
band system, Uˆ , Vˆ , Xˆ0, Xˆsp, and Xˆch are all 2×2 matri-
ces. In the following, we diagonalize the spin and charge
susceptibility matrices and concentrate on the largest
eigenvalues, denoted χsp and χch, respectively. If the spin
(charge) susceptibility diverges at Q = (0, 0), the spin
(charge) configuration between unit cells is uniform. Be-
cause we cannot distinguish FM and AFM from the pe-
riodicity of a unit cell within this RPA approach, AFM
emerges when spins are aligned antiparallel in the unit
cell, while FM emerges when spins are aligned parallel.
To reveal the electron configuration in the unit cell,
we apply the MF approximation. The MF Hamiltonian,
which is obtained from self-consistent equations, gives
the band structure of the ordered states. The stable elec-
tronic state is determined by comparing the free energy
between the order parameters. We define the spin of
the z-axis and the charge parameters on the site α as
Szα = 〈nα↑〉 − 〈nα↓〉 and Cα = 〈nα↑〉 + 〈nα↓〉, respec-
tively, where 〈nασ〉 is the average number of electrons
with the spin σ on the site α. The order parameters of
AFM, FM, and CO are
SzAFM =
Sz1 − S
z
2
2
, SzFM =
Sz1 + S
z
2
2
, CCO =
C1 − C2
2
. (4)
In addition, we introduce a novel order parameter, in
which AFM, FM and CO components are mixed and
refer to the mixed state as FIM because only the z-axis
spin is considered in this study.
Note that the interaction (temperature) parameter
tends to be smaller (higher) than the realistic value be-
cause the RPA and MF calculations ignore several effects
of the electron correlation. We, however, expect these ap-
proaches to give qualitative results for the competition
between the different ordered states.
3. Results
Let us look into the electronic state obtained from the
RPA and MF calculations. In the following, the band
filling n = 1.0625 corresponding to the anion content
y = 0.875 is adopted,82) and the system size is taken as
200×200 (500×500) in the RPA (MF) calculation.
3.1 RPA results: uniformity between unit cells and its
robustness
We verify the uniformity between unit cells and its ro-
bustness. Figures 2(a) and 2(b), respectively show the
contour plots of the spin and charge susceptibilities in
our previous work,86) where U = 0.35 eV, V = 0.0875
eV, and T = 0.002 eV. Both the spin and charge sus-
ceptibilities have similar maximum values at Q = (0, 0),
which correspond to the uniform spin and charge fluctu-
ations between unit cells. Our previous work,86) however,
has remained a possibility that the maximum suscepti-
bility at Q = (0, 0) is accidental, because it is likely that
the Q 6= (0, 0) state is stable in the square lattice with
the incommensurate band filling.
To confirm the robustness of the uniformity, we intro-
duce rτ , which is the ratio between τ -MC and the pure
square lattice. We use the hopping parameters such that
t′i = t
sq
i (1− rτ ) + tirτ , where t
sq
1 = 0.16 eV, t
sq
2 = −0.16
eV, and tsq3 = t
sq
4 = t
sq
5 = 0 eV. Figures 2(c) and
2(d) respectively represent the maximum value and its
wavenumber |Q | of the spin and charge susceptibilities
as a function of the ratio rτ , where U = 0.22 eV and
V = 0.055 eV. Introducing the property of τ -MC to the
square-lattice model suppresses the incommensurate be-
havior, although the incommensurate spin and charge
susceptibilities are stable near the square lattice range.
Then, the uniform arrangements of the spin and charge
are widely present around the centered regime of rτ = 1
corresponding to τ -MC. Increasing rτ develops the in-
commensurate spin susceptibility. Therefore, the RPA
results indicate that the emergence of the uniform spin
and charge fluctuations in the model of τ -MC is robust
between unit cells.
Fig. 2. (Color online) (a) Spin and (b) charge susceptibilities.
(c) Maximum value and (d) its wavenumber of the spin and charge
susceptibilities as a function of ratio rτ , where red solid (green
dashed) curves represent spin (charge) part.
3.2 MF results: ordered state in unit cell
To verify the spin and charge configurations in a unit
cell, we apply the MF analysis to the two-band ex-
tended Hubbard model on τ -MC. When we set the pa-
rameters U = 0.5 eV and V = 0.12 eV, we obtain
the electron number nασ and the component of the
order parameters as a function of the temperature as
shown in Figs. 3(a) and 3(b), respectively. Below the
Ne´el temperature, which is approximately 0.07 eV, the
electron number of the spin on the same site differs,∣∣n1 (2)↑ − n1 (2)↓
∣∣ 6= 0, namely, a pure AFM emerges;
schematic pictures of the electronic state and order pa-
rameter are respectively shown in the insets in the very
light gray area in Figs. 3(a) and 3(b), where the arrow
direction (length) means the spin direction (charge am-
plitude).
3
J. Phys. Soc. Jpn.
Moreover, upon lowering the temperature below ap-
proximately 0.025 eV, the electron number n1↑ (n1↓) dif-
fers from n2↓ (n2↑) as shown in Fig. 3(a). Figure 3(b)
shows that the weak components of FM and CO mix
with the AFM component in the ordered state. To avoid
the energy loss from the competition between the inter-
action and the kinetic energy, the electrons whose den-
sity on each site slightly deviates from one are unevenly
arranged. In the AFM phase, the charge amplitude is
equivalent; thus, the two arrows have the same length.
At lower temperatures, however, the arrow lengths dif-
fer, and the weak components of FM and CO are mixed
with the AFM component. Regarding the mixed ordered
state as FIM, we find a phase transition from the pure
AFM to FIM in the model of τ -MC.
Fig. 3. (Color online) (a) Number of spin-σ electrons at site α
in unit cell and (b) components of order parameter as a function
of temperature, where colored curves are represented in legend.
The very light and light gray areas indicate the pure AFM and
FIM, respectively. The insets represent schematic figures (a) of the
electronic state and (b) order parameter at the sites.
Since the weak component of CO is mixed in FIM, the
off-site interaction is expected to be important. Thus,
we examine the effect of the off-site interaction. Figure 4
shows the components of the order parameter as a func-
tion of the NN off-site interaction V , where U = 1.0 eV.
Upon increasing V , the weak components of FM and CO
appear above approximately V = 0.1 eV; accordingly, we
refer to FIM based on AFM as FIMA. If V is larger than
0.25 eV = U/4, the dominant component changes from
AFM to CO. We refer to the CO-based FIM as FIMC.
On the basis of the results in Figs. 3 and 4, it is necessary
to clarify the phase competition between AFM, FM, CO,
and FIM.
3.3 Phase diagram
Figure 5(a) shows a phase diagram in the U–V space
at T = 0.01 eV. Pure AFM (CO) appears at large U (V )
Fig. 4. (Color online) Components of order parameter as a func-
tion of NN off-site interaction V , where colored curves are described
by legend of Fig. 3(b).
and small V (U), then FIM emerges around the regime
satisfying the line V = U/4. Focusing on the regime of
large U , increasing the NN off-site interaction V changes
the pure AFM to the FIMA phase; moreover, when V
is larger than U/4, FIMA gives way to FIMC. On the
other hand, focusing on CO, the effects of U and V are
exchanged, so increasing U induces FIMC from the pure
CO phase. Figure 5(a) gives a clue to clarifying the ef-
fect of the interaction on the stabilization mechanism of
FIM, AFM, CO, and FM. In particular, it is necessary
to distinguish the difference in mechanism between the
FIMA and FIMC, which we discuss later.
Figure 5(b) shows the phase diagram in the U–T space,
where we fix the NN off-site interaction to V = U/5.
When the on-site U becomes larger than 0.4 eV, the AFM
phase appears. Below the Ne´el temperature, FIMA can
be stable. Figure 5(b) is associated with the observation
of AFM85) and the weak FM in the low temperature
regime83–85) in the τ -MC family.
V
=U
/4
FIMA
V
=U
/5
FIMA
(V=U/5)
FIMC
U [eV]
V
 [
eV
]
T
 [
eV
]
U [eV]
Fig. 5. (Color online) Phase diagrams in (a) interaction (U–V )
space at T = 0.01 eV and (b) interaction–temperature (U–T ) space
at V = U/5, where black solid line in (a) indicates V = U/4 and
black dashed lines correspond to parameters fixed in other phase
diagram.
3.4 Mechanism of phase stability
To reveal the stabilization mechanism originating from
the interactions, first, we focus on the U–V phase dia-
gram [Fig. 5(a)]. In the following, we discuss the micro-
scopic nature of FIMA, AFM, CO, and FM at T = 0.01
eV. Figure 6(a), its inset, and Fig. 6(b) represent the
4
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band structure, Fermi surface and DOS, in FIMA, re-
spectively, where we set U = 0.8 eV and V = 0.15 eV.
Features of the FIMA state include the following three
items: (I) the band structure splitting depending on the
spins, (II) the anisotropy of the Fermi surface along the
Γ-X and Γ-Y k paths, and (III) the slight difference in
electron number between the spins in the DOS. Keeping
these features in mind, we discuss the stabilization mech-
anism of the FIM state based on the mixture of AFM,
CO, and FM.
The band structure and Fermi surface for pure AFM
are shown in Fig. 6(c) and its inset, respectively, where
U = 0.8 eV and V = 0.05 eV. An AFM gap of about 0.4
eV ≈ U/2 is open, which can be understood as the degen-
eracy of the spin and the on-site U . The band dispersion
splits in a manner depending on the spins along the Γ-X
and Γ-Y k paths; this behavior is of interest in relation
to a recent theoretical work on the generation of a spin
current in organic conductors κ-(BEDT-TTF)2X .
87) In
Fig. 6(d), the DOS of the up spin is the same shape
as that of the down spin, and the Fermi level exists at
the same energy, namely, magnetization is absent. Since
this system has incommensurate band filling, the Fermi
level exists on the energy band. As shown in the inset
of Fig. 6(c), the Fermi surface of the up spin around
the X point has the same size as that of the down spin
around the Y point. The band splitting depending on the
spins gives the characteristic nature of the spins in FIMA
shown in Fig. 6(a).
Figure 6(e) shows the pure CO band structure whose
energy gap is approximately 1.2 eV≈ 2(4V − U), where
we set U = V = 0.2eV. The band shows no magnetic
property because of the degeneracy between the spins;
naturally, the DOS of CO has the same shape between
the spins as shown in Fig. 6(f). The CO Fermi surface
forms a pocket around the X point, while the DOS of
CO is similar to that of AFM. Thus, CO is due to the
magnetic degeneracy and anisotropy of the charge. This
feature gives the anisotropy of the band structure and
Fermi surface in the FIMA state.
It is important to understand the weak magnetization
in FIMA, although the pure FM is unstable in the whole
phase diagram shown in Fig. 5(a). The FM band shown
in Fig. 6(g) maintains the same shape as the PM band
and shifts according to the spins, where U = 1.0 eV
and V = 0.0 eV. As is well known, Fig. 6(h) clearly
shows that the imbalance of the electron depending on
the spin gives FM. Similarly, the weak FM component in
the FIMA [Fig. 6(b)] originates from the small difference
in spin in the model of τ -MC.
We summarize the stabilization mechanism of FIMA
by the following three items: (I) the band splitting de-
pending on the spins comes from the feature of AFM,
(II) the anisotropy of the band structure and Fermi sur-
face originates from CO, and (III) the slight difference
between the spins induces the weak FM. We expect that
the pure FM and weak FM in FIM originate from the
Stoner FM because the Fermi level exists around the
large DOS. In the U–V phase diagram, FIM emerges
around the phase competition between AFM and CO.88)
To understand the phase transition from AFM to
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Fig. 6. (Color online) Band structure (left panels), Fermi sur-
face (their insets) and DOS (right panels) for FIMA [(a) and (b)],
AFM [(c) and (d)], CO [(e) and (f)], and FM [(g) and (h)]. The
red solid (blue dashed) curves correspond to the up (down) spin,
and the black thin dotted curves represent the PM.
FIMA in the U–T phase diagram [Fig. 5(b)], we discuss
the schematic relationship between the band dispersion
and the thermal effect as shown in Fig. 7. In the high
temperature regime, the PM band energy away from the
Fermi level can affect the electronic state as shown in
Fig. 7(a), because of the thermal excitation. Upon low-
ering the temperature, the width of the temperature ef-
fect becomes small, as shown in Fig. 7(b), and the energy
range, which is approximately the band width, affects the
phenomena. Therefore, the AFM state is dominant over
the PM state because the model has a repulsive U and
approximately half-filling of the electron. At even lower
temperatures, the thermal effect is suppressed, and the
details near the Fermi level begin to affect the phenom-
ena. Since the AFM gap has been open, the Fermi level
exists at the bottom of the upper bands of both spins as
shown in Fig. 7(b). From the effect of the interaction on
the phase stability, CO originating from the NN off-site
interaction induces the anisotropic band dispersion such
as that in Fig. 7(c). Thus, when the off-site interaction
5
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is contained, the Fermi level exists on either spin band,
and FIMA can be stabilized at a lower temperature.
(a) PM (b) AFM (c) FIMA
Fig. 7. (Color online) Schematic figures of relationship between
band structure and temperature for (a) PM, (b) AFM, and (c)
FIMA, where black solid curves represent noninteracting band
dispersion and red solid (blue dashed) curves represent band of
up (down) spin. The yellow regime schematically symbolizes the
temperature effect from the Fermi level.
4. Conclusions
We investigate the electronic state and its mechanism
in a two-band system on a square lattice with nearly
half-filling, focusing on the upper band, a flat band part
with an effectively dilute carrier. As a candidate model,
we adopt a two-band extended Hubbard model of τ -MC
in which a weak magnetization has been experimentally
observed; the model has a small energy gap around the
center of the band structure, which was a similar shape
to the square-lattice band with a half-filled electron. We
apply the RPA calculation and verify the uniformity be-
tween unit cells. Then, we examine the spin and charge
configurations in each unit cell by applying the MF cal-
culation.
From the RPA result, we find that the spin and
charge susceptibilities have their maximum values at the
wavenumber vector Q = (0, 0), which corresponds to the
uniform configuration of the spin and charge arrange-
ments between unit cells. We verify that even if the trans-
fer integrals are shifted from the values of τ -MC, the uni-
formity of the spin and charge configurations appears in
a wide parameter regime.
We apply the MF calculation and find that lowering
the temperature mixes AFM with CO and FM in the
model exhibiting the on-site interaction U and the NN
off-site interaction V . Then, we indicate that increasing
the off-site V induces the AFM-based FIM state from
the pure AFM state in a system with moderate U . Also,
further upon increasing V , the CO-based FIM state ap-
pears; note that both states have the weak FM compo-
nent.
To understand the relationship between the interaction
and the electronic state, we clarify the phase diagram in
the interaction U–V space. We find that FIM emerges
around the regime satisfying the condition V ≈ U/4 and
that FIMA(C) is dominant in the regime where U/4 (V )
is larger than V (U/4). Then, to clarify the robustness
of FIM at low temperatures, we obtain the U–T phase
diagram and reveal that FIMA can be stable below the
Ne´el temperature.
To clarify the stabilization mechanism of FIM related
to the other states, we present the band structure, Fermi
surface, and DOS of FIMA, AFM, CO, and FM. We elu-
cidate that the microscopic nature of FIMA originates
from the following features of AFM, CO, and FM: (I) the
band splitting depending on the spins, (II) the anisotropy
of the band, and (III) the emergence of the magnetiza-
tion. Then, we schematically discuss the stability of FIM
at low temperatures and predict that lowering the tem-
perature suppresses the thermal effect. Subsequently, the
detail of the band structure affects the phenomena.
This study on the magnetism in a strongly correlated
electron system shows that the off-site interaction and
lowering the temperature both induce the FIM state.
The observation of the weak magnetization in the low
temperature regime of τ -MC has spurred interest in re-
lation to the weak FM component, which is mixed in
the FIM state in this study. To understand the mecha-
nism of the magnetic state, analyses of other τ -MCs with
molecular replacement are necessary. Recently, a theoret-
ical work has suggested that AFM energy band splitting
generates a spin current in the AFM organic conductor
κ-(BEDT-TTF)2X .
87) The AFM band structure in this
study has a similar shape, so its relationship with spin
current physics is an interesting issue. In addition, the
strongly correlated electron effect beyond the RPA and
MF remains an interesting issue.
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