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Observer Based Output Feedback Tracking Control of Dynamically
Positioned Surface Vessels
Baris Bidikli, Enver Tatlicioglu, and Erkan Zergeroglu
Abstract— This work concentrates on tracking control of
dynamically positioned surface vessels where only position and
orientation measurements are available. Specifically, in order
to remove the velocity measurement dependency of the control
formulation, we designed a nonlinear, model–free observer
which enables the observer–controller couple to achieve asymp-
totic tracking. Stability of the closed–loop system is ensured
by Lyapunov–based arguments. Simulation studies are also
presented to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Control of marine vehicles, especially slowly moving
surface vessels, is extremely important in marine industry.
Operations where a smooth, slow trajectory needs to be
tracked, like towing platforms, laying cables to the sea
bottom, and most of the operations related to the offshore
oil industry requires adequate controllers. As a result, the
development of automatic ship control systems have attracted
the attention of researchers over the past decade.
A dynamically positioned surface vessel is a fully actuated
ship system where its three degrees–of–freedom are con-
trolled via thrusters and propellers fore and aft of the ship [1],
[2]. Earliest control systems for dynamically positioned ships
were mostly designed after linearizing the system dynamic
equation about a set of pre–specified yaw angles [3]. This
procedure enables the application of linear control methods
along with gain scheduling techniques. For example, early
ship control systems used proportional integral derivative
controllers in cascade with a low–pass filter [4]. Later, linear
optimal control laws in conjunction with Kalman filtering
techniques were proposed in [5], [6], [7]. To overcome the
problems inherited by linearization, several control algo-
rithms that take the nonlinear ship dynamics into account
have also been proposed [8], [9]. In [8], a class of nonlinear
proportional derivative control laws for position regulation
were developed; however, their robustness against paramet-
ric uncertainties cannot be guaranteed. A robust nonlinear
control law using singular perturbation theory that accounts
for parametric uncertainties and external disturbances was
presented in [9].
Some past research has focused on designing control
schemes that do not require velocity measurements for
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surface vessels that contain only position sensors. Motivated
by this, in [3], Fossen and Grøvlen presented the design
of a nonlinear output feedback controller using an observer
backstepping method. Specifically, a nonlinear, model–based
observer–controller couple was used to eliminate the need for
velocity measurements while achieving global exponential
position tracking. In [10], a velocity surrogate filter–based
approach has been applied for adaptive output feedback
control of surface vessels. The proposed method achieved
global asymptotic tracking despite the lack of velocity
measurements and uncertain system dynamics. Recently, in
[11], Wondergem et al. proposed an observer based output
feedback tracking controller for fully actuated ships. The pro-
posed controller achieved semi–global exponential stability
provided the exact knowledge of the system parameters are
available for control development.
The main aim of this work is the design of an output
feedback tracking controller for dynamically positioned sur-
face vessels. Our starting point for the proposed approach is
the fact that the nonlinear ship model can be arranged in a
form similar to the well–known rigid–link, robot manipulator
dynamic model. Using this fact, to compensate for the lack
of velocity measurements, we propose a new model–free
observer in conjunction with a desired ship model based con-
troller formulation. The observer–controller couple ensures
semi–global asymptotic position tracking for the nonlinear
surface vessel dynamics using only position measurements.
The rest of the paper is organized in the following manner.
Section II describes the mathematical model for the dynam-
ically positioned ship system along with its corresponding
properties. The control objective and problem formulation
are presented in Section III, while the design and stability
analysis are presented in Section IV. Numerical simulation
results illustrating the performance of the proposed observer–
controller scheme are given in Section V. Section VI contains
concluding remarks.
II. SYSTEM MODEL AND PROPERTIES
The mathematical model for a dynamically positioned ship
is represented by [1]
Mv˙ + Dv = τ (1)
η˙ = R (ψ) v (2)
where η (t), v (t) ∈ R3 represent the position and the
velocity of the ship, respectively, τ (t) ∈ R3 represents the
control input torque, M ∈ R3×3 is the constant, positive–
definite, symmetric, inertia matrix, D ∈ R3×3 is the constant
damping matrix, and R (ψ) ∈ SO (3) is the rotation matrix
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between the earth and the body–fixed coordinate frames.
In (1) and (2), η (t) = [x (t) , y (t) , ψ (t)]T where x (t),
y (t) ∈ R represent the translational position, and ψ (t) ∈ R
is the yaw angle of the ship. The structure of the system
matrices are given as
M =
⎡
⎣ m11 0 00 m22 m23
0 m23 m33
⎤
⎦ , D =
⎡
⎣ d11 0 00 d22 d23
0 d32 d33
⎤
⎦
(3)
where their entries are constants, and the rotation matrix
R (ψ) has the form
R (ψ) =
⎡
⎣ cψ −sψ 0sψ cψ 0
0 0 1
⎤
⎦ (4)
where cψ and sψ represent cos (ψ) and sin (ψ), respectively.
After substituting (2) and its time derivative into (1), the
mathematical model of the ship can be written in a compact
form as
Jη¨ + Cη˙ + F η˙ = τ∗ (5)
where J (η), C(η, η˙), F (η) ∈ R3×3 are dynamic terms1,
τ∗ (t) ∈ R3 is the control input torque, and are defined as
[10]
J  RMRT , C  RMR˙T (6)
F  RDRT , τ∗  Rτ (7)
where the fact that R−1 = RT was utilized. The dynamic
model given by (5) satisfies following properties.
Property 1: The inertia matrix J (η) is symmetric,
positive–definite, and satisfies the following bounds
mlI3 ≤ J ≤ muI3 (8)
1
mu
I3 ≤ J−1 ≤ 1
ml
I3 (9)
where ml, mu ∈ R are positive bounding constants, and
I3 ∈ R3×3 is the standard identity matrix.
Property 2: The dynamic terms J (η) and C (η, η˙) satisfy
the skew–symmetric relationship [12]
ϕT
(
1
2
J˙ − C
)
ϕ = 0 ∀ϕ ∈ R3. (10)
Property 3: The dynamic term C (η, η˙) satisfies the rela-
tionship [12]
C (ϕ, φ) κ = C (ϕ, κ)φ ∀ϕ, φ, κ ∈ R3. (11)
Property 4: The dynamic terms J (·), C (·), F (·) satisfy
the following bounds [12]
‖J (ϕ)− J (φ)‖i∞ ≤ ζj1 ‖ϕ− φ‖ (12)∥∥J−1 (ϕ)− J−1 (φ)∥∥
i∞
≤ ζj2 ‖ϕ− φ‖ (13)
‖C (ϕ, φ)‖i∞ ≤ ζc1 ‖φ‖ (14)
‖C (ϕ, φ) − C (κ, φ)‖i∞ ≤ ζc2 ‖φ‖ ‖ϕ− κ‖ (15)
‖F (ϕ)‖i∞ ≤ ζf1 (16)
‖F (ϕ)− F (φ)‖i∞ ≤ ζf2 ‖ϕ− φ‖ (17)
1The entries of these dynamic terms are presented in Appendix I.
∀ϕ, φ, κ ∈ R3, ζj1, ζj2, ζc1, ζc2, ζf1, ζf2 ∈ R are positive
bounding constants, and ‖·‖i∞ denotes the induced infinity
norm.
The mathematical model of the ship can be written in
terms of the desired position and its time derivatives as
follows
Wd  J (ηd) η¨d + C (ηd, η˙d) η˙d + F (ηd) η˙d (18)
where Wd (ηd, η˙d, η¨d) ∈ R3 is a function of the desired
position, velocity and acceleration, denoted by ηd (t), η˙d (t),
η¨d (t) ∈ R3, respectively. In our analysis, we have made the
common assumption that the desired position signal with its
first three time derivatives are bounded functions of time.
III. PROBLEM FORMULATION
Our control objective is to design a position tracking
controller for the dynamically positioned ship model given
by (5) when only the position of the ship η (t) being
available.
To quantify the tracking control objective, the position
tracking error, denoted by e (t) ∈ R3, is defined as
e  ηd − η. (19)
And to compensate for the lack of velocity measurements, a
velocity observation signal, denoted by ˙̂η (t) ∈ R3, will be
designed. The difference between the actual and observed
versions of the velocity signal, the velocity observation
error, denoted by ˙˜η (t) ∈ R3, and a corresponding position
observation error signal, denoted by η˜ (t) ∈ R3, are defined
as
˙˜η  η˙ − ˙̂η (20)
η˜  η − η̂ (21)
where η̂ (t) ∈ R3 is the observed position signal. In order to
facilitate the subsequent stability analysis and to simplify the
error system development, a filtered position tracking error,
denoted by r (t) ∈ R3, and a filtered velocity observation
error, denoted by s (t) ∈ R3, are constructed as
r  e˙ + αe (22)
s  ˙˜η + αη˜ (23)
where α ∈ R is a positive control gain.
IV. CONTROL DESIGN
A. Observer–controller couple design
Based on the subsequent stability analysis, the velocity
observer is designed as
˙̂η = p + K0η˜ −Kce (24)
where p (t) ∈ R3 is an auxiliary filter signal updated
according to
p˙ = K1Sgn (η˜) + K2η˜ − αKce (25)
where K0, Kc, K1, K2 ∈ R3×3 are diagonal, positive–
definite gain matrices, and Sgn(·) ∈ R3 is the vector signum
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function. Notice that, after utilizing (22) and (25), the time
derivative of (24), can be obtained to have the following form
¨̂η = K1Sgn(η˜) + K2η˜ + K0 ˙˜η −Kcr. (26)
The subsequent stability analysis enables us to design the
control torque input vector τ∗ (t) in the following form
τ∗ = Wd + Kpe + αKc(ηd − η̂) + Kc(η˙d − ˙̂η) (27)
where Kp ∈ R3×3 is a diagonal, positive–definite control
gain matrix.
It should be noted that, from the definitions in (19) and
(21), following expression may be obtained
ηd − η̂ = e + η˜. (28)
Utilizing this and its time derivative, the control input of (27)
can also be expressed in the following manner
τ∗ = Wd + Kpe + Kc(r + s). (29)
This formulation will be used to present the overall analysis
in a more convenient way later in the stability analysis
section.
B. Observer analysis
After utilizing (5) and (26) along with the time derivative
of (20), we obtain the following formulation for the velocity
observation error dynamics
¨˜η = η¨ − ¨̂η (30)
= N0 −K1Sgn(η˜)−K2η˜ −K0 ˙˜η + Kcr (31)
where N0 (t) ∈ R3 is an auxiliary term defined as
N0  J
−1 (τ∗ − Cη˙ − F η˙) . (32)
Substituting the control input signal of (29) and the definition
of Wd (·) in (18) into (32), the auxiliary signal N0 (t) can
be partitioned as
N0 = Nd + Nb (33)
where Nd (t), Nb (t) ∈ R3 are auxiliary terms defined as
Nd  η¨d (34)
Nb 
[
J−1(η)− J−1 (ηd)
]
J (ηd) η¨d
+J−1(η) {C (ηd, η˙d) η˙d − C (η, η˙) η˙
+ F (ηd)η˙d − F (η)η˙ + Kpe + Kc(r + s)} .(35)
Remark 1: Based on its definition in (35), the norm of
Nb (t) can be upper bounded as
‖Nb‖ ≤ ρ01 ‖e‖+ ρ02 ‖r‖ + ρ03 ‖e‖2 + ρ04 ‖r‖2 + ρ05 ‖s‖
(36)
where ρ01, ρ02, ρ03, ρ04, ρ05 ∈ R are known positive
bounding constants (see Appendix II for details).
After taking the time derivative of (23), the dynamics for the
filtered observation error s (t) is obtained as
s˙ = Nd +Nb −K1Sgn(η˜)−K2η˜−K0 ˙˜η +Kcr +α ˙˜η (37)
where (31) and (33) were utilized. After selecting the ob-
server gains to satisfy
α (K0 − αI3) = K2 (38)
following expression can be obtained
s˙ = Nd + Nb −K1Sgn(η˜)− K2
α
s + Kcr (39)
where (23) was utilized.
Obtaining (39), we can state the following preliminary
analysis. Consider the following non–negative scalar func-
tion, denoted by V0 (t) ∈ R,
V0 
1
2
sT s + P (40)
where P (t) ∈ R is an auxiliary non–negative function
defined as
P  ζP −
t∫
0
ω (σ) dσ (41)
where ω (t), ζP ∈ R are defined as
ω  sT (Nd −K1Sgn(η˜)) (42)
ζP 
3∑
i=1
K1i |η˜i (0)| − η˜T (0)Nd (0) . (43)
As presented in [13], if K1 is chosen to satisfy
K1i ≥ |Ndi (t)|+ 1
α
∣∣∣N˙di (t)∣∣∣ (44)
where K1i ∈ R denotes the i–th diagonal entry of K1, and
Ndi (t), N˙di (t) denote the i–th diagonal entries of Nd (t),
N˙d (t), respectively, then P (t) is non–negative. Given the
non–negativeness of P (t), it can be concluded that V0 (t) is
a Lyapunov function with respect to
√
P (t) and s (t). The
time derivative of V0 (t) can be obtained as
V˙0 = s
T
(
− 1
α
K2s + Nb + Kcr
)
(45)
where (39) and the time derivative of (41) were utilized.
C. Error system development
In order to obtain the dynamics for the filtered tracking
error r (t), we take its time derivative, pre–multiply with
J (·), and after performing some straightforward algebraic
manipulations, we reach
Jr˙ = −Cr + Ws − τ∗ (46)
where Ws (t) ∈ R3 is an auxiliary term defined as
Ws = J (η¨d + αe˙) + C (η˙d + αe) + F η˙. (47)
Substituting the control input signal of (29) into (46), the
following closed–loop error dynamics for r (t) can be ob-
tained
Jr˙ = −Cr + χ−Kpe−Kc(r + s) (48)
where χ (t) ∈ R3 is an auxiliary error–like term defined as
χ Ws −Wd. (49)
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Remark 2: Based on its definition in (49), the norm of the
auxiliary term χ (t) can be upper bounded as
‖χ‖ ≤ ρ1 (‖e‖) ‖e‖+ ρ2 (‖e‖) ‖r‖ (50)
where ρ1 (‖e‖), ρ2 (‖e‖) ∈ R are known positive non–
decreasing functions of their arguments (see Appendix II for
details).
D. Stability Analysis
Theorem 1: The velocity observer in (24) and (25), and
the control input signal of (27) ensure semi–global asymp-
totic stability of the closed–loop system in the sense that
‖e (t)‖ ,
∥∥ ˙˜η (t)∥∥→ 0 as t → +∞ (51)
provided that controller and observer gains are selected to
satisfy (38), (44), and the controller gain Kc and the observer
gain K2 are chosen as follows
Kc =
(
1 + ρ2 + knρ
2
1
)
I3 (52)
K2 = α
(
1 + ρ05 + kn
(
ρ2
01
+ ρ2
02
+ ρ2
03
+ ρ2
04
))
I3 (53)
where ρ1 (‖e‖), ρ2 (‖e‖) were introduced in (50), ρ0i, i =
1, ..., 5 were introduced in (36), and kn ∈ R is a nonlinear
damping gain selected to satisfy the following condition
kn >
1
2
+
λ2
4λ1
‖z (0)‖2 (54)
and z (t) ∈ R10 is defined as
z 
[ √
P sT rT eT
]T (55)
and the positive bounding constants λ1, λ2 ∈ R are defined
as
λ1 
1
2
min {1, Jmin,Kp,min} (56)
λ2  max
{
1,
Jmax
2
,
Kp,max
2
}
(57)
where subscripts min and max denote the minimum and
maximum eigenvalues of a matrix, respectively.
Proof: A non–negative Lyapunov function, denoted by
V (z) ∈ R, is defined as
V  V0 +
1
2
rTJr +
1
2
eTKpe. (58)
The above Lyapunov function can be upper and lower
bounded as
λ1 ‖x‖2 ≤ λ1 ‖z‖2 ≤ V ≤ λ2 ‖z‖2 (59)
where x (t) ∈ R9 is defined as
x 
[
sT rT eT
]T
. (60)
The time derivative of V (t) is obtained as
V˙ = V˙0 + r
TJr˙ +
1
2
rT J˙r + eTKpe˙ (61)
and after utilizing (10), (22), (45), (48), we obtain
V˙ = sTNb − 1
α
sTK2s + r
Tχ− rTKcr − αeTKpe. (62)
After utilizing the upper bounds in (36) and (50), the right–
hand side of (62) can be upper bounded as
V˙ ≤ −αKp,min ‖e‖2 − ‖r‖2 − ‖s‖2
+
[
ρ01 ‖e‖ ‖s‖ − knρ201 ‖s‖2
]
+
[
ρ02 ‖r‖ ‖s‖ − knρ202 ‖s‖2
]
+
[
ρ03 ‖e‖2 ‖s‖ − knρ203 ‖s‖2
]
+
[
ρ04 ‖r‖2 ‖s‖ − knρ204 ‖s‖2
]
+
[
ρ1 ‖e‖ ‖r‖ − knρ21 ‖r‖2
]
(63)
where (52) and (53) were utilized. After completing the
squares of the bracketted terms, the right–hand side of (63)
can be upper bounded as
V˙ ≤ −
[
αKp,min − 1
2kn
− 1
4kn
‖e‖2
]
‖e‖2
−
[
1− 1
4kn
− 1
4kn
‖r‖2
]
‖r‖2 − ‖s‖2 . (64)
Utilizing the definition of (60), the right–hand side of (64)
can further be upper bounded to have the following form
V˙ ≤ −
[
1− 1
4kn
(2 + ‖x‖2)
]
‖x‖2 (65)
where the gains are assumed to be chosen to satisfy
αKp,min ≥ 1. The sign of the upper bound of V˙ (t) is
determined by the bracketted term in (65), and this term has
to be non–negative to ensure the negative semi–definiteness
of V˙ (t). Mathematically speaking, we must have
1− 1
4kn
(2 + ‖x‖2) > 0 (66)
to ensure the negative semi–definiteness of V˙ (t). A sufficient
condition on (66) can be obtained as
1− 1
4kn
(
2 +
V
λ1
)
> 0 (67)
where (59) was utilized, and hence the right–hand side of
(65) can be reformulated as
V˙ ≤ −β ‖x‖2 provided that 4kn > 2 + V
λ1
(68)
where β ∈ R is some positive constant satisfying 0 <
β ≤ 1. Due to the negative semi–defineteness of V˙ (t), the
maximum value that V (t) can have is its initial value, V (0),
therefore, after utilizing (59), a more conservative condition
on kn can be obtained to have the following form
V˙ ≤ −β ‖x‖2 provided that 4kn > 2 + λ2
λ1
‖z (0)‖2 (69)
that is, when kn is selected to satisfy (54), we can ensure that
V (t) is bounded. Given the boundedness of V (t), it is clear
that z (t) ∈ L∞, and thus, e (t), r (t), s (t), P (t) ∈ L∞.
After utilizing standard signal chasing arguments, we can
show that all signals in the closed–loop system are bounded,
and e (t) and ˙˜η (t) are uniformly continuous signals (from
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the boundedness of their time derivatives). Furthermore,
after integrating both sides of (69), we can conclude that
x (t) ∈ L2, and therefore e (t), ˙˜η (t) ∈ L2. Finally, utilizing
Barbalat’s Lemma [14], the asymptotic tracking result given
in (51) can be obtained.
V. NUMERICAL RESULTS
To illustrate the performance of the observer–controller
couple, a numerical simulation with Matlab Simulink was
performed. The ship model in (1) was utilized with the
following inertia and damping matrices [3]
M =
⎡
⎣ 1.0852 0 00 2.0575 −0.4087
0 −0.4087 0.2153
⎤
⎦ (70)
D =
⎡
⎣ 0.08656 0 00 0.0762 0.1510
0 0.0151 0.0031
⎤
⎦ . (71)
The desired position of the ship was given as [10]
ηd =
[
10 sin(0.2t) 10 cos(0.2t) 5 sin(0.2t)
]T (72)
with the initial positions η(0) =
[
1 −1 1 ]T , and
the initial velocities η˙(0) were set to zero. Controller and
observer gains were tuned via a trial–and–error method until
a good tracking performance was achieved, and were chosen
as
K0 = diag
{
15 20 7.5
}
K1 = diag
{
0.75 0.15 0.15
}
Kc = 0.5I3,Kp = I3, α = 2.5. (73)
The results are shown in Figures 1–4. In Figure 1, the
actual position η (t) and the desired position ηd (t) were
presented. In Figures 2 and 3, the position tracking error
e (t) and the control input torque τ∗ (t) were presented,
respectively. In Figure 4, the position observation error η˜ (t)
was presented. From Figures 1 and 2, it is clear that the
tracking control objective was met.
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Fig. 1. The desired position ηd (t) (dotted) and the actual position η (t)
(solid)
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Fig. 2. The tracking error e (t)
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Fig. 3. Control input torque τ∗ (t)
VI. CONCLUSION
In this paper, we have presented a new observer for-
mulation for dynamically positioned surface vessels. A
novel observer–controller formulation, backed up with a
Lyapunov–type analysis has been presented. Our formulation
achieved semi–global tracking despite the lack of velocity
measurements. Simulation results were presented to illustrate
the tracking performance of the observer–controller couple.
In its current form, the proposed methodology requires the
exact knowledge of the system parameters. However it is our
sincere belief that with considerably small effort adaptive,
robust, and repetitive learning versions of the same observer–
controller structure can be designed to compensate for the
parametric uncertainty, thus future work will focus on dealing
with structured and unstructured uncertainties of the overall
system.
APPENDIX I
DYNAMIC TERMS
The dynamic terms J (η), C(η, η˙) and F (η) defined in (6)
and (7) are calculated as follows
J =
⎡
⎣ m11c2ψ + m22s2ψ (m11 −m22)sψcψ −m23sψ(m11 −m22)sψcψ m11s2ψ + m22c2ψ m23cψ
−m23sψ m23cψ m33
⎤
⎦
C = ψ˙
⎡
⎣ (m22 −m11)sψcψ m11c2ψ + m22s2ψ 0−m11s2ψ −m22c2ψ (m11 −m22)sψcψ 0
−m23cψ −m23sψ 0
⎤
⎦
F =
⎡
⎣ d11c2ψ + d22s2ψ (d11 − d22)sψcψ −d23sψ(d11 − d22)sψcψ d11s2ψ + d22c2ψ d23cψ
−d32sψ d32cψ d33
⎤
⎦ .
558
0 10 20 30 40 50 60 70 80 90 100
−0.5
0
0.5
η˜1
[m
]
0 10 20 30 40 50 60 70 80 90 100
−0.5
0
0.5
η˜2
[m
]
0 10 20 30 40 50 60 70 80 90 100
−0.5
0
0.5
η˜3
[de
g]
Fig. 4. Position observation error η˜ (t)
APPENDIX II
PROOF OF BOUNDS
In this appendix, the upper bounds of the norm of Nb (t)
in (36) and the norm of χ (t) in (50) will be obtained.
Specifically, after utilizing (8), (9), (11), (13), (14), (15), (16),
(17), along with (35), we can obtain
‖Nb‖ ≤ 1
ml
{
ζj2muml ‖η¨d‖+ ζc2 ‖η˙d‖2 + αζc1 ‖η˙d‖
+αζf1 + ζf2 ‖η˙d‖+ Kp,max} ‖e‖
+
1
ml
{2ζc1 ‖η˙d‖+ ζf1 + Kc,max} ‖r‖
+
2α2ζc1
ml
‖e‖2 + 2ζc1
ml
‖r‖2 + Kc,max
ml
‖s‖ (74)
where 2α ‖e‖ ‖r‖ ≤ α2 ‖e‖2 + ‖r‖2 and ‖e˙‖ ≤ α ‖e‖+ ‖r‖
were utilized. From the structure of (74), it is clear that the
bounding constants ρ0i, i = 1, . . . , 5 can be defined as
ρ01 
1
ml
{
ζj2muml ‖η¨d‖+ ζc2 ‖η˙d‖2 + αζc1 ‖η˙d‖
+αζf1 + ζf2 ‖η˙d‖+ Kp,max}
ρ02 
1
ml
{2ζc1 ‖η˙d‖+ ζf1 + Kc,max}
ρ03 
2α2ζc1
ml
, ρ04 
2ζc1
ml
, ρ05 
Kc,max
ml
(75)
to obtain the upper bound of the norm of Nb (t) in (36).
After subsituting the definitions of Wd (t) and Ws (t) in
(18) and (47), respectively, into the definition of χ (t) in (49),
we obtain
‖χ‖ ≤ {α2mu + ζj1 ‖η¨d‖+ 2αζc1 ‖η˙d‖+ ζf2 ‖η˙d‖
+αζf1 + ζc2 ‖η˙d‖2 + α2ζc1 ‖e‖
}
‖e‖
+ {αmu + ζc1 ‖η˙d‖+ αζc1 ‖e‖} ‖r‖ (76)
where (8), (11), (12), (14), (15), (16), (17) were utilized.
When the bounding functions ρ1(e) and ρ2(e) are selected
as
ρ1(e)  α
2mu + ζj1 ‖η¨d‖+ 2αζc1 ‖η˙d‖+ ζf2 ‖η˙d‖
+αζf1 + ζc2 ‖η˙d‖2 + α2ζc1 ‖e‖ (77)
ρ2(e)  αmu + ζc1 ‖η˙d‖+ αζc1 ‖e‖ (78)
then the bound given in (50) is obtained.
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