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Abstract
In this article we prove that the basic finite Hankel transform whose kernel is the third-type Jackson
q-Bessel function has only infinitely many real and simple zeros, provided that q satisfies a condition
additional to the standard one. We also study the asymptotic behavior of the zeros. The obtained results
are applied to investigate the zeros of q-Bessel functions as well as the zeros of q-trigonometric functions.
A basic analog of a theorem of G. Pólya (1918) on the zeros of sine and cosine transformations is also
given.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
This paper is devoted to study the zeros of the q-type finite Hankel transform
F(z) =
1∫
0
f (t)J (3)ν
(
tz;q2)dqt, z ∈ C, (1.1)
where J (3)ν (·;q2) is the third Jackson q-Bessel function defined in (1.5) below. Throughout this
paper ν > −1 and q is a positive number with 0 < q < 1. In the following we introduce the
needed q-notations and results. We start with the q-shifted factorial, see [5], which is defined for
a ∈ C to be
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{1, n = 0,∏n−1
i=0 (1 − aqi), n = 1,2, . . . .
(1.2)
The multiple q-shifted factorial for complex numbers a1, . . . , ak is defined by
(a1, a2, . . . , ak;q)n :=
k∏
j=1
(aj ;q)n. (1.3)
The limit limn→∞(a;q)n, which always exists, is denoted by (a;q)∞. Let rφs denote the q-
hypergeometric series
rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣q, z
)
:=
∞∑
n=0
(a1, . . . , ar ;q)n
(q, b1, . . . , bs;q)n z
n
(− q(n−1)/2)n(s+1−r). (1.4)
The third type of q-Bessel functions of Jackson is defined by
J (3)ν (z;q) := zν
(qν+1;q)∞
(q;q)∞ 1φ1
(
c0
qν+1
∣∣∣∣q;qz2
)
, (1.5)
see [6–8]. This function is called in some literature the Hahn–Exton q-Bessel function, see [10,
16]. It is also called the 1φ1 q-Bessel function, cf. [11]. Since the other types of the q-Bessel
functions, i.e., J (1)ν (·;q), J (2)ν (·;q), see [6,7], will not be used here we use the notation Jν(·;q)
for J (3)ν (·;q). The Jackson q-integration is defined by, cf. [9],
a∫
0
f (t) dqt := a(1 − q)
∞∑
n=0
qnf
(
aqn
)
, a ∈ R, (1.6)
provided that the corresponding series converge. By L1q(0,1) we mean the Banach space of all
complex valued functions defined on [0,1] such that
‖f ‖ :=
1∫
0
∣∣f (t)∣∣dqt < ∞. (1.7)
Next we state and prove the main results of this paper. These results prove that, under certain
conditions on f and q , the finite Hankel transforms (1.1) has an infinite number of real and
simple zeros only. We also investigate the distribution of these zeros. Section 3 contains some
applications of the results of Section 2. Among these applications we derive a basic analog of a
theorem of Pólya [13,14]. We also derive in a manner different from the analysis of [1,4,7,16]
the distribution of zeros of q-Bessel and q-trigonometric functions. It is worthy to mention that
q-type Hankel transforms are studied in [12] where the Hankel transform is defined on (0,∞)
simulating the classical situation.
2. Main results
The following lemma is needed for the proof of the main results of this paper. It is taken from
[15, p. 143].
Lemma A. Let g1(z), g2(z), . . . , gn(z), . . . be entire functions which have real zeros only. If
lim
n→∞gn(z) = g(z),
uniformly in any finite domain, the entire function g(z) can have only real zeros.
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convenient notation. For f ∈ L1q(0,1), we denote by Ak(f ) to the q-moments of f , i.e.,
Ak(f ) :=
1∫
0
tkf (t) dq t, k ∈ N, (2.1)
where N is the set of all nonnegative integers. Let also ck,ν(f ), bk,ν(f ), ν > −1, k ∈ N, denote
the numbers
ck,ν(f ) := A2k+2(f )
A2k(f )(1 − q2k+2+2ν)(1 − q2k+2) , k ∈ N, (2.2)
and
bk,ν(f ) := A2k+3(f )
A2k+1(f )(1 − q2k+2+2ν)(1 − q2k+2) , k ∈ N. (2.3)
We start our investigations with the following lemma.
Lemma 2.1. Let f ∈ L1q(0,1) be positive on {0, qn, n ∈ N}. Then the numbers
cν,f := inf
k∈N ck,ν(f ), Cν,f := supk∈N ck,ν(f ), (2.4)
and
bν,f := inf
k∈Nbk,ν(f ), Bν,f := supk∈Nbk,ν(f ), (2.5)
exist and they are finite positive numbers.
Proof. We will prove only (2.4) since the proof of (2.5) is similar. First of all it should be noted
that the sequence {Ak(f )}∞k=0 is positive and strictly decreasing. Using Cauchy–Schwarz’ in-
equality, for k ∈ N, k  2, we obtain
(
A2k(f )
)2 =
( 1∫
0
t2kf (t) dq t
)2
=
( ∞∑
j=0
qj (1 − q)q(2k)j f (qj )
)2

∞∑
j=0
qj (1 − q)q(2k+2)j f (qj ) ∞∑
j=0
qj (1 − q)q(2k−2)j f (qj )
= A2k+2(f )A2k−2(f ).
That is, {A2k+2(f )/A2k(f )}∞k=0 is an increasing sequence of positive numbers. Since{A2k(f )}∞k=0 is strictly decreasing, then
A2(f )
A0(f )
 A2k+2(f )
A2k(f )
< 1, k = 0,1, . . . . (2.6)
Therefore, for k ∈ N we have
A2(f )
A0(f )
 A2k+2(f )
A2k(f )
 A2k+2(f )
A2k(f )(1 − q2k+2+2ν)(1 − q2k+2) = ck,ν(f )
<
1
2k+2ν+2 2k+2 
1
2ν+2 2 . (2.7)(1 − q )(1 − q ) (1 − q )(1 − q )
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bers cν,f ,Cν,f . 
In the following we will investigate the zeros of the finite Hankel transforms:
Uν,f (z) := z−ν
1∫
0
t−νf (t)Jν
(
tz;q2)dqt, z ∈ C, (2.8)
Vν,f (z) := z1−ν
1∫
0
t1−νf (t)Jν
(
tz;q2)dqt, z ∈ C. (2.9)
It is known that Jν(z;q) is an entire function of order zero, cf. (1.5) above. We investigate in the
next lemma the growth of Uν,f (z) and Vν,f (z).
Lemma 2.2. Let f ∈ L1q(0,1) be positive on {0, qn, n ∈ N}. Then the functions Uν,f (z) and
Vν,f (z) are entire in z of order zero.
Proof. We prove the lemma for Uν,f (z) since the proof for Vν,f (z) is similar. From (1.5) and
(1.6) we have for z ∈ C,
Uν,f (z) = z−ν
1∫
0
t−νf (t)Jν
(
tz;q2)dqt
= (q
2ν+2;q2)∞
(q2;q2)∞
∞∑
k=0
(−1)kqk2+k z
2k
(q2ν+2;q2)k(q2;q2)k
1∫
0
t2kf (t) dq t
= (q
2ν+2;q2)∞
(q2;q2)∞
∞∑
k=0
(−1)kqk2+kA2k(f ) z
2k
(q2ν+2;q2)k(q2;q2)k
=
∞∑
k=0
(−1)kakz2k, (2.10)
where ak is the positive sequence
ak := (q
2ν+2;q2)∞
(q2;q2)∞
qk
2+kA2k(f )
(q2ν+2;q2)k(q2;q2)k , k ∈ N. (2.11)
Since the radius of convergence of (2.10) is
lim
k→∞
ak
ak+1
= lim
k→∞
A2k
A2k+2
q−2k−2
(
1 − q2k+2)(1 − q2ν+2k+2)
= lim
k→∞
A2k
A2k+2
q−2k−2 = ∞, (2.12)
then Uν,f (z) is entire.
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as
k → ∞, cf. [3]. From (2.11) we obtain
log
1
ak
= log
(
(q2;q2)∞(q2;q2)k
(q2ν+2k+2;q2)∞A2k(f )
)
+ (k2 + k) log 1
q
, (2.13)
where we have used
(q2ν+2;q2)k
(q2ν+2;q2)∞ =
{(
q2ν+2k+2;q2)∞}−1.
Since Ak(f ) is a bounded decreasing sequence, then from the continuity of the logarithmic
function,
log
(
(q2;q2)∞(q2;q2)k
(q2ν+2k+2;q2)∞A2k(f )
)
→ log
(
(q2;q2)2∞
A(f )
)
, as k → ∞,
where A(f ) := limk→∞ Ak(f ). Recalling that 0 < q < 1, then by (2.13),
lim
k→∞
log 1
ak
k logk
= lim
k→∞
(k2 + k) log 1
q
k logk
= ∞. (2.14)
Thus ρ = 0. 
The following is the first main result of this paper. The second is Theorem 2.4 below. In the
previous preliminary results we did not impose any further conditions on q , i.e., 0 < q < 1. In
our main results as well as in the existing studies, cf. e.g. [1,4], more conditions will be imposed
on q .
Theorem 2.3. Let ν > −1 and f ∈ L1q(0,1) be positive on {0, qn, n ∈ N}. If
q−1(1 − q) cν,f
Cν,f
> 1, (2.15)
then the zeros of Uν,f (z) are real, simple and infinite. Moreover, Uν,f (z) is an even function with
no zeros in [0, q−1/√Cν,f ), and its positive zeros lie in the intervals(
q−r+1/2√
Cν,f
,
q−r−1/2√
Cν,f
)
, r = 1,2,3, . . . , (2.16)
one zero in each interval.
Proof. We prove the theorem in three steps.
(1) We show that Uν,f (z) has no zeros in BR(0), where R := 1/q
√
Cν,f and
BR(0) :=
{
z ∈ C: |z|R, z = ±R}.
First from (2.11)
0 <
a1
a0
= q2c0,ν(f ) q2Cν,f = R−2,
0 <
ak+1 = q2k+2ck,ν(f ) < q2Cν,f = R−2, k  1. (2.17)
ak
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∣∣(R2 + z2)Uν,f (z)∣∣=
∣∣∣∣∣a0R2 −
∞∑
k=1
(−1)kz2k(ak−1 − R2ak)
∣∣∣∣∣
 a0R2 −
∣∣∣∣∣
∞∑
k=1
(−1)kz2k(ak−1 − R2ak)
∣∣∣∣∣. (2.18)
If z ∈ C is not real, i.e., z = reiθ , θ = kπ , k ∈ Z, then for c0, c1 > 0,
|c0 + c1z|2 = c20 + 2c0c1r cos θ + c21r2 < c20 + 2c0c1r + c21r2 =
(
c0 + c1|z|
)2
. (2.19)
Consequently |c0 + c1z| < c0 + c1|z|. Thus for nonreal z ∈ BR(0), we obtain∣∣∣∣∣
∞∑
k=1
(−1)kz2k(ak−1 − R2ak)
∣∣∣∣∣

∣∣z4(a1 − a2R2)+ z6(a2 − a3R2)∣∣+ ∞∑
k=1
k =2,3
|z|2k(ak−1 − R2ak)
<
∣∣z4∣∣((a1 − a2R2)+ |z|2(a2 − a3R2))+ ∞∑
k=1
k =2,3
|z|2k(ak−1 − R2ak)
=
∞∑
k=1
|z|2k(ak−1 − R2ak) ∞∑
k=1
(
R2kak−1 − R2k+2ak
)
= a0R2 − lim
m→∞R
2m+2am. (2.20)
From (2.17),
m−1∏
k=0
ak+1
ak
=
m−1∏
k=0
q2k+2ck,ν(f )
m−1∏
k=0
q2k+2Cν,f = qm2+mCmν,f . (2.21)
Thus
am  qm
2+mCmν,f a0, R
2m+2am  qm
2−m−2 a0
Cν,f
. (2.22)
That is limm→∞ R2m+2am = 0, and therefore we have for a nonreal z ∈ BR(0), z = ±iR,∣∣(R2 + z2)Uν,f (z)∣∣> lim
m→∞R
2m+2am = 0. (2.23)
If z = ±iR, then by (2.10),
Uν,f (±iR) =
∞∑
k=0
akR
2k > 0. (2.24)
Thus Uν,f (z) > 0 for all nonreal z ∈ BR(0). On the other hand, if 0 < |z| < R, z is real, then
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∣∣∣∣∣a0R2 −
∞∑
k=1
(−1)kz2k(ak−1 − R2ak)
∣∣∣∣∣
 a0R2 −
∞∑
k=1
|z|2k(ak−1 − R2ak)
> a0R
2 −
∞∑
k=1
R2k
(
ak−1 − R2ak
)
, (2.25)
since if 0 < αn < βn, and
∑∞
n=0 βn < ∞, then
∑∞
n=0 αn <
∑∞
n=0 βn. Moreover,
a0R
2 −
∞∑
k=1
R2k
(
ak−1 − R2ak
)= a0R2 − (a0R2 − lim
m→∞R
2m+2am
)= 0.
Since
Uν,f (0) = (q
2ν+2;q2)∞
(q2;q2)∞ A0(f ) = 0,
then |(R2 + z2)Uν,f (z)| > 0 for all real z ∈ BR(0). Consequently Uν,f (z) has no zeros in BR(0).
(2) We prove that Uν,f (z) has an infinite number of real zeros only. Let U2n,ν,f (z) be the
polynomial
U2n,ν,f (z) := (q
2ν+2;q2)∞
(q2;q2)∞
2n∑
k=0
(−1)k q
k2+kA2k(f )
(q2ν+2;q2)k(q2;q2)k z
2k, n ∈ N, z ∈ C. (2.26)
Obviously U2n,ν,f (z) approaches Uν,f (z) uniformly as n → ∞ on any compact subset of C.
Take zr := q−r−1/2/
√
Cν,f , r ∈ N. We prove that U2n,ν,f (z) has a zero in the interval (zr−1, zr ),
r = 1,2, . . . ,2n. Indeed,
U2n,ν,f (zr ) =
2n∑
k=0
(−1)kαk(r), (2.27)
where αk(r) is the positive sequence
αk(r) := (q
2ν+2;q2)∞
(q2;q2)∞
qk
2−2kr
Ckν,f (q
2;q2)k(q2ν+2;q2)k
A2k(f ), k ∈ N. (2.28)
If 0 k  r − 1, then from (2.15),
αk+1(r)
αk(r)
= q2k−2r+1 ck,ν(f )
Cν,f
 cν,f
Cν,f
q−1 > (1 − q)−1 > 1, (2.29)
and
αk+1(r)
αk(r)
 q < 1, if k  r. (2.30)
From (2.29) and (2.30), we obtain for r  1,
αr+1(r) + αr−1(r) < q + (1 − q) = 1. (2.31)
αr(r) αr(r)
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αr+1(r) < αr(r) − αr−1(r), r = 1,2,3, . . . . (2.32)
Now we prove that
signU2n,ν,f (zr ) = (−1)r , r = 0,1, . . . ,2n. (2.33)
If r = 0, then from (2.30), αk+1(0)
αk(0) < 1 for all k  0. Consequently
U2n,ν,f (z0) =
n−1∑
j=0
(
α2j (0) − α2j+1(0)
)+ α2n(0) > 0.
Take r = 2m, 1m n. Then
U2n,ν,f (zr ) =
m−1∑
k=1
(
α2k(r) − α2k−1(r)
)+ n−1∑
k=m+1
(
α2k(r) − α2k+1(r)
)
+ α0(r) + α2n(r) +
(
αr(r) − αr−1(r)
)− αr+1(r). (2.34)
Hence from (2.29), (2.30), and (2.32),
U2n,ν,f (zr )
(
αr(r) − αr−1(r)
)− αr+1(r) > 0.
Similarly if r = 2m− 1, 1m n, we have
U2n,ν,f (zr ) = −
m−2∑
k=0
(
α2k+1(r) − α2k(r)
)− n∑
k=m+1
(
α2k−1(r) − α2k(r)
)
− (αr(r) − αr−1(r))+ αr+1(r) < 0. (2.35)
Thus, U2n,ν,f (z) has at least one zero in each of the intervals (zr−1, zr ), r = 1,2, . . . ,2n, i.e.,
it has at least 2n positive zeros. Since U2n,ν,f (z) is an even polynomial of degree 4n, then it
also has 2n negative zeros. So, the 4n zeros of the polynomial U2n,ν,f (z) are all real and simple.
Consequently, from Lemma A above Uν,f (z) has only real zeros. Since αk(r) is independent
of n, the same argument with n is replaced by ∞, and noting that all series converge absolutely,
shows that
signUν,f (zr ) = (−1)r , r ∈ N, (2.36)
proving that Uν,f (z) has an infinite number of real zeros ±w(ν)r , w(ν)r ∈ (zr , zr+1), r ∈ N.
(3) Finally we prove that the zeros of Uν,f (z) are simple. Consider the annulus Dr , which is
defined for r ∈ Z+ by
Dr :=
{
z ∈ C: zr−1  |z| zr
}
. (2.37)
Since Uν,f (z) has no zeros on the boundary ∂Dr of Dr , where |z| = q−r±(1/2)√
Cν,f
, then there exists
δ > 0 such that |Uν,f (z)| > δ on ∂Dr . For this δ we can find N0 ∈ N, N0 > r such that∣∣U2m,ν,f (z) − Uν,f (z)∣∣ δ, mN0, z ∈Dr . (2.38)
Hence,∣∣U2m,ν,f (z) − Uν,f (z)∣∣< ∣∣Uν,f (z)∣∣, mN0, z ∈ ∂Dr . (2.39)
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numbers of zeros inside Dr . Since for all mN0, U2m,ν,f (z) has exactly two symmetric simple
real zeros inside Dr , then so is Uν,f (z). This completes the proof of the theorem. 
Theorem 2.4. Let ν > −1 and f ∈ L1q(0,1) be positive on {0, qn, n ∈ N}. If
q−1(1 − q) bν,f
Bν,f
> 1, (2.40)
then the zeros of Vν,f (z) are real, simple and infinite. The odd function Vν,f (z) has only one zero
z = 0 in [0, q−1√
Bν,f
), and its positive zeros are situated in the intervals
(
q−r+1/2√
Bν,f
,
q−r−1/2√
Bν,f
)
, r = 1,2,3, . . . , (2.41)
one zero in each interval.
Proof. The proof is similar to that of the previous theorem. 
Corollary 2.5. Let ν > −1 and f ∈ L1q(0,1) be positive and decreasing on {0, qn, n ∈ N}. If
q−1(1 − q)2(1 − q2)(1 − q2+2ν)f 2(1)
f 2(0)
> 1, (2.42)
then the zeros of Uν,f (z) are real, simple and infinite. Moreover, their positive zeros lie in the
intervals(
q−r+1/2
/√
Cν,f , q
−r−1/2/√Cν,f ), r = 1,2, . . . ,
one zero in each interval. We have the same result if f is increasing and positive on {0, qn, n ∈ N}
and q satisfies
q−1(1 − q)2(1 − q2)(1 − q2+2ν)f 2(0)
f 2(1)
> 1, (2.43)
instead of (2.42).
Proof. We can notice that if
q−1(1 − q) lν,f
Lν,f
> 1, (2.44)
where lν,f and Lν,f are lower and upper bounds of the sequence {ck,ν(f )}∞k=0 respectively, then
(2.15) is satisfied and the results of Theorem 2.3 above hold. This observation suffices to prove
the corollary because if f is decreasing and positive on {0, qn, n ∈ N}, then by (2.1)
f (1)(1 − q)
(1 − q2k+1) A2k(f )
f (0)(1 − q)
(1 − q2k+1) , k ∈ N. (2.45)
Hence
f (1)(1 − q2k+1)
2k+3 
A2k+2(f )  f (0)(1 − q
2k+1)
2k+3 , k ∈ N. (2.46)f (0)(1 − q ) A2k(f ) f (1)(1 − q )
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by 1/((1−q2)(1−q2ν+2)) and it is bounded below by (1−q). Let lν,f and Lν,f be the numbers
lν,f = f (1)(1 − q)
f (0)
, Lν,f = f (0)
f (1)(1 − q2)(1 − q2ν+2) . (2.47)
Then from (2.2), lν,f and Lν,f are lower and upper bounds of ck,ν,f , respectively. A direct
substitution with lν,f and Lν,f of (2.47) in (2.44) yields (2.42). Similarly if f is increasing and
positive on {0, qn, n ∈ N}, then lν,f and Lν,f can be taken to be
lν,f = f (0)(1 − q)
f (1)
, Lν,f = f (1)
f (0)(1 − q2)(1 − q2ν+2) . 
A similar result holds for Vν,f when f is positive and monotonic on {0, qn, n ∈ N}. An ex-
tensive study of entire functions of order zero my be found in [13].
3. Applications
In this section we introduce some applications of the previous results. First we investigate the
zeros of Jν(z;q2) and the q-trigonometric functions. Second we derive a q-version of a theorem
of Pólya. The q-trigonometric functions can be defined by, cf. [2,5],
cos(z;q) :=
∞∑
n=0
(−1)n q
n2(z(1 − q))2n
(q;q)2n
= (q
2;q2)∞
(q;q2)∞
(
zq−1/2(1 − q))1/2J−1/2(z(1 − q)/√q;q2), z ∈ C, (3.1)
sin(z;q) :=
∞∑
n=0
(−1)n q
n(n+1)(z(1 − q))2n+1
(q;q)2n+1
= (q
2;q2)∞
(q;q2)∞
(
z(1 − q))1/2J1/2(z(1 − q);q2), z ∈ C. (3.2)
Both cos(z;q) and sin(z;q) are entire functions of order zero.
Lemma 3.1. If q ∈ (0,1) satisfies the inequality
q−1(1 − q)(1 − q2)(1 − q2ν+2)> 1, ν > −1, (3.3)
then the zeros of the third Jackson q-Bessel function Jν(·;q2) are real, infinite and simple. More-
over, Jν(·;q2) has zero at z = 0 if and only if ν > 0. The positive zeros of Jν(·;q2) are situated
in the intervals(
q−r+1/2
√(
1 − q2ν+2)(1 − q2), q−r−1/2√(1 − q2ν+2)(1 − q2)), r = 1,2, . . . , (3.4)
a zero in each interval.
Proof. Applying Theorem 2.3 with
f (t) :=
{
(1 − q)−1, t = 1,
0, otherwise,
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Ak(f ) ≡ 1, k ∈ N, Cν,f = 1
(1 − q2)(1 − q2ν+2) , cν,f = 1.
Therefore condition (2.15) is nothing but (3.3) and the lemma is proved. 
Corollary 3.2.
(i) If 0 < q < γ0, where γ0 ≈ 0.429052 is the root of
(1 − q)(1 − q2)(1 − q3)− q, q ∈ (0,1),
then the zeros of sin(z;q) are real, infinite and simple and the positive zeros are situated in
the intervals(
q−r+1/2
√(
1 − q2)(1 − q3), q−r−1/2√(1 − q2)(1 − q3)), r = 1,2, . . . , (3.5)
one zero in each interval.
(ii) If 0 < q < β0, where β0 ≈ 0.38197 is the zero of (1 − q)3(1 + q)− q in 0 < q < 1, then the
zeros of cos(z;q) are real and simple and the positive zeros are situated in the intervals(
q−r (1 − q)√1 + q, q−r−1(1 − q)√1 + q ), r = 0,1,2, . . . , (3.6)
one zero in each interval.
Proof. To prove (i), substitute with ν = 1/2 in (3.3). Then (3.3) becomes q−1(1 − q)(1 − q2)×
(1−q)3 > 1 which holds if 0 < q < γ0. Since sin(z;q) has the representation (3.2), then applying
Lemma 3.1 with ν = 1/2, we conclude that if 0 < q < γ0, the zeros of sin(z;q) are real, infinite
and simple and they lie in the intervals (3.5). The proof of (ii) follows similarly by considering
ν = −1/2. 
Now we introduce a q-type analog to the following theorem of Pólya, cf. [14].
Theorem B. If the function f ∈ L1(0,1) is positive and increasing, then
(1) the zeros of the entire functions of exponential type
U(z) =
1∫
0
f (t) cos(zt) dt, V (z) =
1∫
0
f (t) sin(zt) dt (3.7)
are real, infinite and simple.
(2) U(z) is an even function having no zeros in [0, π2 ), and its positive zeros are situated in the
intervals (πk − π/2,πk + π/2), 1 k < ∞, one in each. The odd function V (z) has only
one zero z = 0 in [0,π), and its positive zeros are situated in the intervals (πk,π(k + 1)),
1 k < ∞, one in each.
Theorem 3.3. Let f ∈ L1q(0,1) be positive on {0, qn, n ∈ N}. If
q−1(1 − q) c−1/2,f
C
> 1, (3.8)−1/2,f
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Uf (z) :=
1∫
0
f (t) cos(tz;q)dqt, z ∈ C, (3.9)
are real, simple and infinite. Moreover, Uf (z) is an even function with no zeros in the interval
[0, q−1/2/(√C−1/2,f (1 − q))), and its positive zeros lie in the intervals(
q−r
/(
(1 − q)√C−1/2,f ), q−r−1/((1 − q)√C−1/2,f )), r = 0,1, . . . , (3.10)
one in each.
Proof. From (3.1) we conclude that
Uf (z) = (q
2;q2)∞
(q;q2)∞ U−1/2,f
(
z(1 − q)q−1/2). (3.11)
Applying Theorem 2.3 to U−1/2,f (z(1 − q)q−1/2) where q-satisfies (3.8) proves the theo-
rem. 
Similarly, we have the following theorem.
Theorem 3.4. Let f ∈ L1q(0,1) be a positive on {0, qn, n ∈ N}. If
q−1(1 − q) b1/2,f
B1/2,f
> 1, (3.12)
then the zeros of the entire function of order zero
Vf (z) :=
1∫
0
f (t) sin(tz;q)dqt, z ∈ C, (3.13)
are real, simple and infinite. Moreover, the odd function Vf (z) has only one zero z = 0 in
[0, q−1√
B1/2,f (1−q) ), and its positive zeros are located in the intervals(
q−r+1/2
(1 − q)√B1/2,f ,
q−r−1/2
(1 − q)√B1/2,f
)
, r = 0,1, . . . , (3.14)
one in each interval.
A remarkable difference between the theorem of Pólya and its basic analog here is that in
Theorems 3.3 and 3.4 we do not have the monotonicity condition. However the price for this is
the restrictions (3.8) and (3.12) on q .
Remark. In [10] a study on the zeros of Jν(z;q) has been established. The existence, simplicity
and reality of the zeros of Jν(·;q), ν > −1 is proved in [10, Theorem 3.4]. Bustoz and Cardoso
in [4] and Abreu et al. [1] were the first to derive asymptotics of the zeros of sin(·;q) and
cos(·;q) as well as for Jν(·;q), ν > −1 under a condition on q which is less restrictive than (3.8)
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problems. For example the zeros {±vr}∞r=0 of the q-function
Vt (z) :=
1∫
0
t sin(tz;q)dqt = 1
z2
(
sin(z;q) − z cos(q−1/2z;q)), 0 < q < ε0, (3.15)
are real, infinite and simple where ε0 ≈ 0.441751 is the zero in 0 < q < 1 of (1 − q)(1 − q2)×
(1 − q5) − q . Moreover,
vr ∈
(
q−r+1/2
√(
1 − q2)(1 − q5), q−r−1/2√(1 − q2)(1 − q5)), r = 0,1, . . . . (3.16)
As another example, define a function f on [0,1] to be
f (t) :=
{
tν
1−q , t = 1, q,
0, otherwise,
(3.17)
ν > −1. If q−1(1 − q)cν,f /Cν,f > 1, then the zeros {±ur}∞r=0 of the q-function
Uν,f (z) := z−ν
1∫
0
t−νf (t)Jν
(
tz;q2)dqt = z−ν(Jν(z;q2)+ qJν(qz;q2)), (3.18)
are real, infinite and simple and ur ∈ (q−r+1/2/
√
Cν,f , q
−r−1/2/
√
Cν,f ), r = 0,1,2, . . . .
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