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Abstract— Robot control architectures that are based on
learning the dependencies between robot’s actions and the
resulting change in sensory input face the fundamental problem
that for high-dimensional action and/or sensor spaces, the
number of these sensorimotor dependencies can become huge.
In this article we present a scenario of a robot that learns
to avoid collisions with stationary objects from image-based
motion flow and a collision detector. Following an information-
theoretic approach, we demonstrate that the robot can infer
image regions that facilitate the prediction of imminent colli-
sions. This allows restricting the computation to the domain
in the input space that is relevant for the given task, which
enables learning sensorimotor contingencies in robots with high-
dimensional sensor spaces.
I. INTRODUCTION
Sensorimotor contingency theory [1] captures the idea that
the regularities between actions and ensuing sensory signals
define perceptual experience rather than the properties of
these signals per se. We argue that this action-based approach
to cognition holds great potential for making progress in
the development of artificial cognitive systems, however
only few robot control architectures to day implement this
concept. One problem is the size of the memory needed to
learn patterns in the sensorimotor flow when sensor spaces
are large, which is the case, for example, in robots that
are equipped with cameras or artificial skins. This problem
can be tackled by limiting the computations to the subset
of sensory elements that is relevant for the given task and
context. In essence this constitutes an attentional mechanism
that fulfills a similar function in biological agents.
In this paper we suggest that the robot can learn au-
tonomously to which regions in the visual field of its camera
it should pay attention in order to avoid collisions. The main
idea is to learn the relevance of the visual sensorimotor
contingencies (SMCs) for predicting collisions in the near
future. We analyze the optic flow that the movements of the
robot induces as a paradigmatic example of SMCs which
are specific for the visual modality. When the robot moves
in different directions, the motion flow field shows patterns
which are characteristic for the movement direction and the
spatial layout of the scene.
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The approach is inspired by a previous study in which we
showed that the correlation between each sensory channel
and a utility function, which reflects the suitability of the
current state for solving the task, can be used to constrain
the evaluation of the sensory input to the channels that are the
most relevant in the given context [2]. This leads to, among
other advantages, faster learning of successful actions and
differentiation between sensory modalities. Here we extend
this approach by an information-theoretic analysis of the
relation between the motion flow and subsequent collisions.
In particular we suggest that regions in the visual field with
high mutual information (MI) between the motion flow and
the collision state in the subsequent time step are relevant
for avoiding collisions.
Analysis of motion flow is a popular approach in computer
vision for functions like motion detection, scene segmenta-
tion, three-dimensional space reconstruction, estimation of
time-to-collision and stereo disparity measurement [3]. Sev-
eral methods for predicting imminent collisions from motion
flow exist, e.g. by flow field divergence [4], [5], computation
of egomotion parameters [6], models of the motion flow
[7], or population-coded image velocity features [8]. In
general, these approaches analyze the images in a sequence
completely to determine the location where collisions need to
be expected. Our idea is that there are statistical regularities
in the relation between these locations and the direction in
which the agent is moving, and we attempt to infer these
regularities by analyzing the MI between the motion flow
and subsequent collisions.
A variety of approaches to calculate motion flow has
been developed [3]. In contrast to the way how motion
flow is employed in computer vision applications, we do
not attempt to estimate the veridical flow here. Similar to
the elementary motion detectors in the insect brain [9], the
simple pixel-correlation-based approach we use responds to
the spatial information in the scene as well as to textural
information of surfaces. The dependency of the flow field
from the patterning is typically considered as noise which has
to be minimized. Computational models of the motion flow
analysis in insect brains suggest though that animals may
make use of this patterning information [10]. We selected
this approach also because it allows, at least in principle, the
estimation of motion flow in real-time and by a neuronally
plausible architecture.
Information theory provides powerful tools for analyzing
the coupling between an agent and its environment. The
study by [11], for example, investigated the information flow
between sensors and actuators in a quadruped robot which
was moving on different ground materials. The information
flow from the motors that control the robot’s legs to the
sensors (measuring, e.g., joint angles, forces, accelerations)
was analyzed using transfer entropy (TE). They found that
the informational coupling was shaped by the physical inter-
action between the body and the different ground materials.
A quantitative analysis of the transfer entropies revealed that
different sensory channels have different predictive capa-
bilities for upcoming sensory states; therefore, they differ
in their utility to the agent. Channels with high predictive
capabilities should receive more attention than channels with
low predictability.
The standard model for visual attention determines re-
gions of interest from features in the images [12], [13]. In
this model, various features are computed across a given
image, and regions with high feature values are selected
for subsequent visual search. In contrast to this sensor-
based, bottom-up mechanism, our model is inherently action-
based and combines bottom-up with top-down elements. This
is achieved by associating relevance maps (computed by
mutual information) with SMCs, which are characteristic
for an interval of sensorimotor interaction (see [14] for
a consideration of timescales). While the selection of a
relevance maps depends on the action context, which can be
considered as a top-down attention mechanism, the shapes
of the different maps is a result of the bottom-up information
that is captured by the SMCs.
II. METHODS
All data were acquired during our previous studies on
the differentiation between sensory modalities [2] and pre-
diction and planning using SMCs [15]. In total, this data
set comprises approx. 150.000 epochs of 500ms duration
each, corresponding to a runtime of about 20hrs. We had not
analyzed the video stream data so far, which is the focus of
the current study. All details about the experimental setup and
the methods are given in the cited studies. Here we focus on
the description of details that are relevant for the investigated
topic.
A. Experimental setup
The setup consisted of a Robotino robot (Festo Didactic,
Esslingen, Germany) which was freely roaming a rectangular
environment of about 1x2m in the laboratory (see Fig. 1).
Among other sensors that are not used in this study, the robot
was equipped with a collision detector and a rigidly mounted
webcam. The collision detector was implemented by an air
tube around the circular periphery of the robot and therefore
could not give information about the location of the contact.
The webcam streamed images at a frame rate of about 5Hz
to a computer, where image sequences were processed. The
environment consisted of the irregularly patterned linoleum
Fig. 1. View on the robot and its environment.
floor, a white locker and a white door at the short sides of the
arena, and patterned wallpaper and a cardboard wall at the
long sides. The environment was illuminated by regular neon
lights at the ceiling. No attempt was made to optimize the
environmental conditions with respect to the data analysis.
Although the Robotino features an omnidirectional wheel
drive, movements were constrained to the 4 cardinal direc-
tions: forward, backward, left and right. The robot could
change direction after each epoch, that is, every 500ms. The
behavior of the robot was controlled by an action selection
schema for maximizing a utility function as described in
[15]. The utility function is a superposition of the robot’s
acceleration, current energy consumption and collision state,
and attained its maximum for straight movements between
the walls without collisions. Apart from the utility func-
tion, no pre-existing knowledge, instructions or automatic
behaviors were given to the robot. The only task was to
maximize the utility function. To this end, the robot had
to gather physical experiences with collisions and explore
appropriate actions to escape them. The data therefore allow
searching for regularities in the sensorimotor flow which
are predictive of unfavorable events in terms of utility. As
the collision state had the strongest influence on the utility
function, and the motion flow is not expected to predict
upcoming accelerations and current consumptions, we use
only the collision state in the analyses here.
B. Data processing and motion flow estimation
Data from all sensory channels were sampled at 5Hz
and processed in real-time. The only exception was the
video stream, which was preprocessed in real-time, but
analyzed offline. The raw camera images were resampled
to a resolution of 40× 30 RGB pixels.
Motion flow was estimeated from two consecutive images
by determining the offsets in x and y direction by which
an image block of 5 × 5 pixels had to be shifted to give
maximum correlation with the corresponding block in the
previous image. The estimated flows from each image pair
were averaged across the whole epoch, resulting in one
estimate of the motion flow per epoch.
The value of the collision time series was 1 if there was
a collision during an epoch and 0 otherwise.
C. Information-theoretic analysis
Our primary motivation for an information-theoretic analy-
sis of the relation between visual data and utility values came
from the difficulty to apply a Pearson correlation coefficient,
like we did in our previous study [2], to the vectors in
the motion flow field. Here we applied standard mutual
information in order to measure correlation. Unlike the study
described in [11], which employed TE to estimate informa-
tion flows between actuators and sensors, we use MI in our
study for two reasons: The first reason is simplicity. Without
simplifying assumptions, robust estimation of information-
theoretic functionals usually requires a large number of data
samples. Accurate estimation of entropy-based measures like
TE is notoriously difficult. Every method has its own free
parameters, and there is no consensus on an optimal way of
estimating TE from a data set [16]. The second reason is
that measuring information-transfer-type quantities requires
prior establishing the presence of and quantifying causal
relationships, as argued in [17], by applying, for example,
information flow techniques, as suggested in [18]. Revealing
causal effect necessitates some type of perturbation or inter-
vention of the source, so as to detect the effect of intervention
on the destination. Attempting to infer causality without
doing so, leaves one measuring correlations of observations,
regardless of how directional they may be. All methods that
rely on observing time series only have difficulties separating
real causal effects from spurious correlations. TE, alike, can
be viewed as conditional MI; therefore, it is still a measure
of observed correlation rather than of direct effect. Having
established the causal relationships, we can subsequently
analyze information transfer. However, in order to be gen-
uinely interpreted, TE should only be measured for causal
information sources that contribute to the given destination.
Beyond these sources, it only measures correlations that
don’t directly contribute or transfer information into the
computation that determines the next state of the destination.
Establishing the causal relationship between motion flow and
collision states is left for future work.
In order to compute MI we defined a discrete stochastic
model representing the random variables in our data set.
We used a standard binning approach to estimate the joint
probability distributions, from which we derived the value
of MI. We discretized the real-valued average motion flow
by employing the following simple method without loss of
precision. The flow vectors, computed from two consecutive
frames, are integer-valued in the range [−3, 3]. Since the
average flow for each epoch is only over four elements,
the number of different values it can assume is finite. By
adding the constant offset (3,3) to and multiplying all vectors
by 100, we converted them to a non-negative integer-valued
estimate of the motion flow for each epoch. Furthermore we
combined the two elements of each vector into a single value,
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Fig. 2. Example image sequence for a forward movement towards the wall
closet on the left side of Fig. 1. White arrows show the local motion flow
that is computed from two consecutive frames.
by ’shifting’ the x-component three magnitudes to the ’left’
(by multiplying it with 1000) and adding the y-component.
That is, the integer representation of the motion flow f(t)
in epoch t was computed from the vectors (x(t), y(t)) as
f(t) = 1000fix(100(x(t) + 3)) + fix(100(y(t) + 3)).
III. RESULTS
We analyzed episodes in which the robot moved in the
same direction for 5 consecutive epochs. This corresponds
to a traveling time of 2.5s and a distance of about 40cm.
The data set contained around 3.000 of such episodes for
each of the 4 directions.
The motion flow depends on the robot’s movement as
well as on the spatial configuration of the scene, the depth
of object surfaces in particular. Obviously the magnitude
of flow vectors is larger for close than for distant walls,
which allows predicting collisions from information in the
flow field. This can be seen in the example in Fig. 2, where
the motion flow on the ground just in front of the robot
is larger than at the surface to which the robot is moving.
The example also visualizes the noise in the estimated
motion flow that is generated by the simple correlation-based
method we employ. Regions with dim illumination seem
to be affected in particular. As the robot could change the
movement direction only once per epoch, we averaged the
motion flow obtained from the individual frame pairs during
an epoch in order to arrive at a single estimate for this epoch
in which this noise is reduced. The estimates for each epoch
were then analyzed together with the collision state of the
corresponding subsequent epoch.
In Fig. 3 we present the average motion flow over all
epochs for each of the 4 movement directions. They exhibit
in general the expected patterns, with distortions that result
from the idiosyncrasies of the camera optics, the environ-
ment, as well as the movements. These flow fields visualize
the systematic dependency of the shift in the visual input
from the executed movement, which is what we consider a
visual SMC.
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Fig. 3. Grand average motion flow for the robot’s four movement directions.
We analyzed the MI between the motion flow in individual
epochs and the subsequent state of the collision detector.
Figure 4 shows the MI for each point in the visual field and
for the four movement directions. For forward movements,
regions at the bottom center and at the left and right lower
half of the visual field feature high MI values. During
backward movements, only the region at the bottom center
is the most informative, and absolute MI values are lower
compared to forward movements. For left- and rightward
movements, MI maps are less structured and show the
highest values at the bottom of the visual field. The center of
gravity is right of vertical axis for leftward movements and
vice versa for rightward movements. In terms of absolute
values of MI, it has to be noted that for movements to
the right, they are higher than for all other directions. The
ranges for forward and leftward movements are similar, and
backward movements feature the smallest values.
IV. DISCUSSION
The regularities of the motion flow for different move-
ments are mainly driven by the laws of perspective distor-
tions. The imperfect symmetries and the jitters in the flow
fields indicate however that these regularities are modulated
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Fig. 4. MI of the motion flow and the utility in the subsequent epoch for
the robot’s four movement directions.
by the properties of the embodiment of the individual robot
that we used for this study. An interesting finding is that
the motion flow can help with forecasting collisions even
when the robot moves backward, although to a lesser extent
than when moving in the other directions. For explaining
this property one may consider the situation of swimming
backstroke, where the visual information allows predicting
when to turn although the respective wall of the pool is in the
opposite direction of the viewing field. Clearly this prediction
capability requires some experience with and knowledge
about the environment, and we conclude that the robot must
have learned something about its environment too.
We propose that the MI maps in Figure 4 can be used as
attention maps that restrict processing of visual information
to the image regions that contain relevant information about
the task to solve. Applying this idea to our collision avoid-
ance scenario suggests that during forward and backward
movements, only the bottom center and the lower side-lobes
in the visual field need to be evaluated, whereas during left-
and rightward movements, visual processing can be restricted
to regions on the lower border and opposite side to the
movement direction of the vertical axis. This highly adaptive
processing schedule could contribute to a more efficient
resource utilization in autonomous robots.
Using MI for attention maps is reminiscent of the use
of saliency maps for restricting regions of visual search
[12], [13]. Whereas these saliency maps analyze each image
completely in order to highlight interesting regions, our MI
attention maps are activated by the agent’s action context, i.e.
before starting to analyze the image data. This difference
is an epitome for the distinction between bottom-up and
top-down attention. During the learning phase, however, our
approach works bottom-up as well. Complete images have
to be analyzed in order to learn the SMCs of motion flow
and compute the informational value of regions in the visual
field across different actions.
Another way of utilizing these attention maps is to weigh
the contribution of each image location, respective to its
relevance, in the decision process. Theoretic models for
optimizing information intake in regard to a specific utility
function have been proposed in [19], and their adaptation to
this particular scenario is one potential direction for future
research.
Even if modern bottom-up attention approaches show
improved performance by considering various high-level
constraints, they still do not generalize well to viewing
behaviors in natural environments. The main problem is
that such action-agnostic models may adequately describe
how static scenes are viewed, but that this does not carry
over to analyzing image streams in dynamic explorations of
natural environments [20]. Very likely such dynamic, action-
based vision requires other mechanisms than processing
snapshots sequentially and independently. A good example of
how action-based attention mechanisms may cope with real-
world tasks is given in [21], where an agent learns different
policies for overt gaze shifts in different micro-behaviors
(litter collection, sidewalk navigation and collision detection)
through reinforcement learning. The results we obtained here
suggest that this should be feasible also in our scenario,
where gaze shifts would be covert and the collision status
would serve as the reward function. Demonstrating that the
attentional mechanism we propose here can help control the
agent’s behavior will be the focus of our future studies.
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