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Abstract 
 
 
The thesis addresses a subject with broad implications in various scientific and technical 
areas. It presents unique direct observations of the magnetic state of single particles of iron 
(Fe), cobalt (Co) and nickel (Ni) with nanoscopic dimensions by means of spatially-resolved 
X-ray magnetic circular dichroism (XMCD). The X-ray photoemission electron microscopy 
(PEEM) data are complemented with in situ reflection high energy electron diffraction 
(RHEED) investigations, ex situ scanning electron microscopy (SEM) and atomic force 
microscopy (AFM) measurements. This approach enabled to correlate the magnetic character 
of the particles with their individual size. The experimental findings are compared with 
calculated magnetic anisotropy contributions of the three different types of deposited 
nanoparticles (NPs). It was found that despite their different atomic structure, the body-
centered cubic (bcc) iron and face-centered cubic (fcc) cobalt nanoparticles have a similar 
behavior and can exist in a state which demonstrates an unexpected ferromagnetic (FM) 
behavior with sizes down to 8 nm at room temperature (RT), while nickel particles only 
exhibit the expected superparamagnetic (SPM) behavior. This ferromagnetic state is assigned 
to an energetically excited, metastable structure which has a remarkably long life time before 
it decays into the expected superparamagnetic state. Combining PEEM with XMCD 
measurements allowed for the first time to follow the spontaneous transition from 
ferromagnetic to superparamagnetic behavior in single nanoparticles.  
Detailed calculations of all magnetic anisotropy contributions for different sizes and types of 
particles indicate that the reported high anisotropy state can be associated with a meta-stable 
structural state due to the presence of local defects within the NPs, independent of the particle 
atomic structure and size. 
These observations shed new light on the mechanisms which establish the size-dependent 
evolution of magnetic properties at the nanoscale.  
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Chapter 1 
 
Introduction 
A journey of a thousand miles begins with a single step. 
Lao Tzu 
 
Interest in magnetism developed since ancient times when it was observed that certain rocks 
(like those found in the island of Magnesia) had the property to attract metals containing iron 
(Fe), cobalt (Co) or nickel (Ni) and that these metals, when kept for a while in contact with 
materials that had this property, assimilate themselves the property to attract other metals. 
The current trend in technology [1-3] to minimize device size has led to the need of 
understanding the properties of materials at the nanoscale – from semiconductors to magnetic 
materials [4,5]. Due to their unique properties, the last few years have seen a rapidly growing 
interest in magnetic nanoparticles (NPs), which can find application in many fields ranging 
from medicine to data storage [6,7]. Also, the rapid development of new experimental 
techniques for producing the magnetic NPs and for probing and detecting them has resulted 
in a phenomenal increase in our knowledge of these systems today. Magnetic NPs show a 
variety of unusual magnetic phenomena when compared to the bulk materials, such as 
enhanced magnetic moments and magnetic anisotropies, mostly due to the large role played 
by surface/interface and finite-size effects [8,9]. A detailed understanding of these properties 
is however not a trivial task, since even mono-disperse nanomagnet ensembles can show 
considerable particle-to-particle variations in their properties either due to size and shape 
effects or inter-particle interactions [10-12]. Experiments with single particle sensitivity can 
address this problem, since the properties of isolated particles can be studied. This is the 
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approach of this dissertation, the experimental study of magnetic properties of individual 
nanoparticles. The first step in the journey of understanding, controlling and manipulating 
particles in the nanoscale regime is to observe the behavior of a single nanoparticle [13-15]. 
Recently, X-ray photoemission electron microscopy (PEEM) has been established as a unique 
tool to investigate the properties of individual NPs [16] and to correlate their magnetic 
properties with their morphology and sizes [17]. For practical application, the reduced size is 
of particular interest for  magnetic storage technology [1-3], while at a basic science level, it 
enables an understanding of magnetism at the nanoscale [4,5]. In this context, the aim of this 
study is to investigate the role of the particle size on the magnetic properties, at nanoscale, in 
particular, to determine whether there is a breakdown in the usual scaling laws linking 
magnetic properties to size. 
To have a clear overview, 3d transition metal nanoparticles with sizes ranging from 8 to 25 
nm, deposited onto different non-magnetic substrates, were investigated by means of PEEM 
and the X-ray magnetic circular dichroism (XMCD) effect. By determining the magnetic 
response of such systems to magnetic fields and temperature, and by probing the systems 
from different orientation to determine the precise orientation of the magnetization, we 
establish the magnetic energy barriers for magnetization reversal and attempt frequencies of 
individual particles. Detailed calculations and theoretical simulations are used to fit the 
experimental data for a better understanding of the magnetic behavior of nanoparticles. 
 
1.1. Outline of the thesis 
In order to be able to follow this journey of understanding the magnetic properties at 
nanoscale, a general theoretical overview of magnetism will be given first. Structured into 
two main sections, Chapter 2 gives an introduction to the general properties of magnetic 
nanoparticles, where terms such as ferromagnetic, monodomain, magnetic anisotropy are 
defined by explaining the important issues that arise when reaching the nanoscale: what 
superparamagnetic limit is and how magnetization reversal occurs in single domain particles 
depending on the temperature and applied field. In Chapter 3, various experimental 
techniques used to prepare and characterize the samples will be described. First the sample 
preparation process is presented. Since the particles are generated in an arc cluster ion source 
(ACIS) and deposited in situ onto different substrates, general details about how the particles 
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are formed, what are the landing parameters and the methods used for preparing the 
substrates for deposition, will be presented. The structural properties of the particles are 
investigated by transmission electron microscopy (TEM), reflection high energy electron 
diffraction (RHEED), scanning electron microscopy (SEM) and atomic force microscopy 
(AFM) measurements, which will be shortly presented in the second part of this chapter. X-
ray photoemission electron microscopy combined with X-ray magnetic circular dichroism is 
the key technique used to study the magnetic properties of individual nanoparticles, and is the 
focus of the third part of this chapter. In Chapter 4 a detailed description of the data analysis 
process will be given. Since the magnetic properties of the particles are extracted from white-
black XMCD images, different Matlab program codes to identify, select and extract the 
precise contrast and intensity of the particles from the XMCD images are used. Chapter 5 
presents the structural and magnetic properties of single domain Fe nanoparticles deposited 
onto silicon (Si) substrates. It was found that these particles can show an unusually high 
magnetic anisotropy as compared with bulk Fe [18]. The high anisotropy state was found to 
be metastable and was assigned to a structurally excited state, but its detailed nature could not 
be resolved [18]. To clarify if the observed phenomenon of high anisotropy is restricted to 
this particular system or whether it might be also observed in other nanoparticle/substrate 
systems, in Chapter 6 a comparison between different magnetic NPs deposited onto 
passivated Si substrates is presented. The magnetic properties of individual Fe, Co, and Ni 
NPs with sizes ranging from 20 down to 8 nm are compared.  Despite their different atomic 
structure, the body-centered cubic (bcc) iron and face-centered cubic (fcc) cobalt particles 
demonstrate a similar magnetic behavior, displaying both ferromagnetically blocked (FM) or 
superparamagnetic (SPM) states at room temperature (RT), irrespective of their size, in 
contrast to the anticipated size-related scaling laws, while fcc Ni particles only exhibit the 
expected superparamagnetic behavior. The experimental findings are compared with 
calculated magnetic anisotropy contributions. The experimentally observed modifications of 
the magnetic anisotropy energy are assigned to localized structural defects of the particles, 
which are strong enough to cause ferromagnetic states in the case of iron and cobalt 
nanoparticles, but not in the case of nickel. To complete the picture of metastability of Fe, on 
Chapter 7 the magnetic properties of Fe nanoparticles on different substrates (tungsten (W), 
nickel oxide (NiO), and copper (Cu)) are presented. Fe nanoparticles deposited under  the 
same conditions onto W(110) show no magnetic contrast at RT. In the final Chapter 8 a 
summary of the main conclusions of this dissertation will be presented.  
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Chapter 2 
 
Magnetism at the nanoscale 
 
This chapter gives a brief introduction to the properties of ferromagnetic nanoparticles. The 
first part is focused on the properties of ferromagnetic materials, explaining terms such as 
ferromagnetic order, magnetic anisotropy, magnetic domains, domain walls and the single 
domain state. In the second part the focus is on the magnetization reversal in case of single 
domain particles. The phenomenon of superparamagnetism and thermal relaxation along with 
the magnetization reversal process in single domain nanoparticles via coherent rotation 
described by the Stoner-Wohlfarth model will be discussed. 
 
2.1. Ferromagnets and domains 
 
2.1.1. Ferromagnetic order in solids 
 
It is of great interest to understand magnetism in condensed matter systems including 
ferromagnets, spin glasses and low dimensional systems [6-9,19-27]. Macroscopic systems 
exhibit magnetic properties which are fundamentally different from those of atoms and 
molecules, despite the fact that they are composed of the same basic constituents, because 
magnetism is a collective phenomenon involving the mutual cooperation of a large ensemble 
of spins [28,29]. The key concept that allows one to describe the behavior of magnetizable 
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substances is the atomic magnetic moment, which is the sum of the orbital and spin moments 
of the electrons. The magnetization is defined as the magnetic moment per unit volume. For 
the 3d transition metals as Fe, fcc Co and Ni, the orbital angular momentum is much smaller 
than the spin, so the orbital contribution is small due to ”quenching” of the orbital moment 
induced by the cubic crystal field and the magnetic moment is, to a first approximation, the 
same as the spin angular momentum. Still, due to the spin-orbit interaction, the orbital 
contribution is responsible for the magnetic anisotropy in the system and has to be 
considered. 
Magnetic solids consist of large number of atoms with magnetic moments which can interact 
and act together in a cooperative way, which leads to behavior that is quite different from 
what would be observed if all the magnetic moments were isolated from one another. 
Magnetic interactions give rise to magnetic properties in real systems such as 
ferromagnetism, in which all the magnetic moments are aligned parallel, or 
antiferromagnetism, in which adjacent magnetic moments are found with antiparallel 
alignment. The characteristic for ferromagnetic materials (Fe, Co, Ni, Gd, alloys, etc.) is that 
they can possess a spontaneous net magnetization without an applied external magnetic field.  
 
2.1.2. Magnetic anisotropy 
 
Magnetic anisotropy describes the dependence of the internal energy of a material on the 
direction of the magnetization with respect to the crystal lattice. The spin-orbit interaction 
and the long-range dipolar coupling of magnetic moments give rise to an anisotropic energy 
landscape which produces easy and hard directions of magnetization and determines, in this 
way, in which directions the spins will align spontaneously. The magnetization will prefer to 
lie along the easy axes. The two opposite directions along an easy axis are usually equivalent. 
In systems exhibiting the so-called “exchange-bias” effect, one direction has lower energy 
than the other. The spin-orbit coupling is responsible for the intrinsic magnetocrystalline 
anisotropy (MCA), surface anisotropy, and magnetostriction, while the shape anisotropy is a 
magneto-static, dipolar contribution [30]. The magnetocrystalline anisotropy energy is larger 
in lattices of low symmetry and smaller in lattices of high symmetry. While in bulk materials 
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the main source of magnetic anisotropy are magnetocrystalline and magnetostatic energies, in 
the case of nanostructures, in addition to these anisotropies, the surface anisotropy is relevant 
and will be discussed in general terms below in this chapter and in detail for Fe NPs in 
Chapter 5 and for fcc Co and Ni particles in Chapter 6.  
 
2.1.2.1. Magnetocrystalline anisotropy 
The magnetocrystalline anisotropy [31] is a magnetic anisotropy energy (MAE) contribution 
with the same or higher symmetry as that of the crystal lattice. Phenomenologically, for 
crystals with cubic structure, the magnetocrystalline anisotropy energy is given by: 
 
2
3
2
2
2
12
2
1
2
3
2
3
2
2
2
2
2
1 )( 1  VKVKE
cubic
MCA                                                 (Eq. 2.1), 
 
where 1K  and 2K  are the anisotropy constants, V is the crystal volume and 1 , 2  and 3
are the direction cosines of the magnetization. Neglecting the second term (i.e. 02 K ), 
when 01 K , there are six equivalent energy minima along the x , y  and z  directions (i.e. 
<100>) [See Fig. 2.1(a)], while for 01 K , the easy magnetization directions (eight 
equivalent minima) point along the vertices of the cube (i.e. along <111>) and the coordinate 
axes directions become now hard axes [See Fig. 2.1(b)]. This is the case for Fe, fcc Co and Ni 
[32], whose bulk values are presented in Table 2.1. 
 
System 
(bulk) 
Crystal 
structure 
Lattice 
parameter 
(nm) 
Magnetic 
anisotropy 
Magnetic 
moment  
( B /atom) 
Curie 
temperature 
(K) 
Anisotropy 
constant 
(µeV/atom) 
Fe Bcc 0.287 <100> 2.17 1044 3.3 
Co Fcc 0.355 <111> 1.72 1403 -3.8 
Ni Fcc 0.352 <111> 0.6 631 -0.28 
Table 2.1. Crystal structure, lattice parameter, magnetic anisotropy direction, magnetic 
moment, Curie temperature and anisotropy constant values of bulk Fe, fcc Co, and Ni. 
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FIGURE 2.1. Cubic anisotropy energy density VE
cubic
MCA  in case of (a) 01 K , where the 
cubic crystal axes are easy magnetization axes and (b) 01 K  where the coordinate axes are 
hard axes.  
 
2.1.2.2. Surface anisotropy 
 
In small magnetic nanoparticles the surface can be a major source of anisotropy by breaking 
the symmetry and reducing the nearest neighbor coordination [33,34]. Upon decreasing the 
particle size, the strength of the magnetic contributions from the surface can become 
comparable with those from the volume of the particle. To describe the surface anisotropy, 
the Néel surface anisotropy (NSA) model [35] is often considered. This phenomenological 
model takes into account the magnetic anisotropy contribution for surface atoms with 
different local environments. For the surface anisotropy, two different cases have to be 
considered: (i) perfectly symmetric particles and (ii) particles with a deviation from that 
shape.  
In the first case the NSA results in zero net surface anisotropy, since the anisotropy 
contributions of the surface facets cancel each other [10]. However, it has been shown that 
due to non-collinearities of the spins at the surface a noticeable contribution can arise [33]. 
The magnitude and character of this contribution to the effective anisotropy depends on the 
radius, the internal lattice of the nanoparticle [36] and also on the local surface anisotropy. In 
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the second case, an NSA contribution results already for collinear spin configuration [10], 
and is further modified by possible spin non-collinearities. 
 
2.1.2.3. Shape anisotropy 
 
The shape of the particles is another source of magnetic anisotropy, due to the demagnetizing 
field which can vary when aligning the magnetization along different directions in the 
particle and induce a uniaxial magnetic anisotropy term due to deviations from the perfect 
spherical shape [37]. The demagnetizing factors are isotropic only in the case of a uniformly 
magnetized single domain particle with ellipsoidal shape (e.g. spherical). In the case of a non-
spherical particle, it will be easier to magnetize along a long axis than along a shorter axis. 
For example, in case of a uniformly magnetized ellipsoid, the shape anisotropy energy can be 
written as 2sinKVEshape   with the shape anisotropic constant )(
2
1 2
0 zxS NNMK   , 
assuming that the demagnetization factors along the short axes are  equal , where 
is the angle between the magnetic moment and the long axis of the ellipsoid, SM  is the 
saturation magnetization and zN  is the demagnetization factor along the long axis. For a 
prolate ellipsoid it follows 0K  and the effective anisotropy is of easy axis type, since there 
exist two minima of the anisotropy energy along the polar z axis. For an oblate ellipsoid it 
follows 0K  and the anisotropy energy has its minimum in the equatorial  plane. In 
this case the anisotropy is of easy plane type. 
 
2.1.2.4. Magneto-elastic anisotropy 
 
Strain can yield a sizeable magneto-elastic anisotropy contribution in nano-sized magnets 
[38]. In the case of a single stress  in cubic crystal systems considering isotropic 
magnetostriction   111100 , the expression for the magneto-elastic anisotropy is: 
 2332211
2
3
 MEE                                                                               (Eq. 2.2), 
yx NN 
),( yx

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where   is the material-dependent magnetostriction constant,   is the strain, 1 ,  2  and 
3  are the direction cosines of the magnetization, and 1 , 2  and 3 are the direction cosines 
of the bond directions, towards the crystallographic directions. 
 
2.1.2.5. Effective anisotropy 
The effective anisotropy of a particle is the sum of all contributions, often resulting in a 
dominant uniaxial term 2sinKVEunieff   with K  the effective anisotropy constant, V  the 
particle volume and   the angle between the magnetization and the symmetry axis. 
Depending on the sign of the anisotropic constant, K , the system will exhibit different 
magnetic behavior. When 0K , the anisotropy energy describes two local energy minima 
for 0  and    separated by an energy barrier of KV . The magnetization lies along the 
positive (parallel) or negative (antiparallel) direction of the easy axis with no preferential 
orientation [Fig. 2.2(a)]. On the other hand, when 0K  the energy is minimized for 
2/  , meaning that any direction in the ),( yx  plane corresponds to an easy direction 
[Fig. 2.2(b)]. 
 
FIGURE 2.2. Uniaxial anisotropy energy density VE
uni
eff in case of (a) easy axis anisotropy 
with 0K  and (b) easy plane anisotropy with 0K .  
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2.1.3. Magnetic domains and domain walls 
 
The magnetic moments of individual atoms interact strongly with each other. In a 
ferromagnet, adjacent spins are aligned parallel by the strong interatomic exchange 
interaction. In large magnets the alignment can locally vary from one direction to another. A 
region with parallel aligned spins is called a magnetic domain [See Fig. 2.3(a)] [39,40]. The 
orientation of the magnetization in a domain and the size of the domain is determined by the 
local magnetic anisotropy, the exchange interaction and by the minimization of the magnetic 
stray field energy (i.e. magnetostatic energy). The transition from one domain to another 
domain is not abrupt but occurs via a continuous spin reorientation over the length of the so 
called domain wall [See Fig. 2.3(c)]. The width of the domain wall is, to first order given by 
the competition of magnetic anisotropy energy and exchange interaction and is typically of 
the order of nanometers (on average spans across around 100–150 atoms). The magnetization 
rotates through the plane of the domain wall in case of Bloch wall while in the Néel wall the 
rotation is within the plane of the domain wall. The Bloch wall is expected in the bulk 
because it leads to a smaller dipolar energy while the Néel wall tends to be formed in thin 
films, where there is a dipolar energy cost to rotate the spins out of the plane of the film [28]. 
In bulk-like samples the mobility of magnetic domain walls dominates the magnetization 
reversal when applying a magnetic field.  
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FIGURE 2.3. (a) Multidomain sample which consist of two domains (blue and red for up and 
down orientation) separated by a domain wall (grey region) along which the spins change 
gradually from up to down orientation. (b) By reducing the size of a magnet one can achieve 
monodomain particles where all the spins are oriented in the same direction and behave like a 
single macrospin. (c) Néel type domain wall (grey region) between two domains (blue and 
red for magnetization up or down). Reproduced from [41]. 
 
2.1.4. Single domain state 
 
When reducing the size of a magnet, a stable single domain state with unique properties can 
be achieved [4,5]. Usually this happens when the particle size becomes comparable to the 
magnetic domain wall width. Below this critical dimension it is energetically favorable to 
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avoid formation of a domain wall in the structure (i.e. the total energy is minimized when no 
domain walls exist) so that the sample consists of a single domain, which means that all the 
spins are oriented in the same direction and behave like a macrospin [Fig. 2.3(b)]. This was 
first predicted by Frenkel and Dorfman [42] and estimates of the critical particle sizes were 
given by Kittel [43]. In the case of uniaxial anisotropy, the critical radius cr  
below which a 
particle is in the single domain state is given by [44], where  is the 
exchange constant, is the uniaxial anisotropy constant and   is magnetic permeability 
constant of vacuum. Typical values for  are about 14 nm for bcc Fe, 20 nm for fcc Co and 
33 nm for fcc Ni [32].  
 
 
2.2. Magnetization reversal  
 
 
In single domain magnets it is found that, in the simplest case, the magnetization reversal 
process happens via coherent rotation of the magnetization vector between two equilibrium 
positions at 0K. However, the influence of the shape, temperature and applied magnetic field 
on the magnetization reversal can change this simple picture, e.g. cf. [45-47]. Rather than 
observing coherent rotation of the spins, it was observed that, in very small nanoislands, the 
applied field could favor a domain nucleation and subsequent the magnetization reversal 
occurs via domain wall propagation and that the Arrhenius attempt frequency prefactor 0  is 
not constant as in the Néel-Brown model, but depends strongly on the size and shape of the 
system [46] (see Appendix 1). 
 
 
2.2.1. Field-induced magnetization reversal at T = 0 K. Stoner – Wohlfarth 
model. 
 
 
The Stoner - Wohlfarth model [48] is a frequently used theoretical description of the 
magnetization switching processes for monodomain ferromagnetic particles with uniform 
magnetization, which is strictly valid only at 0 K. 
2
0
2/1)(
9
s
u
c
M
AK
r

 A
uK 0
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In the absence of an external field, a single domain particle will have the magnetization 
oriented along one of the easy axes. This is shown in Fig. 2.4 for the case of uniaxial 
anisotropy. Under the action of an external magnetic field, the Zeeman term 
ZE  alters the 
magnetic energy barriers (which result from the magnetic anisotropy energy) and can flip the 
magnetization depending on the relative orientation of the easy axis and the magnetic field. 
Stable orientations of the magnetic moments are given by the equilibrium between the 
magnetic anisotropy energy and the magnetostatic energy of the magnetization in an external 
magnetic field (Zeeman energy):  
 
)cos(00   HVMHMVE SSZ

         (Eq. 2.3), 
 
with   being the angle between the external field and the easy axis, 0  the permittivity of 
vacuum and 
SM

 the magnetization saturation vector. 
The total energy of the particle is:  
 
)cos(sin 0
2   HVMKVEEE SZ
uni
eff
     (Eq. 2.4). 
 
 
 
 
 
FIGURE 2.4. A single domain particle with uniaxial magnetic anisotropy has two magnetic 
ground states - magnetization up or down – separated by an energy barrier Em, which depends 
on the properties of the material, volume and shape of the particle. Reproduced from [41]. 
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The Stoner - Wohlfarth model describes the magnetization reversal of a single domain 
particle by finding the equilibrium positions of the magnetization as a function of the external 
field and plotting the projection of the magnetization along the direction of H.  The resulting 
magnetization curves for different directions of the applied field are shown in Fig. 2.5. While 
our experiments are carried out at KT 0 , the Stoner-Wohlfarth model allows us to 
determine the maximum field needed to saturate the particles, which is the only parameter 
which is not sensitive to the temperature change. 
 
 
 
FIGURE 2.5. Hysteresis curves of a spherical single domain particle for different angles 
between anisotropy axis and external field in the framework of Stoner - Wohlfarth model.  
 
 
 
2.2.2. Thermally driven reversal at zero field 
 
At any finite temperature, there is a non-zero probability that thermal activation can 
overcome the anisotropy energy barrier, leading to switching of the particle magnetization. In 
this case, without any magnetic field, the orientation of the magnetic moment of a 
nanoparticle varies as a function of time in a stochastic manner due to thermal excitations. 
The rate of these fluctuations   depends on the temperature T  and the magnetic energy 
barrier mE   according to Néel-Arrhenius relation of the form: 
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        (Eq. 2.5), 
where TkB  is the thermal energy and 0  the attempt frequency [47]. Typically values are 
about 
110
0 10
 s , but the precise value of 0  depends on the size of the particles, the nature 
of the magnetic anisotropy and the temperature [47,49,50] and can be found in detail in 
Appendix 1. Since this relaxation process was first proposed by Néel in 1949 [51], the mean 
time between two flips is called the Néel relaxation time . This time can have any 
value from a few nanoseconds to years or much longer [52]. 
If the experimental time exp  
required to measure the magnetization of a single nanoparticle 
is much larger than the relaxation time, , the nanoparticle magnetization will flip 
many times during the measurement [Fig. 2.6(b)], and the measured magnetization will 
average to zero. In this case, the nanoparticle is called superparamagnetic. If , the 
magnetization will not flip during the measurement, so the measured magnetization will 
reflect the instantaneous magnetization at the beginning of the measurement [Fig. 2.6(a)]. In 
this case the particle is considered as magnetically blocked or for simplicity, as 
ferromagnetic. The observed state of the nanoparticle (superparamagnetic or blocked) 
depends therefore on the measurement time. A transition between superparamagnetism and 
blocked state occurs when  exp .  If the measurement time is kept constant but the 
temperature is varied, the magnetic behavior of the particle is characterized by the so-called 
"blocking" temperature 
)ln( exp0B
m
B
k
E
T    below which the particle moments appear frozen 
on the time scale of the measurement. According to Eq. 2.5 the relaxation time depends on 
both mE  
and T . 
)/exp(0 TkE Bm
 /1
 exp
 exp
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FIGURE 2.6. Magnetic blocking versus superparamagnetism. Depending on the competition 
between the energy barrier of the particle (which in first order is proportional to the volume) 
and the thermal energy, the sample can be either (a) ferromagnetic ( ) or (b) 
superparamagnetic ( ), when measuring with the same experimental time resolution
exp . Reproduced from [41]. 
 
2.2.3. Field-induced magnetization reversal at finite temperatures 
 
When applying a magnetic field to a nanoparticle, the Zeeman energy (Eq. 2.3) modifies the 
magnetic energy barriers (See Fig. 2.7) and favors transitions from the state oriented 
antiparallel to the field to the state parallel with the magnetic field. The respective energy 
barrier for the state aligned with the field becomes larger, and in this way switching of the 
magnetization from this state back to the antiparallel state is less probable.  
mB ETk 
mB ETk 
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FIGURE 2.7. Schematic picture of the energy barriers of a single-domain particle (macro-
spin approximation) with uniaxial anisotropy (a) without magnetic field and (b) in applied 
magnetic field. By comparing the energy barriers in (a) and (b) one can observe the influence 
of the Zeeman term.  
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For mB ETk   the magnetization curve of the particle is given by , 
where  is the Langevin function [See Fig. 2.8]. In this case no 
hysteresis (i.e., zero coercivity and no remanent magnetization) is observed. The low field 
slope of the curve increases with the size of the particle (See Fig. 2.8) showing that to 
saturate smaller particles one needs to apply larger magnetic fields. 
 
 
FIGURE 2.8. Langevin curves representing Fe NPs with a diameter of 10 nm (red curve), 
15nm (blue curve) and 20 nm (green curve) at RT. 
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Chapter 3 
 
Experimental details 
 
This chapter contains general information about the sample preparation and characterization, 
describing the different experimental methods and techniques used to study the structural and 
magnetic properties of individual nanoparticles. The first part of this chapter gives an 
overview of the sample preparation process, explaining how the particles are generated in an 
arc cluster ion source and deposited in situ onto different substrates. The second part presents 
all experimental techniques used for structural characterization of the particles such as TEM, 
RHEED, SEM and AFM. The magnetic properties are investigated by real-space magnetic 
imaging with a photoemission electron microscope based on absorption spectroscopy using 
circularly polarized x-rays and exploiting the x-ray magnetic circular dichroism effect. Since 
a good understanding of this technique is crucial to the analysis of nanoparticle magnetic 
behavior, the last part of this chapter includes a short introduction to synchrotron radiation 
focusing on imaging with x-ray PEEM. The theoretical principles of XMCD will also be 
described. 
 
3.1. Sample Preparation 
 
The samples are prepared in three steps: Firstly, an array of chromium-gold markers [Fig. 
3.1] are lithographically prepared on Si (100) wafer substrates passivated with a native SiOx 
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layer [53]. The markers are needed for unambiguous particle identification during subsequent 
complementary microscopic measurements. Secondly, upon introduction of the substrates 
into the ultrahigh vacuum (UHV) environment, the substrates are treated to remove adsorbate 
layers such as water which originate from exposure to the ambient atmosphere. For the 
PEEM experiments, the substrates are either cleaned by mild sputtering with argon (Ar) ions 
(kinetic energy: 500 eV, Ar pressure: 510-5 mbar, duration: 20 min) or by thermal annealing 
in UHV in the preparation chamber attached to the PEEM located at the Surface/Interface: 
Microscopy (SIM) beamline of the Swiss Light Source (SLS) [See Fig. 3.2(a)]. For the in situ 
RHEED studies, the substrates are annealed in the UHV RHEED chamber (not shown) at the 
Surface/Interface: Spectroscopy (SIS) beamline of the SLS, at a temperature of about 250°C 
until the pressure in the chamber decreased towards its base pressure (< 510-9 mbar) after 
an initial out gassing of the sample and holder, and the RHEED pattern indicated a clean and 
flat SiOx surface as discussed below. Finally, the NPs are deposited onto the clean substrates 
using the ACIS connected to the preparation system (Fig. 3.2) [54].  
 
 
FIGURE 3.1. SEM image with lithographic Au/Cr markers which enable an unambiguous 
identification of the same particles in the different microscopes. 
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FIGURE 3.2. Arc cluster ion source. (a) Experimental setup: ACIS attached to the 
Preparation System and PEEM. (b) Source head and quadrupole chamber of the ACIS. 
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FIGURE 3.3. Schematic of the arc cluster ion source. Adapted from [55]. 
 
In the ACIS (Fig. 3.3), the NPs are formed by condensation of metal vapor in a carrier gas 
consisting of a Helium (He)/Argon mixture, each with a flow of 80 sccm, at a base pressure 
of 20 mbar. The metal ions are formed in the head of the source [Fig. 3.2, schematic in Fig. 
3.3(a)] after an electrical discharge between the cathode and anode. The discharge dissipates 
400 W across the cathode-anode gap. The elemental composition of the particles is given by 
the elemental composition of the cathode. An electrostatic quadrupole deflector [Fig. 3.2, 
schematic in Fig. 3.3(c)] is then used to mass-filter and to deflect the NPs onto the prepared 
Si substrate, which is held either in the surface preparation chamber (base pressure ≤ 510-10 
mbar) for the PEEM experiments or in a vacuum suitcase (base pressure ≤ 510-9 mbar) used 
for the RHEED studies. A specific mean size of the particles is selected by setting an 
appropriate voltage to the quadrupole. A gold mesh placed in the nanoparticle beam path is 
used to measure the flux of the electrically charged particles within the beam, which is used 
to control the particle density on the substrate. For the PEEM experiments we choose a low 
particle density (a few NPs/µm
2
) to avoid magnetic dipolar interactions between the NPs and 
to enable single particle detection in the experiments; typically, the average particle-particle 
distance is larger than 200 nm [17]. For the RHEED experiments we choose a higher particle 
density (of about 30 NPs/µm
2
) to obtain a sufficiently high diffraction intensity from the NPs. 
At this coverage, agglomeration of the particles on the substrate is still avoided as confirmed 
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by subsequent SEM analysis, so that the RHEED data reflect the properties of an ensemble of 
isolated NPs. In both cases the pressure temporarily increases to about 510-6 mbar during 
the deposition due to the Ar and He carrier gas, and recovers few minutes after stopping the 
particle deposition.  
Mass-filtered Fe, Co, and Ni particles are deposited onto clean SiOx substrates. The 
deposition results in a nearly random spatial distribution of a few particles per 2m with 
random crystallographic orientation [56]. For all samples presented here, the cluster source 
operation parameters as well as the mass-filter settings are held constant. This ensures similar 
growth and landing conditions in all studies, with the kinetic energy of the particles prior to 
the impact on the substrate being smaller than 0.1 eV / atom [54]. Thus, the deposition takes 
place under the so-called soft landing conditions and no fragmentation of the particles or 
damage of the substrate is observed [57,58].  
 
3.2. Structural characterization 
 
3.2.1. Ex situ TEM characterization of the NPs 
 
In order to experimentally probe the structure and morphology of the NPs, ex situ high 
resolution scanning transmission electron microscopy (HRSTEM) has been used. The 
particles were deposited onto SiN membranes and measured with HRSTEM by Armand 
Béché and Jo Verbeeck at the research center EMAT at the University Antwerpen [59]. 
These measurements confirm the previous studies on particles prepared with the same cluster 
source. Upon exposure to ambient air the particles form an oxide shell with a thickness of 
about 2-3 nm. The core of the particles remains metallic and demonstrates a faceted shape 
close to that predicted by a Wulff construction [54]. All measured Fe particle show single 
crystalline cores with no visible structural defects. The FexOy shell is polycrystalline. 
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3.2.2. In situ RHEED investigation 
 
RHEED measurements were performed in situ in order to investigate the crystallographic 
structure and orientation of the deposited NPs with respect to the substrate, as well as the 
thermal stability of the particles and the substrate. For these investigations, the clean substrate 
is transferred from the RHEED UHV system, located at the SIS beamline of the SLS, to the 
surface preparation chamber which is attached to the PEEM located at the SIM beamline of 
the SLS for deposition of the particles, and back to the RHEED system using a vacuum 
suitcase. The RHEED experiments are carried out with electrons with a kinetic energy of 35 
keV at grazing incidence with respect to the substrate. This geometry provides a surface 
sensitive probe which allows us to investigate the quality of the substrates and the deposited 
NPs simultaneously [56]. When introduced into the UHV system, the substrates give rise to a 
diffuse scattering pattern due to the presence of adsorbates from ambient air [Fig. 3.4(a)]. 
When annealing the substrates to 250°C in vacuum, a reduction of the diffuse scattering and 
the formation of Kikuchi lines can be observed [60,61] revealing a clean and flat surface with 
a preserved SiOx layer upon this treatment [see Fig. 3.4(b)].  
 
 
FIGURE 3.4. RHEED pattern of the Si substrates (a) at RT and (b) 250°C. 
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3.2.3. Ex situ AFM and SEM characterization of the NPs 
 
Since the spatial resolution of the PEEM is typically 50 - 100 nm, more detailed 
investigations on particle morphology and sizes are carried out ex situ by means of SEM and 
AFM. As illustrated in Fig. 3.5(a)-(d), the lithographic marker structures allow an 
identification of the same particles in PEEM, SEM and AFM [17]. This approach enables to 
correlate the magnetic character of individual particles with their shape and size. 
 
FIGURE 3.5. (a) Raw PEEM image recorded with the photon energy tuned to the L3 Fe edge 
(708 eV). (b) Elemental contrast images obtained upon pixelwise division of (a) with a 
reference image recorded at a pre-edge energy (703 eV). (c) SEM and (d) AFM images of the 
same region as in (a) and (b). Lithographic Au/Cr markers enable an unambiguous 
identification of the same particles in the different microscopes. This is illustrated with three 
particles which are highlighted with circles. Adapted from [62]. 
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Ex situ high resolution scanning electron microscopy [Fig. 3.5(c)] is used to investigate the 
morphology of the individual particles and to exclude particles that are too close or that 
agglomerate from the analysis. Only well-shaped and well-separated particles were 
considered for investigation. Fig. 3.6 displays typical SEM micrographs of iron nanoparticles 
that have been exposed to ambient air. No indication for particle fragmentation is found. 
Typically, we find nanoparticles with a compact shape, as shown in Figs. 3.6(a) and (b), as 
well as small agglomerates as shown in Fig. 3.6(c). Note that the lateral size of the particles 
in SEM is difficult to determine due to (i) the formation of an oxide shell upon transport of 
the sample at ambient air and (ii) the limited spatial resolution of the microscope which is 
about 2 – 3 nm. In this sense, SEM enables to study only the particle shape. Thus, AFM [Fig. 
3.5(d)] was further employed in order to determine the size of the selected particles by 
measuring their height with respect to the substrate surface upon exposure to ambient air. 
Note that while AFM provides an accurate measure of particles heights, tip convolution 
effects hinder a reliable determination of their lateral dimensions [63].   
Previous studies on similar nanoparticles showed that the height of the supported particles 
corresponds well to the lateral diameter of the particles being determined from transmission 
electron microscopy [64]. Thus, the shape of the present particles is largely conserved under 
the landing conditions and here a small flattening of the particles by about 1 nm might be 
possible within the experimental uncertainties, which could lead to a preferred in-plane 
magnetization of the particles due to the resulting shape anisotropy. However, the magnetic 
data shows that any possible shape anisotropy contribution seems weak compared to the 
uniaxial magnetic anisotropy of the particles, as discussed later in this thesis. 
 
 
FIGURE 3.6. (a), (b) SEM images of highly symmetric and compact iron nanoparticles with 
an AFM height of (a) 18 nm and (b) 13 nm. Agglomerates as shown in (c) are excluded from 
the analysis. 
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3.3. Magnetic characterization  
 
Magnetic imaging based on spatially resolved absorption spectroscopy was carried out at the 
SIM beamline, Swiss Light Source, Villigen, Switzerland. Using x-ray magnetic circular 
dichroism together with photoemission electron microscopy, one can visualize the magnetic 
moment (direction) of the particles in real time. This section presents the concepts and 
experimental details of x-ray absorption spectroscopy and x-ray magnetic circular dichroism 
together with photoemission electron microscopy.  
 
3.3.1. Synchrotron radiation 
 
Due to their unique properties, such as wide spectral continuity ranging from infrared (10
-3
 
eV) to hard X-rays (10
5
 eV), high flux (up to 10
13
 photons per second in third generation 
storage rings), high intensity, high brightness, low divergence, variable polarization, and 
pulsed time structure, synchrotron radiation has been generated in storage rings for decades 
and has been widely used to study both fundamental questions in physics and to characterize 
a plethora of materials at the atomic, molecular and/or condensed matter levels. The principle 
of synchrotron radiation generation is simple: when low mass charged particles (e.g. electrons 
or positrons) describe a curved path at near relativistic speeds, they undergo an acceleration. 
This results in loss of energy that is manifested in the form of emitted electromagnetic 
radiation. The electron beam at the source is generated using an electron gun. This beam is 
first accelerated to relativistic speeds using a linear accelerator (LINAC), which is a several-
meters long linear device, and then is injected in the booster ring, in which the electron 
energy is ramped up to a few GeV before injection into the storage ring. The SLS booster has 
a circumference of 270 m and consists of a variety of items such as a radio frequency (RF) 
cavity acceleration station, vacuum components, diagnostic tools and a total of 237 magnets. 
Located in the same tunnel as the storage ring, is an especially designed ring used to produce 
a high-quality electron beam for the so-called top-up injection. In this mode the booster 
injects periodically “bunches” of electrons into the storage ring, keeping the intensity of the 
circulating electron beam constant. 
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In the storage ring, the electrons are maintained in a closed path using bending magnets. 
These magnets generate a strong magnetic field (typically 1 Tesla) which is oriented 
perpendicular to the electron trajectory and deflects the electrons. At these bending magnets, 
the electrons undergo a centripetal acceleration which results in the emission of 
electromagnetic radiation. This polychromatic photon radiation is emitted tangentially to the 
path of the electrons. At SLS there are 19 beamlines which use radiation emitted from 
accelerating electrons passing through different insertion devices (IDs), placed in the straight 
sections between the arc segments containing the bending magnets. Undulators consist of 
permanent magnets, arranged in a periodic array with a variable gap. In these IDs the 
electrons are forced to move in an oscillatory path in the plane of the storage ring and 
concentrate, in this way, the synchrotron light into discrete lines in the spectrum. The 
distance between each slalom turn and the strength of the magnetic field determines the 
desired wavelength. For the longest wavelength the magnetic field in the undulator is 
produced with electromagnets instead of permanent magnets. The light is emitted in a very 
narrow cone, similar to a laser beam. The light spot diameter can be reduced to less than a 
micrometer using focusing mirrors. The intensity is about a factor of 1000 higher than the 
light from a bending magnet, with a corresponding reduction in the time needed to perform 
an experiment.  
The energy range of photons delivered by the synchrotron is directly related to the diameter 
of the ring, the stored energy of the electrons (2.4 GeV at SLS) and the insertion device. The 
photon energy of the SIM beamline ranges from 90 eV up to 2000 eV [65]. The beamline 
consists of two 3.8 m Apple II type undulators, a collimating mirror, a plane grating 
monochromator SX-700 with gratings from 300 l/mm to 1200 l/mm, and focusing mirrors 
[65]. Switching the polarization can be done fast, within a few seconds [66] due to the 
tune/detune mode: changing the gap by a few millimeters will shift the center of the emitted 
photon energy away from the energy bandpass of about 100 meV of the monochromator 
(detune mode) as shown in Fig.3.7. At specific energy, the Fe L3 edge for example, the shift 
of one of the IDs is set to generate C  polarization while the shift of the other ID is set to 
generate C  polarization (See Fig. 3.7). With two undulators, it is now possible to switch 
between them by having one tuned and the other detuned as only photons from the tuned 
undulator will hit the sample, while the photons from the detuned undulator will not pass the 
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monochromator. This way of changing polarization is faster than changing the polarization of 
the undulator. 
 
 
FIGURE 3.7. Switching scheme of the undulators in the tune/detune mode at the SIM 
beamline. The photon energy generated from an undulator has a specific, finite width in the 
range of a few electron-volt (eV), which must be tuned to the energy of the monochromator 
to get photons on the sample. If the energy of the undulator is detuned and does not match the 
energy of the monochromator, no photons will arrive at the sample. The tune/detune process 
of the undulators is done by changing the gap distance. With two undulators, it is possible to 
switch between them by having one tuned and the other detuned as only photons from the 
tuned undulator will hit the sample, while the photons from the detuned undulator will not 
pass the monochromator. If the first undulator is set to circular right polarization and the 
second to circular left polarization, one can switch the polarization within a few seconds. 
Adapted from [66]. 
 
3.3.2. X-ray absorption Spectroscopy (XAS) 
 
When matter is irradiated with x-rays, the incident photons can be absorbed or scattered by 
the constituent atoms. In the case of absorption, a core electron is excited into an unoccupied 
state above the Fermi level and can decay by emitting a fluorescence photon or Auger 
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electrons, which can excite secondary electrons. The escape depth of the emitted photons and 
electrons is illustrated in Fig. 3.8. 
 
 
FIGURE 3.8. The escape depth of emitted photons and electrons in the absorption process of 
the x-rays. 
 
When tuning the photon energy to a core level, the absorption process becomes resonantly 
enhanced. This is known as near edge x-ray absorption fine structure (NEXAFS) [67,68],  
where the transition is between a core and a valence state and contains information about the 
density of  unoccupied electronic states.  Non-resonant absorption in the energy region above 
the rising absorption edge, known as extended x-ray absorption fine structure (EXAFS), 
contains information about the type and the spatial arrangement of the neighboring atoms 
[69,70]. 
The intensity of the incident beam 
0I  passing through the sample is attenuated exponentially 
with the depth z and the absorption coefficient µ of the sample. The local intensity in the 
sample is described by the Beer-Lambert law: 
zze eIeEIzEI    0
)(
0 )(),(
                                                                      (Eq. 3.1), 
with ρ - the atomic density of the sample and σ - the absorption cross section, which is given 
by the number of photons absorbed per atom divided by the number of incident photons per 
unit area. Since the process of x-ray absorption depends on the properties of initial and final 
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electronic states, one can obtain information on the local electronic structure (oxidation state, 
spin state, nature of the chemical bond) and the local structure (site symmetry) by measuring 
the absorption coefficient. Dipole selection rules provide that transitions are possible only 
between states for which 1,0  ls mm . For instance, at the L3,2 transitions from the 2p 
states to unoccupied 3d states are allowed. The change in the absorption as a function of the 
photon energy and polarization can yield detailed information about the chemical 
composition of the materials, the relative positions of the constituent atoms and magnetic 
properties of the material [71]. Since the atomic levels are characteristic of the elements, 
elemental sensitivity is achieved by tuning the photon energy to the excitation energy as 
illustrated in Fig. 3.9 for the 2p to 3d atomic transition of Fe, Co and Ni. 
 
 
FIGURE 3.9. X-ray absorption spectra for Fe, Co and Ni samples illustrating the chemical 
specificity of X-ray absorption spectroscopy. In the X-ray absorption process an electron is 
excited from a core level to an empty valence state. This results in pronounced resonances at 
the absorption threshold, as illustrated here for the 2p3/2 to 3d (L3 edge) and 2p1/2 to 3d (L2 
edge) excitations in Fe (black), Co (red) and Ni (blue).  
 
There are different methods to measure the x-ray absorption spectra depending on the nature 
of the processes used for x-ray absorption detection: transmission, fluorescence, electron 
emission in Auger electron mode or total electron yield (TEY) mode measuring the current 
resulting from the ejection of all electrons emitted by the sample (Auger electrons, secondary 
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electrons) [70]. The TEY signal drops exponentially with the distance from the sample 
surface [72] due to the small mean free path of electrons in solids at these energies. For L-
edge absorption of Fe, Co and Ni, the TEY probing depth is about 5-10 nm, although about 
60% of the signal originates from the topmost 2nm of the sample [68]. 
 
3.3.3. X-ray magnetic circular dichroism 
 
X-ray magnetic imaging is based on the x-ray magnetic circular dichroism effect, which can 
be understood as polarization-dependent absorption of x-rays in spin-polarized materials. The 
use of circularly polarized synchrotron light allows the use of magnetic dichroism as a 
contrast medium for imaging magnetic materials [73]. The magnetic circular dichroism is, by 
definition, the difference in absorption for the right and left circularly polarized light in a 
magnetic material. In a ferromagnetic material, the density of unoccupied states at the Fermi 
level is different for the two spin directions due to the exchange interaction. For the 
absorption process to take place, it is necessary that the absorption satisfy the so-called 
"selection rules ",  not all the transitions are allowed. A unique feature of XMCD is its ability 
to separate spin and orbital moment. If the material has no magnetization, there is no 
difference between the "spin up" or "spin down" densities of states in the valence band, so 
there is no XMCD signal. Strong XMCD effects appear at the L-edges (2p – 3d transition) of 
the transition metal ferromagnets Fe, Co and Ni. The XMCD effect is opposite in sign at the 
L3 and L2 edge because of the opposite sign of the spin-orbit coupling in the 2p states (J=L+S 
at the L3 and J=L-S at the L2 edge). 
X-ray PEEM is a full-field photon-in/electron-out imagining technique, pioneered by 
spectroscopic imaging near edge x-ray absorption with secondary electrons by Tonner et al 
[74]. It combines high resolution electron microscopy with x-ray absorption spectroscopy, 
giving it the ability to perform spatially, elementally, chemically and magnetically-resolved 
studies. A recent review was given by Ernst Bauer in Journal of Electron Spectroscopy and 
Related Phenomena [75]. 
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FIGURE 3.10. Schematics of the experimental geometry of the X-ray PEEM experiments and 
the equilibrium shape of the nanoparticles.  k  
is the angle of incidence of the x-ray beam 
propagation vector k  with respect to the sample surface, and m  and m  are the polar and 
azimuthal angles of the nanoparticle magnetization m  with respect to the lab frame. s  is the 
azimuthal angle which gives the sample orientation. The direction of the applied field H is 
also indicated in the figure. Adapted from [18]. 
 
3.3.4. Photoemission electron microscopy  
 
The x-ray magnetic circular dichroism effect [73] can be used to measure the local magnetic 
moment and the direction of magnetization of the particles by means of x-ray PEEM. To 
visualize and determine the magnetic orientation in single domain ferromagnetic particles, the 
XMCD effect is combined with PEEM. In x-ray PEEM the XMCD effect gives rise to a 
magnetization dependent intensity according to  
)()( 0 mkICI

                                                                                                     (Eq. 3.2), 
where 
0I  is the isotropic (non-magnetic) contribution, k  is the X-ray propagation vector with 
an angle of incidence 16k  (Fig. 3.10),  m

 is the magnetization vector of the particle, γ is 
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a material and photon energy dependent constant, and 
C  denote circular right- and left-
handed polarization.  If the orientation of the helicity and the magnetization are parallel or 
antiparallel to each other, the contrast is maximum, while it is zero in the perpendicular case. 
Magnetic contrast images are obtained by pixelwise division of two images recorded 
successively with circular right- and left-handed polarization at the L3 edge. The division 
enhances the magnetic signal and minimizes all other contributions such as the topography or 
the chemical signal. The acquisition of an image with one polarization needs typically 10 s. 
Thus, about 20 s are required to obtain a magnetic contrast image, which gives the typical 
time resolution of our experiment of 20exp  s.  
To obtain a low noise magnetic contrast, 20 XMCD image pairs are averaged after correction 
for sample drift (See Chapter 4). In this work, quantitative XMCD values are defined as the 
asymmetry of absorption between circular right and left polarization, and a measure of the 
magnetization of an individual particle is given by the normalized XMCD contrast, defined 
as: 
)()(
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                                                                                                    (Eq. 3.3). 
 
We present next the characteristics of the PEEM setup located at the SIM beamline 
[65,66,76] at the Swiss Light Source, were the experimental measurements for this thesis 
were performed. The PEEM is a commercial instrument from Elmitec, operating in UHV 
conditions. The PEEM imaging column is schematically illustrated in Fig. 3.11. 
The sample is illuminated with mono-chromatic, polarized synchrotron radiation at an angle 
of 16 with respect to the sample surface, resulting in a focused spot on the sample with a full 
width at half maximum of about 220 µm. The vertical size of the spot can be adjusted by the 
exit slit size of the beamline which is typically 50-150 µm for PEEM measurements. To 
assure a uniform illumination of the sample and to avoid edge effects, the spot size was kept 
larger than the 20 µm field of view for the PEEM measurements used here. The photon 
energy resolution is determined by the X-ray monochromator which is equipped with the 
plane mirror and three gratings and the spatial resolution by the electron optics in the PEEM 
[66]. As a result of the absorption process, a broad energy spectrum of emitted electrons is 
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produced in the sample, with energies varying from zero up to the energy of the incoming 
photons. Emitted electrons are accelerated to the microscope objective lens by applying a 
negative potential of 20 kV between the sample and objective lens (see Fig. 3.11) and their 
lateral distribution is then magnified by a set of electromagnetic lenses. Located in the back 
focal plane of the objective lens, the contrast aperture selects only those electrons for imaging 
that originate from a certain range of emission angles. The size and lateral position of this 
aperture can be changed by moving a slider assembly carrying several apertures of different 
diameters. Deflectors and stigmators are used to optimize the electron path through the 
microscope and to correct image distortions.  
 
 
FIGURE 3.11. Sketch of configuration of a PEEM consisting of the sample, accelerating 
voltage, lenses, energy analyzer, and detector. 
 
A hemispherical energy analyzer, which can be tuned to specific electron energies by 
changing the “start-voltage”, is used to reduce the energy spread and to limit the secondary 
electrons reaching the intensifier to a kinetic energy of 1-2 eV for the best combination of 
spatial resolution and intensity of measured signal. After passing the energy analyzer the 
electrons go through a multi-channel plate intensifier and after multiplication are converted to 
visible light via a phosphor screen, from which the light is then detected by a charge-coupled 
device (CCD) camera giving a full field image of the sample in real time with up to 16 Hz 
frame rate. The image being projected on the screen is a magnified spatial map of the 
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electrons which have left the sample surface.  To obtain focused and undistorted images, one 
has to align all the lenses, typically using a sample with flat and well defined lateral features. 
This process starts with the alignment of the sample normal with the optical axis of the 
objective lens by correcting for any tilt in the sample at decreasing fields of view, and 
subsequently the alignment of all of the electromagnetic lenses is performed by varying each 
lens current by a small amount (i.e. “toggling the lenses”).  To image particles which are 
smaller than the approximately 50 nm spatial resolution of the PEEM, it is crucial to have a 
low density of the particles on the sample [17]. The particles appear blurred, but the magnetic 
and elemental information reaches single particle level. 
The Elmitec PEEM III situated at the SIM beamline is equipped with a 360° rotary 
manipulator, which gives the possibility of varying the azimuthal angle of the sample s . 
Since the XMCD contrast is proportional to both magnitude and direction of magnetization, 
images at three different angles are sufficient to determine precisely in 3D space the 
orientation of the magnetic moments of individual nanoparticles. The PEEM manipulator 
provides four electrical connections to the sample holder and several sample holders are 
available for carrying out different types of in situ experiments, such as applying a current 
through a coil to create a magnetic field or to a filament to increase the sample temperature 
from ambient up to 2000 K, and measuring the temperature with a thermocouple using the 
others two contacts. The sample can also be cooled to about 120 K using liquid nitrogen. The 
sample holders (made of titanium, molybdenum or copper doped with beryllium) used for the 
PEEM measurements need to be able to sustain high voltages and be compatible with 
ultrahigh vacuum conditions and have to minimize any unwanted stray fields that could affect 
the emitted electrons trajectories. The whole sample holder is set at -20 kV, while the feed 
through contact points can be held at a small offset to the high voltage. For the heating 
experiments, the holder has a tungsten filament situated few millimeters under the sample. A 
tantalum plate above the filament is used to maintain a homogeneous sample temperature. To 
perform magnetization reversal experiments, the magnetic field was produced by passing a 
constant current through a copper wire wound in a coil with an iron yoke. More details about 
the characteristics of the sample holders can be found in [77]. 
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3.3.4.1. In situ PEEM investigations 
 
In order to prevent oxidation of the nanoparticles, the deposition and the X-ray PEEM 
investigations have been carried out under ultrahigh vacuum conditions. To perform in situ 
studies of the magnetic properties of the NPs under UHV conditions, the ACIS is attached to 
the PEEM preparation chamber. The base pressure in the PEEM is < 510-9 mbar for the Fe 
NP experiments and < 510-10 mbar for the measurements on Co and Ni particles. During 
deposition, the pressure rises temporarily to about 310-6 mbar due to the presence of the 
Argon/Helium carrier gas. After deposition the pressure drops within a few seconds down to 
the base pressure. The sample is then transferred in situ to the PEEM microscopy chamber 
with a base pressure of  ≤ 510-9 mbar. For the measurement of magnetization curves and for 
the thermal annealing experiments, the sample holders have been carefully degassed at 500 K 
for about 20 minutes before the nanoparticles were deposited and no pressure rise was 
detected during the experiments. Previous spectro-microscopy experiments on individual iron 
nanoparticles carried out with the present setup revealed pure, metallic iron nanoparticles 
when operating under these conditions [53]. The chemical cleanliness of iron particles 
prepared with the ACIS cluster source has been further confirmed in earlier spectroscopy 
experiments [78]. Thus, there is no indication that the particles are initially oxidized in our 
experiment. 
The photon energies used for resonant excitation of the L3 edges are 708 eV for Fe, 778 eV 
for Co and 852 eV for Ni. Elemental contrast images are obtained by recording two images 
for each sample: First, an image is recorded with the photon energy tuned to the respective L3 
X-ray absorption edge, e.g., to 708 eV for the Fe particles. In such images, the lithographic 
markers are clearly visible, but the particles are difficult to recognize due to their low signal 
to background ratio, cf. Fig. 3.5(a). Then, a second so-called pre-edge image is recorded with 
the photon energy set a few eV before the absorption edge (703 eV for Fe) (not shown). A 
pixelwise division of the edge and pre-edge images ensures that the observed contrast truly 
arises from the Fe particles, while removing any background contribution, as can be seen in 
Fig. 3.5(b) [53]. In this image, most of the bright spots correspond to individual NPs, as 
determined by subsequent SEM observations of the same areas [Fig. 3.5(c)]. Elemental 
contrast images of the Co and Ni particles are obtained in an analogous way.  
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Chapter 4 
 
Data analysis 
 
In this chapter a short introduction to data analysis will be given. Three MATLAB program 
codes used to identify, select, and extract the XMCD contrast of the particles from the 
magnetic images will be briefly presented and explained.  
 
To obtain quantitative information from magnetic contrast images, it is required to record 
PEEM images with the highest possible image quality by aligning the microscope and fast 
recording of the images. As mentioned before in Chapter 3, in order to minimize the time to 
switch the X-ray light polarization to within few seconds and effectively reduce drift effects 
when recording magnetic contrast images, two insertion devices providing intense radiation 
with variable polarization are operated in the so-called tune/detune mode [66] (See Fig. 3.7). 
A general intensity difference of about 10% in images recorded with both ID’s at opposite 
polarization obtained in this way, has to be taken into consideration when attempting to 
determine the XMCD asymmetry of the nanoparticles as discussed below. To obtain high 
quality images, first the image intensifier unit of the PEEM is set to give an overall image 
intensity value to about 2100 counts for an exposure time of 1exp t  s, corresponding to about 
one half the 4096 maximum possible counts in the 12 bit CCD camera. Second, in order to 
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reduce noise in the image, a number of 10aveN  such images are recorded one after each 
other and averaged. Third, to remove any background which can arise from the microscopy 
transfer function or morphological features and inhomogeneities of the sample, or 
illumination effects in the averaged image, normalization images are recorded in the same 
conditions either (i) at the pre-edge energy or (ii) in a defocuse condition to obtain flat field 
images. After changing the polarization (or the photon energy, depending on the experiment) 
another set of 10aveN  images is recorded and averaged. This cycle is then repeated 
20cycN  times to achieve satisfying statistics, which means 20 images for 
C  and C  
polarization with a total acquisition time of about 520)(2 exp  swavecyctot tNtNt  s, 
considering a switching time of about 3swt  s.  In case of faster changes, the individual 
averaged images )( avei NC

 are also analyzed separately. This gives a typical time resolution 
of 20 seconds (for the two images C  and C ), neglecting few seconds required for 
switching the polarization. 
 
 
FIGURE 4.1.  Normalized (a) C  and (b) C  magnetic contrast images of iron nanoparticles 
deposited on a Si substrate. (c) The intensity line profile from (a) and (b) of the selected 
particle after correcting for drift and using a scaling factor of 943.0k . The solid line 
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denotes the estimated base line. The data yield then 031.0NPI  
and 021.0 kINP , which 
gives 19.0A . 
The normalized images reveal an element specific contrast map as shown in Fig. 4.1(a) and 
(b) for C and C  polarization. As one can clearly observe in Fig. 4.1(c) the signal of the 
particles is very small compared to the background intensity (blue line). In addition, the 
background is not constant but has a flat intensity gradient. This is why in this work the 
substrate induced background is determined locally, selecting an area of 13x13 pixels
2
 around 
the particle spot. Thus to obtain a precise signal from the particles a plane background plus an 
elliptical Gaussian are fitted to the particle spots in the images for the automatic analysis of 
the PEEM data. The Gaussian is given by 
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with NPI  being the magnitude of the nanoparticle spot and )',( yx  describing the width of the 
Gaussian in the 'x  and 'y direction, respectively. The latter do in general not coincide with 
the x and y  directions of the image frame. To take a possible rotation by an angle   into 
account, the coordinates need to be transformed by )(sin)(cos'' 000 yyxxxx    
and 
)(cos)(sin'' 000 yyxxyy   , with 0x  and 0y  being the position of the spot in the 
image frame. The background is described by a tilted plane according to 
cyybxxayxIS  )()(),( 00  with a  and b  being the slope along the x and y  
directions, respectively, and c  is a constant. The intensity distribution in a suitable small 
region around the particle spot – normally (13 pixel × 13 pixel) – is then well described by 
the sum of both contributions as discussed below in the context of Fig. 4.2. We consider 
),( 000 yxII S  as a measure of the local incoming light intensity and use this value for 
normalization purposes.  
 
This fitting procedure is used in three Matlab codes for image drift corrections, particle 
selection and quantitative data analysis. Here we give a brief introduction into the principles 
behind these codes. 
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4.1. Image drift correction 
 
First, the above procedure is applied to a number of intense particles (usually five) in both the 
individual elemental contrast images obtained from the )( avei NC

 and the )( avei NC

 images, 
respectively. From these fits, the positions 0x  and 0y  of the nanoparticles are determined and 
the shift relative to the first image in the series is then evaluated.  Using suitable interpolation 
methods all raw images are then shifted with sub-pixel accuracy according to the fits 
resulting in a drift-corrected stack of )( avei NC

 
images. The success of this step is visually 
checked and yields usually a perfectly stable image stack. The drift-corrected images are then 
averaged and yield C  images with a quality similar to panels (a) and (b) of Fig. 4.1. Once 
the averaged images are corrected for drift, the same method is used once again to correct the 
drift between the different averaged images, so that at the end the particles have the same 
position for all images from one experiment. 
 
4.2. Particle selection 
 
Once all the images are corrected for drift, the second Matlab tool, which is based on the 
same fitting model, is used to select the particles of interest and to determine their positions 
in the images. The Matlab tool enables to analyze many particles sequentially. The output is a 
data file with the position of all selected particles which will be used for the quantitative 
analysis. This is important for automated data analysis of large image stacks. 
 
4.3. Quantitative analysis 
 
To obtain the magnetic asymmetry of the particles, one needs to determine 

NPI  and 

NPI  by 
applying the above mentioned model to both C  and C  images. First, both images are 
normalized with the same pre-edge image (defined in Chapter 3). Since edge and pre-edge 
images have similar intensity values, this normalization gives a value close to 1 and has to be 
scaled up to match the 16 bit value range as shown for a given particle in Fig. 4.2(a) and (b). 
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The divided image is shown in Fig. 4.2(c).  In order to determine the exact values of the 
particle intensity it is assumed that all parameters regarding the particle shape ( )',( yx , ) and 
the particle position ( 0x , 0y ) are the same for both images and that the flat intensity gradient 
given by a  and b  are the same in the C  and C  images. In order to correct the above 
mentioned intensity difference between both images and obtain a good correction factor k , 
the C  image is scaled by k , such that the calculated difference image   CkCXMCD   
yields a Gaussian with an intensity 
  NPNPdiff IkII  and the same shape parameters as the 
individual spots, but on a flat background with zero intensity. This is illustrated in Fig. 4.2, 
where the experimental C  image is shown in panel (d), the scaled experimental image 
  corrCCk  in (e), and the respective difference image in (f). The respective fit results are 
given in Fig. 4.2(g)-(i). The success of the fit routine is checked by plotting the calculated 
residuals, i.e. the difference between the experimental and the fitted data. As seen in Fig. 
4.2(j)-(l) they reveal just white noise without signatures of a systematic deviation from the fit 
model. The Matlab routine used for these fits allows sharing various parameters among up to 
32 particles at a time. The correction factor is always about 9.0~k  and reflects the above 
mentioned intensity differences of the both IDs. It varies only little between different 
particles or experiments. The fit procedure results in mean values of the particle intensity 
with relatively small statistical error bars of about 30 counts compared to the general image 
intensity which corresponds to about 32,000 counts in Fig. 4.2, which suggests an accuracy of 
about 0.1% in an intensity measurement with the current setup.  
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FIGURE 4.2. (a) Pre-edge normalized C  image of the selected Fe NP in Fig. 4.1. (b) Pre-
edge normalized C  image of the selected Fe NP in Fig. 4.1. (c) Divided (
C / C ) magnetic 
contrast image of the selected Fe NP in Fig. 4.1. (d) same as (a). (e) corrected C  image 
scaled by a factor k  which is obtained from the fit of (b), and (f) the respective divided 
image [(d) divided by (e)]. (g) – (i) fits to the data in (d) – (f). (j) – (l) differences between the 
fits [(g) – (i)] and the experimental data [(d) – (e)]. 
 
 
However, a better estimate of the statistical error associated with these measurements is 
obtained when taking multiple measurements of the same particle under identical conditions. 
This is illustrated in Fig. 4.3, where a sequence of 50 measurements of one particle is plotted. 
The data reveal a normalized intensity of the order of 0.05, i.e. the particle gives rise to an 
intensity of about 5 % above the background level. With the given data quality, the fit yields 
a statistical error of only 0.0005, i.e. of the order of 1% of the particle signal, which 
corresponds to the size of the plotted symbols. However, the scattering of the data points is 
clearly much larger than the individual statistical error. The scattering data can be fitted with 
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a Gaussian being plotted as the red line in the Fig. 4.3 (b). The Gaussian width is of the order 
of 0.003, i.e. about 6 times larger than the statistical error in the individual data point. In fact, 
it is this scattering which limits the accuracy in our data analysis. When analyzing the 
respective image stacks we found that these variations are related to weak meandering 
patterns, which might be attributed either to X-ray induced surface reactions or temporal 
variations in the image intensifier unit. While this could be improved in the future, we want 
to remark here that these variations contribute to much less than 1% to the total image 
intensity, and thus are hardly observed in many common PEEM studies. For the present work 
we just multiply the standard deviations of our data with a factor of five in order to reflect a 
realistic accuracy of our experiments. 
 
 
 
FIGURE 4.3. (a) Normalized intensity measurements of one particle with linearly polarized 
x-rays. The acquisition time for one data point is 30 seconds. (b) Histogram (dashed line) and 
fitted Gaussian (solid red line).  
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Chapter 5 
 
Fe nanoparticles on Si  
 
Adapted from [18,62], this chapter presents a detailed study on the structural and magnetic 
properties of individual Fe nanoparticles deposited on a passivated Si substrate. Studying the 
magnetization of individual Fe nanoparticles by magnetic spectro-microscopy as a function 
of the applied magnetic field, temperature and at different angles determining the exact 
orientation of the magnetic moments of the particles, resolves the apparently contradictory 
observations found in literature revealing that superparamagnetic and ferromagnetic blocked 
nanoparticles can coexist in the investigated size range of 8-20 nm. Spontaneous transitions 
from the blocked state to the superparamagnetic state are observed in single particles and 
suggest that the enhanced magnetic energy barriers in the ferromagnetic particles are due to 
metastable, structurally excited states with unexpected long life times. A detailed overview 
on the all possible magnetic anisotropy contributions is also presented. 
 
 
Magnetic NPs can show a variety of unusual magnetic phenomena when compared to the 
bulk materials, such as enhanced magnetic moments and magnetic anisotropies, mostly due to 
the large role played by surface/interface and finite-size effects [8,9]. With respect to Fe NPs 
in the size range from 8 to 20 nm, enhanced magnetic energy barriers have been reported in 
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literature by several authors [10,79-81], while others have found bulk-like magnetic 
anisotropy energies (MAE) [82-84]. Whether the ferromagnetic or the superparamagnetic 
form is predominantly found in an experiment may depend on the details of sample 
preparation, e.g. on whether the samples have been annealed at higher temperatures or not. 
The reported magnetic properties may vary due to different factors such as integrated 
ensemble versus single particle measurements, isolated in a non-interacting matrix versus 
deposited particles or oxide/iron versus pure Fe particles, all of which have to be considered 
in order to make a general statement about these particles. Interestingly, regarding the 
structure of these particles, most studies report that the iron particles possess the bcc lattice 
structure known from bulk iron, irrespective of the magnetic properties found. This suggests 
that rather subtle, local distortions of the bcc lattice are sufficient to significantly alter the 
magnetic properties of the iron nanoparticles. Indeed, large uniaxial anisotropies have 
recently been predicted for iron when breaking the cubic symmetric of the bcc lattice [85]. 
Possible candidates for such distortions could be metastable dislocation structures that arise 
to accommodate local strain induced when bringing a nanoparticle into contact with a 
substrate – even when mild conditions such as ‘soft landing’ deposition are warranted 
[86,87].  
In order to have a direct experimental access to structural higher energy states and check their 
impact on the magnetic properties, it is mandatory to do experiments with single particle 
resolution. Monodisperse nanomagnet ensembles are not enough, since even they can show 
considerable particle-to-particle variations in their properties either due to size effects, inter-
particle interactions, their individual interfaces with the environment or surface effects [82]. 
Experiments with single particle sensitivity enable one to disentangle the different 
contributions, and thus, distinguish lower or ground state properties from higher energy states 
[14,17]. 
Another aspect which has to be considered when studying  Fe NPs concerns their chemical 
reactivity with oxygen [88]. In some early experimental studies which consider the oxidation 
of Fe particles, the properties of iron oxide/iron core particles [89] indicate an increased 
intrinsic complexity when compared to pure Fe particles due to strain and possible magnetic 
interactions with the polycrystalline iron oxide shell [90].  
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Considering all these aspects, this chapter is focused on the in situ study of the magnetization 
of individual iron (Fe) nanoparticles by magnetic spectro-microscopy, trying to elucidate the 
source of the controversies found in literature. Gas-phase prepared Fe NPs that are soft-
landed under UHV conditions onto chemically inert substrates, as described in Chapter 3, 
provide chemical cleanliness and a structure which is close to that of thermal equilibrium. 
These Fe particles deposited in situ onto Si substrates are considered as prototypical model 
systems, giving insight into the properties of undistorted, isolated nanoscaled systems. We 
will demonstrate that these particles can show an unusually high magnetic anisotropy as 
compared with bulk Fe, displaying both ferromagnetically blocked or superparamagnetic 
states at room temperature, irrespective of their size, in contrast to the anticipated size-related 
scaling laws. The high anisotropy state was found to be metastable and was assigned to a 
structurally excited state. 
 
5.1. Structural characterization of Fe particles 
 
5.1.1. TEM 
 
In earlier reports, the structure and morphology of Fe NPs in the present size range have been 
studied experimentally with TEM. Pure Fe particles in a non-interacting environment 
confirmed the expected ground state configuration: bcc Fe with {100} and {110} facets 
according to a Wulff construction [91,92]. This is consistent with the expected Fe NPs 
structure when prepared with the ACIS described in Chapter 2 [54,78]. Deviations from this 
structure have been found for particles smaller than 2 nm [93], or when kinetic barriers or 
interfaces govern the growth, such as in chemical synthesis techniques, where cubes with 
{001} facets are frequently synthesized, cf. [94], or due to sintering when pre-formed NPs 
come in contact with each other and form agglomerates [95]. 
TEM measurements on Fe NPs embedded in an Al matrix [54,78] show that the particles 
have a Wulff shape. Recent high resolution scanning transmission electron microscopy 
(HRSTEM) measurements on ACIS Fe particles deposited onto 10 nm thick SiN membranes 
carried out at EMAT [59] reveal single crystalline Fe cores without visible structural defects. 
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5.1.2. RHEED 
 
The RHEED pattern of Fe NPs deposited on the passivated Si substrates [Fig. 5.1(a)] reveals 
Laue diffraction rings which indicate randomly oriented Fe particles with a bcc lattice. 
 
FIGURE 5.1. (a) In situ RHEED diffraction patterns of supported Fe NPs with a mean size of 
about 12 nm on a Si wafer at room temperature and (b) at 500°C. Adapted from [62]. 
 
A detailed discussion of the diffraction pattern of supported NPs in the RHEED geometry can 
be found in Ref. [56]. Similar to previous investigations on Fe NPs deposited onto a single 
crystalline W(110) surface [56], it is found that a preferred texture exists for the (200) and the 
(110) ring. This indicates that the NPs preferentially rest with their {001} and {110} facets 
parallel to the substrate surface. The full RHEED pattern reveals further an intact, flat, and 
amorphous SiOx surface layer (See Fig. 3.7).  
The thermal stability of this configuration on the surface is investigated by increasing the 
temperature of the sample. It is observed that the full RHEED pattern remains stable for 
temperatures up to 500°C [Fig. 5.1(a) and (b)]. This finding indicates a high stability of the 
substrate surface as well as of the crystallographic structure and the random orientation of the 
particles. At higher temperatures a sudden transition from Laue rings to well-defined 
diffraction spots [Fig. 5.2(a)] is observed. At the same time the substrate pattern changes 
significantly, which is assigned to the thermal decomposition of the SiOx layer. This 
decomposition enables a significant chemical reaction of the particles with the Si substrate 
[Fig. 5.2(b)], which results in an epitaxial relation of the particles with the bare Si(001) 
surface. These observations suggests that when depositing Fe NPs at room temperature, the 
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SiOx layer is indeed preserved and chemical interactions of the particles with the Si substrate 
are suppressed, so that our samples represent nanoparticles in contact with a chemically inert 
substrate. Also, no deviation from the random orientation and the bcc lattice structure of the 
particles is detected up to 500°C [See Fig. 5.1(b)]. 
 
FIGURE 5.2 In situ RHEED diffraction patterns of supported Fe NPs with a mean size of 
about 12 nm on a Si wafer at 800°C and (b) at room temperature after annealing to 800°C. 
 
5.1.3. SEM 
 
 
 
FIGURE 5.3 (a) Ex situ SEM overview image of supported Fe NPs on a Si wafer. (b) The 
highlighted area in (a). 
The SEM image in Fig. 5.3 presents a typical deposit of the Fe particles. The particle density 
for the PEEM experiments amounts to a few NPs per µm
2
. The deposition parameters were 
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set such that the particle-to-particle distances are about a few hundred nm to ensure the 
absence of magnetic dipolar interactions between the particles. SEM further confirms a 
nearly random spatial distribution of the particles, which reflects the stochastic nature of the 
deposition process and a reduced particle mobility on the surface. 
 
FIGURE 5.4. High resolution SEM images of individual Fe NPs (a)-(c) typical well-shaped 
particles, which are selected for further analysis. (d)-(f) non-ideal-shaped particles, which are 
excluded from further analysis.  
At higher magnification, SEM reveals the co-existence of (i) compact, well-shaped particles 
as shown in the Fig. 5.4(a)-(c), and (ii) non-ideal-shaped particles as illustrated in Fig. 5.4(d)-
(f). As expected from the soft-landing deposition conditions, no indication of particle 
fragmentation is found. 
 
FIGURE 5.5. (a)-(c) High resolution SEM image of close-lying Fe NPs, which are excluded 
from further analysis.  
For the magnetic analysis we only consider particles with a well-defined, compact shape [Fig. 
5.4(a)-(c)]. Close-lying (Fig. 5.5) and odd-shaped particles [Fig. 5.4(d)-(f)] as well as 
agglomerates of smaller particles are excluded from the analysis. 
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5.1.4. AFM 
 
 
 
FIGURE 5.6. AFM height distributions of the well-shaped Fe particles for two different 
samples, (a) and (b), revealing the same mean particle height of 12 nm. 
 
AFM measurements of the selected, well-shaped particles of different samples reveal a mean 
particle height of 12 nm (See Fig. 5.6), without correction for the oxide shell, which has a 
typical thickness of about 2 – 3 nm and forms upon exposure to air [91]. Thus, the actual Fe 
particle size might be somewhat smaller. The size of the particles is determined from a 
Gaussian fit to the measured height profile of each individual particle in AFM (Fig. 5.7). The 
full distribution of particles sizes (heights) ranges from 8 to 20 nm (Fig. 5.6). 
 
 
FIGURE 5.7. (a) Ex situ AFM overview image of supported Fe NPs on Si. (b) The AFM 
height profile of the selected particle in (a) with the corresponded Gaussian fit. 
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5.2. Magnetic properties 
 
An elemental contrast image of Fe NPs obtained with PEEM from the division of the image 
recorded at 708 eV with a pre-edge image at 703 eV is shown in Fig. 5.8(a). The bright spots 
correspond to the Fe particles on the Si substrate.  
 
FIGURE 5.8. (a) X-ray PEEM elemental contrast image of Fe NPs (white dots) randomly 
deposited on a Si wafer. (b) Corresponding XMCD contrast image. One third of all the 
particles show visible magnetic contrast (e.g. particles with white circles) while others 
(dashed circles) reveal no magnetic contrast. The images are recorded in situ at room 
temperature. Adapted from [18]. 
 
Employing the XMCD effect as described in Chapter 3 one can determine the magnetization 
of the particles from the magnetic contrast images, as illustrated in Fig. 5.8(b), where the 
intensity of a particle (Eq. 3.2) depends on the projection of its magnetization m

 on the X-ray 
propagation vector k

. Comparing the magnetic contrast image with the respective elemental 
contrast image shown in Fig. 5.8(a) allows one to correlate a magnetic signal with individual 
nanoparticles. In this way one can observe that a number of Fe NPs exhibit stable magnetic 
contrast, which varies from white ( m

 parallel to k

) to black ( m

 antiparallel to k

), while the 
rest of the particles show no magnetic contrast, i.e., appearing grey similar as the background, 
cf. Fig. 5.8(b).  
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FIGURE 5.9. Distribution of normalized XMCD contrast values obtained from the data in 
Fig. 5.8(b). Adapted from [18]. 
 
To gain a more quantitative insight into the magnetic properties of the sample, the XCMD 
asymmetry (Eq. 3.3) of each particle is determined. Upon plotting these values, the 
distribution of the normalized XMCD contrast of the individual particles is obtained, which 
yields a peak at zero XMCD contrast on top of a flat distribution of finite contrast values A 
ranging from -0.17 to 0.17 (indicated by the gray horizontal lines), as shown in Fig. 5.9. 
Typically, about 60% of the particles show no magnetic contrast ( 03.0A ). 
For a better understanding of such histograms, numerical simulations of the magnetic contrast 
distribution in magnetic NP ensembles with different properties are performed. In these 
simulations, the particles are considered with static magnetization (i.e. ferromagnetically 
blocked). The orientation of the magnetic unit vector is given in spherical coordinates by 
 mm  ,  with   m0  and  20  m . The normalized magnetic contrast of a particle in 
X-ray PEEM is then calculated in accordance to the actual experimental geometry, cf. Fig. 
3.11. For the simulations, we have considered three different possible scenarios: (a) a fully 
random orientation of the magnetic moments in space (with   m0  and  20  m ), (b) 
a preferred in-plane magnetization of the particles with random orientation in the surface 
plane (with 
2

 m  and  20  m ), and (c) a preferred out-of-plane magnetization of the 
particles, where we allowed a standard deviation of 45° from full out of plane orientation 
(OOP) of the moment to mimic a realistic sample with deviations from perfect alignment of 
the magnetic moments (OOP ‘up’ around 0° with  
4
0

  m and  20  m ; or OOP 
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‘down’ around 180° with 

 m
4
3
 and  20  m ). As shown in Figs. 5.10(a)-(c) the 
three scenarios result in considerably different distributions of the normalized XMCD 
contrast and thus histograms such as in Figs. 5.10(a)-(c) contain a clear signature of specific 
magnetic configurations. Comparing the experimental result in Fig. 5.9 with the simulated 
data in Fig. 5.10 allow us to assign the flat contribution to randomly oriented magnetic 
moments and to exclude that possible flattening of the particles following deposition occurred 
which would cause noticeable shape anisotropy and a preferred in-plane magnetization. This 
is also confirmed by the angular measurements discussed in 5.2.1.2 section. Further, the peak 
at zero magnetic contrast cannot be assigned to a preferred out-of-plane orientation of the 
magnetic moment. As seen in Fig. 5.10(c) the experimental geometry would then lead to two 
distinguishable peaks for “up” and “down” oriented particles, which are not observed in our 
experimental data. 
These considerations suggest that the experimentally observed distribution of XMCD contrast 
values – in particular the peak at zero contrast - is not due to a specific preferred magnetic 
orientation of ferromagnetically stable particles on the surface, but rather indicates two 
distinct classes of behavior: randomly oriented ferromagnetic and superparamagnetic 
particles. 
The experiments reveal that the ferromagnetic NPs have at RT a magnetic relaxation time   
much longer than the experimental measurement time of 20 s and are referred to as FM 
particles. In fact, these magnetically blocked states were observed over many hours. The 
other fraction of particles shows no magnetic contrast under these conditions. As discussed in 
Chapter 2, the orientation of the magnetic moment of these nanoparticles might vary as a 
function of time in a stochastic manner due to thermal excitations. Particles with a relaxation 
time which is shorter compared to the time which is required to record a magnetic contrast 
image will show no magnetic contrast, i.e. reveal a grey tone similar to that of the 
background in Fig. 5.8(b), since their magnetic contrast averages out during the time period
exp . Such particles are referred to as SPM and cause a peak at zero contrast in histograms 
such as that shown in Fig. 5.9. 
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FIGURE 5.10. Numerical simulations of the XMCD asymmetry distribution for (a) isotropic, 
(b) in plane or (c) out of plane randomly orientated magnetic moments according to the 
experimental geometry shown in Fig. 3.10. Each simulation was performed for 1,000,000 
particles. Adapted from [62]. 
 
5.2.1. Magnetic anisotropy energy - Experiments 
 
5.2.1.1. Applying an external magnetic field: Magnetization curves 
 
To obtain further insight into the properties of the particle ensemble, an external magnetic 
field H  is applied as indicated in Fig. 3.10 and the normalized XMCD contrast as a function 
of H  is recorded. Note that the imaging is done under an applied field. It is found that most 
of the particles which show initially no magnetic contrast can be magnetized by applying a 
few mT as shown in Fig. 5.11. This behavior confirms that these particles carry a magnetic 
moment. The absence of a remanent magnetization is characteristic of superparamagnetism, 
cf. Fig. 2.8.  
56 
 
 
FIGURE 5.11. (a) – (f) Response of individual SPM particles with different sizes D which 
show no magnetic contrast at RT for H  0 mT to a sequence of applied magnetic fields (
s 0°). The particles are magnetized by applying a small magnetic field of few mT. The full 
cycle is recorded over a time of about 10 hours. The magnetic response of a particle is given 
by its field dependent normalized XMCD contrast (circles).  
 
Most of the particles which show magnetic contrast without magnetic field at room 
temperature (FM zero field state represented by red circles in Fig. 5.12), change their contrast 
only slightly or switch their contrast at some field values from “white” to “black” or vice 
versa [Fig. 5.12 (a)-(d)]. Switching occurs here via thermal excitation, which is promoted by 
a reduction of mE  due to the applied magnetic field. The Zeeman energy is less than 0.1 eV 
for the present particles and fields.  
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FIGURE 5.12. (a) – (f) Response of individual FM particles with different sizes D to a 
sequence of applied magnetic fields ( s 0°). The red circle is the magnetic contrast at RT 
for H  0 mT. The full cycle is recorded over a time of about 10 hours. The magnetic 
response of a particle is given by its field dependent normalized XMCD contrast (circles). 
Three types of magnetization curves are found: (i) switching of the magnetization from 
initially “black” to “white” or vice versa (a) and (b); (ii) constant magnetization (the same as 
in the initial state for all the cycle) (c) and (d); (iii) spontaneous transitions from (initially 
“white” and “black”) FM states to SPM behavior (e) and (f). 
 
Some of the particles show a spontaneous transition from ferromagnetic to 
superparamagnetic behavior as seen in Fig. 5.12(e) and (f). In both cases the particles are 
initially ferromagnetically blocked, but after some time their magnetization starts to approach 
the response of the superparamagnetic particles. Magnetization curves such as in Fig. 5.12(e) 
and (f) reveal further that the transition occurs spontaneously, but may evolve via transient 
states which give rise to jumps in the magnetization curves. This suggests that the 
ferromagnetic phase is metastable and may spontaneously decay into to the ground 
state/equilibrium superparamagnetic phase. The transition appears irreversible, since in the 
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experimental data no initially superparamagnetic particle shows an inverse transition to 
ferromagnetism.  
 
5.2.1.2. Rotating the sample: Orientation of the magnetization 
 
The magnetic state of the particles is further confirmed by observing the normalized XMCD 
as a function of the azimuthal sample orientation s  at 0H mT. The SPM particles show 
no contrast at any orientation as can be seen in Fig. 5.13, while the FM particles show an 
angular dependence according to )( mk

  as shown in Fig. 5.14. 
 
 
FIGURE 5.13. Normalized XMCD recorded as a function of the azimuthal sample orientation 
for SPM particles with different sizes D.  The black circles are the experimental data which 
show no contrast at any orientation.  
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FIGURE 5.14. Normalized XMCD recorded as a function of the azimuthal sample orientation 
for FM particles with different sizes D. The black circles are the experimental data and the 
red curve is the fit which gives the orientation of the magnetic moment of the particle (See 
Inset). 
 
Fitting the data for four sample orientations allowed us to obtain the orientation of the 
magnetic moment of the particle as can be seen in Fig. 5.14. The next step was to estimate the 
MAE of the nanoparticles by varying the temperature.  
 
5.2.1.3. Heating and cooling experiments: Estimating the blocking temperature 
 
By changing the temperature, the MAE of nanoparticles can be determined by measuring 
their blocking temperature BT , the temperature at which the transition from ferro- to 
superparamagnetism occurs. Below BT  the particles are in a FM state with the magnetic 
moments fixed in a given state for periods much longer then the experimental measurement 
time exp . Above BT  the magnetic moments fluctuate due to thermal excitations, leading to a 
relaxation time shorter than exp . The anisotropy energy is obtained from (Eq. 2.5) as 
)ln( exp0BBm kTE  . 
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FIGURE 5.15. Heating experiment I. X-ray PEEM images: (a) elemental and (b) to (g) 
magnetic contrast images of Fe nanoparticles on Si substrate at different temperatures. (b)-(f) 
Evolution of magnetic contrast with temperature. (g) Magnetic contrast upon subsequent 
cooling to RT. Adapted from [18]. 
 
To evaluate the actual energy barrier of the ferromagnetic particles, the sample temperature is 
raised in order to observe the onset of thermal fluctuations of the particle magnetization. An 
elemental contrast image of the sample is shown in Fig. 5.15(a). The corresponding XMCD 
contrast images of the heating sequence are shown in Figs. 5.15(b) – (g). Most of the 
ferromagnetic particles start to alter their magnetic contrast already at 340 K and lose their 
contrast fully between 360 K and 375 K [Figs. 5.15(b) – (f)]. The latter occurs when the 
relaxation time of the particles becomes comparable to or shorter than the experimental time 
resolution: exp  . For a better visualization some particles are highlighted with circles in 
all images.  
Upon cooling the sample to room temperature [Fig. 5.15(g)] only about one third of the 
initially FM particles (white circles) recover their magnetic contrast. The other fraction shows 
an irreversible phase transition from FM to SPM. This is also assigned to the metastable 
nature of the FM state. Some of the particles with reversible FM-SPM transition have 
reversed their magnetization resulting in a reversed magnetic contrast, for example from 
white to black, demonstrating that thermally activated reversals of the magnetization have 
occurred during the experiment. From the loss of the magnetic contrast (at 370 K) of the 
reversible NPs we can estimate their MAE of about 0.83 eV. 
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FIGURE 5.16. Heating experiment II. X-ray PEEM images : (a) elemental and (b) to (g) 
magnetic contrast images of Fe nanoparticles on a Si substrate at different temperatures. 
 
It is further observed that when heating the sample to 460 K all initially ferromagnetic 
particles irreversibly loose their magnetic contrast (Fig. 5.16). This suggests that another 
thermally induced but irreversible structural relaxation mechanism is present in the particles 
which significantly alters the magnetic properties. This relaxation and its impact on the 
magnetic properties was also seen at room temperature in the applied field experiments [Fig. 
5.12(e) and (f)]. These observations suggest that a similar transition occurs in the temperature 
dependent experiment above.  
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FIGURE 5.17. (a) Elemental contrast image recorded with circularly polarized light at the Fe 
L3 edge. (b) Corresponding XMCD contrast image. (c) Temporal evolution of the intensity of 
the selected particle as denoted in (a), showing direct observation of thermally induced 
fluctuations between two states. The light polarization was switched sequentially as indicated 
by red and black symbols. Four switching events between two distinct states are clearly 
visible. The time resolution is about 10 seconds. (d) Histogram showing the intensity 
distributions for both polarizations. Both states are almost equally populated during the 
observation time.  
 
The experiments above reveal the magnetic phase of the particles and give a lower estimate 
of the energy barriers in the reversibly ferromagnetic particles. However, they do not yield 
information about the character of the different magnetic states and therefore the magnetic 
anisotropy (e.g. uniaxial or cubic). Experimentally, the nature of the magnetic anisotropy can 
be elucidated upon observing thermally induced fluctuations directly in time [46]. Such 
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observations are possible when the magnetic relaxation time of a particle is larger than the 
experimental time resolution but shorter than the available time frame for an experiment 
(several hours). With sufficiently long observation times thermally induced magnetic flipping 
events of the particles were found at room temperature (Fig. 5.17). The majority of these 
particles switch clearly between two states with different XAS intensity for C  and C
polarization as shown in the Fig. 5.17(c), which indicates a dominant uniaxial anisotropy 
contribution. Note that during the observation time in Fig. 5.17 the particle flips its 
magnetization only a few times.  
 
 
FIGURE 5.18. Cooling experiment. X-ray PEEM images : elemental (a) and corresponding 
magnetic contrast images (b) and (c) of Fe nanoparticles on Si substrate at RT and at 130K. 
Some FM (SPM) particles are highlighted by solid (dashed) circles. Adapted from [18]. 
 
To determine whether the ferromagnetic and superparamagnetic particles and the 
spontaneous transition from one state to the other reflects just a gradual change of the 
magnetic anisotropy,  an estimate of the energy barriers of the superparamagnetic particles is 
required.  To gain more insight into the MAE of the superparamagnetic particles, the sample 
temperature was gradually decreased in order to observe the transition from fluctuating 
superparamagnetic state to stable FM state. An elemental contrast image of the sample is 
shown in Fig. 5.18(a) with the corresponding XMCD contrast images Figs. 5.18(b) at RT and 
Fig. 5.18(c) at 130 K.  The cooling is limited experimentally to a temperature of 130 K, at 
which temperature the particles are still in the SPM state. All initially superparamagnetic 
particles remain un-blocked within the time resolution of experiment.  In this sense an upper 
limit of their mean energy barrier is estimated to be 0.35 eV, which is consistent with the 
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observed sigmoidal magnetization curves. Thus, the SPM particles possess a significantly 
smaller magnetic energy barrier 
mE when compared to the FM particles. 
Next, we correlate SPM and FM behavior with the particle size, which is known for each 
individual particle from atomic force microscopy. For this purpose magnetic contrast images 
such as Fig. 5.8(b) were analyzed and correlated with AFM image in the same sample 
location. Particles with asymmetries 03.0A  are considered as SPM and particles with 
03.0A  as FM. The result is shown in Fig. 5.19, where the FM contribution to the total size 
distribution is given by the red bars. The data reveal that the particles can be ferromagnetic or 
superparamagnetic irrespective of their actual size in the present samples.  
 
 
FIGURE 5.19 The same AFM height distribution of the Fe particles as shown in Fig. 5.7(a). 
The magnetic state of the particles is highlighted with red for ferromagnetic and shaded for 
superparamagnetic particles. Adapted from [18]. 
 
This finding is surprising, since the total magnetic anisotropy (and thus the magnetic energy 
barrier) of a particle is expected to scale with the particle size, and in a sample with a given 
size distribution the larger particles should be preferentially ferromagnetic while the smaller 
particles should be superparamagnetic. In contrast to this, the data suggests a size-
independent mechanism which establishes the magnetic energy barriers in the FM 
nanoparticles. Clearly, in the size regime below 20nm there is no preferred size for the 
existence of FM particles. As will be discussed below, only iron particles with a diameter 
larger than about 27 nm are expected to possess a relaxation time longer than the 
experimental time resolution of 20 s. The latter condition is the minimum required for a 
particle to show magnetic contrast at room temperature when no external magnetic field is 
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applied in our experiments. Thus, the observation of ferromagnetism in much smaller 
particles hints to a significantly modified magnetic anisotropy energy landscape. 
 
5.2.2. Magnetic anisotropy energy - Calculations 
 
Systems of gas phase grown NPs deposited onto a substrate might be more complex than 
ideal free isolated clusters, due to the actual growth mechanism, the deposition process and 
interface energies between cluster and substrate. In addition to the magneto-crystalline, 
surface, and shape anisotropies, one has therefore to consider also the magneto-elastic 
contributions, dislocations or structural defects that could appear due to the growth [96] or 
the landing process [58] or contact forces due to interactions with the substrate [86] to obtain 
a realistic estimate of the total MAE. 
In what follows, various calculations are quantitatively discussed in order to elucidate the 
origin of the FM state in the particles irrespective of their sizes and to determine the most 
relevant magnetic energy contributions that could explain the different MAEs observed in the 
Fe particles. Most of the calculations have been performed by Rocio Yanes Diaz and Uli 
Nowak from the Department of Physics, University of Konstanz [97]. 
 
5.2.2.1. Magnetocrystalline anisotropy  
 
Iron possesses a bcc lattice with a cubic magnetocrystalline anisotropy, whose energy is 
given by Eq. 2.1 with MCA constants 51 108.4 K erg/cm
3 
= 3.3µeV/atom and 02 K . 
Since 01 K  and 02 K , the MCA  energy has minima ( 0MCAE ) at six orientations along 
<100>. It has maxima ( 3/1VKEMCA  ) at eight orientations along <111> and saddle points at 
twelve azimuths <110>  [See. Fig. 2.1(a)]. In order to switch from one easy axis to another, 
the magnetization has to traverse a path over an energy barrier which is the difference 
between the energy in the easy direction [100] and that in the saddle point direction [110]. 
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The associated energy barrier is 4/1, VKE MCAm   and the contribution of 2K  to the energy 
barrier is negligible here.  
To evaluate the role of the MCA contribution by means of the Arrhenius relation, the attempt 
frequency 0v  
needs to be determined. As stated in Chapter 2, 0v  depends on the temperature, 
the NP’s magnetic moment, and the nature of the MAE (cubic or uniaxial) as discussed in 
Refs. [52] and [50]. For )(TM s  we consider the temperature dependent magnetization of bulk 
Fe and the damping constant 0.1 , i.e. the high damping limit. For spherical particles with 
a diameter of 20 nm which is the largest in our samples and a cubic MCA with bulk-like 
atomic density we obtain 0v = 6.3210
9
 s
-1
 at room temperature (See Appendix 1). Using the 
magnetocrystalline saddle point energy as the relevant energy barrier, the Arrhenius law 
gives  710-4 s at room temperature. This value indicates the SPM phase for particles 
with a diameter of 20 nm at room temperature. Since the MCA contribution scales with the 
particle volume, cf. Fig. 5.20, the MCA predicts SPM behavior for all particles under 
investigation, and therefore the experimentally observed FM state must correspond to 
properties which significantly deviate from the MCA of bulk iron. Finally, we can estimate 
the minimum magnetic energy barrier required to obtain FM behavior of Fe NP at room 
temperature. For cubic anisotropy we obtain 0.68 eV, while for uniaxial anisotropy we obtain 
0.67 eV, since 0v = 2.0710
10
 s
-1
 for this case. 
 
 
FIGURE 5.20. Magnetic energy barriers given by the magneto-crystalline anisotropy energy 
for bcc Fe particles as a function of the particle size. The dashed line represents the minimum 
magnetic energy barrier required by a 20 nm Fe NP to become FM at room temperature. 
Adapted from [62]. 
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5.2.2.2. Surface anisotropy  
 
The surface contribution to the effective magnetic anisotropy due to non-collinearities of the 
spins at the surface in case of perfect symmetric (Wullf construction) nanoparticles is 
modeled by a Néel surface anisotropy model [35]. This phenomenological model takes into 
account the different strengths of the magnetic anisotropy for surface atoms with differing 
local environments. In order to analyze the surface contribution to the total effective 
anisotropy, an atomic scale simulation was performed using a semi-classical localized spin 
model. The magnetic properties of the NP are described by an anisotropic Heisenberg 
Hamiltonian considering only nearest-neighbors (NN) exchange and anisotropy interactions. 
The anisotropic term of the Hamiltonian contains both core and surface anisotropy 
contributions. The core spins (spins with full coordination) present bulk-like magneto-
crystalline anisotropy and for surface spins NSA was consider. This was done for a range of 
NP sizes, and a Lagrange multiplier method [33] was used to evaluate the effective energy 
landscape of the magnetic NP. This knowledge allows us to determine numerically the 
magnetic energy barrier of the system and its dependence on the local surface anisotropy 
constant 
SK  [38,98], which in this case is a variable parameter. 
 
FIGURE 5.21. Total (MCA + surface anisotropy) energy barrier for a spherical Fe particle of 
8, 12 nm in diameter as a function of the ratio (Ks/K1) between the local surface anisotropy 
constant and the cubic anisotropy constant. The dashed line represents the minimum 
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magnetic energy barrier required by a 20 nm Fe NP to become FM at room temperature. 
Adapted from [62]. 
In the case of the bcc Fe particles it was observed that the surface anisotropy effectively acts 
as an additional cubic anisotropy with easy axes along the <100> directions. Therefore, the 
total magnetic anisotropy of the particle is increased with respect to the pure MCA case, see 
Fig. 5.21. For NP with a diameter of 8 (12) nm the total energy barrier surfaceMCAmE ,  
considering surface anisotropy is smaller than 0.13 (0.45) eV if 1900KKS  , i.e. in order to 
achieve a stable FM particle at room temperature, 
SK  has to be more than 900 times larger 
than 
1K . This scenario is highly improbable, and we discard the surface anisotropy as an 
explanation for the FM behavior of the bcc Fe NPs at room temperature. 
 
Diameter  (nm) 8 12 20 
Surface anisotropy energy barrier (eV) 0.03±0.01 0.06±0.02 0.18±0.06 
Volume anisotropy energy barrier (eV) 0.01±0.01 0.04±0.04 0.2±0.2 
Total magnetic energy barrier (eV) 0.04±0.02 0.1±0.06 0.38±0.26 
TABLE 5.1. Surface (total) anisotropy energy barrier for 8, 12, 20 nm Fe particle. 
 
Experimentally, an effective description of the magnetic anisotropy of the particle of the form 
sveff K
d
KK
6
 is often considered, where vK  summarizes the volume contribution and sK  
describes the surface contribution [83]. Note that this sK  parameter is the effective surface 
anisotropy constant and differs from the previous defined local surface anisotropy in the NSA 
model. The surface term scales inversely with the particle size d  to account for the 
decreasing contribution of the surface to the particle properties with increasing particle size. 
The total anisotropy energy of the particle can be written as VKE effMAE  . Using here the 
respective values determined experimentally by Bodker et al. [83] for Fe NPs, one can 
estimate the contribution of the effective surface anisotropy to the total anisotropy for 
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particles in the present size range cf. Table 5.1. It is obvious that the surface anisotropy gives 
a noticeable contribution (the surface anisotropy is three time larger than the volume 
contribution for 8 nm particles and almost equal with the volume contribution in case of 20 
nm particles), but even the sum of surface and volume contributions is not sufficient to 
account for the observed FM states (for particles down to 8 nm) in the present study. 
The values from Table 5.1 allow us to compare the surface anisotropy calculated with NSA 
model presented in Fig. 5.21 and estimate, in case of 12 nm particles, the surface anisotropy 
constant 1400KKs  . 
 
5.2.2.3. Shape anisotropy  
 
Considering that the landing process could create small deviations from the perfect spherical 
shape and induce different distortions in the particle, the shape anisotropy energy as a 
function of moment direction for different values of eccentricity were calculated, starting 
from a sphere which is distorted along one axis (prolate ellipsoid) and conserves its volume. 
This results in a uniaxial contribution to the effective anisotropy. 
Although for the 20 nm diameter particles an aspect ratio of 1.02 could explain the observed 
magnetic stability, the smallest particles with a diameter of 8 nm would have to have aspect 
ratio larger than 1.8 [See Fig. 5.22(a)]. Since particles with such deformation level are 
excluded based on our structural characterization, one can conclude that the origin of the 
MAE for the entire size range is not shape-induced.  
In addition, the minimization of free surface energy SE  
favors a spherical shape instead of 
ellipsoidal. This can be seen in Fig. 5.22(b) which shows the increase in free surface energy 
as a function of c/a aspect ratio needed for an 8, 12 and 20 nm particle to show stable FM 
state, assuming the particle as a prolate ellipsoid with one semi-axis longer than the other two 
cba  . This is because the free surface energy can be relatively high [99] (the free surface 
density determined experimentally is about 2/4.2 mJ  for bcc Fe). In Fig. 5.22(b) the 
difference of the surface free energy from an ellipsoid to a perfect sphere is plotted. To 
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overcome the SPM limit at RT by shape anisotropy, the particles will need an additional free 
surface energy of thousands of eV.  
 
 
FIGURE 5.22. (a) Total (MCA + shape anisotropy) energy barrier for a prolate ellipsoid Fe 
particle of 8, 12, 20 nm in diameter as a function of the aspect ratio difference from a sphere. 
The dashed line represents the minimum magnetic energy barrier required by a 20 nm Fe NP 
to become FM at room temperature. (b) Difference in the free energy surface energy needed 
for a particle of 8, 12 and 20 nm to show FM behavior at RT due to shape anisotropy. 
Adapted from [62]. 
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5.2.2.4. Strain effects  
 
Using Eq. 2.2 for the magneto-elastic anisotropy, a strain of ~ 3% (0.9%)(see Table 5.2) 
would be required in the 8 (12) nm particles to obtain an energy barrier of 0.67 eV, which is 
the minimum needed to show magnetic stability at RT. 
 
Diameter  (nm) 8 12 20 
The minimum energy barrier needed in addition to 
MCA to show FM behavior at RT (eV) 
0.65 0.61 0.37 
Strain (%) 3.20 0.90 0.12 
Elastic energy (eV) 3143 839 69 
 
TABLE 5.2. Strain required for a bcc Fe particle of 8, 12 and 20 nm to overcame at RT the 
minimum energy barrier to obtain FM behavior and corresponding elastic energy to maintain 
the strain. 
 
The direct experimental access to such structural modifications in nanoparticles remains 
challenging. Only recently, techniques have been developed that enable the mapping of strain 
in supported single nanoparticles. These studies demonstrate that inhomogeneous strain may 
arise due to surface tension and defects at the particle-substrate interface [86]. Moreover, if 
dislocation structures within the particles were formed either during growth or upon the 
impact onto the substrate, such dislocations could also result in a uni-axial magnetic 
anisotropy [100]. 
However, a homogenous strain of this magnitude appears very unlikely to persist in NP of 
this size since the elastic energy EE needed to maintain such a strain is of the order of 3000 
(900) eV in case of 8 (12) nm particles [See Fig. 5.23]. This suggests that either the magneto-
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elastic properties in NPs significantly differ from the bulk or the strain is strongly localized, 
e.g., via defects or dislocations.  
 
 
FIGURE 5.23. Elastic energy needed to maintain a strain to show stable FM state a RT in a 
Fe particle of 8, 12 and 20 nm diameter as a function of the strain. Adapted from [62]. 
 
5.2.2.5. Interface effects   
 
The last contribution considered here is a possible reaction with the substrate. The deposition 
process depends on cluster size and material, as well as the substrate properties like surface 
energy, hardness, polarizability, and temperature [101]. Most of the studies available in the 
literature focus on the interface effects of Fe films on bare Si substrates and indicate that the 
interface effects will lead to an in- or out- of plane orientation of the magnetization of the 
metallic film depending on the thickness [102,103]. Our Fe NPs do not show any preferential 
orientation of their magnetization, so even if we assume that the particles interact with the 
substrate, the interface effects are too small to orient their magnetization. However, whether 
or not the interface acts as a source of the localized defects alluded to in the previous 
paragraph, remains an unanswered question.  
Regarding the possibility of oxidation during the measurements, we note that the magnetic 
response of smaller particles should be more sensitive to oxidation, since the relative loss of 
magnetic volume would be much larger when compared to larger particles. However, we find 
no preferred loss of magnetic contrast nor a preferred tendency for the FM/SPM transition in 
smaller particles. As an example, NPs with a size of 11 nm show no indication for a loss of 
magnetic contrast over the measurement time [Fig. 5.12(c) and (d)]. These FM particles show 
no switching of the magnetization. In addition, the azimuthal scans of the particles Fig. 5.14, 
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which were recorded subsequent to the magnetization curve, show clear magnetic contrast 
and therefore confirm the stability of both the FM state and the magnetic contrast over a 
much longer period. In fact, oxidation experiments indicate that the FM state is stable upon O 
dosage, indicating that the origin of the large MCA contribution does not originate from the 
free surface of the nanoparticle [104]. 
 
5.3. Discussion and Conclusions  
 
In summary, Fe particles in the size range from 8 to 20 nm deposited onto passivated Si(100) 
substrates were investigated by means of PEEM and XMCD.  The experiments with single 
particle resolution revealed that iron nanoparticles can have substantially different magnetic 
properties compared with bulk iron. The distribution of magnetic asymmetries at room 
temperature revealed the co-existence of ferromagnetic NPs with significantly modified 
magnetic energy barriers and superparamagnetic NPs with more bulk-like properties at all 
sizes in the distribution. By increasing the measurement temperature, the blocking 
temperature of the ferromagnetic nanoparticles could be determined to give an estimate of the 
MCA of about 0.83 eV. 
As shown in Fig. 5.20, to overcome the SPM limit and show FM contrast at room 
temperature, the particles need a magnetic energy barrier of about 0.67 eV, which is in all 
cases much larger than the bulk MCA. Adding surface anisotropy contributions cannot 
explain the observed FM states [Fig. 5.21]. For particles larger than 12 nm [cf. Fig. 5.22(a)] 
one finds that small deviations from the perfect spherical shape (elongated particles with 
aspect ratio around 1.2) could induce a stable FM state in our particles, ignoring the free 
surface energy needed to maintain such an elongated shape for the particles. However, since 
also the smaller particles, down to 8 nm, show stable FM behavior at room temperature and 
the corresponding values of the shape anisotropy would require unexpected aspect ratios 
(based on the structural characterization and selection of the particles), of about 1.8, it is 
concluded that the origin of increased MAE is not shape-induced. In addition, the 
calculations of the free surface energy support the idea that the observed increased MAE 
cannot be due to shape anisotropy. A strain of 0.9 % is enough to show FM behavior at RT in 
case of 12 nm Fe particles, but the increased MAE cannot be due to strain effects since the 
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elastic energies needed to maintain such strains are of order of hundreds of eV compared with 
0.67 eV needed to show FM behavior at RT [cf. Fig. 5.22]. Finally, the random orientation of 
the easy axes of the present FM particles excludes significant contributions from interface 
anisotropy, since these effects would lead to a preferred in-plane (e.g. due to the slight 
flattening of the particles) or out-of-plane orientation of the magnetization. 
Considering all anisotropic contributions one can conclude that the magnetic state of iron 
nanostructures is strongly correlated with their structure. The FM state of the NPs was found 
to be metastable [18] and can spontaneously relax to a state which exhibits the anticipated 
superparamagnetic behavior [cf. Figs. 5.12(e) and (f)]. This indicates that the present MAE 
could be governed by intrinsic properties such as structural defects due to the particle 
deposition process. The latter can, even under soft landing conditions, create dislocations in 
the nanoparticles [87]. This argument is supported by the observation of irreversible changes 
of the magnetic properties upon heating to higher temperatures (420 K cf. Fig. 5.17), which 
might be attributed to a thermal annealing of structural defects.  
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Chapter 6 
 
Co and Ni particles on Si 
 
Adapted from [62], this chapter presents a comparative study between different magnetic NPs 
deposited on the same type of substrate in order to determine whether the observed 
phenomena in Chapter 5 are restricted to that particular system, or whether it might be also 
observed in other nanoparticle/substrate systems. The ultimate goal is to clarify the origin of 
the high anisotropy state of Fe NPs presented in the previous chapter. The magnetic 
properties of Co and Ni NPs deposited under soft landing conditions onto passivated Si 
substrates are discussed in this chapter. Despite the fact they have the same atomic fcc 
structure, the nickel and the cobalt particles demonstrate different magnetic behavior: while 
the fcc Ni particles only exhibit the expected superparamagnetic behavior the fcc Co particles 
are ferromagnetically blocked or superparamagnetic at room temperature, irrespective of their 
size and the anticipated size-related scaling laws, similar with the Fe nanoparticles. The 
experimental findings are compared with the respective calculated magnetic anisotropy 
contributions of these two different types of deposited nanoparticles and confirm the 
assumption of the enhanced MAE due to structural defects generated in the particle 
deposition process. 
76 
 
6.1. Co NPs on Si substrate 
 
Co NPs prepared and deposited onto passivated Si substrates under the same conditions as the 
Fe NPs described in previous chapter were investigated. While for gas phase prepared Fe 
particles in the present size range mostly cubic or spherical particles with bcc structure have 
been reported in the literature, the situation is more complex for Co and the nature of the 
particles depends critically on the cluster growth conditions, including the cluster source 
operation parameters and sample treatment upon deposition. This is due to a subtle balance of 
surface and chemical binding energies in determining the lowest energy structural 
configurations [96]. In Ref. [105] hcp ( -phase) Co has been found for particles larger then 
about 30 nm. Between 30 nm and 20 nm a mixture of hcp- and fcc (  )-phases is found, 
while below 20 nm only fcc particles are found. Notably, the fcc phase is not trivial (due to 
competition between hcp and fcc structures), but might be established by multiple twinned 
icosahedra, which are however metastable and can be transformed to single crystalline fcc 
particles by annealing to 300°C [37]. The different structural motifs are likely to show 
significantly different magnetic properties. For instance single crystalline hcp particles might 
have a strong uniaxial anisotropy due to the lower hexagonal symmetry. In contrast, the fcc 
particles will have a cubic MCA, which provides even smaller magnetic energy barriers when 
compared to soft-magnetic Fe. Finally, the multiple twinned structures may demonstrate a 
different behavior due to the presence of the internal interfaces. This inherent complexity is 
also reflected in the chemical synthesis, which allows a large variety of shapes and structures 
to be prepared, cf. e.g. [106], which might give rise to a rich variety of magnetic properties. 
Small Co particles have been found to show significantly enhanced magnetic anisotropy [10]. 
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6.1.1. Structural characterization 
 
 
FIGURE 6.1. Ex situ SEM image of Co NPs upon deposition onto passivated Si(100) wafers. 
Inset: High resolution SEM image of individual Co NPs (left: bad-shaped particles and right: 
typical well-shaped particle selected for further analysis). Adapted from [62]. 
 
Co NPs in the present size-range, prepared with the ACIS, possess bulk-like magnetic 
moments [107]. In situ structural characterization with scanning tunneling microscopy on 
supported Co NPs revealed indication for a faceted shape [108] in accordance with 
complementary ex situ TEM measurements, which further indicated single crystalline fcc 
particles [54]. Ex situ SEM of the present Co NPs on SiOx reveals a significantly higher 
portion of imperfectly-shaped particles then that seen for Fe, as shown in Fig. 6.1. This might 
reflect a more complicated oxidation behavior compared to Fe. However, as in the case of Fe, 
only well shaped particles are selected for further analysis. The overview SEM image in Fig. 
6.1 confirms a nearly random spatial distribution of the particles with a particle density of a 
few NPs per μm2. AFM data taken from the well-shaped particles reveal, without correcting 
for the oxide shell that forms upon exposure to ambient air, a mean particle height of 14 nm 
(compared with 12 nm for Fe NPs, for the same parameters of the cluster source). This 
variation cannot be simply assigned to the different atomic density of Fe and Co, but could 
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reflect the different oxidation behavior. The full distribution of particle sizes ranges from 8 to 
23 nm [Fig. 6.2]. 
 
 
FIGURE 6.2. AFM size distribution of the Co NPs. Adapted from [62]. 
 
 
FIGURE 6.3. (a) In situ RHEED diffraction patterns of supported Co NPs with a mean size of 
about 14 nm at room temperature as deposited and (b) at 500°C. Adapted from [62]. 
 
In situ reflection high energy electron diffraction (RHEED) investigations were done in order 
to reveal the crystallographic structure and orientation of the particles. The obtained RHEED 
measurements of the deposited Co NPs are shown in Fig. 6.3(a) and (b). The presence of 
Laue diffraction rings in the RHEED pattern indicates that the deposited Co NPs are 
randomly oriented on the Si substrate and have an fcc structure in agreement with previous 
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TEM characterization [54]. The texture visible in the (200) and the (111) rings indicates that 
the NPs are preferentially oriented with their {001} and {111} surface facets parallel to the 
surface. Similar to Fe, the diffraction rings for Co NPs remain stable in time and with 
increasing the temperature up to 500°C [cf. Fig. 6.3(a) and (b)].  
 
6.1.2. Magnetic properties 
 
 
FIGURE 6.4. (a) X-ray PEEM elemental contrast image of Co NPs (white dots). (b) 
Corresponding XMCD contrast image. There are particles which demonstrate magnetic 
contrast (white circles) and particles which show no magnetic contrast (dashed circles). The 
images are recorded in situ at room temperature. Adapted from [62]. 
 
Elemental and magnetic contrast images of Co particles were obtained analogously to those 
of the Fe particles, and are shown in Fig. 6.4(a) and (b).  The elemental image is obtained by 
dividing the image taken at L3 Co edge of 778 eV with a pre-edge image at 770 eV. The 
XMCD image [Fig. 6.4(b)] recorded at the L3 Co edge shows that some of the Co NPs show 
clear magnetic contrast ranging from white to black at RT.  
The normalized XMCD values of the well-shaped selected NP are plotted in Fig. 6.5. The 
histogram of the normalized XMCD values of the individual NP reveals a peak at zero 
XMCD contrast (SPM particles) on top of a flat distribution of finite contrast values (FM 
particles) irrespective of the size of the particles [Fig. 6.6], similarly to the Fe case [Fig. 
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5.21]. In the following sections, the magnetic properties of Co particles will be discussed, in 
analogy to the Fe case in the previous chapter. 
 
 
FIGURE 6.5.  Distribution of normalized XMCD contrast values obtained from the data in 
Fig 6.4 (b). Adapted from [62]. 
 
 
FIGURE 6.6. AFM height distribution of the Co particles. The magnetic state of the particles 
is highlighted with red for FM and shaded for SPM. Adapted from [62]. 
 
6.1.3. Calculations: different anisotropies contributions 
 
6.1.3.1. Magnetocrystalline anisotropy  
 
The RHEED measurements reveal that the Co particles crystallize in the fcc phase. Since for 
fcc Co 52 105.1 K  erg/cm
3
 is a factor of 5 smaller than 51 104.7 K  erg/cm
3 
= 3.8 
µeV/atom, its contribution will be neglected in what follows and only the first term of the 
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anisotropy will be considered. In this case with 02 K  and K1<0, the maxima and minima 
are interchanged as compared to the case of Fe, the highest energy bulges are in directions 
perpendicular to the cubic faces (<100>) and the lowest energy dimples are along the body 
diagonals (<111>). The associated energy barrier to switch the magnetization between 
different minima directions (for example from one direction along the body diagonal to the 
opposite) is 
1243
111
]110[]111[,
VKVKVK
EEE MCAm  [52]. As mentioned above, the full 
distribution of Co particles heights [Fig. 6.2], measured ex situ by AFM, reaches from 8 to 23 
nm with a broad peak around the mean value of 14 nm. The biggest particles consist of about 
380,000 atoms with a total MAE of about 44.1MAEE eV and an energy barrier of 
12.012/,  MAEMCAm EE  eV [See Fig. 6.7]. When compared to Fe NPs, the respective MCA 
energy barriers for Co NPs are significantly smaller. Thus, all Co particles are predicted to be 
SPM at room temperature, in contrast to the experimental observations. The energy barrier 
required to have ferromagnetic Co nanoparticles at RT is 674.0mE  eV, when using an 
attempt frequency 
9
0 10864.1   s
-1
 (See Appendix 1). 
 
 
FIGURE 6.7. Magneto-crystalline anisotropy energy barriers for fcc Co particles as a 
function of the particle size, and difference in energy needed to stabilize FM particles at 
room temperature. Adapted from [62]. 
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6.1.3.2. Surface anisotropy  
 
The surface anisotropy in fcc Co particles with spherical shape induces an additional cubic 
anisotropy whose easy axes are along the cubic faces (<100>). This means that, opposite to 
what happens with bcc Fe NPs, the surface anisotropy in fcc Co particles competes with the 
core MCA. For small values of the local surface anisotropy, the effective anisotropy of the 
particle is reduced with respect to the bulk value. On the other hand, for high values of 
1300KKS   the surface contribution to the effective anisotropy is the dominant term, 
resulting in a re-orientation of magnetic easy axes of fcc Co nanoparticle and for 
1400KKS   leads to an increase of the effective anisotropy, see Fig. 6.8. As such large 
surface contributions are not physical, this increase cannot explain the thermal stability of the 
fcc Co nanoparticle at RT. 
 
FIGURE 6.8. Total (MCA + surface anisotropy) energy barrier for a spherical Co particle of 
8, 12 nm in diameter as a function of the ratio between the local surface anisotropy constant 
and the cubic anisotropy constant (KS/K1). Adapted from [62]. 
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6.1.3.3. Shape anisotropy  
 
Considering the same deformation factor [37] and the same volume of the particle as 
discussed in the previous chapter, the energy barrier given by shape anisotropy differs from 
one element to another by the square of the saturation magnetization. Thus, Co particles with 
the same shape have an energy barrier smaller by a factor of 1.65 when compared to Fe 
particles. Therefore, shape-induced enhanced energy barriers in Co NPs are even less likely 
to be responsible for the observed FM states. Nevertheless, assuming the particle is distorted 
along one direction and conserves its volume, we calculate the shape anisotropy energy as a 
function of moment direction for different values of eccentricity. Even in the most favorable 
configuration, for a maximum energy barrier to overcome the superparamagnetic limit at RT 
by shape deformation, the smallest Co particle of 8 nm diameter needs an aspect ratio of 2.6 
[cf. Fig. 6.9]. As with Fe NPs, the shape anisotropy cannot explain the observed MAE in Co 
particles. 
 
FIGURE 6.9. Total (shape +MCA) anisotropy energy barrier for a prolate ellipsoid Co 
particle of 8, 12, 20 nm in diameter as a function of the aspect ratio difference from a sphere. 
Adapted from [62]. 
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6.1.3.4. Strain effects  
 
An analogous treatment of the Co particles reveals that to obtain an energy barrier of about 
0.67 eV a strain of ~ 1.3 % is sufficient. However, the elastic energy needed to induce such a 
strain is still of the order of a few hundreds of eV [cf. Fig. 6.10] and thus unlikely. Therefore, 
for the Co particles as well, homogenous strain is unlikely to be the cause of the increased 
magnetic energy barriers.  
 
FIGURE 6.10. Elastic energy needed to induce a strain sufficient to show stable FM state at 
room temperature in a Co particle of 8, 12 and 20 nm diameter as a function of the strain 
strength. Adapted from [62]. 
 
6.1.4. Conclusion 
 
Investigating, by means of PEEM and XMCD, Co particles in the size range from 8 to 23 nm 
deposited on passivated Si(100) substrates, it was found that fcc Co nanoparticles can have 
substantially different magnetic properties compared with bulk Co. The distribution of 
magnetic asymmetries at room temperature revealed the co-existence of ferromagnetic NPs 
with significantly modified magnetic energy barriers and superparamagnetic NPs with more 
bulk-like properties at all sizes in the distribution.  
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To overcome the SPM limit and show FM contrast at room temperature, the particles need a 
magnetic energy barrier of about 0.67 eV, which is in all cases much larger than the bulk 
MCA as is indicated in Fig. 6.7.  The surface anisotropy contributions, inducing an additional 
cubic anisotropy whose easy axes are along the cubic faces (<100>), competes with the core 
MCA, for small values of the local surface anisotropy, or in the case of bigger values 
reorients the magnetic easy axis and cannot explain either the observed FM states (Fig. 6.8.). 
Regarding shape induced anisotropy, in case of fcc Co, even in the most favorable 
configuration, for a maximum energy barrier to overcome the superparamagnetic limit at RT 
by shape deformation, the smallest Co particle of 8 nm diameter needs an aspect ratio of 2.6 
[cf. Fig. 6.9]. Since these deformations are excluded from our analysis, the shape anisotropy 
cannot explain the observed MAE in Co particles. In addition, the calculations of the free 
surface energy support the idea that the observed increased MAE cannot be due to shape 
anisotropy. A strain of 0.4 % is sufficient to show FM behavior at RT in case of 12 nm Co 
particles, but the increased MAE cannot be due to strain effects since the elastic energies 
needed to maintain such strains are of order of 100 eV (Fig. 6.10). Considering all the 
anisotropic contributions one can conclude that the magnetic state of Co nanostructures, 
similar with the case of Fe, is strongly correlated with their structure.  
In conclusion, it is found experimentally that fcc Co NPs show a coexistence of FM and SPM 
particles irrespective of the sizes of the particles, similarly to bcc Fe particles when deposited 
on the passivated Si surfaces. Evaluating the most relevant contributions to the MAE, the 
presence of the FM state with such a high MAE is also not explained by the properties known 
from bulk fcc Co. Being not related with size nor with any magnetic anisotropy contributions, 
the remaining possibilities might again be associated with localized defects in the particles. 
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6.2. Ni NPs on Si substrate 
 
As a third system, Ni NPs deposited onto the same Si substrates were investigated. The 
properties of Ni NPs were compared to that of Fe and Co.  
 
6.2.1. Structural characterization of Ni particles 
 
 
FIGURE 6.11. Ex situ SEM image of Ni NPs upon deposition onto passivated Si(100) 
wafers. Inset: High resolution SEM image of an individual Ni nanoparticle (left: non-ideal-
shaped particles and right: typical well-shaped particle selected for further analysis). Adapted 
from [62]. 
 
High resolution SEM images on individual particles reveal a high fraction of well-shaped Ni 
particles [cf. the inset on the right hand of Fig. 6.11], which resembles more closely the case 
of Fe than that of Co. The AFM size distribution of Ni particles is shown in Fig. 6.12. The 
height of the particles varies from 6 to 18 nm, with a mean value around 10 nm. 
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FIGURE 6.12. AFM height distribution of Ni NPs. Adapted from [62]. 
 
The in situ RHEED measurements reveal that the Ni particles crystallize in the bulk fcc 
structure [Fig. 6.13]. As for the Fe and Co cases, the Ni NPs have a random orientation on the 
Si substrate and again the different Laue diffraction rings remain stable in time and with 
increasing the temperature to more than 500°C [cf. Fig. 6.13(b)]. Similarly to the Co 
particles, the RHEED patterns of Ni NPs deposited on SiOx present a texture in the (200) and 
the (111) rings indicating that the NPs prefer to rest with their {001} and {111} surface facets 
parallel to the surface. 
 
 
FIGURE 6.13. In situ RHEED diffraction patterns of supported Ni NPs with a mean size of 
about 10 nm at room temperature as deposited and (d) at 500°C. Adapted from [62]. 
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6.2.2. Magnetic properties  
  
 
FIGURE 6.14. (a) X-ray PEEM elemental contrast image of Ni NPs (white dots). (b) 
Corresponding XMCD contrast image. The particles show no magnetic contrast (dashed 
circles). The images are recorded in situ at room temperature. Adapted from [62]. 
 
 
FIGURE 6.15. Distribution of normalized XMCD contrast values obtained from the data in 
(b) indicating that all Ni NPs are SPM. Adapted from [62]. 
 
X-ray PEEM data of the Ni NPs are shown in Fig. 6.14(a) and (b). The XMCD image Fig. 
6.14 (b) reveals no FM states in this system: the particles show no magnetic contrast at room 
temperature. By evaluating the normalized XMCD contrast of the particles, a histogram [Fig. 
6.15] is obtained which presents only a peak at zero XMCD contrast associated to the SPM 
character of the particles, as expected when considering Ni bulk values of the anisotropy 
contributions (see below) but in clear contrast to the behavior of the Fe and Co NPs. Thus for 
the Ni NPs, only the as-expected SPM behavior is observed for all sizes from 6 to 20 nm [See 
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Fig. 6.16]. Even though the FM state is absent, a thorough discussion of the anisotropy 
contributions for comparison with the cases of Fe and Co above is given next. 
 
 
FIGURE 6.16. AFM height distribution of the SPM Ni particles. All particles are SPM 
(shaded) irrespective of their size. Adapted from [62]. 
 
6.2.3. Calculations of different anisotropies contributions 
 
6.2.3.1. Magnetocrystalline anisotropy 
 
Since for the case of fcc Ni, both anisotropy constants K1 and K2 are negative, with K1<0 and 
)
4
9
,( 12
K
K  , the easy axes are orientated along the <111> directions (body diagonal - 
minimum energy), with hard axes (directions of greatest energy) along the <100> directions 
and intermediate axes (saddle points) in the energy along the <110> directions. In order to 
switch the magnetization from one easy axis to another due to MCA energy, the NP’s 
magnetic moment has to overcome an energy barrier which is the difference between the 
energy in the easy direction (
273
21
]111[
VKVK
E  ) and that in the intermediate direction (
4
1
]110[
VK
E  ). As shown in Fig. 6.17 the resulting magnetic energy barriers are one order of 
magnitude smaller when compared to the fcc Co particles. 
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FIGURE 6.17. Magneto-crystalline anisotropy energy barrier for fcc Ni particles as a 
function of the particle size. Adapted from [62]. 
 
The magneto-crystalline anisotropy of 41 107.5 K  erg/cm
3 
= 28.0  µeV/atom and 
4
2 103.2 K erg/cm
3
 = 12.0  µeV/atom for fcc Ni will give an energy barrier of 
01.0, MCAmE  eV for a particle of 20 nm [See Fig. 6.17]. This value is considerably smaller 
than the minimum energy needed to have FM Ni particles at RT, 71.0mE  eV, considering 
an attempt frequency 
8
0 1059.4   s
-1
 (See Appendix 1). 
 
6.2.3.2. Surface anisotropy  
 
The contribution of the surface anisotropy to the total magnetic anisotropy in fcc Ni particles 
was numerically evaluated following the same strategy as in the bcc Fe and fcc Co cases. 
Similarly to the fcc Co case, it was observed that the additional cubic anisotropy induced by 
the surface anisotropy compete with the Ni magneto-crystalline anisotropy. For simulations 
SK  is used as a variable parameter ranging from 1800K to 1800K , which were considered 
as extreme cases. For the whole range of SK  studied here, the effective magnetic anisotropy 
is reduced with respect to the pure MCA value, see Fig. 6.18. 
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FIGURE 6.18. Total (MCA + surface anisotropy) energy barrier for a spherical Ni particle of 
8, 12 nm in diameter as a function of the ratio (Ks/K1) between the local surface anisotropy 
constant and the cubic anisotropy constant. Adapted from [62]. 
 
6.2.3.3. Shape anisotropy  
 
 
FIGURE 6.19. Total (MCA + shape anisotropy) energy barrier for a prolate ellipsoid Ni 
particle of 8, 12, 20 nm in diameter as a function of the aspect ratio difference from a sphere. 
Adapted from [62]. 
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The shape anisotropy is proportional with the square of saturation magnetization, which is 
three times smaller in case of Ni compared with Co and Fe, so having stable FM Ni particles 
due to shape anisotropy would need even bigger elongations than for Fe and Co [cf. Fig. 
6.19]. In particular, for Ni particles with diameter < 12 nm, not even an aspect ratio of 10 
would be sufficient to overcome the fluctuating SPM limit. 
 
6.2.3.4. Strain effects  
 
In order to obtain an energy barrier of about 0.67 eV a strain of ~ 1.2 % would be sufficient 
to obtain a FM state for the smallest Ni particles at room temperature, and the elastic energy 
needed to induce such a strain is of order of hundreds of eV [cf. Fig. 6.20], similarly to the 
Co case. 
 
FIGURE 6.20. Elastic energy needed to maintain a strain to show stable FM state at room 
temperature in a Ni particle of 8, 12 and 20 nm diameter as a function of the strain strength. 
Adapted from [62]. 
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6.2.4. Conclusion 
 
Fcc Ni NPs in the size range from 8 to 20 nm deposited on passivated Si(100) substrates were 
investigated by means of PEEM and XMCD effect at RT. It was found that Ni particles are 
SPM at RT as expected from bulk fcc Ni anisotropy. 
To overcome the SPM limit and show FM contrast at room temperature, the particles need a 
magnetic energy barrier of  0.7 eV, which is almost hundred times larger than the bulk MCA 
as is indicated in Fig. 6.17.  Considering all the anisotropic contributions one can conclude 
that fcc Ni particles need much larger anisotropy contributions to overcome the SPM limit.  
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Chapter 7 
 
Fe NPs on different substrates 
 
In this chapter the results of a preliminary study of the magnetic properties of Fe 
nanoparticles deposited under the same conditions onto different crystalline substrates are 
presented. Fe particles deposited on W(110) show SPM behavior, as expected from theory, in 
contrast to Fe NPs deposited on Si(001), which show a coexistence of SPM and FM particles. 
We also attempted to study the properties of Fe NPs deposited on an antiferromagnetic 
NiO(001) surface; however, due to charging of the NiO surface, the magnetic state could not 
be resolved. For the case of Fe NPs deposited on Cu(001), we find that the particles diffuse 
into the Cu crystal. In conclusion, the interface effects could affect the magnetic properties of 
the particles.  
 
In the previous experiments we have observed that supported 3d magnetic NPs with sizes 
from 8 to 20 nm, exhibit enhanced magnetic moments irrespective of their sizes [62]. Taking 
into consideration the different anisotropic contributions, the origin of the reported high 
anisotropy state was associated with a meta-stable structural state due to the presence of local 
defects within the NPs which can be associated with the NP-substrate interface, which is 
strong enough to cause ferromagnetic states in case of iron and cobalt nanoparticles, but not 
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in the case of nickel. To verify if the behavior and the properties of the supported 
nanoparticles depend on the interface between nanoparticle and substrate surface, Fe 
nanoparticles were deposited under the same conditions onto different substrates [Fig. 7.1]. 
 
 
FIGURE 7.1. X-ray PEEM elemental contrast images of Fe NPs (white dots) randomly 
deposited on (a) Si(001), (b) NiO(001), (c) W(110) and (d) Cu(001) substrates.  
 
7.1. Fe NPs on W(110) 
 
 
In what regards Fe nanoparticles deposited at RT onto a W(110) substrate, it was reported  
that the particles are randomly orientated  with a preferred  tendency to rest on the surface 
with the {001} and {110} facets [109]. The orientation yield important implications when 
analyzing the magnetic properties of the particles. Even though in general a random 
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orientation of  the particles should result in isotropic magnetic properties,  a preferred  in-
plane magnetization of such a deposit was reported [64].  The measurements were an average 
over a large ensemble of nanoparticles. The preferred in-plane orientation was ascribed to a 
slight flattening of the particles upon deposition and the resulting combination of shape and 
interface anisotropy contributions.  
 
 
 
FIGURE 7.2. (a), (c) X-ray PEEM elemental contrast images of Fe NPs (white dots) 
randomly deposited on a W(110) substrate obtained with the x-rays incident along (a) the 
W[1 1 0] and (c) the W[001] direction. (b) , (d) Corresponding XMCD contrast image. All the 
particles reveal no magnetic contrast. The images are recorded in situ at room temperature. 
 
Fe NPs deposited on W(110) show clear visible elemental contrast in the PEEM, as one can 
observe in Fig. 7.2 (a), (c) for two perpendicular directions of the sample corresponding to 
W[1 1 0] and W[001], but without magnetic contrast [Fig. 7.2 (b), (d)]. No dichroism was 
observed for any of the two perpendicular directions. The marker in the center allows us to 
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identify the same particles in different images taken with different microscopes and in this 
way to correlate the magnetic properties with their shapes. In SEM the particles look very 
similar with the particles deposited on Si(001), having the same percentage of well-shaped 
and badly shaped particles, with most of the particles being highly symmetric and compact 
[Fig. 7.3(a)-(c)]. The agglomerated particles appear just slightly elongated [Fig. 7.3(d)-(f)] 
compared with well-shaped ones. These particles show no dichroism either. 
 
 
FIGURE 7.3. High resolution SEM images of individual Fe NPs deposited on W(110). (a)-(c) 
typical well-shaped particles. (d)-(f) non-ideal-shaped particles.  
 
In conclusion, Fe NPs on W(110) show no dichroism, so they are SPM as expected from 
theory, which allow us to conclude that the magnetic blocked states of Fe particles are 
specific to Fe NPs on Si(001). In addition, we can exclude that the particles have a wide 
distribution of shapes, which could lead to ferromagnetism. 
 
7.2. Fe NPs on NiO(001) 
 
We attempted to study single Fe nanoparticles coupled to antiferromagnetic NiO(001) 
surfaces, namely, a NiO single crystal and 25 nm-thick NiO films deposited onto (001) 
Nb:SrTiO3. For the NiO thin films, no antiferromagnetic (AFM) domains were visible in 
PEEM. For the NiO single crystal, AFM domains were imaged [Fig. 7.4(a)]. We were able to 
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reduce the charging effects in the NiO substrate but they still strongly affected the measured 
signal of the deposited particles [see Fig. 7.4(b)], to the extent that the isotropic x-ray 
absorption at the Fe L3 edge was reduced by a factor of about 10 compared to particles 
deposited on our standard Si substrates. Such a low signal-to-noise ratio precluded the 
detection of XMCD magnetic contrast of individual Fe nanoparticles [Fig. 7.4(c)]. 
 
 
 
FIGURE 7.4. (a) X-ray magnetic linear dichroism (XMLD) image of NiO domains. This 
image is recorded at the Ni L3 edge. (b) X-ray PEEM elemental contrast images of Fe NPs 
(white dots) randomly deposited on a NiO(001) crystal. (c) Corresponding XMCD contrast 
image.  
 
7.2. Fe NPs on Cu(001) 
 
We tried as well to image using PEEM Fe NPs with slightly smaller sizes deposited on 
Cu(001) substrates. In the elemental image two types of contrast was observed: bigger spots 
with clear visibile elemental contrast and smaller dots, apparently corresponding to particles 
burried under the Cu(001) surface [Fig. 7.5(a)]. Since this sample has no marker which 
allows us to identify the same particle in different microscopes, it remains unclear if the 
bigger spots are agglomerates of particles and the smaller dots are particles which are burried 
into the surface. The magnetic contrast is shown in Fig. 7.5(b). Very few particles exhibit 
magnetic contrast. 
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FIGURE 7.5. (a) X-ray PEEM elemental contrast image of Fe NPs randomly deposited on a 
Cu(001) substrate. (b) Corresponding XMCD contrast image. The images are recorded in situ 
at room temperature. 
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Chapter 8 
 
Discussion and conclusion 
 
Nanoscale ferromagnetic materials have attracted much interest for industry [1-3] and 
fundamental research [4,5] due to their unexpected magnetic properties when compared with 
bulk materials such as enhanced magnetic moments and magnetic anisotropies [8,9]. The 
experiments and calculations performed in this thesis aimed at understanding the fundamental 
physical laws governing the unusual magnetic behavior found in nanoparticle systems and 
elucidate the controversies found in the literature, by directly observing the behavior at the 
level of individual nanoparticles. The aim was to find if the magnetic properties scale with 
particle size at nanoscale or if there is a breakdown of the usual scaling laws linking magnetic 
properties to size at the nanoscale that is material dependent. This is made possible by 
advanced X-ray micro-spectroscopy techniques that allow the direct measurement of the 
magnetic and electronic properties of materials down to the nanoscale.  
In this work, Fe, Co and Ni particles in the size range from 8 to 20 nm deposited on 
passivated Si(100) substrates were investigated. Using x-ray PEEM combined with XMCD 
we found that bcc Fe and fcc Co particles exhibit a similar behavior, showing a surprising 
coexistence of particles in ferromagnetic and superparamagnetic states at room temperature, 
irrespective of their size, while fcc Ni particles are superparamagnetic at all sizes. While the 
behavior of the Ni nanoparticles is as expected based on the bulk anisotropy values, the 
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presence of magnetically blocked Fe and Co nanoparticles is entirely unexpected. Fe and Co 
particles are FM and SPM for the same size of the particles disobeying the usual scaling laws. 
The FM state of Fe and Co particles at room temperature indicates significantly modified 
local properties when compared to the bulk counterparts. As shown in Fig. 8.1, to overcome 
the SPM limit and show FM contrast at room temperature, the particles need a magnetic 
energy barrier of about 0.7 eV, which is in all cases much larger than the expected MCA 
when considering the known bulk properties.  
 
 
FIGURE 8.1. Magneto-crystalline anisotropy energy barrier at room temperature as a 
function of particle diameter in case of bcc Fe, fcc Co and fcc Ni NPs. Adapted from [62]. 
 
We have considered the possible origin for this enhanced magnetic anisotropy. We find that 
surface anisotropy contributions (Fig. 8.2) cannot explain the observed FM states. For 12 nm 
particles not even for a surface anisotropy 900 times larger than 1K , the cubic anisotropic 
constant for bulk, the surface contribution is enough to induce FM behavior at RT, for both 
Fe and Co. 
For particles larger than 12 nm (cf. Fig. 8.3) one finds that small deviations from the perfect 
spherical shape (elongated particles with aspect ratio around 1.2 in case of Fe and Co) could 
induce a stable FM state in our particles, ignoring the free surface energy needed to maintain 
such an elongated shape for the particles. However, since also the smaller particles, down to 8 
nm, show stable FM behavior at room temperature and the corresponding values of the shape 
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anisotropy would require unexpected aspect ratios (based on our structural characterization) 
of about 1.8 for Fe particles and 2.6 in case of Co particles, we conclude that the origin of 
increased MAE is not shape-induced. 
 
 
FIGURE 8.2. Total (MCA + surface anisotropy) energy barrier for a 12 nm spherical bcc Fe, 
fcc Co and fcc Ni particle as a function of the ratio (Ks/K1) between the local surface 
anisotropy constant and the cubic anisotropy constant. Adapted from [62]. 
 
 
FIGURE 8.3. Total anisotropy (MCA + shape anisotropy) energy barrier for a prolate 
ellipsoid Fe, Co and Ni particle as a function of the aspect ratio starting from a perfect 12 nm 
diameter sphere. Adapted from [62]. 
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Note that the shape anisotropy contribution is very similar for Fe and Co particles, but much 
smaller for Ni due to the smaller magnetization. This situation is different when considering 
the magneto-elastic contributions, cf. Fig. 8.4. Here Ni and Co show a similarly large effect, 
while Fe shows a much smaller contribution, because of magnetoelastic coefficients. For 
example, in the case of 12 nm diameter particles (cf. Fig. 8.4), Co and Ni particles will need a 
homogeneous strain of 0.3 % to show magnetic contrast at room temperature, while Fe 
particles will need a strain three times larger. However, since the elastic energies needed to 
maintain such strains are of order of hundred eV, we conclude that it is unlikely that strain is 
the origin of the enhanced MA of the Fe and Co nanoparticles. 
 
 
FIGURE 8.4. Elastic energy needed to maintain a strain to show stable FM state a RT in a Fe, 
Co and Ni particle of 12 nm diameter. Adapted from [62]. 
 
Since these different properties described above are not related either with the 
crystallographic structure (same behavior in bcc Fe and fcc Co), nor with the element and 
different MAE (Fe, Co and Ni), nor with strain (different behavior for same values of Co and 
Ni particles), and nor to the size of the particle (from 8 to 20 nm), we conclude that the origin 
of the high anisotropy state in Co and Fe is probably associated with a meta-stable structural 
state due to the presence of local defects within the NPs. Such defects might either be 
dislocations or defects associated with the NP-substrate interface, which are strong enough to 
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cause ferromagnetic states in case of iron and cobalt nanoparticles, but not in the case of 
nickel. 
In summary, the co-existence of two distinct classes of magnetic behavior, magnetically 
blocked (which may be related to a meta-stable structural state in the nanoparticle) and 
superparamagnetic nanoparticles, irrespective of their size, is found to occur in bcc Fe 
nanoparticles and fcc Co nanoparticles but not in fcc Ni nanoparticles. Given the assertion 
that the meta-stable structural state responsible for the anomalous ferromagnetic behavior is 
due to defect content within the nanoparticles, this result suggests that the existence of such 
defects is independent of the bcc and fcc crystallographic structure. That ferromagnetic 
particles are not observed for fcc Ni need not suggest an absence of defect structures within 
the Ni nanoparticles, but rather an insensitivity of its magnetic properties to the defect – a 
proposition which is not incompatible with Ni being a "hard" ferromagnetic when compared 
to both Fe and Co. 
As shown in Chapter 7, the high anisotropy state in Fe NPs deposited on Si substrate is 
related with interface effects since Fe NPs deposited on W(110) are SPM for any of the two 
perpendicular directions W[1 1 0] and W[001], as expected considering bulk like anisotropy. 
In addition badly-shaped Fe particles deposited on W(110) are also SPM, which means that 
we can exclude that the shape anispotropy is the responsible factor for ferromagnetism in 
these particles. 
Moreover, our results show that interpretation of ensemble measurements needs particular 
care, even when performing in situ studies of mono-dispersed nanoparticle samples with high 
chemical purity and deposited on a chemically inert substrate. Besides the variation in shape, 
particles of similar size can show significantly different magnetic properties or simply not 
obey expected scaling behaviors. The badly-shaped particles might possess significantly 
different properties compared to well-shaped particles and may contribute in a complex 
manner to ensemble measurements, an aspect that will merit further work. 
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Appendix 1 
 
Arrhenius prefactor  
 
The attempt frequency prefactor 0v  depends on the temperature, the nanoparticle’s magnetic 
moment )(TMV s  (with V  being the particle volume), and the nature of the MAE (cubic or 
uniaxial) as discussed in Refs. [52] and [50].  In the following, the attempt frequency and 
energy barriers required by spherical nanoparticles to yield 20exp  s at room temperature 
are calculated for 20 nm Fe, Co and Ni particles. These are the minimum energy barriers 
required to observe magnetically blocked states in our experiments. 
For uniaxial anisotropy systems, the attempt frequency prefactor 
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indirectly through the magnetization and anisotropy, which are also temperature dependent.  
In the case of cubic anisotropy (with 0CK ) a relation for the attempt frequency used by 
Coffey in Ref. [52] in the case of 1  is 
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The particle magnetization temperature dependence can be modeled to first order as follows: 
CC
SS
T
T
M
T
T
TMTM  11)0()( 0  where CT  is the Curie temperature. 
The temperature dependence of the anisotropy is not considered, because the anisotropy 
values used in the calculation correspond to room temperature. 
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Since experimentally it was observed that Fe nanoparticles switch clearly between two 
opposite states with positive and negative XMCD contrast, indicating a dominant uniaxial 
anisotropy contribution, in the case of Fe particles a uniaxial case was also considered. The 
attempt frequencies at room temperature for spherical particles with a diameter of 20 nm, 
using the bulk values for the material parameter of Fe, Co and Ni, are presented in Table 1. 
The values of the attempt frequencies are similar for cubic Fe, Co and Ni.  
 
Material Uniaxial type Cubic (K>0) Cubic (K<0) 
Fe 2.1×10
10 
Hz 6.3×10
9 
Hz  
Co   1.9×10
9 
Hz 
Ni   0.46×10
9 
Hz 
Table 1. The attempt frequency (at room temperature) for spherical nanoparticles with D=20 
nm. 
 
Material Crystal 
structure 
Lattice 
parameter 
(nm) 
Magnetic 
moment (
B /atom) 
Number of 
spins 
Curie 
temperature 
(K) 
Anisotropy 
constant 
(µeV/atom) 
Fe bcc 0.287 2.17 354669 1044 3.3 
Co fcc 0.355 1.72 375381 1403 -3.8 
Ni fcc 0.352 0.6 383913 631 -0.28 
Table 2. Lattice parameter, magnetic moment, Curie temperature, anisotropy constant and 
number of spins used to simulate the energy barriers in case of 20 nm Fe, Co, and Ni. 
 
Using the values from Table 2, the energy barriers required to satisfy the condition that the 
relaxation time equals the experimental time 20exp t s, is given by the following 
expressions: 
 Uniaxial case: 
TkE
m
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 Cubic (K>0) case: 
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The corresponding values are shown in Table 3. 
 
Material Uniaxial type Cubic (K>0) Cubic (K<0) 
Fe 0.67 eV 0.68 eV  
Co   0.67 eV 
Ni   0.7 eV 
Table 3. Simulated energy barrier required for a 20 nm particles to be ferromagnetic at RT, 
for 20exp c s and a damping of 0.1 . 
 
As shown in Table 3, the energy barriers that the particles require to exhibit a magnetic 
blocked behavior at room temperature are very similar for Fe, Co and Ni, of about 0.7 eV. 
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