The objective of this study is to develop and evaluate a new deep learning architecture, namely regenerative semi-supervised bidirectional W-network (RSS-BW), to predict the tumor state of the knee bone from radiographic images. First, we constructed an autoencoder model, called Bidirectional W-network (BW), for segmenting three-region (i.e., femur, tibia, and fibula) of knee bone. Using these regions as input data, RSS-BW architecture consisting of the autoencoding model for regenerating the bone structures, the backbone model for extracting features with pretrained ImageNet, and the predicting model for knee bone tumor classification are established. The developed scheme rapidly obtained segmentation results of the three-region of knee bone with a mean dice score of 98.06 ± 0.08%. Moreover, two types of classification are conducted: single-step and double-step. The single-step classifies the bone images into normal, benign, and malignant states. The mean values of accuracy, precision, recall and F-beta score obtained from the segmented images were 85.23±3.91%, 82.23±3.22%, 82.15±3.31%, and 82.21±3.25%, respectively. For the double-step of bone tumor classification, the images are classified first as normal versus abnormal. The second classification is conducted for abnormal images as benign versus malignant.
malignant tumors can spread cancer cells throughout the body. Therefore, identifying normal and abnormal bone, as well as benign tumors and malignant tumors, can provide significant support to clinical treatment.
Recently, many techniques have been developed, based on cross-sectional images such as computed tomography (CT) or magnetic resonance imaging (MRI), or other tomographic modalities (SPECT, PET, or ultra-sound) [3] , [4] . However, there is very little research applied to radiographic images in this field, since X-ray images suffer from comparatively more noise due to radiation scattering and source leakage. However, compared to other modalities, the X-ray process is quite simple and inexpensive for patients. To remove noise (surroundings of knee bone) from X-ray scans, we found that the bone segmentation approach is extremely useful.
Thanks to deep learning and convolutional neural networks [5] , there are several autoencoder-based deep networks proposed [6] [7] [8] , which have become the state-ofthe-art in automatic image segmentation tasks. A shallow encoder-decoder model is studied [6] , namely SegNet, which is based on a VGG16 [9] architecture. However, its performance improvement is marginal compared to the traditional methods. Another segmentation method using deep learning is U-Net [7] , which comprises a fully convolutional neural network (CNN), followed by an up-sampling part to increase the image size, and to create contractive and expansive paths. Nevertheless, if the quantity of data is small, it leads to an overfitting problem due to the large features combined at expanding convolutional layers. To solve this problem, an adaptable U-Net (aU-Net) [8] was proposed to skip the middle-level features, but still keep enough information for object segmentation.
Based on these findings, the objective of the present study is to develop and evaluate a new deep learning architecture to predict the tumor state of the knee bone from radiographs based on bone segmentation results. The proposed model includes two progresses. Different from other research trying to detect the tumor before identifying tumor types [10] , where the performance of tumor detection is highly fluctuated due to the various of tumor size or non-tumor images, we first segment the bone regions containing in-bounded and out-bounded tumors, which presents stable patterns. Therefore, we achieve a well-balanced performance on bone segmentation rather than extracting tumor only. Next, we process the raw image guided by bone segmentation to obtain bounding box of bone regions. Then, we classify the tumor types using these bounded bone regions via a regenerative semi-supervised bidirectional W-network (RSS-BW). Extensive experiments demonstrate competitive performance of the RSS-BW followed by backbone models such as VGG, ResNet [11] , and Inception [12] . Among the families of these models, we choose well-known architectures such as VGG-16, ResNet-50, and Incep-tionV3 as representative models to evaluate the proposed RSS-BW.
The main contributions of the proposed method are:
• Bounded bone regions can be extracted using a Bidirectional W-network (BW) to remove noise surrounding knee bone region.
• The combination of the bounded bone images and the proposed regenerative semi-supervised bidirectional W-network (RSS-BW) is used to improve the performance of bone tumor classification.
• The single-step and double-step strategies are performed to inspect the performance of multiple binary and multi-class techniques on bone tumor classification.
• Cross-validation experiments were employed to show the generalization of RSS-BW. Experimental results show that RSS-BW supports the general backbone models such as VGG-16, ResNet-50, InceptionV3 achieving better performance than using only backbone models. The remainder of this paper is organized as follows. The BW and RSS-BW are described in detail in Section II. Section III gives experiments and analysis. A conclusion is drawn in Section V.
II. PROPOSED METHOD A. DEVELOPMENT OF BW ARCHITECTURE FOR KNEE BONE SEGMENTATION
Utilizing the advantages of U-Net [7] , we propose a new deep learning model, namely bidirectional W-network (BW), to segment three regions of a knee bone: femur, tibia, and fibula. The idea of the proposed BW architecture is to use the connection of two decoding directions to result the same output (bi-direction), as shown in Fig. 1 . In details, it contains three blocks: Encoder, Decoder-Semi-Encoder, and Decoder, which gives it the w-shaped architecture. The Encoder plays the role of extracting discriminative representations of bone shape using several convolutional and pooling layers. They are reassembled them in the Decoder-Semi-Encoder, which includes two up-sampling blocks to generate high-level features. Other two up-sampling blocks generates the first output masks and the two down-sampling blocks compress these high-level features for other route of mask production. Semi means that a half number of blocks is used for decoding and the other is used for compressing. The compressed features are reassembled in the Decoder to express dimensions and reconstruct the second masks of bone area. The proposed BW re-learns the middle features at the second encoder-decoder operation for better representation of object localization. To utilize the final masks, we adopt a pixel-wise maximum layer on each class of the two outputs. The final output, Y m ax, is expressed as follows:
where C is the number of classes for segmentation (C = 3 in our study), Y 1 and Y 2 are two outputs at the last layers of decoders, as shown in Fig. 1 . Further details are describes in the A. 
B. DEVELOPMENT OF RSS-BW ARCHITECTURE FOR KNEE BONE TUMOR CLASSIFICATION
In this section, we use segmented bone images to predict the state of the bone tumor. We multiply the outputs of BW and the raw input, which include three binary masks of the femur, tibia, and fibula, to obtain three segmented structures. We find the bounding boxes of these segmented images to eliminate surroundings of bone regions, which interferes with the model's prediction, and crop these bounding boxes. This preprocessing step is illustrated in Fig. 2 .
The bounded regions of bone images are input for the regenerative semi-supervised bidirectional W-network (RSS-BW) model. The idea of this model is training and generating new input (unsupervised part) via BW for bone tumor classification (supervised part) instead of using the original input.
It means that the proposed model tries to produce new contents that their distributions are close to the class label. The regenerative representation of RSS-BW, I reg , is calculated by eq. (2). Fig. 3 presents the whole architecture of RSS-BW including training and testing processes. In the training process, the predicted model is optimum with bounded regions of bone images and labels using RSS-BW. Then, the most optimal model is applied to the test set for predicting and evaluating bone tumor state. The details of RSS-BW configuration is presented in Appendix B.
where I , I R 2 , and I R 2 are the bounded input, the representation of Reconstruction1, and the representation of the Reconstruction2; N is the number of pixels. 
III. EXPERIMENTS AND DISCUSSION

A. MATERIALS
The dataset includes 963 X-ray images collected from Chonnam National University Hospital (CNUH). This dataset was initially used for developing a bone segmentation model based on a deep learning approach. It consists of benign tumor (329 images), malignant tumor (134 images), and normal bone (500 images). Each X-ray image was assigned a label for bone state by bone tumor specialists in the CNUH. Two orthopedic oncologists with 28 and 2 years of experience, respectively, reviewed plain radiographs excluding film markings. Peripheral margin of cortical bone and bone tumor lesion were labeled for the ground truth data. All the data were stored in Digital Imaging and Communications in Medicine and JPG format. Readers were allowed to adjust the brightness and contrast of the images.
Institutional review board approval was obtained. The informed consent requirement has been waived as this study was a retrospective review of radiologic images without demographic data of patients (approval number: CNUH-2019-161). The experimental environments and evaluation criteria of the proposed method are shown in the Appendix C. Basically, we use the metrics of Mean Dice Score, Sensitivity and Specificity to evaluate BW model, and the metrics of Accuracy, Precision, Recall, and F β score to evaluate RSS-BW model.
B. PERFORMANCE ON BONE SEGMENTATION USING BW
The performance of experimental results for bone segmentation using BW are shown in Table 2 . The proposed BW obtains the very high mean dice score per class of 98.06 ± 0.08%, while the sensitivity and specificity are 97.69±0.15% and 99.61±0.03%, respectively. From Table 1 , our proposed model demonstrates outperformance in knee bone segmentation, which increases by 3.75% in mean dice score compared to SegNet [6] , and 1.25% compared to aU-Net [8] . In addition, the proposed BW presents better results in terms of sensitivity and specificity. Specifically, the gap between Sensitivity and Specificity is improved to 1.92%, compared to 3.89% of SegNet and 2.49% of aU-Net. Fig. 4 illustrates bone segmentation examples as a pair of images, one of the ground truths, and one of the predictions from models. Red represents the femur region, green represents the tibia region, and blue represents the fibula region. Table 2 presents the comparison results on knee bone tumor classification of normal bone, benign tumor, and malignant tumor based on single-step strategy using pretrained models (e.g. VGG16, ResNet50, and InceptionV3) in terms of accuracy, precision, recall, and F-beta score. The single step strategy conducts the classification with the images into three classes such as normal, benign and malignant. This table shows that the use of original images obtains lower accuracy, which is from 70.29% (InceptionV3) to 79.13% (VGG16) than that with the bounded bone region images. The precision, recall, and F-beta score are also low. InceptionV3 model obtains the lowest performance with 52.34% of precision, 57.33% of recall, and 54.87% of F-beta score. Meanwhile, VGG16 model archives the highest scores, which are 58.46%, 61.27% and 59.78% for precision, recall and F-beta score, respectively. In addition, using the bounded bone region images presents better performance in all metrics. To demonstrate with VGG16 model, the mean accuracy of tumor classification increases from 79.13% to 80.54%, meanwhile the precision and recall are improved by 6.1% and 9.88%, respectively, and the F-beta score is boosted by 6.12%. For other models (i.e., ResNet50 and InceptionV3), there are also significant improvement in classification performance. Particularly, the ResNet50-based model using bounded region of bone images achieves 75.62 ± 4.52%, 62.33 ± 4.1%, 67.84 ± 4.89%, and 63.78 ± 4.64% in accuracy, precision, recall, and F β score, respectively. Meanwhile, the model using InceptionV3 and bounded images obtains improvement by 4.02% in accuracy, 9.84% in precision, 10% in recall, and 9.38% in F β score. Table 3 introduces the results of the proposed method of RSS-BW based on the three backbone models using the original and bounded bone region images. The results with RSS-BW are improved for the all three backbone models compared to the pretrained models showed in Table 2 . Similar to the results in Table 2 , the use of bounded bone region images is better than using the original ones. For the backbone model of VGG16, we obtain the highest accuracy in the single-step classification, where the accuracy is 83.27 ± 3.65% when using the original images, and improves by 1.96% when using the bounded ones. Furthermore, the increase in precision, recall, and F-beta score are FIGURE 5. Confusion matrices and AUC results for bone tumor classification using backbone VGG16. a) Test on VGG16 pretrained with ImageNet using raw images as input and the single-step classification, b) Similar to a) but using masked images as input, c) test on the proposed RSS-BW model using raw images as input and the single-step classification, d) Similar to c) but using masked images as input, e) Similar to d) but using the double-step classification. 'B' means the use of bounded images. 'R' means the use of raw images. ) Confusion matrices and AUC results for bone tumor classification using backbone VGG16. a) Test on VGG16 pretrained with ImageNet using raw images as input and the single-step classification, b) Similar to a) but using masked images as input, c) test on the proposed RSS-BW model using raw images as input and the single-step classification, d) Similar to c) but using masked images as input, e) Similar to d) but using the double-step classification. 'B' means the use of bounded images. 'R' means the use of raw images. 1.18%, 0.74%, and 0.89%, respectively. In the case of using ResNet50 and InceptionV3 as backbone models, we also achieve improvement when using the bounded images in terms of the four metrics used. Particularly, the accuracy increases by 1.59% using ResNet50 and 1.83% using Incep-tionV3.
C. PERFORMANCE ON BONE TUMOR CLASSIFICATION USING RSS-BW
The performance on double-step strategy for bone tumor classification is shown in Table4. The double-step strategy classifies the bone images into normal versus abnormal in the first stage and the abnormal images are classified into benign versus malignant. It can be clearly seen that the highest results are acquired from the backbone model of VGG16. By obtaining high performance on normal/abnormal bone classification in the first phase (with an accuracy of 98.79±0.22%) and on benign/malignant bone classification in the second phase (with an accuracy of 84.77 ± 1.35%), we achieve an improvement of 1.7% in accuracy as the final result compared to singe-step solution. The precision, recall, and F-beta scores are 85.24 ± 3.55%, 85.56 ± 2.84%, and 85.29 ± 2.15%, respectively, which also outperform the performance of single-step classification, as shown in Table3. Other backbone models such as ResNet50 and InceptionV3 show a roughly amelioration with double-step strategy compared to single-step one, because they do not attain thoroughly high performance in the first stage that strongly effects on the final results. 
Fig. 5 presents the pair of confusion matrix (left) and Area
Under the receiver operating characteristic Curve (right), usually called AUC, of VGG16 model that are presented in Table 2 -4. Micro and macro-averages are also demonstrated in Fig. 5 . A macro-average will calculate the metric independently for each class and then take the average, whereas a micro-average will aggregate the contributions of all classes to compute the average metric. Fig. 5(c) , 5(d) prove that the proposed model improves the classification performance significantly compared to using only backbone model ( Fig. 5(a) , 5(b)). Besides, using double-step classification helps improve the bit accuracy, as shown in Fig. 5(e) .
IV. DISCUSSION
Our proposed CNN-based models have several advantages over the other published methods described above [9] , [11] , [12] . The main contributions of our paper are the use of the segmented images of each bone part by BW and to generate new representations of features for the classification via RSS-BW model. In details, we proposed a revised autoencoder model, BW, for segmenting bone regions. Therefore, we can remove non-informative data such as muscle, doctor's notes, black margins, films, etc. The BW can learn a representation of bone regions from the original images automatically, and produces the separated parts of bone. Distinct from the conventional approaches [6] [7] [8] , our model re-learns the middle features at the second encoder-decoder operation for better representation of object localization. Subsequently, we introduced the RSS-BW for classification problems. The proposed model includes an autoencoder architecture, BW, for image regeneration. The power of autoencoder is using images' visual contents such as textures, shapes, etc. without looking at the image labels. It works by compressing the input into a latent-space representation, and then reconstructing the output from this representation. Next, a backbone model of the state-of-the-art architecture is integrated for classification. From the literature, deep learning models can learn the representation of an object mechanically, without considering local features. However, in the case of a small set samples, it becomes arduous to learn a good representation in all circumstances.
To overcome this downside, Fig. 6 illustrates the heatmap visualization of raw images and the corresponding maximized representation, which is element-wise maximization between the input and the two reconstructions from RSS-BW. From these samples, it can be clearly seen that the maximized images' quality is improved and smoothed compared to the original images, that illumines the tumor regions for classification. Consequently, we believe that the combination of the new representation and deep model can lead to promising outcomes as proposed in this paper.
From the results, the VGG16 model shows higher performance than the ResNet50 and InceptionV3 models in all experiments. In addition, the use of bounded bone images illustrates the improvement of the performance in classification compared to using the original images. The double-step of binary classification which classifies tumor and non-tumor images first followed by tumor classification is also an opportune solution in this study.
Nonetheless, our study has a few limitations. First, a small sample is included in our study. As each image was used for development, validation, and testing, therefore, it cannot capture general situation. Therefore, an external validation under different conditions is necessary to evaluate the wide applicability of our model. A limitation of the proposed is that in the double-stage classification method in that the performance of the first stage strongly affects the result of the second stage even though in this study we have a good result of the first stage.
V. CONCLUSION
This study described a new deep learning architecture to predict the tumor state of the knee bone from radiographic images, and demonstrated an adequate model performance by comparing quantifications between original and masked images. The classification of bone tumor plays an important role in clinical diagnosis and the use of X-ray scan requires a simple process and inexpensive cost for patients. Therefore, an automatic system that can classify tumor states by reducing noise from X-ray scans to enhance the diagnosis performance was developed. It was proved that the proposed RSS-BW model produces adequate performance with higher accuracy than conventional models, indicating its potential clinical use. For future work, more data will be collected to balance the poor class as well as improve the performance of prediction. Moreover, the aim will be to detect the tumor location for monitoring the tumor and supporting the progress of treatment. Fig. 1 presents the whole architecture of BW for knee bone segmentation. Before each down-sampling (compressing features from low to high level) or up-sampling progress (extracting features from high to low level), we calculate the summation of the two consecutive convolutional layers, shown as dilated block in Fig. 1 . The result is applied to the pooling operation to reduce the size of the feature maps, or up-sampling operation to extend the dimension of feature map.
APPENDIX A CONFIGURATION OF BW ARCHITECTURE
Further details are as follows. First, we resize the input to 768 × 512. The kernel size of convolutional layers is chosen as 3 to localize more exactly and learn distinctive representations. Since up-sampling is a sparse operation, we need a good prior from earlier stages to represent the localization better. The similar idea of combining matching levels is also seen in feature pyramidal networks (FPNs) [13] .
APPENDIX B CONFIGURATION OF RSS-BW ARCHITECTURE
The bounded regions of bone images from preprocessing step are resized and combined into three-channel images of size 768 × 512 × 3. They are inputs of the RSS-BW. The RSS-BW includes two main sub-networks: pipeline and backbone. The pipeline architecture is similar to BW, which generates two reconstructed outputs (Reconstruction1 and Reconstruction2) as discussed in Appendix A. Subsequently, the representation of element-wise maximization, I reg , is computed using Eq. 2 between the input, the output of decoding route of Decoder-Semi-Encoder, and the output of Decoder. Additionally, the fused data is fed to a backbone model, such as VGG16 [9] , Resnet50 [11] , or InceptionV3 [12] , which is pretrained with the Ima-geNet dataset [14] , to extract the high-level features for classification. The extracted features are connected to two fully connected layers with the number of units of 512 and 256. The softmax [15] and sigmoid [16] functions are used to predict the state of the bone tumor for single-step and double-step, respectively. The kernel size of the convolutional layer is 3 × 3. The output is a prediction of normal/abnormal or benign/malignant. The parametric exponential linear unit [17] is used as an activation function at the end of each convolutional layer.
APPENDIX C EXPERIMENTAL ENVIRONMENT AND EVALUATION CRITERIA ON BW AND RSS-BW ARCHITECTURES
The environments of the experiments is the Linux operating system (Ubuntu 16.04 LTS), along with the Keras 1 deep learning framework, and CUDA 10.0 and cuDNN 7.3 dependencies (Nvidia Corporation, Santa Clara, CA, USA) for graphics processing unit acceleration. The computing system has a GPU of 11GB GTX 1080 Ti with 64GB RAM. The operational parameters for training using BW and RSS-BW are presented in Table 5 .
We evaluate the bone tumor segmentation and classification using three-fold cross validation. It is separated randomly into three distinct subsets, then take one for testing, with 80% of the remainder assigned for training, and 20% for validation. The quantitative measurement for three-region bone segmentation using BW is mean dice score per class [18] , where the size of the overlap of the two segmentation is first divided by the total size of the two objects for each class, then we calculate the average dice score of all classes. Additionally, two terms of sensitivity and specificity scores are also calculated for comparison. The sensitivity (otherwise known as the true positive rate) is the proportion of successful positives that are correctly classified, while the specificity (otherwise known as the true negative rate) is the proportion of unsuccessful positives that are correctly classified as such. It is recommended to maximize both these quantities, but there is often a trade-off as the rate of true positives increase and the rate of true negatives decrease and vice versa. Using the notation of true positive (TP), true negative (TN), false positive (TP), and false negative (FN), these metrics are expressed in eqs. (3) to (5) as follows:
where C is the number of bone classes. We calculate mean dice loss, L s , as the following formula:
We quantify the RSS-BW model for bone tumor classification using accuracy, precision, recall, and F-beta score. Accuracy in classification problems is the number of correct predictions made by the model over all types of prediction made. Precision is a measure of the proportion of patients that were diagnosed as having a tumor actually having one, and recall is a measure of the proportion of patients that actually had a tumor being diagnosed by the algorithm as having one. Meanwhile, the F-beta score is the weighted harmonic mean of precision and recall, reaching its optimal value at 1 and its worst value at 0. These metrics are expressed in eqs. 
In this study, β = 0.5 was chosen to lend more weight to precision. The proposed RSS-BW model comprises three outputs; two are the reconstructions of the image, and the other is the classification label of the bone states. As a result, we have to define three loss functions for three outputs, and the total loss is a summation of these losses with scaled factors. In particular, we apply mean squared error (MSE) loss for image reconstruction and cross entropy (CE) loss for tumor classification. These loss functions in eqs. (11) and (12) can be expressed as follows:
Finally, the total loss, L , is described as:
To obtain the final results in Table 4 of double-step classification, we first separate the training data into tumor and non-tumor images for training the first state. Then, the images predicted as tumor candidates in the first state are used to train in the second state to classifying whether they are benign or malignant tumor. Finally, we summarize all predicted values from both states and compare with the ground truth to evaluate the whole performance. The input images used in both states are the bounded bone regions.
