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Abstract
We provide a dynamical proof of the second law of thermodynam-
ics, along the lines of an argument of Penrose and Gibbs, making
crucial use of the upper semicontinuity of the mean entropy proved
by Robinson and Ruelle and Lanford and Robinson. An example is
provided by a class of models of quantum spin systems introduced by
Emch and Radin. Consequences regarding irreversibility and the time
arrow, as well as possible extensions to quantum continuous systems,
are discussed.
1 Introduction: definition of an adiabatic trans-
formation
In an important series of papers, Lieb and Yngvason proposed an axiomatic
foundation of the second law of thermodynamics ([LY99], [LY13]). In [LY13],
pg. 3, they remark that the additivity property for the entropy ”is one of
the most difficult to try to prove if ever there is a mathematical proof of the
second law from assumptions about dynamics”.
In this paper we attempt to provide such a dynamical proof, along the
lines of an argument due to Gibbs and more precisely formulated by Penrose
(see [Pen79], pg.1959, see also his book [Pen70]), using the natural con-
cept of state as a normalized linear functional over an algebra of observables
∗wreszins@gmail.com, Instituto de Fisica, Universidade de Sa˜o Paulo (USP), Brazil
1
[BR87],[BR97], which is valid for both classical and quantum statistical me-
chanics, in the former case the algebra being Abelian. We shall argue that
the relevant quantity to be considered in a dynamical treatment is the mean
entropy, and, indeed, in the case of classical statistical mechanics, Ruelle has
conjectured that, concerning the problems of evolution ((iv), pg. 1666, of
[Rue67]), ”an equilibrium state would be a fixed point for the evolution of
states. It is unclear to the author whether the evolution of an infinite sys-
tem should increase its entropy per unit volume. Another possibility is that,
when the time tends to ∞, a state has a limit with strictly larger entropy.”
We show in theorem 3.1 that all three remarks and conjectures above take
place for a class of models of quantum spin systems introduced by Emch
[Emc66] and Radin [Rad70]. The general argument is applicable to both
classical and quantum statistical mechanics, but is presented in section 3 in
the framework of quantum spin systems, for technical reasons. The main
property of the mean entropy which is used - is valid both in the classical
case, as shown by Robinson and Ruelle [RR67], and in the quantum case,
as proved by Lanford and Robinson [LR68], but the treatment of classical
evolution requires consideration of the momenta, omitted in [RR67]. Ru-
elle’s suggestion of using the one-point compactification of Rν to treat the
momenta ([Rue67], pg 1666) might work, but the technical details remain
open.
The reason for considering the mean entropy rather than the full entropy
constructed in ([LY99],[LY13]) in the dynamical situation is, of course, that
the limit t → ∞ may not, and in general will not, commute with the limit
of infinite volume. Naturally, in practice it will not be necessary to pass to
infinite systems and times, but we must be sure that the error in the ap-
proximations may be made arbitrarily small for sufficiently large volume and
time, which is not possible if, for instance, the rate of approach to equilibrium
grows indefinitely, when the volume tends to infinity. The consideration of
infinite systems is even more imperative in the case of quantum systems, since
for finite systems the Hamiltonian has a point spectrum and quasiperiodic
observables (see section 1.5 of [Pen79]).
The main result is theorem 3.1. Its implication regarding irreversibility
is discussed in remark 3.1, and the time-arrow problem is left to section 5.
The problem of irreversibility has been studied intensively in recent years
by J. Froehlich and several collaborators, a review with references being
[Fr19], as well as by Haag [Ha14]; the issue of the role of the observer in
these studies is briefly mentioned in connection with our approach at the
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conclusion. General important references connected with the present paper,
besides ([Pen79], [Pen70], [LP73]), are the recent [GLTZ19] and [NW14].
Concerning the second law, the paper by Abou-Salem and Fro¨hlich [AF07]
is a complementary approach to the present paper: see also the additional
references given there.
We end this introduction by briefly describing our approach, which is
clearer in the classical case, following closely section 2 of [Pen79]. The second
law of thermodynamics asserts that there exists an additive thermodynamic
function - the entropy - which can increase but not decrease in an adiabatic
process, that is, a process in which no heat enters or leaves the system. The
latter is modelled using a Hamiltonian H(t) which depends on time. The
(classical) state of the system being described by a phase space density ρ(x)
(defined for almost every x ∈ Γ, where Γ denotes phase space, in the special
case where the measures in [RR67] are absolutely continuous with respect to
Lebesgue measure), the adiabatic process may be assumed to start at time
t = 0, when the Hamiltonian is H(t = 0), and end at time t = 1, when
the Hamiltonian has changed to H(t = 1), and remain constant thereafter,
further assumed to yield an ergodic and mixing motion. The final equilibrium
is described, however, not by this time-dependent phase-space density, but
by a new phase-space density ρ¯, the coarse-grained or weak limit of the phase
space density, which, in the classical case (by the Birkhoff ergodic theorem)
may be calculated by the time-averaging prescription
ρ¯(x) = lim
T→∞
∫ 1+T
1
ρt(x)dt
T
(1.1)
where
ρt(x) = ρ0(U−t(x)) (1.2)
by Liouville’s theorem and causality (see (1.9), pg. 1942 of [Pen79]), with
xt = Ut(x0) denoting the evolution of an initial point of phase space by
Hamiltonian dynamics. Define, now, the entropy S(ρ) associated to the
state defined by the phase space density ρ, by (compare also with (2.6) of
[RR67])
S(ρ) ≡ −
∫
Γ
ρ(x) log(ρ(x))dx (1.3)
Using, now, Liouville’s theorem and the concavity of the functional ρ→ S(ρ),
an argument attributed by Penrose to Gibbs ([Pen79],pg. 1959) -which we
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call the Penrose-Gibbs argument - yields
S(ρ0) ≤ S(ρ¯) (1.4)
Although this argument is certainly correct, we believe that the equality sign
will necessarily occur in (1.4) if a finite region is considered, since then the
functional (1.3) is continuous (in the natural weak-* topology, see [RR67]).
For classical systems, it is the mixing property which determines the
approach to equilibrium in the sense
lim
t→∞
∫
Γ
ρt(x)G(x)dx = 〈G〉eq ≡
∫
Γ
G(x)ρ¯(x)dx (1.5)
for G an observable (a continuous integrable function over phase space), see
[Pen79], (1.35), pg. 1949 and the references given there and, in addition,
[Sin94]. That is, ρt converges pointwise, as a state over the classical observ-
able algebra [RR67]: this implies convergence of the ergodic averages on the
r.h.s to the same limit, but, of course, not conversely. (1.5) means that mix-
ing systems are ”memoryless”, i.e., they posess a stochastic character which
justifies equilibrium statistical mechanics. This approach is well explained by
Lebowitz and Penrose [LP73], and the microscopic mechanism of the loss of
memory is believed to occur also in quantum continuous systems, see section
6.
A state ρ will be defined as a normalized, positive linear functional over
the algebra of observables A of an infinite system (which may be classi-
cal or quantum, as previously described). Readers unfamiliar with this
notion may consult the classic book [Sew86], or picture it as a thermo-
dynamic limit of ground states ρ(A) = limΛ→Zν(ΩΛ, AΩΛ) or Gibbs states
ρ(A) = tr(exp(−βHΛ)A)
tr(exp(−βHΛ)
, in the lattice case, where ν is the space dimension and
ΩΛ is the ground state of the Hamiltonian HΛ and β is the inverse tempera-
ture.
For quantum spin systems, the algebra of observables is the algebra gen-
erated by the Pauli spin operators at each site, together with the identity.
An automorphism αt(A) of the algebra may be viewed as the limit in the
operator norm of the time evolutes exp(iHΛt)A exp(−iHΛt): one speaks of a
C∗ dynamical system (A, αt).
We refer to [BR87][BR97] for the description of the set of states ρ over the
C* algebra A of quasi-local observables describing an infinite (quantum spin)
system. We wish to describe systems with only a finite number of spins in
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each bounded region Λ ⊂ Zν , so that to A is associated a collection {A(Λ)}
of C* subalgebras of A corresponding to finite subsets Λ of Zν , satisfying
certain conditions, summarized in section 2 of [LR68].
The above discussion suggests the following definition:
Definition 1.1
Let a C∗ -dynamical system (A, αt be given. An adiabatic transfor-
mation consists of two successive steps. The first step, called preparation
of the state, starts at some t = −r, with r > 0, when the state ρ−r is in-
variant under α−r and the hamiltonian is H−r, and ends at t = 0, when the
Hamiltonian is H0, such that
H−r = H0 (1.6)
and the state is ρ0 = ρ. The second step is a dynamical evolution of the state
of the form
t ∈ R→ ρt ≡ ρ ◦ αt (1.7)
Remark 1.1
Definition 1.1 is nontrivial only if the preparation of the state yields ρ ◦
αt 6= ρ, i.e., if the initial state ρ is not invariant under the automorphism αt.
Remark 1.2
In [LY99], Lieb and Yngvason discuss ”heat”, which they dismiss with the
harsh words: ”No one has ever seen heat, nor will it ever be seen, smelled or
touched”. Note that definition 1.1 avoids this concept. Another important
point is that the word ”adiabatic” in definition 1.1 does not imply ”slow” or
”quasi-static”, similarly to the definition of adiabatic accessibility in [LY99]
(see the discussion in [LY99], page 17, Remark). Indeed, we shall see in the
examples of section 4 that the initial state need not be a ”gentle” perturbation
of the equilibrium state. The concept of adiabatic transformation in classical
mechanics ([Thi92], Cor. 3.5.19, pg. 153) is therefore unrelated to definition
1.1 in the classical case.
We now describe the framework, as well as the class of models, in greater
detail.
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2 The framework and two propositions for
the specific entropy
We assume that the initial state ρ (i.e., at time t = 0) is assumed to define
a family {ρΛ} of density matrices, each acting on a Hilbert space
HΛ = ⊗x∈ΛHx (2.1)
with
dimHx = D (2.2)
and further satisfying the conditions of compatibility, translation invariance
(see section 2 of [LR68]) and normalization, i.e,
TrHΛ(ρΛ) = 1 (2.3)
On HΛ we assume we are given a self-adjoint Hamiltonian HΛ, which
defines the dynamics by the automorphisms
αt(A) = norm lim(exp(iHΛt)A exp(−iHΛt)) as Λր Z
ν (2.4)
The above limit holds for A ∈ AL initially, where AL denotes the strictly
local algebra, and then the extension of the above limit to A ∈ A defines
a group of automorphisms t → αt of A, for a large class of quantum spin
systems [Rob67].
For each state ρ, we define a family of entropy functions (or entropies)
S(ρΛ) by
S(ρΛ) = −TrHΛ(ρΛ log(ρΛ)) (2.5)
Let us define, for (ai, · · ·aν) ∈ Z
ν with a1 > 0, · · · , aν > 0, the parallelepiped
Λ(a) = {x ∈ Zν ; 0 < xi < ai, for i = 1, · · · , ν with volume V (Λ(a)) =∏ν
i=1 ai. We have:
Theorem 2.1 The entropy function satisfies the inequalities
0 ≤ S(ρΛ) ≤ V (Λ(a)) logD (2.6)
and is subadditive, i.e.,
S(ρΛ1∪Λ2) ≤ S(ρΛ1) + S(ρΛ2) if Λ1 ∩ Λ2 = φ (2.7)
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If the family ρ = {ρΛ} is appropriate, i.e., satisfies the conditions of compat-
ibility, translation invariance and normalization, then: the mean entropy
s(ρ) satisfies:
s(ρ) ≡ lim
a1,···aν→∞
S(ρΛ(a))
V (Λ(a))
(2.8)
exists, and
s(ρ) = inf
a1,···aν
S(ρΛ(a))
V (Λ(a))
(2.9)
For the proof of theorem 2.1, see theorems 1 and 2 of [LR68].
For each finite subset Λ of Zν , and for each time t ≥ 0, we define states
ρΛ,t on AΛ by
ρΛ,t(A) = trHΛ(ρΛ(t)A) for A ∈ AΛ (2.10.1)
where
ρΛ(t) ≡ exp(−iHΛt)ρΛ exp(iHΛt) (2.10.2)
Let (ω)Λ denote the restriction of a state ω on the quasi-local algebra AΛ,
and A/B denote the complement of B in A. We have the following crucial
estimate:
Proposition 2.1
Let Λ be a fixed finite subset of Zν . The following inequality holds:
|S((ρt)Λ − S((ρΛ,t)| ≤
≤ |Λ0| logD sup
A∈AΛ0 ,||A||=1
||αt,Λ,A||+
+ log 2 + 2|Λ/Λ0| logD
(2.11.1)
where ρt is defined by (1.7), Λ0 ⊂ Λ, and
αt,Λ,A ≡ αt(A)− exp(itHΛ)A exp(−itHΛ) (2.11.2)
Proof
Using the subadditivity property of the entropy, we have
|S((ρt)Λ − S((ρΛ,t)| ≤
≤ |S((ρt)Λ0 − S((ρΛ,t)Λ0)|+
+2|Λ/Λ0| logD
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(2.12)
By Fannes’ inequality [Fan73] we have
|S((ρt)Λ0 − S((ρΛ,t)Λ0)| ≤
≤ |Λ0| logD||(ρt)Λ0 − (ρΛ,t)Λ0||1 + log 2
(2.13)
where || · ||1 denotes the trace norm. We now estimate the trace norm differ-
ence:
||(ρt)Λ0 − (ρΛ,t)Λ0||1 =
= sup
A∈AΛ0 ,||A||=1
trHΛ0 ([(ρt)Λ0 − (ρΛ,t)Λ0 ]A) =
= sup
A∈AΛ0 ,||A||=1
trHΛ [ρΛ(lim
n
σn,Λ,A −
− exp(itHΛ)A exp(−itHΛ))]
(2.14)
where
σn,Λ,A ≡
trHΛn/ΛρΛn/Λ exp(itHΛn)A exp(−itHΛn)
(2.15)
(2.15) implies
||(ρt)Λ0 − (ρΛ,t)Λ0||1 ≤
≤ sup
A∈AΛ0 ,||A||=1
||αt,Λ,A||
(2.16)
with αt,Λ,A defined by (2.11.2). q.e.d.
We now specify our quantum spin models in greater detail.
Let, as in [Na19], appendix, Γ, d denote the countable metric space Zν
with the metric d given by the l1 - metric, with d(x, y) = |x−y| ≡
∑ν
j=1 |xj−
yj|. In (2.17), Φ(X) will denote, for simplicity, a two-body interaction poten-
tial, i.e., X = (x, y), with x, y ∈ Zν : extensions are possible but would require
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extra concepts and notations along the lines of [Na19]. Let the Hamiltonian
for a finite region Λ be defined by
HΛ ≡
∑
X⊂Λ
Φ(X)
where Φ(X) = Φ(X)∗ and
||Φ(X)|| ≤ const. exp(−αd(x, y))
for α > 0 and X = (x, y), x, y ∈ Zν
(2.17)
Let F denote a non-increasing function F : [0,∞) → [0,∞) which is uni-
formly integrable and satisfies the conditions in [Na19], appendix. Let Fg(r) =
exp(−g(r))F (r) with g a non-negative, non-decreasing, subadditive on [0,∞),
and F of finite norm, as defined by ||F || ≡ sup
Zν
∑
x∈Zν F (d(x, y)). One has,
then ,the bound ([Na19], A21)):
∑
x∈X
∑
y∈Y
Fg(d(x, y)) ≤ |X|||F || exp(−g(d(x, y)) (2.18)
The next proposition uses a theorem on the comparison of dynamics
(Theorem 3.4 of [Na19]), which is connected with bounds first proved by
Lieb and Robinson [LR72]. The review [Na19] contains a comprehensive
discussion of several related issues.
Proposition 2.2
Let ρ be a translation invariant or periodic product state on A, the quasi-
local algebra of a quantum spin system on Zν , with a dynamics {αt}t∈R
generated by a translation-invariant family of Hamiltonians HΛn , n ≥ 1 given
by (2.17). Then, the specific entropy of ρt = ρ◦αt, denoted by s(ρt), satisfies
s(ρt) = lim
n
1
|Λn|
S(exp(−itHΛn)ρΛn exp(itHΛn)) (2.19)
where Λn is a sequence of boxes tending to Z
ν .
Proof
By definition
s(ρt) = lim
n
1
|Λn|
S((ρt)Λn) (2.20)
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By (2.17), (3.69) of Theorem 3.4 of [Na19], and choosing g(r) = βr with β
any constant such that 0 < β < α, we find
||αt(A)− exp(itHΛ)A exp(−itHΛ)|| ≤
≤ ||A||Cα(t) exp(−βd(Λ0,Z
ν Λ0))
(2.21)
where Cα(t) is a constant. We now pick, for each n ≥ 1, Λn,0 ⊂ Λn such that:
i)
|Λn,0|
|Λn|
→ 1; ii.)
|Λn/Λn,0|
|Λn|
→ 0; iii.) d(Λn,0,Z
ν/Λn) → ∞, thereby obtaining
from (2.21) and proposition 2.1:
lim
n
1
|Λn|
|S((ρt)Λn)− S(ρΛn,t)| = 0 (2.22)
Since s(ρt) exists as the limit (2.19), this completes the proof. q.e.d.
Remark 2.1
The necessity of including exponentially decreasing interactions, but of
infinite range, in the above proposition is due to the fact that for finite-range
interactions, (ρ ◦ αt)(A) is, for any A ∈ A, in general an almost periodic
function of time. Indeed, this was proved by Radin [Rad70] for the gener-
alized Ising model (GIM) in his lemma 2, pg. 2951. There is, therefore,
no hope of proving the forthcoming hypothesis (3.1) of the existence of a
”coarse-grained state” for such interactions. Since finite range interactions
are approximations to the short range interactions of infinite range occurring
in nature, of which (2.17) are an example, this does not pose any problem. In
section 5 we illustrate that the limit on the r.h.s. of (3.1) depends both on
the infinite volume limit and on the fact that the interactions are of infinite
range.
3 A dynamical proof of the second law for
quantum spin systems
In this section we describe a dynamical proof of the second law for quantum
spin systems. For clarity, we assume that ρ0 is already given as the state at
the beginning of the second step of the adiabatic transformation, and come
back to the preparation of the state in section 5. The arguments are valid
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without essential changes for fermion systems and quantum lattice systems,
as treated by Lanford and Robinson in [LR68].
Let ρ satisfy the assumptions of proposition 2.2 and define the coarse-
grained state by the following limit, provided it exists in the weak* topol-
ogy:
ρ¯ ≡ lim
t→∞
ρt (3.1)
We have
Theorem 3.1
s(ρ0) ≤ s(ρ¯) (3.2)
In words: the mean entropy of the initial state may increase, but cannot
decrease, towards that of the coarse-grained state (3.1), under an adiabatic
transformation (that is, with ρt in (3.1) defined as in definition 1.1).
Proof By (2.9) and the continuity of S in the weak* topology, it follows
that s is upper semicontinuous in the weak* topology (see theorem 3 of
[LR68]), from which it follows that
lim sup
t→∞
s(ρt) ≤ s( lim
t→∞
ρt) = s(ρ¯) (3.3)
By (2.19) of proposition 2.2 and the invariance of the trace under unitary
transformations, it follows that s(ρt) = s(ρ0) which, together with (3.3),
yields (3.1). q.e.d.
Remark 3.1 Theorem 3.1 implies irreversibility in the following sense:
if s(ρ0) < s(ρ¯), the reversed evolution from t = ∞ to t = 0 does not take
place. The meaning of t = ∞ is: t is a ”macroscopic” time, i.e., much
greater than the (microscopic) characteristic times of the system. This is in
agreement with the infinite volume limit taken in the definition of the spe-
cific entropy, which makes it a macroscopic quantity. For the experiments
of free induction decays in solids described in [LN57], relevant to the models
described in section 4, such characteristic times are of the order of microsec-
onds, for atomic resonances described in [Wre]), they are of the order of
10−8 seconds. Although the monotonicity property for the specific entropy
s(ρt) ≤ s(ρr) if t ≤ r was not established in theorem 3.1, it may be argued
that, by the same arguments, this monotonicity is also expected only for t, r
macroscopic, and, if t < r, t and r are ”infinitely apart” in comparison with
microscopic times. Theorem 3.1 may, therefore, be adequate as a statement
of irreversibility.
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Remark 3.2We have assumed, in remark 3.1, that a given time direction
is given. Thus, the irreversibility problem is distinct from the time arrow
problem, to which we come back in section 5, and is related to the preparation
of the state in definition 1.1.
Theorem 3.1 shows the possibility of strict inequality in (3.2) due to the
upper semicontinuity of s. We now show that this possibility indeed occurs
for a class of quantum spin systems.
4 Application to the generalized Ising model
We now consider the example of the generalised Ising model (GIM) intro-
duced by Emch [Emc66] and Radin [Rad70], where, in (2.17),
HΛ =
1
2
∑
j,k∈Λ×Λ
Φ(j, k) (4.1.1)
where
Φ(j, k) ≡ ǫ(|j − k|)σjzσ
k
z (4.1.2)
and ∑
j∈Zν
ǫ(|j|) <∞ (4.1.3)
This Generalized Ising Model (GIM) was shown to describe a non-
Markovian approach to equilibrium consistent with some experiments on
pulsed nuclear magnetic resonance of nuclei in rigid lattices [LN57] in the
case ν = 1 and in the forthcoming special case of the exponential model with
ξ = 2. In these models, a calcium fluorine crystal is placed in a magnetic field,
thus determining the z-direction, and allowed to reach thermal equilibrium,
and a rf pulse is applied which turns the net nuclear magnetization in the x
direction.
The model’s rich asymptotic behavior seems closer to what is expected
from a system of interacting spins, in contrast to the XY model, which seems
closer to a free system [Rob73].
In the special case (4.1), the automorphisms (2.4) may be obtained ex-
plicitly. Let
Zν ÷ V ≡ Zν × Zν/((Zν/V )× ((Zν/V ) (4.2)
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We have (proposition 1 of [Rad70])
A ∈ AΛ → αt(A) = exp(iH˜Λt)A exp(−iH˜Λt)
where H˜Λ =
1
2
∑
(j,k)∈(Zν÷Λ)
Φ(j, k)
(4.3)
and Φ(j, k) was defined in (4.1.2). We now compare αt(A) with α
Λ
t (A) ≡
exp(iHΛt)A exp((−iHΛt). By proposition 1 of [Rad70],
αt(σ
0
x) = σ
0
x cos(2t
∑
j∈Zν
Rj)
−σ0y sin(2t
∑
j∈Zν
Rj)
(4.4.1)
while
αΛt (σ
0
x) = σ
0
x cos(2t
∑
j∈Λ
Rj)−
−σ0y sin(2t
∑
j∈Λ
Rj)
(4.4.2)
where
Rj = ǫ(|j|)σ
j
z (4.5)
We now apply (4.4), (4.5) to some special states. let, now, ν = 1, and con-
sider the state ρ0 = ⊗j∈ZP
+,x
j where σ
j
xP
+,x
j = P
+,x
j , and its corresponding
finite volume version ρΛ,0; consider ρΛ,t defined in (2.10). By (4.4.2),
ρt,Λ(σ
0
x) =
∏
j∈Λ
cos(2ǫ(|j|)t) (4.6)
Under condition (4.1.3),
lim
ΛրZ
cos(2ǫ(|j|)t) = P
where P ≡
∏
j∈Z
cos(2ǫ(|j|)t)
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(4.7)
The infinite product P exists and equals zero for a variety of interactions.
For instance, if ǫ(|j|) = 2−|j|, Vieta’s identity (see [Emc66]) yields P =
( sin t
t
)2. Thus lim ρt(σ
0
x) = 0 = ρ¯(σ
0
x) = (⊗j∈ZTrj)(σ
0
x), where Trj denotes
the normalized trace. This exemplifies the way how the limit t → ∞ may
exist on a state on the quasi-local algebra, but, for the complete argument,
we must refer to the original paper by Radin [Rad70].
At the same time, we see from the above how non-recurrent behavior may
arise when interactions of infinite range (which are physically most realistic,
finite range being just approximations) are taken into account.
As in [Rad70], we consider the following special case in (4.1):
ǫ(|j|) = ξ−|j| with ξ > 1 and j 6= 0 (4.8)
(the so-called exponential model Eξ in the notation of [Rad70]: we take for
ξ a number which is not transcendental, e.g., an integer). Such interactions
satisfy (2.17) and thus the hypothesis of proposition 2.2. We have ([Rad70],
Prop. 5 and corollary page 2953):
Proposition 4.1 With (4.1) and (4.7), let ρ be any state such that
ρ(σA) = 0∀A such that A3 6= φ (4.9)
Then
lim
t→∞
ρt(A) ≡ ρ¯(A) = (⊗j∈ZTrj)(A) (4.10)
where Trj denotes the normalized trace, for any A ∈ ∪ΛAΛ, the local algebra.
Thus (4.10) generalizes to the quasi-local algebra A.
Above, in (4.9), for each triple A = (A1, A2, A3), where the Ai are pair-
wise disjoint, σA is defined as
∏
i∈A1
σix
∏
j∈A2
σjy
∏
k∈A3
σkz , where
∏
l∈φBl is
defined to be the identity 1.
Corollary 4.2 Choose
ρ0 = ⊗j∈ZP
+,x
j where σ
j
xP
+,x
j = P
+,x
j (4.11)
Then theorem 3.1 holds, with
s(ρ0) = 0 (4.12.1)
and
s(ρ¯) = log 2 (4.12.2)
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Proof
The finite volume version of (2.8) satisfies, by (4.11), s(ρ0) = (−λ log λ)(λ =
0) = 0 and, by (4.10) and (2.8), s(ρ¯) = (−
∑2
i=1(λi log λi)(λi = 1/2) = log 2.
q.e.d.
Remark 4.1
Note that the above values of the mean entropy correspond to the two
extreme values in (2.6) (with D = 2). Of course, P−,x, P±,y are all suitable
in corollary 4.2.
Remark 4.2
Corollary 4.2 illustrates the important fact that the inequality in (3.2)
may be strict.
Remark 4.3
(3.1) is analogous to the mixing condition (1.5) in the classical case, and
we therefore view the example(s) in corollary 4.2 as physically satisfactory.
Remark 4.4
Temperature does not appear explicitly in corollary 4.2. In general, ρ¯,
given by (3.1), may be a non-equilibrium stationary state (NESS). This will
be the case at T = 0, since the ground state associated to (4.1) is the fer-
romagnetic ground state ⊗j∈ZP
±,z
j (if ν = 1). The last remark brings us to
the first step (preparation) of the state in definition 1.1.
5 The time-arrow problem
In this section we show that the time-arrow problem is a consequence of the
preparation of the state in definition 1.1. If we define
ρ¯
′
≡ lim
t→−∞
ρt (5.1)
and ignore, as before, the preparation of the state ρ in definition 1.1, we
obtain
s(ρ0) ≤ s(ρ¯
′
) (5.2)
(5.2) expresses the time-arrow problem: the mean entropy increases, start-
ing from a given state, in any of the two time directions. (5.2) is an imme-
diate consequence of time-reversal symmetry t → −t, which in the present
case derives just from the self-adjointness of finite volume Hamiltonians in
(2.17), and the property ρ0,Λ(A†) = ρ0,Λ(A), where the bar denotes complex
conjugation, and † the adjoint operation.
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According to definition 1.1, the system is closed from t = 0 to t = ∞,
but not from t = −r to t = 0, where it is subject to external conditions, but
is still thermally isolated. The work W done by the time-dependent external
forces on the system satisfies the, under assumption (1.7),
W ≥ 0 (5.3)
by the Kelvin-Planck statement of the second law. We shall assume that
0 < W = U <∞ (5.4)
where U is the energy imparted to the system. Under assumption (5.4), the
case r = 0 in definition 1.1, i.e., an instantaneous preparation of the state at
t = 0, a ”δ(t)” pulse, is excluded. This obvious physical requirement has a
far-reaching consequence:
Time arrow theorem Under an adiabatic transformation (definition
1.1 with r 6= 0), there is a breakdown of time-reversal symmetry (5.2) and
therefore, in general, a time-arrow exists.
It is not easy to provide concrete tractable models of the preparation of
the state, according to definition 1.1. For the models considered in section 4,
an adequate model satisfying (1.7), corresponding to (4.11) as initial state,
is given by the finite volume Hamiltonian
HΛ(t) = HΛ + f(t)π/2
∑
j∈Λ
σjy where f(t) = 0 if t ≤ −r or t ≥ 0 (5.5)
where HΛ is given by (5.1) and
f(t) = g(t+ r/2) (5.6)
Above, g denotes a smooth approximation to the delta function. We take for
the initial state at t = −r the ferromagnetic ground state
ρg = ⊗j∈ZP
−,z
j (5.7)
We take further the limit of a ”δ” pulse, acting on the finite-volume approx-
imation to (5.7): let ΩΛ denote the corresponding vector. The result for the
evolution of this vector is
exp(iHΛr/2) exp(i
π
2
∑
j∈Λ
σjy) exp(iE0,Λr/2)ΩΛ (5.8)
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where E0,Λ denotes the ground state energy of HΛ. The last phase disappears
upon construction of the finite-volume approximation to the state. In this
way, we obtain the models of section 4, but with time translated by the quan-
tity r/2. If r is taken much smaller that the characteristic relaxation times
of the system, the results obtained for the decay for the x- component of
the magnetization are arbitrarily close to those in [Rad70]. These conditions
correspond to the case of the experiment reported in ([LN57], pg. 57), in
which, while the π/2 rf pulse is applied to the nuclei in the calcium-fluorine
crystal, the macroscopic magnetization is not decaying but has a constant
magnitude. It should be emphasized that the ”sudden” interaction we con-
sidered was done solely for technical reasons, as a caricature of the adequate
model (5.5), which complies with (5.4).
Our last section recalls the role of temperature, which, for equilibrium
states, is well-known to be related to the second law through the important
concept of passivity [PW78]. We comment on possible generalizations, having
in mind ”slight” deviations of equilibrium (temperature) states.
6 Possible generalizations: slight deviations
of thermal equilibrium states and quantum
continuous systems
Concerning thermal equilibrium states ρeq, it is natural to inquire whether
the second law holds for locally perturbed states, in the folium of ρeq ([BR87],
[BR97], [Sew86]), i.e., such that
ρA(B) =
ρeq(A∗BA)
ρeq(A∗A)
with ρeq(A∗A) 6= 0 and A,B ∈ A (6.1)
By lemma 3.5 of [NT91], for any primary or factor state (see [BR97] or
[Sew86]) ρeq, invariant under a time translation automorphism αt of the
quasilocal algebra A, the following three properties are equivalent:
lim
t→±∞
ρA(αt(B)) = ρ
eq(B)∀A,B ∈ A (6.2)
lim
t→±∞
ρeq(Aαt(B)C) = ρ
eq(AC)ρeq(B)∀A,B,C ∈ A (generalized mixing)
(6.3)
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lim
t→±∞
ρeq(A[αt(B), C]D) = 0 (weak asymptotic abelianness) (6.4)
The very interesting remark was made by Narnhofer and Thirring [NT91]
that the opposite requirements of the system being classical for large times
(weak asymptotic abelianness (6.4)) and being completely quantal, i.e., a
factor state with center Zρ = {z1} (see again [BR97][Sew86]) constrain it
to the extent that all observables have to approach their equilibrium values
(generalized mixing), in sharp contrast to the classical case. The authors
conjecture in [NT91], pg. 2949, that Galilei or Poincare` invariance may
exclude the fact that some finite parts of the system are somewhere ”locked”,
precluding weak asymptotic abelianness, as might occur for lattice systems
(the fact that this occurs was shown by Radin in proposition 3 of [Rad70]).
In [NT91] the authors proved that a class of Galilei invariant fermion systems
does satisfy (6.4), and in [JNW10] the same fact was proved for a class of
two-dimensional thermal quantum field theories.
It would be thus of special interest to prove that a theorem such as the-
orem 3.1 holds for local perturbations of primary thermal equilibrium states
of continuous quantum fermion systems, such as those treated in [LR68],
but with the additional requirement of Galilei invariance, for which (6.2) is
expected to hold as a consequence of weak asymptotic abelianness.
Finally, it is to be noted that the state at the final step of the preparation
process at t = 0 was not a local perturbation of the equilibrium state at
the beginning t = −r of the process, in the cases treated in section 4: for
instance, the states (4.11) and (5.7) are disjoint.
7 Conclusion
We proposed a dynamical proof of the second law, which depends crucially
on the upper semicontinuity of the specific entropy. Basic to the approach
are the universal form (Gibbs-von Neumann) for the entropy, and viewing an
adiabatic process as the evolution through a Hamiltonian dynamics (classical
or quantum) of a (non-invariant) state, which tends to an invariant state,
with, in general, higher mean entropy. In general, this latter state is a non-
equilibrium invariant state (NESS), and the initial state is not a ”gentle”
perturbation of the final state.
The present approach seems adequate to explain irreversibility (remark
3.1) and the time-arrow (section 5), without appealing to randomness or
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conditions of the Stosszahlansatz type. Although preparation is essential to
explain the time-arrow, the assumptions of adiabatic transformation (defi-
nition 1.1) do not require the presence of an observer, because the required
energy in (5.5) may be supplied by the natural environment. An example
is given by hydrogen in interstellar space [Car70]: the energy necessary to
produce the resonance states of atomic and molecular hydrogen comes, of
course, from the radiation emitted by the stars. Another example is natural
radioactivity, in connection with alpha decay. In both cases the initial time
plays no role in the determination of the values of the physical parameters
(energy levels, half-lives), because the Lorentzian approximation is excellent
over many half-lives (see [Wre]). An extension of the model studied in [Wre],
to the ”recombination epoch”, for an initial state close to a plasma of free
electrons and protons, should yield irreversibility in the sense of theorem
3.1, with the r.h.s. of (3.2) given by the sum of the specific entropies of
free thermal 3K photons and the specific entropy of free hydrogen atoms in
their ground state, the latter equal to zero. As in the case of the final state
in corollary 4.2, which is metastable due to its being stationary, the ther-
mal photons of the cosmic microwave background (CMB) are metastable,
because they interact with the hydrogen atoms in their ground state only
through the tail of the Planck distribution (see the discussion in [Har81], pg.
347). Unfortunately, we are far from a rigorous discussion of such a model,
but should like to point out the essential importance of metastable states in
the Universe.
The independence of the role of the observer has been emphasized by Haag
[Ha14] and the ET- H approach ([Fr19] and references given there). Actually,
the observer only measures the ”future” by definition, if the ”future” refers to
the psychological sensation that time passes, but this time should coincide
with the objective physical future, as emphasized by Haag [Ha14]. Given
that human beings are also unstable systems, which require a ”preparation”,
this assumption seems to fit in the present approach.
The ”coarse-graining” which is necessary for irreversible behavior is of
both kinds: in time and in space, the latter due to the necessity of considering
the specific entropy, rather than the entropy, both are related, and no further
sources of coarse graining are required. This point is our main qualitative
contribution in theorem 3.1. We believe that the most important issue lies
in the complexities of both the classical ([LP73], [Sin94]) and the quantum
evolutions [NT90], [Emc76]: quantum K systems, studied in the latter two
references, were proved there to display the ”memoryless” behavior known
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in generic classical dynamics.
8 Acknowledgements
We should like to thank Lawrence Landau, Heide Narnhofer and Derek W.
Robinson for their remarks in a fruitful correspondence. The remarks of pro-
fessors Oliver Penrose and David Ruelle in correspondence are also gratefully
acknowledged.
In a previous version we overlooked the fact that the density matrices
(ρt)Λ and ρΛ,t, the latter given by (2.10), are not the same, unless there are
no interactions. This was pointed out to us by Lawrence Landau, as well as by
the reviewer. We are very grateful to the reviewer, who generously provided
us with propositions 2.1 and 2.2, which prove that this difference indeed does
not affect the specific entropy. He should be considered a co-author of this
paper.
References
[AF07] W. Abou Salem and J. Fro¨hlich. Status of the fundamental laws
of thermodynamics. J. Stat. Phys., 126:1045-1068, 2007.
[BR87] O. Bratelli and D. W. Robinson. Operator algebras and quantum
statistical mechanics I. Springer, 1987.
[BR97] O. Bratelli and D. W. Robinson. Operator algebras and quantum
statistical mechanics II. Springer, 2nd edition, 1997.
[Car70] G. R. Carruthers. Atomic and molecular hydrogen in interstellar
space. Space Sci. Reviews., 10:459, 1970.
[Emc66] G. G. Emch. Non-markovian model for the approach to equilib-
rium. Jour. Math. Phys., 7:1198, 1966.
[Emc76] G. G. Emch. Generalized K flows. Comm. Math. Phys., 49:191–
215, 1976.
[Fan73] M. Fannes. A continuity property of the entropy density for quan-
tum lattice systems. Comm. Math. Phys., 31:291–294, 1973.
20
[Fr19] J. Froehlich. A brief review of the ET.H approach to quantum
mechanics. ArXiv. 1905.06603, 2019.
[GLTZ19] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zanghi. Gibbs
and Boltzmann entropy in classical and quantum mechanics.
ArXiv. 1903.11870, 2019.
[Ha14] R. Haag. On the sharpness of localization of individual events in
space and time. Found. Phys., 43:1295–1313, 2014.
[Har81] E. R. Harrison. Cosmology. Cambridge University press, 1981.
[JNW10] C. Ja¨kel, H. Narnhofer, and W. F. Wreszinski. On the mixing
property for a class of states of relativistic quantum fields. Jour.
Math. Phys., 51:052703, 2010.
[LN57] I. Lowe and R. E. Norberg. Free induction decays in solids. Phys.
Rev., 107:46, 1957.
[LP73] J. L. Lebowitz and O. Penrose. Modern ergodic theory. Physics
Today, 20, 1973.
[LR68] O. Lanford and D. W. Robinson. Mean entropy of states in quan-
tum statistical mechanics. Jour. Math. Phys., 9:1120, 1968.
[LR72] E. H. Lieb and D. W. Robinson. The finite group velocity of quan-
tum spin systems. Comm. Math. Phys., 28:251, 1972.
[LY99] E. H. Lieb and J. Yngvason. The physics and mathematics of the
second law of thermodynamics. Phys. Rep., 310:1–96, 1999.
[LY13] E. Lieb and J. Yngvason. The entropy concept for non-equilibrium
states. Proc. Roy. Soc. A, 469:20130408, 2013.
[Na19] B. Nachtergaele, R. Sims and A. Young. Quasi-locality bounds for
quantum lattice systems.I.Lieb-Robinson bounds, quasi-local maps
and spectral-flow automorphisms. Jour. Math. Phys., 60:061101,
2019.
[NT90] H. Narnhofer and W. Thirring. Algebraic K systems. Lett. Math.
Phys., 20:231, 1990.
21
[NT91] H. Narnhofer and W. Thirring. Galilei invariant quantum field
theories with pair interaction - a review. Int. Jour. Mod. Phys. A,
17:2937–2970, 1991.
[NW14] H. Narnhofer and W. F. Wreszinski. On reduction of the wave
packet, decoherence, irreversibility and the second law of thermo-
dynamics. Phys. Rep., 541:249–278, 2014.
[Pen70] O. Penrose. Foundations of statistical mechanics. Oxford, Perga-
mon Press, 1970.
[Pen79] O. Penrose. Foundations of statistical mechanics. Rep. Progr.
Phys., 42:1937, 1979.
[PW78] W. Pusz and S. Woronowicz. Passive states and KMS states for
general quantum systems. Comm. Math. Phys., 58:273, 1978.
[Rad70] C. Radin. Approach to equilibrium in a simple model. J. Math.
Phys., 11:2945, 1970.
[Rob67] D. W. Robinson. The statistical mechanics of quantum spin sys-
tems. Comm. Math. Phys., 6:151, 1967.
[Rob73] D. W. Robinson. Return to equilibrium. Comm. Math. Phys.,
31:171–189, 1973.
[RR67] D. W. Robinson and D. Ruelle. Mean entropy of states in classical
statistical mechanics. Comm. Math. Phys., 5:288, 1967.
[Rue67] D. Ruelle. States of classical statistical mechanics. Jour. Math.
Phys., 8:1657, 1967.
[Sew86] G. L. Sewell. Quantum theory of collective phenomena. Oxford
University press, 1986.
[Sin94] Ya. G. Sinai. Topics in ergodic theory. Princeton University Press,
1994.
[Thi92] W. Thirring. Classical Mathematical Physics, third edition.
Springer Verlag, 1992.
[Wre] W. F. Wreszinski. Unstable states in a model of nonrelativistic
quantum electrodynamics. paper in preparation.
22
