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Abstract
A basis of Lorentz and gauge-invariant monomials in non-Abelian gauge theories
with matter is described, applicable for the inverse mass expansion of effective actions.
An algorithm to convert a arbitrarily given invariant expression into a linear combina-
tion of the basis elements is presented. The linear independence of the basis invariants
is proven.
1 Introduction
One-loop effective actions [1] are space-time integrals of Lorentz and gauge-invariant ex-
pressions. They are closely related to traces of heat kernels, known as Schwinger-DeWitt
[2], Gilkey-Seeley [3], or Hadamard [4] coefficients. In flat space-time gauge theory, these
coefficients are polynomials consisting of a matrix potential, the gauge-field strength ten-
sor, and gauge-covariant derivatives. There are many equivalent forms for these coefficients
essentially due to the Bianchi identity and the product rule for covariant derivatives. Fur-
thermore, the physically interesting functional trace allows one to cyclically exchange matrix
factors and to integrate by parts.
Increasing use of computer algebra [5] and new methods to calculate effective actions [6, 7]
extend our knowledge of heat kernel coefficients to higher and higher order. To manage the
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increasing number of terms in them and compare results obtained by different methods, a
minimal set of invariants is needed in terms of which all results can be expressed. In addition,
an algorithm to expand a given gauge-invariant Lorentz scalar into this minimal set should
be provided.
This problem was mainly considered in general relativity where the tensor polynomials
consist of the Riemann tensor, the metric tensor, and covariant derivatives. This is more
complicated than flat space-time gauge theory due to the symmetry properties of the Rie-
mann tensor. However, Fulling et al. [8] used group representation methods to determine
the numbers of independent monomials, so that an appropriate subset of all monomials can
be chosen to be a basis. Nevertheless, this subset has to be chosen by hand because there is
no known general construction principle.
For gauge theory in flat space-time, van de Ven [9] constructed a basis up to mass
dimension ten (fifth order of the inverse mass expansion). But he also chose the basis
elements by hand and did not present a general construction principle.
For the expansion of effective actions of matter, gauge fields, and gravity in terms of
Barvinsky-Vilkovisky form factors [10], a basis set of non-local invariants up to third order
in the curvature1 was defined [11].
The present article, extending our work in Ref. [12], analyses the formal structure of
Lorentz and gauge-invariant monomials in non-Abelian gauge theories with matter in flat
space-time. Step by step, the operations applicable to these invariants are used to bring
them into a form consisting of special invariant monomials. These are proven to be linearly
independent. Thus, a basis set of invariants is specified, and simultaneously, a procedure to
expand a given Lorentz and gauge-invariant expression in terms of the basis is obtained.
Section 2 introduces notations, manipulations applicable to invariants, and a graphical
representation of invariants, which is needed for the proof of linear independence. Section 3
describes the algorithm to expand a given gauge-invariant Lorentz scalar in terms of special
gauge-invariant monomials. The properties of these monomials are summarized in Section 4.
They are used to count the special monomials up to mass dimension 16. Section 5 shows that
this set of monomials is linearly independent and therefore a basis. We summarize in Section
6. Appendix A describes manipulations with fully symmetrized covariant derivatives. The
numbers of independent invariants, subdivided by the number of matrix potentials and field-
strength tensors, are given in Appendix B. Also the basis invariants up to mass dimension
eight are listed there explicitly. Appendix C describes a construction needed for the proof
of linear independence.
1In this context the gauge-field strength tensor and the matrix potential are considered to be the curva-
tures of the gauge field and the matter fields, respectively.
2
2 Notations and representation by graphs
We consider a gauged scalar field theory described by the massive complex field φa and the
hermitian matrix valued gauge field Aabµ . The gauge-covariant derivative in the fundamental
representation is Dabµ = δ
ab∂µ− iA
ab
µ . The coupling constant is absorbed into the gauge field.
The matter field contribution to the effective one-loop action is given by
Γ(1)[ϕ,A] = Tr ln
(
−D2 +m2 + V
)
= −
∫ ∞
0
dT
T
e−Tm
2
Tr exp
(
−T
(
−D2 + V
))
(1)
The integral in Equation (1) is to be understood regularized at T = 0 in some way, e.g.
by dimensional regularization [13], by the zeta function procedure [14] or by a cut-off. The
trace of the heat kernel can be evaluated by various methods [6, 7, 15] and expanded in
gauge-invariant terms [5, 6, 7, 9, 15, 16]
Tr exp
(
−T
(
−D2 + V
))
=
∫
ddx tr
∑
i
CiT
µi−d
2 Ii (F, V ) . (2)
The matrix potential V is hermitian and originates from the self-interaction of the matter
field. Ci are in general complex dimensionless numbers. The space-time dimension is defined
to be d. Ii (F, V ) are matrix valued Lorentz scalars which are composed of the matrix
potential V , the field strength tensor
F abµν = i [Dµ,Dν ]
ab = ∂µA
ab
ν − ∂νA
ab
µ − i [Aµ, Aν ]
ab
, (3)
and the adjoint gauge-covariant derivative
Dµ = [Dµ, ] = ∂µ − i [Aµ, ] . (4)
Dµ acts on V and on Fµν . µi is the mass dimension of the Lorentz scalar Ii (F, V ) according
to the mass dimensions of its constituents [V ] = 2, [Fµν ] = 2, and [Dµ] = [Dµ] = 1. The first
few terms of the expansion (2) are [16]
Tr exp
(
−T
(
−D2 + V
))
= (4piT )−
d
2
∫
ddx tr
[
1l− TV +
T 2
2
(
V 2 +
1
6
FµνFµν
)
+ . . .
]
. (5)
The form (2) is not unique due to the possible manipulations of Table 1. In this article, we call
the possibility of cyclic matrix permutations under the trace cyclic invariance, and that of
mirror transformations reflection invariance. The latter stems from the possibility of matrix
transpositions under the trace. The scope of the present article is to fix all manipulation
possibilities and to obtain a basis for the gauge-invariant2 Lorentz scalars Ii(F, V ).
2The objects Ii(F, V ) are Lorentz invariant but, in the strict sense, not gauge invariant. However, here
we understand Ii(F, V ) always to stand inside a trace, which results in gauge-invariant quantities, and call
them loosely invariants, too.
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Table 1: The possible manipulations applicable to Lorentz scalars Ii(F, V ) and the corresponding equalities
that are used. Integration by parts assumes the background fields decrease sufficiently quickly at infinity.
In the last line, X , Y , and Z are assumed to be “simple factors” (defined in the text). Further relations
between invariants such as equations of motion or additional symmetries are not taken into account.
Manipulation Used equality
Product rule Dµ(XY ) = DµXY +XDµY
Cyclic matrix permutations tr(XY Z) = tr(Y ZX)
Integration by parts
∫
dx tr (DµXµY ) = −
∫
dx tr (XµDµY )
Bianchi identity DµFκλ = DκFµλ +DλFκµ
Antisymmetry of Fµν Fµν = −Fνµ
Mirror transformation tr (XY Z . . .) = tr
(
. . . Z†Y †X†
)
= tr (. . . ZY X)
We introduce some further terminology. V , Fκλ, Dµ1Dµ2 . . .DµnV , or Dµ1Dµ2 . . . DµnFκλ
(n ≥ 1) are simple factors. Containing V they are called V -factors, otherwise F -factors.
Simple invariants or invariant monomials are products of simple factors.
Due to the hermiticity of Aµ simple factors are always hermitian
V † = V, F †µν = Fµν , X
† = X =⇒ (DµX)
† = DµX. (6)
This property provides the basis for the reflection invariance of simple invariants.
Applying the product rule for covariant derivatives, the invariants Ii(F, V ) of Equation
(2) may always be expressed by sums of simple invariants. Therefore we assume in the
following all invariants Ii(F, V ) to be simple.
The last manipulation of Table 1 is called mirror transformation because it inverts the
ordering of the factors X , Y , and Z. It relates an invariant with the complex conjugate of
another one. Generically, a quantity and its complex conjugate are linearly independent, and
the mirror transformation cannot be used to substitute an invariant by another one. But
in special situations this transformation is useful. Assuming the effective action (2) is real,
then — expanded in an appropriate basis — every simple invariant I1 = tr (XY Z . . .) and
its mirror image I2 = tr (ZY X . . .) = I1 have coefficients C1 and C2 complex conjugate to
each other, so that the sum of them can be written as C1I1 +C2I2 = 2ℜe (C1I1). Obviously
I2 was replaced by I1 but the price paid is the introduction of the projection operator ℜe.
Another special situation is a real field φa and a real representation of the gauge group. V
is then real and symmetric, whereas Aµ and Fµν are imaginary and antisymmetric (thus still
hermitian). The simple invariants and its complex conjugates are then equal up to a factor
of (−1)f (where f is the number of F -factors in the corresponding invariant).
The ordering of derivatives within a factor can be changed by continued application of
DµDνX = DνDµX − i [Fµν , X ] . (7)
4
This produces additional terms with more F -factors and fewer derivatives. After the com-
mutation of some inner derivatives the product rule has to be applied again. In this way
every ordering of derivatives can be achieved.
The indices in a simple invariant can be contracted between different factors and within
the same factor. Let us consider the latter case, we call it self-contraction. At least one
index must belong to a derivative, otherwise it would be the contraction Fµµ which forces
the whole invariant to vanish. After commuting this derivative to the outside of the factor,
integration by parts can be applied. In the resulting expression one self-contraction has been
eliminated. Repeating this, we arrive at an expression where all invariants Ii(F, V ) have no
self-contractions. From now on we assume our gauge- and Lorentz-invariant expression (2)
to have this form.
Now we are able to introduce the graphical representation of simple invariants. The
factors are represented by regions located on a circle (cf. Tab. 2 and Fig. 1). The circle
takes into account the cyclic invariance of the trace. Reading the invariant from left to right
corresponds to reading the graph counterclockwise along the circle. Contractions between
Table 2: Graphical elements for the representation of simple invariants
Part of a term Graphical representation
V •
Fµν ✥
✥
❵
❵
µ
ν
Dµ ◦−−−−µ
(a) (b) (c) (d)
Figure 1: Examples for the graphical representation of terms: (a) tr(FµνFµν), (b) tr(FµνDµV DνV ), (c)
tr(FµνFκµFνκ), (d) tr(FµνFκµDνFλκDλV ).
factors are represented by straight lines connecting the regions. Open points at the line
ends symbolize derivatives. V ’s are depicted by closed points. Fµν ’s are recognizable by
two linked lines representing the two indices. The representation of simple invariants by
graphs is unambiguous only modulo permutations of derivatives (7) and index interchanges
in Fµν ’s. This ambiguity can be eliminated by choosing a certain index ordering for the
invariants. This will be done below where the algorithm for expanding a given invariant in
basis invariants is described.
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3 The algorithm
This section describes an algorithm using the manipulations of Table 1 to transform an arbi-
trary expression (2) into a standard form. Section 5 will show that the invariant monomials
left unchanged by the algorithm are linearly independent, at least if we exclude mirror trans-
formations from the possible manipulations of Table 1 (including mirror transformations the
same is true at least up to 16 mass dimensions, as we will see below). Therefore the result of
the algorithm, expressed by the basis invariants, will always be unique, though the algorithm
may offer at intermediate stages several possibilities to proceed.
We start with an arbitrary Lorentz and gauge-invariant expression of the form (2). We
treat invariants with different mass dimension separately, since the manipulations of Table
1 do not mix them. In Section 2 the product rule and integration by parts were used to
obtain a sum of simple invariants which have no self-contractions and can be represented by
graphs. This is the first step of the algorithm.
The following steps require commutations of derivatives by Equation (7), which produce
additional invariant monomials containing more F -factors and fewer derivatives. Therefore
we concentrate on the invariant monomials not in their final form and having the fewest
F -factors (or alternatively, the most derivatives, i.e. the fewest factors). Then the following
steps of the algorithm are applied to these monomials, transforming them into their final
form and falling out of the consideration. This procedure is iterated until all monomials are
in their final form.
The first step inside the iteration is to use the Bianchi identity. This identity interchanges
the index of a derivative with the indices of the field strength tensor within an F -factor,
without disturbing the other factors. To apply the Bianchi identity to an F -factor with
more than one derivatives we must specify the derivative which we want to use and commute
it with the other derivatives by Equation (7) so that it becomes the innermost derivative.
Which derivatives do we specify? We look at the example
tr(
L
Dµ
R
Dν
M
Dρ DσFκλ︸ ︷︷ ︸
factor under
consideration
. . .X ′ν . . .︸ ︷︷ ︸
right
sector
Yσκ . . .X
′′
ρ . . .︸ ︷︷ ︸
middle
sector
Zλ . . .Xµ . . .︸ ︷︷ ︸
left
sector
) . (8)
The indices of Fκλ are contracted with the factors Yσκ and Zλ, which divide the remaining
factors into three, possibly empty, sectors. These are denoted by “right sector”, “middle
sector”, and “left sector”, because the “left sector” is connected with the left-hand side of
the considered factor by cyclic invariance. This is depicted in Figure 2.
The derivatives of the factor under consideration are called left (“L”), right (“R”), and
middle (“M”) corresponding to the sector with which they are contracted. Not all derivatives
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LM
R
Figure 2: A certain F -factor within a graph. The two F -indices give rise to three sectors, marked with
L, M, and R, with which the derivatives are contracted. Following the arrow corresponds to reading the
invariant monomial from the left to the right.
are left, right, or middle (e.g. Dσ). The Bianchi identity mixes all three kinds of derivatives.
Therefore it can be used to eliminate one kind of derivative in all factors of all monomials.
Since the middle sector is invariant under the mirror transformation (left and right sectors
are interchanged), we apply the Bianchi identity to middle derivatives. Each such application
of the Bianchi identity reduces the number of factors in the corresponding middle sector. So
after a finite number of steps, all middle derivatives are eliminated.
Next, we convert multiple contractions between factors into a standard form by
. . . Fµν . . .DµDνX . . . ⇒ −
i
2
. . . Fµν . . . [Fµν , X ] . . . (9)
. . . Fµν . . .DµFνκ . . . ⇒
1
2
. . . Fµν . . .DκFνµ . . . (10)
. . .DµFνκ . . .DνFµλ . . . ⇒ . . .DµFνκ . . .DµFνλ . . .+
+
1
2
. . .DκFνµ . . .DλFµν . . . . (11)
The first transformation uses the antisymmetry of the field strength tensor and the com-
mutation rule (7). The second transformation relies again on the antisymmetry together
with the Bianchi identity. The third equality results from the Bianchi identity for one of the
factors and the second transformation (10).
The graphical representation of monomials automatically takes into account the cyclic
invariance if we regard a certain graph and the same graph but rotated as identical. The
reflection invariance can be taken into account by identification of graphs with their mirror
images. In the analytic expressions we pick a representative of each class of equivalent
“rotated” and “reflected” monomials, for instance the first or last monomial according to
some lexicographical order.
The last step inside the above mentioned iteration is to arrange the derivatives and the
indices of the field strength tensor in a definite way. This will be done factor by factor, such
as for the application of the Bianchi identity. Here three prescriptions are proposed.
1) We consider a certain factor of a simple invariant. Temporarily suspending the fixing
of the cyclic invariance, the factor is shifted to the left end of this monomial, as in example
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(8). We call two indices which are contracted with each other partners for the moment.
We then rearrange the derivatives and indices of the field strength tensor (if present) in the
considered factor so that they copy the ordering of their partner indices. In example (8) Yσκ
is located left of Zλ, therefore the indices of Fκλ have the correct order. The locations of
X ′ν , Yσκ, X
′′
ρ , and Xµ define the correct order of the derivatives to be DνDσDρDµ. While
this arrangement of indices is independent of the fixing of the cyclic invariance due to the
temporary shift, it is still dependent on mirror transformations, which invert the ordering
of the factors. If we choose a different fixing of the reflection invariance we obtain a slightly
different basis which results in different coefficients in front of the basis invariants. Since
there appears to be no natural way to fix the reflection invariance, this prescription for the
ordering of the indices seems to be sensible only if the problem we want to describe does not
allow mirror transformations.
2) The second prescription is relatively simple and has no problems with the reflection
invariance. The derivatives are symmetrized by forming the sum over all index permuta-
tions:3
Dα1···αkX → D(α1···αk)X =
1
k!
∑
pi∈Sk
Dαpi(1)···αpi(k)X. (12)
This can be realized by successive application of4
DµD(α1···αk)X = D(µα1···αk)X −
i
k + 1
k∑
λ=1

 k + 1
λ + 1

[D(α1···αλ−1|Fµ|αλ , Dαλ+1···αk)X] . (13)
This equation is derived in Appendix A. The indices of the field strength tensor are ordered as
in the first prescription or somehow different — this is not so important because it produces
only factors of (±1) and different conventions of this point can easily be converted. Working
with this prescription, it is more practical to deal with symmetrized derivatives from the
very beginning.5 Formulae relevant for this case are given in Appendix A.
3) The third prescription is a compromise between the first two. As in the previous
paragraph, the ordering of the indices of the field strength tensor is not so important. But
instead of the fully symmetrized derivatives of prescription 2) we form the sum over one
ordering of derivatives and the opposite ordering
Dα1···αkX →
1
2
(
Dα1α2···αkX +Dαkαk−1···α1X
)
. (14)
3We use here the notation Dα1···αk = Dα1 · · ·Dαk .
4(α1 · · ·αλ−1|µ|αλ · · ·αk) means that µ is excluded from the symmetrization.
5The calculation of effective actions by the world-line formalism [6] yields automatically fully symmetrized
derivatives. Furthermore, the expressions resulting from this formalism have no self-contractions, thus the
first step of the algorithm is already completed from the outset.
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This is sufficient to ensure reflection invariance of the basis invariants. The orderingDα1α2···αk
of the derivatives itself is adjusted as in the first prescription.
While the first prescription depends on the fixing of the reflection invariance, the second
and third ones do not. At least if the invariants of our theory can be mirror transformed,
this strongly suggests the use of one of the latter prescriptions to give results in a definite
form. If reflection invariance is absent, there is in principle no difference between the three
prescriptions. In all cases, the first prescription seems to be most appropriate for numerical
calculations since the basis invariants are simple. In the second and third prescription, the
basis invariants are not simple but symmetrized sums of simple invariants. While this does
not affect the algorithm nor the proof of the basis property, it inflates the number of terms
in numerical calculations, especially with the second prescription. The third prescription
seems to be a good compromise between brevity and definiteness under reflection invariance.
4 Properties of the basis invariants
Pursuing the lines of the above algorithm we can characterize the basis invariants by the
following properties:
• The invariants are (symmetrized sums of) products of simple factors.
• Indices are contracted only between different factors of an invariant monomial.
• There are no middle derivatives.
• In multiple contractions between factors, derivatives are contracted with derivatives
and indices of F ’s with indices of F ’s if this is possible to arrange by the transformations
(9 – 11). That means, index contractions like the ones on the left-hand side of the
transformations (9 – 11) do not occur in the basis invariants.
• The order of derivatives and of indices of the F ’s is given by one of the prescriptions of
the last section. The main issue here is that such a prescription makes the assignment
between graphs and invariants unambiguous.
These properties allow one to count the basis invariants of a certain mass dimension. In
fact, it is more convenient to count the graphs assigned to the basis invariants. Up to mass
dimension 16, this was performed by a C language computer program with the results shown
in Table 3 and Appendix B. The program can be obtained soon by accessing the author’s
home page on the DESY-IfH web site (http://www.ifh.de/∼umueller/invariants.html).
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Table 3: The number of invariants with and without identification under the mirror transformation. v is
the number of occurrences of the matrix potential in the invariants.
Mass dim. Total v = 0 1 2
1 2 1 1 0 0 1 1
2 4 2 2 1 1 0 0 1 1
3 6 5 5 2 2 1 1 1 1
4 8 17 18 7 7 4 5 4 4
5 10 79 105 29 36 24 36 17 23
6 12 554 902 196 300 184 329 119 191
7 14 5283 9749 1788 3218 1911 3655 1096 2020
8 16 65346 127072 21994 42335 24252 47844 13333 25861
Table 3. (Continued)
Mass dim. v = 3 4 5 6 7 8
1 2
2 4
3 6 1 1
4 8 1 1 1 1
5 10 6 7 2 2 1 1
6 12 39 63 13 16 2 2 1 1
7 14 370 670 96 158 18 24 3 3 1 1
8 16 4452 8638 1095 2020 186 329 30 41 3 3 1 1
5 Proof of linear independence
This section proves that the set of invariant monomials described in Section 4 is linearly
independent. Since every gauge- and Lorentz-invariant expression of the form (2) can be
written as a linear combination of this set, as realized by the algorithm, then it follows that
this set of invariants is a basis.
The proof relies on a special background configuration that was used by van de Ven to
compute one-loop counter-terms up to ten space-time dimensions [9]. It is given by
Aµ = const, V = −AµAµ = const. (15)
This implies
DµX = [Dµ, X ] = −i [Aµ, X ] , Fµν = −i [Aµ, Aν ] . (16)
Replacing V , F , and D by the constant field A, every invariant monomial I(F, V ) has the
form
I(F, V ) =
∑
k
ckAν1Aν2 . . . Aνµ =
∑
k
ckJk(A). (17)
The mass dimension of I(F, V ) is µ, ck are some complex numbers. We call the products
of A-matrices Jk(A) primitive invariants. Table 4 shows how the possible manipulations of
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invariants in a general background translate into manipulations of primitive invariants.
The primitive invariants can be represented by graphs where the A’s are depicted as
points located on a circle and the contractions between them are straight lines connecting
the points. These graphs were used also in Ref. [9]. To distinguish them from the ones of
section 2 we call them primitive graphs.
Table 4: The manipulation possibilities for invariants. Primitive invariants are defined in the text.
General invariants Primitive invariants
Integration by parts Cyclic matrix exchanges
Cyclic matrix exchanges Cyclic matrix exchanges
Bianchi identity Is trivially fulfilled
Mirror transformation Mirror transformation
In Ref. [9] it was found that the specialization to this background configuration does not
change the number of independent invariants up to ten dimensions. This generalizes to all
mass dimensions in the following proposition.
Proposition. The number np of independent primitive invariants with a certain mass
dimension is equal to the number nb of invariants specified in Section 4 with the same mass
dimension if we do not use the mirror transformation. Moreover these numbers are equal to
the maximal numbers nmax and nmax,0 of independent invariants in general and in the special
background (15), respectively.
Proof. First, we show that the set of independent primitive invariants is as large as
the set of independent invariants at the special background. From (17) it is clear that
every invariant at the special background can be expressed by primitive invariants. The
converse can be established by providing a set of rules to construct an expression of general
invariants being equal at the special background to a given primitive invariant. These rules
are described in Appendix C. Thus we have np = nmax,0.
Second, we note that independent invariants in the special background are also indepen-
dent in general backgrounds. Thus we have nmax,0 ≤ nmax.
Third, we show that the number of primitive invariants np equals the number nb of
invariants achieved by our algorithm. This is done by providing a one-to-one mapping
between the corresponding graphs representing the invariants. The mapping is given in Table
5. Lines are mapped to lines. The division of primitive graphs into factors is determined
by the intersection behaviour of lines. Going counterclockwise around a graph, the last
two points of a factor are connected (V -factor) or have intersecting lines (F -factor). All
points before the last point and belonging to the same factor have non-intersecting lines.
This determines unambiguously which points belong together forming a factor in a primitive
graph.
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Table 5: One-to-one mapping between primitive graphs and graphs representing basis invariants. It maps
lines to lines. For an additional explanation see the text. Some lines in the primitive graphs are bent in this
table to depict exactly which lines they intersect.
Primitive graphs Graphs representing basis invariants
←→
←→
Special cases: multiple lines between two factors
←→
←→
←→
←→
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The last step in this proof is to note that by our algorithm every invariant in general
backgrounds can be expressed by our invariants. This means nmax ≤ nb. Looking at all
relations so far derived
np = nmax,0 ≤ nmax ≤ nb = np (18)
we conclude from the equality of the first and the last number the equality of all numbers
involved. ✷
We observe that the mapping (Table 5) does not preserve the symmetry of the mir-
ror transformation. Therefore two graphs equivalent by the mirror transformation may be
mapped to two inequivalent graphs. Thus this mapping is not one-to-one in this case, so the
proof fails. The rest of the proof holds also with the mirror transformation. To show the
linear independence of the set of invariants in this case, it is therefore sufficient to establish
nb = np. Up to a fixed order of mass dimension this can be done simply by counting the
invariants. Table 3 gives the number of primitive invariants up to mass dimension 16. Up
to this dimension, the equality of nb and np was checked to hold also in the presence of the
mirror transformation.
6 Summary
We obtained a prescription for the construction of a set of invariants in non-Abelian gauge
theories. A reduction algorithm was presented to transform a given Lorentz scalar by inte-
grations by parts, cyclic matrix exchanges, and Bianchi identities into a linear combination
of this set of invariants. It proves to be minimal, i.e. a basis, with respect to these operations.
The proof establishes a connection to a special background configuration. The number of
basis invariants in this background is shown to be equal to the the number of basis invariants
in general backgrounds.
An additional transformation, which can be used in some cases, is the mirror transfor-
mation. The proof of linear independence fails in this case. On the other hand, by counting
the invariants the proof can be maintained up to at least 16 mass dimensions. But a general
proof has not yet been found.
An open question is how a basis for invariants in Abelian gauge theories can be defined.
Here the commutativity of factors leads to a different structure of possible invariants. Par-
ticularly, the division of derivatives into left, right, and middle ones is not reasonable in
this case, at least in the sense described in Section 3. Perhaps one can find another way of
distinguishing three kinds of derivatives to apply the Bianchi identity appropriately.
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A Formulae for handling fully symmetrized derivatives
First we derive as generalization of Equation (7) a commutation rule
[
Dµ, D(α1···αk)
]
X =
k∑
κ=1
D(α1···ακ−1|
[
Dµ, D|ακ
]
Dακ+1···αk)X
= −i
k∑
κ=1
D(α1···ακ−1|
[
Fµ|ακ , Dακ+1···αk)X
]
= −i
k∑
κ=1
κ∑
λ=1

 κ− 1
λ− 1

[D(α1···αλ−1|Fµ|αλ , Dαλ+1···αk)X]
= −i
k∑
λ=1

 k
λ

[D(α1···αλ−1|Fµ|αλ , Dαλ+1···αk)X] . (19)
In the first line we represent the composed commutator by elementary commutators, then we
use Equation (7). In the second line, we use Leibniz’ product rule for multiple symmetrized
derivatives. Finally, the order of the two summations is changed and the inner sum is
performed.
Equation (19) helps to deduce Equation (13):
DµD(α1···αk)X = D(µα1···αk)X +
1
k + 1
k∑
κ=1
[
Dµ, D(α1···ακ|
]
D|ακ+1···αk)X
= D(µα1···αk)X −
i
k + 1
k∑
κ=1
κ∑
λ=1

 κ
λ

 [D(α1···αλ−1|Fµ|αλ , Dαλ+1···αk)X]
= D(µα1···αk)X −
i
k + 1
k∑
λ=1

 k + 1
λ+ 1

[D(α1···αλ−1|Fµ|αλ , Dαλ+1···αk)X] .
The first line symmetrizes the derivatives on the left-hand side by commutators. These are
replaced by means of Equation (19). Finally, the two summations are interchanged and the
inner sum is executed.
The reversal of (13) is useful if a single derivative must be extracted from a symmetrized
derivative to prepare for the integration by parts. To prepare the application of the Bianchi
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identity, we need a similar equation where the single derivative stands closest to X . Forming
the difference between Equations (13) and (19) we obtain
D(α1···αk)DµX = D(α1···αkµ)X +
i
k + 1
k∑
λ=1
λ

 k + 1
λ+ 1

[D(α1···αλ−1|Fµ|αλ , Dαλ+1···αk)X] . (20)
By means of this identity we can generalize the Bianchi identity to
D(α1···αkµ)Fκλ +D(α1···αkκ)Fλµ +D(α1···αkλ)Fµκ =
−
i
k + 1
k∑
ν=1
ν

 k + 1
ν + 1

( [D(α1···αν−1|Fµ|αν , Dαν+1···αk)Fκλ]+
+
[
D(α1···αν−1|Fκ|αν , Dαν+1···αk)Fλµ
]
+
+
[
D(α1···αν−1|Fλ|αν , Dαν+1···αk)Fµκ
] )
. (21)
These equations allow one in principle to execute the algorithm with symmetrized deriva-
tives.
B The number of basis invariants up to mass dimen-
sion 16
This appendix lists the numbers of independent basis invariants up to mass dimension 16,
subdivided by the number of V - and F -factors. Also, the basis invariants up to mass dimen-
sion eight are given. In the tables, the number of F -factors in an invariant is denoted by f ,
the number of V -factors by v. The numbers of invariants were obtained using a C language
computer program, which will soon be made available as described on page 9.
Table 6: The numbers of invariants with mass dimension six, with or without identification under reflection
invariance. The total number of independent basis invariants is 5.
v f = 0 1 2 3 Total Basis invariants
0 1 1 2 DµFκλDµFκλ|FµνFκµFνκ
1 1 1 V FµνFµν
2 1 1 DµV DµV
3 1 1 V 3
Total 2 0 2 1 5
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Table 7: The numbers of invariants with mass dimension eight, with or without identification under
reflection invariance. The total number of independent basis invariants is 17 or 18, respectively.
v f = 0 1 2 3 4 Total Basis invariants
0 1 2 4 7
1 3 4 1 4 5
2 1 1 2 4 see Table 8
3 1 1
4 1 1
Total 3 1 6 7 3 4 17 18
Table 8: Basis invariants with mass dimension eight, ordered according to the numbers of V - and F -factors.
The invariant in parentheses is generated by a mirror transformation on the precedent invariant in the list.
Therefore it belongs to the basis only if we do not identify invariants by the mirror transformation.
v f Basis invariants with mass dimension eight
0 2 D(µDν)FκλD(µDν)Fκλ
0 3 FµνDµFκλDνFκλ, FµνDλFκµDλFνκ
0 4 FµνFµνFκλFκλ, FµνFκλFµνFκλ, FµνFκµFλκFνλ, FµνFκµFλνFκλ
1 2 V DκFµνDκFµν , DκV DκFµνFµν , (DκV FµνDκFµν), D(κDλ)V FµκFλµ
1 3 V FµνFκµFνκ
2 0 D(κDλ)V D(κDλ)V
2 1 DκV DλV Fκλ
2 2 V 2FµνFµν , V FµνV Fµν
3 0 V DκV DκV
4 0 V 4
Table 9: The numbers of invariants with mass dimension ten, with and without identification under
reflection invariance. The total number of independent basis invariants is 79 or 105, respectively.
v f = 0 1 2 3 4 5 Total
0 1 4 5 18 24 6 29 36
1 6 9 12 21 6 24 36
2 1 2 3 12 17 2 17 23
3 2 2 3 2 6 7
4 2 2
5 1 1
Total 6 4 6 21 29 18 28 24 30 6 79 105
16
Table 10: The numbers of invariants with mass dimension twelve, with identification under reflection
invariance. The total number of independent basis invariants is 554.
v f = 0 1 2 3 4 5 6 Total
0 1 7 68 92 28 196
1 10 58 102 14 184
2 1 4 46 52 16 119
3 3 9 24 3 39
4 6 4 3 13
5 2 2
6 1 1
Total 13 17 84 120 186 106 28 554
Table 11: The numbers of invariants with mass dimension twelve, without identification under reflection
invariance. The total number of independent basis invariants: 902.
v f = 0 1 2 3 4 5 6 Total
0 1 10 107 151 31 300
1 16 111 180 22 329
2 1 6 74 92 18 191
3 4 17 38 4 63
4 7 6 3 16
5 2 2
6 1 1
Total 15 29 132 217 305 173 31 902
Table 12: The numbers of invariants with mass dimension 14, with identification under reflection invariance.
The total number of independent basis invariants is 5283.
v f = 0 1 2 3 4 5 6 7 Total
0 1 10 188 742 760 87 1788
1 15 189 866 758 83 1911
2 1 6 130 456 461 42 1096
3 4 30 170 142 24 370
4 12 30 50 4 96
5 9 6 3 18
6 3 3
7 1 1
Total 30 72 369 801 1539 1542 843 87 5283
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Table 13: The numbers of invariants with mass dimension 14, without identification under reflection
invariance. The total number of independent basis invariants is 9749.
v f = 0 1 2 3 4 5 6 7 Total
0 1 15 324 1394 1364 120 3218
1 25 369 1656 1475 130 3655
2 1 10 227 878 838 66 2020
3 5 57 308 270 30 670
4 16 56 81 5 158
5 11 10 3 24
6 3 3
7 1 1
Total 37 133 645 1537 2848 2935 1494 120 9749
Table 14: The numbers of invariants with mass dimension 16, with identification under reflection invariance.
The total number of independent basis invariants is 65346.
v f = 0 1 2 3 4 5 6 7 8 Total
0 1 14 449 3886 10649 6471 524 21994
1 21 483 4590 11706 7014 438 24252
2 1 9 311 2448 6510 3762 292 13333
3 5 75 826 2092 1368 86 4452
4 25 152 544 330 44 1095
5 28 72 81 5 186
6 17 9 4 30
7 3 3
8 1 1
Total 80 317 1788 5372 12961 19440 17955 6909 524 65346
Table 15: The numbers of invariants with mass dimension 16, without identification under reflection
invariance. The total number of independent basis invariants is 127072.
v f = 0 1 2 3 4 5 6 7 8 Total
0 1 22 809 7550 20659 12471 823 42335
1 36 954 9012 23280 13740 822 47844
2 1 15 564 4808 12659 7341 473 25861
3 7 147 1580 4140 2610 154 8638
4 36 291 1005 630 58 2020
5 44 140 138 7 329
6 22 15 4 41
7 3 3
8 1 1
Total 114 608 3328 10561 25148 38325 34872 13293 823 127072
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C Representation of primitive invariants by general in-
variants in the special background Eqs. (15)
We start with an arbitrary primitive invariant. Products AµAµ are replaced by −V at once.
All contractions between A’s are removed by
. . . AµXAµ . . . =
1
2
. . .
(
−V X −XV +D2X
)
. . . . (22)
X is a product of A’s and/or factors built from D, F , and/or V . These factors are expressed
by simple factors as described in Section 2. D2X is transformed by the product rule and by
DµAν = −i [Aµ, Aν ] = Fµν into expressions containing no derivatives of A.
We are left with expressions where all A’s are contracted with simple factors. These A’s
are removed one after the other. First, they are moved next to the associated factors by
AµXYµ = [Aµ, X ] Yµ +XAµYµ = iDµXYµ +XAµYµ (23)
DµX is treated like D
2X before. We have to find an expression for AµYµ. If the index µ
in Yµ belongs to a derivative we commute it to become the innermost derivative. If Yµ is
an F -factor we apply the Bianchi identity to ensure µ is an index of the F . If then Yµ is a
derivative of something, say Xµ, we use
AµDρXµ = Dρ (AµXµ)− FρµXµ, (24)
so we have to find an expression for AµXµ. Repeating the last step we arrive at AµFµν or
AµDµV which are expressed as
AµFµν =
1
2
DνV +
i
2
DµFµν , AµDµV =
i
2
D2V. (25)
Having removed in this way all A’s contracted with simple factors, we end up with a repre-
sentation of the primitive invariant completely in terms of D, F , and V .
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