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Abstract
In control theory, the methodology of the Drazin inverse and matrix pencil theory methods for generalized
regular systems are extensively used. Thus, in this paper, a relation between the Drazin Inverse and the
Weierstrass form of a regular pencil is derived and fully investigated.
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AMS classification: 15A09; 15A22
Keywords: Drazin inverse; Matrix pencil theory; Generalized linear systems
1. Introduction
In this paper, our long-term purpose is to study the relation between the Drazin inverse and
matrix pencil theory methods for generalized regular differential systems of the type
Fx′(t) = Gx(t), (1.1)
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or in the discrete analogue, for generalized regular difference systems of the form
Fxk+1 = Gxk, (1.2)
where x ∈ R(C)n is the state control vector. The square matrices are F,G ∈ R(C)n×n, where
det F = 0.
These two approaches have been extensively applied in control theory for the study of gener-
alized linear time invariant dynamical systems, see for instance [1,3–8,10].
Definition 1.1. Given the matrix A ∈ R(C)n×n, dim A denotes the dimension of A. The range
(column space) of A is denoted by (A) and the null space of A, {x /= 0 : Ax = 0}, by ℵ(A).
Recall that dim ℵ(A) + dim (A) = n.
Definition 1.2. For A ∈ R(C)n×n, the index of A, Ind(A) = ν is defined to be the least non-
negative integer v such that ℵ(Av) = ℵ(Av+1).
Theorem 1.1 [1]. For A ∈ R(C)n×n with Ind(A) = v > 0, dim (Av) = s, dim ℵ(Av) = t (s +
t = n), there exists a non-singular matrix T such that
A = T
[
Cs Os,t
Ot,s Nt
]
T −1, (1.3)
where Cs is an s × s non-singular matrix and Nt is a t × t nilpotent matrix with index v.
The following result is well-known in the context of the Jordan form of a square A ∈ R(C)n×n
matrix. However, an alternative different proof for Lemma 1.1 is provided for a better under-
standing of our results.
Lemma 1.1. If Nt is a t × t nilpotent matrix, with nilpotency index q and v = Ind(Nt ), then
q = v.
Proof. Since Nt is a nilpotent matrix with nilpotency index q and v = Ind(Nt ), it is well-known
that Nqt = Ot , and ℵ(Nvt ) = ℵ(Nv+1t ), respectively.
Suppose that q /= v.
If the nilpotency index q < v then Nqt = Ot and Nq+1t = Ot . Moreover, it is obvious that
ℵ(Nqt ) = ℵ(Nq+1t ), so q = Ind(Nt ) < v, a contradiction.
If the nilpotency index q > v, and since ℵ(Nvt ) = ℵ(Nv+1t ), we have
ℵ(Nvt ) = ℵ(Nv+1t ) = · · · = ℵ(Nq−1t ) = ℵ(Nqt ) = ℵ(Nq+1t ).
By taking into consideration that Nqt = Ot , it follows that ℵ(Nqt ) = R(C)n, so dim ℵ(Nqt ) = n.
However, since Nq−1t /= Ot and rank(Nq−1t ) /= 0,
dim ℵ(Nq−1t ) = n − rank(Nq−1t ) < n.
Consequently, the consideration that ℵ(Nq−1t ) = ℵ(Nqt ) it is not true, as dim ℵ(Nq−1t ) /=
dim ℵ(Nqt ). Thus, it is shown that the nilpotency index of matrix Nt is equal to v = Ind(Nt ). 
Definition 1.3 [2]. If square matrix A ∈ R(C)n×n is given in the form (1.3), then the Drazin
inverse of A, denoted by AD, is defined by
AD = T
[
C−1s Os,t
Ot,s Ot
]
T −1, (1.4)
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Equivalently, the Drazin inverse of square matrix A ∈ R(C)n×n, Ind(A) = v is the matrix AD
satisfying
(i) ADAAD = AD,
(ii) AAD = ADA,
(iii) Ak+1AD = Ak
for k  v = Ind(A).
Definition 1.4 [3]. Given F,G ∈ R(C)m×n and an indeterminate s, the matrix pencil sF − G is
called regular when m = n and det(sF − G) /= 0. In any other case, the pencil is called singular.
Definition 1.5 [3]. The pencil sF − G is said to be strictly equivalent to the pencil sF1 − G1 if and
only if P(sF − G)Q = sF1 − G1, where P ∈ R(C)m×m, Q ∈ R(C)n×n, and det P, det Q /= 0.
In the case where sF − G is a regular pencil and det F = 0, we have elementary divisors (e.d.)
of the following type:
• e.d. of the type sπ , called zero elementary divisors (z.e.d.).
• e.d. of the type (s − λj )p, λj /= 0, called non-zero finite elementary divisors (nz. f.e.d.).
• e.d. of the type sˆq , called infinite elementary divisors (i.e.d).
The complex Weierstrass form sFw − Qw of the regular pencil sF − G, det F = 0 is defined
by sFw − Qw  block diag{sIp − Jp, sHq − Iq}, where the first normal Jordan type block sIp −
Jp is uniquely defined by the set of f.e.d.
(s − λ1)p1 , . . . , (s − λν)pν ,
ν∑
j=1
pj = p
of sF − G and has the form
sIp − Jp  block diag{sIp1 − Jp1(λ1), . . . , sIpν − Jpν (λν)}.
Also, the q blocks of the second uniquely defined block sHq − Iq correspond to the i.e.d.
(sˆ)q1 , . . . , (sˆ)qμ,
μ∑
j=1
qj = q(q1  q2  · · ·  qμ)
of sF − G and sHq − Iq has the form
sHq − Iq  block diag{sHq1 − Iq1 , . . . , sHqμ − Iqμ}.
Thus Hqj is a nilpotent matrix of index q∗ = max{qj : j = 1, 2, . . . , μ}, where
H
q∗
q = 0. (1.5)
We denote by Ipj , Jpj (λj ),Hqj , λj /= 0 the matrices
Ipj =
⎡
⎢⎢⎢⎣
1 0 · · · 0
0 1 · · · 0
...
...
.
.
.
...
0 0 · · · 1
⎤
⎥⎥⎥⎦ ∈ Rpj×pj ,
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Jpi (λi) =
⎡
⎢⎢⎢⎢⎢⎣
λi 1 0 · · · 0
0 λi 1 · · · 0
...
...
.
.
.
...
...
0 0 0 λi 1
0 0 0 0 λi
⎤
⎥⎥⎥⎥⎥⎦
∈ R(C)pi×pi ,
Hqj =
⎡
⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0
0 0 1 · · · 0
...
...
.
.
.
...
...
0 0 0 0 1
0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
∈ Rqj×qj , (1.6)
From the regularity of sF − G, there exist non-singular R(C)n×n matrices P and Q such that
PFQ = Fw =
[
Ip Op,q
Oq,p Hq
]
, (1.7)
PGQ = Gw =
[
Jp Op,q
Oq,p Iq
]
, (1.8)
where Ip, Jp,Hq are given by (1.6).
2. Main results
Definition 2.1. Define the matrices Fˆλ (λF + G)−1F and Gˆλ (λF + G)−1G, for λ ∈ R(C),
where F,G ∈ R(C)n×n.
Lemma 2.1. For matrices Ip ∈ Rp×p, Jp(λj ) ∈ R(C)p×p and Hq ∈ Rq×q, it is derived that
matrices Fˆλ and Gˆλ satisfy
Fˆλ = Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1Hq
]
Q−1 (2.1)
and Gˆλ = I − λFˆλ, respectively.
Proof. According to Definition 2.1, there always exists λ ∈ R(C) such that the matrix (λF +
G)−1 is invertible, where F,G ∈ R(C)n×n. Now, multiplying on the left with (λF + G)−1 the
system (1.1) (analogously, the system (1.2)), we obtain
(λF + G)−1Fx′(t) = (λF + G)−1Gx(t) D2.1⇔ Fˆλx′(t) = Gˆλx(t).
Hence, according to expressions (1.7) and (1.8),
Fˆλ = (λF + G)−1F = (λP−1FwQ−1 + P−1GwQ−1)−1P−1FwQ−1
= Q(λFw + Gw)−1FwQ−1 (2.2)
and
Gˆλ = (λF + G)−1G = (λP−1FwQ−1 + P−1GwQ−1)−1P−1GwQ−1
= Q(λFw + Gw)−1GwQ−1. (2.3)
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Now, combining (1.7) and (1.8) it is obtained
(λFw + Gw)−1 =
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1
]
.
Consequently, substituting the above expression into (2.2), the expression (2.1) follows, that is,
Fˆλ = Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1
] [
Ip Op,q
Oq,p Hq
]
Q−1
or equivalently
Fˆλ = Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1Hq
]
Q−1.
FinallyλFˆλ + Gˆλ = I ⇒ Gˆλ = I − λFˆλ, becauseλFˆλ + Gˆλ = λ(λF + G)−1F + (λF + G)−1
G = (λF + G)(λF + G)−1 = In. 
Lemma 2.2. (λHq + Iq)−1 = ∑q∗−1k=0 (−1)kλkHkq .
Proof. Since Hq is a nilpotent matrix of index q∗, it is known that (see for instance [9])
(sHq − Iq)−1 = −
q∗−1∑
k=0
skHkq .
Thus (λHq + Iq)−1 = −((−λ)Hq − Iq)−1 = −
(
−∑q∗−1k=0 (−λ)kHkq
)
= ∑q∗−1k=0 (−1)kλkHkq .

Proposition 2.1. (λHq + Iq)−1Hq is a nilpotent matrix of index q∗.
Proof. First of all, it is easily shown that the matrices (λHq + Iq)−1, Hq commute. Indeed, using
Lemma 2.2
(λHq + Iq)−1Hq =
⎡
⎣q
∗−1∑
k=0
(−1)kλkHkq
⎤
⎦Hq = Hq
⎡
⎣q
∗−1∑
k=0
(−1)kλkHkq
⎤
⎦
= Hq(λHq + Iq)−1.
Then, since Hq is a nilpotent matrix of index q∗, i.e. Hq
∗
q = Oq it is derived that
[(λHq + Iq)−1Hq ]q∗ = [(λHq + Iq)−1]q∗Hq
∗
q = [(λHq + Iq)−1]q∗Oq = Oq.
Moreover
(λHq + Iq)−1Hq ]q∗−1 = [(λHq + Iq)−1]q∗−1Hq
∗−1
q .
Observe that if
[(λHq + Iq)−1]q∗−1Hq
∗−1
q = Oq
and since matrix [(λHq + Iq)−1]q∗−1 = [(λHq + Iq)q∗−1]−1is invertible,
It follows that
H
q∗−1
q = Oq,
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which is not true since Hq is a nilpotent matrix of index q∗. Thus, it is proven that (λHq + Iq)−1Hq
is a nilpotent matrix of index q∗. 
Proposition 2.2. The index of Fˆλ is equal to q∗, i.e. Ind(Fˆλ) = q∗, where q∗ is the nilpotency
index of matrix (λHq + Iq)−1Hq.
Proof. By taking into consideration Theorem 1.1 and Lemma 1.1,
v = Ind(Fˆλ) Th 1.1= Ind((λHq + Iq)−1Hq) Lem 1.1= q∗. 
Proposition 2.3. The Drazin inverse of Fˆλ is given by
FˆDλ = Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1. (2.4)
Proof. According to Definition 1.3, since
FˆDλ FˆλFˆ
D
λ = Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1Hq
]
×Q−1Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1
= Q
[
Ip Op,q
Oq,p Oq
] [
λIp + Jp Op,q
Oq,p Oq
]
Q−1
= Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1 = FˆDλ ,
it is obtained that FˆDλ FˆλFˆDλ = FˆDλ .
Since
FˆλFˆ
D
λ = Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1Hq
]
Q−1Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1
= Q
[
Ip Op,q
Oq,p Oq
]
Q−1,
FˆDλ Fˆλ = Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1Hq
]
Q−1
= Q
[
Ip Op,q
Oq,p Oq
]
Q−1,
it is obtained that FˆλFˆDλ = Fˆ Dλ Fˆλ. Finally, since q∗ = Ind(Fˆλ),
Fˆ
q∗+1
λ Fˆ
D
λ
=
[
Q
[
(λIp + Jp)−1 Op,q
Oq,p (λHq + Iq)−1Hq
]
Q−1
]q∗+1
Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1
= Q
[[(λIp + Jp)−1]q∗+1 Op,q
Oq,p [(λHq + Iq)−1Hq ]q∗+1
]
Q−1Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1
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H
q∗
q =Oq
Prop 2.1= Q
[[(λIp + Jp)−1]q∗+1(λIp + Jp) Op,q
Oq,p Oq
]
Q−1
= Q
[[(λIp + Jp)−1]q∗ Op,q
Oq,p Oq
]
Q−1
[(λHq+Iq )−1Hq ]q∗=Oq= Q
[[(λIp + Jp)−1]q∗ Op,q
Oq,p [(λHq + Iq)−1Hq ]q∗
]
Q−1 = Fˆ q∗λ
it is derived Fˆ q
∗+1
λ Fˆ
D
λ = Fˆ q
∗
λ , and consequently the matrix (2.4) is a Drazin inverse of matrix
Fˆλ. 
According to the preceding discussion, the following theorem is derived on the relation between
the Drazin Inverse and the Weierstrass form.
Theorem 2.1. Let Fˆλ ∈ R(C)n×n, with Ind(Fˆλ) = q∗. There exists a non-singular matrix Q ∈
R(C)n×n defined by the Weierstrass canonical form,
Fˆλ = Q
[
Cp Op,q
Oq,p Nq
]
Q−1, (2.5)
where dim (Fˆ vλ ) = p, and dim ℵ(Fˆ vλ ) = q(p + q = n), and where Cp = (λIp + Jp)−1 is p ×
p non-singular matrix and Nq = (λHq + Iq)−1Hq is q × q nilpotent matrix with Ind(Nq) = q∗.
Corollary 2.1. The Drazin inverse of F is given by
FD = Q
[
Jp Op,q
Oq,p Oq
]
Q−1. (2.6)
Proof. In practice, the Drazin inverse of matrix F is related to the study of the systems,
Fx′(t) = Ix(t) or Fxk+1 = Ixk
where det F = 0. Analytically, according to Proposition 2.3, the Drazin inverse of Fˆλ can be
expressed by
FˆDλ = Q
[
λIp + Jp Op,q
Oq,p Oq
]
Q−1.
Now, since by definition Fˆλ (λF + G)−1F , substituting λ = 0 and G = I , it is derived that
Fˆo ≡ F and consequently FD ≡ FˆDo = Q
[
Jp Op,q
Oq,p Oq
]
Q−1. 
According to expression (2.6) the Drazin inverse of matrix F can be calculated when the matrix
Jp is invertible. This is indeed the case because the matrix pencil sF − I has no zero elementary
divisors, (see Lemma 2.3).
Lemma 2.3 [5]. The matrix pencil sF − I, with det F = 0 has no zero elementary divisors.
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3. Numerical application
In this section an insightful numerical application is presented to determine the Drazin inverse
of
F =
⎡
⎣ 2 0 0−1 1 1
−1 −1 −1
⎤
⎦ .
Specifically, in that direction, the following system is derived Fx′(t) = x(t) (or equivalently
Fxk+1 = Ixk), where certainly det F = 0 and the matrix pencil is given by
sF − I =
⎡
⎣2s − 1 0 0−s s − 1 s
−s −s −s − 1
⎤
⎦ .
According to matrix pencil theory, there exist non-singular R(C)3×3 matrices P and Q such that
PFQ = Fw =
[
Ip Op,q
Oq,p Hq
]
and PQ = Iw =
[
Jp Op,q
Oq,p Iq
]
,
where Ip, Jp,Hq are given by (1.5). Indeed, by simple calculations
P =
⎡
⎣1/2 0 00 0 −1
1 1 1
⎤
⎦ and Q =
⎡
⎣ 1 0 0−1 1 1
0 −1 0
⎤
⎦
so that
PFQ = Fw =
⎡
⎣1 0 00 0 1
0 0 0
⎤
⎦ and PQ = Iw =
⎡
⎣1/2 0 00 1 0
0 0 1
⎤
⎦ .
Hence, the inverse matrix of Q is Q−1 =
[
1 0 0
0 0 −1
1 1 1
]
and consequently
FD = Q
[
J1(1/2) O1,2
O2,1 O2,2
]
Q−1
=
⎡
⎣ 1 0 0−1 1 1
0 −1 0
⎤
⎦
⎡
⎣1/2 0 00 0 0
0 0 0
⎤
⎦
⎡
⎣1 0 00 0 −1
1 1 1
⎤
⎦ = 1
2
⎡
⎣ 1 0 0−1 0 0
0 0 0
⎤
⎦ .
Compare the result above with [2, pp. 126–127].
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