We propose several multivariate variance ratio statistics for "testing" the weak form Efficient Market Hypothesis and for measuring the direction and magnitude of departures from this hypothesis. We derive the asymptotic distribution of the statistics and scalar functions thereof under the null hypothesis that returns are unpredictable after a constant mean adjustment. We propose asymptotic standard errors that are robust to departures from the "no leverage" assumption of Lo and MacKinlay (1988) , but are relatively simple and in particular do not require the selection of a bandwidth parameter. We show the limiting behavior of the statistic under a multivariate fads model and under a moderately explosive bubble process: these alternative hypotheses give opposite predictions with regards to the long-run value of the statistics. We apply the methodology to weekly returns for Center for Research in Security Prices size-sorted portfolios from 1962 to 2013 in three subperiods. We find evidence of a reduction of linear predictability in the most recent period, for small and medium cap stocks, but we still reject the multivariate null hypothesis in the most recent period. The main findings are not substantially affected by allowing for a common factor time varying risk premium.
INTRODUCTION
It is fair to say that the profession is divided on the evidence regarding the Efficient Markets Hypothesis (henceforth for simplicity EMH). Authors like Fama (1970 Fama ( , 2013 , Malkiel (2015) , and Ross (2002) argue that rejections of the EMH are: small, not scalable, fleeting, statistically suspect, and not realizable profit opportunities. Furthermore, Fama has emphasized the joint hypothesis problem whereby one must measure abnormal returns relative to a market equilibrium return that provides compensation for bearing risk, so that statistical rejections of the hypothesis are potentially due instead to rejection of the assumed market equilibrium return. On the other hand, authors like Shiller (2013) , Kahneman and Tversky (2000) , and others have argued that market participants are irrational, behave irrationally, and that their interaction produces excess volatility in asset returns relative to fundamentals. Grossman and Stiglitz (1980) argue that even if market participants are fully rational, if information acquisition is costly, then prices cannot perfectly reflect the information which is available, since if it did, those who spent resources to obtain it would receive no compensation, leading to the conclusion that an informationally efficient market is impossible. King (2016) emphasizes the "radical uncertainty" issue, whereby the future states of the world are not perfectly knowable and formal concepts such as probability distributions and expectations that are core to EMH are of limited use. These are just some of the many varied and nuanced points of view on this subject. Our purpose is not to provide definitive evidence on this hypothesis one way or another, this is beyond our pay grade. Instead we focus on some methodological issues. As Robert Shiller says in his Nobel lecture: "Ultimately, the question in reconciling the apparently conflicting views comes down to that of constructing the right statistical tests." We contribute to this by investigating a celebrated class of tests of this hypothesis, which we think have been wrongly applied, and making some modest proposals to improve best practice with regard to their use. Halbert White made many fundamental contributions to the statistical underpinnings of hypothesis testing as applied in economics and finance, and his (White, 2000) seminal contribution provides a formal insight as to how common applications of statistical methodology can lead to faulty conclusions regarding for example the EMH.
Variance ratio statistics (Lo and MacKinlay, 1988; Poterba and Summers, 1988) are widely used in empirical finance as a way of testing the EMH and to measure the degree and (cumulative) direction of departures from this hypothesis in financial time series. Indeed, this work has been extremely influential in understanding predictability in asset prices and in measuring market quality. A key advantage of this methodology relative to say Box-Pierce statistics is that variance ratios give information about the direction of departures from the null hypothesis that can be interpreted in meaningful economic terms (i.e., momentum versus contrarian), so that the analysis does not reduce to yes/no decisionmaking on an uninformative test statistic. A lot of empirical work followed immediately after the seminal contributions. Lo and MacKinlay (1988) presented evidence regarding predictability of the U.S. stock market. They concluded that the EMH was soundly rejected in weekly U.S. stock market returns based on their standard errors. The graduate textbook Campbell, Lo, and MacKinlay (1997) , henceforth CLM, presents variance ratios for weekly value weighted and equal weighted Center for Research in Security Prices (CRSP) indexes and five size sorted portfolios over the period ; they argue that the EMH is strongly rejected based on their standard errors, although they find that the magnitude of the violation is less in the later subperiod [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] . On the other hand, Cochrane (2001, p. 388) writing only 4 years later argues that: "daily, weekly, and monthly stock returns are close to unpredictable".
1 One important recent direction for this methodology is in "high frequency" settings, that is, intraday, where it has informed the debate on the evolution of "market quality" in the U.S. stock market. Castura et al. (2010) investigate trends in market efficiency in Russell 1000/2000 stocks over the period January 1, 2006 , to December 31, 2009 . Based on evidence from intraday variance ratios (they look at 10:1 second variance ratios as well as 60:10 and 600:60 second ratios), they argue that markets have become more efficient at the high frequency over time. Chordia, Roll, and Subrahmanian (2011) compared intraday variance ratios over the period 1993-2000 with the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] and found that the hourly to daily variance ratios of NYSE listed stocks came closer to the EMH predicted values on average in the second period. 2 One interpretation of these studies is that the computerized trading systems that now dominate equity markets have improved the functioning of those markets. Hasbrouck (2015) has recently used variance ratios to measure high frequency volatility in quoted prices, which also relates to this question. Finally, given that variance ratios are a standard measure of market quality, they are often used in cross-sectional or panel data regressions as dependent variables, see for example O'Hara and Ye (2009). In short, variance ratios are the de facto measure of predictability/market efficiency that is adopted universally by financial empiricists. It is important therefore that this class of tests be given a firm foundation.
There have been some criticisms of the univariate variance ratio methodology as a test of uncorrelatedness. Specifically, it is not consistent against all (fixed of given order) alternatives unlike the Box-Pierce statistics. It is a linear functional of the autocorrelation function and so provides no new information relative to that. It seems like a redundant test. Faust (1992) provides some intellectual credibility: he shows that they can be given a likelihood ratio (LR) test interpretation and are optimal against certain alternatives of the mean reverting type. In that sense they are similar to the Durbin-Watson test. The advantage of the variance ratio over the Box-Pierce statistic is that it gives some sense of the direction of predictability, which is lost in the Box-Pierce or other portmanteau tests. Hillman and Salmon (2007) have argued that the variance ratio (actually the related variogram) is better suited to irregularly spaced data and some kinds of nonstationarity than correlogram tests. Finally, there is a lot of work on improving the finite sample performance (size and power) of both Box-Pierce statistics and variance ratio statistics, see for example Kim, Nelson, and Startz (1991) and Kan and Wang (2010) . See Charles and Darné (2009) for a recent review of this methodology and its application.
We make several contributions. First, we develop a multivariate methodology. Many tests of the EMH have been carried out using the univariate variance ratio approach, that is, conducted one asset at a time. This article proposes a methodology for multivariate variance ratio tests. The rationale for the test is roughly the following. Suppose that the EMH hypothesis is not rejected for asset i based on univariate variance ratio tests. Suppose however that returns on i are predicted by lags of some other variable. A univariate test could fail to detect this violation of the EMH, although a multivariate test could detect it. This 1 He then emphasized the more recent work that had shown that low frequency returns (business cycle and longer) are predictable from dividend price ratio and term premium variables. 2 See also Sheppard (2013) for some theoretical results using a continuous time framework.
generic argument about the efficacy of multivariate versus univariate methods is widely accepted. There is a lot of work on multivariate portmanteau statistics, that is, generalizations of the Box-Pierce statistic to multivariate time series, see for example, Chitturi (1974) and Hosking (1981) . The variance ratio statistics convey directional information about crossautocorrelations beyond that contained in the portmanteau statistics, that is, in the case of a violation of the hypothesis they give some sense of the direction of departure. The univariate variance ratios describe the behavior of the asset variances, whereas the multivariate statistics also measure the behavior of the cross correlations and their cumulative direction. This could be important for momentum-based portfolio trading strategies, for example.
Second, we propose an alternative distribution theory and standard errors (heteroskedasticity and leverage consistent HLCM) that are usually adopted (i.e., in the univariate case). The limiting distribution established in Lo and MacKinlay (1988, Theorem 3) and repeated in CLM (and so used in most empirical studies) for the univariate variance ratio statistics is incorrect under their stated assumptions H1-H4 (i.e., RW3).
3 The correct distribution would be much more complicated and would depend on a long-run variance that may be hard to estimate well. Either one makes additional assumptions to ensure that the variance is as claimed, which is what we propose below, or one has to use more complicated inference methods based on long-run variance estimation, Newey and West (1987) , or self normalization, Lobato (2001) . In fact, the omitted condition appears quite innocuous, so their essential approach seems correct. However, we think that the no-leverage assumption (Lo and MacKinlay's H4) is untenable, empirically. Although this latter condition is satisfied by GARCH volatility processes with symmetrically distributed innovations, it is not satisfied by volatility processes that allow for leverage effects such as the GJR GARCH process or the Nelson's EGARCH process, and it is not even satisfied by standard GARCH volatility processes where the innovation is asymmetric. The statistical value of the restriction is that it simplifies the standard error calculation, although, as we show, the standard errors that allow for violations of this condition do not entail an inordinate increase in computation or complexity. Essentially, Lo and MacKinlay (1988) imposed an unnecessary assumption but fail to impose a necessary one. We propose modified assumptions that still preserve the possibility of simple inference methods and allow for leverage effects. Specifically, we establish the asymptotic distribution of our statistics under two sets of assumptions: (a) a stationary martingale difference hypothesis with fourth unconditional moments; (b) uncorrelatedness as in Lo and MacKinlay (1988) and with an additional uncorrelatedness condition on the products of returns but without the additional no-leverage condition. The asymptotic variance is the same under our two different sets of assumptions but is different from that contained in Theorem 3 of Lo and MacKinlay (1988) (and used in much subsequent empirical work). We remark that their theory essentially imposes that the sample autocorrelations are asymptotically uncorrelated, which can lead to inappropriate standard errors and p-values. This fact has been long appreciated in the time series literature, see for example, Dufour and Roy (1985) ; Francq, Roy, and Zakoian (2005) have provided a comprehensive theory for Box-Pierce statistics under stationarity and mixing conditions. We propose a simple analog method for conducting inference that does not require the selection of a bandwidth parameter. We note that the evidence about predictability of asset returns in a large number of papers has been based on the Lo and MacKinlay (1988) standard errors, which we argue should be replaced by standard errors that rely on weaker and more plausible assumptions. 4 We show that in practice the standard errors can make a difference, especially when the time series is short (such as when stationarity is of concern). Third, we extend our null hypothesis limit theory to the long horizon and large dimension cases. We derive the null limiting distribution of the studentized statistics under the increasing horizon framework, and show that asymptotic normality holds albeit with a slower rate of convergence, extending the univariate results of Chen and Deo (2006) . We also establish the same result for the average scalar variance ratio statistic in the case where the horizon is fixed but the dimensions of the vector time series increase with sample size.
Fourth, we also establish the asymptotic properties of our statistic under several plausible alternative models including a multivariate Muth (1960) fads model and the recently developed bubble process of Phillips and Yu (2011) . These alternatives yield quite different predictions regarding the long-run value of the variance ratio statistics.
Finally, we apply our methods to weekly returns for CRSP size-sorted portfolios from 1962 to 2013 in three subperiods 1962-1978, 1978-1994 and 1994-2013 ; the first two subperiods correspond to the data used in CLM. We show that the degree of inefficiency has reduced over the most recent period, and in some cases this improvement is statistically significant. Specifically, the univariate tests do not reject the null hypothesis for medium or large stocks in the most recent period. However, the multivariate tests do reject, albeit with a lower significance level. We have also extended our analysis to allow for a time varying risk premium, but find that the main empirical results are sustained, and we omit these results here.
5 This evidence is presented based on our HLCM standard errors that are robust to leverage effects as well as heteroskedasticity. We also show that the degree of asymmetry in the dependence structure has reduced, although it is still statistically significant. We further investigate the variance ratios at the long horizon. Simulation experiments indicate that our variance ratio tests are reliable, and powerful against some alternatives. There is a substantial literature on testing for nonlinear predictability using information beyond the simple autocorrelations, see for example, Hong (2000) , Hong and Lee (2005) , Escanciano and Velasco (2006) , and Phillips and Jin (2014) . There is also a literature that emphasizes structural breaks and rolling window analysis, see for example, Lo (2005) and Pesaran and Timmermann (2007) . Finally, there is a large literature on "predictive regressions" using long horizons and covariates such as dividend price ratios, see Phillips (2015) . Our methodology and application hopefully complements this vast body of research.
In Section 2, we introduce the multivariate ratio population statistics in various forms. In Section 3, we introduce the estimators, while in Section 4 we present the main central limit theorem and inference methods. In Section 5, we consider a number of alternative hypotheses, while in Section 6 we discuss the large dimensional case. We perform a small 4 At the current count, there were 3756 Google citations of that paper. 5 In the working paper version of this paper, we extend the theory to allow for a time varying risk premium in two ways. One approach is to fit an observable common factor regression and compute our statistics from the residuals. The second approach is to fit explicitly a nonparametric trend model, which we also allow to vary across different "regimes" (such as days of the week), to each series, and then to compute our statistics from the residuals. We show that with minor additional conditions our distribution theory and inference method carry over to this case.
simulation study in Section 7. In Section 8, we present our application, while Section 9 concludes. The Appendix contains the proofs of all results.
MULTIVARIATE VARIANCE RATIOS
For expositional purposes we shall suppose in this section that we have a vector stationary ergodic discrete time series X t 2 R d ; formal assumptions regarding the data are given below in Section 3. LetX t ¼ X t À l; where l ¼ EðX t Þ for all t. We are interested in testing the (weak form) EMH and quantifying and signing departures from this hypothesis. According to Fama (1970) , this is that "risk adjusted stock returns are unforecastable using past prices". "Prices" are usually taken to mean just a sequence of past prices for the asset in question, but the spirit of this hypothesis should allow the past history of other assets not to matter either. Regarding the risk adjustment, we shall assume that the risk premium is constant, unknown, and is denoted by l. In the working paper version we have extended the theory to the case where l t is time varying and depends on multiple unknown quantities. One interpretation of the EMH is to assume that the risk-adjusted return process satisfies
where F t denotes the past history of the prices of all the assets. This is a stronger assumption than that returns are uncorrelated with the past of all prices, that is,
for all i; j ¼ 1; . . . ; d and for all k 6 ¼ 0; which itself is a stronger assumption 6 than that returns are uncorrelated with their own past, that is,
for all i and for all k 6 ¼ 0; which is what is adopted in Lo and MacKinlay (1988) [and referred to as RW3 in Campbell, Lo, and MacKinlay (1997) and in much subsequent work]. RW3 has the advantage that if one rejects it, then one rejects the martingale hypothesis; on the other hand, if one does not reject RW3 then one can't conclude that the martingale hypothesis is valid. 7 Throughout we work with at least the multivariate uncorrelatedness hypothesis (2). We also develop a theory based on the stronger martingale difference assumption (1), because the additional regularity conditions can be stated very simply. We next define the population versions of the multivariate variance ratios. Let X t ðKÞ ¼ X t þ X tÀ1 þ Á Á Á þ X tÀKþ1 for each K, and define the following population quantities:
for j ¼ 0; 6 1; . . . : Here, A 1=2 denotes a symmetric square root of a symmetric matrix A.
We shall assume that R is strictly positive definite.
Two-Sided Variance Ratios
Under Condition (2), the variance covariance matrices obey the scaling law varðX t ðKÞÞ ¼ K varðX t Þ; where K is some positive integer, from which we may obtain a number of different variance ratio statistics. These will have different merits and drawbacks depending on the purpose to which the estimation/testing is directed. We define the two-sided matrix normalized multivariate ratio (population) statistic as
Clearly, under the null hypothesis (2) we should have VRðKÞ ¼ I d . Under the generic (stationary) alternative hypothesis we have
which is a symmetric matrix. The off-diagonal elements should be zero under the null hypothesis of no predictability. Both representations (11) and (12) can be used as the basis for estimation.
8
An alternative multivariate normalization is given by
which can likewise generically be written
This has a regression interpretation, see Chitturi (1974) and Wang (2003, p. 62) . Note that VRðKÞ ¼ I if and only if VRaðKÞ ¼ I: We shall not say anything further about this quantity VRaðKÞ. Some discussion is given in the working paper version of the paper.
8 One can interpret the variance ratio matrix as a (scalar) affine transformation of the least squares closest value of R in an approximating model for the autocorrelations of the form:
A third quantity is the diagonally normalized variance ratio
where 
One-Sided Variance Ratios
In the univariate case, the variance ratio process and the autocorrelation function contain the same information and one can recover the autocorrelation function from the variance ratio function. This is not so in the multivariate case because VRðKÞ and VRdðKÞ are both symmetric matrices whereas the autocorrelation function Rd(j) is not necessarily symmetric. In fact, one can only recover RdðÁÞ þ RdðÁÞ > or RðÁÞ þ RðÁÞ > from the variance ratio functions VRdðÁÞ and VRðÁÞ: This means that information about lead lag relations are eliminated. Instead we propose the following quantities: 
Univariate Parameters of Interest
We discuss here some univariate parameters of interest both for statistical purposes and economic interpretability.
Trace and determinant
The determinant and trace are commonly used univariate functions of covariance matrices that feature in a lot of LR testing literature, see for example, Szroeter (1978) . The trace statistic is widely used to capture the average effect of many individual variance ratios, see for example Table 2 .3 in Lo and MacKinlay (1999) , and Castura et al. (2010) . The Generalized Variance Ratio (Anderson, 2003) 
This follows because VRðK; X t Þ ¼ VRðK; R À1=2 X t Þ ¼ VRðK; Y t Þ: This says that the largest eigenvalue of the variance ratio matrix is an upper bound on the univariate variance ratio of any portfolio with fixed ex post weights. Likewise, the smallest eigenvalue of the variance ratio matrix provides a lower bound on the variance ratio of any portfolio with fixed weights. The weights that achieve it are given by the corresponding rescaled eigenvectors of the variance ratio matrix. Compare with Lo and MacKinlay (1999, p. 258) . The portfolio that gives minimal predictability corresponds to the eigenvalue k j ðKÞ that is closest to one.
Global minimum variance
The variance ratio matrix can also tell us about other portfolios constructed from the underlying assets. 
Under the null hypothesis, this should be equal to 1=d for all K.
Off-diagonal elements
We are also interested in several other univariate parameters based on VRd þ ðKÞ: First, the diagonal elements of VRd þ ðKÞ correspond to the univariate variance ratio statistics. Second, the off-diagonal elements of VRd þ ðKÞ provide the information about the directional lead lag pattern between the assets. Third, the differences between two corresponding off-diagonal elements of VRd þ ðKÞ indicate the asymmetry in the lead lag relationships between the assets. If one of the assets is a common factor portfolio, the corresponding off-diagonal elements of VRd þ ðKÞ and VRd À ðKÞ give an idea of the dynamic comovement of the asset with the common factor portfolio, which could be used in cross-sectional regression analysis. Another parameter of interest is the average of the off diagonal elements of VRdðKÞ; which is
see Solnik (1991) and Bailey, Kapetanios, and Pesaran (2012) who consider the case of K ¼ 0 and large d. Under the null hypothesis, CSðKÞ ¼ CSð1Þ for all K. This measures in some average sense the cross dependence at different lags.
Dynamic momentum/contrarian portfolio profit
We consider a generalization of the Lo and MacKinlay (1990) type arbitrage portfolio contrarian strategies. Specifically, consider the following portfolio weights applied to the nor-
where
This strategy considers all the "signals": Z i;tÀ1 À Z tÀ1 ; . . . ; Z i;tþ1ÀK À Z tþ1ÀK ; and combines them with weights according to their lag. If the 6 factor is positive, this can be considered a momentum strategy, while if it is negative, this can be considered a contrarian strategy. The total investment of the strategy at time t is I t ðKÞ ¼
The expected profit of this strategy is
Under the martingale hypothesis, p 6 ðKÞ ¼ 0 for all K. This quantity weights diagonal departures and off diagonal departures similarly. If p 6 ðKÞ > 0; then the strategy should make money (in the absence of transaction costs).
ESTIMATION OF VARIANCE RATIO MATRICES
Suppose that we observe the return vectors fX t ; t ¼ 1; . . . ; Tg equally spaced in discrete time. We may estimate the variance ratios in several ways, for example by estimating the sample covariance matrix of the K frequency data and the original observations and then forming the ratio. 9 We can alternatively explicitly use the population connection with the autocorrelation matrix process in Equation (12) for example.
We estimate the population quantities by sample averages:
Note that by construction We may also calculate the univariate quantities by analogy. For example, define the esti-
VRðKÞ:
ASYMPTOTIC THEORY AND INFERENCE

Regularity Conditions
We present two alternative non-nested sets of sampling assumptions, which we denote by A and MH Ã : Assumptions A center on the martingale difference assumption and require stationarity and ergodicity. The theory makes use of arguments presented in Hall and Heyde (1980) , and applied in Guo and Philips (2001) ; see Escanciano and Lobato (2009) for a review of the literature surrounding martingale-based testing. Assumptions MH Ã are modified versions of the assumptions in Lo and MacKinlay (1988) adapted to the multivariate case and corrected for what appears to be an error; these conditions do not require stationarity although certain averages need to converge. Most treatments of variance ratios employ the Lo and MacKinlay (1988) assumption H, which includes a mixing condition and some further restriction on the structure of the higher moments (their condition H4), which purportedly implies that the sample autocorrelations are asymptotically independent. 10 In the multivariate context, their assumption H4 would be that E½X itXjtXkrXls ¼ 0 for all i; j; k; l; t; and r; s with r < s < t:
This assumption rules out leverage type effects, for example, E½X 2 it jX irXis 6 ¼ 0, which may be important for some assets, see Nelson (1991) . This assumption is not necessary for the 9 As pointed out by Hillman and Salmon (2007) with unequally spaced data, this approach can yield a "natural" variance ratio by classifying observations on the duration since the previous trade. 10 Some papers including Whang and Kim (2003) dispense with this latter assumption but maintain the mixing and moment assumption. distribution theory; imposing it (along with other conditions) would simplify the asymptotic variance to be single finite sums rather than double finite sums, but in practice this is not a big issue. We shall dispense with this assumption below, but we shall make a further assumption that appears to have been omitted by mistake from Lo and MacKinlay (1988) . Namely, implicit in their analysis is thatX tXtÀj is uncorrelated withX sXsÀj ; but this does not follow fromX t being an uncorrelated sequence (although it does follow ifX t were a martingale difference sequence). Define for j; k ¼ 0; 1; 2; . . . :
We shall assume that the matrices R; Q(K) and Qd(K) are strictly positive definite. We consider the following sets of alternative assumptions:
The processX t is a stationary ergodic Martingale Difference sequence; A2. The processX t has finite fourth moments, that is, for all i; j; k; l; E½jX itXjtXktXlt j C < 1.
ASSUMPTION MH*:
MH1. (i) For all t,X t satisfies EX t ¼ 0; E½X tX > tÀj ¼ 0 for all j 6 ¼ 0; (ii) for all t, s with s 6 ¼ t and all j; k ¼ 1; . . . ; K; E½X tX
MH2.X t is a-mixing with coefficient aðmÞ of size r=ðr À 1Þ, where r > 1, such that for all t and for any j!0, there exists some d > 0 for which sup t EjX itXk;tÀj j
MH3. For all j, k, the following limits exist:
Chen and Deo (2006) work with martingale difference sequences and also assume a no leverage condition. Francq, Roy, and Zakoian (2005) assume both stationarity and mixing in their analysis of Box-Pierce statistics. In MH Ã , we include the additional condition (ii)
for all s 6 ¼ t and all j; k ¼ 1; . . . ; K; this is not a consequence of Equation (2) in general. Without this additional assumption the asymptotic variance of the variance ratio statistics are much more complicated and hard to estimate, involving the selection of a bandwidth parameter. Condition MH1(ii) is satisfied automatically under the martingale hypothesis, which itself is consistent with any kind of nonlinear multivariate (semi-strong) GARCH process. In assumption A, we have assumed strict stationarity, whereas this is not required in MH Ã (although certain sums have to converge in MH3, which would rule out explosive nonstationarity). In MH Ã , we have assumed higher moments depending on the mixing decay rate, whereas for assumption A only four moments are required and no explicit mixing conditions are employed. It should be noted therefore that the conditions A and MH Ã are non-nested. We further note that under the assumption that returns are i.i.d. (referred to as RW1 in Campbell, Lo, and MacKinlay, 1997) , the univariate versions of the CLTs below are valid under only second moments, Brockwell and Davis (1991, Theorem 7.2 .2), due to the self-normalization present in the sample autocorrelations. For similar reasons, condition MH3 may not be strictly necessary in that mildly trending moments may still permit a CLT at the same rate due to the cancellation of numerator by denominator. We remark that this theory is predicated on the existence of fourth moments, which may be problematic for some financial time series. Provided only the population variance exists, the matrix normalized variance ratio converges in probability to the identity, but may have a non-standard limiting distribution and a slower rate of convergence to it, Phillips and Solo (1992) and Mikosch and St aric a (2000) . 11 Even if the population variance does not exist, the sample variance ratio may converge, due to the self-normalization, but one can expect a different scaling law. For example, if the return process is i.i.d. with a symmetric stable distribution with parameter a 2 ½1; 2; then the sample variances scale according to K 2=a ; that is, as T ! 1; d VRðKÞ ! K ð2ÀaÞ=a for all K. This is a similar asymptotic behavior to what is found under the bubble process of Section 5.2 when a ¼ 1. Wright (2000) has proposed variance ratios based on signs and ranks that are robust to heavy tailed distributions, although require stronger assumptions elsewhere.
Finite/Fixed Horizon Limiting Distribution Theory
We next present our main results. In this subsection, we consider the finite K framework.
THEOREM 1:
Suppose that either Assumption A or MH Ã holds. Then, as T ! 1: 
whose distribution can be computed by simulation.
Standard Errors and Test Statistics
From the expressions in Theorem 1, we can obtain pointwise confidence intervals for scalar functions of the matrices d VRðKÞ or d VRdðKÞ À c Rdð0Þ or d VRaðKÞ: Let
and b
n is the Moore-Penrose pseudoinverse of the duplication matrix, Magnus and Neudecker (1980) . Specifically, the asymptotic variance of d
VRd ii ðKÞ can be estimated by
Note that under the Lo and MacKinlay (1988) condition H4 (i.e., Equation (19)) we have N jk ¼ 0 for j 6 ¼ k; so that the asymptotic variance in Theorem 1 simplifies, a little. The commonly used asymptotic variance matrix is
whose diagonal elements can be compared with Equation (23): they are the same except that b N jk;iiii ¼ 0 for j 6 ¼ k. In the i.i.d. case, we further have N jj ¼ R R and:
In the scalar case, both these quantities are nuisance parameter free.
As we show in the application, the standard errors derived from Equations (22) 
We next define some test statistics. Let f be any continuously differentiable function with nonzero gradient (e.g., CS; det; GM; tr; or pÞ; and let Lobato (2001) and Whang and Kim (2003) for description of these methods.
Increasing Horizon Limiting Distribution Theory
It has been reported in the literature that inferences based on the asymptotic theory of the variance ratio statistic become unreliable in finite samples when the horizon K is large relative to the sample size T, see Lo and MacKinlay (1989) . In view of this practical issue, Richardson and Stock (1989) considered the framework in which K ¼ KðTÞ and K=T ! d < 1, and showed that the limiting distribution is a function of Brownian motion. However, Deo and Richardson (2003) pointed out the inconsistency of the univariate variance ratio test under this particular restriction against some important mean reverting alternatives. Consequently, Chen and Deo (2006) studied an alternative setting where K is set to increase slower so that K/T tends to zero. Along with the ergodic martingale difference assumption, they imposed a set of strong conditions on cross-moments (Assumption A3) including the no-leverage condition, and some mixing-type conditions (Assumptions A5 and A6) that imply asymptotic independence of the process.
In this section, we investigate the increasing K asymptotics in the multivariate framework. Although a d-dimensional analog of the conditions assumed in Chen and Deo (2006) can be adopted, we shall consider a different set of conditions including stationarity in Assumption A1 (but with a slightly higher moment condition). This is to be consistent with the previous fixed K theory, and to allow simple derivations under mild assumptions.
The processX t is a stationary ergodic Martingale Difference sequence having finite 4 þ d moments, that is, EjX it j 4þd C < 1 for some d > 0 for all i.
ASSUMPTION T:
The horizon K ! 1 as T ! 1 and K=T ! 0.
ASSUMPTION S:
The following double sum is finite:
jj pqrl ða; b; 0; 0Þj < 1 for all p; q; r; l d, where j pqrl ðt 1 ; t 2 ; t 3 ; t 4 Þ is the cumulant of fourth-order between ðX pt1 ;X qt2 ;X rt3 ;X lt4 Þ.
Along with stationarity, Assumption S guarantees the existence and positive definiteness of the matrix limits Qð1Þ ¼ lim K!1 K À1 QðKÞ and Qdð1Þ ¼ lim K!1 K À1 QdðKÞ, both of which will turn out to have simple forms as we will see below. Indeed, summability of the cumulants is a common assumption in the time series literature, see Rosenblatt (1985) . The weak condition regulates the dependence structure of the process, and is implied by a mild a -mixing and moment condition (strictly higher than 4 as we shall assume below) as shown in Andrews (1991, Lemma 1), although it is stronger than ergodicity. For example, Assumption MH2 with size of mixing strengthened to 3r=ðr À 1Þ is sufficient for summability of cumulants under stationarity. Some relevant discussions can be found in the recent paper Shao and Wu (2007) , where an alternative sufficient condition is given in terms of the notion of geometric moment contraction. We derive the limiting distribution under the stationary ergodic martingale difference assumption. Note that one could alternatively work with mixing (Assumption MH Ã ) or near epoch dependence, for example, to obtain a similar result, but we shall not proceed to this direction in this paper.
THEOREM 2:
Suppose that Assumptions A 0 , T, and S hold. Then, as T ! 1 : This says that the inference methods we apply in the finite K case can be carried over to the increasing K case, at least where K is not too large relative to the sample size.
ALTERNATIVE HYPOTHESES
There are many plausible alternative hypotheses to the null hypothesis (2), and it is not possible in general to have power against all such departures. We can understand a little bit better the type of alternatives against which the variance ratio has power by looking at Equation ( This says that the test will have power against alternatives for which the Bartlett-weighted autocorrelations do not sum identically to zero. This seems like a reasonable class of alternative, because if the autocorrelations change sign enough that they cancel out, this hardly seems like a propitious setting to make excess returns from a trading strategy that treats these autocorrelations as signals. One wants not just departures from zero but some kind of reliable direction of dependence on which to bet. By contrast, the Box-Pierce statistic will also pick up highly oscillatory variation in the autocorrelations, which one might prefer to exclude from consideration. We look in detail at several alternative models in this section. In general, they yield a prediction of the form
where DðK; TÞ is a symmetric matrix such that R T ðKÞ > 0.
Local Alternatives
We first extend the arguments presented by Faust (1992) to the multivariate case and show that a trace test will be optimal against a certain class of alternatives. The type of mean reversion that the test is best at detecting will be shown to be a special case of vector autoregressive processes of order K -1. The main idea is to find a statistic that is asymptotically equivalent to the LR statistic, since in such a case the test based on that statistic will possess the same local large-sample optimality properties of LR tests, see Engle (1984) . Below we show that the statistic based on trð d VRðKÞÞ (defined formally below) is optimal (under normality) for testing the null hypothesis of no predictability/serial correlation, against the alternative hypothesis that each marginal process fX jt g t ; j ¼ 1; . . . ; d belongs to what is called the /-best class proposed by Faust (1992) . The /-best class is a particular class of ARðK À 1Þ models, and is defined as the set of those having AR polynomialsðLÞ that satisfy
for some constants q and a > 0, and z inside the unit circle; the coefficients for the moving average filter /ðLÞ are / j ¼ þ1 for all j ¼ 0; . . . ; K À 1: From the definition we see that under the alternative hypothesis, fX t g essentially belongs to a (particular) class of vector autoregressive process VARðK À 1Þ. We note that when q ¼ 0 the process is a white noise. Denote by X the T Â d matrix of sample observations. Then formally, the null and alternative hypotheses can be written as
where R q Ã refers to the variance-covariance matrix of the /-best class process with the index of the process q ¼ q Ã > 0. The notation N T d stands for a matrix normal variable; each matrix (separated by the Kronecker product) in the variance represents the contribution from cross-sectional and temporal sides, respectively. So essentially, this is a one-sided test of the index q being zero versus q being a strictly positive constant. Examination of the local large-sample optimality is done by letting the index q Ã ¼ q Ã ðTÞ ¼ d= ffiffiffiffi T p in the alternatives, where d determines the direction to which the test departs from the null hypothesis.
Theorem 3:
Suppose that the data are normally distributed. Then, the trace test is locally most powerful invariant against alternatives in the /-best class of the form q
It may be possible to characterize the class of alternatives against which other tests, such as the determinant test, are optimal, but we leave this for future research.
The trace test, while optimal against the specific class above, may have zero power against some alternatives, as we next discuss. Suppose that DðK; TÞ ¼ DðKÞ= ffiffiffiffi
Provided DðKÞ is strictly definite, some tests based on these matrices will have positive power against this alternative. On the other hand, in some cases, the power may be zero. Specifically, suppose we take the trace test applied to the diagonally normalized variance ratio matrix, that is, compare trð d VRdðKÞÞ À d (c.f. Castura et al., 2010) with the critical values from its normal limit given above, then if DðKÞ is of the form
for some nonzero dðKÞ; then this particular test will have zero power.
Multivariate Fads Model
We consider an alternative to the efficient market hypothesis (2), which allows for temporary mispricing through fads but assures that the rational price dominates in the long run.
Consider the multivariate fads model for log prices:
where e t is i.i.d. with mean zero and variance matrix X e ; while g t is a stationary weakly dependent process with unconditional variance matrix X g ; and the two processes are mutually independent. It follows that the observed return satisfies
This is a multivariate generalization of the scalar Muth (1960) model, which was also adopted in Poterba and Summers (1988) . It allows actual prices p to deviate from fundamental prices p Ã and only in the short run through the fad process g t : This process is a plausible alternative to the EMH. If g t were i.i.d., then X t would be (to second order) an MA(1) process, which is a structure implied by a number of market microstructure issues (Hasbrouck, 2007) . In this case,
and likewise for VRdðKÞ: In general, however, g t might have any type of weak dependence structure. We next derive a restriction on the long-run variance ratio statistic that reflects the presence of fads. We do not restrict the fads process, and so can only obtain long-run implications.
THEOREM 4:
Suppose that the multivariate fads model (32)-(33) holds and suppose that covðg tþj ; g t Þ ! 0 as j ! 1. Then, We consider what happens to the long horizon sample variance ratio statistic under the fads model. We will consider the case where K ! 1 as T ! 1 such that K=T ! 0 (in contrast with the framework of Richardson and Stock, 1989) . The consistency follows from the theory for the long-run variance ratio, Parzen (1957) , Andrews (1991) , and Liu and Wu (2010) . We adopt the framework of Liu and Wu (2010) 
Assumption B:
The vector process X t is stationary with finite fourth moments and weakly dependent in the sense that
Theorem 5: Suppose that the multivariate fads model (32)-(33) holds along with Assumption B, and suppose that K ! 1 as T ! 1 such that K=T ! 0: Then, d VRðKÞ ! P VRð1Þ:
VRdðKÞ consistently estimates VRdð1Þ: More generally, we could obtain the limiting distribution of d VRðKÞ À VRðKÞ under either fixed K or K increasing asymptotics applying the methods of Liu and Wu (2010) , but the limiting variance in either case is going to be very complicated.
Bubble Process
Several authors argue that the frequently observed excessive volatility in stock prices may be attributed to the presence of speculative bubbles. Blanchard and Watson (1982) and Flood and Hodrick (1986) , inter alia, demonstrate in a theoretical framework that bubble components potentially generate excessive volatility. There is some debate about whether these constitute rational adjustment to fundamental pricing rules or arise from more behavioral reasons. Recently, Phillips and Yu (2011) and Phillips, Shi, and Yu (2012) have considered the following class of "bubble processes" for (log) prices p t
represents the restarting price after the bubble collapses at time s f , and d T ¼ 1 þc=T a for a 2 ð0; 1Þ and c > 0: The process is consistent with the EMH during ½1; s e and ½s f ; T but has an explosive "irrational" moment in the middle. They propose econometric techniques to test for the presence of a bubble and indeed multiple bubbles. One can imagine this model also holding for a vector of asset prices caught up in the same bubble, so that e t is a vector of shocks, the indicator function is applied coordinatewise, and the coefficient d T is replaced by a diagonal matrix.
In the Appendix, we show that in the univariate bubble process with nontrivial bubble epoch (i.e., ðs f À s e Þ=T ! s 0 > 0), that, as T ! 1
for all K, so that the variance ratio statistic is greater than one for all K and gets larger with horizon. Essentially, the bubble period dominates all the sample statistics, and all return autocorrelations converge to one inside the bubble period, thereby making the ratio equal to the maximum it can achieve. In the multivariate case, T. Magdalinos (2014, Personal Communication) has shown that in some special cases, k max ð d VRðKÞÞ! P K: However, the multivariate case is more complicated because other eigenvalues may not behave in the same way. In practice, rolling window versions of the variance ratio statistics can detect the bubble period in a similar way to the Phillips, Shi, and Yu (2012) statistics (although they are not explicitly designed for this purpose and are not optimal for it). Our point here is just that these two different alternative models generate opposite predictions with regard to the variance ratio. We will check this empirically below.
Time Varying Expected Return
We briefly consider a simple statistical model for time varying expected return. This model could be consistent with rational pricing where the risk premium evolves slowly over time and has small variation relative to the shocks to risk-adjusted returns. Specifically, suppose that observed returns are composed of a slowly varying risk premium l t and an i.i.d. shock e t ; that is,
where l 0 ¼ ð0; 0; . . . ; 0Þ > and g t is an i.i.d. mean zero shock that is "small" relative to e t . In this case, observed returns are nonstationary so we must index populations by T. This specification is similar to that of equation (7.1.30) of CLM. We establish the following result. 
This model gives a similar prediction to the bubble model, except it says that all eigenvalues should grow linearly with the horizon with a slope less than one.
In the working paper version of this paper we consider several alternative approaches to capturing time varying expected returns including nonparametric mean model and linear factor models.
Locally Stationary Alternatives
Suppose that X t ¼ X t;T can be approximated by a family of locally stationary processes fX t ðuÞ; u 2 ½0; 1g (Dahlhaus, 1997) . For example, suppose that X t ¼ e t þ Hðt=TÞe tÀ1 ; where HðÁÞ is a matrix of smooth functions and e t is i.i.d. This allows for zones of departure from the null hypothesis, say for u 2 U; where U is a subinterval of ½0; 1; for example, HðuÞ 6 ¼ 0 for u 2 U. For example, during recessions the dependence structure may change and depart from efficient markets, but return to efficiency during normal times. This is consistent with the Adaptive Markets Hypothesis of Lo (2004 Lo ( , 2005 whereby the amount of inefficiency can change over time depending on "the number of competitors in the market, the magnitude of profit opportunities available, and the adaptability of the market participants". It follows that under local stationarity
The test will have power against some alternatives where C u ðjÞ 6 ¼ 0 for u 2 U and C u ðjÞ ¼ 0 for u 2 U c : The test will not detect alternatives where VRðKÞ ¼ I but VRðK; uÞ ¼ 
Nonlinear Processes
In general, the class of statistics we consider will not have power against all nonlinear alternatives. In that case, one may work with nonlinear transformations Y t ¼ sðX t Þ such as the quantile hit process, Han et al. (2014) , and then calculate the "variance ratio" equivalent through Equations (12)- (14). Wright (2000) has proposed variance ratios based on signs and ranks that have similar objectives.
LARGE DIMENSIONAL DATA
We briefly consider some issues that arise when the dimensions d are large. In this case, the covariance matrices R and RðKÞ may be ill conditioned, and so forming the ratio (11) may not be practically feasible or theoretically valid; likewise for any functions derived thereof such as the smallest eigenvalues. The diagonal variance ratio matrix and simple univariate quantities derived from it like CS(K) may fare better in this situation, since the marginal variances should be bounded away from zero. We remark that Castura et al. (2010) We present a simple result for the average trace statistic in the case where d grows but at a rate slower than T. We suppose that Assumption A 0 holds for the d-dimensional vector processX t , and impose Assumption SD to ensure that the limiting variance is well-defined.
Assumption Td:
The dimension d ¼ dðTÞ ! 1 in such a way that d=T ! 0 as T ! 1.
Assumption Sd:
The limit of the quadruple sum qdð1Þ Ã 2 ð0; 1Þ exists, where
where r ii are the diagonal elements of R:
Under these conditions, we can derive the following asymptotic normality result:
Suppose that Assumptions A 0 , S, TD, and SD hold. Then:
Zd tr ðKÞ ) Nð0; 1Þ:
We remark that the cross-sectional standard deviation of the individual variance ratios, a quantity that is often reported along with the average variance ratio, see for example CLM Table 2 .7, is not necessarily related in any simple way to the true asymptotic standard deviation of the estimator that we report here.
An alternative strategy in the large d case may be to calculate scalar ratios from the matrix scaling law RðKÞ ¼ KR: Specifically, we may look at quantities like k max ðKÞ=Kk max ð1Þ whose properties may follow from generalizations of results in Jin et al. (2014) . However, when d is comparable with T, one must use some sparsity structure or shrinkage method to obtain reasonable performance for complicated nonlinear functions of the covariance matrices. Johnstone and Onatski (2015) develop a comprehensive theory for multivariate testing in large dimensional situations.
SIMULATION STUDY
We perform a small simulation study to assess the reliability of our multivariate variance ratio test statistics (the earlier version of this article contains additional results not reported here for brevity). In particular, we examine two multivariate variance ratio tests: the trace (Z tr ðKÞ) and the determinant (Z det ðKÞ) tests.
We first simulate empirical size of nominal 5% multivariate variance ratio tests based on Z tr ðKÞ and Z det ðKÞ statistics for the null hypothesis H 0 : X t ¼ ðX 1;t ; X 2;t Þ > is m.d.s.
specified by the following bivariate constant conditional correlation (CCC)-GARCH (1,1) model: Based on 10,000 replications, we have the results in Table 1 . Table 1 shows that the empirical sizes of variance ratio tests using Z tr ðKÞ and Z det ðKÞ statistics are all close to the nominal value 5%. We then examine the power of multivariate variance ratio tests based on Z ðiidÞ tr ðKÞ and Z ðiidÞ det ðKÞ statistics, at a 5% nominal level, against the alternative hypotheses H 1 : bivariate fads model for log prices, specified as Equations (32) and (33) Based on 10,000 replications, we have the results in Table 2 . Table 2 shows that the power of the tests increases with K. In addition, as the conditional variability of the random walk relative to the stationary component decreases, the power of tests increases, for example, when X e ¼ 1 2 I d and K ¼ 16, the power of tests is very 
APPLICATION
We apply our methodology to U.S. stock return data. In particular, we use weekly sizesorted equal-weighted portfolio returns from the CRSP from June 7, 1962 , to December 27, 2013 13 Essentially we are using the extension of the same data that were used in Lo and MacKinlay (1988) and Campbell, Lo, and Mackinlay (1997) , which allows us to make comparison with their results, and to extend it to the more recent period. In the following parts, we first test the linear predictability for size-sorted CRSP portfolio returns at short to medium horizon; then, we investigate the long-run behavior of variance ratio statistics.
Short-to-Medium Horizon
Evidence on linear predictability
Consider weekly returns for three size-sorted CRSP portfolios X t ¼ ðX 1t ; X 2t ; X 3t Þ > , where X 1t is for the portfolio of small-size firms (first quintile), X 2t is for the portfolio of mediumsize firms (third quintile), and X 3t is for the portfolio of large-size firms (fifth quintile). d VRd þ ðKÞ and c Rdð0Þ of X t can be estimated based on the method in Section 3. We first test the absence of serial correlation in each of these 3 weekly size-sorted portfolio returns. As we stated above, the diagonal elements of VRd þ ðKÞ correspond to the univariate variance ratio statistics, for example, ½VRd þ ðKÞ 11 is the variance ratio of small-size portfolio returns. For each i ¼ 1; 2; 3; we test the hypotheses of H 0 : ½VRd þ ðKÞ ii ¼ 1 against H 1 : ½VRd þ ðKÞ ii 6 ¼ 1: To compare with the results reported in Campbell, Lo, and Mackinlay (1997, p. 71, 13 The data are obtained from Kenneth French's Data Library. It was created by CMPT_ME_RETS using the 2013/12 CRSP database. We compute weekly returns of portfolios by linearly adding up Monday to Friday's daily returns. 14 For testing ½VRd þ ðK Þ ii ¼ 1; the ZdðK Þ; Zd LM ðK Þ, and Zd iid ðK Þ statistics are calculated by setting e f as a column vector that is 1 at the dði À 1Þ þ i entry and 0 otherwise. The results for the earlier sample periods are broadly similar to those in Campbell, Lo, and Mackinlay (1997, p. 71 , Table 2 .6) who compared the period 1962-1978 with the period 1978-1994 as well as the combined period 1962-1994. The variance ratios are greater than 1 and deviate further from 1 as the horizon lengthens. The departure from the random walk model is strongly statistically significant for the small-and medium-sized firms, but not so for the larger firms.
When we turn to the later period 1994-2013 we see that the variance ratios all reduce in magnitude. For the smallest stocks the statistics are still significantly greater than one and increase with horizon. However, they are much closer to one at all horizons and the statistical significance of the departures is substantially reduced. For medium-sized firms, the variance ratios are reduced. They are in some cases below 1 and also no longer increasing with horizon. They are insignificantly different from 1. For the largest firms, the ratios are all below 1 but are statistically inseparable from this value. One interpretation of these results is that the stock market (at the level of these portfolios) has become closer to the efficient benchmark. This is consistent with the evidence presented in Castura et al. (2010) for high frequency stock returns. The biggest improvements seem to come in the most recent period, especially for the small stocks.
The test statistics change quite a lot depending on which covariance matrix b QðKÞ; b Q LM ðKÞ, or b Q iid ðKÞ one uses, and in some cases this could affect one's conclusions, for instance, for large-size portfolio, test statistics based on b Q iid ðKÞ in some periods are statistically significant. Our sample size is relatively large, and for smaller samples, the differences could matter a lot more.
We test whether the variance ratio has "improved" significantly from one period (A) to the next (B). For this purpose, we consider statistics of the form 
þ ðKÞ ii and compare it with the square root of the sum of the square of the associated standard errors to obtain a test of the hypothesis that the efficiency has not improved across subperiods. For example, in Table 3 (A), the change of the variance ratio for small stocks of 1.43 in the period 78:10:06-94:12:23 to 1.21 during 94:12:30-13:12:27 is statistically significant according to this calculation.
We have carried out this calculation using the Friday-to-Friday weekly returns as the base series, but we have also done it for other days of the week and for the two parameter statistic. Qualitatively the results are similar. Results are available from the authors upon request.
Lead lag relationships
In addition to the autocorrelation for each asset, the predictability can also come from the cross-autocorrelation (lead-lag relationship) between the assets. As we stated earlier, the off-diagonal elements of VRd þ ðKÞ À Rdð0Þ provide information about the cumulative cross-dynamics between the assets. We test the hypothesis of ½VRd þ ðKÞ À Rdð0Þ ij ¼ 0; for i; j ¼ 1; 2; 3; i 6 ¼ j; using the test statistics Zd(K).
15 The results are reported in Table 4 .
16
The results suggest there are strong lead-lag relationships, where medium and large firms lead and small firms lag for all horizons for both sample periods, although the evidence attenuates in the later period, especially at the longer horizon. Nevertheless, there is statistical significance at the 5% level in all such cases. The sign of these terms is all positive and increase with horizon. Also, the size of the coefficients decreases substantially in the later sample period. The evidence is weaker for cross-autocorrelation between current returns of medium-sized firms and past returns of small and large ones. We do find that there is evidence of such relationships in the earlier sample period. However, in the later period, none of these effects is significant. Finally, with regard to cross-autocorrelation between current returns of large firms and past returns of small-and medium-sized ones, in no period do we find evidence of this.
17 These results may be interpreted as being consistent with the explanations given in Campbell, Lo, and Mackinlay (1997) . This is also inconsistent with the random walk hypothesis, but the declining statistical significance may be consistent with improvements in the efficiency/reduction in microstructure effects of these markets. We also check if the lead-lag patterns are asymmetric. We test the null hypotheses that ½VRd þ ðKÞ À Rdð0Þ ij À½VRd þ ðKÞ À Rdð0Þ ji ¼ 0; for i; j ¼ 1; 2; 3; i > j; using the test statistics ZdðKÞ.
18 The results are reported in Table 5 .
These results can be compared with Campbell, Lo, and Mackinlay (1997, p. 71 ,  Table 2 .9) who look at the asymmetry of the cross-autocorrelation matrices. We find the same direction of asymmetry consistent with their results. The statistical significance does decline in the second period, but is still quite strong.
Multivariate tests
The above univariate variance ratio tests (Table 3 (A)-(C)) provide evidence of linear predictability in returns for small-and medium-size portfolios. We next test for the absence of serial correlation in the whole return vector of three size-sorted portfolios, based on univariate parameters derived from the variance ratio matrices VRðKÞ and VRdðKÞ of X t : Specifically, we consider the trace and determinant of these matrices, as well as CSðKÞ; GMVðKÞ; and p þ ðKÞ. Test results based on these statistics are reported in the following table (Table 6 ). There are some differences of opinion between the measures in the most recent period. Specifically, the momentum profit measure is statistically significant at all horizons, and the trace statistic is significant at horizons K ¼ 4; 8; and 16, while the other univariate quantities such as the determinant are not significantly different from their null values. In most cases, the univariate statistics are above their predicted values consistent with the earlier results. Although the momentum profit measure is significant in all three periods, the magnitude of the parameter has reduced substantially. The joint test of all the restrictions is strongly significant in all three periods and for all horizons.
We next check whether our results are driven by the choice of subsamples, which we have chosen to match the choices made by CLM for the purpose of replication and comparison. We carry out a rolling window analysis with a (trailing) window of 500 weeks from the beginning of the sample to the end. Below we show the time series of (standard normal) test statistics Zd CS ðKÞ; Z GMV ðKÞ, and Zd p ðKÞ for K ¼ 4. This shows that for d GMV ðKÞ and c CSðKÞ the sustained decline in statistical significance happened in the decade ending in 2008, although there was an earlier dip in significance in the decade ending in 1999. The profits measure b pðKÞ has shown a slower but equally sustained drop in statistical significance. There are some sudden jumps (both up and down) to the level of this statistic in particular, which may be a cause for concern in practice. The d
GMVðKÞ statistic seems less affected by such movements (Figure 1 ).
Long Horizon
We further investigate the variance ratios at longer horizons. We still use the weekly returns for three size-sorted CRSP portfolios (first, third, and fifth quintiles). Here, we work with the bias-corrected estimators 
The ordered eigenvalues may suffer an even larger bias under the null hypothesis, because their limiting distribution is not centered at zero, and so we propose to modify the estimated eigenvalues by
where U K is the limiting matrix distribution of ffiffiffiffi T p ð d VRðKÞ À IÞ: We calculate Ek
First, we show below the three eigenvalues b k -sample (94:12:30-13:12:27) . We also use the dashed lines to indicate the 95% pointwise confidence intervals of the largest eigenvalues for each period centered at the null hypothesis. We show out to 2 years (100 lags), which is quite a long horizon relative to the sample size, and we urge caution in interpreting the results (Figure 2) .
We see that the largest eigenvalue increases steadily out to the 2 year horizon we consider in all three subperiods. In fact, the increase appears to be linear in lag, although the slope is far less than one. The last subperiod has the lowest values throughout, while surprisingly, the second period 1978-1994 seems to have the largest amount of potential linear predictability that could have been exploited during this period. In all cases, the eigenvalues are statistically significant. The apparent increase in predictability at long horizons that this indicates is consistent with the results discussed in the predictive regression literature, see Phillips (2015) , in which X t ðKÞ is regressed on covariates such as (annual) dividend price ratio dated t À 1: The second and third eigenvalues are quite flat and close to one throughout. This evidence does not seem to be consistent with the fads model, or even the bubble process, although the confidence intervals are quite wide at the longer lags.
We next evaluate the long-run behavior of the CS(K) statistics. Specifically, we consider two one-sided statistics:
These statistics measure in some average sense the cross dependence for certain directions. We show below the c CS þ ðKÞ and c CS À ðKÞ statistics for three weekly size-sorted CRSP portfolio returns against lag K in three sub-samples: the dark solid line is for c CS þ ðKÞ in the first sub-sample (62:07:06-78:09:29), the dark dashed line is for c CS þ ðKÞ in the second subsample (78:10:06-94:12:23), the dark marked line is for c CS þ ðKÞ in the third sub-sample (94:12:30-13:12:27); the gray solid line is for c CS À ðKÞ in the first sub-sample, the gray dashed line is for c CS À ðKÞ in the second sub-sample, and the gray marked line is for c CS À ðKÞ in the third subsample (Figure 3) .
In each subperiod, the c CS þ ðKÞ measures all exceed the c CS À ðKÞ measures over all lags, which means that the average directional cross dependence from larger-size portfolios to smaller-size portfolios are stronger than those in the opposite directions, up to 2 years. The c CS þ ðKÞ measures decrease in the recent period over the long horizon. Also the shape of the term structure is quite flat in the most recent period, whereas in the second period, and to a lesser extent in the first period, there seems to be a hump-shaped curve suggesting this dependence reaches a maximum somewhere between 10 and 30 weeks. We can further detect that the average statistic, c CSðKÞ ¼ ½ c CS þ ðKÞ þ c CS À ðKÞ=2; measuring the average cross dependence for both directions between three size-sorted CRSP portfolios, becomes weaker (more efficient) in recent periods at the long horizon.
We then examine the long-run GMV(K) statistics. We show below d GMV against K in the three sub-samples: the solid line is for d
GMVðKÞ in the first sub-sample (62:07:06-78:09:29) and the dashed line is for d
GMVðKÞ in the second sub-sample (78:10:06-94:12:23), and the marked line is for d
GMVðKÞ in the third sub-sample (94:12:30-13:12:27). For readability we have omitted the confidence intervals, which are quite wide in this case and show that mostly this statistic is consistent with the null hypothesis in the most recent period. In this most recent period there is a quite steep fall off in the statistic out to about 3 months followed by a slower rate of decrease thereafter (Figure 4) .
We lastly investigate the pðKÞ statistics. We show below p þ against K in three subsamples: the solid line is for b pðKÞ in the first sub-sample (62:07:06-78:09:29) and the dashed line is for b pðKÞ in the second sub-sample (78:10:06-94:12:23), and the marked line is for b pðKÞ in the third sub-sample (94:12:30-13:12:27). Figure 5 shows that the profit measures b pðKÞ are positive across all horizons and subsamples we considered (and are also statistically significant for much of the time). We also see that the measures decrease with the lags till around 40 weeks, and then keep at a relatively stable level. In addition, we found the second period 1978-1994 has the largest measures that could have been exploited during this period. 
CONCLUSIONS
The first methodological point we make is to propose confidence intervals that are consistent under uncorrelatedness conditions alone and do not require an additional no leverage/ symmetric distribution assumption such as maintained in Lo and MacKinlay (1988) , CLM, and in much subsequent work. Our confidence intervals are often (although not necessarily so) larger than those used elsewhere, and therefore reduce the significance of any associated test. We believe our theory is more credible with regard to the data generating process we expect for daily or even lower frequency stock returns. The second contribution is about embedding this theory in a multivariate framework. The multivariate variance ratios provide a basis for aggregating the cross correlation behavior of asset returns and providing tests of the multivariate null hypothesis. It implies many more restrictions on the data than the univariate ratios. We present our theory for a single K and for sequences of K growing.
One can also present result for the joint distribution of our test statistics over different horizons, which would provide some control against multiple testing. However, in practice, it is common to consider just a few horizons that have a specific practical meaning, and so there is no real danger of K-snooping here, although this does again add caution to prevent over interpretation. Our empirical work reports that the U.S. size sorted stock portfolios seem to have come closer to the efficient markets prediction, although there remains some statistically significant linear predictability at the 2 weeks to 16 weeks horizon. Although many of the individual variance ratio statistics do not reject the null hypothesis with our standard errors, the joint tests of the multivariate hypothesis reject at the 1% level in all cases, meaning for all horizons. This is despite the fact that our standard errors are always larger than those of Lo and MacKinlay (1988) , which are themselves a lot larger than those based on the i.i.d. assumption, which is the world where most applied studies still inhabit.
Typically, three competing explanations are advanced for the predictability in short horizon returns based on past prices (Boudoukh, Richardson, and Whitelaw, 1994) : First, microstructure effects such as nonsynchronous trading and bid ask bounce. Second, time varying risk premia reflecting rational behavior. Third, the irrational behavior of market participants. It would seem that there is a lot of evidence that microstructure effects have reduced considerably over time. For example, it is hard to find even small cap stocks that do not trade now many times during a day. The microstructure explanation would imply that the long horizon daily or weekly variance ratios should return to unity, but this is not the case in our data even for the most recent period. There is also some evidence that the level (and perhaps therefore the local time variation) of the market risk premium has reduced in recent years, see for example, Hertzberg (2010) . In the working paper version of this paper, we provided a test of whether the autocorrelations could be explained by time varying risk premia inside a Fama French factor model. We found that this approach could not capture all the linear dependency in the data even in the earlier periods, where the violations were strongest. Therefore, the first two explanations do not seem to be able to match the magnitude of the effects in the earlier periods, although both may make some contribution. 19 On the other hand, the magnitude of the predictability has reduced in the most 19 There is a literature that provides bounds on the implied magnitude of autocorrelations caused by specific microstructure imperfections such as nontrading and a similar literature that provides bounds on the implied magnitude of autocorrelations caused by rational time varying risk premia alone. In both cases strong assumptions are made, see for example, Kirby (1998) and Anderson (2011), and Boudoukh, Richardson, and Whitelaw (1994) , and one "cause" is investigated at a time.
recent period according to the statistical metrics we have presented here. The long horizon analysis suggests that the largest eigenvalue of the variance ratio matrix grows linearly with horizon, although the slope is far less than the unit slope predicted by the bubble process of Section 5.3, which may in principle be consistent with very short bubbly episodes dominated by longer calmer periods. 20 Alternatively, this may be consistent with a very persistent time varying risk premium of the sort outlined in Section 5.4. In any case, the trajectory is flatter (and not statistically significant) in the more recent period, again supporting the claim that market inefficiency has reduced. Although the statistical magnitudes seem to have reduced, it is not clear whether the potential profit from exploiting linear predictability across the whole market has reduced, since the number of tradeable assets has increased and the transactions costs associated with any given trade seem to have reduced, Malkiel (2015) .
APPENDIX A
A.1 Proof of Main Results
Proof of Theorem 1. We first present the proof under Assumption A. For each j ¼ 1; . . . ; K, 
20 Timmerman (2008) investigates the forecasting performance of a number of linear and nonlinear models and says: "Most of the time the forecasting models perform rather poorly, but there is evidence of relatively short-lived periods with modest return predictability. The short duration of the episodes where return predictability appears to be present and the relatively weak degree of predictability even during such periods makes predicting returns an extraordinarily challenging task". Our (multivariate) evidence does not substantially contradict that; certainly using linear multivariate methods the amount of predictability we have found and its durability is limited and has reduced over time even through the recent financial crisis.
for each j, and therefore Then, since by A2
where N jk ¼ E½X tÀj X t ½X tÀk X t > , the CLT for stationary ergodic martingale difference gives
completing the proof in view of the Cramér-Wold device, continuous mapping and Slutsky's theorem. Similar arguments apply when we work with Assumption MH*. We note that Expansion (43) for ffiffiffiffi T p Á vecð b CðjÞÞ is still valid because the summations in the second, third, and fourth terms in Equation (42) still converge in probability to zero due to the CLT for mixing sequence, Herrndorf (1985, Theorem 0) whose regularity conditions are satisfied by MH1-MH3. Finally, conditions MH2 and MH3 allow for the LLN for mixing variables, hite (1984, Corollary 3.48) , yielding Equations (44) and (45) Let the "coefficient matrix" U be the matrix of ones except for the ðT À KÞ Â ðT À KÞ triangular blocks in the northeast and southwest corners where the entries are all zero. Then denoting by i a conformable column vector of ones, we have where A :¼ X À iX > . The rejection region based on the LR statistic is given by
for some positive threshold constant k, where b l 1 X is the maximum-likelihood estimate of the mean l ¼ EX t under the alternative hypotheses. Using a standard property of the logarithmic determinant, we see that
Besides, it follows by the cyclic property of the trace operator that
Now multiplying the last quantity by the horizon K, q > 0, adding d ¼ trðI d Þ, and then lastly multiplying by some constant a > 0 give
where 0 Ã is the matrix of zeros except for the ðK À 1Þ Â ðK À 1Þ blocks in the northwest and southeast corners. The reader is directed to Faust (1992, Lemma 1) for the proof of the equivalence relationship aðI þ qU > UÞ R À1 q þ 0 Ã . Now replacing the sample estimator for
In fact, using Cramér-Wold device it can be shown that the convergence in Equations (57) and (58) is joint. Therefore, by the continuous mapping theorem d VRðKÞ $
