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Chapter 1
Introduction
By definition, the theory and development of computer systems able to perform tasks that
normally require human intelligence, such as visual perception, speech recognition, decisionmaking, and translation between languages is termed as artificial intelligence (AI). [1] The
research associated with AI generally involves certain traits such as knowledge, reasoning,
problem-solving, perception, learning, planning, and the ability to manipulate objects. AI
related research has already led to many state-of-the-art solutions to various real life problems
such as understanding language, [2] object detection, [3] playing games like humans, [4]
etc. which in some cases turned out to be better than human recognition. [5] Today, the
application of AI is deeply embedded in almost all branches of science.
The processes carried out in chemistry are complex due to the enormous labyrinth created
by electronic interactions and often difficult to understand (if at all) with the traditional tools
applied for decades. A recently published paper argued that the use of AI in chemistry will
lead to a paradigm shift bringing AI into the picture. [6] The wide applicability of chemistry is
directly reflected in industries producing pharmaceuticals and deals with food and nutrition.
[7] The commercial, as well as day-to-day livelihood of all beings, are significantly affected
by the progress of AI in chemistry. Successful AI research focusing on chemistry as a target
translates directly into benefits for our society, much faster than research focused on for
example AI gaming. [8]
Due to more powerful hardware resources and recent significant advances in AI technologies including Machine Learning, NLP, search, and planning, I am convinced that research
in AI is matured enough and that it is the right time to address chemical problems on
a much bigger scale than previously done. In the following, I discuss my major research
accomplishments, most of them involving a combination of AI and chemistry.
1

The Thesis is organized into four chapters i) Learning Computational Chemistry, ii)
Application of classical AI in Chemistry, iii) Application of Machine Learning in Drug Design and Computational Chemistry, and iv) Additional projects. In each chapter, a brief
introduction about the chapter is provided followed by a summary of each publication/manuscripts associated with the chapter and provided in the Appendix. The conclusions
and future outlooks are provided in the section Conclusions and Future Outlook.
The thesis is based on the following 10 publications, 1 manuscript on major revision and
1 manuscript in preparation:
1. Recovering Intrinsic Fragmental Vibrations using the Generalized Subsystem Vibrational Analysis, Y. Tao, C. Tian, N. Verma, W. Zou, W. Chao, D. Cremer, and E.
Kraka, J. Chem. Theory Comput., 14, 2558-2569 (2018)
2. Correlation Between Molecular Acidity (pKa) and Vibrational Spectroscopy, N. Verma,
Y. Tao, B. Luana Marcial, and E. Kraka, J. Mol. Model, 5, 48-1-48-15 (2019)
3. In Situ Measure of Intrinsic Bond Strength in Crystalline Structures: Local Vibrational
Mode Theory for Periodic Systems, Y. Tao, W. Zou, D. Sethio, N. Verma, Y. Qiu,
C. Tian, D. Cremer, and E. Kraka, J. Chem. Theory Comput., 15, 1761-1776 (2019)
4. A Continuum from Weak Electrostatic Halogen Bonds to Covalent Bonds: Where do
λ3 Iodanes fit? S. Yannacone, V. Oliveira, N. Verma, and E. Kraka, Inorganics, 7,
47-1-47-23 (2019)
5. SSnet: A Deep Learning Approach for Protein–Ligand Interaction Prediction, N.
Verma, X. Qu, F. Trozzi, M. Elsaied, N. Komal Karki, Y. Tao, B. Zoltowski, E.
Larson and E. Kraka, Int. J. Mol. Sci. 22, 1392-1-1392-27 (2021)
6. A Critical Evaluation of Vibrational Stark Effect (VSE) Probes with the Local Vibrational Mode Theory, N. Verma, Y. Tao, W. Zou, Xia Chen, Xin Chen, M. Freindorf,
and E. Kraka, Sensors, 20, 2358-1-2358-24 (2020)
7. Predicting Potential SARS-COV-2 Drugs – In Depth Drug Database Screening Using
Deep Neural Network Framework SSnet, Classical Virtual Screening and Docking, N.
2

Komal Karki, N. Verma, F. Trozzi, P. Tao, E. Kraka and B. Zoltowski, Int. J. Mol.
Sci. 22, 1573-1-1573-17 (2021)
8. Systematic Detection and Characterization of Hydrogen Bonding in Proteins via Local
Vibrational Modes, N. Verma, Y. Tao, and E. Kraka, J. Phys. Chem. B, 125, 25512565 (2021)
9. Deep Learning-Based Ligand Design Using Shared Latent Implicit Fingerprints from
Collaborative Filtering, R. Srinivas, N. Verma, E. Kraka, and Eric C. Larson, J.
Chem. Inf. Model., in press (2021), DOI=https://doi.org/10.1021/acs.jcim.0c01355
10. Halogen Bonding Involving I2 and d8 Transition-Metal Pincer Complexes, M. Freindorf, S. Yannacone, V. Oliveira, N. Verma, and E. Kraka, Crystals, 11, 373 (2021)
11. Generative Adversarial Networks for Transition State Geometry Prediction, M. Makos,
N. Verma, E. Larson, and E. Kraka Major revision in J Chem. Phys. (2021)
12. How Much Do We Know About Liquid Water, N. Verma, Y. Tao, and E. Kraka,
manuscript in preparation (2021)
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Chapter 2
Learning Computational Chemistry
The concept of the smallest object as an atom that cannot be destroyed was recorded as
early as the 5th BCE by ancient Greek philosophers Democritus and Leucippus. [9] The idea
of the smallest invisible particles has captivated many researchers including Galileo, Newton,
Boyle, Lavoiser, Dalton, just to name a few. Perhaps, the most distinguishing observation
was made by John Dalton in 1804, where he proposed that all matter are composed of
indivisible and indestructible building blocks, the natural combination of which results in
matter and rearrangements among them leads to chemical reactions. [10] The concept of
atomic structure was further dug upon by J.J. Thomson (plum pudding model in 1897),
Ernest Rutherford (the nuclear model in 1904), Neils Bohr (the planetary model in 1911),
and finally by Erwin Schrödinger (the quantum model in 1926). [11] To date, the quantum
model remains the state-of-the-art model for the description and exploitation of atomic
structure. Note that string theory has been suggested in the quench of discovering atomic
structure. [12] However, the extent to which such theories can be used for application in
chemistry is still fairly limited.
The much appreciated equation by Schrödinger Eψ = Hψ had led to an enormous
improvement in understanding the chemical behavior of nature utilizing computer models.
Noteworthy is the difficulty in solving this differential equation which gets extremely complicated when more than 2 electrons are involved. [13] Approximate models either through
perturbation theory or variational approach on top of the Hartree-Fork model are widely
accepted by the computational community. In the following works, I have utilized quantum
chemistry models to decipher some of the crucial aspects of chemistry.

4

2.1. Correlation of pKa and Vibrational Spectroscopy
Molecular acidity is an important physicochemical property, which is often represented
by the pKa value as the measure of acidity strength. Alternately, the pKa value determines
the ability or tendency of acid to lose a proton. The accurate calculation and prediction
of pKa value was attempted by numerous researchers [14–25], however, is still an unsolved
problem for computational chemistry.

Figure 2.1. Relationship between pKa values and local vibrational frequencies for a conjugate
base of an acid

In this work, we presented for the first time a direct correlation between pKa values and
vibrational frequencies which might aid to the accurate prediction models for pKa values.
Figure 2.1 shows the hypothesis for the correlation which states that since the stability of
the conjugate base decides on the pKa , which in turn is changed by substituents changing the
5

electronic structure of the molecule captured by the local vibrational frequencies and therefore,
there should exist a correlation between local vibrational frequency and pKa. This correlation
was derived from a quadratic function of two selected local vibrational frequencies as independent variables used to characterize electronic structure features influencing the molecular
acidity. In total, 180 molecules were investigated with this correlation model. For each of
the 15 groups of molecules, a strong correlation with root mean squared errors and mean
absolute errors of less than 0.11 and 0.09 pKa units, respectively were observed. The overall
18
RMSE - 0.066
MAE - 0.047
2
R - 0.999
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Figure 2.2. Predicted pKa vs experimental pKa values

correlation for all the molecules is shown as Figure 2.2 where we observed R2 , root mean
6

squared error and mean absolute error of 0.999, 0.066 and 0.047 respectively. The correlation
between pKa and local vibrational frequencies, established in this work, can be generally applied to all compounds whose pKa values are dominated by electronic substituent effects. In
this regard, the new correlation model constitutes a powerful link between the well-known
Hammett equation and vibrational spectroscopy. Furthermore, it allows a quick prediction
of the pKa values for new group members with different substituents.
This work was published in the Journal of Molecular Modeling titled “Correlation Between
Molecular Acidity (pKa ) and Vibrational Spectroscopy” (See Appendix A.)
2.2. Improving Probes for Vibrational Stark Spectroscopy Applications
Over the past two decades, the vibrational Stark effect has become an important tool to
measure and analyze the in-situ electric field strength in various chemical environments with
infrared spectroscopy. [26–34]

CN group as probe

Free CN group

∆" = −(∆'⃗ ( )⃗ +

+
)⃗
,

⃗
( ∆- ( ))

∆"

Figure 2.3. An example of frequency shift ∆ν observed in nitrile vibrational frequencies with
dipole moment µ when introduced to different environments that varies in electric field F .

Figure 2.3 shows a typical example of a shift in frequencies of the nitrile group when
introduced to two different environments. The underlying assumption of this effect is that
7

the normal stretching mode of a target bond such as CO or CN of a reporter molecule (termed
vibrational Stark effect probe) is localized and free from mass-coupling from other internal
coordinates so that its frequency shift directly reflects the influence of the vicinal electric field.
This allows the possibility of measuring the intrinsic strength of weak non-covalent bonds
where the electric field is low enough (< 100 MV/cm) to ignore secondary polarization. [28]
However, the validity of this essential assumption has never been assessed. Given the fact
that normal modes are generally delocalized because of mass-coupling, this analysis was
overdue. Therefore, we carried out a comprehensive evaluation of 68 vibrational Stark effect
probes and candidates to quantify the degree to which their target normal vibration of probe
bond stretching is decoupled from local vibrations driven by other internal coordinates.
The unique tool we used is the local mode analysis originally introduced by Konkoli and
Cremer, in particular the decomposition of normal modes into local mode contributions.
[35] Based on our results, we recommend 31 polyatomic molecules with localized target
bonds as ideal vibrational Stark effect probe candidates. Furthermore, we provide an online
service (https://vse-server.github.io/) for interested readers to evaluate their vibrational
probe candidate molecules with our method.
This work was published in Sensors titled “A Critical Evaluation of Vibrational Stark
Effect (VSE) Probes with the Local Vibrational Mode Theory” (See Appendix B.)
2.3. Halogen Bonding in Transition-Metal Pincer Complexes
We systematically investigated iodine–metal and iodine–iodine bonding in van Koten’s
pincer complex [36] and 19 modifications changing substituents and/or the transition metal
with a PBE0–D3 (BJ)/aug–cc–pVTZ/PP (M, I) model chemistry [37–45] shown in Figure
2.4. As a novel tool for the quantitative assessment of the iodine–metal and iodine–iodine
bond strength in these complexes we used the local mode analysis, [46, 47] originally introduced by Konkoli and Cremer, complemented with NBO and Bader’s QTAIM analyses. [48–53] Our study reveals the major electronic effects in the catalytic activity of the
MII non-classical three-center bond of the pincer complex, which is involved in the oxida8

tive addition of molecular iodine I2 to the metal center. According to our investigations the
charge transfer from the metal to the σ∗ antibonding orbital of the II bond changes the 3c–4e
character of the MII three-center bond, which leads to weakening of the iodine II bond and
strengthening of the metal–iodine MI bond, facilitating in this way the oxidative addition of
I2 to the metal.

Figure 2.4. Molecules investigated to analyze bonding patterns in pincer complexes.

The charge transfer can be systematically modified by substitution at different places
of the pincer complex and by different transition metals, changing the strength of both the
MI and the I2 bonds. We also modeled for the original pincer complex how solvents with
different polarities influence the 3c–4e character of the MII bond. Our results provide new
guidelines for the design of pincer complexes with specific iodine–metal bond strengths and
introduce the local vibrational mode analysis as an efficient tool to assess the bond strength
in complexes.
This work was published in Crystals titled “Halogen Bonding Involving I2 and d8 TransitionMetal Pincer Complexes” (See Appendix C.)
9

Chapter 3
Application of classical AI in Chemistry
The understanding of reasoning and learning had made a significant advancement for
technologies that can perform similar to human intelligence. Classical AI relates to such
reasoning which is deeply rooted in philosophy from the ancient world, profoundly from the
Greeks, Indians, and Chinese mythologies that mention stories that can be closely related
to the modern concept of AI. [54] Modern AI-based systems mostly rely on two pillars of
mechanizing (possibility of automation) and computability (possibility of computing through
a computer). Such architecture was utilized to understand the basic framework of proteins
and water that essentially are the key components in the foundation of life.
Towards the progress of the work, an interesting philosophy on the Paradox of Predictability is worth mentioning. The paradox states that we can never predict at the full
extent about the nature of future events associated with a universe U from a local frame of
reference f inside U . [55–57] The paradox remains true even when assumed that the local
frame of reference has infinite resources and can gather infinitely precise information about
U . With the paradox in mind, the properties of local orientations in proteins and water
systems were analyzed by considering weak forces in nature that maximally govern their
properties. It became fairly clear from the study of the water system that local properties
can only partially predict the nature of bulk properties. The local properties in the water
system are lost within 50 fs and thus only a partial understanding of the system can be
made. [58] In the following, the studies related to proteins and water are summarized.
3.1. Hydrogen Bonds in Proteins
We introduce a new software, Efficient Detection of Hydrogen Bonds (EDHB), that systematically detects hydrogen bonds based on the nearest neighbors algorithm. EDHB clas10

sifies inter- and intramolecular hydrogen bonds as well as hydrogen bond networks. EDHB
outperforms commonly used hydrogen bond detection methods in terms of speed of execution.
Table 3.1. Timing comparison of EDHB

Nested

Vectorized

KD-tree

(seconds)

(seconds)

(seconds)

1UAO

0.47

0.002

1HD6

23.47

2LDZ

Ratio

Ratio

(nested)

(Vectorized)

HBs

Natoms

0.000

6

138

1177

4

0.020

0.001

39

526

16552

14

364.51

0.079

0.006

54

977

64801

14

2EOT

267.94

0.105

0.003

48

1205

82847

33

2M20

1269.26

0.294

0.005

96

2046

247221

57

2BL5

1817.29

0.379

0.006

149

2189

295929

68

5JTN

-

12.602

0.033

696

11068

-

378

2KU1

-

71.505

0.080

1869

25935

-

894

4BY9

-

308.782

0.176

3877

52476

-

1755

PDB ID

The protein geometries were taken from the protein data bank (PDB). [59] Nested,
Vectorized and K-D-tree refers to the time taken by Nested, Vectorized and K-Dtree approach respectively. HBs refers to the number of HBs detected. Natoms refers
to the number of atoms in the protein. Ratio refers to the ratio of time taken by
Nested/Vectorized approach to K-D-tree approach
Table 3.1 shows a direct comparison of EDHB based on K-D tree method (nearest neighbour search) [60] with classical methods of detecting HBs such as nested loop and vectorized
approach. [61] We observed significant improvement in speed of execution that can be 1000s
of times faster than traditional methods for large proteins with more than 50,000 atoms.
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a) 1K43
e) 1UAO

b) 1L2Y

f) 2EVQ

c) 1R4G

g) 2O0S

d)1S4A

h) 5E61

Figure 3.1. 8 proteins investigated for analyzing hydrogen bonds (HB).
Figure 3.1. Each number shown are unique IDs associated to each HB. a) 1K43 is a beta
hairpin type structure and contains 13 HBs (1-13), b) A trp-cage motif 1L2Y has α helix
and 19 HBs (14-32), c) The Sendai virus protein 1R4G was cut to keep the ideal α helix.
Other atoms were removed for the convenience of running ab-initio calculations. 28 HBs were
detected for this protein (33-60), d) A double-strand β-helix of a D,L-alternating oligonorleucine 1S4A has 18 HBs (61-78), e) A designed protein Chignolin 1UAO is a β sheet type
structure and looks more like a hairpin with 10 HBs (79-88) f) A 12-residue beta hairpin
2EVQ with 15 HBs (89-103), g) A designed peptide 2O0S is a coil type structure and has
7 HBs (104-110), and the amyloid-forming peptide 5E61 with a near ideal β strand with 13
HBs (111-123).
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An important additional feature of EDHB is that information from preceding quantum
chemical studies (i.e., natural bond orbital analysis data and second energy derivative information) can be used to determine the electrostatic/covalent character of the hydrogen
bonds and to calculate local-mode hydrogen bond force constants as a quantitative measure
of their intrinsic strength. [35] We applied EDHB to a specific set of 8 proteins shown in
Figure 3.1 calculated at B3LYP [62–65] level of theory and an additional 155 proteins calculated at GFN2-xtb [66] level of theory to obtain statistically relevant observations. We
identified hydrogen bond networks forming intramolecular rings of different sizes as a common feature playing an important role for specific secondary structure orientations such as
α-helixes and turns. However, these networks do not have a significant influence on the
hydrogen bond strength. Our comprehensive local-mode analysis reveals the interesting result that the hydrogen bond angle is the governing factor determining the hydrogen bond
strength in a protein. EDHB offers a broad range of application possibilities. In addition
to proteins, EDHB can be generally used to detect and characterize hydrogen bonds in protein–ligand interactions, water clusters, and other systems where a hydrogen bond plays
a critical role, as well as during molecular dynamics simulations. The program is freely
available at https://github.com/ekraka/EDHB.
This work was published in the Journal of Physical Chemistry B “Systematic Detection
and Characterization of Hydrogen Bonding in Proteins via Local Vibrational Modes” (See
Appendix D.)
3.2. How Much Do We Know About Liquid Water?
Understanding the underlying properties of water is an active field of study, contrary
to the fact that water is the most abundant and common molecule on Earth. We were
interested in the actual shape of water molecules, which is governed by the network of
hydrogen bonds forming small water clusters of less than 8 water molecules. We first analyzed
the performance of several classical force fields i.e. TIP5P, [67] TIP3P-FB, [68] TIP4PFB, [68] TIP4P-ew, [69] and OPC [70] water models simulated for 2 nano-seconds with
13

experimental observations.

Figure 3.2. Water properties at ambient conditions
Figure 3.2. a) Radial distribution of O-O distances, b) Radial distribution of O-H distances,
c) Radial distribution of H-H distances, d) angle made by the first coordination shell of water
with 2 closest oxygen, e) tetrahedral parameter, f) dipole moment, g) single HB donor, h)
double HB donor, h) no donor

Figure 3.2 shows the performance of these water models. We then compared the water
density at various temperatures shown as Figure 3.3 from which we conclude that the OPC
model is best in replicating experimental conditions. The results from the OPC model
14

were analyzed for various ring like geometries which were detected by forming graph of the
hydrogen bond network from which all rings were extracted. Any ring that has overlap with
other ring were merged into one to identify unique multi ring clusters.
1020
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Figure 3.3. Liquid water density at 1 atm.

A large number of ring clusters were detected which were filtered based on their life
time properties. The life time properties were calculated by tracking the occurrence of
each cluster over the simulation. This allowed us to focus on 11 specific clusters that are
predominantly stable with mean life-time of greater than 10 femto-seconds. One such cluster
is a tricyclic pentamer with 3 rings involving 8 atoms and the largest ring involving 11 atoms
nomenclature as 8-8-8-11. Figure 3.4 shows the change in density and conformation change
of this cluster over various temperatures. It is evident that densities at 30 and 70 o C are
similar and therefore should have similar conformations. This is confirmed by calculating
energy for each of the occurrences of this cluster over the simulation through an alternative
density functional method based on neural networks. [71]
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Figure 3.4. Density and conformation change for the tricyclic pentamer water cluster 8-8-811.
Figure 3.4. a) Change in mean density of cluster 8-8-8-11 shown as red line along with
standard deviation. b) DDSA, SDDA, DD, and DA refers to double donor single acceptor,
single donor double acceptor, double donor and single donor of hydrogen bond respectively.
Water molecules with no annotation refers to single donor single accepot.

We observe that probability density peaks at similar energetics for 30 and 70 o C and thus
have a preference for a certain conformation. Detailed analysis for each of the 11 clusters
was made from which various insights about the dynamics of water were gathered.
This work is under preparation and is titled “How Much Do We Know About Liquid
Water?” (See Appendix E.)
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Chapter 4
Application of Machine Learning in Drug Design and Computational Chemistry
The origin of machine learning (ML) can be directly associated with cybernetics/control,
most often applied by psychologists. A significant breakthrough made by the psychologist
Frank Rosenblatt to recognize alphabet [72, 73] became the prototype of modern artificial
neural networks (ANN). However, due to the limited amount of data to train and lack of
computing resources, ANN surface the reality only recently. The ML based methods have
made remarkable success in many sectors such as pattern recognition, image classification,
art, weather forecasting, movie recommendations, and many more. ML methods are witnessing exponential growth in chemistry in recent years. Significant advancement such as
protein folding prediction [74] (relatively close in solving a 50-year-old problem), optimization of chemical reactions, [75] recognizing the scent of a chemical, [76] organic reactions
for synthesis [77] etc. were made in less than half of a decade. During my thesis work,
I developed multiple ML based methods which were explored for their application in drug
design and computational chemistry and are summarized below.
4.1. SSnet: A Deep Learning Approach for Protein-Ligand Interaction Prediction
Computational prediction of Protein-Ligand Interaction (PLI) is an important step in
the modern drug discovery pipeline as it mitigates the cost, time, and resources required to
screen novel therapeutics. [78] Deep Neural Networks (DNN) have recently shown excellent
performance in PLI prediction. [79–88] However, the performance is highly dependent on
protein and ligand features utilized for the DNN model. Moreover, in current models, the
deciphering of how protein features determine the underlying principles that govern PLI
is not trivial. In this work, we developed a DNN framework named SSnet that utilizes
17

secondary structure information of proteins to predict PLI.
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Figure 4.1. Protein fold as features for machine learning tasks
Figure 4.1. a) The tangent vector t, normal vector n and the binormal vector b of a
Frenet frame at points P1 and P2 respectively for a curve r(s). b) Representation of protein
backbone in terms of scalar curvature κ and torsion τ respectively. The ideal helix, turn
and non-ideal helix is shown in orange, cyan and magenta respectively. The curvature and
torsion pattern captures the secondary structure of the protein.

Figure 4.1 shows the decomposition of protein backbone to scalar curvature and torsion
patterns that captures the fold information of the protein, first proposed by Ranganathan
el at. [89] The SSnet model was built on top this featurization by combining chemical space
as morgan fingerprints [87] and genomic space as curvature and torsion patterns.
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Figure 4.2. Architecture of SSnet.

Figure 4.2 shows the architecture of SSnet where a protein vector (genomic space) and
ligand vector (chemical space) are combined to predict chemogenic space. Table 4.1 demonstrates the performance of SSnet compared against a variety of currently popular machine
and non-Machine Learning (ML) models based on a classification metric area under the curve
of the receiver operating characteristics (AUCROC). [90]
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Table 4.1. AUCROC comparision on various models

Target

AD4 DOCK6

FRED HYBRID

PLANTS

rDock

Smina

Surflex

SSnet:BDB

ADRB1

0.68

0.78

0.77

DRD3

0.69

0.59

ESR1

0.82

ESR2

BEST

0.65

0.86

0.81

0.79

0.8

0.71

0.86

0.79

0.81

0.69

0.66

0.68

0.71

0.73

0.81

0.54

0.88

0.81

0.77

0.87

0.86

0.74

0.83

0.88

0.77

0.48

0.89

0.89

0.69

0.8

0.79

0.68

0.82

0.89

ACE

0.78

0.72

0.8

0.84

0.84

0.62

0.61

0.76

0.89

0.89

HIVINT

0.54

0.65

0.74

0.6

0.76

0.67

0.81

0.66

0.50

0.81

ADA17

0.51

0.4

0.59

0.69

0.58

0.58

0.54

0.7

0.91

0.91

FA10

0.86

0.81

0.79

0.82

0.8

0.9

0.84

0.76

0.90

0.90

MMP13

0.67

0.6

0.77

0.87

0.71

0.67

0.67

0.76

0.96

0.96

TRY1

0.79

0.82

0.8

0.83

0.81

0.74

0.75

0.93

0.84

0.93

mean

0.71

0.64

0.78

0.78

0.75

0.73

0.73

0.75

0.81

0.88

std. dev.

0.12

0.14

0.08

0.10

0.08

0.11

0.11

0.08

0.13

0.05

We observe that SSnet was able to outperform almost all famous methods for classifying
binding affinities in terms of AUCROC, which classifies whether a given protein-ligand pair
is active or not. Noteworthy is the test set shown in the table that consists of more than
100K protein-ligand pairs and has minimum overlap between proteins in the train set and the
test set in terms of sequence similarity, protein fold and ligand similarity. We visualize the
intermediate layers of SSnet to show a potential latent space for proteins, in particular, to
extract structural elements in a protein that the model finds influential for ligand binding,
which is one of the key features of SSnet. We observed in our study that SSnet learns
information about locations in a protein where a ligand can bind, including binding sites,
allosteric sites and cryptic sites, regardless of the conformation used.
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Figure 4.3. Grad-CAM visualization of heatmap for the protein Prolyl-tRNA Synthetase.
The heatmap is a rainbow mapping with violet as the lowest and red as the highest value.

A typical example is shown in Figure 4.3 where SSnet locates the most influential regions
close to the binding pocket which is an allosteric site. The protein Prolyl-tRNA Synthetase
from Plasmodium falciparum is in complex with glyburide. Hewitt et al. [91] had shown
that glyburide binds to the allosteric site of Prolyl-tRNA Synthetase. SSnet can highlight
the region of the protein where glyburide binds, which is not the known orthosteric binding
site but an allosteric one. This information can be used by researchers to describe the
bounding box for any downstream docking application. We further observed that SSnet is
not biased to any specific molecular interaction and extracts the protein fold information
critical for PLI prediction. Our work forms an important gateway to the general exploration
of secondary structure-based Deep Learning (DL), which is not just confined to proteinligand interactions, and as such will have a large impact on protein research while being
readily accessible for de-novo drug designers as a standalone package. The program is freely
available at https://github.com/ekraka/SSnet
This work was published in the International Journal of Quantum Chemistry titled “SSnet: A Deep Learning Approach for Protein-Ligand Interaction Prediction” (See Appx. F.)
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4.2. Potential Drugs for SARS-COV-2
Severe Acute Respiratory Syndrome Corona Virus 2 has altered life on a global scale.
A concerted effort from research labs around the world resulted in the identification of
potential pharmaceutical treatments for CoVID-19 using existing drugs, as well as the discovery of multiple vaccines. [92–103] During an urgent crisis, rapidly identifying potential
new treatments requires global and cross-discipline cooperation, together with an enhanced
open-access research model to distribute new ideas and leads. Herein, we introduced an
application of our deep neural network based drug screening method SSnet, validating it
using a docking algorithm on approved drugs for drug repurposing efforts, and extending
the screen to a large library of 750,000 compounds for de-novo drug discovery effort. Figure
4.4 shows the workflow in predicting potential drugs for SARS-COV-2. The spike protein in
SARS-COV-2 (in magenta) attaches to ACE2 protein majorly through the lungs from which
the infection starts. Blocking this interaction would thus lead to slab the virus.
Human Protein

Catalytic site

Viral spike
Protein

Potential drugs to break viral
contact

SSnet
Virtual Screening

Zn+2

Viral contact with
human

Figure 4.4. SSnet as tool a for predicting potential drugs for SARS-COV-2

From the crystal structures of ACE2 with and without the spike protein, it was evident
that the viral protein prefers the close conformation from the two conformations of ACE2
(open and close). [104] The optimal conformation for protein-protein binding can be both
induced or inhibited by drug binding. Herein, we propose four scenarios for ACE2-spike
protein-ligand interaction, summarized in bullets below and shown in Figure 4.5.
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• Case-I: The ligand binds to the open conformation but does not prevent the protein
from exploring the closed conformation. This would render the drug ineffective.
• Case-II: The ligand binds to and stabilizes the closed conformation. This may make
the drug counter-productive by making the receptor more susceptible to the docking
of the viral spike protein.
• Case-III: The ligand binds to and stabilizes the open conformation. This would prevent the docking of the viral spike protein since the closed conformation is no longer
explored.
• Case-IV: The ligand binds to the closed conformation with or without the viral spike
protein and biases the receptor towards an open conformation. This would either
prevent or disrupt the viral docking.
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Figure 4.5. Proposed mechanism of drug action for allosteric inhibitors of ACE2:spike binding.
Figure 4.5. Case I and Case II represent undesired stabilization of the ACE2:spike complex.
Case III and Case IV represent ACE2:spike complex inhibitors due to allosteric disruption of
the ACE2 binding interface, resulting in the stabilization of the open ACE2 conformation.

The results of large library screens are incorporated into an open-access web interface
to allow researchers from diverse fields to target molecules of interest (http://covid19screen.
smu.edu/). Our combined approach allows for both the identification of existing drugs
that may be able to be repurposed and de novo design of ACE2-regulatory compounds.
Through these efforts we demonstrate the utility of a new machine learning algorithm for
drug discovery, SSnet, that can function as a tool to triage large molecular libraries to identify
classes of molecules with possible efficacy.
This work was published in the International Journal of Quantum Chemistry titled “Predicting Potential SARS-COV-2 Drugs-In Depth Drug Database Screening Using Deep Neural
Network Framework SSnet, Classical Virtual Screening and Docking” (See Appendix G.)
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4.3. Ligand Design for Multi-Targets
Remarkable work by Srinivas et al. [105] have shown that implicit fingerprints capture
ligands and proteins in a shared latent space, typically for the purposes of virtual screening
with collaborative filtering models applied on known bioactivity data. In this work, we
extend these implicit fingerprints/descriptors using deep learning techniques to translate
latent descriptors into discrete representations of molecules (SMILES), without explicitly
optimizing for chemical properties. Figure 4.6 shows the architecture of the method. Given a

Figure 4.6. Collaborative Filtering based Generative Networks(CFGenNets) : Deep learning
based Ligand Design using Implicit Fingerprints from Collaborative Filtering - Architecture

matrix with known protein ligand affinities as binary numbers (1 for active and 0 for inactive),
the matrix can be divided into compound fingerprint and target fingerprint. The compound
fingerprint is then trained to decode into a SMILES string (desired compound) utilizing
Gated Recurrent Unit Neural Networks. [106] This allows the design of new compounds
based on the latent representation of nearby proteins, thereby encoding drug-like properties
including binding affinities to known proteins. The implicit descriptor method does not
require any fingerprint similarity search, which makes the method free of any bias arising from
25

the empirical nature of the fingerprint models. We evaluate the properties of the novel drugs

Functional
group changes
DASATINIB

Ring/scaffold
changes

Unrealistic
changes

Figure 4.7. Novel ligands generated around known cancer drug, Dasatinib: It is observed
that the generated ligands have different functional groups and scaffolds. However, it is
important to note that some unrealistic compounds are also generated due to noise in the
decoder

generated by our approach using physical properties of drug-like molecules and chemical
complexity. Additionally, we analyze the reliability of the biological activity of the new
compounds generated using this method by employing models of protein ligand interaction,
which assists in assessing the potential binding affinity of the designed compounds. Figure
4.7 shows an example of generated ligand for a cancer ligand Dasatinib. [107] We observe
that crucial functional group and scaffold changes were generated that led to similar binding
affinities as of Dasatinib. We found that the generated compounds exhibit properties of
chemically feasible compounds and are likely to be excellent binders to known proteins.
Furthermore, we also analyze the diversity of compounds created using the Tanimoto distance
[108] and conclude that there is a wide diversity in the generated compounds.
This work was published in the Journal of Chemical Information and Modeling titled
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“Deep Learning-based Ligand Design using Shared Latent Implicit Fingerprints from Collaborative Filtering” (See Appendix H.)
4.4. Generative Adversarial Networks for Transition State Geometry Prediction
This work introduces a novel application of Generative Adversarial Networks (GAN) [109]
for the prediction of starting geometries in the transition state (TS) searches based on the
geometries of reactants and products. Multiple attempts for TS geometry prediction methods
had been developed but with limited success. [110–128] The multi-dimensional potential
energy space of a chemical reaction often complicates the location of a starting TS geometry
leading to the correct TS combining reactants and products in question. The proposed TSGAN efficiently maps the space between reactants and products and generates reliable TS
guess geometries, and it can be easily combined with any quantum chemical software package
performing geometry optimizations.
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Figure 4.8. Architecture of TS-GAN.
Figure 4.8. The coulomb matrices (CM) (feature representation based on molecular geometry) extracted from the coordinates of reactants (R) and products (P) are provided as input
vector x to the generator G. The filter sizes of each convolution are provided below the convolutional layers. Real pair (x, y) and fake pair (x, z) are concatenated into a tensor ⊕ (in
green) that is provided to the discriminator, which predicts the probability of z being fake or
real. Once the model is trained, synthetic transition state (TS) (CM of TS) can directly be
predicted from CMs of the reactant and product. The guess geometry of the TS is calculated
from the corresponding CM. The generator contains eight convolutions, while discriminator
three. The filter sizes of each convolution are presented below each block (convolution).

Figure 4.8 shows the architecture of TS-GAN model. The TS-GAN was trained and
applied to generate TS guess structures for typical chemical reactions, such as hydrogen
migration, isomerization and transition metal-catalyzed reactions. The performance of the
TS-GAN was directly compared to classical methods proving its high accuracy and efficiency.
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Frequency
Frequency

Figure 4.9. The distribution of RMSD values for predicted TS guess geometries for positives,
false negatives (false) and negatives are shown as a histogram. The success rate in identifying
the correct TS geometries are shown as pie charts.

Figure 4.9 shows the distribution of root-mean-squared-deviation (RMSD) between generated guess TS geometry and real TS geometry. The results are further classified based
on positive (guess TS optimization leads to real TS geometry), negative (TS optimization
failed) and false (guess TS geometry is different than real in terms of symmetry or mirror
planes but leads to real TS when optimized). We observed that RMSD in not necessarily the
right criteria for analyzing guess TS geometries. The performance of TS-GAN was considerably higher than the widely accepted Synchronous Transit-guided Quasi-Newton (QST2)
method. [129] The current TS-GAN can be extended to any data set that contains sufficient
chemical reactions for training. The software is freely available for training, experimentation
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and prediction at https://github.com/ekraka/TS-GAN.
This work is currently under revision in the Journal of Chemical Physics titled “Generative
Adversarial Networks for Transition State Geometry Prediction” (See Appendix I.)
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Chapter 5
Additional projects
The opportunity to collaborate with my colleagues from the CATCO group had led to
some interesting understanding of halogen chemistry and method development for accessing
vibrational features. In the following, the abstracts along with graphical table of content is
provided.
5.1.

Strength of Halogen Bonds as accessed through Local Vibrational Mode

Theory
The intrinsic bonding nature of λ3-iodanes was investigated to determine where its hypervalent bonds fit along the spectrum between halogen bonding and covalent bonding. Density
functional theory with an augmented Dunning valence triple zeta basis set (ωB97X-D/aug-ccpVTZ) coupled with vibrational spectroscopy was utilized to study a diverse set of 34 hypervalent iodine compounds. This level of theory was rationalized by comparing computational
and

experimental

data

for

a

small

set

of

closely-related and well-studied iodine molecules and
by a comparison with CCSD(T)/aug-cc-pVTZ results
for a subset of the investigated iodine compounds.
Axial bonds in λ3-iodanes fit between the threecenter four-electron bond, as observed for the trihalide
species IF−
2 and the covalent FI molecule. The equatorial bonds in λ3-iodanes are of a covalent nature.
We explored how the equatorial ligand and axial substituents affect the chemical properties of λ3-iodanes by analyzing natural bond orbital
charges, local vibrational modes, the covalent/electrostatic character, and the three-center
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four-electron bonding character. In summary, our results showed for the first time that
there is a smooth transition between halogen bonding → 3c-4e bonding in trihalides → 3c4e bonding in hypervalent iodine compounds → covalent bonding, opening a manifold of
new avenues for the design of hypervalent iodine compounds with specific properties.
This work was published in Inorganics titled “A Continuum from Halogen Bonds to
Covalent Bonds: Where Do λ3 Iodanes Fit?” (See Appendix J.)
5.2. Measuring Intrinsic Bond Strength in Crystalline Structures
The local vibrational mode analysis developed by Konkoli and Cremer has been successfully applied to characterize the intrinsic bond strength via local bond stretching force constants in molecular systems. A wealth of new insights into covalent bonding and weak chemical interactions ranging from hydrogen, halogen, pnicogen, and chalcogen to tetrel bonding
has

been

obtained.

In this work we extended the local vibrational mode
analysis to periodic systems, i.e. crystals, allowing
for the first time a quantitative in situ measure of
bond strength in the extended systems of one, two,
and three dimensions.

We presented the study of

one-dimensional polyacetylene and hydrogen fluoride
chains and two-dimensional layers of graphene, water,
and melamine-cyanurate as well as three-dimensional ice Ih and crystalline acetone. Besides
serving as a new powerful tool for the analysis of bonding in crystals, a systematic comparison of the intrinsic bond strength in periodic systems and that in isolated molecules becomes
possible, providing new details into structure and bonding changes upon crystallization.
This work was published in Journal of Chemical Theory and Computation titled “In
Situ Measure of Intrinsic Bond Strength in Crystalline Structures: Local Vibrational Mode
Theory for Periodic Systems” (See Appendix K.)
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5.3. Measuring Fragmental Vibrations from Normal Mode Vibrations
Normal vibrational modes are generally delocalized over the molecular system, which
makes it difficult to assign certain vibrations to specific fragments or functional groups.
We introduce a new approach, the Generalized Subsystem Vibrational Analysis (GSVA), to extract the
intrinsic fragmental vibrations of any fragment/subsystem from the whole system via the evaluation of
the corresponding effective Hessian matrix. The retention of the curvature information with regard to
the potential energy surface for the effective Hessian
matrix endows our approach with a concrete physical basis and enables the normal vibrational modes of different molecular systems to be legitimately comparable. Furthermore, the
intrinsic fragmental vibrations act as a new link between the Konkoli–Cremer local vibrational modes and the normal vibrational modes.
This work was published in Journal of Chemical Theory and Computation titled “Recovering Intrinsic Fragmental Vibrations Using the Generalized Subsystem Vibrational Analysis”
(See Appendix L.)
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Chapter 6
Conclusions and Future Outlook
The last four years had gifted me with immense knowledge and understanding of Computational Chemistry and Artificial Intelligence (AI), the amalgamation of which resulted in
splendid approximations and predictions for several complicated problems in chemistry.
The rapid growth of AI will reinforce exponential growth in chemistry. However, precautions should be taken when working with machine learning (ML) based methods. The
chemical properties being governed by complicated atomic forces, limits ML based methods
to predict data similar to the one trained on. Thus, even though a high performance can
be achieved in the train/test data, ML based methods are not analytical solutions and can
provide misleading results when predicting unknown data. The efficacy of such methods
should be revisited and reviewed for training data before application to general problems.
Due to the recent progress in new generative approaches in machine learning, significant impact can be foreseen in novel drug generation for therapeutics. In fact, coupling
Reinforcement Learning that are majorly applied for fragment based drug design will further improve current methods in this direction. Further, research related to protein fold as
features, similar to SSnet have great potential in various biological sectors such as proteinprotein interaction, predicting properties for DNA and RNA and ligand binding, locating
binding pockets in proteins, and many more.
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Abstract
Molecular acidity is an important physicochemical property, which is often represented by the pKa value as the measure
of acidity strength. However, the accurate calculation and prediction of pKa values is still an unsolved problem for
computational chemistry. In this work, we present for the first time a direct correlation between pKa values and local
vibrational frequencies for 15 different groups of compounds with various substituents. This correlation was derived from
a quadratic function of two selected local vibrational frequencies as independent variables used to characterize electronic
structure features influencing the molecular acidity. In total, 180 molecules were investigated with this correlation model.
For each group of molecules, we found a strong correlation with root mean squared errors and mean absolute errors of less
than 0.11 and 0.09 pKa units, respectively. The correlation between pKa and local vibrational modes, established in this
work, can be generally applied to all compounds whose pKa values are dominated by electronic substituent effects. In this
regard, the new correlation model constitutes a powerful link between the well-known Hammett equation and vibrational
spectroscopy. Furthermore, it allows a quick prediction of the pKa values for new group members with different substituents.
Keywords Vibrational spectroscopy · pKa value · Linear regression · Local vibrational mode analysis · Hammett equation
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Introduction
Molecular acidity, the ability or tendency of an acid to lose
a proton, is one of the most fundamental and important
physiochemical properties of a molecule, which is essential
in many chemical and biological processes [1–17]. Upon
dissociation, an acid releases a proton, making the solution
acidic. This processes is monitored by the equilibrium
constant Ka of the corresponding dissociation reaction. For
an acid HA, which dissociates into A− and H+ , the negative
logarithm of Ka is the pKa of the corresponding acid with Ka
= [H+ ][A− ]/[HA]. For a charged acid BH+ that dissociates
to B and H+ , the pKa is the negative logarithm of Ka =
[B][H+ ]/[BH+ ].
Despite the numerous attempts reported in the literature [5, 18–36], the accurate prediction of pKa values by
computational means is still an unsolved problem. A common approach is to use a thermodynamic cycle to calculate
the pKa by utilizing the standard Gibbs free energy change
G = 2.303 RT pKa [24, 37], applying wave function
or density functional theory (DFT) methodologies [18, 38].
This procedure may suffer from errors caused by (i) the
setup of the thermodynamic cycle and (ii) the way solvent and proton hydration is treated [39, 40]. Continuum
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solvation models based on the quantum mechanical charge
density of a solute molecule interacting with a continuum
description of the solvent [41], introduced in 2009, are
frequently applied for the calculation of pKa values. Several modifications to this approach were made [42–51],
allowing to estimate pKa values in same cases within an
accuracy of ca. 1 pKa unit. An alternative approach is based
on ab initio molecular dynamics (AIMD) simulations [52].
AIMD-based pKa calculations require the simulation of the
dissociation process. The challenge is to run the simulation
long enough to capture the final state of the dissociation
to be used for the prediction of the pKa value. Correlating experimentally determined pKa values with calculated
molecular properties has also attracted attention [53–61], as
it has been successful in special cases leading to a mean
absolute error (MAE) of less than 0.5 pKa units [1, 62].
The pKa value is influenced by several factors such as
solvent, configuration of the molecule, substituents, etc.
Pioneering work by Oszczapowicz and coworkers [62]
verified a Hammett-type correlation for a series of
substituted amidines, which was extended to substituted
benzoic acid by Huang, Liu, and coworkers [63] and
to the benzoxaborole pharmacophore by Benkovic and
coworkers [64], just to name a few examples. Overall,
substituent effects play an important role [65], as they
change the electronic structure of a molecule, even if
the substitution occurs at a distance from the dissociating
proton. Changing the electronic structure of a molecule
via a substituent, the stability of the conjugate base
is changed, and in this way the pKa value. We have
shown in recent work [66, 67] that the local vibrational
modes, introduced by Konkoli and Cremer [68], sensitively
reflect all electronic structure changes in a molecule upon
Fig. 1 Relationship between
pKa values and local vibrational
frequencies for a conjugate base
of an acid

substitution. Therefore, we expect a correlation between the
local vibrational frequencies of the conjugate base and the
pKa value of a compound as sketched in Fig. 1.
The main objective of this work was to investigate
whether the electronic structure changes resulting from
different substituents are captured by some representative
local vibrational frequencies of the conjugate base, and if
so, a correlation between pKa values and local vibrational
frequencies exists. We tested this hypothesis for 15 different
groups of molecules with different substituents R, (180
molecules in total), shown in Fig. 2. We selected five
different pairs of representative local vibrational modes ω1
and ω2 illustrated in Fig. 3 and as described below. For each
group, the local vibrational frequencies ω1 and ω2 were
quadratically correlated to experimental pKa values.
The correlation model applied in this work is defined in
Eq. 1
pKa = c1×ω1 +c2×ω2 +c3×ω12 +c4×ω22 +c5×ω1 ω2 +c6
(1)
where ci , i ∈ {1, ..., 5, 6} are the correlation constants for
each group, which were linearly optimized with regard
to experimentally known pKa values. For any new group
member with a different substituent R, the corresponding
pKa can then be calculated via Eq. 1 as long as ω1 and ω2
are available.
The paper is arranged as follows. In Sect. 2 we describe
the computational methods used for the calculation of the
representative local mode frequencies ω1 and ω2 including
a short description of the local vibrational mode analysis.
In Sect. 3 we discuss the results for a total of 180
HA
H+ + A pKa = [H+][A-] / [HA]
or
H+ + B
BH+
pKa = [B][H+] / [BH+]

Prediction of pKa values for similar
molecules with different R via the local
vibrational frequencies 1 and 2

pKa = f(

Electronic structure changes are captured by
the local vibrational frequencies 1 and 2 of
conjugate base A- or B

The pKa depends on the stability
of conjugate base A- or B
1, 2)

The stability of conjugate base A- or B

Changing R distorts the electronic
structure of conjugate base A- or B
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Fig. 2 15 groups (A-O) of
molecules investigated in this
work, different substituents R
are defined in Table 1. The key
atoms that are involved in the
dissociation reaction and that
are used for the definition of the
representative local vibrational
frequency pairs p(ω1 ,ω2 ) are
shown in red
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where fx is the force constant matrix expressed in Cartesian
coordinates. M is the mass matrix. The diagonal eigenvalue
matrix  contains Nvib vibrational eigenvalues 4π 2 c2 νμ2
(with μ = 1, ..., Nvib and Nvib = 3N − T R; TR = 6 for
nonlinear molecules and 5 for linear molecules) and TR zero
eigenvalues corresponding to translations and rotations of
the molecule. The harmonic vibrational frequencies νμ are
given in cm−1 and c is the speed of light. The (3N x 3N)
dimensional L matrix collects the Nvib normal vibrational
mode vectors Iμ and TR mode vectors corresponding to
translations and rotations.
Expressing Eq. 2 in internal coordinates q leads to the
Wilson GF formalism with [69, 70]:

different compounds belonging to one of the groups AO, summarized in Table 1. We evaluate the accuracy of
the calculated pKa values via the correlation Eq. 1 and
applying cross-validation and t test (see below) we analyze
the predictive nature of these correlations. In the last section,
we summarize our results and draw conclusions.

Computational details
Local vibrational modes
The basic equation of vibrational spectroscopy [69] is
defined as
fx L = ML
Fig. 3 Five different categories
I, II, III, IV, and V of
representative local vibrational
frequency pairs p(ω1 ,ω2 ) used in
this work
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Table 1 Substituent R, local vibrational frequencies ω1 and ω2 used in Eq. 1, experimental and predicted pKa values for all molecules of groups
A-O, (180 in total). Diff is the difference between the experimental and predicted pKa value
Group

Substituent R

Group A (category I)
A-1
H
A-2
m-Br
A-3
m-CN
A-4
m-Cl
A-5
m-F
A-6
m-Me
A-7
m-NO2
A-8
m-OH
A-9
m-OMe
A-10
p-Br
A-11
p-CN
A-12
p-Cl
A-13
p-F
A-14
p-Me
A-15
p-NMe2
A-16
p-NO2
A-17
p-OH
A-18
p-OMe
Group B (category I)
B-1
H
B-2
m-Cl
B-3
m-NO2
B-4
p-Br
B-5
p-Cl
B-6
p-Me
B-7
p-NO2
B-8
p-OMe
Group C (category II)
C-1
H
C-2
m-Br
C-3
m-Cl
C-4
m-F
C-5
m-Me
C-6
m-NO2
C-7
m-OMe
C-8
p-Br
C-9
p-Cl
C-10
p-F
C-11
p-Me
C-12
p-NO2
C-13
p-OMe
Group D (category II)
D-1
ArCH2 CH2
D-2
CH3
D-3
C 2 H5
D-4
HC≡CCH2
D-5
iPr

ω1 (cm−1 )

ω2 (cm−1 )

pKa (Experimental)

pKa (Predicted)

Diff

1560
1568
1571
1567
1566
1560
1572
1563
1563
1565
1570
1565
1562
1559
1555
1572
1558
1558

899
895
896
896
897
899
895
898
898
898
896
898
899
899
899
895
899
899

4.20
3.81
3.60
3.84
3.86
4.25
3.46
4.08
4.10
3.96
3.55
4.00
4.15
4.37
4.98
3.43
4.47
4.50

4.23
3.80
3.59
3.81
3.90
4.27
3.42
4.09
4.07
3.94
3.58
3.99
4.15
4.39
4.99
3.49
4.45
4.46

0.03
−0.01
−0.01
−0.03
0.04
0.02
−0.04
0.01
−0.03
−0.02
0.03
−0.01
0.00
0.02
0.01
0.06
−0.02
−0.04

1078
1087
1084
1083
1082
1078
1089
1078

534
528
516
530
532
536
501
543

2.97
2.26
1.67
2.51
2.51
3.12
1.43
3.84

2.96
2.26
1.67
2.44
2.58
3.13
1.43
3.83

−0.02
0.01
0.00
−0.07
0.07
0.01
0.00
−0.01

819
823
823
821
818
827
819
821
820
819
818
824
817

367
366
366
360
367
357
361
366
367
369
368
359
369

4.79
4.43
4.47
4.34
4.80
4.07
4.65
4.50
4.48
4.50
4.88
4.00
4.65

4.72
4.45
4.46
4.30
4.81
4.03
4.68
4.48
4.51
4.47
4.85
4.07
4.73

−0.07
0.02
−0.01
−0.04
0.01
−0.04
0.03
−0.02
0.03
−0.03
−0.03
0.07
0.08

1571
1568
1569
1591
1566

616
512
550
530
595

4.66
4.76
4.87
3.32
4.86

4.66
4.74
4.84
3.32
4.94

0.00
−0.02
−0.03
0.00
0.08
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(continued)
Substituent R

D-6
n-C4 H9
D-7
n-C5 H11
D-8
n-C6 H13
D-9
n-C9 H19
D-10
n-Pr
D-11
tBu
Group E (category III)
E-1
H
E-2
m-Br
E-3
m-CH3
E-4
m-CN
E-5
m-Cl
E-6
m-F
E-7
m-NH2
E-8
m-NO2
E-9
m-OCH3
E-10
m-OH
E-11
p-Br
E-12
p-CH3
E-13
p-CN
E-14
p-Cl
E-15
p-F
E-16
p-NH2
E-17
p-NO2
E-18
p-OCH3
E-19
p-OH
Group F (category V)
F-1
H
F-2
m-Br
F-3
m-CH3
F-4
m-Cl
F-5
m-NO2
F-6
m-OCH3
F-7
m-OC2 H5
F-8
p-Br
F-9
p-CH3
F-10
p-Cl
F-11
p-I
F-12
p-NO2
F-13
p-OCH3
F-14
p-OC2 H5
Group G (category V)
G-1
H
G-2
m-Br
G-3
m-CH3
G-4
m-Cl
G-5
m-NO2
G-6
m-OCH3

ω1 (cm−1 )

ω2 (cm−1 )

pKa (Experimental)

pKa (Predicted)

Diff

1570
1570
1570
1570
1569
1565

565
436
440
549
546
602

4.84
4.88
4.89
4.89
4.76
5.05

4.84
4.87
4.91
4.85
4.84
4.99

0.00
−0.01
0.02
−0.04
0.08
−0.06

1535
1556
1536
1558
1553
1548
1537
1559
1542
1544
1550
1531
1583
1546
1526
1531
1599
1519
1514

731
724
730
721
727
734
735
716
733
732
726
727
729
726
724
726
726
720
718

9.98
9.03
10.08
8.61
9.02
9.28
9.87
8.40
9.65
9.44
9.36
10.14
7.95
9.38
9.95
10.30
7.15
10.21
9.96

10.02
8.99
9.97
8.74
9.16
9.31
9.84
8.32
9.64
9.57
9.27
10.11
7.81
9.45
10.15
10.05
7.21
10.07
10.07

0.04
−0.04
−0.11
0.13
0.14
0.03
−0.03
−0.08
−0.01
0.13
−0.09
−0.03
−0.14
0.07
0.20
−0.25
0.06
−0.14
0.11

1572
1562
1574
1563
1553
1571
1573
1566
1573
1567
1566
1550
1575
1576

1188
1193
1187
1192
1196
1187
1187
1192
1188
1193
1193
1199
1187
1186

8.03
6.81
8.24
7.01
5.86
7.91
7.93
7.20
8.43
7.19
7.17
5.18
8.62
8.63

8.09
6.77
8.21
6.97
5.88
7.86
8.11
7.27
8.28
7.24
7.11
5.18
8.56
8.67

0.06
−0.04
−0.03
−0.04
0.02
−0.05
0.18
0.07
−0.15
0.05
−0.06
0.00
−0.06
0.04

1579
1571
1581
1572
1559
1579

1192
1197
1190
1197
1202
1192

8.30
7.13
8.38
7.15
6.06
8.13

8.19
7.13
8.44
7.21
6.05
8.17

−0.11
0.00
0.06
0.06
−0.01
0.04
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(continued)
Substituent R

G-7
m-OC2 H5
G-8
p-Br
G-9
p-CH3
G-10
p-Cl
G-11
p-I
G-12
p-NO2
G-13
p-OCH3
G-14
p-OC2 H5
Group H (category V)
H-1
H
H-2
m-Br
H-3
m-CH3
H-4
m-Cl
H-5
m-OCH3
H-6
m-OC2 H5
H-7
p-Br
H-8
p-CH3
H-9
p-Cl
H-10
p-NO2
H-11
p-OCH3
H-12
p-OC2 H5
Group I (category IV)
I-1
H
I-2
m-CH3
I-3
m-Cl
I-4
m-OCH3
I-5
m-OC2 H5
I-6
p-CH3
I-7
p-Cl
I-8
p-OCH3
I-9
p-OC2 H5
Group J (category IV)
J-1
H
J-2
m-Br
J-3
m-CH3
J-4
m-Cl
J-5
m-OCH3
J-6
m-OC2 H5
J-7
p-Br
J-8
p-CH3
J-9
p-Cl
J-10
p-NO2
J-11
p-OCH3
J-12
p-OC2 H5
Group K (category IV)
K-1
H
K-2
m-Br
K-3
m-CH3

ω1 (cm−1 )

ω2 (cm−1 )

pKa (Experimental)

pKa (Predicted)

Diff

1580
1575
1580
1575
1574
1564
1579
1580

1192
1198
1190
1197
1198
1205
1186
1187

8.16
7.43
8.44
7.55
7.36
5.65
8.94
8.89

8.29
7.46
8.36
7.48
7.33
5.66
9.00
8.80

0.13
0.03
−0.08
−0.07
−0.03
0.01
0.06
−0.09

1578
1568
1579
1569
1577
1578
1572
1580
1573
1558
1580
1581

1187
1194
1185
1193
1188
1188
1192
1186
1192
1203
1183
1183

8.32
7.19
8.41
7.25
8.22
8.26
7.55
8.65
7.65
5.69
8.96
8.90

8.36
7.19
8.56
7.26
8.13
8.31
7.54
8.53
7.66
5.69
8.91
8.91

0.04
0.00
0.15
0.01
−0.09
0.05
−0.01
−0.12
0.01
0.00
−0.05
0.01

1535
1535
1520
1531
1537
1538
1526
1544
1543

567
564
564
564
558
565
564
570
565

11.52
11.74
10.55
11.44
11.38
11.94
10.98
12.16
12.08

11.55
11.71
10.52
11.47
11.38
11.85
11.04
12.16
12.13

0.03
−0.03
−0.03
0.03
0.00
−0.09
0.06
0.00
0.05

1620
1614
1621
1615
1621
1605
1614
1608
1615
1584
1621
1620

524
518
528
521
523
600
523
598
526
590
539
538

7.45
6.45
7.63
6.50
7.45
7.45
6.69
7.75
6.84
5.25
7.91
7.83

7.31
6.42
7.65
6.62
7.51
7.47
6.61
7.73
6.88
5.25
7.95
7.78

−0.14
−0.03
0.02
0.12
0.06
0.02
−0.08
−0.02
0.04
0.00
0.04
−0.05

1601
1590
1602

595
600
596

8.69
7.70
8.74

8.60
7.70
8.83

−0.09
0.00
0.09
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(continued)
Substituent R

K-4
m-Cl
K-5
m-OCH3
K-6
p-Br
K-7
p-CH3
K-8
p-Cl
K-9
p-OCH3
K-10
p-OC2 H5
Group L (category V)
L-1
H
L-2
m-Br
L-3
m-CH3
L-4
m-Cl
L-5
m-OCH3
L-6
p-Br
L-7
p-CH3
L-8
p-Cl
L-9
p-OCH3
L-10
p-OC2 H5
Group M (category V)
M-1
H
M-2
m-Br
M-3
m-CH3
M-4
m-Cl
M-5
m-OCH3
M-6
m-OC2 H5
M-7
p-Br
M-8
p-CH3
M-9
p-Cl
M-10
p-OCH3
M-11
p-OC2 H5
Group N (category V)
N-1
H
N-2
m-Br
N-3
m-NO2
N-4
p-Br
N-5
p-CH3
N-6
p-NO2
N-7
p-OCH3
Group O (category V)
O-1
H
O-2
m-Br
O-3
m-CH3
O-4
m-Cl
O-5
m-NO2
O-6
m-OCH3
O-7
p-Br
O-8
p-CH3

ω1 (cm−1 )

ω2 (cm−1 )

pKa (Experimental)

pKa (Predicted)

Diff

1592
1599
1593
1603
1595
1604
1606

594
598
597
601
599
597
592

7.83
8.47
7.95
9.10
8.09
9.38
9.10

7.84
8.52
7.95
9.10
8.06
9.34
9.11

0.01
0.05
0.00
0.00
−0.03
−0.04
0.01

1600
1593
1601
1593
1599
1594
1602
1595
1605
1605

1194
1200
1193
1201
1192
1201
1193
1200
1191
1192

9.31
8.46
9.53
8.52
9.22
8.75
9.75
8.85
9.97
9.70

9.41
8.40
9.56
8.59
9.22
8.76
9.61
8.82
9.98
9.71

0.10
−0.06
0.03
0.07
0.00
0.01
−0.14
−0.03
0.01
0.01

1564
1552
1564
1554
1563
1564
1557
1565
1558
1567
1567

1189
1195
1187
1195
1189
1189
1195
1187
1194
1185
1185

7.45
6.38
7.72
6.45
7.35
7.58
6.65
7.90
6.77
8.19
8.17

7.51
6.38
7.66
6.46
7.43
7.56
6.67
7.83
6.73
8.21
8.19

0.06
0.00
−0.06
0.01
0.08
−0.02
0.02
−0.07
−0.04
0.02
0.02

1593
1596
1596
1594
1591
1596
1588

1187
1186
1186
1187
1187
1185
1188

14.65
13.81
13.38
14.05
14.92
13.19
15.27

14.56
13.85
13.37
14.10
14.96
13.17
15.27

−0.09
0.04
−0.01
0.05
0.04
−0.02
0.00

1594
1591
1596
1591
1589
1598
1590
1595

1173
1178
1171
1178
1184
1173
1178
1172

6.15
5.25
6.36
5.23
4.24
6.04
5.42
6.52

6.16
5.26
6.51
5.28
4.29
6.01
5.38
6.39

0.01
0.01
0.15
0.05
0.05
−0.03
−0.04
−0.13
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(continued)

Group

Substituent R

ω1 (cm−1 )

ω2 (cm−1 )

pKa (Experimental)

pKa (Predicted)

Diff

O-9
O-10
O-11
O-12

p-Cl
p-F
p-I
p-OCH3

1590
1591
1590
1593

1178
1174
1179
1170

5.46
5.90
5.43
6.78

5.46
6.08
5.26
6.70

0.00
0.18
−0.17
−0.08

where
G =BM−1 B†

(4)

Fq is the force constant matrix expressed in terms of
internal coordinates q. Each normal mode vector dμ
represents a column vector of the (Nvib xNvib ) dimensional
D matrix, which is defined as the product BL. The
rectangular (Nvib x3N) dimensional B matrix contains the
first derivatives of the internal coordinates with regard to
the Cartesian coordinates, thus connecting both coordinate
systems, and the (Nvib xNvib ) dimensional matrix G is the
Wilson G matrix. [69, 70].
The normal mode frequencies νμ are coupled caused by
electronic coupling (off-diagonal elements of the Fq matrix,
which can be eliminated via the Wilson GF formalism) and
mass-coupling (caused by the off-diagonal elements of the
Wilson G matrix) [69, 70]. However, for our correlation,
we need local vibrational modes focusing on the influence
of the substituent R on the electronic structure of the
conjugated base. Konkoli and Cremer [68] solved this
problem by introducing the concept of local vibrational
modes. They solved the mass-decoupled Euler–Lagrange
equation by setting all the atomic masses to zero except
those of the molecular fragment (e.g., bond, angle, or
dihedral, etc.) carrying out a localized vibration. As shown
in their original work, the change in the local displacement
of a specific internal coordinate is equivalent to an adiabatic
relaxation of the molecule [68]. For any molecular fragment
associated with an internal coordinate qn , the corresponding
local mode vector an is given by
an =

K−1 d†n
dn K−1 d†n

(5)

where dn contrary to dμ is a row vector of matrix D. Matrix
K is the diagonal matrix of force constants kQ , expressed in
normal coordinates Qμ with
FQ = K = L† fx L

(6)

resulting from the Wilson GF formalism shown in Eqs. 3
and 4.
The local mode force constant kna corresponding to local
mode an is obtained by
kna = a†n Kan

(7)

The local vibrational frequency ωna corresponding to local
mode an is obtained by
(ωna )2 =

1
k a Gnn
4π 2 c2 n

(8)

in which Gnn is a diagonal element of the Wilson G-matrix
and corresponds to the reduced mass of the local mode
an [68].
Local vibrational modes have successfully been applied
to quantify weak chemical interactions such as hydrogen
bonding [71–76], halogen bonding [77–79], pnicogen
bonding [80–82], chalcogen bonding [83] and tetrel
bonding [84], and to derive new chemical descriptors such
as a new aromaticity index [85–87] or a generalized Tolman
electronic parameter [88–90], as well as for the derivation
of a generalized Badger Rule [91] and several others new
concepts [91–97].
Geometry optimizations and normal mode calculations
for all molecules investigated in this work were performed
in the gas phase with the ωB97XD density functional [98]
using the Gaussian 16 quantum chemistry program [99,
100]. For members of groups B, D, E, F, G, H, I, J, K, L ,M,
N, and O (see Fig. 2) Dunning’s cc-pVTZ basis set [101–
103] was applied, while for members of group A and C (see
Fig. 2) Pople’s 6-31++G(d,p) basis set [104–106] turned
out to be the best choice. Experimental pKa values were
taken from ref [1, 62]. There are no reliable experimental
pKa values for sulphinic acid available. Therefore, we
used computed pKa values instead [107]. The local mode
analysis was performed with the COLOGNE2017 program
package [108].

Results and discussion
Correlation of pKa and local vibrational frequencies
Vibrational frequencies are second-order response properties [109] and therefore they are sensitive to any changes in
the electronic structure of a molecule. First it was important to determine the local vibrational modes that best
reflect the influence of the substituent R on the dissociation reaction for each molecule investigated in this work.

J Mol Model (2019) 25: 48

Depending on the molecule, there exist two or three vibrational modes near the dissociating proton that will dominate
the pKa value. As there are some redundancies between
stretching, bending, and pyramidalization modes at a specific molecular site with regard to the electronic structure
change during the vibration, one has to remove either one
in order to obtain a robust model. Testing 3 C2 = 3 different combinations, we identified the set of parameters
that performs best and leads to the desired model. This led
to the five different categories of local vibrational mode
pairs p(ω1 ,ω2 ) shown in Fig. 3 used in this study. For category I molecules, a pair of local bending and stretching
vibrations turned out to be most sensitive; for category II
and category III molecules, a pair of local pyramidalization and stretching vibrations; for category IV molecules, a
pair of local bending and stretching vibrations, and for category V molecules, two local stretching vibrations. The two
local stretching vibrations for category I and II molecules
were averaged. Only one of the substituent (R or R’ or
R” or R”’) was changed at a time. The 15 groups A-O of
molecules used for the correlation comprise the conjugate
bases of (A) benzoic acid; (B) benzene sulphinic acid; (C)
benzeneselenic acids; (D) alkyl carboxylic acids; (E) phenols; (F) protonated N1 , N1 -dimethyltertiarybutylamidine;
(G) protonated N1 , N1 -dimethylethylamidine; (H) protonated N1 , N1 -dimethylethylamine; (I) protonated N2 ,-alkyltetramethylguanidine; (J) protonated N1 , N1 -dimethylformamidine; (K) protonated N1 , N1 -(pentamethylene-1,5)formamidine; (L) protonated N1 , N1 -(butamethylene-1,4)formamidine; (M) protonated N1 , N1 -(pentamethylene-1,5)benzamidine; (N) protonated N,N’-diphenyl-benzamidine;
(O) protonated N,N’-diphenyl-benzamidine, shown in
Fig. 2.
In the following, the results of our investigation are
discussed for each individual group, referring to the data
in Table 1, which includes for each individual compound
the substituent R, the local vibrational mode frequencies
ω1 and ω2 used in Eq. 1, experimental pKa and predicted
pKa values, as well as the difference DI F F between
experimental and predicted pKa values. The correlation
protocol for groups A-O is presented in Table 2 including
for each group the number of molecules, the root mean
square error (RMSE), the mean average error (MAE), the
mean average derivation (MAD), and the R 2 value, as a
statistical measure of how close the data are to the fitted
regression line.
Group A consists of 18 different compounds, which
all fall into the category I of local mode frequency
pairs p(ω1 ,ω2 ), as shown in Table 1. The substituents
vary from electron donating groups (EDG) to electron
withdrawing groups (EWG), which accordingly change
the electronic structure of the parent compound (R = H)
over a wide range, as such influencing the pKa value by
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stabilizing/destabilizing the corresponding conjugate base.
We obtained a strong correlation with R2 greater than 0.99
and a MAE of 0.025 pKa units for this group, reflecting the
fact that the pKa values of group A molecules are dominated
by substituent effects. It has to be noted that the error of the
experimental data is as high as ±0.09 pKa units as reported
in ref [1], which may amplify the predicted error due to
quadratic fitting (QFE). Group B consists of eight different
compounds and shows a MAD of 0.578. Despite this large
MAD value, we observed a strong correlation with R2 of
1.0 and a MAE of 0.02. A similarly strong correlation was
found for group C and group D molecules, again reflecting
that the pKa values of these groups members are dominated
by substituent effects. Group E shows the two largest
deviations between calculated and experimental pKa values
of all molecules investigated in this work, namely for R =
p-F and R = p-NH2 . Apart from the QFE, another reason
for these deviations might be the model chemistry used.
The optimal level of theory and basis set for each molecule
varies according to the type of substituent R involved. We
tested different levels of theory and basis sets, which led to
somewhat different outliers, (see supporting information for
a detailed report).
Group F, G and H members are characterized by a
substituent R” at the C atom of the C=N bond with a
decreasing number of C atoms, e.g., group F: -C(CH3 )3 ,
group G: -C2 H5 and group H -CH3 , respectively. The
number of carbon atoms in R” determine changes in the
electronic structure caused by inductive effects, which
is reflected by the local C=N double bond stretching
frequency. Largest inductive effects were found for group G
and group F molecules, in particular for molecules G-7 and
F-7, substituent m-OC2 H5 , the outliers of these groups. In
group F also the -CH3 functional group F-9 led to an outlier,
caused by an increased resonance effect, which we also
found for molecule H-8 of Group H. Group I molecules
show a similar deviations as found for group H members,
due to resonance effects. Group J and group K show the
largest outliers for the parent compound (R = H), molecules
J-1 and K-1, respectively. As all other substituents in these
two groups are either strong EDG or EWG functional
groups, R = H deviates from the general group pattern. In
Group L and group M the p-CH3 functional group leads
again to the largest outliers. Due to hyperconjugation, the
p-CH3 substituent increases the electron density at the para
position, and in this way strongly influences the electronic
structure. Group O has several outliers. Nevertheless, we
observe a strong correlation with R2 of almost 0.98. The
outliers in this group can be attributed to both the QFE and
the model chemistry used.
The electronic structure is affected by resonance,
inductive effects or by hyperconjugation. It is remarkable
to see that even changes in substituents at distance from

48
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Table 2 Correlation protocol for each group A-O
Group

Number of molecules

RMSEa

MAEb

MADc

R2

Group A
Group B
Group C
Group D
Group E
Group F
Group G
Group H
Group I
Group J
Group K
Group L
Group M
Group N
Group O

18
8
13
11
19
14
12
12
9
12
10
10
11
7
12

0.028
0.035
0.044
0.041
0.114
0.077
0.067
0.066
0.043
0.065
0.047
0.062
0.043
0.044
0.098

0.025
0.022
0.038
0.031
0.096
0.060
0.056
0.045
0.035
0.052
0.033
0.046
0.036
0.035
0.075

0.311
0.578
0.192
0.261
0.637
0.812
0.779
0.712
0.398
0.628
0.497
0.449
0.557
0.656
0.560

0.995
0.998
0.970
0.991
0.981
0.994
0.995
0.994
0.992
0.992
0.993
0.985
0.995
0.996
0.979

d

 
 e
 e
p
p
= n1
|yj − yj |, a RMSE = n1 (yje − yj )2 , c MAD = n1
|yj − y¯j e | y equals the pKa ; superscript e denotes experimental, p
e
predicted; y¯j is the mean of the experimental pKa values, j equals the number of molecules in a group.
d R2 is the statistical measure for how close the data points are to the fitted regression line
b MAE

the protonation center can be captured by the two local
vibrational reference frequencies ω1 , and ω2 involving
the protonation center. It is also noteworthy that although
all predicted pKa values were derived from gas phase
calculations, while the experimental pKa values were
measured in solution, the local vibrational modes calculated
in the gas phase capture already the important electronic
structure changes influencing the pKa values. This allows
for a quick check of the pKa values for new group members
with different substituents R.

between pKa and local vibrational frequencies. In order
to check if this correlation results predominantly from
an electronic effect, we also correlated local mode force
constants (Eq. 7) with experimental pKa values, because the
local mode force constants are free from any mass effects.
We observed similar results as for the local vibrational
frequencies, (detailed information can be found in the
supporting information).

General trends

In order to test the predictive power of our new correlation model, we performed a k-fold cross-validation for
molecules similar to group E members, including 33 compounds of singly and doubly substituted benzenes, (shown
in the supporting information). Cross-validation is a reliable means to check the efficiency of predicting models.
In a k-fold cross-validation, data is randomly distributed to
k splits as shown in Fig. 5. A model is then trained for
k-1 splits and tested for the left out split. Any extra data
point(s) is randomly assigned to one of the splits. This is
repeated k times and the final error (MAE or RMSE) is
averaged to get k-fold cross-validation error. We performed
a four-fold cross-validation for this group and obtained a
cross-validation MAE of 0.05, which equals the actual MAE
for this group. This proves that our model is predictive
in nature and can be used to predict pKa values for any
new group member with a different substituent R for any
group of molecules, provided we have access to sufficient

As reflected by the data in Table 2, each group shows a very
strong correlation with an R2 value greater than 0.97 and
a MAE of less than 0.09. By inspection of the correlation
constants in Eq. 1 (see supporting information for further
details), one can easily see that there is however no
relation between the different groups, and hence an overall
correlation is not meaningful. For each particular group, the
changes of the electronic structure upon substitution leading
to a change in the molecular acidity are dominated by the
substituent. Since the local vibrational modes can capture
the sensitive changes in the electronic structure of conjugate
base, we obtain a significant correlation between pKa values
and local vibrations. Figure 4 shows the predicted and
experimental pKa values. The results for MAE, RMSE,
and R2 , which are 0.05, 0.07, and 0.999, respectively,
confirm our hypothesis that there exists a strong correlation

Validation of the correlation

J Mol Model (2019) 25: 48
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Fig. 4 Correlation between
experimental and predicted pKa
values

16
RMSE - 0.066
MAE - 0.047

14

R2 - 0.999

pKa (predicted)

12

10

8
Group A
Group B
Group C
Group D
Group E
Group F
Group G
Group H

6

4

2

0

0

2

4

6

8

10

Group I
Group J
Group K
Group L
Group M
Group N
Group O

12

14

16

pKa (experimental)
experimental pKa values and the representative local mode
pairs p(ω1 ,ω2 ) for a variety of substituted molecules of this
group, so that Eq. 1 can be solved.
The t test is a measure of statistical significance between
two different data distributions, which can be computed as
tvalue

x¯1 − x¯2
=
s12
n1

+

(9)

s22
n2

where, x̄, s and n are mean, standard deviation and variance
of the data. Subscript 1 and 2 denotes the first data set and
the second data set, respectively.

Fig. 5 k-fold cross-validation. E is the error in each iterations

We calculated tvalue for all pairs of coefficients (Group X
coefficients (data set 1) with Group Y coefficients (data set
2), where X, Y ∈ [A, B...O]). The degrees of freedom can
be calculated as
df = l1 + l2 − 2

(10)

where, l1 , l2 are the number of data points in data set 1 and
data set 2, respectively. With the degrees of freedom of 10
(6+6-2) and 95% confidence, we keep the null hypothesis
(the coefficients are statistically similar) if the tvalue is less
than 2.228 (two tailed t-distribution table). The maximum
tvalue was 1.5465, which confirms the null hypothesis, i.e.,

48
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there is no statistically significant difference between each
of the two models.

J Mol Model (2019) 25: 48

a new compound with a different substituent R, avoiding
any extensive pKa calculation. This makes our approach
the perfect tool for the engineering of compounds with a
specific molecular acidity regulated by substituent effects.

Conclusions and outlook
Our investigation shows that the changes in electronic
structure caused by different substituent R are captured by
local vibrational frequencies related to the conjugate base.
We verified that there exists a relationship between the
local vibrational modes and the pKa of a molecule provided
substituent effects play the major role in determining
the pKa value. Fifteen different groups of molecules
with various substituents (a total of 180 molecules) were
investigated and showed strong correlations. The slopes
and intercepts obtained in the correlation model were
different for each group, which reflects that pKa values are
system dependent. However, within a group, the system
dependency of pKa value is removed and we can predict
the pKa value of any new group members with different
substituents R.
Using cross-validation and t test, we showed that our
model is predictive in nature and offers a lot of potential
for the pKa prediction for other groups of molecules, which
is currently under investigation, including the following
two examples. (i) Huge efforts are devoted to capture
CO and CO2 and to store these gases in an efficient
manner [110–112]. Amine solutions play an important role
in this regard [113–115]. The pKa values of these amines
are important indicators for their adsorption efficiency [116,
117]. A wide range of pKa values have been collected for
amine species [61, 117–120], therefore we can apply our
correlation model to estimate the pKa values of novel amine
substituted amines with a potentially higher adsorption
efficiency. (ii) The ionic form of a weak acid/base
varies across a range of pH values. This is important
in physiological systems, in which the ionization state
affects the rate of diffusion across membranes. The pKa
influences permeability, protein binding, solubility, etc.,
which in turn affects absorption, metabolism, excretion,
etc., of potential drug candidates [121–126]. Due to this
connection, the pKa plays an important role in engineering
optimal pharmacokinetic characteristics. A large number
of drug candidates have already been studied [121, 122]
leading to a wealth of experimental pKa values, serving as
the basis for our correlation model.
In summary, our new correlation model constitutes a
powerful link between the well-known Hammett equation
and vibrational spectroscopy. From a practical perspective,
one needs only to calculate the local vibrational modes
in the gas phase. The correlation with experimental pKa
values removes the system dependency and leads to an
equation that allows a quick check of the pKa value of
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107. Ali ST, Karamat S, Kóna J, Fabian WMF (2010) Theoretical
prediction of pKa values of seleninic, selenenic, sulfinic, and
carboxylic acids by quantum-chemical methods. J Phys Chem A
114(47):12470–12478
108. Kraka E, Zou W, Filatov M, Tao Y, Grafenstein J, Izotov D,
Gauss J, He Y, Wu A, Konkoli Z (2017) COLOGNE2017. See
http://www.smu.edu/catco
109. Helgaker T, Coriani S, Jorgensen P, Kristensen K, Olsen J, Ruud
K (2012) Recent advances in wave function-based methods of
molecular-property calculations. Chem Rev 112(1):543–631
110. D’Alessandro DM, Smit B, Long JR (2010) Carbon dioxide
capture: Prospects for new materials. Angew Chem Int Ed
49:6058
111. MacDowell N, Florin N, Buchard A, Hallett J, Galindo A,
Jackson G, Adjiman CS, Williams CK, Shah N, Fennell P (2010)
An overview of CO2 capture technologies. Energy Environ Sci
3:1645
112. Kenarsari SD, Yang D, Jiang G, Zhang S, Wang J, Russell AG,
Wei Q, Fan M (2013) Review of recent advances in carbon
dioxide separation and capture. RSC Adv 3:22739
113. Yang X, Rees RJ, Conway W, Puxty G, Yang Q, Winkler DA
(2017) Computational modeling and simulation of CO2 capture
by aqueous amines. Chem Rev 117:9524–9593
114. Rochelle GT (2009) Amine scrubbing for CO2 capture. Science
325:1652
115. Mumford KA, Wu Y, Smith KH, Stevens GW (2015) Review of
solvent based carbon-dioxide capture technologies. Front Chem
Sci Eng 9:125
116. Versteeg GF, van Dijck LAJ, van Swaaij WPM (1996) On
the kinetics between CO2 and alkanolamines both in aqueous
and non-aqueous solutions. An overview. Chem Eng Commun
144:113
117. Puxty G, Rowland R, Allport A, Yang Q, Bown M, Burns R,
Maeder M, Attalla M (2009) Carbon dioxide postcombustion capture: A novel screening study of the carbon dioxide absorption
performance of 76 amines. Environ Sci Technol 43:6427
118. Rayer AV, Sumon KZ, Jaffari L, Henni A (2014) Dissociation
constants (pKa ) of tertiary and cyclic amines: Structural and
temperature dependences. J Chem Eng Data 59:3805
119. Tagiuri A, Mohamedali M, Henni A (2016) Dissociation constant
(pKa ) and thermodynamic properties of some tertiary and cyclic
amines from (298 to 333) K. J Chem Eng Data 61:247
120. Hamborg ES, Versteeg GF (2009) Dissociation constants and
thermodynamic properties of amines and alkanolamines from
(293 to 353) K. J Chem Eng Data 54:1318
121. Manallack DT (2007) The pKa distribution of drugs: Application
to drug discovery. Perspectives in Medicinal Chemistry 1:25–38
122. Charifson PS, Walters WP (2014) Acidic and basic drugs in
medicinal chemistry: a perspective. J Med Chem 57:9701–9717
123. Mitani GM, Steinberg I, Lien EJ, Harrison EC, Elkayam
U (1987) The pharmacokinetics of antiarrhythmic agents in
pregnancy and lactation. Clin Pharmacokinet 12(4):253–291
124. Xie X, Steiner SH, Bickel MH (1991) Kinetics of distribution
and adipose tissue storage as a function of lipophilicity and
chemical structure. II Benzodiazepines. Drug Metab Dispos: The
Biological Fate of Chemicals 19(1):15–9
125. Avdeef A (2001) Physicochemical profiling (solubility, permeability and charge state). Curr Top Med Chem 1(4):277–351
126. Kerns E, Di L (2004) Physicochemical profiling: Overview of
the screens. Drug Discov. Today Technol. 1(4):343–348

Appendix B
Paper on Vibrational Stark Effect Probes
A Critical Evaluation of Vibrational Stark Effect (VSE) Probes with the Local Vibrational
Mode Theory,
N. Verma, Y. Tao, W. Zou, Xia Chen, Xin Chen, M. Freindorf, and E. Kraka,
Sensors, 20, 2358-1-2358-24 (2020)

62

sensors
Article

A Critical Evaluation of Vibrational Stark Effect (VSE)
Probes with the Local Vibrational Mode Theory
Niraj Verma 1,† , Yunwen Tao 1,† , Wenli Zou 2 , Xia Chen 3 , Xin Chen 4 , Marek Freindorf 1
and Elfi Kraka 1, *
1
2
3

4

*
†

Department of Chemistry, Southern Methodist University, 3215 Daniel Avenue, Dallas, TX 75275-0314, USA;
nirajverma288@gmail.com (N.V.); ywtao.smu@gmail.com (Y.T.); mfreindorf@gmail.com (M.F.)
Institute of Modern Physics, Northwest University, Xi’an 710127, China; qcband@gmail.com
Hubei Key Laboratory of Natural Medicinal Chemistry and Resource Evaluation, School of Pharmacy,
Tongji Medical College, Huazhong University of Science and Technology, Wuhan 430030, China;
d201881314@hust.edu.cn
Laboratory of Theoretical and Computational Chemistry, Institute of Theoretical Chemistry, Jilin University,
Changchun 130023, China; chenxin1211@mails.jlu.edu.cn
Correspondence: ekraka@gmail.com
These authors contributed equally to this work.

Received: 20 March 2020; Accepted: 15 April 2020; Published: 21 April 2020




Abstract: Over the past two decades, the vibrational Stark effect has become an important tool to
measure and analyze the in situ electric field strength in various chemical environments with infrared
spectroscopy. The underlying assumption of this effect is that the normal stretching mode of a target
bond such as CO or CN of a reporter molecule (termed vibrational Stark effect probe) is localized and
free from mass-coupling from other internal coordinates, so that its frequency shift directly reflects
the influence of the vicinal electric field. However, the validity of this essential assumption has never
been assessed. Given the fact that normal modes are generally delocalized because of mass-coupling,
this analysis was overdue. Therefore, we carried out a comprehensive evaluation of 68 vibrational
Stark effect probes and candidates to quantify the degree to which their target normal vibration
of probe bond stretching is decoupled from local vibrations driven by other internal coordinates.
The unique tool we used is the local mode analysis originally introduced by Konkoli and Cremer, in
particular the decomposition of normal modes into local mode contributions. Based on our results,
we recommend 31 polyatomic molecules with localized target bonds as ideal vibrational Stark effect
probe candidates.
Keywords: Stark spectroscopy; vibrational Stark effect; VSE; local vibrational mode theory;
normal mode decomposition; vibrational Stark effect probes; infrared spectroscopy; electric field;
carbonyl; nitrile

1. Introduction
The Stark effect refers to the response of a spectroscopic transition to an applied electric field.
It was discovered by Stark in 1913 observing that an applied electric field causes a splitting in the
absorption lines of hydrogen [1]. In 1995, Chattopadhyay and Boxer reported that the infrared
absorbance of the CN stretching mode in the anisonitrile molecule changed proportionally with the
strength of an electric field imposed on the molecule [2]. Since then, the vibrational Stark spectroscopy
(VSS) has become an important analytical method, which has been summarized over the past decade
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in a series of review articles [3–11]. The vibrational Stark effect (VSE) describes the perturbation of a
vibrational frequency by an electric field [2,3,5,12] according to Equation (1):


1
ν = ν0 − ∆~µ · ~F + ~F · ∆α · ~F
2



(1)

where ν and ν0 are the vibrational frequencies of a specific molecular vibrational mode (i.e., the target
bond stretching mode in most cases) with (ν) and without (ν0 ) an external electric field ~F, respectively;
∆~µ is the difference dipole moment (also known as Stark tuning rate) and ∆α is the difference
polarizability in a VSE experiment. The electric field strength is in general below 100 MV/cm;
therefore, the quadratic term with regard to ∆α in Equation (1) can be neglected, so that the change in
the vibrational frequency ∆ν = ν − ν0 directly correlates with the change in the strength of the electric
field ~F [5].
This linear relationship between vibrational frequency and electric field has formed the basis for
the vibrational Stark spectroscopy. Given a simplified electrostatic description of non-covalent
interactions between the vibrational probe and surrounding molecules, the strength of these
intermolecular interactions can be assessed by the electric field a target chemical bond feels,
as revealed by the VSE [5,13]. The VSE has been extensively applied to study the non-covalent
interactions in different types of chemical systems and environments including proteins/enzymes
[6–8,10,11,14–33], nucleic acids [34,35], ionic liquids [36,37], biological membranes [38], electrochemical
interfaces/surfaces [12,39–43], and polymers [3,44,45]. Recently, the range of applications has been
extended to the investigation of water clusters [46,47] and molecular solids [48].
These applications have been based on the following four underlying
assumptions [2,5,26,29,49–51]:
1.

2.

3.
4.

The normal stretching vibration of a probe bond (e.g., the C=O bond in formaldehyde) is
considered to be largely decoupled from rest of the molecule, i.e., its associated normal mode is
ideally localized, which is generally not the case [52–56];
The vibrational frequency shift ∆ν arising from changes in the vicinal environment of the probe
molecule can be fully attributed to the external electric field. This is the basic foundation for
using the VSE as a tool to characterize non-covalent interactions;
The difference dipole moment ∆~µ in Equation (1) is unaffected by the external electric field ~F, so
that the vibrational frequency shift ∆ν responds to ~F in a linear fashion;
The linear relationship between vibrational frequency and the electric field, observed for a
relatively weak electric field strength (in the order of 1 MV/cm) will also hold for the binding
pocket of proteins, where the effective electric field caused by the enzyme environment could be
a hundred times stronger.

The first assumption is the most important as the vibrational Stark effect is based on a
simplified model assuming that the probe bond stretching vibration encodes all information about
the surrounding electric field. However, to the best of our knowledge, no systematic study on the
extent to which those commonly applied and/or potential vibrational Stark effect probes can meet
this requirement, has been reported so far. To fill this gap, we used in this work as powerful tool the
characterization of normal mode (CNM) procedure, which is an important part of the local vibrational
mode analysis originally developed by Konkoli and Cremer [57–60]. CNM determines quantitatively
to what extent the local stretching vibrational mode of the probe bond is decoupled from the other local
vibrational modes of the probe, and therefore provides a unique measure to assess the qualification of
a probe molecule.
This paper is structured in the following way: First, the local vibrational mode theory including
the CNM method is summarized and it is discussed how CNM can be applied to evaluate a vibrational
Stark effect probe in the Methodology part. Then, the Computational Details are given. In the Results
and Discussion part, 68 VSE probes and candidates with C=O, C≡N, S=O and other types of probe
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bonds are analyzed and scored with the CNM approach. A complete set of 107 VSE probes is given
in the Supplementary Information. Furthermore, the sensitivity of the calculated scores with regard
to density functional is checked. Lastly, 31 probe molecules with high scores are recommended for
experimental verification and application.
2. Methodology
The VSE and its related spectroscopy require that the normal vibrational mode of the probe bond
stretching is decoupled from the local vibrational modes led by other internal coordinates within
the probe molecule [5,51], which does not comply with the fact that normal vibrational modes are
generally delocalized over several part of a molecule or even the whole molecule because of the mass
coupling [52–56,61].
A prominent example is the popular Tolman electron parameter (TEP) which assesses the
metal-ligand (ML) bond strength in nickel-tricarbonyls [Ni(CO)3 L] indirectly using the A1 -symmetrical
CO stretching mode as probe. The TEP rests upon the assumption that the A1 -symmetrical CO
stretching mode is fully localized and does not couple with other local modes [62–64]. However, our
local mode analysis clearly revealed that this assumption is generally not true [65–67]. This indicates
that, also in a polyatomic VSE probe, the normal vibrational mode of the probe bond stretching may
not be ideally localized, which will impact its qualification for characterizing VSE. Therefore, a method
is needed to quantify the local character of the probe bond vibration and it can be easily applied
to existing VSE probes and potential probe candidates. In the following, we will review the CNM
method, developed by Konkoli, Larsson and Cremer in 1998 [59,60,68,69] within the framework of the
local vibrational mode theory [57], which is the perfect tool to determine in a quantitative way to what
extent the normal vibration of the probe bond stretching is consisting of pure stretching character.
The harmonic normal vibrational modes and corresponding frequencies for a polyatomic
molecular system with N atoms in its equilibrium geometry can be obtained by solving the Wilson
equation of vibrational spectroscopy [52,70]:
f x L = MLΛ

(2)

where f x is the Hessian matrix in terms of 3N Cartesian coordinates with the dimension of 3N × 3N.
Matrix M is the diagonal mass matrix accounting for all N atoms in x, y, and z directions. The diagonal
matrix Λ in the (Nvib × Nvib ) dimension contains Nvib vibrational eigenvalues λµ (µ = 1, ..., Nvib with
Nvib = 3N − K) and K equals six or five for nonlinear or linear molecules, respectively. The (3N × Nvib )
dimensional matrix L has Nvib vibrational eigenvectors lµ as column vectors which are orthonormal
to each other. The vibrational frequencies ωµ can be connected with eigenvalue λµ according to
λµ = 4π 2 c2 ωµ2 where c is the speed of light.
Equation (2) can be rewritten in terms of normal coordinates Q [52,70] as
fQ = K = LT fx L

(3)

where K is the Hessian matrix expressed in normal coordinates Q with dimension (Nvib × Nvib ) and L T
is the transpose of L.
Konkoli and Cremer defined a local vibrational mode via the leading parameter principle [57], which
states that a local vibration is initiated by an associated internal coordinate qn via its infinitesimal
change. Only the masses of the atoms involved in this internal coordinate qn are kept, the masses
of all other atoms are assigned a zero value. As a consequence, the other atoms of the molecule
can effortlessly follow the local vibration led by qn as a collection of massless points. The internal
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coordinate qn can be associated with the Cartesian coordinates x of the molecule via the Wilson
B-matrix [52] which collects the partial derivatives of qn with regard to Cartesian coordinates x
bn =

∂qn
∂x

(4)

The local mode vector an associated with internal coordinate qn is then defined by
an =

K−1 dnT
dn K−1 dnT

(5)

with dn = bn L [70]. The local mode vector an , a column vector of length Nvib can be transformed into
Cartesian coordinates via Equation (6) [57,61]
anx = Lan

(6)

To each local mode an , local mode properties can be assigned, such as a local mode force constant,
frequency and mass [57]. The local mode force constant k na of internal coordinate qn is obtained with
k na = anT Kan = (dn K−1 dnT )−1

(7)

The local mode force constant k na was also named adiabatic force constant, where a (adiabatic) as the
superscript means “relaxed” and n as the subscript corresponds to the internal coordinate qn leading
this local vibration [57].
The local mode mass mna of mode n is given by
mna = 1/Gn,n = (bn M−1 bnT )−1

(8)

where Gn,n is the n-th diagonal element of the Wilson G matrix [52,70].
Local mode force constant and mass are needed to determine the local mode frequency ωna

(ωna )2 =

1
k a Gn,n
4π 2 c2 n

(9)

Zou and co-workers demonstrated that, for a complete non-redundant set of Nvib local modes,
there exists a one-to-one relationship between local and normal vibrational modes that can be verified
by an adiabatic connection scheme (ACS), providing the physical fundament for the local vibrational
modes [61]. The reason why a complete set of non-redundant parameter set is required in such relation
is because this set of local vibrational modes can span the same internal vibration space spanned by
Nvib normal modes [71–73]. In addition, this one-to-one correspondence between the local and normal
vibrational modes forms the basis for the CNM method leading to a detailed analysis of a vibrational
spectrum and in this way decoding a wealth of information embedded in the spectrum [65,74]. It is also
important to note that this analysis can be applied to both calculated and experimentally determined
fundamental vibrational frequencies [75].
According to the CNM method [59], any normal vibrational mode lµ can be decomposed into
local mode contributions from a non-redundant set of Nvib local vibrational modes by calculating
the overlap between each local mode vector anx with this normal mode vector lµ as Snµ according to
Equation (10)
Snµ =

(anx , lµ )2
x
(an , anx )(lµ , lµ )

(10)

Sensors 2020, 20, 2358

5 of 24

where (a, b) is a short notation for the scalar product of two vectors of a and b

(a, b) = ∑ ai Oij b j

(11)

i,j

Oij is element within the metric matrix O. In this work, we used the force constant matrix f x as the
metric (i.e., O = f x ) to include the influence from the electronic structure.
The calculation of Snµ in Equation (10) was simplified via the following steps. If we consider
the complete set of Nvib normal modes collected in L and the non-redundant set of Nvib local modes
collected in A x , Equation (10) can be written as
S=
where

( A x , L )2
(A x , A x )(L, L)

(12)

(A x , L) = A x T f x L

(13)

(A x , L) = (LA)T f x L

(14)

(A x , L) =

DK−1 L T x
f L
DK−1 D T

(15)

DK−1 K
DK−1 D T

(16)

where D = BL collects dn as row vectors, then

(A x , L) =
(A x , L) =
and

D
DK−1 D T

(A x , A x ) = A x T f x A x

(18)

(A x , A x ) =

DK−1 L T x LK−1 D T
f
DK−1 D T DK−1 D T

(19)

(A x , A x ) =

DK−1
K −1 D T
K
DK−1 D T DK−1 D T

(20)

DK−1
ID T
DK−1 D T DK−1 D T
I
(A x , A x ) =
DK−1 D T

(A x , A x ) =

with

(17)

(L, L) = L T f x L = K

(21)
(22)
(23)

Then, Equation (10) can be re-written as
Snµ =

(A x , L)2nµ
(A x , A x )n (L, L)µ

Snµ =

2
Dnµ
−
1
[DK D T ]2nn

1
K
[DK−1 D T ]nn µµ

Snµ =

2 ka
Dnµ
n

Kµµ

(24)

(25)

(26)
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where Kµµ is the µ-th diagonal element of matrix K. As long as the molecular system is at a local
minimum on the potential energy surface, both k na and Kµµ are positive thus leading to a positive value
of Snµ . It can be easily proven that Snµ is independent of the prefactor inside an internal coordinate as
a linear combination of a few basic internal coordinates (e.g., Snµ stays the same whatever nonzero
value p takes if the internal coordinate qn is defined by qn = p · (q a ±qb )).
Therefore, the contribution of local mode an to the normal mode lµ can be calculated by
Cnµ =

Snµ
Nvib
∑m Smµ

(27)

In order to evaluate the degree to which a normal vibrational mode lµ involving the stretching of
the probe chemical bond is decoupled from all other internal coordinates, a complete non-redundant
set of internal coordinates including the one for the probe bond (denoted as q1 ) has to be constructed
and the corresponding local mode vectors an need to be determined as well as their overlap with the
target normal vibrational mode lµ . In this way, one can quantify the extent to which the normal mode
has predominantly probe bond local stretching character and determine the actual percentage via
C1µ =

S1µ
Nvib
∑m Smµ

(28)

C1µ is a number ranging from 0 to 1. A large C1µ value indicates that normal vibration mode lµ has
predominantly the local vibration led by internal coordinate q1 and a value of 1 would identify mode
lµ as a 100% local probe bond stretching vibration. For simplicity, we coined the term ”performance
score” being defined as the C1µ percentage value to evaluate and compare different vibrational Stark
effect probes in the remainder of this work.
Theoretically speaking, any complete and non-redundant internal coordinate parameter set
(including the probe bond) could be used for normal mode decomposition; however, in order to
better accommodate the rocking (asymmetric bending) vibration in formaldehyde-like topology (see
Figure 1), we employed an antisymmetric combination (denoted as δ) of two angles containing the
probe bond (e.g., C=O) when analyzing these probe molecules.

O
"

!

X
H

#

X
H

Figure 1. The three angles α, β and γ for a molecule with topology X2 CO. A balanced choice of
bond angles for the non-redundant parameter set consists of (i) angle γ and (ii) angle δ, which is an
antisymmetric combination of angles α and β (i.e., δ = α − β).

In the following, the procedure of calculating the performance score for a VSE probe is
demonstrated for formaldehyde (1-1) as an example. This molecule contains four atoms and has
as such six normal vibrational modes. We selected as non-redundant set of six internal coordinates
the three bond lengths, two bond angles (including δ), and one dihedral angle (τ) shown in Figure 2,
which also shows the decomposition of each of the six normal vibrational modes into local mode
components in the form of a bar diagram for both experimental and calculated vibrational frequencies.
The two H−C−O angles were anti-symmetrically combined to angle δ. The probe bond vibration is
colored in yellow.
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Figure 2. Decomposition of each normal vibrational mode into the contributions from six local
vibrational modes for formaldehyde molecule. The labels under the x-axis are the irreducible
representations
and the vibrational frequencies (in cm−1 ) of normal modes. In the right panel, the
30.0
decomposition result have been calibrated using experimentally measured vibrational frequencies
50
of formaldehyde in the gas phase [76]. The uncalibrated calculated 50vibrational frequencies and
decomposition
result are shown in the left panel. The geometry optimization and Hessian calculation
20.0
were carried out at ωB97XD/aug-cc-pVDZ level of theory.

The
normal mode decomposition of formaldehyde (see Figure 2) clearly identifies normal mode 4
10.0
as probe bond stretching with the largest local C=O stretching contribution, i.e., Cnµ value of 0.8816
and a contribution of 12% from the local
H−C−H angle bending mode. As such, the performance
5
score of
0.0 formaldehyde as the VSE probe is 88.
The potential
[77–82]
in vibrational spectroscopy
B energy distribution
B
A(PED) method
A
A widely used
B
has been applied in some scattered investigation to analyze vibrational Stark effect probes [83]. PED
takes a step back and it is based on the idea that the potential energy can be expressed as a power
series in terms of normal coordinates Q, which can be further decomposed into internal coordinates qn .
Mode µ
In contrast, the CNM method as part ofNormal
the Konkoli–Cremer
local vibrational mode theory is directly
based on vibrational spectroscopy and local modes can be smoothly transitioned to normal modes via
adiabatic connection scheme [67]. In this sense, CNM analysis is superior than PED analysis as the
former has better physical fundament in terms of vibrational spectroscopy [58–60,84].
One may raise concern on the suitability of calculating the performance score based on an isolated
probe molecule model as in real application scenarios a probe molecule may have non-covalent
interactions with surrounding molecules. Therefore, we constructed a model system of formaldehyde
which is hydrogen bonded with a water molecule as shown in Figure 3.
1
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Figure 3. Formaldehyde molecule connected with one water molecule via a hydrogen bond.
The geometry was optimized at ωB97XD/aug-cc-pVDZ level of theory.

The target normal vibration of C=O stretching consists of the local vibrations of 87.2% R(C1=O4)
and 12.6% α(H2−C1−H3). As such, in the hydrogen bonded complex, the performance score for the
formaldehyde molecule is 87.2, only somewhat smaller than the score of 88.2 for the single molecule
shown in Figure 2 by 1.0 unit. Such minor difference in performance score can be safely ignored.
Therefore, in the remainder of this work, we stick to the single molecule approach for the calculation
of the performance score of the probe molecules.
3. Computational Details
Geometry optimizations and Hessian evaluations for all probe molecules investigated in this work
was carried out in the gas phase using the Gaussian 16 package [85]. All molecules were optimized
using the ωB97XD density functional [86] with Dunning’s aug-cc-pVDZ basis set [87–89] except
molecules containing a porphyrin group, which were calculated at the M06L/def2TZVP level [90–92].
The decomposition of the normal vibrational modes into local mode contributions was carried
out with the COLOGNE2019 package [93]. In order to test the sensitivity of the decomposition results
with regard to the density functional employed in this work, all calculations were repeated at the
M06-2X/aug-cc-pVDZ level [94] except for molecules containing a porphyrin group.
4. Results and Discussion
In this section, (i) we evaluate the performance of commonly used VSE probes in comparison
with a number of potential vibrational probe candidates, using the CNM method. These polyatomic
probe molecules contain C=O, C≡N, S=O or other chemical bonds, whose stretching vibrations are
considered as decoupled from other local vibrational modes. (ii) We analyze how the atomic masses
influence the performance of selected VSE probes and discuss the feasibility of improving a vibrational
probe by isotopic substitution. (iii) In addition, we analyze how the performance score of a VSE probe
depends on the density functional used for the calculation. (iv) Practical suggestions on the ideal
VSE probes to experimentalists are made with related physicochemical properties (e.g., solubility
and reactivity).
4.1. Group 1: C=O/C≡O Probes
Figure 4 shows a list of 25 typical VSE probes with C=O or C≡O VSE probe bonds and their
performance scores. A complete list of all probes tested in this work and their decomposition of normal
modes into local modes are provided in the Supporting Information.
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Figure 4. Group 1: 25 VSE probes with C=O or C≡O probe bonds in red. Below each structure, a label
of n-m is given in blue; n denotes the group number (reflecting the type of VSE probe bond and m is
the number of the molecule within this group. Vibrational probe labels with superscripts are taken
from the literature (a [95], b [5,96], c [96], d [5,7,25,28], e [5,13,97], f [13], g [13,26], h [14,15,98]). The
corresponding performance score as VSE probe is given in purple. The number as superscript in the 2D
structure refers to atom index in the molecule. The superscripts are shown only for the atoms whose
associated local modes participate in the C=O or C≡O normal mode with more than 5% contribution.

Table 1 shows the decomposition of target normal mode of probe bond stretching into
corresponding local modes where all contributions greater than 5% are shown. Formaldehyde
(1-1) (described in more detail in the Methodology Section) has relatively simple structure and its
performance score is 88. As revealed by Equation (26), the overlap Snµ is composed of different terms,
k na characterizes the pure electronic effect, whereas Dnµ and Kµµ depend on the normal modes, which
involve the atomic mass, geometry, and electronic effect. This implies that the performance score is a
result of multiple factors. As McKean has shown in his work that the isotopic substitution could result
in isolated (i.e., local) modes of CH bond stretching in -CD2 H groups [99], it would be interesting to
see if similar strategy could lead to better performed VSE probes. In order to do so, we calculated the
performance score landscape for 1-1 as a function of the atomic masses as shown in Figure 5.
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Table 1. Decomposition of target normal mode of probe bond stretching into local modes.
Group 1: C=O and C≡O Probes
Mol.

a

Local mode contributions b
88.2% C1-O4, 11.8% H2-C1-H3
83.4% C1-O4, 10.4% (C1-F2, C1-F3), 6.2% F2-C1-F3
93.1% C1-O4
94.7% C1-O4
85.5% C1-O4
76.3% C3-O8, 18.7% (C3-C1, C3-C2)
82.0% C3-O11, 6.9% C2-C3-C4
82.4% C4-O14, 8.3% C3-C4-C5
82.3% C1-O17, 5.2% C6-C1-C2
77.4% C1-O2, 5.3% C3-C1-C7
67.6% C1-O2, 7.0% C4-C1-C7, 5.6% C4-C1, 5.6% C7-C1
77.7% C5-O10, 7.3% C4-C5-C6
79.7% C1-O2, 6.2% C14-C1-C3
79.2% C1-O2, 6.2% C3-C1-C14
89.2% C1-O2
90.5% C1-O2
71.5% C1-O16, 10.7% N11-C1-C4, 7.5% N11-C1
80.6% C1-O2, 6.4% N3-C1, 6.4% N5-C1
91.2% C1-O2
81.9% C5-O6, 6.1% C5-C1, 5.5% O7-C5-C1
76.0% C1-O2, 7.1% C8-C1-O3, 5.7% C8-C1
87.2% C1-O2, 5.3% C1-C6
75.7% C1-O2, 6.9% N7-C1, 6.8% N7-C1-C3
93.3% C1-O2, 6.7% C1-Fe39
94.0% C1-O2

1-1
1-2
1-3
1-4
1-5
1-6
1-7
1-8
1-9
1-10
1-11
1-12
1-13
1-14
1-15
1-16
1-17
1-18
1-19
1-20
1-21
1-22
1-23
1-24
1-25

Group 2: C≡N probes
Mol.

a

Local mode contributions b
98.0% C1-N2
92.6% C1-N2, 7.4% H3-C1
81.3% C1-N2, 18.7% F3-C1
90.8% C1-N2, 9.2% Cl3-C1
92.9% C1-N2, 7.1% Br3-C1
92.6% N7-C6, 7.4% S5-C6
92.5% C9-N10, 7.5% C9-S1
89.9% C1-N2, 10.1% C3-C1
45.1% N9-C7, 45.1% C8-N10
44.1% C1-N2, 44.1% C3-N4, 11.6% (C3-C7, C5-C1)
88.3% C12-N13, 11.3% C12-C3
88.4% N2-C1, 11.3% C3-C1
88.3% C1-N2, 11.5% C1-C3
92.8% C13-N14, 7.2% C13-S12
87.3% N7-C6, 12.5% C4-C6
94.2% N2-C1, 5.8% Se3-C1
93.7% C1-N2, 6.3% C1-Se3

2-1
2-2
2-3
2-4
2-5
2-6
2-7
2-8
2-9
2-10
2-11
2-12
2-13
2-14
2-15
2-16
2-17

Group 3: S=O probes
Mol.

a

Local mode contributions b
98.6% S1-O4
90.1% S1-O2
98.9% S1-O2
95.4% S1-O4
82.1% O1-S10, 5.2% pyra (S10-C6-O1-C2)∗
89.5% S1-O2, 5.5% pyra (S1-O4-O2-O3)∗

3-1
3-2
3-3
3-4
3-5
3-6

Group 4: Other probes
Mol.

a

Local mode contributions b
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Table 1. Cont.
4-1
4-2
4-3
4-4
4-5
4-6
4-7
4-8
4-9
4-10
4-11
4-12
4-13
4-14
4-15
4-16
4-17
4-18
4-19
4-20

91.9% Si1-N2, 6.8% C3-Si1
86.9% Si12-N13, 9.2% Si12-C3
74.6% Li14-C1
36.8% O14-N12, 36.7% O13-N12, 17.5% N12-C6
60.7% Si1-P2, 39.2% Si1-C3
68.4% C1-H14
74.6% C1-Na14, 11.5% (C2-C1-C10, C6-C1-C10), 5.8% C2-C1-C6
99.9% H35-Si34
97.9% H2-S1
99.9% H2-S1
85.8% C1-S3, 10.6% S3-O4-H5
94.0% N1-O2
96.4% N1-O2
76.6% N3-N2, 23.2% N2-N1
80.7% N3-N2, 19.2% N2-N1
89.5% P1-O2
95.4% P1-O2
92.1% P1-O5
70.2% C6-Li16
99.5% C1-H2

a Column Mol. refers to the molecule label as shown in Figures 4, 6, and 7; b The decomposition of target
normal mode into local modes showing all contributions greater than 5%; ∗ pyra refers to pyramidilization
angle. The first atom in the parentheses moves orthogonal to the plane formed by the other three atoms.
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Figure 5. Performance score of formaldehyde as a function of atomic masses in (A) carbon and oxygen
atoms and (B) two hydrogen atoms, respectively. Red is for higher score while purple is for the lower
score. The dashed lines indicate the atomic mass values for isotopes.

Changing the atomic masses of carbon and oxygen atoms (the two atoms of the VSE probe
bond) from the most abundant isotopes (12 C and 16 O) to higher hypothetical isotopes results only in a
trivial change (ca. –3.0) of the performance score. By replacing the hydrogen atoms with deuterium,
the performance score drops down to 86.07. The isotope effect seems to play a complex role on the
performance score and is not directly intuitive for us to decide which atomic mass to change.
Carbonyl fluoride (1-2), carbonyl chloride (1-3) and carbonyl bromide (1-4) have a similar structure
as 1-1 except that the hydrogen atoms are replaced with more electronegative halogen atoms X.
The performance score of 83 for 1-2 is the lowest in this series, gradually increasing for the higher
homologues, i.e., 93 for 1-3 and 95 for 1-4. With the increase in the atomic number in the series F, Cl
and Br, the electronegativity of X decreases, the atomic mass increases, and the C−X bond becomes
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longer and weaker, which should lead to less coupling with the C=O stretching. This is obviously
in line with the calculated performance scores. However, it is oversimplified to conclude that the
difference in the performance score for these three molecules can be completely attributed to electronic
effects unless the mass effect can be eliminated. Therefore, we performed model calculations using the
same atomic mass in order to extract the electronic effect, as shown in Table 2.
Table 2. Comparison of the performance scores of molecules X2 CO, 1-1–1-4 using the atomic masses
X = H, F, Cl, and Br. Each column represents the same electronic structure with different masses and a
row represents same atomic mass with different electronic structures.
Mass of X (amu)

H2 CO (1-1)

F2 CO (1-2)

Cl2 CO (1-3)

Br2 CO (1-4)

1.008 [H]
18.998 [F]
35.453 [Cl]
79.904 [Br]

88.16
88.49
89.04
89.36

73.35
83.41
84.38
84.91

92.89
93.06
93.12
93.15

94.06
94.73
94.73
94.74

Table 2 shows how the performance scores of these four molecules are affected by the atomic
mass of X. When the atomic mass of X is kept the same for all of the four molecules, the performance
scores show a consistent pattern: 1-4 > 1-3 > 1-1 > 1-2. As expected, the lowest performance score is
found for 1-2, (i.e., shortest and strongest C−X bonds leading to a large mode-mode coupling with the
C=O target bond). The highest score is found for 1-4 as its longest and weakest C−X bonds leading
to only moderate coupling with the C=O target bond. The electronegative F atoms in 1-2 attract
electron and lead to stronger C−X bonds. The joint contribution from the local stretchings of two C-F
bonds to the target normal vibration is 10.4%. The less electronegative Br atom in 1-2 is less suited to
attract electrons, which is linked to its larger atomic radius leading to longer C−Br bonds, whose local
vibration contribution to the target normal vibration is less than 5% in total. Overall, this result reveals
that the performance score differences are mainly caused by electronic structure differences and not by
a significant mass effect.
Compared to substituent effects, isotopic effects are a less effective choice in tweaking the
performance score. One also has to consider that isotopic substitution is often experimentally
demanding and time consuming. Therefore, in the remainder of this work, we will focus on substituent
effects. The carbonyl group can be incorporated into a ring structure. When the C=O bond is
attached to cycloalkyl groups (1-6, 1-7, 1-8 and 1-9), the performance score is relatively low (683)
due to the large contamination from the local vibrations of the adjacent C−C single bonds. For
example, in cyclopropanone (1-6), two local C−C vibrations adjacent to the C=O bond contribute
jointly 19% to the target normal vibration mode dominated by the local C=O stretching. Meanwhile,
the performance score remains almost the same with increasing ring size. However, the second largest
contribution from adjascent C−C−C bond angle to the C=O stretching normal mode in 1-8 (8%) and
1-9 (5%) decreases, which can be related to decreasing ring strain. In 3,4-Dimethyl-2-cyclohexen-1-one
(1-12) the C=O bond is attached to a six-membered ring. 1-12 is a simplified motif of an inhibitor
which has been frequently used to measure the electric field inside the binding pocket of ketosteroid
isomerase [5,22,25]. Its relatively low performance score of 78 compares to the scores of cyclopentanone
(1-8) and cyclohexanone (1-9) with similar ring structures. A slight difference in the performance score
can be attributed to the extended electron density (i.e., π-conjugation) in 1-12. The CNM analysis
shows that the local C−C−C angle bending contributes to 7%.
In N-methylpyrrolidione (1-17), the C=O bond is connected to a five-membered ring, but it has
even lower performance score than 1-8. This is caused by the conjugation between the lone pair
electrons of nitrogen atom with the π electrons of the double bond, and this conjugation results in
a large contribution from the local vibration of the C−N bond stretching (8%) and N−C−C angle
bending (11%) to the target normal mode. A similar situation occurs also in dimethylacetamide (1-23),
which has a performance score of 76.
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Acetone (1-5) has moderate performance score of 85 as VSE probe. The contamination of the
target normal vibration results from the local vibrations of the two C−C bonds and the bending
of C−C−C adjacent to the C=O bond. If the methyl group in 1-5 is replaced by a vinyl group as
in but-3-en-2-one (1-10) and penta-1,4-dien-3-one (1-11), the performance score drops to 77 and 68,
respectively. This can be explained by the π conjugation between the C=C and C=O bonds leading to
kinematic coupling [61]. The local C−C−C angle bending contributes 5% in 1-10 and 7% in 1-11 to the
target normal vibration.
Acetophenone (1-13) has been used to measure the electric field inside various solvents [13,97]. Its
performance score is 80, which is slightly lower than that of acetone. While most contamination of the
target normal mode of 1-13 is caused by the adjacent C−C−C angle bending (6%), the CC π bonds of
the phenyl ring conjugated with the C=O bond contribute 3% to the target normal vibration collectively.
Replacement of the methyl group in 1-13 with another phenyl group leading to benzophenone (1-14)
does not impact the performance score significantly. However, replacing the methyl group of 1-13
with a methoxy group leading to methyl benzoate (1-21) decreases the performance score to 76. The
CNM analysis identifies for 1-21 the adjacent C−C−O angle bending and C−C local bond stretching
vibrations as important contributors to the target normal vibration with 7% and 6%, respectively.
Similar contribution patterns to the target normal mode are found for methyl acetate (1-20) with a
performance score of 82. In ethyl thioacetate (1-22), the performance score is raised to 87. The major
contamination arises from the adjacent C−C bond. While the local C−C bond stretching contribution
is 5% and the C−S bond contribution is less than 5%.
In 1,4-pentadiyn-3-one (1-15) and oxo-malononitrile (1-16), triple bonds are connected to the
carbonyl group increasing the performance scores to 89 and 90, respectively. It could be expected that
the π conjugation between the triple bond and the C=O bond might lower the performance score as in
1-10 and 1-11. However, due to the linear C−C≡C/N bond angle arising from sp-hybridized carbon,
the target normal vibration is then dominated by the local vibration of the C=O bond stretching.
In addition, the local C−C single bond stretching and C−C−C angle bending vibrations contribute
with less than 5% to the target normal mode.
In the case of 1,3-dioxourea (1-18), local C−N bond stretching vibrations jointly contribute 12.8%
to the target normal mode, leading to a relatively low performance score of 81. If the nitroso groups
are replaced with nitro groups as in nitro ketone (1-19), the performance score raises to 91. This large
difference in performance score is caused by the delocalization of π electrons. In 1-18, all atoms
are in the same plane leading to extended delocalization of π electrons. However, in the case of
1-19, not all atoms are in the same plane and therefore it leads to weaker delocalization and higher
performance score.
Carbon monoxide can serve as a diatomic VSE probe [100]. When coordinated to the iron atom in
iron porphyrin (1-24), the C≡O ligand can be used to characterize the electric field in enzymes [7,10].
According to our analysis, 1-24 has a high performance score of 93. The local Fe−C bond contributes
with 7% to the target normal vibration. When an additional imidazole group is coordinated to the iron
atom as in 1-25, the performance score increases marginally to 94 as the contribution from the local
vibration of C−Fe bond decreases to 5%.
We have observed that the electronic effects play a critical role in determining the performance
score compared to the mass effects. To be more specific, increasing ring strain by reducing the ring
size and enhancing the π electron delocalization can lower the score.
4.2. Groups 2 and 3: C≡N and S=O Probes
In the following, we will discuss the performance scores for 17 molecules with a C≡N probe bond
and 6 molecules with a S=O probe bond shown in Figure 6. Nitriles are one of the most commonly used
VSE probes [98,101]. According to the CNM analysis, some S=O probes seem to perform even better.
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Figure 6. Group 2: 17 VSE probes with C≡N probe bonds in red. Group 3: 6 VSE probes with S=O
VSE probe bonds in red. Below each structure, a label as n-m is given in blue, n denotes the group
number (reflecting the type of VSE probe bond), and m is the number of this molecule in this group.
Vibrational probe labels with superscripts are taken from the literature (a [4,10,50,51], b [10,18,24,27],
c [24], d [18,50], e [5,10,18,26,27,50], f [18], g [26,50,51], h [102], i [20]). The corresponding performance
score as VSE probe is given in purple. The number in superscript refers to atom index in the molecule.
The superscripts are shown only for the atoms whose associated local modes participate in the S=O or
C≡N normal mode with more than 5% contribution.

Lithium cyanide (2-1) has a high performance score of 98 with a minor contamination from the
C−Li bond stretching. By changing 2-1 to hydrogen cyanide (2-2), cyanogen fluoride (2-3) and its
higher homologues cyanogen chloride (2-4) or cyanogen bromide (2-5), we observe changes in the
performance score ranging from 81 to 93. Cyanogen fluoride is highly contaminated by the C−F bond
stretching (19%). The bond stretching contamination of the C≡N probe bond vibration is reduced
for the higher halogen homologues. 2-5 and 2-2 have almost the same contamination (7%) from the
adjacent C−X bond. This shows that this is predominantly an electronic effect and not a mass effect,
given the fact that the masses of H and Br are substantially different, whereas their electronegativities
are not too far apart (H: 2.20 and Br: 2.74, Allred Rochow scale). Methyl thiocyanate (2-6), ethyl
thiocyanate (2-7), and phenyl thiocyanate (2-14) have quite a comparable performance score of 93. For
the phenyl selenocyanate (2-16) and the selenocyanate anion (2-17), increased performance scores of
94 are found due to Se−C contamination of 6%.
Methylisocyanide (2-8) and succinonitrile (2-9) have large contamination (10%) from adjacent
C−C bond(s) in the target normal mode. The hybridization state of the adjacent carbon atom plays
an important role in the performance score. When the adjacent carbon is sp2 hybridized as in
2-butenedinitrile (2-10), there is the involvement of π conjugation which increases the contamination
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of adjacent C-C bonds to 11%. Similar situation is found in benzonitrile (2-11), 4-cyanopyridine (2-12),
4-chlorobenzonitrile (2-13) and 5-cyanouracil (2-15).
Thionyl difluoride (3-1) has a highly localized S=O bond with almost negligible contamination
from other local modes. The same applies to thionyl dichloride (3-3) and thioaldehyde (3-4). In
dimethyl sulfoxide (3-5) and dimethyl sulfite (3-6), one important contamination comes from the
pyramidalization mode, i.e., movement of S atom in the normal direction of the plane formed by
adjacent C−O−C plane (5%) and O−O−O plane (6%), respectively. The two equatorial S−F bonds
in thionyl tetrafluoride (3-2) lead to significant contamination in the normal mode of S=O bond
stretching.
We observe that the C≡N and S=O bonds give rise to many potentially good candidate for VSE
probes with high performance scores.
4.3. Group 4: Vibrational Probes with Miscellaneous Bonds
Besides the C=O, C≡N and S=O probes, other types of chemical bonds have been applied [18]
or could be used for VSS as shown in Figure 7.
As demonstrated above, the nitrile group (-C≡N) leads to VSE probes with high performance
scores. Therefore, we tested a series of potential VSE candidates with triple bonds. The Si≡N probe
bond of methylnitrilosilane (4-1) has a satisfactory performance score of 92. The local Si−C stretching
vibration contaminates the target Si≡N normal vibration with 7%. The related phenylnitrilosilane
(4-2) shows a lower performance score of 87 due to larger contamination from the Si−C bond (9%).
However, when the nitrogen atom in 4-1 is replaced with phosphorus (4-5), the performance score
drops to 61. The major contamination comes from the adjascent C−Si bond of 39%. The C≡S triple
bond (4-11) performs well with a score of 86, with a contamination from the local H−O−S angle
bending mode (11%).
Another direction to obtain highly localized normal vibrations is to create a light-heavy situation,
i.e., one light atom bonded with a relatively heavy atom [18]. Based on this rationale, we found a
few promising probe candidates including trimethyl-λ4 -sulfane (4-9), triphenyl-λ4 -sulfane (4-10), and
triphenylsilane (4-8) with performance scores above 98. Similarly, the C−H/C−D bond in chloroform
and chloroform-d (4-20) leads to another high-performance vibrational probe.
We also tested C−Li as a probe bond, tert-butyllithium (4-3), and ((2r,3R,4s,5S)-cuban-1-yl)lithium
(4-19). The best performance score of 75 in this series was found for 4-3. Each of the three adjacent
C−C single bonds contaminates the target normal mode. In 4-19, the lithium atom is connected to a
cubane motif. The performance score is only 70 with contamination of the C−Li normal mode by the
three adjacent C−C bonds.
If the lithium atom in 4-3 is replaced with sodium leading to tert-butylsodium (4-7), the
performance score remains the same with contaminations from the three local C−C−C angle bending
vibrations. However, if the lithium atom in 4-3 is replaced with hydrogen to isobutane (4-6), the
performance score decreases.
The nitroso group (-N=O) in nitrosomethane (4-12) and trifluoro(nitroso)methane (4-13) turns out
to be another promising probe bond which renders performance scores above 94. However, the azide
functional group (-N=N=N) leads to low performance scores as shown for azidotrimethylsilane (4-14)
and 1-phenethyl azide (4-15) disqualifying N=N as a VSE probe bond. In both molecules, the terminal
N=N stretching normal mode is highly contaminated (23% and 19% for 4-14 and 4-15, respectively)
with the adjacent local N=N bond stretching mode.
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Figure 7. Group 4: 20 VSE probes with miscellaneous probe bonds in red. Below each structure, the
label n-m is given in blue, n denotes the group number (reflecting the type of VSE probe bond), and
m is the number of this molecule in this group. Vibrational probe labels with superscripts are taken
from the literature (a [18]). The corresponding performance score as VSE probe is given in purple.
The number in superscript refers to the atom index in the molecule. The superscripts are shown only
for the atoms whose associated local modes participate in the normal mode of probe bond stretching
with more than 5% contribution.

Given the superior performance scores of N=O probes, we used the P=O bond in a tetrahedral
topology to design new probe candidates. In phosphoryl trichloride (4-17), the local P=O bond
stretching vibration dominates the target normal vibration with a high performance score of 95. When
the chlorine atoms in 4-17 are replaced with methyl groups leading to trimethylphosphine oxide (4-16),
the performance score decreases to 90. The triphenylphosphine oxide (4-18) has a similar performance
score of 92 although the other three local P−O bond vibrations contaminate the target normal mode.
We observe that the Si≡N bond shows similar characteristics as C≡N bond in terms of the
performance score. However, replacing N to P significantly lowers the performance score. Including
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a combination of low and high atomic mass of atoms for a bond is another way to increase the
performance score.
4.4. Sensitivity of Performance Score to Density Functional
As the performance score for the probe molecules based on the Characterization of Normal Mode
(CNM) method is highly dependent on the quality of the Hessian matrix, and it has been tested that
the vibrational frequencies calculated for the same molecule by different density functionals [103] can
have differences up to 100 cm−1 , one might argue that the performance scores calculated with CNM
could be dependent on the employed density functional.
In order to test the sensitivity of performance score to the selected density functional, we
repeated all the calculations including geometry optimization and Hessian evaluation with Truhlar’s
Minnesota functional M06-2X, which is believed to perform well for organic compounds [94]. Then,
the performance scores calculated by ωB97XD and M06-2X are compared in Figure 8.
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Figure 8. Correlation in the performance scores calculated with M06-2X and ωB97XD for probe
molecules studied in this work. The solid line shows a linear correlation with R2 = 0.97, and the dashed
line shows the line of y = x.

Figure 8 shows that the performance scores calculated by M06-2X and ωB97XD are quite consistent,
with an average difference of 1.2 for each probe. Probe molecules with relatively high performance
scores above 85 are mostly on the line of y = x, with an average difference of 0.5 excluding the outlier
thionyl difluoride. Probes with performance scores below 85 have an average difference of 1.7. The
large deviations in thionyl difluoride is due to its different geometry when optimized with M06-2X
(non-planar) compared to ωB97XD (planar). The other four outliers (dimethyl sulfite, acetophenone,
methyl benzoate, and penta-1,4-dien-3-one) can be attributed to the difference in describing the π
conjugation in these four molecules with ωB97XD and M06-2X. This result tells us that the performance
score obtained in this work is insensitive to the selected density functional employed in calculation.
The performance score is especially reliable for the probes when it is relatively high.

Sensors 2020, 20, 2358

18 of 24

4.5. Suggestion on Ideal Vibrational Probes
From a systematic evaluation of the polyatomic vibrational Stark effect probes with our CNM
method shown above, we pick out the molecules with scores higher than 85 as ideal probes to be
recommended to vibrational Stark spectroscopy practitioners. Note that we do not deny that probes
with lower performance score can be used as VSE probes; however, choosing well-performed probes
will significantly reduce the chances of errors caused by the contamination of other local modes.
In Table 3, we have listed the performance score and calculated frequency for the target normal
vibration for each of the ideal probes. As in a real “wet lab” when the vibrational probes are to be
put into use, we have to consider the solubility of the probes into a specific solvent and its reactivity;
therefore, we try to collect all related information for these probes as a reference for experimentalists.
Table 3. Summary of ideal vibrational Stark effect probes with their physicochemical properties.
Probe Bond

Label a

Score

Freq.

c

Solubility/Miscibility b

Known Limitation b

1-1
1-3
1-4
1-5
1-15
1-16
1-19
1-22
1-24
1-25

88.2
93.1
94.7
85.5
89.2
90.5
91.2
87.2
93.3
94.0

1770
1826
1829
1754
1706
1759
1919
1723
2145
1960

water, ethanol, chloroform, ether, acetone, benzene
benzene, toluene, glacial acetic acid, most liquid hydrocarbons, water
water, benzene, alcohol, dimethylformamide, ether
organic solvents
water, acetone, benzene, ethanol, ether
chloroform
water, alcohol, ether, carbon tetrachloride
-

reacts with water
insoluble in water
binds to specific proteins
binds to specific proteins

C≡N

2-1
2-2
2-5
2-6
2-9
2-14
2-16

98.0
92.5
92.9
92.6
90.2
92.8
94.2

2169
2136
2250
2220
2301
2219
2217

water, DMF, THF
water, alcohol
acetonitrile, dicholoromethane, ethanol, ether, benzene, chloroform

reacts slowly with water

acetone, chloroform, dioxane, ehanol, benzene, ether, carbon sulfide

-

THF, dichloromethane, acetonitrile

-

S=O

3-1
3-3
3-4
3-6

98.6
98.9
95.4
89.5

1248
1185
988
1158

-

-

Si≡N

4-1

91.9

1244

-

-

Si-H

4-8

99.9

2111

methanol

reacts with water

S-H

4-9
4-10

97.9
99.9

1452
2350

-

-

S≡C

4-11

85.8

1137

-

-

N=O

4-12
4-13

94.0
96.3

1676
1722

water
water

-

4-16
4-17
4-18

89.5
95.4
92.1

1139
1226
1250

polar organic solvents
-

reacts with water
-

C=O

P=O

a The bold label refers to novel molecular probes introduced in this work. b Physiochemical properties are
taken from PubChem database [104] and literature [105]. c The vibrational frequencies are computed at
M06-2X/aug-cc-pVDZ level of theory and then scaled by an empirical factor of 0.9500 [106].

5. Conclusions
In this work, we have employed the characterization of normal mode (CNM) method from
Konkoli–Cremer local vibrational mode theory to evaluate more than 68 different vibrational Stark
effect probes by quantifying to what extent the probing normal vibrational mode is indeed localized to
the local stretching of the probe bond. The quantification was realized by using a performance score
in the range of 0∼100 for each vibrational probe for comparison. The probe bonds investigated in
this work include C=O/C≡O, C≡N, S=O, Si≡N, C−Li, Si≡P, C−Na, S≡C, N=N+ =N – , S−H, N=O,
P=O and C−H. In general, we found probe molecules with double or triple bond tend to score higher
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than those with single probe bond. However, in several cases of probe molecules with single probe
bond (e.g., S−H in a tetrahedral geometry) the performance score can also be high.
We have shown that isotopic substitution for a vibrational probe is a much less efficient approach
for obtaining better performed probe candidates compared with tweaking the structure via chemical
modification. The validation of the calculated performance score results with different density
functionals consolidates the reliability of the CNM method employed in this work.
It is important to note that we did not attempt to explore exhaustively the chemical space by
trying all possible combinations of different elements and functional groups for a vibrational probe
molecule. However, we have included those representative probes as a guidance for vibrational Stark
spectroscopy practitioners. As it has been tested in this work, we can expect that the performance
score of a probe molecule will only have a slight change if the chemical modification is distant from the
probe bond. Furthermore, we provide an online service (https://vse-server.github.io/) for interested
readers to evaluate their vibrational probe candidate molecules with our CNM method.
Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/20/8/
2358/s1. The complete list of 107 vibrational Stark effect probe molecules investigated in this work with their
performance scores and detailed normal mode decompositions.
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Abstract: We systematically investigated iodine–metal and iodine–iodine bonding in van Koten’s
pincer complex and 19 modifications changing substituents and/or the transition metal with a PBE0–
D3(BJ)/aug–cc–pVTZ/PP(M,I) model chemistry. As a novel tool for the quantitative assessment
of the iodine–metal and iodine–iodine bond strength in these complexes we used the local mode
analysis, originally introduced by Konkoli and Cremer, complemented with NBO and Bader’s
QTAIM analyses. Our study reveals the major electronic effects in the catalytic activity of the M−I−I
non-classical three-center bond of the pincer complex, which is involved in the oxidative addition of
molecular iodine I2 to the metal center. According to our investigations the charge transfer from the
metal to the σ∗ antibonding orbital of the I−I bond changes the 3c–4e character of the M−I−I threecenter bond, which leads to weakening of the iodine I−I bond and strengthening of the metal–iodine
M−I bond, facilitating in this way the oxidative addition of I2 to the metal. The charge transfer can
be systematically modified by substitution at different places of the pincer complex and by different
transition metals, changing the strength of both the M−I and the I2 bonds. We also modeled for the
original pincer complex how solvents with different polarity influence the 3c–4e character of the
M−I−I bond. Our results provide new guidelines for the design of pincer complexes with specific
iodine–metal bond strengths and introduce the local vibrational mode analysis as an efficient tool to
assess the bond strength in complexes.
Keywords: density functional theory; hypervalent iodine; local vibrational mode theory; vibrational
spectroscopy; pincer complexes
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1. Introduction
Pincer complexes were first discovered in 1976 by Moulton and Shaw [1]. After
almost a decade these complexes got more attention when researchers found they display
extraordinary thermal stability (high melting points). Such properties indicate pincer
complexes can be used in homogeneous catalysis, increasing their range of applications
from nanomaterials to the development of chemical sensors and chemical switches [2–7].
A pincer complex consists of a metal center and pincer type ligands which mostly act as
electron donors to the metal center. With increase in electron density, comes increase in
nucleophilicity in the case of the metal center; hence a high utility in catalysis involving
dihydrogens, silanes, hydrogen halides and alkyl halides [8–35]. Dihydrogens and silanes
show concerted cis addition while for others electrophillic attack to the nucleophillic metal
center have been proposed. Dihydrogens are affected by the basicity of the metal center.
High basicity leads to the cleavage of H−H bond as a result of metal (M)−σ*(H2 ) back
donation, while on the other hand a more acidic metal center can retain positive charge and
play a stabilizing role of electron acceptor; both of which favor H2 complexation over bond
cleavage. In the case of dihalogens, the idea is just beginning to develop. In this regard
pincer complexes have been widely studied [36–38]. The two nitrogens increase electron
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density around metal center, contributing to the stability of Pt−η0 −I2 interaction. The
possible reasons for this stability are the presence of σ–donating amine ligands, the plane
of the aryl ring which coincides with the coordination plane, and steric constrains [39–41].
This opens new pathways for investigating the variation of atoms involved in pincer
complexes. Variation of nitrogen donor substituents is powerful for increasing/decreasing
the nucleophilicity of the metal center along with screening metal center from attack of
reagents from a certain direction [42]. Also, a variety of pincer complexes have been
synthesized and studied by changing the donors to PSiP [43], PNF [44], ONO [45] and
PCN [46] or the metal center to Zr and Hf [47], P [45], Mo and W [48], Ni [49,50] etc. The
Monsanto process for making acetic acid exemplifies a broad and far-reaching application
of pincer complexes. Several studies on the effects of steric hindrance, donors [51,52], rates
of migratory insertion of CO to methyl [53], indicate pincer complexes as great catalysts.
Halogen bonding has attracted a lot of attention over recent decades. This is documented in many review articles summarizing many experimental and theoretical investigations aimed at the discussion of its characteristic signatures, current conflicting views, and
the rich application repertoire [54–66]. Halogen bonding is a donor-acceptor interaction in
which an electrophilic region associate with a halogenated moiety (Lewis-acid) interacts
attractively with a nucleophilic region of another molecular entity (Lewis-base), which can
be the lone pair of a heteroatom [67–69], a π-bond or even a metal [70,71]. Metal-halogen
bonding plays an important role in the oxidative addition to metal centers [72–78]. Most
widely employed is I2 which has a characteristic acceptor and donor properties due to its
relatively low lying LUMO and high lying HOMO [79]. Hence, I2 is bonded as acceptor [7]
or as donor [80]. Due to the Janus–face [36] of I2 it is widely employed in pincer complexes.
As we discussed in a previous study, metal-halogen interactions show a smooth transition
from weak non-covalent halogen bonding to non-classical 3-center-4-electron bonding
and finally covalent metal-halide bonding [67], a feature which we also observed for compounds with hypervalent iodine bonding [81]. Intrigued by these results, the current study
was aimed at shedding new light into iodine–metal bonding in pincer complexes.
We systematically investigated iodine–metal and iodine–iodine bonding in van
Koten’s pincer complex and 19 modifications with different substituents and/or the transition metal shown in Figure 1. Our main goal was to comprehend the major electronic
effects that lead to the weakening of iodine bond (I−I) and strength of the halogen–metal
bond (M−I) in the three-center bond (M−I−I), as the first step in the oxidative addition
of iodine to the metal coordination center. We analyzed how substitutions at different
places in pincer complexes modify the strength of both chemical bonds, and what electronic
effects are responsible for different strength of these bonds with different transition metals.
As efficient quantitative measure of bond strength we used local vibrational force constants
derived from the local vibrational mode theory (LVM), originally introduced by Konkoli
and Cremer [82–87], complemented with NBO [88] and Bader’s QTAIM [89] analyses. We
also modeled how solvents with different polarity weaken the I−I bond and strength the
M−I bond, facilitating the oxidative addition of I2 to the metal.
2. Computational Methods
Geometries and harmonic vibrational frequencies of complexes 1–20 were calculated
with the PBE0 functional combined with the D3(BJ) scheme of Grimme [90] for dispersion
corrections using the aug-cc-pVTZ basis set [91–98] and the aug-cc-pVTZ-PP basis set
combined with a suitable relativistic effective core potential [99,100] to account for scalar
relativistic effects of the heavy atoms. All geometry optimizations completed without
any imaginary frequencies. (The Cartesian coordinates of optimized complexes 1–20 are
provided in the Supplementary Materials as well as a comparison of the calculated and
experimental X-ray geometries of complex 1 to validate the model chemistry used in our
study.) Solvent effects of benzene and acetone were modeled using the solute electron
density (SMD) variation of IEFPCM [101]. Local vibrational modes and associated local
mode force constants k a were calculated using the LModeA package [87,102]. Electronic
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and energy distributions were assessed using the AIMALL software package [89,103,104].
The covalent nature of the (M−I) bonds was characterized following the Cremer-Kraka
criterion, which implies that covalent bonding is characterized by a negative energy density, i.e., Hb < 0 at the bond critical point rb between the two atoms forming the bond,
whereas electrostatic interactions are indicated by positive energy density values, i.e.,
Hb > 0 [105–107]. NBO6 [88,108–110] was used to compute NBO atomic charges and the
charge transfer (CT) to the I2 ligand coordinated to the metal center. The CT values were
obtained from the total population of the σ∗ orbital of the I2 ligand. DFT calculations were
carried out using Gaussian16 [111]. The local mode force constants k a can be transformed
into bond strength orders (BSO) using a power relationship according to the generalized
Badger rule [112,113], BSO n = A ∗ (k a ) B ; where the constants A and B are determined
by two reference molecules with known BSO and k a values. Similarly as was done in our
previous study [70], the constants A = 0.651 and B = 0.660 were obtained for the I−I bond
in I2 with a BSO value of n = 1.0 and a k a value of 1.924 mDyn/Å and for the 3c–4e bond in
the [I· · ·I· · ·I]− anion with a BSO value of n = 0.5 and a k a value of 0.672 mDyn/Å based
on the Rundle–Pimentel model of the non-classical I−I bond (at the PBE0–D3(BJ)/aug–
cc–pVTZ/PP(M,I) level of theory). The 3c–4e character of the M−I−I bond was obtained
in our study as the BSO ratio n(M−I)/n(I−I) [114], where values between 0.75 and 1.0
indicate on a dominant role of this character in a chemical bond and values above 1.0
indicate on an inverse 3c–4e character where the M−I bond is stronger than the I−I bond,
which can lead to dissociation of the I−I bond. Binding energies ∆E were defined as the
energy of the complex minus the energy of the pincer part without the I2 ligand and minus
the energy of the I2 ligand. Both fragments were first calculated in the frozen geometry of
the complex and corrected for basis set superposition errors employing the counterpoise
correction [115]. Then the geometries of both fragments were allowed to relax to their
minimum energy and the energy difference between frozen and relaxed geometries were
included in the calculation of the binding energies.
In Reference [87] a comprehensive discussion of the underlying theory of local vibrational modes is provided, therefore in the following only the essential features are
summarized. Moreover, serving as a popular analytical tool, modern vibrational spectroscopy [116–118] can be an excellent source for electronic structure information of a
molecule, in particular for a new quantitative measure of the intrinsic strength of a chemical bond. However, one must consider that normal vibrational modes are generally
delocalized over the molecule due to the coupling of the atomic motions [119–121]. Therefore, one cannot directly derive an intrinsic bond strength measure from the normal modes.
It is also often difficult to assign a certain normal mode in a vibrational spectrum with a
single characteristic vibration, in particular in the mid- and lower frequency range. Both
problems are addressed in the LMV theory [87].
There are two coupling mechanisms [119–122], electronic coupling associated with
the potential energy content of the vibrational mode and mass coupling associated with
the kinetic energy content. The electronic mode–mode coupling can be eliminated via the
Wilson GF-matrix formalism [119–121], i.e., solving the vibrational secular equation:
Fx L

= MLΛ

(1)

Matrix Fx is the force constant matrix (Hessian) in Cartesian coordinates x. A molecule
with N atoms has 3N Cartesian coordinates, therefore the dimension of Fx is [3Nx3N ].
The number of internal coordinates q of a molecule is Nvib = (3N − Σ); (Σ: number of
translations and rotations; 6 for nonlinear and 5 for linear molecules) [119]. Matrix Λ is a
diagonal matrix with the eigenvalues λµ , which leads to the Nvib (harmonic) vibrational
frequencies ωµ according to λµ = 4π 2 c2 ωµ2 , (c = speed of light) and L collects the vibrational
eigenvectors lµ in its columns with
L† F x L

= FQ = K

(2)
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FQ = K is a diagonal matrix and Q is a vector that collects the Nvib normal coordinates [123,124], i.e., diagonalization of the force constant matrix Fx and transforming
to normal coordinates Q [123–126] eliminates the off-diagonal coupling force constant
matrix elements, and in this way the electronic coupling [119]. The vibrational secular
equation expressed in internal coordinates q is given by [119]
Fq D = G−1 DΛ

(3)

D contains the normal mode column vectors dµ (µ = 1, · · · , Nvib ) in internal coordinates
and matrix G is the Wilson G [119].
As is obvious from Equation (3), solving the secular equation does not resolve the
mass coupling contained in the off-diagonal elements of the Wilson G matrix, reflecting
pairwise kinetic coupling between the internal coordinates, which often has been overlooked. Konkoli and Cremer [82–86] solved this problem by introducing a mass-decoupled
equivalent to the Wilson equation to derive mass-decoupled local vibrational modes ai
directly from normal vibrational modes dµ and the K matrix via Equation (4):
ai

K−1 di†

=

di K−1 di†

(4)

For each of the Nvib local mode i, one can define a corresponding local model frequency
a [82]. The local mode frequency ω a
ωia , a local force constant k ia , and a local mode mass Gi,i
i
is defined by:
a ka
Gi,i
i
(ωia )2 =
(5)
4π 2 c2
and the corresponding local mode force constant k ia by:
k ia

=

ai† K ai

(6)

Local vibrational modes have several unique properties. Zou, Kraka and Cremer [84,85]
verified the uniqueness of the local vibrational modes via an adiabatic connection scheme
between local and normal vibrational modes. In contrast to normal mode force constants,
local mode force constants have the advantage of not being dependent of the choice of the
coordinates used to describe the target molecule and in contrast to vibrational frequencies
they are independent of the atomic masses. They are of high sensitivity to electronic
structure differences (e.g., caused by changing a substituent) and directly reflect the intrinsic
strength of a bond or weak chemical interaction as shown by Zou and Cremer [127]. Thus,
local vibration stretching force constants have been used as a unique measure of the intrinsic
strength of a chemical bond [86,128–141] or weak chemical interaction [67–71,81,142–159]
based on vibration spectroscopy. We have successfully described bonding in λ3 iodine
bonding in a diverse set of 34 hypervalent iodine compounds [81], in this work we apply
LMV and associated local mode stretching vibrational force constants to assess iodine
bonding in pincer complexes.
3. Results and Discussion
The set of complexes 1–20 (see Figure 1) was chosen to cover a range of different
substituents and central transition metals. Complex 1 is the original van Koten complex [38]
with an I atom coordinated to the central Pt atom in equatorial position relative to the aryl
ring, and the I2 ligand bonded to Pt in axial position. Complexes 2–6 are modifications of
reference 1 with different substituents replacing the iodine atom bonded to Pt in equatorial
position. In complex 7 the original NMe2 groups are replaced with PMe2 groups and the
complexes 8–10 are characterized by modifying Me2 in the NMe2 groups. Complexes 11–12
have different aryl ring substituents in para position relative to the metal coordination
center, while complexes 13–17 are modification of reference 1 regarding exchange of the
central transition metal. In 15–17 aryl is replaced with pyridine. Complexes 18–20 are other
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model compounds of general interest [160–162]. Throughout the manuscript we use the
label M−I for the bond between the metal and iodine atom of the I2 ligand and the label
I−I represents the iodine–iodine bond of the I2 ligand coordinated to the metal.
I
I
NMe2
Pt I
NMe2

1

2

I

I

I

I

I

I

NMe2
Pt I
NMe2
I
I

I
I
NHR
Pt I
NHR
8; R = Me
9; R = H
10; R = F

I
O
O
18

I
Y
11; Y = CN
12; Y = NMe2

I
NMe2
Ir CO
NMe2

I

NMe2
Pt I
NMe2

I
I
Me2
Me2
P Pt P
P
P
Me2
Me2
19

NMe2
Pt X
NMe2
3; X = F
4; X = Me
5; X = CF3
I
6; X = CN
I
NMe2
M
I
NMe2
13; M = Pd
14; M = Ni
I

2+

I
Me2
P Pt
P
Me2
I
20

PMe2
Pt I
PMe2
7
I
I
N
15; M = Co
16; M = Rh
17; M = Ir

NMe2
M
I
NMe2

+
Me2
P
P
Me2

Figure 1. Sketches of complexes 1–20 investigated in this work.

In Figure 2 electronic features are shown elucidating the interaction between I2 and
the Pt framework in complexes 1 and 2. In Figure 2a depicting the electron difference
density distributions ∆ρ(r) for complex 1 the strong blue region between Pt and I shows
that density is built up in the halogen bond region, whereas charge is depleted from the
I2 mid-bond region due to the charge transfer (CT) mechanism indicated in Figure 2b.
The most relevant CT takes place from the occupied 5d2z lone pair orbital of the metal to
the unoccupied σ∗ (I–I) orbital of iodine (delocalization energy: 55.0 kcal/mol), leading to
the weakening of the iodine bond I2 , thus facilitating it oxidative addition to the metal.
This is supported by the CT from the occupied 5px lone pair of the anionic iodine ligand
coordinated to the metal (delocalization energy: 18.7 kcal/mol). A third but still significant
CT involves the occupied σ-bond(Pt-C) orbital (delocalization energy: 7.9 kcal/mol). The
molecular electrostatic potential (ESP) shown in Figure 2c provides the anisotropic charge
distribution of the pincer complexes 1 and 2. (ESPs for complexes 1–20 and I2 can be found
in the Supplementary Materials). Similar to our previous studies on halogen bonding
involving transition-metal Lewis bases, the metal center to which I2 coordinates is not
necessarily the most negatively charged part of the molecule. Our previous studies [70]
indicate that although a qualitative relationship between the electrostatic potential at the
metal center and the binding energy may exist, a correlation between ESP and the I–M
bond strength is not expected. Mention worthy is that even in the absence of a negative
electrostatic potential, as observed for the positively charged pincer 19 and 20, iodine is
still able to form an attractive interaction with the metal center.
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1
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Figure 2. (a) Difference electron density distribution ∆ρ(r) for complex 1. ∆ρ(r) is plotted for an
electron density surface with a constant density value of 0.001 a.u. Blue regions indicate an increase
in the electron density, red regions a density decrease relative to the superimposed density of the I2
and the Pt complex. (b) NBO charge transfer mechanism and CT delocalization energies given in
kcal/mol. (c) Electrostatic potential mapped onto the van der Waals surface (0.001 a.u. isodensity) of
the pincer of complexes 1 and 2; ranging from −1.4 eV (red) to +1.4 eV (blue). PBE0–D3(BJ)/aug–cc–
pVTZ/PP(M,I) level of theory.

In the following general trends observed for 1–20 will be at the focus. Table 1 presents
the binding energy ∆E of the I2 ligand, the bond length r of the M−I and I−I bonds, the
local mode stretching force constant k a of the I−I and M−I bonds, the corresponding
bond strength order BSO n(M–I) and BSO n(I–I), the electron density ρb (M–I) and the
energy density Hb (M–I) at the bond critical point rb and ρb (I–I) and Hb (I–I), respectively,
the CT between the metal and a σ∗ antibonding orbital of the I−I bond and the 3c–4e bond
character of the M−I−I bond for complexes 1–20. In Figures 3–6 correlations between
these properties are shown.
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Table 1. Binding energy, bond length, local mode force constant, BSO n, electron density and energy density at bond critical
point, charge transfer, and 3c–4e character for the M–I and I–I bonds of the complexes 1–20 a .
Nr

∆E

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

19.0
16.6
20.3
22.8
18.5
17.7
18.1
17.7
16.6
14.9
17.4
20.4
16.3
14.5
33.6
33.9
36.3
22.6
11.4
19.3
a

r(M−I)
2.887
2.900
2.861
2.838
2.895
2.911
2.919
2.892
2.905
2.956
2.913
2.873
2.884
2.818
2.640
2.741
2.761
2.881
3.207
3.016

r(I−I)
2.788
2.774
2.800
2.81
2.778
2.773
2.781
2.783
2.779
2.763
2.774
2.800
2.767
2.757
2.942
2.915
2.934
2.831
2.690
2.813

k a (M−I)
0.477
0.458
0.513
0.587
0.471
0.446
0.428
0.478
0.447
0.379
0.433
0.500
0.391
0.286
0.713
0.793
0.865
0.586
0.150
0.374

k a (I−I)
1.100
1.162
1.064
1.043
1.150
1.168
1.096
1.122
1.122
1.191
1.156
1.049
1.175
1.196
0.676
0.749
0.711
0.935
1.649
0.971

BSO n(M−I)
0.399
0.389
0.419
0.458
0.396
0.382
0.372
0.400
0.382
0.343
0.374
0.412
0.350
0.285
0.520
0.558
0.591
0.457
0.186
0.340

BSO n(I−I)
0.692
0.718
0.677
0.668
0.713
0.720
0.690
0.701
0.701
0.729
0.715
0.671
0.723
0.731
0.502
0.537
0.519
0.622
0.903
0.638

ρb (M−I)
0.317
0.308
0.335
0.347
0.310
0.301
0.294
0.311
0.303
0.277
0.301
0.326
0.276
0.244
0.384
0.401
0.434
0.337
0.165
0.273

Hb (M−I)

−0.064
−0.060
−0.073
−0.079
−0.062
−0.057
−0.053
−0.062
−0.058
−0.047
−0.057
−0.069
−0.049
−0.043
−0.105
−0.110
−0.128
−0.075
−0.010
−0.045

ρb (I−I)
0.429
0.439
0.420
0.412
0.436
0.440
0.433
0.432
0.435
0.448
0.440
0.420
0.445
0.453
0.327
0.343
0.331
0.395
0.507
0.414

Hb (I−I)

−0.119
−0.125
−0.113
−0.109
−0.123
−0.125
−0.121
−0.12
−0.122
−0.130
−0.125
−0.113
−0.128
−0.134
−0.062
−0.070
−0.065
−0.098
−0.172
−0.109

CT

3c–4e

0.254
0.228
0.281
0.284
0.230
0.219
0.233
0.256
0.253
0.227
0.228
0.278
0.207
0.165
0.521
0.475
0.510
0.315
0.023
0.362

0.58
0.54
0.62
0.68
0.56
0.53
0.54
0.57
0.55
0.47
0.52
0.61
0.48
0.39
1.04
1.04
1.14
0.73
0.21
0.53

Binding energy ∆E in kcal/mol, bond length r in Å, local mode force constant k a in mDyn/Å, electron density ρb at the bond critical point
rb in e/Å3 , energy density Hb at the bond critical point rb in Hartree/Å3 , charge transfer CT in e. PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I)
level of theory.

Figure 3a,b present the power relationship between the BSO n and k a values for the
M−I and the I−I bonds, respectively, which transforms force constant values into more
commonly applied bond strength orders. According to Table 1, the BSO n values of the
M−I bond are in a range between 0.186 and 0.591, which corresponds to relatively weak
metal ligand bonding. The strongest M−I bond is found for complex 17 in which the
central Pt metal of the original van Koten complex is replaced with Ir, whereas the weakest
M−I bond is found for the doubly positively charged Pt complex 19. As reflected by the Hb
values in Table 1 all M−I bonds are covalent in nature. The BSO n values for the I−I bonds
range from 0.502 and 0.903 are somewhat stronger and reach for 19 with a value 0.903
almost the strength of the I−I bond in I2 (BSO n = 1). In Figure 3c the relationship between
k a (M−I) and k a (I−I) is depicted. Although the correlation is not perfect (R2 = 0.8232), it
reflects the general trend that a stronger M−I bond corresponds to a weaker I−I bond for
a particular molecular complex, in line with the CT mechanism discussed above and in
accordance with our previous studies on transition-metal I2 complexes revealing an inverse
proportional relationship between the M−I and I−I bond strength [70]. Furthermore, there
is also a practical implication, it shows that k a (M−I) and k a (I−I) data can be used in a
straight-forward manner for the fine-tuning of the iodine bonding in pincer complexes.
In the next section a comparison of local mode stretching force constants and the
often-applied binding energies ∆E and bond distances r as bond strength measure is
presented. Figure 4a,b show the correlation between k a and ∆E of M−I and I−I bonds
and Figure 4c,d a correlation between k a and r of M−I and I−I bonds of complexes 1–20.
There is a moderate correlation between ∆E and k a (R2 = 0.8992 M−I bonds and R2 = 0.8180
for M−I bonds, respectively) reflecting the general trend that stronger M−I bonds are
associated with larger binding energies which also holds to a lesser extend for the I−I
bonds. Complex 17 with the strongest M−I bond has the largest I2 binding energy ∆E
of 36.3 kcal/mol, whereas 19 with the weakest M−I bond has the smallest I2 binding
energy ∆E of 11.4 kcal/mol. The somewhat better correlation between ∆E and k a for the
M−I bonds results from the fact that ∆E as defined in this work correlates more with
the strength of the M−I bond formed, given by k a (M−I), than with the weakening of I2 ,
reflected by k a (I−I) which is a secondary effect observed due to the charge transfer to the
σ*(I–I) antibonding orbital.
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Figure 3. (a) Power relationship between bond strength order (BSO) n and local stretching force
constant k a for the M−I bonds; (b) Power relationship between bond strength order (BSO) n and
local stretching force constant k a for the I−I bonds; (c) Correlation between M−I and I−I local mode
force constants k a for 1–20. PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I) level of theory.
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Figure 4. (a) Correlation between binding energy ∆E and local stretching force constant k a of the M−I bonds; (b) Correlation
between binding energy ∆E and local stretching force constant k a of the I−I bonds; (c) Bond length r versus local stretching
force constant k a for the M−I bonds; (d) Bond length r versus local stretching force constant k a for the I−I bonds of molecules
1–20. PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I) level of theory.

The correlations presented in Figure 4a,b seem to be intuitive; however, a caveat
is appropriate. The binding energy ∆E [163–165] is a reaction parameter that includes
all changes taking place during the dissociation process. Accordingly, it includes any
(de)stabilization effects of the fragments to be formed. It reflects the energy needed for
bond breaking, but also contains energy contributions due to geometry relaxation and
electron density reorganization of the dissociation fragments. Therefore, it is not a suitable
measure of the intrinsic strength of a chemical bond and its use may lead to misjudgments,
as documented in the literature [68,112,133,134,166,167]. In the case of the pincer complexes
investigated in this work, in particular the geometry relaxation effects are minor, and
therefore we observe this qualitatively good relationship.
Besides bond dissociation energies bond lengths are a popular parameter used to
assess the strength of a bond and/or weak chemical interaction. Figure 4d shows a
significant correlation between k a and r (R2 = 0.9206) for I−I bonds. We find the longest
I−I bond of 2.934 Å for complex 17 (close to the I−I distance of 2.9357 Å in the [I· · ·I· · ·I]−
anion) and the shortest I−I bond of 2.690 Å for complex 19 (close to the I−I distance of
2.6639 Å of the I2 molecule). However, we do not find a similarly significant correlation
between k a and r (R2 = 0.6440) for M−I bonds as shown in Figure 4c. The M−I bonds
investigated in our study range from 2.640 and 3.207Å, a variation of 0.567 Å compared to
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a much smaller variation of 0.224 Å of the I−I bonds. According to Table 1 complex 19 has
the longest complex M−I bond (r = 3.207 Å); however 15 with a central Co atom has the
shortest M−I bond (r = 2.640 Å) and not 17 as one would expect in the case of a significant
correlation between k a (M−I) and r(M−I). The observed discrepancy can be related to the
different electronic environment of this bond caused by the different transition metals, e.g.,
a smaller covalent radius of the metal atom can lead to a contraction of the valence orbitals
and to shorter bonds, which does not imply that the bonds become stronger. The same
holds for relativistic effects [138,168,169].
If in addition to iodine other halogens would have been investigated, similar discrepancies between bond length and local mode force constants would have been expected [68].
In summary, the lack of a significant correlation between M−I bond lengths and local mode
force constants is in line with other studies [148,149,170,171] reporting that the stronger
bond is not always the shorter one, which disqualifies the bond length as direct bond
strength measure.
The correlation between bond strength as reflected by the k a values and electron
density ρb and energy density Hb at the bond critical point rb for M−I and I−I bonds is
the next topic. As reflected by the Hb data collected in Table 1 all M−I and I−I bonds are
of covalent nature according to the Cremer-Kraka criterion [105–107]. Complex 17 with
the strongest M−I bond (k a = 0.865 mDyn/Å) has the most negative value of the energy
density (Hb = −0.128 Hartree/Å3 ) corresponding to the most covalent character of our
series, whereas complex 19 with the weakest M−I bond (the k a value = 0.150 mDyn/Å) has
an energy density value closer to zero (Hb = −0.010 Hartree/Å3 ), the onset of a chemical
bond with a mixed electrostatic and covalent character. For the I−I bonds we find the
largest negative Hb value of −0.172 Hartree/Å3 for complex 19 and the smallest negative
Hb value of −0.065 Hartree/Å3 for complex 17, again reflecting the inverse strength and
nature of the M−I and I−I bonds. Figure 5a,b show the corresponding correlation between
k a and ρb for the M−I and Figure 5c,d show the corresponding correlation between k a
and Hb for M−I and I−I bonds, respectively with significant correlation coefficients R2 of
0.9687 and 0.9466 for the electron density correlations and R2 of 0.9834 and 0.9738 for the
energy density correlations. The somewhat lower correlation between electron density and
local mode force constant is caused predominantly by one outlier, doubly charged complex
19 (see Figure 5a,b) which is another example that ρb is not necessarily a good measure of
bond strength [105]. Overall, the strength of the M−I and I−I bonds of complexes 1–20
correlates well with their covalent character as reflected by Hb .
The last two columns of Table 1 report the CT and 3c–4e character of complexes 1–20.
As discussed above, the CT from the pincer framework into the unoccupied σ∗ (I–I) orbital
predominantly via the occupied 5d2z lone pair orbital of the metal with contributions from
the occupied 5px lone pair of the anionic iodine ligand coordinated to the metal and a
σ(M–C) bonding orbital. We find the largest CT for complex 15 (0.521 e) and the smallest
for complex 19 (0.023 e). In Figure 6a,b the corresponding correlation between CT and
k a (M−I) as well as CT and k a (I−I) is shown. Although the correlation is moderate in both
cases (R2 values of 0.8271 and 0.8640, respectively) the general trend can be seen that the
CT into the unoccupied σ∗ (I–I) orbital weakens the I−I bond as reflected by k a (I−I). There
is a stronger correlation between the 3c–4e character of the M−I−I bonds and the local
stretching force constants shown in Figure 6c for k a (M−I) (R2 = 0.9622) and in Figure 6d for
k a (I−I) (R2 = 0.8737). The 3c–4e character as the ratio of the BSO n values of the M−I and
I−I bonds is large when the M−I bond dominates the strength of the I−I bond. Chemically
seen, a large 3c–4e character value is indicative of a potential dissociation of the I−I bond
in the I2 ligand followed by the oxidative addition reaction on the metal center. Therefore,
monitoring of both 3c–4e character and local mode force constants is a valuable tool for the
pincer complex designer unlocking how substituent effects may strengthen either the M−I
or the I−I bond.
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Figure 5. (a) Correlation between the electron density ρb at the bond critical point rb
for the M−I bonds; (b) Correlation
between the electron density ρb and k a for the I−I bonds; (c) Correlation between the energy density Hb at the bond critical
point rb and k a for the M−I bonds; (d) Correlation between the energy density Hb and k a for the I−I bonds of molecules
1–20. PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I) level of theory.

Complexes 2–6 present modifications of 1 where the equatorial iodine ligand is replaced with groups of different electron donating and/or accepting properties. Among
them, 3 with −F is a σ and π electron donating ligand, and 4 with a −CH3 group is a σ
donating ligand, while 5 and 6 with −CF3 and −CN groups are σ electron donating and π
accepting ligands [172]. According to Table 1 (see also Figure 6c,d) 3 and 4 have a larger
3c–4e character than 5 and 6 (0.62 and 0.68 versus 0.56 and 0.53). This indicates that electron
accepting groups decrease the strength of the M−I bond and increase the strength of the
I−I bond by decreasing charge transfer to the σ∗ antibonding orbital. This is in line with
the corresponding k a values. The strength of the I−I bond in 3 and 4 is smaller than that in
1 (k a values of 1.064, 1.043, and 1.100 mDyn/Å, respectively), while in 5 and 6 the I−I bond
is stronger compared to that in 1 ( k a values of 1.150, 1.168, 1.100 mDyn/Å, respectively),
see Table 1.
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Figure 6. (a) Correlation between charge transfer CT to the I−I bond and local stretching force constant k a for the M−I
bond; (b) Correlation between charge transfer CT to the I−I bond and local stretching force constant k a for the I−I bond;
(c) Correlation between the 3c–4e bond character of the M−I−I bonds given by BSO n(M−I)/BSO n(I−I) and the local
stretching force constant k a of the M−I bond; (d) Correlation between the 3c–4e bond character of the M−I−I bonds given
by BSO n(M−I)/BSO n(I−I) and the local stretching force constant k a of the I−I bond for 1–20. PBE0–D3(BJ)/aug–cc–
pVTZ/PP(M,I) level of theory.

Complex 7 is a modification of 1, where the methyl amino groups −NMe2 are replaced
with methyl phosphine groups −PMe2 . Overall, differences between these two complexes
are small, although the −NMe2 group is a π donor and the −PMe2 group is a π acceptor
ligand [173]. According to Table 1 the strength of the I−I bond in 7 is almost the same as
in 1 (k a values of 1.096 and 1.100 mDyn/Å, respectively); however the M−I bond in 7 is
weaker than that in 1 (k a values of 0.428 and 0.477 mDyn/Å, respectively), which leads to
a slightly smaller 3c–4e character of the M−I−I bond (0.54 versus 0.58) and to a smaller
charge transfer to the I−I bond in 7 than in 1 (CT values of 0.233 and 0.254, respectively).
In complexes 8–10 the −NMe2 groups are modified; the methyl groups are replaced
with atoms of different electronegativity. According to Table 1, these modifications lead to a
smaller 3c–4e character (0.57, 0.55, and 0.47, respectively) and a stronger I−I bond relative to
1. The largest change is observed for 10, where the −NMe2 groups are replaced with −NHF,
incorporating a strong electronegative F atom (k a values of 1.100 and 1.191 mDyn/Å, for 1
and 10, respectively). The donating character of the −NMe2 group in 1 is changed by the
H and F substitutions in 10, which leads to a smaller 3c–4e character of the M−I−I bond,
lowers the charge transfer to the σ∗ orbital of the I−I bond, and makes this bond stronger.
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In complexes 11 and 12, the H atom in para position of the aryl ligand of 1 are
exchanged in 11 with a −CN group and in 12 with a strong −NMe2 donating group. −CN
is a π-acceptor ligand capable of stabilizing the metal d2z lone pair weakening the charge
transfer from the d2z orbital to the I2 σ∗ orbital. According to Table 1 and Figure 6c,d 11 has
a smaller 3c–4e character than 12 (0.52 versus 0.61) indicating that the strong withdrawing
group −CN decreases the strength of the M−I bond and increases the strength of the I−I
bond by decreasing the charge transfer to the σ∗ antibonding orbital. The strength of the
I−I bond in 11 is larger than that in 1 (k a values of 1.156 and 1.100 mDyn/Å, respectively),
whereas in 12 it is smaller than that in 1 (k a values of 1.049 and 1.100 mDyn/Å, respectively).
Complexes 13–17 represent modifications of 1 with different transition metals. In
addition, in 15–17 the benzene ring replaced with pyridine. The pyridine ring was primarily
used to keep these pincer complexes isoelectronic with the Ni, Pd, Pt pincer complexes. The
largest 3c–4e character is observed for 17 with a central Ir atom, followed by 16 with a Rh
atom and 15 with a Co atom (1.14, 1.04 and 1.04, respectively). The 3c–4e character in these
three complexes is larger than 1.0, indicating an inverse character of the 3c–4e bond, where
the M−I bond has become stronger than the I−I bond. According to Table 1, the strength
of the M−I in these three complexes is regularly increasing (k a value of 0.713, 0.793, and
0.865 mDyn/Å, respectively); however the strongest M−I bond in 17 does not correspond
to the weakest I−I bond in this series, which we find for 15 (k a value of 0.676 mDyn/Å).
The strong M−I bond in 17 can be related to a strong stabilization of the Ir−I bond by
relativistic effects, as was observed for Ir−C bonds [53,174]. According to our previous
study [70], relativistic effects in transition-metal complexes with I2 are responsible for the
expansion of the metal d orbitals, which leads to a larger polarization of the electron density
in the M−I−I bond and a larger 3c–4e character, increasing the strength of the M−I bond.
15 has the weakest I−I bond observed in our study, which can be attributed to a large
charge transfer to the σ∗ orbital of this bond (CT value of 0.521 e), the largest CT value
among all the complexes investigated in this study.
Complex 18 is a model for an Ir pincer complex, which was suggested as catalytic
proton sources in the proton–catalyzed H2 addition pathways [160,161]. According to
Table 1, the 3c–4e character of the Ir−I−I bond in 18 is larger than in 1 (3c–4e values
of 0.73 and 0.58, respectively), however is smaller than that in 17, the second Ir pincer
complex investigated in our study (3c–4e value of 1.14), which leads to a I−I bond with
similar strength as in 1 (k a values of 0.935 and 1.100 mDyn/Å, for 18 and 1, respectively).
Complexes 19 and 20 were added due to their unconventional electronic structures and the
ability to form the halogen-metal bonds even though they are positively charged [162].
Complex 20 is a six–coordinate octahedral Pt complex containing a neutral I2 ligand [162], showing a similar charge transfer effect for the 3c–4e bond as the other complexes
investigated in this study. According to Table 1, the 3c–4e character of this three-center
bond is comparable to that in 1 (3c–4e values of 0.53 and 0.58, for 20 and 1, respectively).
This leads also to a similar strength of the I−I bond (k a values of 0.971 and 1.100 mDyn/Å,
for 20 and 1, respectively). It is interesting to note that the similar Pt complex 19 containing
a neutral I2 ligand, has only small 3c–4e character (3c–4e value of 0.21) leading to the
strongest I−I bond ( k a value of 1.649 mDyn/Å), and the smallest charge transfer to σ∗
orbital of this bond (CT value of 0.023 e) in this series.
To assess potential solvent effects on the M−I and I−I bonds strengths, complex 1 was
investigated in the gas phase and in solution, using benzene as a model for a non-polar
solvent, and acetone as a model for a polar solvent. According to Table 2 and Figure 7, the
Pt−I1 bond is the weakest in the gas phase, followed by benzene solution, and acetone
solution (k a values of 0.477, 0.564, and 0.595 mDyn/Å, respectively). This result reveals
that solvent polarity does affect the Pt−I1 bond strength, where both the polar and the nonpolar solvents strengthen the interaction compared to the gas phase. However, the solvent
effect is reversed for the I1−I2 bond, as reflected by the decreasing values of the local mode
force constant (k a values of 1.100, 0.955, and 0.640 mDyn/Å, for the gas phase, benzene,
and acetone solutions, respectively). Similarly, we observe decreasing local mode force
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constants for the Pt−I3, Pt−N, and Pt−C chemical bonds. Figure 7 shows also the NBO
atomic charges of the Pt and I atoms in the gas phase and in both solutions. The positive
NBO charge on the Pt atom is increasing from the gas phase, followed by the benzene,
and the acetone solutions (NBO charge values of 0.59, 0.61, and 0.68 e, respectively). The
charge on the I1 atom remains almost unchanged (NBO charges of −0.06, −0.05, and −0.05
e, respectively), and the charge on the I2 atom becomes more negative in the same series
(NBO charges of −0.19, −0.25, and −0.36 e, respectively). Increased polarity of the solution
polarizes the Pt−I1−I2 3c–4e bond and increases the electron density transfer to the σ∗
antibonding orbital of the I1−I2 bond decreasing its strength. The results of our calculations
in solutions are consistent with the gas phase calculations of all complexes presented in
this study, showing that the strength of the M−I and I−I bonds in the M−I−I system are
inverse proportional, which makes the Pt−I1 bond stronger in the more polar solvent.
-0.19

I2 -0.25
-0.36

-0.06
-0.05 I1
-0.05

NMe2
Pt
NMe2

-0.57

I3 -0.61
-0.65

0.59
0.61
0.68

Figure 7. Atomic charges of Pt and I atoms of 1 in the gas phase (blue), in benzene (green) and in
acetone (red). PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I)/SMD level of theory.
Table 2. Bond length and local mode force constant of selected atoms of the molecular system 1 in
the gas phase and in solution a .
Atoms
I1−I2
Pt−I1
Pt−I3
Pt−N
Pt−C
a

Gas Phase

Benzene

r

ka

2.788
2.887
2.707
2.099
1.933

1.100
0.477
1.161
1.910
4.186

Acetone

r

ka

r

ka

2.815
2.838
2.723
2.102
1.934

0.955
0.564
1.037
1.902
4.160

2.880
2.768
2.750
2.105
1.935

0.640
0.595
0.856
1.845
4.113

Distances r in Å, local force constants k a in mDyn/Å. PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I)/SMD level of theory.

4. Conclusions
We systematically investigated iodine–metal and iodine–iodine bonding in van
Koten’s pincer complex and 19 modifications changing substituents and/or the transition metal at the PBE0–D3(BJ)/aug–cc–pVTZ/PP(M,I) level of theory, modeling a large
range of different electronic effects. As a novel tool for the quantitative assessment of the
iodine–metal and iodine–iodine bond strength in these complexes we used the local mode
analysis, complemented with NBO and Bader’s QTAIM analyses. Focusing for the first
time on the individual bond strengths in these complexes has led to several new insights.
•

According to our results, the catalytic activity of the original pincer complex is related
to the 3c–4e character of the non-classical three-center M−I−I bond, which is involved
in the first step of the oxidative addition of molecular iodine I2 to the metal. The charge
transfer from the metal to the σ∗ antibonding orbital of the I−I bond changes the
3c–4e character of the three-center M−I−I bond, which in turn leads to a weakening
of the I−I bond and a strengthening of the M−I bond.
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•

•

The largest change in charge transfer with regard to the original van Koten complex 1
was observed for the complexes with Co, Rh and Ir transition metals and a pyridine
instead of a benzene ligand, for which we observed an inverse 3c–4e character of the
three-center M−I−I bond, i.e., the M−I bond becomes stronger than the I−I bond.
The large 3c–4e character in these three pincer complexes is attributed to relativistic
effects which expand the d orbitals of the metal leading to a larger charge transfer to
the σ∗ antibonding orbital of the I−I ligand.
According to solvent calculations, the charge transfer is increased in a polar solvent,
which leads to a larger polarization of the M−I−I three-center bond, increasing its
3c–4e character and decreasing the strength of the I−I bond.

In summary, our study introduces local mode force constants as an efficient tool to
assess halogen bonding in pincer complexes, providing new guidelines for the design
of pincer complexes with specific iodine–metal bond strengths. We hope that this article
will inspire the community and will foster collaborations aiming at the use of pincer
transition-metal complexes in new key catalytic processes which will save energy and
our environment.
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ABSTRACT: We introduce a new software, Ef f icient Detection of Hydrogen Bonds
(EDHB), that systematically detects hydrogen bonds based on the nearest
neighbors algorithm. EDHB classiﬁes inter- and intramolecular hydrogen bonds as
well as hydrogen bond networks. EDHB outperforms commonly used hydrogen
bond detection methods in terms of speed of execution. An important additional
feature of EDHB is that information from preceding quantum chemical studies
(i.e., natural bond orbital analysis data and second energy derivative information)
can be used to determine the electrostatic/covalent character of the hydrogen
bonds and to calculate local-mode hydrogen bond force constants as a
quantitative measure of their intrinsic strength. We applied EDHB to a diverse
set of 163 proteins. We identiﬁed hydrogen bond networks forming intramolecular rings of diﬀerent sizes as a common feature
playing an important role for speciﬁc secondary structure orientations such as α-helixes and turns. However, these networks do not
have a signiﬁcant inﬂuence on the hydrogen bond strength. Our comprehensive local-mode analysis reveals the interesting result that
the hydrogen bond angle is the governing factor determining the hydrogen bond strength in a protein. EDHB oﬀers a broad range of
application possibilities. In addition to proteins, EDHB can be generally used to detect and characterize hydrogen bonds in protein−
ligand interactions, water clusters, and other systems where a hydrogen bond plays a critical role, as well as during molecular
dynamics simulations. The program is freely available at https://github.com/ekraka/EDHB.

■

INTRODUCTION
Hydrogen bonds (HBs) play a crucial role in proteins forging
enzyme reactions, protein folding, protein−ligand interactions,
and other processes.1−3 The early work of Pauling and Mirsky
highlighted already in 1936 the importance of HBs in proteins
suggesting a 5 kcal/mol stability from each HB.4 In 1951, they
discovered α-helix and β-pleated sheet as the most important
conformational elements in a protein with α-helix HBs on the
order of 8 kcal/mol.5,6 Later that same year, they realized that
an aqueous environment can lead to HBs of the order of 2
kcal/mol.6 After almost 7 decades of intensive research, there
are still some controversies about the strength and properties
of HBs in a protein. Theoretical studies in the early 90s suggest
that HBs do not contribute to thermodynamic stability as the
overall energy balance of HBs is close to zero.7 Campos et al.8
suggested with a combined experimental and theoretical study
that HBs in fact destabilize the native conformation of a
protein. Recent studies have provided a better picture of HBs
in proteins, although controversies about their strength still
persist.9
The protein environment adds complexity to HBs’ stability,
and thus inclusion of all atoms is critical. Studies conducted on
fragments of a protein structure10 are limited by this crucial
information. Pace et al.3,11 have concluded that the polar
residues buried inside the protein interior undergo stronger
van der Waals forces in a HB. Further studies by Hubbard and
Kamran Haider1 have shown that the buried intramolecular
© 2021 American Chemical Society

HBs are stronger due to their electrostatic nature. The protein
environment can induce an electric ﬁeld on the order of 100
MV/cm.12 Thus, to incorporate the protein environment, we
utilized all atoms of a protein incorporating the complex
environment.
A HB is inﬂuenced by a multitude of factors governing its
stability. Intramolecular HBs are one such factor that plays a
crucial role.1,13−16 This fact was already highlighted by Takano
et al.17 in the 90s. Donor−acceptor pairs such as N−H···O,
N−H···N, O−H···N, and O−H···O lead to HBs of diﬀerent
strengths due to the involvement of atoms with diﬀerent
electronegativities.10,18 Another important aspect is the
network of HBs,19,20 where two or more HBs share the same
acceptor.21,22 A study by Ballesteros et al.23 shows the
implications of networks in guiding secondary structures in
proteins. A study by Feldblum and Arkin24 clearly showed the
existence of various networks of HBs via both experimental
and computational means. The inﬂuence of the protein
environment and the various factors alter the strength of a
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Revised: February 21, 2021
Published: March 5, 2021
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Figure 1. Architecture of EDHB. EDHB utilizes geometry information to construct a K-D tree that captures all hydrogen bonds and their nature in
terms of type and inter- and intramolecular hydrogen bonds. Optionally, quantum calculations can be utilized to characterize covalent, electrostatic,
and local-mode properties.

HBs.47−49 In this work only conventional HBs were
considered.
The paper is organized in the following way. First, we
describe the architecture of EDHB and the computational
tools utilized for the study. The information collected by
EDHB is presented and discussed in the Results and
Discussion section. Conclusions and a future outlook are
provided in the Conclusions section.

HB, and a critical assessment of its strength would bolster our
understanding of HBs in a protein.
The strength of a chemical bond or weak chemical
interaction such as hydrogen bonding has frequently been
assessed via bond dissociation energies (BDE)s,10,25−28 bond
lengths,29 or bond densities.30 However, these measures are
not directly related to the intrinsic bond strength as they
depend on other quantities: the bond dissociation energy on
the stabilization energies of the fragments, the bond length on
the compressibility limit distance between the atoms, and the
bond-stretching frequency on the atom masses.31 Furthermore,
BDEs are limited to intermolecular HBs and are not accessible
for intramolecular HBs, which play an important role in
proteins. Vibrational spectroscopy can serve in this situation as
a perfect alternative provided we utilize local vibrational modes
(LVM), which were originally introduced by Konkoli and
Cremer.32 A comprehensive review is provided by Kraka et
al.33 LVMs have turned out to be an excellent tool for
quantifying the strength of any chemical bond or weak
chemical interaction, including HBs.19,34−44
To systematically analyze the inﬂuencing factors of a HB, we
developed a python-based program called Ef f icient Detection of
Hydrogen Bonding (EDHB). EDHB can eﬃciently detect all
HBs in a protein based on the geometry (nearest neighbor
search45) and, in addition, classify them on the basis of
secondary structure information, atom types involved, intramolecular ring size, and network of HBs. Furthermore, EDHB
can be optionally utilized to explore and analyze HB properties
such as LVMs and electrostatic/covalent contributions if data
are available from a preceding quantum chemical calculation.
We note that the C−H group acts as a HB donor in
proteins.46 Weak polarization in a C−H bond leads the H
atom to be slightly positively charged, creating possibilities for
HB interactions. However, as shown by Hubbard and Kamran
Haider,1 C−H-based HBs have only a minor contribution to
the overall stability of a protein structure. Likewise, N−H···S
HBs also show minor implications for the protein structure.
Therefore, in this work, we focused on strong HBs in proteins
involving N and O as the donor or acceptor. Intramolecular
HBs involving ﬁve-membered rings for N−H···O, C−H···O,
and N−H···N type interactions are termed “unconventional”

■

METHODOLOGY
Architecture of EDHB. Figure 1 shows the architecture of
EDHB. Based on the geometry of a protein given in atomic
coordinates, EDHB forms a K-dimension tree (K-D tree45)
from the coordinates of each hydrogen. For each HB donor
(N, F, and O), the nearest hydrogen is searched which is
characterized on the basis of the distance and angle. For larger
systems (no. of atoms >50 000), the computation is done in
parallel to reduce the computational time. A graph is formed
and saved as a tree structure from which information such as
HB type (a network of HBs) and the intramolecular ring size is
extracted. Optionally, if data from quantum calculations are
available from an NBO analysis and second energy derivatives,
EDHB classiﬁes orbital overlap energy (covalent character),
electrostatic energies, and local-mode force constants (a
measure of HB strength).
Detection of Hydrogen Bonds. HBs are detected by
EDHB on the basis of geometry. Only three atoms involved as
a donor (D)/acceptor (A) pair are considered so far, i.e.,
nitrogen, oxygen, and ﬂuorine. Various references have used
various criteria for HB length and angle.1,50−52 Based on
literature data, we constrained the distance between the
hydrogen (H) and the A atom to 1.6−2.4 Å (Figure 2). The
D−H ···A angle is constrained to a range of 90−180°. The K-D
tree algorithm45 was implemented to identify all possible HBs.
The K-D tree is a space-partitioning data structure where space
is divided into nonoverlapping regions until each point lies
exactly in one of the regions. The K-D tree works like a binary
tree45 where every node is a k-dimensional point. The last
node in each node is the leaf node which contains a point.
Every other node generates two planes that divide the space
2552
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Computational Time for EDHB. To validate the performance of the K-D tree, we compared the results with classical
methods of detecting HBs using naive nested loop and
vectorized approaches. The nested loop is formed by running
three nested loops, one for the donor, one for the hydrogen,
and one for the acceptor. The vectorized approach is
implemented and utilized by most of the currently available
software that detects HBs such as MDTraj.54 Table 1 shows a
comparison of the timings between the nested loop, vectorized,
and K-D tree approach (an exhaustive comparison of 50
diﬀerent proteins is provided as Table S2). All computations
were run on an Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40
GHz with a 64-bit op-mode. Geometry information for the
proteins investigated was taken from the Protein Data Bank53
for proteins characterized by NMR solution. Proteins that took
more than 30 min for the nested approach were not considered
and are shown by “−”. For a fair comparison, the K-D tree,
vectorized, and nested approachs all were not parallelized.
When comparing the timings for even a small protein such
as 1UAO with just 138 atoms, the K-D tree is almost 1000
times faster compared to nested and 4 times faster compared
to vectorized, respectively. As the number of atoms increases,
the performance of the nested approach highly degrades. On
the other hand, the K-D tree is able to perform the same
computation in less than a second. For the protein with PDB
ID 2BI5 (2189 atoms), the K-D tree approach is almost 106
times faster than the nested approach. For proteins as large as
52 000 atoms, the K-D tree is able to perform the computation
in just 0.2 s compared to the vectorized method which takes
309 s (1755 times faster).
Intramolecular Hydrogen Bond Search. The intramolecular analysis is performed via breadth ﬁrst search55
(BFS) in EDHB. BFS is an algorithm searching path in a
network of connections. The algorithm ﬁrst traverses to all the
neighbors in the ﬁrst layer (Figure 4) while keeping track of
path and history via backtracking, signiﬁcantly reducing the
computational time. The process is repeated recursively until
the goal state is found.
As an example, Figure 4 shows the representation of the
seven-membered intramolecular hydrogen-bonded (N−H···O
type) ring. To calculate the size of the ring, the initial and the
goal state are provided, i.e., O11 and H1, respectively. BFS
searches for the H1 layer by layer, and when the goal state is
reached it returns the path (O11−C10−N9−C6−C3−N2−
H1) from which the ring size can be computed.

Figure 2. Criteria for the identiﬁcation of hydrogen bonds. The
donor, acceptor can be [N, O, F]. The angle between donor−
hydrogen−acceptor is constrained to a range of 90−180°.

into two parts where in the left node will be all points lesser
than and on the right will be points greater than the actual
value of the division plane. For example (for 3D data), if the
“x” axis is chosen for a particular split, all points with a smaller
x value will appear on the left node, whereas the larger x values
will appear on the right node. The same procedure is applied
to the y axis and then to the z axis. This process is then
repeated recursively until the leaf node is reached for every
point. A representation for a two-dimensional (2D) data
structure and its decomposition as a K-D tree is shown in
Figure 3. The ﬁrst split starts at (0, 0) and splits the x axis.

Figure 3. Iterative division of a 2D space to represent a K-D tree. The
plots shown in the box are points in the 2D data structure. The K-D
tree is shown (right) which is formed by alternative iterative division
of the axis in the data.

(Note: the axis and splitting point are chosen by the “sliding
midpoint” rule, which ensures that the cells do not all become
long and thin. (0, 0) is chosen here for simplicity). All points
with negative x values lie to the left of the node, and all points
with positive x values to the right. A recursive split is
performed for y followed by x and so on until the leaf node is
reached. Utilizing this method, all HBs of a protein can be
detected with at most O(k·log(n)) time complexity where k is
the number of electronegative atoms (O, N, or F) and n is the
number of hydrogen atoms.
Table 1. Timing Comparison of EDHB
PDB ID

nested (s)

vectorized (s)

KD tree (s)

HBs

Natoms

ratio (nested)

ratio (vectorized)

1UAO
1HD6
2LDZ
2EOT
2M20
2BL5
5JTN
2KU1
4BY9

0.47
23.47
364.51
267.94
1269.26
1817.29
−
−
−

0.002
0.020
0.079
0.105
0.294
0.379
12.602
71.505
308.782

0.000
0.001
0.006
0.003
0.005
0.006
0.033
0.080
0.176

6
39
54
48
96
149
696
1 869
3 877

138
526
977
1 205
2 046
2 189
11 068
25 935
52 476

1 177
16 552
64 801
82 847
247 221
295 929
−
−
−

4
14
14
33
57
68
378
894
1755

a
The protein geometries were taken from the Protein Data Bank (PDB).53 Nested, vectorized, and K-D-tree refer to the time taken by nested,
vectorized, and K-D-tree approaches, respectively. HBs refer to the number of HBs detected. Natoms refers to the number of atoms in the protein.
Ratio refers to the ratio of time taken by the nested/vectorized approach to the K-D-tree approach.
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diagonal mass matrix, and fx is the force constant matrix
expressed in Cartesian coordinates. The (3N × 3N) dimensional L matrix collects the Nvib normal-vibrational-mode
vectors Iμ and K-mode vectors corresponding to translations
and rotations.
Expressing eq 2 in internal coordinates q leads to the Wilson
GF formalism with56,57
Fq D = G−1DΛ

Figure 4. Representation of a breadth ﬁrst search (BFS). On the left is
a seven-membered intramolecular hydrogen bonding. On the right is
shown the process of how BFS traverses layer by layer in a network of
connections to reach the goal state (H1) from the initial state (O11).

(3)

where
G = BM−1B†

(4)

D = BL

Hydrogen Bond Network Classiﬁcation. The strength
of a HB is inﬂuenced by the presence/absence of other HBs
that share the same D or A.20 Figure 5 shows a hydrogen-

(5)

q

F is the force constant matrix expressed in terms of internal
coordinates q. The (Nvib × Nvib) dimensional D matrix
represents each normal-mode vector dμ. The rectangular (Nvib
× 3N) dimensional B matrix contains the ﬁrst derivatives of
the internal coordinates with regard to the Cartesian
coordinates, thus connecting both coordinate systems, and
the (Nvib × Nvib) dimensional matrix G is the Wilson G
matrix..56,57
In terms of internal coordinates, the Lagrange equations can
be formulated as
L(q, q̇) =

Figure 5. Network of a HB. The D−H···A shown in red is the
targeted HB. The dashed line in blue represents possible HBs near the
targeted HB.

1 † −1
1
q̇ G q̇ − q†Fq q
2
2

(6)

where decoupling of the second part (potential energy) is done
by the diagonalization of Fq. However, the ﬁrst part (kinetic
energy) remains coupled due to the matrix G. Konkoli and
Cremer32 solved the problem of mass coupling by introducing
the concept of local vibrational modes. The mass-decoupled
Euler−Lagrange equation was solved by setting all the atomic
masses to zero except those of the molecular fragment (e.g.,
bond, angle, or dihedral, etc.) carrying out a localized vibration.
As shown in their original work, the change in the local
displacement of a speciﬁc internal coordinate is equivalent to
an adiabatic relaxation of the molecule.32 For any molecular
fragment associated with an internal coordinate qμ, the
corresponding local mode vector aμ is given by

bonding network. The type of HB network can be deﬁned by
the coordination number of the D, A, or hydrogen(s) from the
D as a string
HBtype ≡ Ac − Dc − DHc
(1)
where Ac, Dc, and DHc represent the number of HBs from A
excluding targeted HB, number of HB(s) from D, and number
of HB(s) from the covalently bonded hydrogen(s) to D,
respectively. Following this procedure, the HB network type
shown in Figure 5 is 1−2−1.
Hydrogen Bond Characterization. EDHB characterizes
HBs based on two properties: vibrational spectroscopy and
NBO analysis data. Vibrational spectroscopy data are utilized
when the second energy derivative for a molecule is available
to calculate local-mode force constants ka, obtained from the
pure local stretching vibration of a HB. The resultant force
constants provide the strength of a HB. The electrostatic and
covalent contributions are estimated based on results obtained
from the NBO analysis.
Local-Mode Force Constants. The vibrational spectra of
a molecule hold enormous information about the structure and
properties of the molecular interactions. We utilize vibrational
spectra to obtain the relative strengths of HBs. We ﬁrst
perform a normal-mode analysis by the basic equation of
vibrational spectroscopy formulated as

aμ =

K−1d†μ

dμK−1d†μ

(7)

where dμ is a row vector of matrix D. Matrix K is the diagonal
matrix of force constants kQ, expressed in normal coordinates
Qμ with
FQ = K = L†f xL

(8)

resulting from the Wilson GF formalism shown in eqs 3 and 4.
The local mode force constant kaμ corresponding to local
mode aμ is obtained by
kμa = a†μKaμ

(2)
f xL = MLΛ
where L collects the vibrational eigenvectors Iμ and the
diagonal eigenvalue matrix Λ contains Nvib vibrational
eigenvalues 4π2c2ν2μ (with μ = 1, ..., Nvib and Nvib = 3N − K;
K = 6 for nonlinear molecules and 5 for linear molecules) and
K zero eigenvalues corresponding to translations and rotations
of the molecule (νμ represents the harmonic vibrational
frequencies given in cm−1 and c is the speed of light), M is the

(9)

Local vibrational modes have been successfully applied to
quantify weak chemical interactions such as hydrogen
bonding,19,34−38 halogen bonding,39−41 pnicogen bonding,42−44 chalcogen bonding,58 and tetrel bonding59 and to
derive new chemical descriptors such as a new aromaticity
index60−62 or a generalized Tolman electronic parameter,63−65
as well as for the derivation of a generalized Badger Rule66 and
several others new concepts.66−73
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Covalent Characteristics of Hydrogen Bonds. The
covalent contribution to the HBs is reinforced by the two
electron exchange integrals, a phenomenon speciﬁc to
electrons where they are assumed to be at multiple places at
the same time. These contributions stabilize the overall
molecular energies leading to stronger bonds with increasing
covalent contributions. We utilized NBO analysis to obtain the
overlap energy of the oxygen lone pair np with the empty
antibonding σ* orbital of donor hydrogen bond (LPtoBD*)
shown in Figure 6. This results in a concomitant polarization

small molecules and peptides. We further employed empirical
dispersion correction85,86 as suggested by Fadda et al.87 to
include polarization eﬀects that can signiﬁcantly impact
hydrogen bond stability. Based on the ﬁndings of Fadda et
al.87 that B3LYP paired with the 6-31G(d,p) basis88−94
provides a good description of short alanine peptides, we
also used the 6-31G(d,p) in our study. For all geometry
optimizations, conversion criteria to a maximum step size of
0.01 au and a RMS force of 0.0017 au were applied. Protein
1R4G was cut, and only the area of major interest was taken.
Some side chains were removed from proteins 1K43, 1S4A,
and 5E61 for faster calculation (details and geometry
information are provided in the Supporting Information as
pages S23−S59).
To obtain statistically relevant information in addition, a set
of 155 smaller proteins was optimized, and second energy
derivatives were calculated with the semiempirical DFT
method GFN2-xTB.95 The GFN2-xTB is signiﬁcantly faster
than B3LYP with a low compromise regarding accuracy. A
similar distribution of second-order properties such as
vibrational constants for GFN2-xTB compared to B3LYP
was observed, which is described in the Results and Discussion
section. The similarity between the results of the two methods
led to our choice of GFN2-xTB as the DFT method for the
statistical analysis. The 155 proteins were selected based on the
small size, single chain, and NMR solution as characterizing
techniques from the Protein Data Bank.53 Hydrogen atoms
were added utilizing Leap (a tool from Amber96), structures
were minimized for 1000 steps in Amber,96 and the overall
charges were calculated from Leap prior to the GFN2-xTB
calculations. The PDB IDs for all 155 proteins are provided in
the Supporting Information on page S2.
The local-mode force constants for each HB were calculated
using the LModeA package.33,97 A description of the
corresponding local vibrational mode theory is given below.
LPtoBD* and atomic charges were obtained from NBO98
analysis utilizing optimized geometries with the B3LYP79−82
level of theory including empirical dispersion correction85,86
along with the 6-31G(d,p)88−94 basis set.

Figure 6. Overlap of the lone pair np of the acceptor to the σ* of the
donor hydrogen bond. The overlap energy estimates the covalent
characteristics of a hydrogen bond.

■

of the donor hydrogen bond which is a direct consequence of
Bent’s rule74 and can be observed in various bonds such as C−
H, Si−H, S−H, N−H, etc.
Electrostatic Characteristics of Hydrogen Bonds. The
electrostatic interaction is caused by the induction of charges
in the molecules and can be relatively estimated for a HB as
Ec =

RESULTS AND DISCUSSION
This section is organized into subsections providing results and
discussion by analyzing patterns for a general overview of HB
properties, intramolecular HBs, HB type based on donor−
acceptor pairs, networks of HBs, and the governing factors for
the HB strength in proteins. We start by comparing predicted
HB properties from the two DFT methods to get statistically
relevant information. We observed similar patterns of HB
properties from the two DFT methods. Thus, we provide a
detailed characterization of HB properties from a higher level
of DFT method (B3LYP) followed by statistical results from a
lower level of DFT method (GFN2-xTB).
Figure 7 shows the 8 proteins investigated with B3LYP, and
the PDB IDs for 155 proteins investigated with GFN2-xTB are
provided on pages S2−S10. The HBs detected by EDHB are
shown in yellow. Each HB is given a speciﬁc ID for discussion
(larger images of proteins are shown in the Supporting
Information as Figures S1−S8). These proteins accommodate
a variety of secondary structures which include a majority of
HB types observed in proteins.
To generalize the outcomes from GFN2-xTB and B3LYP,
we focused on the distribution of HB length and ka for the
eight proteins optimized as shown in Figure 8. The HBs that

q1*q2
r

Article

(10)

where Ec is the electrostatic energy, q1 and q2 are the atomic
charges of A and H, respectively, and r is the distance between
the two atoms.75 We choose NBO charges as they are more
reliable than Mulliken charges76 since they operate on the basis
of electron density. Localized natural atomic orbitals were used
to describe the computed electron densities and therefore
include bond polarization.
Computational Details. Geometry optimization and
normal-mode analysis were carried out in the gas phase
using Gaussian 16.77,78 Eight smaller proteins, 1K43, 1L2Y,
1R4G, 1S4A, 2EVQ, 1UAO, 2O0S, and 5E61, shown in Figure
7 were optimized with the hybrid B3LYP functional.79−82 High
accuracy paired with relatively low computational costs has
made B3LYP a popular DFT choice. Kuhn et al.83 and Bartlett
et al.84 successfully used this functional for the description of
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Figure 7. Eight proteins investigated. Each number is shown as a unique ID associated with each HB. (a) 1K43 is a beta hairpin type structure and
contains 13 HBs (1−13). (b) A trp-cage motif 1L2Y has α helix and 19 HBs (14−32). (c) The Sendai virus protein 1R4G was cut to keep the ideal
α-helix. Other atoms were removed for the convenience of running ab initio calculations. Twenty-eight HBs were detected for this protein (33−
60). (d) A double-strand β-helix of a D,L-alternating oligonorleucine 1S4A has 18 HBs (61−78). (e) A designed protein Chignolin 1UAO is a βsheet type structure and looks more like a hairpin with 10 HBs (79−88). (f) A 12-residue beta hairpin 2EVQ with 15 HBs (89−103). (g) A
designed peptide 2O0S is a coil type structure and has 7 HBs (104−110), and the amyloid-forming peptide 5E61 with a near ideal β-strand has 13
HBs (111−123).

were absent in either one of the methods were removed. The
GFN2-xTB and B3LYP methods diﬀer, and therefore the
optimized geometries are not exactly the same. This is reﬂected
by Figure 8b, where the median of the HB length for B3LYP
(1.95 Å) is slightly higher than that for GFN2-xTB (1.92 Å).
However, the overall distribution remains the same and is also
observed for ka as shown in Figure 8a. The comparison of
LPtoBD*, HB angle, and electrostatic energy is shown in
Figure S9 where we observe similar distributions. Based on
these results, we conclude that statistically relevant information
can be obtained from the GFN2-xTB method.

We analyzed quantitatively the number of diﬀerent HBs
present in 155 proteins based on secondary structures shown
in Table 2. Note that EDHB uses data obtained from
Dictionary of Protein Secondary Structure (DSSP)99 for
secondary structure classiﬁcation if the PDB ID of the protein
is available. The proteins circumvent a variety of secondary
structures with α, turn, bend, and extended strand composing
20.4, 9.3, 8.6, and 6.7%, respectively. Less common HBs such
as 310 helix and isolated β-bridge are 2.2 and 0.7%, respectively.
The secondary structures with no backbone classiﬁcation are
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Figure 8. Comparison of B3LYP and GFN2-xTB on eight small proteins. Hydrogen bonds that do not exist in either one of the methods were
removed. (a) Plot of ka vs HB length. The line shows the corresponding quadratic ﬁt. We observe a similar distribution of ka values from either
method. (b) Box plot for the HB length. The median distribution of GFN2-xTB is slightly higher than that of B3LYP.

termed as backbone and involve 20.1% of all HBs. The side
chains involve 31.1% of all HBs.
General Trends of Hydrogen Bonds in Proteins. The
estimated contribution of an individual HB, in general, is in the
range of 2−8 kcal/mol depending on factors such as geometry
and environment. It has been suggested that the strength of a
HB in a protein depends on the HB length.29 However, we
observe that the strength can vary depending on the
environment of the HB. Furthermore, shorter bonds are not
always stronger bonds.68 The environment creates an electric
ﬁeld that perturbs the electrostatic and covalent interactions of
the HB. Thus, we analyzed the covalent character by LPtoBD*

Table 2. Statistics for Secondary Structure
secondary structures

percentage of HBs

number of HBs

side chain
α
backbone
turn
bend
extended strand
310 helix
isolated β-bridge
total

31.7
20.4
20.1
9.3
8.6
6.7
2.2
0.7

674
435
427
207
182
143
46
14
2128

Figure 9. Scatter matrix plot for all continuous data from EDHB results on 155 proteins. HB length, LPtoBD*, ka, HB angle, and Elec. are the
hydrogen bond length (in Å), LPtoBD* (in kcal/mol), ka for stretching vibration of HB (in mdyn/Å), the angle created by acceptor, hydrogen, and
donor, respectively, and the electrostatic energy (in e2/Å). The diagonal elements of the matrix show the histogram of the distributions. Each of the
oﬀ-diagonal elements is the plot of x vs y where x, y are the HB properties named as xlabel and ylabel, respectively.
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Figure 10. General trends for hydrogen bond properties in proteins relative to hydrogen bond length. The black line shows a quadratic ﬁt; R2
documents the quality of the ﬁt.

Figure 11. Three most commonly observed intramolecular HBs in proteins. The letter I represents intramolecular HB, and the corresponding
number represents the size of the ring. The numbers denote the ID for each HB corresponding to Figure 7.

by geometry constraints in a protein structure. We observe
similar patterns when comparing HB properties relative to the
HB length or HB properties relative to ka, LPtoBD*, or
electrostatic energy. Thus, we conﬁned ourselves to look into
HB properties relative to HB length.
Figure 10 shows the general trends observed in the analysis
of 155 proteins. The ka and LPtoBD* decrease as the HB
length increases following an inverse quadratic relationship.
The electrostatic energy and HB angle follow similar patterns.
We observe large deviations in electrostatic energies as
diﬀerent HB types such as N−H···O, N−H···N, O−H···O,
and O−H···N have signiﬁcant charge diﬀerences due to

and the electrostatic character based on the atomic charges of
the H and A atoms and the geometry of the HB.
Figure 9 shows a scatter matrix plot for all the continuous
data extracted from EDHB: HB length, LPtoBD*, ka, HB
angle, and electrostatic energy. The HB length is majorly
distributed around 1.8−2.1 Å, LPtoBD* around 10−20 kcal/
mol, ka around 0.1−0.3 mdyn/Å, HB angle around 150−170 °,
and electrostatic energy around −0.2 to −0.3 e2/Å. We observe
a quadratic decay for LPtoBD*, ka, HB angle, and electrostatic
energy relative to HB length. The LPtoBD* and electrostatic
energies follow a somewhat linear relationship relative to ka.
However, the HB angle relative to ka has a larger noise created
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Table 3. Intramolecular HBs
ID

bond

HB length (Å)

elec. (e2/Å)a

HB angle (deg)

ka (mdyn/Å)

intra.b

LPtoBD* (kcal/mol)

chainc

HB network

41
16
26

N−H···O
N−H···O
N−H···O

1.90
2.13
2.00

−0.17
−0.14
−0.16

157
143
146

0.21
0.07
0.14

I(13)
I(10)
I(7)

13.0
1.48
6.16

b−b
b−b
b−b

0−0−0
0−0−0
0−0−0

a

Elec. refers to the electrostatic energies. bIntra. refers to intramolecular HB type with ring size enclosed in the bracket. cChain is composed of a
donor−acceptor pair as either from s (side chain) or b (backbone).

Figure 12. Statistics of three major intramolecular HBs for (a) ka and (b) HB angle. The lines in (a) shows the quadratic ﬁt curve for the
corresponding intramolecular hydrogen bonds. The plots show that the hydrogen bond stability follows the order I(13) > I(10) > I(7) with respect
to the same HB length.

Figure 13. Various HB types based on the donor−acceptor pairs. The numbers denote the HB ID corresponding to Figure 7.

variations in the electronegativity for N and O atoms. The N−
H···N and O−H···N HBs have a high electrostatic character
accompanied by a short hydrogen bond length. In general, N
as the acceptor increases the electrostatic character. When
acting as the donor, O, being more electronegative compared
to N, makes the corresponding H more positively charged.
This results in a strong electrostatic interaction between the H
and the acceptor. Thus, we observe an island of data points
that correspond to N−H···N and O−H···N type hydrogen
bonds as shown in Figure 10b. The HB angle follows a similar
pattern; however, it has signiﬁcant noise that might be caused
due to the geometric constraints of a protein structure.
Intramolecular Hydrogen Bonds. Figure 11 shows the
three most commonly observed intramolecular HBs, the
properties of which are summarized in Table 3 and are
frequently observed in the backbone. Figure 11a shows I(13)
(intramolecular HB with a ring size of 13 atoms) that forms a
HB observed in the α-helix. The orientation of the four
consecutive amino acids (Rn−Rn+4, where Rn is the residue at
the nth position in the sequence of the protein) makes the HB
almost linear, signiﬁcantly increasing the LPtoBD*. Figure 11b
shows I(10) formed in between Rn−Rn+3. A study by Perutz100

in the 1950s conﬁrmed the presence of I(10) in 310 helixes.
However, we observe I(10) over all backbone types, majorly in
α-helixes and in smaller amounts from β-sheets and coil. I(10)
has a larger deviation in the HB angle depending on its
orientation, exhibiting variation in electrostatic energy,
LPtoBD*, and HB angle. Figure 11c shows I(7) formed in
between Rn−Rn+2. Contrary to I(13) and I(10), I(7) is not just
conﬁned to the backbone but extends to side chains as well.
Further investigation from the 155 proteins provided
statistically relevant data. I(10) was the most commonly
observed intramolecular HB constituting 18.6% of all intramolecular HBs, followed by I(13) (16.1%) and I(7) (13.0%).
The majority of I(13) is observed in α-helices constituting
43.7% of all I(13). The percentage of other intramolecular HBs
contributing more than 3% is provided in Table S3.
Figure 12a shows ka for I(10), I(13), and I(7) relative to HB
lengths. I(13) have a higher mean of HB angle as shown in
Figure 12b leading to an increase in the LPtoBD* and
therefore ka. This is reﬂected by the exponential ﬁt curve that
tends to be consistently higher than the exponential ﬁt for
I(10) and I(7). We observe I(7) have lower ka values relative
to HB length due to the smaller HB angle (Figure 12b),
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Table 4. Various HB Types Based on Donor−Acceptor Pairs
ID

bond

HB length (Å)

elec. (e2/Å)a

HB angle (deg)

ka (mdyn/Å)

intra.b

LPtoBD* (kcal/mol)

chainc

HB network

89
15
12
100

N−H ···N
N−H···O
O−H···O
O−H···N

2.01
1.96
1.86
1.95

−0.21
−0.16
−0.20
−0.25

167.0
168.3
155.7
166.4

0.12
0.16
0.21
0.15

I(9)
I(10)
I(29)
I(8)

17.25
10.15
15.04
19.6

s−b
b−b
b−s
b−s

0−0−0
0−0−1
0−0−0
0−1−1

a

Elec. refers to the electrostatic energies. bIntra. refers to intramolecular HB type with ring size enclosed in the bracket. cChain is composed of a
donor−acceptor pair as either from s (side chain) or b (backbone).

Figure 14. Statistics for HB properties based on donor−acceptor pairs. The black line shows a quadratic ﬁt, and R2 documents the quality of the ﬁt.

involved in a HB but the environment as well, which has a
varying level of eﬀect on the electronic distribution near a HB.
The N−H ···O type is the leading HBs covering 89.1% of all
HBs observed from the analysis of 155 proteins. The HBs
where both the donor and acceptor are formed by the
backbone of the protein cover around 68% of all N−H···O
HBs while the side chain covers 32%, signifying a larger
contribution to protein stability coming from backbone HBs.
The results agree with Pace et al.3 who showed 65% of HB
contribution from the backbone and 35% from the side chains.
Further, HBs with donor−acceptor pairs both from the
backbone contribute around 12.6% for α-helix−α-helix and
8.03% from extended strand−extended strand, suggesting
higher stability from the N−H ···O α-helix type HBs.3 The
second major contribution comes from O−H ···O HBs
covering 6.3% of all HBs. All the O−H···O HBs are from
side chains where the O−H functional group majorly involves

decreasing the LPtoBD*. We further observed I(7) have a
near-linear relationship for HB angle and HB length as shown
in Figure S10b. The HB angle tends to decrease as the HB
length increases. The HB angle for I(10) varies signiﬁcantly
and follows no pattern relative to HB length as shown in
Figure S10. This might be the reason we observe I(10) in
between I(13) and I(7).
Hydrogen Bond Type. Figure 13 and Table 4 show the
HBs based on donor−acceptor pair and their computed
properties, respectively. The N−H···N and O−H···N HBs have
a larger electrostatic character as O is more electronegative
compared to N acting as a donor and therefore makes the
corresponding H more positively charged. The LPtoBD* is
also larger for O compared to N as the acceptor. The ka values
however do not follow such a pattern. This can be attributed to
the way ka is computed that considers not just the atoms
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Figure 15. Various scenarios of HBs leading to various HB networks derived from eq 1. The network 1−0−0 is shown in four diﬀerent plots: (a),
(c), (d) and (f). The network 1−1−0 is shown as (b), and the network 2−0−0 is shown as (e).

Table 5. Various HB Properties Based on the Network of a HB
no.

ID

bond

HB length (Å)

elec. (e2/Å)a

HB angle (deg)

ka (mdyn/Å)

intra.b

LPtoBD* (kcal/mol)

chainc

HB network

1

34
36
33
53
54
44
58
5
6
104
105
106
90
92

N−H ···O
N−H···O
N−H···N
N−H···O
N−H···O
N−H···O
O−H···O
N−H···O
N−H···O
N−H···O
N−H···O
N−H···O
N−H···O
N−H···O

2.19
2.04
2.39
2.25
1.9
2
1.77
2.2
1.83
2.29
1.95
2.02
2.14
2.1

−0.14
−0.15
−0.17
−0.11
−0.15
−0.17
−0.21
−0.15
−0.18
−0.14
−0.16
−0.16
−0.15
−0.15

135.5
164.8
154.2
126.5
149.5
158.5
167.2
128.8
174.8
160
165.7
150.7
162.6
163.4

0.02
0.07
0.03
0.11
0.22
0.2
0.28
0.04
0.25
0.09
0.26
0.14
0.1
0.15

I(10)
I(13)
I(8)
I(6)
I(7)
I(13)
I(18)
I(34)
I(37)
I(10)
I(13)
I(16)
I(10)
I(16)

0.9
9.07
4.44
1.59
12.05
8.93
12.15
1.35
21.58
0.97
10.83
6.06
3.01
6.28

b−b
b−b
b−b
s−b
s−b
b−b
b−s
b−b
b−b
b−b
b−b
b−b
b−b
b−b

1−0−0
1−0−0
0−0−1
1−1−0
1−0−0
1−0−0
1−0−0
1−0−0
1−0−0
2−0−0
2−0−0
2−0−0
1−0−0
1−0−0

2

3
4
5

6
a

Elec. refers to the electrostatic energies. bIntra. refers to intramolecular HB type with ring size enclosed in the bracket. cChain is composed of a
donor−acceptor pair as either from s (side chain) or b (backbone).

quadratic ﬁt curve for N−H···N and O−H···N HBs relative to
HB length and so does the electrostatic energy. The O−H···O
and N−H···O HBs do not have signiﬁcant diﬀerences.
However, N−H···O HBs have the lowest electrostatic energy
compared to other HB types.
Hydrogen Bond Networks. HBs in general are comprised
of single acceptor and donor pair. However, there are instances
where two or more HBs share the same acceptor forming a
network of HBs. These HBs have been analyzed,21,22 and their
implications for the bending of helices have been discussed.23
The most common example can be found in α-helices where a
side chain interacts with the backbone amide carbonyl group.22
However, these HBs are also commonly observed at the start
or the end of β-sheets. A study by Feldblum and Arkin24
clearly shows the existence of HB networks with both
experimental and computational means and highlighted that

the residues SER (44.2%), THR (40.0%), and TYR (8.6%) as
donors. The contributions from O−H···N and N−H···N are
3.4% and 1.1% respectively. The small fraction of O−H···N
HBs is majorly dominated by side chain HBs (90.8%)
compared to backbone HBs (9.2%). However, the small
fraction of N−H···N bonds are either from the side chains
(44.0%) or the backbone HBs (56.0%) signifying almost equal
contribution from both the side chain and the backbone.
Figure 14 shows the distribution of ka, HB angle, LPtoBD*,
and electrostatic energy relative to the HB length for the
proteins investigated with GFN2-xTB. In general, O−H ···N
HBs have the lowest quadratic ﬁt curve signifying lower HB
strength relative to HB length when compared with the
quadratic ﬁt curve for other HBs. However, the HB strength of
N−H···O, N−H···N, and O−H···O does not seem to have
signiﬁcant diﬀerences. The distribution in the HB angle has a
similar pattern for all the HBs. The LPtoBD* has a higher
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Figure 16. Quadratic ﬁt curve for all HBs relative to HB length is shifted by ±0.05 to obtain two ﬁt curves. The two-shifted ﬁt curve characterizes
the strong and weak HBs for relatively the same HB length: (a) shifted ﬁt curves of HBs based on ka denoting strong (above ﬁt curve) and weak
HBs (below ﬁt curve). (b−f) histograms for each HB property generated for these HBs.

the quadratic ﬁt curve relative to the HB length overlap for
various networks.
What Governs Hydrogen Bond Stability in Proteins?
In this section, we detail the statistical results obtained for
properties of a HB based on the angle and amino acids, in
order to investigate what drives strong HBs in proteins. Figure
16a shows the quadratic ﬁt curve (middle) for all HBs relative
to the HB length. We shifted the curve to ±0.05 to obtain two
ﬁt curves. The two-shifted ﬁt curve characterizes the strong
and weak HBs (based on ka values) for the same HB length.
Thus, the points above the +0.05-shifted ﬁt curve should
correspond to strong HBs while those below the −0.05-shifted
curve should correspond to weak HBs relative to the HB
length. Figure 16b−f show the histogram for the two data
points: above the ﬁt curve and below the ﬁt curve for the HB
angle, LPtoBD*, electrostatic energy, ka, and HB length.
Except for ka and HB angle, other HB properties tend to
overlap, denoting no signiﬁcant diﬀerences. The HB angle thus
plays a strong role in distinguishing strong and weak HBs
where we observe a clear distinction for above ﬁt curve points
and below ﬁt curve points.
We further analyzed the amino acids involved in hydrogen
bonding. ARG is the major donor for HBs contributing to 24%
of all HBs followed by LYS (13%). Both have N in the side
chain to act as an HB donor. Similarly, they act as major
acceptors contributing to 10% and 9% for ARG and LYS,
respectively. The contribution of other residues is shown in
Table S4. Table S5 shows the contribution of amino acids in
terms of a network of HBs and intramolecular HBs. However,
no intuitive relationship was found that clearly distinguishes
amino acids based on HB properties.

such HBs do not necessarily decrease the strength of the
canonical HB (the HB with the shortest HB length).
Figure 15 and Table 5 show six diﬀerent networks of HBs in
diﬀerent scenarios. Figure 15a, 15d, and 15f show a 1−0−0 (eq
1) network of HBs in α-helix, extended strand, and turn,
respectively. The HB angle for the two HBs varies from 128°
to 165°. The HB with a higher angle has higher LPtoBD*
signifying more covalent characteristics. The electrostatic
energy for both HBs remains almost equivalent. However,
the covalent contribution to the linear HB makes it stronger as
accepted by ka values. A similar setup with an additional HB
from the donor of a canonical HB (1−1−0) is shown in Figure
15b. Although the angle is lower compared to 1−0−0 as
shown in Figure 15a, there is a signiﬁcant LPtoBD*. This is a
consequence of the extended electron density causing a higher
concentration of electrons for the canonical HB. We observe a
raise in covalent energy for the canonical HB and thus in its
strength. The electrostatic energies do not have signiﬁcant
diﬀerences. Figure 15c shows the network 1−0−0 with one of
the HB as O−H···O from a side chain. The LPtoBD* is similar
to 1−1−0 as shown in Figure 15b. The electronegative nature
of O atom increases the electrostatic energy. The overall
contribution of electrostatic and covalent energies leads to
similar ka values. Figure 15e shows three HBs with the same
acceptor as network 2−0−0. Despite the HB length of 1.95 Å
for the canonical HB, LPtoBD* is relatively high (10.83 kcal/
mol) which contributes to its high ka value of 0.26 mdyn/Å.
The elongated electron density of the three HBs stabilizes the
energy and therefore guides the protein to form a unique
secondary structure.
As stated by Feldblum and Arkin,24 the network of HBs does
not necessarily decrease the strength of canonical HBs. We
thus observe no pattern in the strength among various
networks of HBs. The relationship of ka, LPtoBD*, HB
angle, and electrostatic energy is shown in Figure S11, where

■

CONCLUSIONS
In this work, we developed a new software, Ef f icient Detection
of Hydrogen Bonds (EDHB), that systematically detects HBs
based on a nearest neighbors algorithm. EDHB classiﬁes inter2562
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Notes

and intramolecular HBs as well as HB networks. We could
show that EDHB outperforms other commonly used methods
to detect HBs in terms of speed of execution. An important
feature of EDHB is that information from preceding quantum
chemical studies (i.e., NBO data and second energy derivative
information) can be used to derive the electrostatic/covalent
character of the HBs and to calculate local-mode force
constants as a quantitative measure of the intrinsic HB strength
via the local-mode analysis program LModeA.33
Utilizing EDHB, we analyzed various HB properties in a
protein system for a diverse set of 163 proteins. General trends
of HB strengths follow an inverse quadratic relationship with
the HB length as observed by local-mode force constants,
electrostatic energies, and covalent characteristics. The most
common intramolecular HB is observed to be I(13) followed
by I(10) and I(7). In general, the strength of I(13) is higher
than that of I(10) followed by I(7). Analyzing various HBs
based on donor−acceptor pairs highlights higher electrostatic
and covalent characters for N−H···N and O−H···N type HBs.
Networks of HBs are common in protein structures and play
an important role in speciﬁc secondary structure orientations
such as α-helixes and turns; however, they do not signiﬁcantly
inﬂuence the HB strength. A comprehensive analysis of the
distribution of local-mode force constants comes to the
interesting conclusion that the HB angle is the governing
factor determining the HB strength.
All EDHB scripts are provided at https://github.com/
ekraka/EDHB. We further note that a linux binary ﬁle is also
available for quick implementation on high-performance
computers (HPC) and servers. The applicability of EDHB in
discerning patterns of hydrogen bonding is extendable but not
limited to protein−ligand interaction, protein folding, protein−
protein interaction, molecular dynamics, water, ice clusters,
and improving force ﬁelds for proteins. EDHB can be extended
to any molecular system provided the geometric information is
known, reaching out to a broad computational chemistry
audience.
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Abstract

culiar properties such as increased density on
melting, high boiling point, maximum density
at 4 o C, just to name a few. The dexterous
behaviour of water is linked to its polar nature
that changes the charge over the two hydrogen
atoms and one oxygen atom involved in the water molecule that allows the possibility of hydrogen bonds (HBs). Each water molecule posses
the possibility of four HBs (two from the oxygen
and two from each hydrogen) and thus have a
tetrahedral type geometry. 2 The weak strength
of HB leads to fluctuations in the tetrahedral
geometry, shaping a complex dynamic clusters
of molecules in liquid water. 3
The water clusters have many-facet nature
mostly associated to local orientations that
change the bulk properties. The local orientation changes the local density distribution of
water molecules that can be observed experimentally. A study by Toney et al. 4 showed that
the density of water molecules change when exposed to positive and negative electrodes respectively. Various studies have shown wide
variations in the local density when exposed
to ions. 5–8 Perhaps the most crucial distinction can be directly observed in biological water, 9,10 where the density on the surface of a
protein is often larger than bulk water. The
formation of water clusters are hypothesized to
play important role in the functioning of proteins. 10 Such clusters are formed by network of
HBs connecting multiple water molecules that
abruptly changes the local density.
As the local density changes over water clusters, the electronic density is extended over the

Water is the most abundant and common
molecule on Earth, yet is one of the mosaic
inorganic chemical that shows multiple peculiar properties which are related to their polar nature that allows the possibility of hydrogen bonds (HBs). Due to the weak nature
of HBs, they make complex dynamic networks
and shape the local orientation of liquid water. In this work, we analyzed the networks of
HB that forms cyclic rings of less than 7 water
molecules, that plays a significant role in many
of the crucial aspects in chemistry such as catalyzing acid rain, biological activity, rate of ice
formation etc. Detailed analysis on 11 stable
clusters that showed largest mean life time, obtained from the best performing water model (5
different models were used) were characterized
for their life time properties, conformations and
local densities. We observed high dependency
of local water properties associated with the kinetic instability of the system that prefers certain local orientations which are not necessarily
trivial.

1

Introduction

No wonder water is perceived as life on Earth.
This is due to its versatile nature in playing a
significant role in almost all biological, geological and chemical processes. 1 The perfect orientation and age of Earth in the cosmos and the
balance of ecology have led to the accomplished
temperature where water can show many pe1

network of HBs that changes the chemical nature of water. A study by Romero-Montalvo
et al. 11 showed that three water molecules connected by HBs catalyzes the formation of sulphuric acid from SO4 decreasing the activation
energy compared to one or two water molecules.
A series of proton-transfer reactions catalyzed
by water were analyzed by Karton et al. 12 . Water had been shown to undergo various reactions
including silica surface, 13 formation of hydroniom ion, 14,15 acid-base catalyzed reactions, 16
and many more 17,18 that are strongly related to
specific network of HBs in the water clusters.
The dynamics for water clusters have been
studied for cage like,, 15,19 and chains and loops
like network of HBs. 20–23 However, detailed
analysis on small ring like clusters that plays
important role in catalyzing acid rain, 11 biological activity, 9 hydronium ion formation, 14
ion hydration, 18 etc. had been long due, especially in terms of local densities and their conformations. In this work, we analyzed small
water clusters of less than 8 water molecules
that forms mono or multi rings from which we
show interesting observation based on kinetic
instability of the system. It is important to
note that ring structures are highly strained
and frustrated and therefore are suppose to be
less stable than chains of HB network. 21,24 The
cooperative effect by the extension of electron
density makes ring structures more stable, however, due to the dynamic nature of liquid water, such structures are rarely at their lowest
energy. 25

2

further analysis based on their life time properties and are presented in section 2.2. These
clusters were further analyzed for their change
in conformation in section 2.2.2 and change in
density in section 2.2.3.
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gOO

2
1

gOH

Experiment
TIP5P
TIP4P-FB
TIP4P
OPC
TIP3P-FB

3

3

3

2

2

3

4

1

1
0

0

gHH

2.1

5

0

0

2

a)

b)
Dipole moment (Debye)

Probability

q

0.6

0.5
0
150

200

0.4

θ(Degrees)

d)

6
4
2
0

f)
1010

60

50

40

ND
ND

DD

SD

8

e)

100

6

c)

0.015

100

4
r(Å)

r(Å)

r(Å)

50

2

4

5 5

20

0

1

2

3

g)

4

5

6

0

1

2

3

h)

4

5

6

0 0

1 12 23 34 45 56 6

i)

Figure 1: Water properties at ambient conditions compared for the 5 force field water models TIP5P, TIP4P-FB, TIP4P, OPC
and TIP3P-FB. a), b) and c) shows the
RDFs for oxygen-oxygen, oxygen-hydrogen and
hydrogen-hydrogen respectively. d) shows the
distribution of oxygen-oxygen-oxygen triplet
angle in the first coordination shell. e) and f)
shows the tetragonal parameter q and dipole
moment respectively. g), h) and i) shows the
percentage of single donor, double donor and
no donor respectively.

Results

Although comparisons had been performed
while developing water models, it is important
to re-validate if the methods can reproduce various complex properties of liquid water from
the simulation. Thus, we first compared simulation results to experiments and obtained the
best model to proceed in section 2.1. Each clusters obtained were analyzed for mono/poly ring
clusters and their variations based on temperature ranging from 0 to 90 o C in section 2.2. An
exhaustive list of 11 clusters were chosen for

We explored the performance of the 5 force
fields in replicating experimental results at
ambient conditions shown in Figure 1. We
first compared oxygen-oxygen (gOO ), oxygenhydrogen (gOH ) and hydrogen-hydrogen (gHH )
radial distribution functions (RDFs). The experimental results were taken from ref. 26,27 The
gOO distributions for all the methods are in
good agreement with the experiment. The long
distance distributions for gOH ( > 1.5 Å) and
gHH ( > 2.0 Å) are also in good agreement with
2

the experiments. However, the short distance
RDFs seems to be much more constrained for all
water models. The peaks of RDFs overlap with
experiments signifying correct distance distributions. The agreements suggest that the potential energy surface of MD for all water model
are sufficient.
The local arrangement of water molecules
were considered by two factors associating with
the first coordination sphere oxygen-oxygenoxygen triplet angles and tetrahedral parameter q. The experimental results were taken
from ref. 27 We observe good correlation compared to experiments for all the methods. However, around 60o , there is a small bent in the experimental results where TIP3P-FB and TIP4P
model deviate the most. The OPC model seems
to be the best in describing the bent around 60o .
No model was close to exact at 103o , the peak
for the plot. The q value yields 1 if all molecules
are tetrahedral coordinated. The experimental
value for q is 0.570. However, all water models
seems to overestimate q values which is on an
average of 0.65.
We further compared the dipole moment of
water molecule in the liquid phase. The dipole
moment has larger uncertainty corresponding
to a value of 2.8 ± 0.2 as observed from Xray scattering from factors. 28–30 We observe a
large variation in the 5 models investigated. Except for TIP4P-FB, all other method show good
agreement with the experiments. The diversity
in dipole moment is a reflection of fluctuations
in the electrostatic fields and local geometry
fluctuations of the water molecules. Thus accuracy in prediction of dipole moment near experimental observation is an indication of improvement of force fields for the water molecules.
A study by Wernet et al. 3 in 2004 has argued that single donors (SD) dominate liquid
water with one strong and one weak HB in the
network. However, all water models as well as
DFT 31 and ab-initio based molecular dynamics (AIMD) 22 based calculations show double
donor (DD) to be dominating. The non donors
(ND) case is rare in liquid water and constitute
to around 5 ± 5 %. We observe similar distributions within the errors for all water models.
Above properties being based on ambient
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Figure 2: Density of water at different temperatures compared to 5 force field based water
models. The OPC model is the closest to experimental density.
temperature, constrains the validation of the
water models for studies conducted on a wide
range of temperatures. We considered density of bulk water, which is the results of complex dynamics of water molecules. Thus comparing this would provide conclusions as to
which model should be considered to study detailed water properties based on various temperatures. Figure 2 shows the results obtained
for various water models on different temperatures for densities of bulk water. The experimental values were taken from ref. 32 OPC
model seems to be the best model in simulating
complex dynamical properties. Thus, we considered OPC water model for further studies.

2.2

Small Water Clusters

The water clusters were detected by scanning
through snapshots of the simulation for HB network that makes a loop, connecting the water
molecules. The rings were merged into one cluster when any molecule shares more than one
ring resulting into unique clusters with multiple rings. The ring size was constrained to
a maximum of 7 water molecules. The clusters that had more then 4 rings were termed
complex. Figure 3 shows the number of all,
unique, and complex clusters detected in the
simulation, in the last 2 ps of the 2 ns simulation (snapshots taken at each 200 fs). The
number of clusters for higher temperatures are
3

# of clusters per snapshot

# of clusters (per 100 snapshots)

Bergman 20 and Manogaran 21 had shown that
ring clusters in general exist in the range of fs.
To analyze the kinetics and potentials of such
clusters, we focus on the most stable clusters
over all simulations in different temperatures.

a) 6-6
a) All

b) Unique

b) 8-8

c) 10-10

d) 8-8-8-11

g) 12-8-8-13

h) 14-14

c) Complex

Temperature (oC)

Figure 3: Number of water clusters observed in
the simulation of last 2 ps from the 2 ns simulation (snapshots taken each 200 fs). The number of all, unique and complex clusters (clusters
with more than 4 rings) are shown as a, b, and
c for overall (upper) and per frame (lower) respectively. The blue color shows the standard
deviation from the mean.

e) 12-12

i) 14-10-8-15

f) 10-10-8-13

j) 12-10-10-15

k) 12-12-8-15

Figure 4: 11 stable clusters that had mean life
time of more than 10 fs. a) is a trimer with
6 atoms involved as one ring and the largest
ring involving 6 atoms leading to the name 6-6.
Similarly, b) is is tetramer; c-d) are pentamer;
e-g) are hexamer; and h-k) are heptamer with
their names corresponding to number of rings
in decreasing order and the largest ring at the
end respectively.

significantly large compared to lower temperatures. However, when analyzed per frame, the
number of clusters are slightly larger for higher
temperatures compared to lower. This is due
to the fact that the randomness is increased in
higher temperatures leading to a variety of different clusters over the course of the simulation.
At lower temperatures, the clusters remain relatively stable and therefore show lower variety
and thus the number of clusters per frame do
not vary significantly. The observation is further verified by the complexity of the clusters.
The number of complex clusters do not vary
much when compared per frame, however, the
number of complex clusters almost reach the
number of unique clusters at higher temperatures. Noteworthy is the peak observed at
40 o C where the number of clusters abruptly
changes compared to 30 o C. The slight change
in temperature and a significant change in the
number of clusters, highlight that the water
molecules are highly affected by kinetics of the
atoms involved. As studied by Cowan et al. 33 ,
the kinetics of water molecules create randomness that leads to a memory loss of local orientation of water within 50 fs. Further studies by

The water molecules were simulated by force
fields and therefore even though multiple properties matched the experimental setting, extra precautions should be taken to verify water
clusters due to their sensitive nature. We resimulated each temperature starting from four
random snapshots taken from the 2 ns simulation for 2 ps. Based on the five simulations,
11 unique clusters were observed based on the
following criteria:
• The clusters had a mean life time of at
least 10 fs
• The clusters occurred in each of the 5 simulations
• The clusters were observed at least 25
times over all the simulations (on average
5 times per simulation)

4

Figure 4 shows the 11 water clusters. There
are 1 trimer, 1 tetramer, 2 pentamers, 3 hexamers and 4 heptamers respectively. Note that
4 bifurcted HB based water clusters were observed (hydrogen’s with more than one HB)
shown in Figure S1 which were excluded from
the work. The 11 clusters being relatively stable in all temperatures should partially lay the
foundation of bulk water properties. The compelling features of these clusters were analyzed
for life time, half life time, density, and energetics.
2.2.1

than the < Mt >. This is due to the fact that
each HB can either break instantly or exist for
more than double the < Mt >. 21 Thus, we calculated the standard deviation based on the 5
simulation runs on the mean properties shown
in Figure 5.
The general trend follows exponential decay
for < Mt >, < τSt > and < τCt > as the temperature increases, which signifies enlarged randomness for the water molecules. The trimer 66 being constrained due to the small ring size
are highly frustrated 24 and therefore shows the
smallest life time properties. Note that < Mt >
is larger then < τCt > for 6-6 which is associated with the low concomitant HB formation.
Basically, the broken HBs rarely form back to
make the trimer. The < Mt > and < τSt >
have a slight peak at 40 o C in the range 3050 o C and has the largest < τCt > at 50 o C.
As the ring size increases, we observe a peak
at pentamer 10-10 with largest life time properties followed by the hexamer 12-12. The
tetramer 8-8 and the heptamer 14-14 showed
similar life time properties. The life time properties for multi-ring clusters are in general lower
compared to its corresponding mono rings. The
tricyclic pentamer 8-8-8-11 has enlarged electron density contributed from the HB network
leading to a stable moity. However, in liquid
water, clusters rarely remain in their local minimum and therefore are highly constrained and
frustrated. 25 Thus, we observe the smallest life
time properties and relatively high standard deviation across the five simulations for 8-8-811. An addition of extra water molecule at
the bridge of 8-8-8-11 leads to tricyclic hexamer 10-10-8-13 with two rings of size 10 and
one of size 8. The cluster 10-10-8-13 has high
standard deviation at lower temperatures for
< τCt >, suggesting higher fluctuations in HB
breaking and reforming. An additional water
molecule to 10-10-8-13 further leads to tricyclic heptamer 12-12-8-15. As we increase
the bridge size from pentamer to heptamer, we
observe an increase in the life time properties
which can be attributed to the larger ring sizes
suppressing the ring constraints. The tricyclic
heptamer 12-10-10-15 is similar to 10-10-813 with an additional water molecule at the

Life Time of Water Clusters

Figure 5: Life time properties of the 11 clusters. The life time properties were calculated
by tracking each of the occurrence of the clusters in 2 ps simulation (calculated 5 times from
random initial orientation of water molecules
for standard deviation) every 10 fs.
Figure 5 shows the mean life time < Mt >,
mean half life time < τSt > and the mean concomitant half life time < τCt > respectively for
each of the 11 clusters across different temperatures. The plots for St, and Ct are shown
as Figure S2, and S3 respectively for all temperatures. The mean properties are averaged
over all 5 simulations and shown in Table S1.
The standard deviation across the 5 simulations
for each clusters can be either equal or greater
5

four membered ring. The cluster 12-10-10-15
having all ring sizes comparatively larger than
other tricyclic cluters, shows the largest life
time properties among them. The bicyclic hexamer 12-8-8-13 (also known as book conformation) is composed of two 8 membered rings.
Compared to 12-12 and 8-8, the foundations
of 12-8-8-13, the cluster is highly constrained
and posses a high probablity to either get back
to 12-12 or 8-8 showing lower life time properties. The foundations of bicyclic heptamer 1410-8-15 are 10-10, 8-8 and 14-14. Similar
to 12-8-8-13, 14-10-8-15 has lower life time
properties compared to the mono rings, however, has higher life time property compared to
12-8-8-13 due to the decreased ring constraint.
Overall, increased ring constraint leads to
shorter life time properties with a peak at 5
membered ring. Multi-ring clusters are formed
by the combination of mono ring clusters leading to a cage like structure, however, they are
much frustrated and have shorter life time properties. Most of the clusters have a slight deviation around medium temperature range (30 50 o C). This interesting observation resembles
with the number of clusters where a sharp peak
was noticed at 40 o C shown in Figure 3.
2.2.2

Figure 6: Mean energies and their standard deviations for the 11 clusters. The mean energies
were calculated from each of the occurrence of
the cluster in the 2 ns simulation divided into
5 equal parts for standard deviation calculation
(snapshots taken every 1 ps).
to the corresponding conformer of the cluster.
The number of occurrence and the mean energy
statistics are provided in Table S1.
The cluster 6-6 showed larger deviations
around low and high temperatures. The corresponding density distribution shows two major peaks associated with the conformation of
6-6 (Figure 7a). The slight variation in the
peaks at different temperatures are due to the
change in the density of such clusters which
in turn changes the energetics and thus the
conformation (more details in section 2.2.3).
Note that the energetically most stable cluster conformation for the trimer is where all water molecules are single donor and single acceptor (SDSA). 24,34 However, one of the water
molecule acts as double donor (DD) and one as
double acceptor (DA) that holds the majority
of conformations observed across all temperatures.
The mono ring clusters 8-8, 10-10, 12-12,
and 14-14 showed least standard deviation
across all temperatures and a steady increase in
the energy as the temperature increases. As op-

Conformational Change in Water
Clusters

To analyze the conformation of the water clusters, we calculated the single point energy
from torchANI based Florida01 model ? (almost equivalent in performance with DFT) for
every occurrence of each of the 11 clusters. The
2 ns simulation was divided into 5 separate
groups sequentially to obtain standard deviation among the calculated properties. Snapshots for calculation were taken at every 1 ps.
Note that clusters around 2 Å of the boundary were removed to avoid periodic boundary
conditions.
Figure 6 shows the mean energy and the
standard deviation obtained for the 11 clusters across different temperatures. Figure 7
shows the probability density distribution for
each of the occurrence of the 11 clusters over
different temperatures. Each peak is designated
6

posed to 10-10 that had larger standard deviation in the medium temperature range, 8-8 and
12-12 had the least standard deviation around
these temperatures. Two distinct conformations were observed for these clusters shown as
Figure 7b, 7c and 7e respectively. In all the
three clusters, the most stable conformer is the
one with all water molecules as SDSA. The cluster 8-8 had many conformations 35 from which
the one with SDSA is in majority. The first
two conformers I and II for 8-8 and 10-10 are
almost similar with slight variation in the geometry. The third conformer III had two water molecules as DD and DA respectively, adjacent to each other. The cluster 12-12 similar to other mono rings had the second conformer with two water molecules adjacent to
each other as DD and DA respectively. However, a third conformer III is observed with two
water molecules as DD and DA, but not adjacent to each other. Interestingly, the lower
temperatures (0-30 o C) prefer the second conformer II, and higher temperatures (40-90 o C)
prefer the third conformer III. The cluster 1414 showed similar conformers as 12-12. All
temperatures excluding 90 o C, had preference
for two water molecules as DD and DA respectively which are one water molecule apart (Figure 7h). The high temperature (90 o C) prefers
DD and DA to be two water molecules apart.
The tricylic pentamer 8-8-8-11 showed large
standard deviations which was highest at 0 o C.
We further observed that 8-8-8-11 is less stable
at 50 o C compared to 40 or 70 o C shown as Figure 6d. From the various conformers of 8-8-811, 36 only three distinct conformations for this
cluster were majorly observed shown as Figure
7d. The energies corresponding to I and II are
similar with slight variation in geometry which
were the lowest energy conformers and were majorly observed at 0 o C. The conformer III had
a peak for 30, 70, and 90 o C and had two double acceptor single donor (DASD), and one DD.
The lower temperatures (0-10 o C) and medium
temperatures (40-50 o C) had major conformers
with two double donor single acceptor (DDSA),
two DA and one DD. The extension of one water molecule in the bridge as cluster 10-10-813, had the lowest energy conformer with one

DDSA and one SDDA. The second conformer
II is majorly dominated at 30 o C with two additional DD and DA respectively. The third conformer III had the position of DDSA and SDDA
switched in relation to conformer I and was majorly observed at 0, 40 and 90 o C. The fourth
conformer IV had the position of DD and DA
switched in relation to conformer II and is majorly observed at 10, 70-90 o C. The extension of
one more water molecule in the bridge leads to
the cluster 12-12-8-15 that showed three distinct conformations. Note that the conformer
II and IV, and conformer III and V have the
same orientation of HBs, however, they significantly differ in their geometry, leading to different energies. The lowest energy conformer had
one DDSA and one SDDA shown in Figure 7k.
The conformer II is majorly distributed around
50 o C, while the conformer IV is distributed at
0, 30, 40, and 70 o C. The conformers III and V
is either stable at 10 o C or at 90 o C.
The book cluster 12-8-8-13 had the largest
standard deviation at 0, 40 and 90 o C in terms
of energy distribution shown in Figure 6g. The
lowest energy conformer I had the largest number of SDSA water molecules with one DDSA
and one SDDA. The second stable conformer II,
had similar orientation as conformer I, with additional DA and DD on two water molecules
which is majorly observed at 30 o C. At all
other temperatures, the conformer III with two
DDSA and one DA is majorly observed. With
an addition of one water molecule in the four
membered ring lead to the cluster 14-10-815 that had the most stable confirmation I
similar to 12-8-8-13 with one DDSA and one
SDDA. The second conformer II had two water
molecules changes from SDSA to DD and DA
respectively and was majorly observed at 50 o C.
The third and fourth conformer (III, IV in Figure 7i) had one of the water molecule switched
to DA in comparison to conformer I and was
observed in all temperatures. The book cluster
with a replacement of one water molecule at the
bridge, leads to the cluster 12-10-10-15. The
cluster shows least standard deviation at 10-30
o
C in terms of energy distribution shown as Figure 6j. Further, a peak at 30 oC was observed
for the mean energy that signifies that the clus7
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Figure 7: Conformational analysis of the 11 clusters. The energies were obtained for each of
occurrence of the cluster from the 2 ns simulation (snapshots taken every 1 ps). DDSA, SDDA,
DD, and DA refers to double donor single acceptor, single donor souble acceptor, double donor and
double acceptor respectively. In all clusters, water molecules with no circle refer to single donor
single acceptor.
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ter is more stable at either 10 or 40 compared to
30 o C. The conformer IV with two DDSA, two
DA and one SD shown in Figure 7j is majorly
observed at 30 oC while 10 and 40 o C prefers the
conformer II and III which are more stable in
terms of energy. The lowest energy conformer I
was similar to 12-8-8-13. The conformer II had
two additional water molecules switched to DD
and DA respectively and is majorly distribute
around 0 o C. The conformer III had one additional water molecule as DA when compared to
I, which is majorly observed at 10 and 70 o C.
The conformer IV was also majorly observed at
50 o C apart from 30 o C.
Overall, the energy of each clusters increase
over increased temperatures due to to the escalation of kinetic instability. The standard deviation over the mean of each 5 simulation runs
are minute to gather statistically significant
observation. The energy distribution across
each temperature showed that all major conformations are observed across all temperatures.
However, in almost all cases, a slight bias for
conformation towards specific temperature was
observed that cannot be intuitively understood
based on potential energy alone. The kinetic
energy plays a significant role to guide the conformation of water clusters along with potential
energy.
2.2.3

Tetramer
8-8
Pentamer
10-10

Figure 8: Example showing cluster spheres for
density calculation. The sphere is created by locating the centre as mean of coordinates along
x, y, and z, and the radius as the largest distance between the centre and an oxygen atom of
the cluster. External waters are included when
an oxygen atom is inside the cluster sphere, for
the calculation of environment density.
where r is the radius and NH2 O is the number
of water molecules inside the sphere made by
the cluster. Figure 8 shows an example of the
various clusters for which the volume of sphere
is drawn. To ensure that the pattern of density distribution is not majorly affected by the
surrounding water molecules, we calculated environment density ρE as

The density was calculated by locating the
mean of coordinates along each axis of the cluster as centre from which largest radius is calculated to encompass all oxygen atoms (water
molecules). Similar to the distribution of data
for conformational analysis, the data is divided
into 5 separate instances at every 400 ps (from
2ns simulation) from which the radius is calculated for every occurrence of the cluster (snapshots for calculation were taken at every 1 ps)
and periodic boundary conditions were avoided.
The density ρ was calculated as
NH2 O
4
πr3
3

External water molecule
included in the 12-12
cluster sphere

Trimer
6-6

Density Distribution of Water
Clusters

ρ=

Hexamer
12-12

ρE =

NHE2 O
4
πr3
3

(2)

where NHE2 O is the number of water molecules
inside the cluster sphere including external water molecules that are not involved in the cluster
formation.
Figure 9 shows the mean and standard deviation of ρ and ρE over various temperatures for
each of the cluster. The trimer 6-6 drops in ρ
from 0 to 30 o C and remains almost constant
for higher temperatures. Note that a slight
peak is observed at 40 o C. The total overlap
between ρ and ρE signifies that no external water molecules are near the cluster sphere. Similarly, 8-8 and 8-8-8-11 had ρ equivalent to

(1)

9

rounding external water molecules and had similar distribution of ρE as of ρ. In case of 14-108-15, the standard deviation is small and both
ρE and ρ have similar pattern with ρE dominating, due to the planar nature of all the conformations in this cluster. The more compact
cluster 12-10-10-15 had only small difference
in ρE and ρ while retaining consistency in distribution pattern with a slight overlap. Contrary
to other clusters, we observed a minima at 40
o
C for 12-10-10-15. The cluster 12-12-8-15
was accompanied by external water molecules
and therefore we observe dominating ρE compared to ρ. Similar to 12-10-10-15, 12-12-815 also had a minima at 40 o C for ρE . However, ρ had no such minima which signifies that
cluster density can be affected by the kinetics
of water molecules which is governed through
temperature.
The overall density for each cluster in general
decreases over increase in temperature. However, some clusters show peculiar behaviour
with inconsistencies in monotonic drop in density. The conformations of the clusters at different temperatures might have played a significant role in their density distribution which are
dependent on specific temperatures. Thus, the
kinetic instability along with energetics govern
the densities of such clusters. The fact that
water looses the local distribution within 50
fs as argued by Cowan et al. 33 , suggests that
the dynamic making and breaking of HB must
favour a certain orientation that leads to it’s
bulk properties. Based on our analysis on water clusters, there seems to be stable conformations that are guided by chaos in the system
(temperature).

Figure 9: The local densities of the 11 clusters.
The densities were calculated for each of occurrence of the clusters from the 2 ns simulation
divided into 5 equal parts for standard deviation (snapshots taken every 1 ps).
ρE proposing the largest density such clusters
can have. The mono ring clusters 8-8, 10-10,
12-12, and 14-14 monotonically decreases in
ρ with small standard deviation. The mono
ring clusters larger than ring size of four were
always accompanied by the surrounding water
molecules resulting in larger ρE relative to ρ at
the same temperature. The deviation in ρ from
ρE intensifies as the ring size increases.
The cluster 8-8-8-11 does not necessarily decrease in density as the temperature increases.
The conformation at 30, 70 and 90 o C for 8-88-11 were similar (Figure 7d) and thus shows
similar density distribution. In similar fashion,
the clusters at 0 and 10 o C had different preferences for cluster conformation and therefore
differs relatively higher compared to other temperatures. The cluster 10-10-8-13 showed a
non intuitive density distribution shown as Figure 9f that might be guided by the corresponding conformation stability similar to 8-8-8-11.
The cluster 12-8-8-13 showed varying standard deviation while generally decreasing with
a slight peak at 40 o C for ρ. The cluster being
mostly planar was always accompanied by sur-
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Discussion

The weak strength of HB allows it to make and
break almost instantaneously, governed by the
kinetic instability (chaos) of the system. It
comes with no surprise that higher temperatures have more dynamic making and breaking
of HBs. 21,24 However, the chaos in the system
allows for multi-ring clusters to be much more
often observed in the higher temperatures then
10
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in the lower temperatures. The observation
can be extended to partially understand the
Mpemba effect which states ’warm water freezes
faster than cold water’. 37 Given that almost
all ice structures are formed by multi-ring clusters, 38 quenching warm water would allow such
ring structures to be preserved, while at lower
temperatures, majority of water molecules will
have to cross a transition barrier to form multiring clusters and therefore would take more
time in crystallization.
The results from the number of ring clusters
to be relatively highest at 40 o C is particularly
interesting. As mentioned by Laurson et al. 9 ,
biology requires small water clusters for many
of its versatile functions. The evolution choosing 37 o C to be perfect for most of the mammals, indicates that it might have optimized the
number of clusters. Studies by White-Ziegler
et al. 39 had shown that body temperature of 37
o
C supports the uptake of essential elements like
amino acids, carbohydrates and iron for essential growth. Further studies by Maresca et al. 40
showed that the body temperature of 37 o C also
helps fighting fungus infections.
The studies by Romero-Montalvo et al. 11 had
provided details about the possibility of acid
rain catalyzed by the trimer 6-6. The cluster
6-6 had been observed to show largest life time
and concomitant life time around 40 and 50 o
C. Thus, it might be evident that global warming will tend towards more occupation of acid
rain. However, other factors such as presence
of ammonia in atmosphere can further catalyze
the reaction. 41
The cluster properties of the trimer had been
extensively studied 20,21,34 and often in computational studies such clusters are utilized. 17,18
However, our results show, there are more
stable clusters considering life time properties and therefore demands for further studies
that can be influenced/catalyzed by such clusters. Considering the conformational change
in such clusters, a perfect environmental condition can be engineered/optimized for influencing/catalyzing specific system.

Conclusions

The analysis on small water clusters with rings
of less than 7 water molecules, led to interesting
observation of the behaviour of water. From the
thousands of such clusters, 11 of them showed
exceptional mean life time of greater than 10
fs. Analyzing these 11 clusters, showed their
non-continuous preference of densities to the kinetic instability of the system, unlike bulk water density which is continuous. Further, the
kinetic instability impacts the conformation of
such clusters, contrary to a random distribution, and in some cases prefer high energy conformations. This phenomena can be co-related
to a random distribution of sand in a glass of
water, where due to gravity, the global movement of sand will always be downwards, however, locally some of the sand particles might
defy gravity.

5
5.1

Methods
Simulation of Liquid Water

We explored 5 force field models which are
TIP5P, 42 TIP3P-FB, 43 TIP4P-FB, 43 TIP4Pew, 44 and OPC. 45 1000 water molecules were
simulated for 2 ns from each model. Prior to the
2 ns simulation, the 1000 water molecule coordinates were randomly generated in a cubic box,
minimized for 1000 steps, 2 ns of constant volume simulation, and 2 ns of constant pressure
simulation (1 atm) were performed. The cubic
walls were compelled to have periodic boundary
conditions.

5.2

Cluster Detection

The algorithm takes two steps to detect water clusters which are i) detecting all rings
in the system, ii) combination of these rings
to get unique multi-ring clusters. All of the
rings were taken from the graph formed by
water molecules considering HBs. The HBs
were detected by KDtree algorithm 46 (nearest
neighbour search) as implemented in EDHB. 47
The graph is represented by a set of vertices
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The exponential fit is motivated by the analysis from Rahman and Stillinger 23 where they
observed that the HBs life time decays exponentially and therefore shows first-order kinetics.
The density, dipole moment and radial distribution functions (RDFs) for pair distances were
calculated from MDTraj. 48 The oxygen-oxygenoxygen triplet angles were calculated from the
nearest two neighbours of each oxygen atom.
The tetrahedral parameter q is calculated based
on the oxygen-oxygen-oxygen triplet angle θ
as 49

V (oxygen or hydrogen atom) that are connected by either a covalent bond or a HB as
a set of edges E. A ring is then defined as
edges (e1 , e2 , ..., en ) with a vertex sequence of
(v1 , v2 , ..., vn , v1 ) where the first and last vertex is same and n is the size of the ring. All
rings were detected by performing backtracking, 46 that recursively keeps track of the set of
edges that have already been explored for rings.
The clusters nomenclature were done by sorting all smallest unique rings in decreasing order
and adding the largest ring (not necessarily the
smallest) at the end based on the size. Note
that all ring sizes greater than 16 atoms (at
least 8 water molecules) were discarded. The
addition of largest ring at the end is required
to distinguish rings connected via a single atom
or multiple atoms leading to loose and compact
geometry respectively. For example, a tricycle
hexamer shown as Figure 4f has three unique
rings of size 10, 10, and 8, and the largest ring
of size 13. Thus, the cluster is named 10-10-813

5.3

3
4
1
3X X
(cos(θij ) + )2
q =1−
8 i=1 j=i+1
3
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Abstract: Computational prediction of Protein-Ligand Interaction (PLI) is an important step in the
modern drug discovery pipeline as it mitigates the cost, time, and resources required to screen novel
therapeutics. Deep Neural Networks (DNN) have recently shown excellent performance in PLI
prediction. However, the performance is highly dependent on protein and ligand features utilized for
the DNN model. Moreover, in current models, the deciphering of how protein features determine the
underlying principles that govern PLI is not trivial. In this work, we developed a DNN framework
named SSnet that utilizes secondary structure information of proteins extracted as the curvature
and torsion of the protein backbone to predict PLI. We demonstrate the performance of SSnet by
comparing against a variety of currently popular machine and non-Machine Learning (ML) models
using various metrics. We visualize the intermediate layers of SSnet to show a potential latent space
for proteins, in particular to extract structural elements in a protein that the model finds influential
for ligand binding, which is one of the key features of SSnet. We observed in our study that SSnet
learns information about locations in a protein where a ligand can bind, including binding sites,
allosteric sites and cryptic sites, regardless of the conformation used. We further observed that SSnet
is not biased to any specific molecular interaction and extracts the protein fold information critical
for PLI prediction. Our work forms an important gateway to the general exploration of secondary
structure-based Deep Learning (DL), which is not just confined to protein-ligand interactions, and as
such will have a large impact on protein research, while being readily accessible for de novo drug
designers as a standalone package.
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1. Introduction
Diverse biological processes are dictated by ligand-induced conformational changes
in target proteins. Modern medicine has harnessed the ability to control protein structure
and function through the introduction of small molecules as therapeutic interventions to
diseases. Despite the importance of Protein-Ligand Interactions (PLI) in medicine and biology and keen insight into the multitude of factors governing ligand recognition, including
hydrogen bonding [1,2], π-interactions [3], and hydrophobicity [4], the development of
robust predictive PLI models and validation in drug discovery remains challenging.
Reliance on experimental methods to identify and confirm PLIs is time-consuming
and expensive. In contrast, computational methods can save time and resources by filtering
large compound libraries to identify smaller subsets of ligands that are likely to bind to
the protein of interest. In this manner, reliable PLI predictive algorithms can significantly
accelerate the discovery of new treatments, eliminate toxic drug candidates, and efficiently
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guide medicinal chemistry [5]. Currently, Virtual Screening (VS) is commonly used in
academia and industry as a predictive method of determining PLI. Broadly, VS can be
divided into two major categories: Ligand Based Virtual Screening (LBVS) and Structure
Based Virtual Screening (SBVS) [6]. LBVS applies sets of known ligands to a target of
interest and is, therefore, limited in its ability to find novel chemotypes. In contrast,
SBVS uses the 3D structure of a given target to screen libraries, thereby improving its
utility in identifying novel therapeutics [7]. Over the last few decades, many classical
techniques, such as force field, empirical, and knowledge-based [5] PLI predictions, have
been developed, with limited success. Often, these methods show low performance and, in
some cases, even discrepancies when compared with experimental bioactivities [8]. Even
successful methods are often limited by a requirement of high resolution protein structures
with detailed information about the binding pocket [9].
The advent of Machine Learning (ML) and Deep Learning (DL) approaches have
created a path towards solving previously challenging unsolved problems in biology and
chemistry [10–17]. Various reviews summarize the application of ML/DL in drug design
and discovery [18–22]. ML-based PLI prediction has been developed from a chemogenomic
perspective [23] that considers interactions in a unified framework from chemical space and
proteomic space. Some notable examples are: Jacob and Vert [24] used tensor-product-based
features and applied Support Vector Machines (SVM); Yamanishi et al. [25] minimized
Euclidean distances over common features derived by mapping ligands and proteins;
Wallach et al. [26] used a 3D grid for proteins along with 3D convolutional networks;
Tsubaki et al. [27] used a combination of convolutional network for proteins and graph
network for ligands; Li et al. [28] used Bayesian additive regression trees to predict PLI; and,
lastly, Lee et al. [29] applied DL with convolution neural networks on protein sequences.
While these methods provide novel insights for PLI, they do not provide a solid framework
for direct application in drug discovery.
End-to-end learning, a powerful ML/DL technique, has gained interest in recent years
since once the model is trained the users are only required to provide standard protein and
ligand descriptors as input [30]. The end-to-end learning technique involves (i) embedding
inputs to lower dimensions, (ii) formulating various neural networks depending on the
data available, and (iii) using backpropagation over the whole architecture to minimize
loss and update weights. An example of an end-to-end learning model that has achieved
high level of accuracy in PLIs prediction is GNN-CNN [27]. Tsubaki et al. [27] were able
to achieve a remarkable accuracy with only primary sequence information and without
any structural insight. However, PLI is highly dependent on the structural assembly of the
protein [1–4]. Since predicting structure of protein from the primary sequence is still an
unsolved problem, the ability of the ML/DL to understand structural elements and predict
PLI with respect to the ensemble is limited. However, current protein structure-based
ML/DL methods for PLI predictions achieve low accuracy as they suffer from three major
limitations: (i) absence of high resolution structures of protein-ligand pairs for training,
(ii) the 3D grid for the target can form a huge and sparse matrix, which hinder ML/DL
models to learn and predict PLI, and (iii) techniques are sensitive to the method employed
to represent ligand structure, diverse methods have been reported [31–34] and selection of
the optimal ligand representation can be challenging.
Strategies to overcome these limitations have largely focused on developing new
methodologies to reduce target and compound structure space to 1D representations,
thereby providing a dense framework for ML/DL to operate on a small number of input
features. Reduction of 3D protein structure information into 1D allows the machine to
efficiently learn 3D space features of the protein secondary structure, which are required for
ligand interaction. This information, when combined with the way a convolution network
considers the input space, makes the model unbiased towards the protein conformation,
thereby not being limited by the existence of high-resolution protein-ligand structures
adequate for PLI prediction. This feature can solve a major drawback for most virtual
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screening methods since only a limited portion of the proteins’ conformational space can
be crystalized.
Herein, we outline a new ML-based algorithm termed SSnet for the prediction of
PLIs. SSnet uses a 1D representation based on the curvature and torsion of the protein
backbone. Mathematically, curvature and torsion are sufficient to reasonably represent
the 3D structure of a protein [35] and, therefore, contain compact information about
its function and fold. Further, curvature and torsion are sensitive to slight changes in
the secondary structure, which are a consequence of all atom interactions, including
side-chains. These characteristics position SSnet to outperform existing methods of PLI
prediction to rapidly curate large molecular libraries to identify a subset of likely highaffinity interactors. As outlined below, corresponding analyses are carried out to show the
robustness and versatility of our new model. We analyzed the model using the Grad-CAM
to visualize heatmaps of the activation from the neural network that maximally excite the
input features [36]. The input features can then be used to highlight on the protein 3D
structure the residues that maximally influenced the predicted score.
In the methods and rationale section, we demonstrate how the secondary structure
of proteins is used in the ML/DL framework. We discuss the representation of ligands
following the introduction of SSnet model, possible evaluation criteria, its merits and
demerits. We discuss the datasets used in this work to validate and train SSnet. In the results
section, we first select the ligand descriptor to be used in SSnet. We validate SSnet trained
on two models named: SSnet:DUD-E, a model trained on DUD-E, [37] and SSnet:BDB,
a model trained on the BDB [38] for general application. The applicability as a VS tool
is demonstrated by using enrichment factor. We further show the applicability of SSnet
for a virtual screening task through its high AUCROC and EF score, while maintaining a
lack of conformational bias allowing it to find ligands for cryptic proteins and visualize
important residues considered by SSnet. In the discussion section, we outline some key
conclusions observed from SSnet and its limitations. The conclusion section outlines a
way to incorporate SSnet into the drug-design workflow, as well as provides a future
perspective.
2. Methods and Rationale
2.1. Representation of Proteins
Protein structures exhibit a large conformational variety. Many automated and manual
sorting databases, like SCOP [39], CATH [40], DALI [41], and programs, like DSSP [42],
STRIDE [43], DEFINE [44], KAKSI [45], etc., have provided protein classifications based on
the secondary structure. However, these classifications often conflict with each other [46].
A more promising approach to determine protein fold based on secondary structure has
been introduced by Ranganathan et al. [35] and Guo and Cremer [47] coined Automated
Protein Structure Analysis (APSA). The original idea behind APSA is based on the Unified
Reaction Valley Approach (URVA) developed by Kraka et al. [48], where a reaction path
is characterized by its arc length, curvature, and torsion. Inspired by the representation
of features in APSA, we explored if and how we can utilize a similar secondary structure
characterization in ML/DL approaches for PLI prediction.
A protein can be represented by the α carbons (CA atoms) of the backbone as it defines
a unique and recognizable structure, especially for protein categorization [49]. In fact, a
significant amount of information about the protein is embedded in the secondary structure
elements, such as helices, β sheets, hairpins, coils, turns, etc. Therefore, utilization of these
parameters should retain adequate information to train a ML/DL approach.
The secondary structure information can be retrieved by a smooth curve generated by
a cubic spline fit of the CA atoms. Figure 1a shows the arc length s, scalar curvature κ, and
scalar torsion τ which define the 3D curve r(s). The scalar curvature κ is expressed as a
function of arc length s
κ (s) = |r00 (s)|
(1)
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and the scalar torsion
τ (s) =

hr0 (s), r00 (s), r000 (s)i
,
|r00 (s))|2

(2)

where | · | is the norm and h·i is the vector triple product. A protein can then be represented
by considering the curvature and torsion at the anchor points (locations of CA) forming
a 1D vector with twice the the number of amino acids [35,47]. We limit the number of
protein chains to 6 and the number of amino acids per chain as 1500 to have consistent
input size. Thus, the input size is (9000, 2), i.e., 6 × 1500 for curvature and the same for
torsion. The databases used for compiling PLI data for training and testing the models
mostly contained 6 chains or lower and 1500 amino acids or lower; therefore, 6 chains and
1500 residues already encompass a large amount of proteomic space that might influence
ligand binding. Furthermore, DNN can be optimized by having the most dense training
and testing dataset; thus, 6 chains and 1500 amino acids were used to include the largest
amount of data, while ensuring that the input is mostly dense.
Figure 1b shows the decomposition of a protein found in Conus villepinii (PDB ID—
6EFE) into scalar curvature κ and torsion τ, respectively. The residues 5 through 10 show
a near ideal α helix type secondary structure, which is represented as an oscillation of τ
with smooth κ. Similarly, the turn (residues 15 to 17) and a non-ideal α helix (residues 20
to 25) are captured in the decomposition plot via unique patterns. Because the curvature
and torsion information of the secondary structure of proteins are encoded as patterns, ML
techniques may be powerful tools to predict PLI through efficiently learned representations
of these patterns. More specifically, we hypothesize that, using convolution, varying sized
filters may be excellent pattern matching methods for discerning structure from these
decomposition plots. More analysis on protein representation is provided in the subsection
SSnet model.
𝜏
τ
κ

b("% )
t("% )

n("% )

P2

curve
r(s)
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1.0

binomial vector
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0.5

0
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−0.5

0

a)

5
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15
Residue count
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Figure 1. (a) The tangent vector t, normal vector n, and the binormal vector b of a Frenet frame at
points P1 and P2 , respectively, for a curve r(s). (b) Representation of protein backbone in terms of
scalar curvature κ and torsion τ, respectively. The ideal helix, turn, and non-ideal helix is shown in
orange, cyan, and magenta, respectively. The curvature and torsion pattern captures the secondary
structure of the protein.

2.2. Representation of Ligands
A molecule can be represented by the SMILES string, which represents its various
bonds and orientations. However, the SMILES string encodes dense information making
it difficult for an algorithm to decipher and learn chemical properties. A number of alternative representations for ligands have been proposed that model varying aspects of
the ligand in a more machine readable format. The hope is that ML algorithms can more
effectively use these representations for prediction. Since ligand representation is an ongoing research topic, we consider four different methods: CLP [31], GNN [34], Avalon [32],
and ECF [33]. CLP was generated by the code provided by Gómez-Bombarelli et al. [31];
Avalon and ECF were generated from RDKit [50]; and GNN was implemented as proposed
by Tsubaki et al. [27], where we replace the first dense network in Figure 2 by a graph
neural network.
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Figure 2. SSnet model. The curvature and torsion pattern of a protein backbone is fed through
multiple convolution networks with varying window sizes as branch convolution. Each branch
further goes through more convolution with same window size (red, orange, green, and light blue
boxes). A global max pooling layer is implemented to get the protein vector. The ligand vector is
directly fed to the network. Each double array line implies a fully connected dense layer. The number
inside a box represents the dimension of the corresponding vector. In the case of GNN, the ligand
vector is replaced by a graph neural network as implemented by Tsubaki et al. [27].

2.3. Ssnet Model
Figure 2 shows the SSnet model developed in this work. Here, we provide a general
overview of the network, and more details about its specific design operation are given
in the later part of this section. As denoted in the left upper branch of Figure 2, after
conversion into the Frenet-Serret frame and the calculation of curvature κ and torsion τ, κ
and τ data (i.e., decomposition data) is fed into the neural network. We denote this input
as a 2D matrix (1D vector with curvature and torsion reshaped to contain curvature in one
row and torsion in the other), X(0) , where each column represents a unique residue and the
rows corresponding the curvature and torsion. The first layer is a branch convolution with
varying window sizes. That is, each branch is a convolution with a filter of differing length.
We perform this operation so that patterns of varying lengths in the decomposition plot
can be recognized by the neural network. Each branch is then fed to more convolutions
of same window size. This allows the network to recognize more intricate patterns in
X(0) that might be more difficult to recognize with a single convolution. The output of
these convolutional branches are concatenated, pooled over the length of the sequence,
and fed to a fully connected dense layer. The rightmost upper branch of Figure 2 shows
a ligand vector which is generated and fed to a fully connected dense layer. The output
of this layer is typically referred to as an embedding. Intuitively, this embedding is a
reduced dimensionality representation of the protein and ligand. The outputs of the
protein embedding and the ligand embedding are then concatenated and fed to further
dense layers to predict the PLI.
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The convolutional network in this research uses filter functions over the protein vector
X . To define the convolution operation more intuitively, we define a reshaping operation
as follows:


(0)
(0)
ci = flat Xrow=i:i+K,∀col ,
(0)

where the flattening operation reshapes the row of X(0) from indices i to i + K to be a
(0)

column vector ci . This process is also referred to as vectorization. The size of the filter
will then be of length K. We define the convolution operation as:
(1)

(0)

(0)

Xrow=i,∀col = f (Wconv ci

(0)

+ bconv ),

(3)
(0)

where f is a function known as the rectified linear unit (ReLU), Wconv is the weight matrix,
and

(0)
bconv

is the bias vector. This operation fills in the columns of the output of the
(1)

(0)

convolution, Xrow=i,∀col (also called the activation or feature map). Each row of Wconv is

considered as a different filter, and each row of X(1) is the convolutional output of each of
these filters. These convolutions can be repeated such that the nth activation is computed as:


(n)
(n)
ci =flat Xrow=i:i+K,∀col
.
(4)
(n)
( n −1) ( n −1)
( n −1)
Xrow=i,∀col = f (Wconv ci
+ bconv )
We, in our SSnet model, use four different branches with filter sizes of κ = 5, 10, 15,
(N)
and 30. The final convolutional activations for layer N can be referred to as Xκ , where
(N)

κ denotes the branch. The activation Xκ

is often referred to as the latent space because
(N)

it denotes the latent features of the input sequence. The number of columns in Xκ is
dependent upon the size of the input sequence. To collapse this unknown size matrix into
(N)

a fixed size vector, we apply a maximum operation along the rows of Xκ . This is typically
referred to as a Global Max Pooling layer in neural networks and is repeated R times for
(N)

each row in Xκ :


(N)
max Xκ,row=1,∀col



(N)


 max Xκ,row=2,∀col 
dκ = 
,



 ...



(5)

(N)

max Xκ,row= R,∀col

where dκ is a length R column vector regardless of the number of columns in the latent
(N)

space Xκ . This maximum operation, while important, has the effect of eliminating much
of the information in the latent space. To better understand the latent space, we can further
(N)

process Xκ to understand how samples are distributed. For example, a simple operation
would be to define another column vector v that denotes the total variation in each row of
the latent space:





(N)
(N)
max Xκ,row=1,∀col − min Xκ,row=1,∀col





(N)
(N)


 max Xκ,row=2,∀col − min Xκ,row=2,∀col 
vκ = 
(6)
.




 ...


(N)
(N)
max Xκ,row= R,∀col − min Xκ,row= R,∀col

The concatenation of vectors d and v help elucidate how the samples are distributed
in the latent space. As such, we can use these concatenated vectors as inputs to a fully
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connected dense layer which can learn to interpret the latent space. This output is referred
to as the embedding of the protein, yprot , and is computed as
T
T
T
T
T
T T
yprot = f (Wprot · [d5T , v5T , d10
, v10
, d15
, v15
, d20
, v20
] + bprot ),

(7)

where Wprot is the learned weight matrix, and bprot is the bias vector of a fully connected
network.
The method described above is similar to a technique recently used in speech verification systems, where the window sizes need to be dynamic because the length of audio
snippet is unknown [51,52]. In speech systems, the latent space is collapsed via mean and
standard deviation operations, and the embeddings provided for these operations are
typically referred to as D-Vectors [51] or X-Vectors [52]. In proteins, we have a similar
problem as the length of the decomposition sequence to consider the active site(s) of protein
is dynamic and of unknown sizes. By including the window sizes of 5, 10, 15, and 20
(number of residues to consider at a time), we ensure that the network is able to extract
different sized patterns from backbones of varying length.
After embedding the protein and the ligand, we concatenate the vectors together and
feed them into the final neural network branch, resulting in a prediction of binding, ŷ,
which is expected to be closer to “0” for ligands and proteins that do not bind and closer to
“1” for proteins and ligands that do bind. This final branch consists of two layers:




T
T
ŷ = σ W2 · f W1 · [yprot
, yligand
, ] T + b1 + b2 ,
(8)
where σ refers to a sigmoid function that maps the output to [0, 1]. If we denote the ground
truth binding as y, which is either 0 or 1, and denote all the parameters inside the network
as W, then the loss function for the SSnet model can be defined as binary cross entropy,
which is computed as:
l (W) = −

1
M

M

∑[yi · log(ŷi ) + (1 − yi ) · log(1 − ŷi )],

(9)

i

where M is the number of samples in the dataset. By optimizing this loss function the neural
network can learn to extract meaningful features from the protein and ligand features that
relate to binding. At first, all weights are initialized randomly and we use back propagation
to update the parameters and minimize loss. All operations defined are differentiable,
including the collapse of the latent space with Global Max Pooling such that errors in the
loss function can back propagate through the network to update all parameters, including
the convolutional operations.
The hyperparameters optimized for the model and speed of execution are provided in
Section 1 of the supporting information.
2.4. Grad-CAM Method for Heatmap Generation
A neural network generally exhibits a large number of weights to be optimized so
that complex information can be learned; however, some of this information could be
irrelevant to a prediction task. For example, consider the task of identifying if a certain
image contains a horse or not. If all horse images also contain a date information on the
image and images without horse do not contain date information, the machine will quickly
learn to detect the date rather than the goal object (a horse in this case). Therefore, it is
essential to verify what a neural network considers “influential” for classification after
training. Selvaraju et al. [36] proposed a Gradient-weighted Class Activation (Grad-CAM)based method to generate a heatmap which shows important points in the feature data,
based on a particular class of prediction. That is, this method uses activations inside the
neural network to understand what portions of an image are most influential for a given
classification. In the context of protein structures, this method can help to elucidate which
portions of the decomposition plot are most important for a given classification. These
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influential patterns in the decomposition plot can then be mapped to specific sub-structures
in the protein.
Grad-CAM is computed by taking the gradient weight αk for all channels in a convolutional layer as
1
δŷ
αk = ∑ − ( N )
,
(10)
Z i
δX
row=k,col=i

where k is the row in the final convolutional layer, Z is a normalization term, X( N ) is the
activation of the final convolutional layer, and ŷ is the final layer output. The heatmap S is
then computed by the weighted sum of final layer activations:
Si =

1
Smax

(N)

∑ αk Xrow=k,col=i .

(11)

k

This heatmap S specifies the important portions in the input sequence that are most
responsible for a particular class activation. For each convolutional branch, we can apply
this procedure to understand which portions of the input decomposition sequence are
contributing the most, according to each filter size K = 5, 10, 15, 20. In this way, we can
then map the most influential portions onto locations on the backbone of the protein. To
the best of our knowledge, this procedure has never been applied to protein (or ligand)
structures because Grad-CAM has been rarely applied outside of image processing.
2.5. Evaluation Criteria
The evaluation criteria for PLI are generally presented by the area under the curve of
the receiver operating characteristics (AUCROC) [53], Boltzmann-Enhanced Discrimination
(BEDROC), and enrichment factor (EF) [54,55]. AUCROC is primarily used to measure
the accuracy of the prediction, while both BEDROC and EF measure the early enrichment
of true active ligands. To test the accuracy, the receiver operating characteristic curve,
which is the plot of true positive rate versus false positive rate, is integrated to get the
AUCROC. Thus, AUCROC greater than 0.5 suggests that the model performs better than
chance. However, AUCROC is not suited for the comparison of models regarding the
enrichment of a ranked list with true actives. This problem can be easily illustrated by
taking as example two dummy models, A and B. Model A places half of true actives as the
top ranking ligands with the other half not recognized as active, while model B randomly
ranks the true actives throughout the dataset. In both cases, the AUCROC remains the
same, while, from a practical perspective, model A is better than model B [56].
Complementary to AUCROC, EF and BEDROC allow the model to be examined
considering its ability to enrich the top ranked ligands. A large number of studies have
employed EF to test their models [57,58], and, for this reason, values for EF can be easily
obtained from the literature. In the present study, only EF is used to compare different
models to test the enrichment. EF is defined as
EFX% =

Compoundsselected /NX%
,
Compoundstotal /Ntotal

(12)

where NX% is the number of ligands in the top X% of the ranked ligands. EF, thus, considers
an estimate on a random distribution for how many more actives can be found within the
early recognition threshold.
2.6. Datasets
Most state-of-the-art models for PLI predictions use human and C. elegans created by
Liu et al. [59] The positive PLIs for these datasets are considered from DrugBank 4.1 [60]
and Matador [61]. The negative PLIs were considered by using ligands for proteins that
are dissimilar to the target in query. The human dataset contains 852 unique proteins
with at least one positive or negative PLI instance. One thousand and fifty-two unique
compounds that bind to these target proteins (one-to-one, one-to-many, and many-to-many)

Int. J. Mol. Sci. 2021, 22, 1392

9 of 27

account for 3369 positive interactions. Similarly, C. elegans dataset contains 1434 and 2504
unique proteins and compounds, respectively, for a total of 4000 positive interactions.
Experimental setting suggested by Tabei and Yamanishi [62] was used such that the ratio
of positive to negative interactions used for the training were 1:1, 1:3, and 1:5. A five-fold
cross validation was performed for evaluation.
Although humans and C. elegans dataset provides good benchmarking against other
ML approach for PLI prediction, it does not contain enough PLI instances for use in real
world application. Database of Useful Decoys:Enhanced (DUD-E) dataset provides a large
number of PLI instances along with computationally generated decoys as the negative PLI
instances. More specifically, DUD-E contains 22,886 positive PLIs and 1.4 million decoy
over 102 target proteins. The 102 target proteins in DUD-E were divided into 72 and 30
for training and testing, respectively. Each target proteins in DUD-E contains 224 active
ligands for each of which 50 decoys that have similar 1D physico-chemical properties,
employed to remove bias against dissimilar 2D topology. These decoys are unlikely to
bind and, therefore, were considered as negative interactions. The net total interactions
considered for training were approximately 16 thousand positive PLI and 1 million decoys
(negative PLI). In lieu of balancing data, the negative PLIs were dynamically constructed by
randomly selecting from 1 million decoys to match the number of positive in each iteration.
This trained model is termed SSnet:DUD-E. A schematic representation of the model is
shown in Figure S8.
The decoys generated computationally faces the problem of false negatives; therefore,
an experimental dataset could be more reliable for SSnet. We considered the BindingDB
(BDB) dataset, [38] which is a public, web-accessible database of measured experimental
binding affinities and contains around 1.3 million data records. We created a database by
considering the following properties for each data entry.
1.
2.
3.

The target has PDB ID cross-referenced as 3D structure. The first annotated structure
is taken as reference PDB file.
The ligand has SMILES representation in the entry.
Record has IC50 value (a measure of strength of binding) and is either less than x
(active) or greater than y (inactive).

The values for x assessed were 10 nM, 25 nM, and 100 nM, while the values for y
assessed were x nM or 10,000 nM. The preliminary analysis showed that x = 100 nM and
y = 10,000 nM provides the best balance between AUCROC and EF1 % for PLI prediction
and as such, this dataset was termed as SSnet:BDB (Figure S11). The dataset contains
4806 unique proteins, and 539,799 (358,023 active and 198,225 inactive) unique PLIs. The
dataset was divided similar to DUD-E dataset: 52 proteins for testing and 4754 proteins
for training the model. In order to avoid biases due to over-fitting to specific targets, the
4754 proteins considered for training set have less than 75% sequence similarity to the
targets in test sets from both DUD-E and BDB datasets. This allows us to confidently
test the SSnet:BDB in DUD-E test set. However, the same leniency cannot be applied for
SSnet:DUD-E due to its limited target size.
To access an independent dataset, we utilized maximum unbiased validation (MUV)
dataset created by Rogers and Hahn [33]. The MUV dataset is generated from PubChem
bioactivity by considering actives that are maximally separated in chemical space to avoid
over-representation of physiochemical features. For each target in the MUV dataset, a set
of decoys was generated with the aim of avoiding analog bias and artificial enrichment.
We trimmed the 9 targets as used by Ragoza et al. [63] for valid comparison that contains
30 actives and 15,000 decoys for each target.
3. Results
Computational methods to predict PLI are often limited by a lack of accurate 3D
structures of the regulatory conformation of a target of interest, or by time-consuming
calculations of diverse protein and ligand conformations. Thus, there is a need for a
predictive PLI platform that is both rapid and able to function independent of the target
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protein conformation. Towards this aim, we have employed an ML/DL-based approach
(SSnet) based on the curvature and torsion of a protein backbone to develop a predictive
PLI algorithm capable of screening 1-billion+ compounds in a manner of days. Specifically,
SSnet requires only 18 min for computation of one million PLIs to a target using GPU
(NVIDIA P100 based on Pascal architecture) accelerated node with Intel Xeon E5-2695v4
2.1 GHz 18-core Broadwell processors and 30 min for ten thousand compounds without
GPU acceleration. Herein, we first compare SSnet on various computational datasets, such
as humans, C.elegans, and DUD-E. Then, we benchmark SSnet by training on completely
experimental dataset BDB and compared against state-of-the-art ML/DL PLI algorithms.
Lastly, to demonstrate the utility and accuracy of SSnet, we employ the Grad-CAM visualization approach to extract structural features most important to ligand recognition and
binding. The Grad-CAM approach both validates the SSnet approach but can also function
as a guide to couple ML-based PLI prediction to downstream analysis using traditional
docking-based approaches. Grad-CAM analysis reveals that SSnet can accurately identify
regulatory binding sites within protein targets of interest. Importantly, the ability of SSnet
to identify these sites is independent of protein conformation and is able to identify cryptic
and allosteric sites without prior information of their regulatory roles. In this manner,
we demonstrate that SSnet mitigates many of the limitations of alternative predictive PLI
approaches, while retaining high accuracy and speed.
3.1. Selection of Ligand Representation
A key bottleneck in development of PLI prediction is the selection of the optimal representation of ligand structure. Several methods of reducing ligand representation to ML/DL
methods have been developed. Gómez-Bombarelli et al. [31] created a model to generate
Continuous Latent Space (CLP) from sparse Simplified Molecular-Input Line-Entry System
(SMILES) strings (i.e., a string representation of a molecule) based on a variational autoencoder similar to word embedding [64]. Scarselli et al. [34] proposed a Graph Neural Network (GNN) to describe molecules. Rogers and Hahn [33] proposed Extended-Connectivity
Fingerprints (ECF), which include the presence of substructures (and, therefore, also includes stereochemical information) to represent molecules. Riniker and Landrum [32]
proposed a fingerprint based on substructure and their similarity (Avalon). Since a vectorized representation of protein structure has not been implemented prior to this study, we
tested various ligand representations of ligands to find the most suitable and accurate for
SSnet. Specifically, we evaluated two traditional ligand fingerprint methods: ECF [33] and
Avalon [32], as well as two state-of-the-art ML-based descriptors: GNN [34] and CLP [31].
Table 1 shows the performance of SSnet for the human dataset (1:1 positive to negative)
and DUD-E dataset (unbalanced dataset). The GNN descriptor is based on convolution
neural networks which require ample amount of data to make sense of the spatial information provided to the model. The descriptor method might also suffer if essential
information, such as functional groups, are deeply embedded in the input data and are not
directly accessible to the network. This might be one of the reasons for a lower performance
of GNN in terms of AUCROC when compared to ECF and Avalon. CLP gives an AUCROC
score of 0.966 and 0.905 for humans and DUD-E datasets, respectively. CLP is based on
autoencoder which is trained to take an input SMILES string, converts it to a lower dimension, and reproduces the SMILES string back. In this way, CLP is able to generate a lower
dimensional vector for a given SMILES string. However, relevant information required for
the prediction of PLI might not be preserved which explains its low accuracy when used
for SSnet. ECF and Avalon have similar AUCROC scores as they both directly provide the
information of the atoms and functional groups by considering substructures of a ligand.
This implies that the backbone pattern can be best matched with fingerprints that provide
substructure and functional group information. We observe the best performance when
using ECF, particularly when considering unbalanced dataset of DUD-E.
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Table 1. Model comparison on the human and DUD-E datasets for various ligand descriptors.

Ligand Descriptor
Avalon
ECF
CLP
GNN

AUCROC
Human

DUD-E

0.982
0.982
0.966
0.944

0.968
0.974
0.905
0.972

Convolutional neural networks (CNN) have to update a large number of weights and,
therefore, require a large amount of data instances (number of unique PLIs). However,
in the human and C. elegans datasets, the number of instances are insufficient, causing
SSnet to overfit (Figure S3). To overcome this problem, we ignored the convolution layer
and directly fed the proteins’ curvature and torsion to the fully connected dense layer
making it similar to ligand vector shown in Figure 2. This helps in reducing the number of
weights to be optimized and decreases the chance of overfitting. These approaches were
unnecessary for DUD-E since it contains sufficient instances of data for ML to learn. We
note that the approach of removing CNN would still provide a fair comparison of the
protein representation compared to other methods. The AUCROC scores are the highest
for both humans and DUD-E dataset of 0.982 and 0.974, respectively, with ECF, thus being
selected as the ligand descriptor for SSnet.
3.2. SSnet Compared on Computational Datasets
Evaluation of the accuracy of PLI prediction platforms can be complicated by numerous factors, including but not limited to: training set bias as mentioned in the Datasets
section; lack of true negative instances (computationally-generated decoys), as is the case
for DUD-E, humans and C. elegans datasets; and, poor comparison metric for end-user,
specifically AUCROC which measures overall accuracy without any information pertaining
to usability. To provide a clear demonstration of usability, both AUCROC and EF, have been
employed to evaluate algorithm accuracy, as well as usability. To alleviate any potential bias
in SSnet optimization, we trained SSnet on the same dataset as found in the existing literature for direct comparison against models compared. We also retrained the state-of-the-art
existing model: GNN-CNN on a larger dataset DUD-E to obtain direct comparisons.
We compared SSnet with PLI specific methods: BLM [65], RLS-avg and RLS-Kron [66],
KBMF2K-classifier, KBMF2K-regression [67], and GNN-CNN [27] with the same experimental setting as Liu et al. [59] as shown in Figure 3. It is important to note that BLM,
RLS-avg, RLS-Kron, KBMF2K-classifier, and KBMF2K-regression are modeled on properties, such as the chemical structure similarity matrix, protein sequence similarity matrix,
and PLI matrix. Despite such pre-organized inputs, SSnet was able to outperform in terms
of AUCROC (Figure 3). On the other hand, the GNN-CNN model uses a graph neural
network for ligands and convolutional neural network for protein sequences. The applicability range of GNN-CNN is superior as it requires only sequence information for a protein
compared to SSnet which requires 3D information. However, since the input description of
GNN-CNN model limits the model’s capability to extract crucial information embedded in
the secondary structure, SSnet outperforms GNN-CNN as demonstrated in Figure 3.
Table 2 shows the comparison of various traditional ML models on the human and
C. elegans datasets. SSnet outperforms other models in both balanced (1:1) and unbalanced
(1:3, as well as 1:5) datasets. This suggests that SSnet is robust and is able to generalize
information about the protein and ligand pairs.
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1.00

AUCROC

0.98
0.96

humans
C.elegans

0.94
0.92
0.90
0.88
0.86

BLM

RLS-ave RLS-kron KBMF2K GNN-CNN SSnet

Figure 3. Model comparison on various Protein-Ligand Interaction (PLI)-specific methods with area
under the curve of the receiver operating characteristics (AUCROC). The red color represents SSnet
trained on humans dataset, and cyan color for C.elegans, respectively.
Table 2. Data comparison (AUCROC) on balanced and unbalanced datasets.

Dataset

k-NN

RF

L2

SVM

GNN-CNN

SSnet

humans (1:1)
humans (1:3)
humans (1:5)
C. elegans (1:1)
C. elegans (1:3)
C. elegans (1:5)

0.860
0.904
0.913
0.858
0.892
0.897

0.940
0.954
0.967
0.902
0.926
0.928

0.911
0.920
0.920
0.892
0.896
0.906

0.910
0.942
0.951
0.894
0.901
0.907

0.970
0.950
0.970
0.978
0.971
0.971

0.984
0.978
0.976
0.984
0.983
0.983

Note: k-nearest neighbour (k-NN), random forest (RF), L2-logistic (L2), and SVM results were obtained by
Liu et al. [59].

SSnet was trained with the DUD-E dataset, referred as SSnet:DUD-E. The AUCROC
is shown in Figure 4 compared against smina, AtomNet, 3D-CNN, and GNN-CNN. The
training dataset contains around 16,000 actives and 1 Million computationally generated
decoys. Since we cannot test SSnet against non-ML approaches fairly when trained on
a small and limited dataset of humans and C. elegans, DUD-E provides a much fairer
dataset for SSnet to compete with the traditional approaches. However, DUD-E dataset is
not balanced, and, to tackle this issue, we trained the model by dynamically constructing
balanced datasets. This was achieved by selecting all the actives and randomly selecting
equal number of decoys for each iteration. A schematic representation of the model is
shown in Figure S8. This procedure helps mitigate any bias that SSnet might have towards
a subset of inactives.

1.00

AUCROC

0.95
0.90
0.85
0.80
0.75
0.70
0.65

Vina

Smina

AtomNet 3D-CNN GNN-CNN SSnet

Figure 4. Model comparison of various non-Machine and Machine Learning (ML) methods
for the DUD-E dataset. The AUCROC score for the methods mentioned are derived from the
literature [26,27,63]. SSnet here is trained on the DUD-E dataset.
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We compared SSnet:DUD-E with vina [68] and smina [69] as traditional docking
methods and Atomnet [26], 3D-CNN [63], and GNN-CNN [27] as some of the highest
performing ML models. Figure 4 shows that SSnet:DUD-E outperforms in the average
AUCROC score when trained on DUD-E dataset against the most common VS methods available. Similarly, we also compared ML approaches reported for DUD-E dataset.
SSnet:DUD-E outperforms Atomnet, 3D-CNN, and GNN-CNN despite using 1D representation of protein structure. Atomnet is an ML model that considers vectorized versions
of 1 Å 3D grids as input vectors for a protein-ligand complex (Note: Atomnet requires
3D information of protein-ligand complexes.). A DNN framework is built based on 3D
convolutional layers to predict binary PLI. Similar to Atomnet, 3D-CNN also takes fixed
size 3D grid (24 Å) from the centre of the binding site (requires protein-ligand complex)
as input which is converted to density distribution around the centre of each atom. These
information are then fed to a convolutional neural network to predict PLI. Atomnet and
3D-CNN are based on all atoms in the protein ligand complex. Although a satisfactory
information is provided to the model, the large number of input features create noise which
makes binary prediction of PLI challenging. With limited amount of information, SSnet
was able to outperform all these models in terms of AUCROC with an average score of
0.974. These results suggest that curvature and torsion information accumulates compact
information for PLI prediction tasks. The learning curve of loss over epochs is shown as
Figure S7a.
As GNN-CNN is currently the best performing ML/DL for PLI prediction, we compared AUCROC of SSnet by training GNN-CNN (GNN-CNN:DUD-E) following the protocol outlined by Tsubaki et al. [27] on the same dataset as SSnet. Vina and 3D-CNN results
were obtained by Ragoza et al. [63], and the results for the four methods are tabulated
in Table S6. On the DUD-E test set, SSnet:DUD-E performs the best with average AUCROC of 0.97, closely followed by GNN-CNN with 0.96 (Table S6). However, there has
been criticism against ML models trained on DUD-E dataset regarding overfitting to the
dataset. One of the key criticism of the DUD-E test set is that models trained on DUD-E
can easily distinguish active and inactive ligands based on physiochemical properties
[70]. For example, Sieg et al. [71] reported that the distributions of MW beyond 500 Da
between actives and decoys in DUD-E were mismatched. Further studies have shown
that the actives and decoys against the same target can be easily differentiated based on
fingerprint [71–74]. To avoid falling into the pitfalls outlined above, we have tackled these
issues by validating the DUD-E trained model using an external dataset. The aim is to
show that the features learned by SSnet are not a direct outcome of differences in ligand
fingerprints between active and decoys. SSnet:DUD-E is better than GNN-CNN:DUD-E
with an average AUCROC of 0.67 versus 0.60 of GNN-CNN:DUD-E (Table S8).
Rogers and Hahn [33] generated maximum unbiased validation (MUV) dataset from
PubChem bioactivity by considering actives that are maximally separated in chemical
space to avoid over-representation of physiochemical features. For each target in the MUV
dataset, a set of decoys was generated with the aim of avoiding analog bias and artificial
enrichment, two primary causes of overly optimistic predictions in virtual screening. The
overall performance across all the targets is essentially random for all methods. The poor
performance of various methods over MUV can be attributed to the way MUV creates
actives and decoys. Figure S9 shows that SSnet:DUD-E performs equivalent or slightly
better than random chance, which is equivalent to or better than the other methods shown.
Thus, further discussion of SSnet:DUD-E performance on MUV does not provide any
valuable insight.
Table S7 shows the performance of SSnet:DUD-E compared to vina, 3D-CNN, and
GNN-CNN using the DUD-E test set. The average EF1% over the 21 DUD-E targets were
34, 39, and 41 for 3D-CNN, SSnet:DUD-E, and GNN-CNN:DUD-E, respectively, for the
methods trained on DUD-E dataset. The average EF1% for smina is 8. As an external
dataset validation for DUD-E trained model, BDB test set was used, as shown in Table S8.
MUV represents a gold standard for independent validation of PLI prediction. However,
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for the reasons outlined above, MUV is be an extremely challenging dataset. Similarly to
the MUV data described in the section above, we observe all methods perform poorly on
MUV (Tables S3–S5).
3.3. Benchmarking SSnet
BDB is a database of PLIs with reported experimental values for PLI in terms of IC50,
EC50, ki , or kd . As BDB has large number of PLI instances with annotated experimental
values, SSnet can be trained on this dataset while still being able to maximize its learning
potential. BDB contains approximately 5000 protein targets, exposing SSnet to a larger
portion of the proteomic space and allowing full utilization of convolution network. We
benchmark against GNN-CNN, which has outperformed not only the partial information
(sequence, etc.)-based model but 3D descriptor models, as well, to predict PLI. We retrained
and tested GNN-CNN (GNN-CNN:BDB) with the same training/testing used for SSnet
(SSnet:BDB). The hyperparameters for GNN-CNN are provided in Section 2 of the supporting information. The comparison will give a direct example of whether using secondary
structure features improves PLIs prediction over sequence-based features.
Figure 5a shows the comparison of ROC curves for prediction of all PLIs in the test set
of BDB dataset. SSnet:BDB outperforms GNN-CNN:BDB in terms of AUCROC. Moreover,
the ROC curve for SSnet dominates the curve for GNN-CNN:BDB, which supports a
conclusion that SSnet is more reliable across all detection thresholds. To test our hypothesis,
we performed McNemar test on resultant outputs on the BDB test set from SSnet and
GNN-CNN. The McNemar test statistic observed was 2729.878, and the corresponding p
value was 0.0. The test signifies that SSnet outputs are significantly different than that of
GNN-CNN. Figure 5b shows the average AUCROC on the test set of BDB. The learning
curve of loss over epochs is shown as Figure S7b. SSnet:BDB, when tested on the BDB
test set, has the highest average AUCROC of 0.91, which is followed by 0.85 for GNNCNN:BDB (Table S8). The scores were based on test set within BDB; thus, an independent
validation is required to comment on generalizability of the model. We used the DUD-E
dataset for this purpose. We eliminated any potential bias from the protein similarity of
the test set from DUD-E in the SSnet:BDB training dataset by removing all targets with
sequence similarity greater than 75%.
1.0
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Figure 5. (a) ROC plot for the prediction of PLIs using micro-averaging. (b) Box and whisker plot for
AUCROC for each individual target in the test set of of BindingDB (BDB).

SSnet:BDB tested on DUD-E has an average AUCROC of 0.81, while GNN-CNN:BDB
has 0.79 (Table S6). SSnet:BDB still performs poorly on MUV dataset equivalent to random chance (Figure S9). As SSnet:BDB is based on experimental data, we compared our
models with the traditional methods on DUD-E targets. Figure 6a shows the AUCROC
of SSnet:BDB compared to the best AUCROC from smina, vina, and edock, three freely
available traditional virtual screening and docking methods. SSnet consistently has high
AUCROC compared to the best scores of smina, vina, and edock [57]. Figure 6b shows
that SSnet:BDB, when tested on the DUD-E dataset, has better performance than random
chance (AUCROC greater than 0.5) 94% of the time, with a mean AUCROC 0.78 ± 0.15.
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Figure 6. Independent test set DUD-E dataset for BDB model. All targets with more than 75%
similarity in DUD-E dataset were removed from BDB model. (a) AUCROC comparison on DUD-E
targets over best performer from vina, smina, or edock; (b) AUCROC comparison with vina for all
DUD-E targets.

As described in the evaluation criteria section, AUCROC is not necessarily the best
metric for PLI prediction evaluation. While high AUCROC demonstrates the ability of a
model in discerning true positives from false positives, this is only useful when selecting
drugs with scores greater than 0.5 for SSnet. This might not be feasible when selecting
drugs from extremely huge datasets, like ZINC, which has ≈1.5 billion ligands. For
screening such large databases, enrichment factor (EF) should be employed. In fact, as EF
shows the likelihood of finding true actives from the top scoring subset of the database,
it provides a more reliable metric for picking high scoring ligands. Furthermore, many
studies have shown that ranking based on either metric alone is not a sufficient indication
of performance [75–77].
Figure 7a show the EF1 % of SSnet:BDB compared with the best performance achieved
via vina, smina or edock for each target derived from Reference [57]. SSnet:BDB outperforms the best score of the traditional VS approaches in 74% of the targets considered.
Figure 7b show that, for 90% of the targets, SSnet achieved better outcome than random
sampling of the ligands (EF score higher than 1). The average EF1 % was 15 ± 11.
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Figure 7. Independent test set DUD-E dataset for BDB model. All targets with more than 75%
similarity in DUD-E dataset were removed from the BDB model. (a) EF1% comparison on DUDE targets over best performer from vina, smina, or edock; (b) EF1% comparison with vina for all
DUD-E targets.

SSnet, being an ML/DL model, is not immune to the pitfalls of overfitting. This
includes not only removing replicated examples but also reducing observations with
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significant similarities. Prior to comparison with advance methods, we made sure to
remove possible overlap between BDB and DUD-E dataset using the following protocol:
•
•

Check for ligand similarity by comparing Tanimoto Coefficient (TC) score [78] for
each ligand in the BDB train dataset to all ligands of the DUD-E dataset.
Check for fold similarity by comparing TM Score [79,80] for proteins in the DUD-E
dataset to all protein of the BDB train dataset.

The TC score is a measure of molecular similarity [78] that compares a distance
between the molecular fingerprints and provides a score in the range (0–1] (1 being exactly
same). Since we used ECF as the ligand representation, the TC score was determined
by considering ECF as fingerprint. Table S9 shows ligand similarity of the BDB train
dataset to all ligands of DUD-E dataset. We observed that 99.98% of the BDB ligands
have maximum TC score of less than 0.85 (for each ligand in the BDB train dataset, TC
scores were computed for all ligands of DUD-E dataset, and the maximum TC score was
compared). The results signify that there is almost no overlap between the ligands of the
two datasets.
To compare the fold similarity between the two datasets, we used the TM score [79,80].
The TM score weights smaller distance errors stronger than larger distance errors, resulting
in a normalized score which is length-independent for random structure pairs and sensitive
to fold similarity. TM scores are in the range (0–1] and signifies similar folds for >0.5.
Table S10 shows the maximum TM score obtained for each proteins in the DUD-E dataset
from all proteins in the BDB train dataset. We observed that 52% of the DUD-E proteins
have similar folds.
Ericksen et al. [58] compiled for a set of 21 DUD-E proteins the comparison of industry
standard virtual screening methods. We observed that 11 of the DUD-E proteins have
similar folds and, thus, were removed from comparison. The methods used were AutoDock
v4.2 (AD4), DOCK v6.7, FRED v3.0.1, HYBRID v3.0.1, PLANTS v1.2, rDock v2013.1, smina
1.1.2, and Surflex-Dock (Surflex) v3.040. Except for AD4 and DOCK, which are force
field-based methods utilizing genetic algorithm and incremental construction, respectively,
other methods are empirical- and knowledge-based [58]. FRED and HYBRID are based on
exhaustive rigid docking search. PLANTS uses ant colony optimization, rDock uses genetic
algorithm, smina uses iterative local search, and Surflex uses incremental construction
by a matching algorithm. Table 3 shows AUCROC for various methods for 21 DUD-E
targets [58]. We observe large variations across different methods for the targets tested on
DUD-E dataset. No single method performed the best for all the targets [81–83]. SSnet:BDB
gives an overall superior performance, with 4 targets having the best AUCROC score.
SSnet:BDB has the highest average AUCROC of 0.81 among the methods shown followed
by both FRED and HYBRID 0.78. It is important to note that HYBRID requires and utilizes
prior knowledge of the structure of a ligand bound to the target site, which strongly limits
the applicability of this method.
Table 3. AUCROC comparision on various models.
Target
ADRB1
DRD3
ESR1
ESR2
ACE
HIVINT
ADA17
FA10
MMP13
TRY1
mean
std. dev.

AD4
0.68
0.69
0.82
0.77
0.78
0.54
0.51
0.86
0.67
0.79
0.71
0.12

DOCK6
0.78
0.59
0.54
0.48
0.72
0.65
0.4
0.81
0.6
0.82
0.64
0.14

FRED
0.77
0.79
0.88
0.89
0.8
0.74
0.59
0.79
0.77
0.8
0.78
0.08

HYBRID
0.65
0.81
0.81
0.89
0.84
0.6
0.69
0.82
0.87
0.83
0.78
0.10

PLANTS
0.86
0.69
0.77
0.69
0.84
0.76
0.58
0.8
0.71
0.81
0.75
0.08

rDock
0.81
0.66
0.87
0.8
0.62
0.67
0.58
0.9
0.67
0.74
0.73
0.11

Smina
0.79
0.68
0.86
0.79
0.61
0.81
0.54
0.84
0.67
0.75
0.73
0.11

Surflex
0.8
0.71
0.74
0.68
0.76
0.66
0.7
0.76
0.76
0.93
0.75
0.08

SSnet:BDB
0.71
0.73
0.83
0.82
0.89
0.50
0.91
0.90
0.96
0.84
0.81
0.13

BEST
0.86
0.81
0.88
0.89
0.89
0.81
0.91
0.90
0.96
0.93
0.88
0.05
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Ericksen et al. [58] further showed that consensus scoring using the aforementioned
methods can boost performance for each target. A consensus scoring is the use of data
fusion methods to obtain an improved scoring from the individual scores gathered from
various methods. Table 4 shows the scores obtained using various consensus methods
applied on AD4, DOCK6 FRED HYBRID, PLANTS, rDOCK, smina, and Surflex. The
description of the 6 consensus methods are:
•

•
•

Boosting consensus score (BCS) is a gradient-based decision tree framework which is
trained on binary labels (actives and decoys) on an individual decision tree for each
target where the input is composed of docking scores obtained from each docking
method. For each target, the docking scores were provided to other off-targets for
boosting the model performance.
Mean-variance consensus (MVC) is a parameterized function based on gaussian
distribution of the scores.
Mean, median (Med), maximum (Max), and minimum (Min) are the statistics obtained
from normalized scores across the docking methods.

The consensus scoring does increase the performance for each target. However, SSnet
outperforms or is equivalent to the best consensus-based scoring methods for 3 targets in terms
of AUCROC. We note that the resources and time required for consensus scoring is significant.
SSnet, therefore, serves as a balance between accuracy and resources/time required.
Table 4. AUCROC comparision on consensus scores.
Target

Best

BCS

MVC

Mean

Med

Max

Min

SSnet:BDB

ADRB1
DRD3
ESR1
ESR2
ACE
HIVINT
ADA17
FA10
MMP13
TRY1

0.86
0.81
0.88
0.89
0.89
0.81
0.91
0.90
0.96
0.93

0.92
0.81
0.88
0.91
0.85
0.81
0.74
0.91
0.88
0.93

0.92
0.75
0.9
0.89
0.83
0.82
0.69
0.95
0.84
0.93

0.91
0.79
0.87
0.85
0.83
0.82
0.62
0.93
0.81
0.93

0.89
0.78
0.86
0.82
0.83
0.8
0.6
0.92
0.78
0.91

0.9
0.74
0.89
0.89
0.81
0.8
0.71
0.93
0.84
0.92

0.79
0.73
0.74
0.68
0.78
0.68
0.52
0.8
0.72
0.82

0.71
0.73
0.83
0.82
0.89
0.50
0.91
0.90
0.96
0.84

mean
std. dev.

0.87
0.04

0.86
0.06

0.85
0.08

0.84
0.09

0.82
0.09

0.84
0.08

0.73
0.09

0.81
0.13

SSnet:BDB has the mean EF1% of 17 signifying that the top 1% with active ligands
on average is 17 times more on average than random picking. SSnet:BDB mean score is
similar to most of the methods shown. Only HYBRID and FRED were found to deliver
superior performances (Table 5). Table 6 shows the EF1% obtained using various consensus
methods applied on AD4, DOCK6, FRED, HYBRID, PLANTS, rDOCK, smina, and Surflex.
Despite requiring considerably less time and resources compared to consensus methods,
SSnet:BDB has high EF1% for most of the targets.
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Table 5. EF1% comparision on various models.
Target
ADRB1
DRD3
ESR1
ESR2
ACE
HIVINT
ADA17
FA10
MMP13
TRY1
mean
std. dev.

AD4
5
4
32
21
14
0
0
26
12
7
12
11

DOCK6
25
1
8
9
12
11
0
16
6
16
10
7

FRED
7
10
37
40
18
8
8
17
18
17
18
12

HYBRID
19
10
36
40
20
10
17
19
30
20
22
10

PLANTS
19
3
17
12
24
15
6
12
15
17
14
6

rDock
13
1
29
22
3
7
10
27
3
14
13
10

Smina
6
2
23
20
3
8
14
18
4
3
10
8

Surflex
13
3
20
12
9
5
10
8
11
39
13
10

SSnet:BDB
7
9
20
19
15
10
30
19
29
11
17
8

BEST
25
10
37
40
24
15
30
27
30
39
28
10

Table 6. EF1% comparison on consensus scores.
Target

Best

BCS

MVC

Mean

Med

Max

Min

SSnet:BDB

ADRB1
DRD3
ESR1
ESR2
ACE
HIVINT
ADA17
FA10
MMP13
TRY1

25
10
37
40
24
15
30
27
30
39

31
13
38
35
33
19
19
26
34
33

27
7
37
34
30
21
17
30
25
31

28
12
34
31
30
17
16
33
26
28

24
11
34
28
26
11
17
30
24
27

21
4
32
26
19
13
11
23
20
24

19
11
16
9
13
10
4
19
18
18

7
9
20
19
15
10
30
19
29
11

mean
std. dev.

30
8

28
8

26
9

26
8

23
8

19
8

14
5

17
8

3.4. Applicability of SSnet
3.4.1. Latent Space for Proteins
The validation of SSnet demonstrates its reliability. Furthermore, we see that SSnet
learns beyond the biases that plague many ML approaches to PLI. Thus, understanding
the underlying features learned by SSnet is also of vital importance. To decipher the
inner workings of SSnet, we unraveled the global max pooling layer (GMP), shown in
Figure 2, using the t-distributed Stochastic Neighbor Embedding (t-SNE). To embed highdimensional data into low dimension, t-SNE retains similarity information between data
points. This allows similar data points in the high dimensional space to form clusters in
the lower dimension.
Using SSnet:DUD-E, we tested the proteins in the test set of DUD-E dataset (# of unique
proteins = 30) and considered all of their ligand interactions. The results demonstrate that
t-SNE clearly distinguishes all proteins (# of clusters = 30), as seen in Figure S7. SSnet:DUDE had no prior information about the proteins as they were excluded from the training
set. The fact that t-SNE clearly distinguishes all the protein suggests that the information
gathered by the convolution layers are not general (such as α helix or β sheet-type patterns)
but are specific to PLI. Based on these results, we conclude that our model is able to create
a latent space which encodes important information about the bioactivity of the protein.
Furthermore, since the model was trained to predict the activity of a protein based on
several ligands, such latent space will encode important information about its binding
site and, therefore, can be a powerful tool to compare proteins based on their activity.
To identify the protein features that SSnet considers, we performed Grad-CAM analysis
described in the section below.
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3.4.2. Visualization of Heatmap Using Grad-CAM
ML/DL models have large number of weights that are optimized to learn complex
information; therefore, it is important to investigate which input features are critical for the
learning process of the model. In most of the previous studies [27], a neural attention layer
is added to the network to understand the important pathways in the feature space that
get higher attention relative to others. However, the information learned from a neural
attention layer could be misinterpreted since it adds an additional layer, increasing the
complexity of the network. To tackle this problem, we opted for Grad-CAM, since it can
provide an insight into the activated pathways without adding complexity to the network.
These activated pathways can then be traced back to the input features that are important
in predicting a particular class based on convolution outputs.
Grad-CAM highlights the important residues for ligand recognition. In all cases, the
ligand forms several types of PLIs, some of which were analyzed as shown in Table 7.
Analyzing the highlighted structure from the Grad-CAM analysis, we observed that the
SSnet considers a weighted probability density of the binding sites present in a protein
(Figure S10). It is important to note that the analyzed proteins include allosteric sites, an
example of which is shown in Figure 8. The protein Prolyl-tRNA Synthetase from Plasmodium falciparum is in complex with glyburide. Hewitt et al. [84] showed that glyburide
binds to the allosteric site of Prolyl-tRNA Synthetase. SSnet is able to highlight the region
of the protein where glyburide binds, which is not the known orthosteric binding site but
an allosteric one. This information can be used by researchers to describe bounding box for
any downstream docking application.

Figure 8. Grad-CAM visualization of heatmap for the protein Prolyl-tRNA Synthetase. The heatmap
is a rainbow mapping with violet as the lowest and red as the highest value.
Table 7. Percentage of detected residues by SSnet.
Cutoff
( in Å )

Truly Detected
Residue

Covalently
Involved

Electrostatically
Involved

Hydrogen Bond
Involved

Metal Ligand

0
4
6
8

50.4
69.0
81.7
89.1

38.1
57.9
78.5
93.2

51.2
70.0
80.1
88.3

45.1
64.8
80.3
88.0

67.2
82.5
88.6
93.0

# of annotated
residues

11936

354

2867

3436

1665

The interaction between proteins and ligands can be mediated through both covalent
and non-covalent interactions. Furthermore, various non-covalent interactions that participate in PLIs, including but not limited to hydrogen bonding, Van der Waals interaction, and
electrostatic interaction, have been identified. To decipher if SSnet is learning general information critical for PLI, we conducted a test on The Catalytic Site Atlas (CSA) database [85].
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The CSA database contains enzyme active sites and annotated catalytic residues. The
entries are either hand-annotated which are derived from literature or homologous entries
based on sequence similarity. Proteins with problematic structures, such as extremely large
structures (more than 2500 residues per chain) or missing a large chunk of residues (more
than 30 missing residues), were removed. This resulted in 577 unique proteins and 11,936
unique annotated residues.
From the Grad-CAM highlighted structures, we identified the residues that maximally
influenced PLI prediction for SSnet. These residues were then cross-referenced to CSA.
Table 7 shows the percentage of residues detected by SSnet in close proximity at various
cutoff lengths for each annotated residue. At 0 Å cutoff distance, SSnet correctly detected
50% of the annotated residues. Specifically, 38, 45, 51, and 67% of annotated interactions
that involve covalent bond, hydrogen bond, electrostatic interaction, and metal ligand,
respectively, were identified from the complete set. We observed 89% of the annotated
residues within 8 Å of the highlighted region. It is important to note that these annotated
residues envelop various binding sites, such as allosteric, cryptic, catalytic, etc. The overall
trend for individual interaction follows similar to all annotated residue detection. The result
shows that SSnet extracts fold information required for PLIs while remaining unbiased
towards any particular type of interaction. PLIs predicted are a consequence of multiple
factors deeply embedded in the fold of the protein. To further investigate how SSnet
processes protein folds information, we tested the applicability of SSnet to identify PLI
independent of the structure conformation.
3.4.3. Ssnet Is Conformation Blind
The binding of a ligand perturbs the secondary structure and can cause significant
differences from the original unbound protein structure. We investigated the ability of
SSnet in predicting ligand binding based on an unbound protein structure. We divulged
our focus on answering two key questions:
•
•

Can SSnet predict the same results using an unbound protein structure or a different
conformation of the same protein?
Can SSnet detect cryptic sites based on unbound protein structures?

To address the first question, Table 8 shows the results of binding site prediction when
different protein conformations of 9 randomly selected targets from the test set of DUD-E
dataset. Each target was screened through 45,609 randomly selected ligands from DUD-E
dataset. The first and second columns denote the PDB ID for a protein ligand complex
(PLC) in the DUD-E dataset and PDB ID of a different conformation (DC) of the same
protein, respectively. The first five rows have DC with the same protein in PLC bound with
a different ligand, and the remaining are apo proteins (unbound proteins) of the PLCs. The
presence of a ligand changes the secondary structure of the protein; therefore, we observe a
range of root-mean-squared-distance (RMSD) from 0.175 to 0.666 between a PLC-DC pair.
The prediction results for each PLC-DC pair in predicting actives and inactives are almost
the same with maximum error of 0.03%. To analyze further, we looked into the probability
scores obtained for each ligand.
Figure S12 shows the correlation of SSnet scores for two conformations of same
proteins plotted against each other. The plots demonstrate the conformational blindness of
SSnet. Conformational blindness of SSnet can be attributed to the convolution network
learning the fold patterns required for PLI. This success highlights the robustness of
representing the proteins in terms of torsion and curvature. Torsion and curvature are
sufficient in representing subtle changes in the local fold. This further suggests that SSnet
is able to predict similar results for a given protein regardless its specific conformation.
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Table 8. Comparison on performance of SSnet on different conformations of a protein.

PLC a
1B9V
1C8K
1MV9
1Q4X
1QW6
1BCD
1H00
1J4H
1KVO

DC b
1B9S
8GPB
1MVC
2J4A
1QWC
2FNM
4EK3
5HT1
1MF4

State c
Bound
Bound
Bound
Bound
Bound
Unbound
Unbound
Unbound
Unbound

RMSD d
0.267
0.279
0.175
0.463
0.237
0.270
0.178
0.666
0.565

Actives

Inactives

PLC

DC

PLC

DC

22,518
22,505
22,434
22,507
22,507
22,518
22,518
22,518
22,517

22,518
22,498
22,436
22,509
22,509
22,518
22,518
22,518
22,521

23,091
23,104
23,175
23,102
23,102
23,091
23,091
23,091
23,092

22,518
23,111
23,173
23,100
23,100
23,091
23,091
23,091
23,088

Error e
0.00%
0.03%
0.01%
0.01%
0.01%
0.00%
0.00%
0.00%
0.01%

a Protein-ligand complex from test set of DUD-E dataset; b Different conformation of PLC; c Bound refers to DC
with a different ligand and unbound refers to DC with no ligand; d Root-mean-squared distance between PLC
and DC; e Percentage error in predicting actives.

Some proteins have binding sites that are not easily detectable. These proteins, termed
cryptic proteins, have binding sites that are present in a protein-ligand complex crystal
structures but not necessarily in the apo protein crystal structures [86]. The change in
conformation upon ligand binding is a dynamic phenomenon and has been widely reported
in the literature [87].
Figure 9 shows cryptic sites for 3 different proteins taken from CryptoSite set [88].
Figure 9 shows the bound (proteins with heatmap) and unbound (grey) proteins. The result
from Grad-CAM analysis of these proteins are highlighted with blue having the lowest
and red having the highest influence on the PLI prediction. Furthermore, we notice that
SSnet score was not as strongly influenced by the residues as is the case for the proteins
shown in Figure 8. This is visually observed by higher abundance of intermediate colors
(yellow-green) in the cryptic sites (Figure 9, compared to mostly red or blue in Figure 8.
Figure 9a shows the unbound-bound pair of a cAMP-dependent protein kinase. The
unbound structure of this protein (PDB-ID 2GFC) has an activation loop that protrudes into
the active site, occluding the binding pocket. SSnet is able to predict that the ligand will
bind strongly to this protein and highlights location closer to the actual binding site on the
unbound structure, even though in the latter the binding site is occluded. Retrieving such
information is of critical importance as these sites are practically impossible to detect using
classical VS methods as they rely on the particular protein structure used for the calculation.
Figure 9b shows the bound-unbound pair for Tyrosine kinase domain of hepatocyte growth
factor receptor C-MET from Homo sapiens (PDB ID 3F82 and 1R1W, respectively).
As the ligand binds at flexible regions in the protein, we observe large conformation
changes that result in the formation of a pocket for ligand binding. This example shows that
the predicted binding is a consequence of each individual chain, considered independently.
Thus, the applicability of SSnet can be expanded for predicting PLIs that involve multiple
protein chains.
Grad-CAM analysis, as well as conformation independence of PLI prediction, shows
that SSnet learns crucial details of the input features required for predicting PLI. The torsion
and curvature of the protein structure effectively describe the features required for PLI
while remaining compact, as it is a vectorized format of the complex protein structure.
The ability of SSnet to predict PLIs regardless of the crystal conformation showcases the
versatile nature of the model. Grad-CAM analysis of the PLI prediction enhances the result
of the screening as it can be quickly paired with pre-existing docking tools that require
rigid bounding box for accurate posing and subsequent docking.
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Figure 9. Heatmap generated from unbound protein for cryptic sites. The heatmap is a rainbow
mapping with violet as the lowest and red as the highest value. The grey color shows bound protein
with ligand.

4. Discussion
With our analysis, it seems that protein folds play one of the key factor in PLI. This is
highlighted by the high accuracy of SSnet and the grad-CAM analysis, where we observed
that regions near the binding pocket were most influential for the prediction task (89%
accurate withing 8 Å of a residue), signifying fold dependency of a ligand. It is important
to note that SSnet had no prior information about the binding pocket. The claim that a
molecule should have lower than 500 db as molecular weight to be drug-like [89] further
shows the dependency of ligands on protein folds. Concerning the complex involvement
of ligands in PLIs, a hypothesis that a protein fold holds information about the potential
interactions that might be induced, though the protein side chains in the binding pocket
can be inferred. However, SSnet being blind to conformation limits its capability to account
for mutations resulting to the same fold but significant difference in binding affinity. Thus,
SSnet should be treated as a firsthand screening tool to cull millions of drug-like molecules
and not as an exact binding affinity prediction method. Further validation utilizing high
accuracy docking methods, molecular dynamics simulations, or experimental validation
would be of critical importance.
5. Conclusions
The study of PLI is an important field for progress in pharmaceutical industry and
potentially extended to any biological applications. The limitations of the existing tools for
predicting PLI, however, has stalled the progress in these fields. PLI computations suffer
from large compute times as accurate PLI prediction require accounting of large number
of physicochemical properties. Furthermore, biases arise for the ML-based PLI prediction
tools due to imbalances in the representation of these physicochemical properties in the
training dataset. On the other hand, classical methods rely on stochastic optimizations,
such as Monte-Carlo or genetic algorithm type approaches, to generate the poses for
the ligands and subsequently minimize the bound structures. These approaches require
precise 3D conformation and have much higher computing times. SSnet does not show
biases in physicochemical properties and necessity of accurate 3D conformation while
requiring significantly less computing time. This is achieved by utilization of secondary
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structure information in the form of curvature and torsion of the protein backbone. The ML
model employed enables fast computation once the model is trained as once the weights
are fixed, prediction is result of multiple subsequent matrix transformation. The CNN
framework employed enables SSnet to learn PLI patterns across wide range of residue
interactions, encrypted into the torsion and curvature of the protein backbone. The overall
architecture of SSnet, therefore, works in tandem to eliminate biases that plague many
other ML approaches, while retaining the speed.
SSnet outperforms several notable ML algorithms in terms of AUCROC when trained
and tested on humans and C. elegans dataset. Furthermore, SSnet outperforms the state-ofthe-art ML approach GNN-CNN in terms of AUCROC and EF1% when using both models
trained on DUD-E and BDB datasets. This comparison holds true even when both the
models were tested on independent test sets. Moreover, SSnet:BDB performs better if not
equivalent to the classical methods in terms of both AUCROC and EF, while being orders
of magnitude faster than any of the traditional VS approaches.
The SSnet model utilizes secondary structure information of the protein and, since
it only processes CA atoms, it does not necessarily require high resolution structural
information. The analysis done on bound-unbound proteins show that SSnet can predict
similar results even with different conformations of the protein, including cryptic sites.
SSnet requires a single conformation to predict whether a ligand is active or not, even if
the protein-ligand complex has different tertiary structure. Grad-CAM analysis not only
addressed the validity of SSnet learning appropriate details from the input features but
also provides the user an intuitive visualization of potential binding site for PLI.
SSnet can be coupled with traditional VS/docking algorithm as pre-screen to filter
ligands. Moreover, Grad-CAM analysis showed that SSnet is able to provide accurate prediction of ligand binding sites: active, allosteric, and cryptic sites. As most of VS/docking
algorithms necessitate prior knowledge of the binding site, this information can be used
to trim ligand search space and determine the box placement. Such information is not
retrievable by most of the other VS methods for PLIs prediction. Furthermore, a standalone
package has been provided for Linux, Windows, and OS-X, making it readily available to
users at all levels of computational expertise and not just users familiar with programming.
These features of SSnet allow it to be seamlessly integrated into existing VS workflow,
where SSnet can be used to cull large databases to a small size and determine the bounding
box for subsequent docking algorithms.
The top scoring docked poses can then be used directly in experimental setup or
further analysis using techniques, like Molecular Dynamics, to study the PLI.
Our study suggests that end-to-end learning models based on the secondary structure
of proteins have great potential in bioinformatics, which is not just confined to protein
ligand prediction and can be extended to various biological studies, such as protein-protein
interaction, protein-DNA interaction, protein-RNA interactions, etc. Inspired by the t-SNE
results for the last layer in protein embedding, we propose a possible latent space for
proteins that encodes important information about the protein bioactivity, and further
exploration could result in a metric to compare proteins based on their bioactivity. We leave
these explorations of both the SSnet model and the underlying latent space for future work.
To ensure replicability of both model generation, as well as model validation, all
scripts developed and implemented in this work are provided through GitHub (https:
//github.com/ekraka/SSnet) under MIT License without any restrictions or liability.
Supplementary Materials: The following are available online at https://www.mdpi.com/1422-006
7/22/3/1392/s1, Figure S1: SSnet model. The curvature and torsion pattern of a protein backbone
is fed through multiple convolution networks with varying window sizes as branch convolution.
Each branch further goes through more convolution with same window size (red, orange, green,
and light blue boxes). A global max pooling layer is implemented to get the protein vector. The
ligand vector is directly fed to the network. Each double array line implies a fully connected dense
layer. The number inside a box represents the dimension of the corresponding vector., Figure S2:
SSnet model overview. The SMILES string and the PDB file for ligand and protein, respectively,
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is fed to the model which is converted to ligand vector and protein vector, respectively. The two
vectors are then concatenated and fed to further networks for PLI predictions; Figure S3: SSnet
model overfits when convolution neural network is applied to smaller datasets, such as human
or C. elegans; Figure S4: Receiver operating characteristics for the predictions on DUD-E dataset;
Figure S5: Receiver operating characteristics for the predictions on BindingDB dataset; Figure S6:
t-SNE plot for all the proteins (30) in the test set of DUD-E dataset. Each cluster is distinguishable
with others and denotes a protein. Note that the SSnet model had no information about these proteins
as they were in the test set and is yet able to distinguish them; Figure S7: SSnet model training
loss over (a) DUD-E dataset and (b) BindingDB dataset; Figure S8: Dynamic model optimization
for SSnet:DUD-E; Figure S9: Various model performance on maximum unbiased validation (MUV)
targets for AUCROC; Figure S10: Grad-CAM visualization of the heatmap for nine different proteins
with their PDB ID. The heatmap is a rainbow mapping with violet as the lowest and red as the highest
value. The ligand and other small molecules are shown in grey; Figure S11: SSnet:BDB performance
when various cutoff for IC50 is applied and tested 102 targets of DUD-E dataset. The mean score for
AUCROC are 0.77, 0.76, and 0.73 for 100, 25, and 10 nM cutoff, respectively. The mean score for EF1%
are 15, 16, and 10 for 100, 25, and 10 nM cutoff, respectively; Figure S12: Relation of SSnet scores
when different conformations of the same protein are used. The black line shows y = x line; Table S1:
Model comparison on the DUD-E dataset for various ligand descriptors; Table S2: MUV data details;
Table S3: EF0.5% comparison on MUV dataset; Table S4: EF1% comparison on MUV dataset; Table S5:
EF5% comparison on MUV dataset; Table S6: AUCROC comparison on DUD-E test set; Table S7:
EF1% comparison on DUD-E test set; Table S8: AUCROC comparison on the BDB test set; Table S9:
Ligand similarity for BDB train dataset to DUD-E dataset; Table S10: Protein fold similarity from
BDB train dataset to DUD-E dataset.
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1. Introduction
Pathogens have wreaked havoc on human society for as long as human society has
existed. Various forms of pathogenic microbes have marked pivotal points in human history
among which the notable examples are plague, smallpox, tuberculosis, and cholera [1].
While most of these pathogens have been either eradicated or have a cure developed, as
globalization increases, new emergent diseases remain an increasing global threat. Ebola
virus, hantavirus, zika virus, human immunodeficiency virus, and coronaviruses are some
of the viral families that have been identified and have continuously posed a threat in
the past decades [2,3]. Currently, we are amidst a pandemic caused by a member of
the coronavirus family, Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2)
which has claimed 1.7 million lives and significantly impacted the global economy. The
pharmaceutical research in response has been relentless and fruitful, however as seen
during the ongoing pandemic, despite recent technology breakthroughs, development and
widescale production of vaccines take well over a year. As a result, it is imperative that we
develop rapid methods to identify putative therapeutics to combat future rounds of new
emergent diseases.
Disease prevention and treatment can proceed via three avenues with varying utility
and timelines. Long-term, a viable vaccine is the best option for an intervention strategy to
mitigate the spread and effect of a virus. Short-term, drug re-purposing from approved
drug data-sets is most effective, since they can be deployed as soon as they show efficacy
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against the disease. de novo development of a targeted treatment would require years of
testing and regulatory approval, thus, although such a development route may be higher
in terms of efficacy, the timeline precludes rapid usage of such an approach. Vaccine development is a difficult process and thus can potentially take much longer to be developed
where highly specific de novo drugs could bridge the timeline. For these reasons, the
research and pharmaceutical community must focus on a three-tiered platform for disease
prevention, treatment, and eventually eradication of emergent diseases.
Against SARS-CoV-2, scientists throughout the world have pushed research on identifying epidemiology, drug re-purposing, de novo drug design, and development of vaccines. With over two thousand clinical studies registered in www.clinicaltrials.gov, many
researchers have identified various means of prevention and treatments. Towards eradication, vaccines have been developed with 56 currently in clinical trial and 146 in pre-clinical
development worldwide [4]. Multiple vaccines have been authorized for use by the Food
and Drugs Administration (FDA) in the USA which has projected over 100 million doses
delivered worldwide by March of 2021 [5]. Furthermore, drug re-purposing has allowed
the use of many drugs, particularly antivirals for relief against severe disease progression.
The rapid developmental success of vaccine has lessened the urgency for de novo drugs
that target SARS-CoV-2 with high affinity. Through this diversified focus on dealing with
SARS-CoV-2, researchers have managed to find effective means of reducing the severity of cases and most importantly development of several versions of vaccine against
SARS-CoV-2.
SARS-CoV-2, like all members of coronavirus family, has a crown-like spike protein
(S protein) and a viral core containing a positive sense RNA strand. The S protein is
responsible for host specificity and host binding, an essential step for the injection of the
viral core into the host cell. The N-terminal S1 domain of SARS-CoV-2 has a high affinity to
the membrane bound human Angiotensin-II Converting Enzyme (ACE2) protein allowing
the virus to adhere to the cell surface exposing the S protein to host proteases to initiate
infection. This mechanism is shared by several known human pathogenic coronavirus [6–9].
Furthermore, the S1 sub-unit has high genetic variability among coronaviruses, allowing
these viruses to cross-species and thereby highlighting the threat of coronavirus in the
future [7,10]. The binding affinity of viral S protein to ACE2 implicates ACE2 as a drug
target against SARS-CoV-2. Thus, interrupting the interactions between S1 and ACE2,
either through competitive or allosteric inhibition, is of interest as a preventive treatment.
ACE2 is a metallopeptidase that cleaves hormonal peptide angiotensin II at the carboxylic terminal phenylalanine and hydrolyses it to a vasodilator, angiotensin (1–7) [11].
Furthermore, it also shows peptidase activity against bradykinin, apelin, neurotensin,
dynorphin A, and ghrelin, playing a crucial role in the regulation of several hormonal pathways [12]. Specifically, ACE2 belongs to Renin-Angiotensin-Aldosterone System (RAAS)
where Angiotensin I Converting Enzyme (ACE or ACE1) converts angiotensin I to angiotensin II, a potent vasoconstrictor which in turn is converted into angiotensin (1–7) by
ACE2. This system is tightly regulated through orchestration from liver, lungs, kidneys,
and renal gland [13]. Thus, it is of the outmost importance to be able to avoid the viral
infection while preserving the biological function of this enzyme. To achieve this task, the
ACE2:S1 binding interface or the S1 fragment would represent suitable targets. However,
protein-protein interaction surfaces are largely featureless, with no direct clefts or pockets
amendable to small-molecule recognition. Furthermore, examination of the S1 surface involved in ACE2 binding demonstrates this problem for Spike. The S1 surface is featureless,
relatively structurally smooth with no obvious pockets or clefts for small molecules to
bind to with high affinity. Small molecules that modulate ACE2 conformational dynamics
related to its enzymatic function can be useful tools to modulate CoVID-19 pathology as
well as potentially regulating the RAAS system, expanding this study beyond the scope of
CoVID-19 treatment.
Recently, Yan et al. [14] has published the structure of ACE2 in three conformations:
an open conformation, a closed conformation, and a closed conformation in complex
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with a fragment of the viral S protein (Figure 1). The ACE2 open and closed conformations differ from each other by the degree of opening of the catalytic site cleft of the
peptidase domain (Figure 1b) [14,15]. This causes a distortion of the ACE2:S1 binding
interface [15]. Moreover, ligand binding studies have identified a closing motion associated
with ligand binding, suggesting that the closed conformation represents the catalytically
active state of the enzyme [16]. These structural insights imply ACE2 as a viable target
to block S1 recognition through allosteric control of open-closed transitions necessary
for S1 recognition. Indeed, several groups have performed computational drug screens
on libraries of approved molecules for potential therapeutic targets and rapid deployment by targeting ACE2 as well as proteases that initiates membrane fusion [17,18]. We
note that the previous computational drug screens of the ACE2-Spike complex focused
on limited size data-sets, considered only a single ACE2 structure, and were limited to
the ACE2-Spike interface [19,20]. Such an approach is not able to identify potential allosteric inhibitors of ACE2-Spike complex formation, leverage potential structure-based
mechanisms of drug action, and may miss higher affinity sites within the ACE2 protein.
Nevertheless, under the guidance of computational studies taken from both pre-print as
well as peer-reviewed papers, in vitro assays and in some cases clinical trials have been
performed on various pre-approved drugs [21–28]. As such, computational studies have
been of tremendous assistance, however, most of these screens can only be performed
on limited-size libraries of FDA approved compounds for swift drug deployment, which
precludes gathering information on mechanistic models as well as de novo drugs with
potential high binding affinities for a long term development.

ACE2

Catalytic site

S1

ACE2 (closed)

ACE2 (open)

Zn+2

ACE2:S1 Interface

(a) ACE2:S1
(b) ACE2
Figure 1. Crystal structures showing interaction between human ACE2 and S1 domain of viral S-protein. (a) Viral S1
fragment of the S-protein co-crystallized with ACE2. Only closed conformation can be co-crystallized suggesting ACE2
conformational dependency for S1 interaction [14]. (b) Closed and Open conformation of ACE2. Zn cation is not detected in
the open conformation. ACE2 freely explores both open and closed conformations [14].

With this study, we provide a computational strategy that leverages the ability of our
machine learning algorithm, SSnet, to rapidly screen a vast amount of compounds. On top
of aiding the protocol for immediate drug repurposing, using our model we developed a
platform that can be used intuitively and quickly to aid de novo drug design. Specifically,
with this study, we demonstrate the efficacy of such protocol, both in terms of accuracy and
speed, by identifying existing FDA approved drugs that may treat CoVID-19 and possible
mechanisms of action, including allosteric inhibition. These strategies can be leveraged
to expand to databases on the scale of millions of compounds, lending the approach
amendable to the development of de novo treatments. To demonstrate the efficacy of the
approach, we first screen a library of approved drugs from DrugBank and ZINC using a fast
and accurate machine learning approach termed SSnet to identify compounds predicted
to have high-binding affinities [29]. These hits are cross-validated against traditional
drug docking algorithm smina using the Autodock Vina scoring function [30]. The SSnet
approach is then extended to a library of 750,000 in BindingDB, to discard compounds
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that are predicted to have a poor capacity for binding. The truncated library can then
be assayed using alternative drug docking approaches and subsequent analysis using
molecular dynamics, as well as in vitro assays, to identify possible targeted therapeutics
(Figure 2). The analysis and interpretation of the results of the screening large datasets
represent a challenge. For this purpose, we built a web interface for easy and intuitive
access of our results to provide a platform for the identification of molecular scaffolds and
functional groups that might influence target binding, thereby making the results accessible
to a broader audience.
Protein Target

Drug Database
Hypothesize Model of
Drug Action

SSnet

Filtered Drug List

Update Model to
Generate New
Curated Drug List

Binding Likelihood
Score

Incorporating SSnet
Into Drug Discovery
Workflow

Curated Drug List
Docking

In vitro Drug Assays

Drug leads

Molecular Dynamics
Binding Free Energy

Figure 2. Proposed drug discovery workflow using SSnet. The orange boxes represent the steps that are performed in
the present study. The blue boxes represent further steps required to complete the drug discovery workflow to obtain
drug leads.

2. Materials and Methods
2.1. Dataset
We choose three datasets for screening: (i) Approved: Clinically approved list of
drugs or natural products (FDA or world) compiled from DrugBank and ZINC databases,
(ii) Natural: South African based herbal medicines SANC [31] and Brazil based herbal
medicines NuBBE, [32] (iii) BDB: the BindingDB [33] dataset that has a large number of
compounds already been tested to have activity with protein target.
2.2. SSnet
SSnet is an end-to-end based deep neural network framework that takes a protein
structure and ligand information to predict protein ligand interaction (PLI) probability. The
protein structure is taken from PDB formatted file which is used to extract curvatures κ
and torsion τ of the protein backbone. The ligand is taken as Simplified Molecular-Input
Line-Entry System (SMILES) string, which is utilized to extract the Morgan Fingerprint [34]
of the ligand. The curvatures and torsion of the protein provide unique patterns due to
multiple atomic interactions including side chain interactions, which play a major role in
PLI. This information is used by SSnet to score the likelihood of ligand binding to target
protein at IC50 less than 10 nM. SSnet model outperforms state-of-the-art machine learning
models like Atomnet, [35] 3D-CNN, [36] and GNN-CNN [37] and classical force field and
knowledge based methods employed by Autodock Vina [38] and Smina [30] in identifying
positive protein-ligand pairs (protein ligand complex with high binding affinity). Since
SSnet is a pre-trained algorithm [29], it can rapidly screen drugs from a large database of
drugs to find positive hits on the target protein. SSnet is made available for public use on
https://github.com/ekraka/SSnet with instructions for both training the neural network
as well as calculating scores using the BDB trained model. The resources utilized and the
speed of execution for SSnet are provided in the supporting information.
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2.3. Ligand Preparation for Docking
Ligands were obtained from respective datasets in SMILES format which was then
converted to 3D structures using openbabel’s generate 3D option. The quality of the
structures was checked via a python script using atomic distances as a criterion. 3D
structures for the faulty structures were regenerated using rdkit [39]. A known limitation
of docking methods is dealing with ligands containing a large number of atoms (high
degree of freedom) [40]. Approximately 300 structures were excluded from the list of
approved and natural compounds since neither rdkit nor openbabel were able to generate
3D structures of the compounds with a high degree of freedom (n > 50) which are provided
in the supporting information). Explicit polar hydrogen atoms were added using openbabel.
Lastly, the generated 3D structures were converted to pdbqt format.
2.4. Virtual Screening and Docking
To perform virtual screening and docking, smina was used on a subset of clinically
approved drug lists obtained from dataset 1. ACE2 structures from PDB ID 6M1D, 6M17,
and 6M18 were taken as well as viral S protein fragment in 6M17. As such, chain B
corresponding to ACE2 and chain E for viral S protein fragments were extracted from the
structures using pymol with Zn in the catalytic site [41]. The smina runs were performed
on the prepared ligands by centering the box of size 32Å × 32Å × 32Å around Lys353
(Figure S1), identified as a key interaction residue between ACE2 and S protein, [19] with
exhaustiveness of 36 on the default scoring function. The screens were replicated three
times to consider the variability of scores from smina. We also re-evaluated the top 100
scoring ligands using exhaustiveness of 504 in triplicate. The results did not significantly
impact the affinity scores and had only a weak effect on the standard deviation across the
three replicates. As such, we did not increase the exhaustiveness for the entire compound
library.
2.5. Chemical Sorting
H2 O was considered as the first entry for the list of compounds. The list was then
sorted recursively such that each molecule is most similar to the previous molecule in the
indexed list. The molecular similarity was considered using Tanimoto Coefficient (TC) of
extended circular fingerprint (ECF, specifically Morgan Fingerprint). Approved and natural
datasets were sorted in this manner, however the size of BDB dataset limits the generation
of such a list. Thus, the BDB dataset was sorted by using k-nearest neighbor algorithm to
consider 10,000 nearest neighbors computed by TC. The most similar compound in the
10,000 nearest neighbors was selected as the next molecule in the indexed list. Starting from
H2 O, this process was performed until every molecule was sorted. In case of no neighbor
within 10,000 presorted compounds is found, the most similar compound is computed
back from all compounds of the BDB dataset excluding the sorted entries. The benefit of
using such an algorithm is to compute all nearest neighbor for each compound via parallel
computation, significantly reducing the computation time, however, does not guarantee
that the two consecutive compounds are most similar to each other from the remaining list.
For use in the grouping, to display the data, this approach works despite the pitfall.
2.6. Data Visualization
The sorted list was used as an index for a line which was then mapped to a pseudoHilbert space filling curve. The order of the pseudo-Hilbert curve was taken such that
the compounds would be represented by at least one line segment in the curve. A detailed description of Hilbert space filling curve is discussed in the supporting information.
The pseudo-Hilbert curve was used to represent the compound list for three reasons:
(a) high density of data can be displayed in high resolution, (b) the pseudo-Hilbert curve
preserves the spatial proximity of the line onto the map, and (c) similarity sorting of
compounds allows easy identification of clusters of molecular scaffolds directly from the
map. The preservation of spatial proximity ensures that the sorted list of SMILES based
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on the Tanimoto Coefficient (TC) is represented in the 2D space by spatial proximity. This
representation allows immediate identification of clusters of molecules. The curve was
then colored based on the SSnet binding prediction or smina affinity scores. A website was
created to allow interactive exploration of the map to identify scaffolds of compounds that
are scored highly either by smina or SSnet. The website is made available for public use at
https://CoVID19screen.smu.edu/.
3. Results
Computational approaches to screening large molecular databases can be limited due
to the computational time required to exhaustively search the conformational space of
small molecules that determines diverse binding modes to protein targets. To improve
computational efficiency, we have employed a tiered approach to identify potential ligands
that bind to the ACE2 receptor and possibly function as CoVID-19 treatments. We target
two conformations of ACE2 receptor, open and closed, as well as ACE2 in complex with S1
(closed) Figure 1. S1 from the S protein of SARS-CoV-2 did not co-crystallized with ACE2
(open) as observed by Yan et al. [14], thus we posit that S1 cannot bind ACE2 in its open
conformation [14].
To that effect, we first test the validity of SSnet prediction scores in two ways: (1) We
compare the prediction score for ACE2 against ACE1, two members of the same protein
family. (2) We compare SSnet scores to binding affinities computed by smina for a small
library of FDA and World approved drugs for which docking method is feasible. For the
first, we observe a difference in scores for ligands between ACE2 and ACE1 as seen by the
deviation for y = x line on Figure S2. These results indicate that SSnet can differentiate
from closely related proteins and is not biased to specific tertiary or domain folds. For the
second, we performed a closer analysis on the results described in SSnet Predicts Ligands
with Low Smina Binding Affinities. Upon validation, we can proceed with using SSnet to
rapidly screen through a large database of drug-like compounds.
3.1. SSnet Predicts Ligands with Low Smina Binding Affinities
SSnet, being a machine learning model, is not free from the pitfalls of overfitting. Thus,
a crucial task is to first check how SSnet correlates with other methods such as smina. The
results of screening for SSnet and smina scores over all approved drugs (8000 compounds)
are shown in Figure 3. The result from screening these compounds demonstrate a strong
correlation between smina and SSnet (Figure 3). Briefly, high binding probability hits from
SSnet have corresponding low binding affinities computed by smina. We observe that for
1097 ligands with a prediction score of 0.5 or higher, only 7 ligands (0.6%) have higher than
−6 kcal/mol binding affinity in smina. These values demonstrate that SSnet has a more
stringent acceptance rate than smina and thus a higher likelihood of finding true active
ligand from a large pool of molecules.

Figure 3. Correlation map between smina binding affinities and SSnet scores. Red color indicates strong agreement between
the two methods. Blue color indicates strong disagreement between the two methods.
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3.2. Ligands with High Binding Affinity Scores
Molecules that demonstrate high scores in both SSnet and smina are prime candidates
for investigation. Preliminary examination of heat maps predicted by SSnet, and poses
identified by smina, indicate that compounds bind to two sites depicted in Figure 1. The
majority of compounds bind to the ACE2 catalytic site proximal to the S1 binding interface.
As discussed below, we do observe some molecules that directly bind to the interface, or
transect the ACE2 catalytic site to contact the S1 interface. In both cases, these ligands
could impact S1 recognition through either allostery or direct competition. Although these
screens might not reflect the efficacy of drugs in vivo, these results allow us to focus on a
handful of ligands that can be experimentally tested. In Tables S1–S3, we complied a list of
12 drugs recognized by both smina and SSnet to be strong binders as well as drugs that are
predicted by one and not the other. The top scorers are taken for all the proteins together to
highlight some of these top predicted binders.
Top Scores for both Smina and SSnet
Our combined machine learning and docking strategy return high binding affinity
ligands consistent with previous computational screens of the ACE2 receptor. Furthermore,
sorafinib, [42] irinotecan, [43] and nilotinib[44] (Table S1) show reduction in infection rates
in cell assays studies, while zanubrutinib is currently in clinical trial. Although these drugs
target other pathways involved in the pathology, the reduction in infection rate could be in
part attributed to the ability of the drug to bind ACE2. MD, simulations and drug assays
specifically targeting ACE2 and ACE2:S1 would be required to test the hypothesis.
Examination of the binding locations for compounds that are either currently being
tested as CoVID-19 treatments, or may intersect with ACE2/RAAS indicates that the
compounds primarily bind to the ACE2 catalytic site (Figure 4). Although the highest
affinity poses of indinavir, zanubrutinib, and sorafenib all reside in the catalytic site,
sorafenib has a pose of comparable score within the ACE2-Spike interface (Figure 4c). In
either case, the compounds contact key elements involved in S1 recognition, and could
impact ACE2-S1 interactions.

(a) DB00224
(b) DB15035
(c) DB00398
Figure 4. Top 9 lowest energy poses for compounds with high scores in both SSnet and smina of biological interest to
CoVID-19. Panel (a): Indinavir binding poses. Panel (b): Zanubrutinib binding poses. Panel (c): Sorafenib binding poses

3.3. Top Scores with SSnet
An examination of compounds identified by SSnet to have a high probability in binding identifies they primarily fall into three pharmaceutical categories, antivirals, protease
inhibitors, and kinase inhibitors (Table S2). Venetoclax [45] and Aliskiren [46] have shown
efficacy towards CoVID-19. Since ACE2 hydrolyzes the peptide hormone angiotensin II at
C-terminal phenylalanine as well as multiple additional regulatory peptides [11], protease
inhibitors could potentially bind to and inhibit the catalytic site. Consistent with such a
mechanism, examination of the binding poses of antiviral compounds reveals primary
binding within the ACE2 catalytic site, although some antivirals do dock directly to the
ACE2-S1 interface in some poses (Figure S3).
In addition to antivirals, and protease inhibitors, SSnet recognize among the top
scorer an opioid and linaclotide, used to treat irritable bowel syndrome. Most of the
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anti-cancer drugs have substantial side effects, and most of them, with the exception of
afatinib, have reported side effects correlated with alteration of blood pressure. This might
be an indication of the correlation of this anti-cancer drugs and ACE2 related biological
pathways. It is worth noting that all the drugs identified as top scorers by SSnet are all
good binders according to smina binding affinity.
3.4. Model of Drug Action
Protein-protein interactions require the proteins involved to be in specific conformations. The optimal conformation for protein-protein binding can be both induced or
inhibited by drug binding. While competitive binding of ligands at the protein-protein interaction interface can directly inhibit the interaction, ligand binding in allosteric sites can stabilize conformations that inhibit or enhance the protein-protein interaction Yan et al. [14].
observed that the viral S1 fragment could only be co-crystallized with ACE2 in the closed
ACE2 conformation. In contrast, in the absence of S1 fragment, ACE2 crystallized in both
open and closed conformation [14]. Their results indicate that the allosteric control of
ACE2 conformational dynamics may enable a robust way to block ACE2:S1 recognition
and subsequent SARS-COV-2 infection. Since SSnet predicts the same binding affinities
and binding regions regardless of the protein conformation, when multiple structures of a
protein are available, SSnet is able to predict ligand binding using a single conformation.
Further, PLI prediction can be performed for both ACE2 and ACE2:S1 to investigate selectivity. This approach allows us to propose a hypothesis for PLI mechanism. Herein, we
propose four scenarios for ACE2-S1-ligand interaction, summarized in bullets below and
shown in Figure 5.
•
•

•
•

Case-I: The ligand binds to the open conformation but does not prevent the protein
from exploring the closed conformation. This would render the drug ineffective.
Case-II: The ligand binds to and stabilizes the closed conformation. This may make
the drug counter-productive by making the receptor more susceptible to the docking
of the viral S protein.
Case-III: The ligand binds to and stabilizes the open conformation. This would prevent
the docking of the viral S protein since the closed conformation is no longer explored.
Case-IV: The ligand binds to the closed conformation with or without the viral S1
protein and biases the receptor towards an open conformation. This would either
prevent or disrupt the viral docking.

Previous validation of SSnet indicated the method was robust in identifying both
allosteric regulators, and ligands that bind to hidden conformations. In this regard, it is
well-suited to identify potential regulators for case I–IV. Further, our rapid method can
be implemented to screen large drug libraries against all three structures and together
with secondary screening in smina, can be used to select for molecules that potentially
fall into the favorable Case-III and Case-IV scenarios. The mechanisms of drug action
proposed cannot be validated using drug docking and scoring methods alone and will
require methods that apply higher levels of theory like molecular dynamics or experimental
verification. However, we can still screen for Case-III as the drugs that present a high
score for the open conformation but low for the complex might lead to the stabilization of
the open conformation and thereby disrupt spike recognition. The case-III would apply
for both interface binding ligands as well as ligands that bind to the catalytic pocket or
peripheral sites not examined in previous CoVID-19 computational screens. Using these
criteria, Table S3 was generated to seek drugs that may selectively bind to ACE2 to negate
interactions with S1 via allosteric disruption of ACE2. In addition to the scenarios just
presented, the virus could be prevented from binding ACE2 by drug molecules that bind
to the surface of the peptidase domain of ACE2, which is the interface where the viral S1
spike protein subunit binds.
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Figure 5. Proposed mechanism of drug action for allosteric inhibitors of ACE2:S1 binding. Case I and Case II represent
undesired stabilization of the ACE2:S1 complex. Case III and Case IV represent ACE2:S1 complex inhibitors due to allosteric
disruption of the ACE2 binding interface, resulting in the stabilization of the open ACE2 conformation.

3.5. Top Scores for SSnet ACE2 (Open)-ACE2:S1 (Closed)
Following the rationale illustrated in our proposed allosteric mechanisms of drug
action, where a drug that binds preferably to the ACE2 open conformation compared
to the closed one might stabilize the open conformation, in Table S3 the scores from the
SSnet scores based on the difference between ACE2 in the open conformation and ACE2:S1
complex in closed conformation are presented. Pyronaridine [47], have shown efficacy
towards CoVID-19 in cell assays while Methylprednisone, Linagliptin, and ormeloxifene
are in clinical trials (Table S3). The top smina docking poses for compounds with a high
selective difference (SD) indicates that they lie within the ACE2 catalytic site, close to
ACE2:S1 interface. Antivirals such as Nelfinavir [22], and remdesvir [21] are in clinical
trials which all display high SD. Remdesvir demonstrates a preference for the open conformation(SSnet = 0.748) compared to the ACE2:S1 complex (SSnet = 0.578) with a selectivity
difference(SD) of 0.17. Lopinavir and ritonavir have shown SD of 0.08 and 0.09 respectively with a preference to open conformation of ACE2 with SSnet scores of 0.90 and 0.91
respectively. Although not presented in the table, we highlight these molecules since they
have high SSnet scores as well as are in the clinical trial. These results provide a favorable
outlook on the methodology proposed here and might indicate a complementary route of
actions of these drugs that leverage the conformational selectivity of the viral spike protein.
3.6. Zinc Effect on SSnet Binding Probabilities
ACE2 is a zinc-dependent metalloprotease, which cleaves the C-terminal residue of
angiotensin II within its catalytic site. Given the importance of zinc for function we deemed
it necessary to include zinc for all smina docking runs. Notably, SSnet was originally trained
on structural models independent of any bound metals or cofactors. As such, SSnet strips
protein targets of all ligands and cofactors, including zinc. Although SSnet has proven
robust in identifying high affinity drug molecules, including for metalloprotein targets, we
decided it was important to examine if the presence of zinc may alter predicted affinities
from SSnet. To force SSnet to consider ligands in the presence of zinc, smiles strings were
modified to include zinc in a manner that mimics co-analysis (or co-administration) of zinc
and each ligand. Noteworthy is the fact that SSnet considers metal binding to the protein.
Further, SSnet can recognize multiple ligands such as Ferrous cysteine glycinate (Fe2+ and
cysteine glycinate) and it is therefore capable to consider both Fe2+ and cysteine glycinate
together. Comparison of the SSnet scores with and without zinc revealed unexpected results
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by the difference between SSnet with zinc and SSnet without zinc.

0.6
0.5
0.4

0.6
0.5
0.4

0.3

0.3

0.2

0.2

0.1

0.1

0

0
0

0.1

0.2

0.3

0.4
0.5
0.6
6M17 without Zn ion

0.7

0.8

0.9

1.0

0

0.1

0.2

0.3

0.4
0.5
0.6
6M1D without Zn ion

0.7

0.8

0.9

1.0

(a) 6M17
(b) 6M1D
Figure 6. Effect of zinc ion on SSnet binding probabilities.

Examination of compounds with the largest SSnet score differences with and without
zinc are summarized in Table S5. Here, we observe members of the proton pump inhibitor
(PPI) families. Notably, PPIs are well known to potentially cause zinc deficiencies, due
to the high affinity of PPIs to zinc. Analysis of other members observed in the top 15
affected compounds, indicates that all are known to have high affinities for zinc, including
an ACE-inhibitor and ACE2 receptor blocker. These results strongly suggest that zinc
may preferentially enhance binding to the ACE2 receptor that may be particularly relevant
to compounds selective to the uncomplexed vs. ACE2-S1 complex structures. Based
on these results, we tabulated the top compounds with SSnet(Zn) scores based on the
difference between ACE2 in the open conformation and ACE2:S1 complex in the closed
conformation in order to identify any that may be zinc dependent (Table S6). Notably, three
estrogen-related molecules, estriol-3-glucuronide, estradiol glucuronide, and 17-alphaestradiol-3-glucuronide are now observed in the top 20 most selective compounds.
3.7. Natural Compounds and Large Drug Molecules
An interesting finding of our smina screening is the abundance of natural compounds
from the NuBBE and SANC datasets in the top binder list (Table S7). We see compounds
related to avonoids, flavonones, and polyketides in this group. We note that several glycopeptide antibiotics and macrolactams also demonstrate high affinities in smina. However,
the comparison of smina affinity scores for these large molecules is complicated by poor 3D
structures in molecular databases. Further, high degree of flexibility and conformational
degrees of freedom limits the ability to identify the highest affinity pose, as demonstrated
by a high average of absolute deviations for some of these compounds. Due to these constraints, we identified that smina has a limitation in the reproducibility of docked energies
for these large molecules. They are not included in the tables above but are discussed in
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the discussion below. Despite the limitations of smina in analyzing these molecules, we
do not exclude them entirely for two reasons. First, compounds in these families such as
azithromycin and oritavancin have been suggested as CoVID-19 treatments. Further, the
efficacy of these large molecules for the intended targets is very high with the working
concentrations at sub nM range [48–50].
3.8. SSnet as Tool to Aid the Discovery of De Novo Compounds
In order to assist the design of de novo drugs tailored to fight SARS-COV-2, we
developed an interface where libraries of non-approved compounds can be clustered
based on structural similarity and visualized in a 2D heatmap based on their affinity and
selectivity to a particular conformation of the ACE2 receptor. Potentially active molecular
scaffolds can be inferred from the visualization of high affinity compound clusters and used
as starting point for further drug design. SSnet proved to be sensitive to functional group
modifications. This translates into direct valuable information for drug designers which
are now provided not only with potential active scaffold but functional group information
to build pharmacophores and help rational drug design as well. An example is provided
by estradiol. When analyzing Estradiol analogues from the heatmap derived cluster, they
showed considerable deviations in binding affinity upon functional group substitution as
can be seen in Figure 7.
Hormones are extremely selective in their functionality and as such small changes in
functional groups could significantly alter their selectivity towards protein target. Since
SSnet has been trained on a wide variety of ligands from BDB, it is not surprising that the
selectivity of hormones is well captured by our model. This is demonstrated in Figure 7,
the coordinates for estradiol were selected in the pseudo-Hilbert map on the website to
identify other potential estradiol derivatives that could have strong binding to ACE2. It
is important to mention that a normal screening values-based sorting would have not
provided such insight as estradiol derivatives are not in the high scoring area. Ulterior
information from the clustering on the heatmap can be used to extrapolate how small
groups affect the selectivity towards the ACE2 or the ACE2:S1 complex. Figure 8 shows
that the highest selectivity is achieved for ACE2 binders with binding probabilities in the
range 0.60–0.70. Furthermore, SSnet is blind to tertiary protein conformations, with only
up to 0.5% difference in drug scores between the ACE2 open and closed conformations
(Figure 8c). This characteristic reduces the workload since only one ACE2 conformation
and one ACE2:S1 complex conformation are needed. Being able to avoid the screening
against all the crystal structures allowed us to save precious computational resources and
time in the screening of 750,000 compounds in the BindingDB database.
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Figure 7. A road-map for navigation of the chemical map to find areas of interest. The cluster of molecules with high
similarity to Estradiol, when the latter was selected in the map, are shown.
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Figure 8. Correlation diagram for SSnet scores between each of the protein targets for ligands in BDB (a) ACE2:S1 vs.
ACE2(closed), (b) ACE2:S1 vs. ACE2(open), and (c) ACE2 (open) vs. ACE2 (closed). The red curve shows the scores for
ligands plotted as x, y. The blue curve is an x = y line representing non-selectivity to the ACE2 conformation. The highest
difference between scores is achieved for probabilities in the range 0.60–0.70. High probability binders show no selectivity.

4. Discussion
The pressure to rapidly find a cure of preventive treatments in response to the life
and economic costs of the CoVID-19 pandemic has exposed the necessity for fast and
reliable protocols and/or methods to identify treatments when new pathogens appear. The
existing computational studies being performed to find therapeutic for CoVID-19 showed
that the current approaches have three main limitations: (1) Most studies have used a
low-level of exhaustiveness in molecular docking algorithms. Such an approach can lead
to difficulty in finding local minima in receptor ligand interactions are a high degree in
variability in resulting binding affinities. (2) Computational efforts have been limited to a
distinct conformation of the ACE2 receptor and compounds that bind to the ACE2-Spike
interface. Such an approach does not leverage the three known structural states of the
ACE2 receptor, which include an open conformation that cannot crystallize in complex
with the Spike protein [14]. As such, compounds that preferentially bind to the open or
closed conformations that may stabilize Spike-incompetent binding states are missed. (3)
The approaches are computationally intensive, which limits the utility of the approach
in large compound libraries for de novo drug identification. To alleviate these issues we
have developed a robust platform to rapidly screen large compound libraries, in three
different states of the ACE2 receptor, to identify both existing approved drugs and de novo
drug candidates.
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With this study, we showed that our protocol that leverages the recently developed PLI
prediction ML algorithm, SSnet, can greatly reduce the chemical space of molecular libraries
and, at the same time, ensuring that potential tight binders are not excluded. The fact that
SSnet is blind to protein conformation allows us to consider all cryptic and allosteric sites
by only looking at a single structure. Our PLI prediction using SSnet against the ACE2
structures to find potential treatment for CoVID-19 resulted in identifying potential binders
that are being confirmed experimentally as a treatment for infected individuals.
It is interesting to evaluate how our protocol composed of a tertiary screening, SSnet, and secondary screening, smina, ranked FDA approved drugs. Multiple molecules
identified in this study emerged in other computational studies, have been investigated
using in vitro and in vivo assays, and even gone through clinical trials. Antivirals such as
remdesvir, nelfinavir, and lopinavir-ritonavir are prominent examples of drugs under clinical investigation. Interestingly, these molecules selectively bind to the virus-incompetent
ACE2 open conformation, giving an indication of the validity of our model of drug action.
We found that hormones, and in particular estriol metabolites are amongst our tightest
binding compounds in smina, and have SD scores exceeding 0.20 for SSnet. In the case
of all hormones, we observe that they are binding adjacent to the Zn2+ binding site required for the function of ACE2, and the primary site differentiating the open and closed
conformations. Notably, previous computational screens neglect this site, as it is not directly in the ACE2:spike interface, however, the site does modulate conversion between
the open and closed conformation that is believed to be necessary for Spike recognition.
These results may add utility to our workflow as a robust means to quickly identify ligand
scaffolds as well as pre-existing drugs with high binding probabilities. Currently, the
sex-dependent difference in CoVID-19 pathology and therapeutic effects of estrogen are
being associated with different ACE2/TMPRSS2 expression, [51–59], or immune system
modulation [51,55,56,60–63]. To the best of our knowledge direct binding of sex hormones
to ACE2 has not been observed. Given their presumptive ability to selectively bind to the
open conformation, sex hormones could have an additional role in disease progression
and pathology. Lastly, we did observe an abundance of glycopeptide and macrolactam
antibiotics within the top scoring compounds in SSnet and/or smina. We caution in overinterpreting smina results from this class of compounds as the high-degree of freedom
leads to difficulties in obtaining consistent high-affinity poses. Issues with large flexible
molecules is a known limitation of existing computational docking algorithms [64,65]. The
ability of SSnet to circumvent these issues and selectively identify high probability binders
demonstrates the efficacy of using SSnet as a front-end to drug discovery.
Furthermore, SSnet was shown to be able to emulate co-administration. Based on the
requirement of bound zinc for ACE2 function, we forced SSnet to examine ligand binding
in the presence of zinc ions. Analysis of molecules affected by this approach identified
known zinc-chelators as having significantly affected SSnet scores, that impacted selectivity
for the open conformation. We note, that the approach used to force SSnet to examine
the role of zinc ions mimics co-administration of Zn and some FDA approved drugs. The
results indicate that co-administration of zinc may enhance interactions between some
FDA approved drugs and the open conformation of the ACE2 receptor.
Extending the limits of previous computational studies we performed a screening
using only SSnet on a large database of BDB (750,000 ligands) to obtain useful information
regarding de novo drug design. As described in the result section, we developed a web
interface where molecules are clustered based on similarity on a 2D map and colored
based on binding affinity to the protein. By selecting points into the interface the user can
further explore the effect of different scaffolds and functional groups on the binding score
or affinity. With our web-based tool, we aim to provide a fast, intuitive, and flexible way
to aid the discovery and design of CoVID-19 therapeutics as well as other diseases. To
the best of our knowledge, such an approach for visualizing the chemical space for drug
discovery has not been done. This approach can be used for other therapeutical targets
besides CoVID-19.
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With this study, we highlighted how SSnet can represent a powerful tool in a computational drug discovery protocol. However, in order to obtain crucial information needed
for understanding the model of drug action and lead optimizations, other tools have to
be used in cooperation with SSnet. In fact, while the latter can provide a fast and reliable first-screening of large libraries, it cannot provide binding poses, needed to analyze
protein-ligand interactions, and binding affinities, needed for scoring the most promising
drug candidates. The screened results can be directly employed for rapid testing using
assays when urgency is required. However, from a drug design perspective, drug docking,
molecular dynamics simulations, and binding free energy calculations are still necessary.
Lastly, if a drug discovery campaign is aimed at a specific conformation of a protein,
SSnet will include in the top binders drugs that bind to alternative conformations of the
protein as well.
5. Conclusions
Herein, we have developed a rapid screening method suitable to compound libraries
on the scale of millions of compounds that is capable with high accuracy to identify
probable high affinity compounds for two conformations of the ACE2 receptor and the
ACE2-S1 complex. These compounds can function as putative leads for de novo drug
discovery. We have further developed a web interface to allow researchers to rapidly
identify high affinity scaffolds for in vitro characterization and structure-function activity
studies. We believe that an open-access utility such as this will allow diverse researchers to
contribute to the discovery of both existing FDA approved drugs and de novo development
of CoVID-19 treatments. Further, the methodology can be easily extended to any protein,
or protein complex involved identified as putative drug targets.
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ABSTRACT: In their previous work, Srinivas et al. [J. Cheminf.
2018, 10, 56] have shown that implicit ﬁngerprints capture ligands
and proteins in a shared latent space, typically for the purposes of
virtual screening with collaborative ﬁltering models applied on
known bioactivity data. In this work, we extend these implicit
ﬁngerprints/descriptors using deep learning techniques to translate
latent descriptors into discrete representations of molecules
(SMILES), without explicitly optimizing for chemical properties.
This allows the design of new compounds based upon the latent
representation of nearby proteins, thereby encoding druglike
properties including binding aﬃnities to known proteins. The implicit descriptor method does not require any ﬁngerprint
similarity search, which makes the method free of any bias arising from the empirical nature of the ﬁngerprint models [Srinivas,
R.;et al. J. Cheminf. 2018, 10, 56]. We evaluate the properties of the potentially novel drugs generated by our approach using physical
properties of druglike molecules and chemical complexity. Additionally, we analyze the reliability of the biological activity of the new
compounds generated using this method by employing models of protein−ligand interaction, which assists in assessing the potential
binding aﬃnity of the designed compounds. We ﬁnd that the generated compounds exhibit properties of chemically feasible
compounds and are predicted to be excellent binders to known proteins. Furthermore, we also analyze the diversity of compounds
created using the Tanimoto distance and conclude that there is a wide diversity in the generated compounds.

■

INTRODUCTION
The ﬁeld of virtual screening, a constituent part of the modern
drug discovery process,1,2 has been entrenched in the
pharmaceutical industry for years and has developed into a
sophisticated tool.3−5 A number of successful virtual screening
strategies to identify novel hits have been reported, which serves
as the starting point for further investigation.6−8 Many state-ofthe-art protein−ligand interaction (PLI) models use machine
learning that relies on abstract descriptors of compounds/
proteins as input features.9−14
Recent years have seen several deep learning techniques
applied to various aspects of drug discovery and development
process. For example, Wallach et al.15 introduced AtomNet, a
deep convolutional neural network for bioactivity prediction.
AtomNet aimed to apply the convolutional concepts of feature
locality and hierarchical composition to the modeling of
bioactivity and chemical interactions by taking into consideration the targets’ structural information. Ragoza et al.16
demonstrated the abilities of AutoVina, a three-dimensional
(3D) convolutional neural network, which outperformed in
enrichment performance on DUD-E targets. StepniewskaDziubinska et al.17 demonstrated the abilities of a model
named Pafnucy on the PDBbind v2013 core set using Pearson
R2 coeﬃcients. In addition, graph neural networks were also
leveraged18 to perform virtual screening.
© XXXX American Chemical Society

Virtual screening in drug discovery that uses these models,
while high performing, is not free of deﬁcienciesthe
limitations of representing drug compounds and targets
abstractly also limit our ability to infer their binding properties.19,20
We argue that a critical barrier is the lack of a universal
ﬁngerprinting model that can amass knowledge about drug
compounds, protein targets, and assay characteristics in a shared
latent space that can be used by a variety of machine learning
models, visualization tools, and compound design tools. We
further argue that if the representation is completely abstract,
even if it performs well at the PLI prediction, it is fundamentally
limited because researchers cannot systematically create
candidate compounds based on the featurization of the
target.21−23
In their previous work, Srinivas et al.24 proposed the
conception and development of an implicit mathematical
representation that allows for a more accurate characterization
Received: November 20, 2020
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Figure 1. t-SNE plots of implicit ligand ﬁngerprints: plots for two cancer targets are shown, where each point represents a compound assayed from the
ChEMBL database. The concentration results of the assays are color-coded. t-SNE plots of the 50-dimensional implicit representations reduced to two
dimensions preserving the distance.

novel compounds. We further assess the properties of the
potentially novel ligands generated in terms of the druglike
physical properties of molecules, chemical complexity, and
biological activity. We observed that our compounds exhibit
properties similar to the known ligands even though our
approach does not explicitly train the neural network for
optimizing speciﬁc properties. Additionally, we compare our
work to the prior work of Gómez-Bombarelli et al.26 on a set of
chemical compounds with known binding aﬃnities to cancer
targets from the ChEMBL23 database.34 This comparative
analysis investigates not only the potential binding aﬃnity of the
generated compounds to selected protein targets but also the
diversity of compounds generated. We provide evidence that our
method is superior in both binding aﬃnity and compound
diversity. Finally, we conclude with a discussion of how our
method could be integrated into a compound design tool and
explore some of the advantages and limitations that such a tool
would provide.
Implicit Fingerprints from Collaborative Filtering. In
their previous work, Srinivas et al.24 investigated implicit
ﬁngerprinting models that extend the existing virtual screening
mechanisms by incorporating collaborative ﬁltering. Collaborative ﬁltering algorithms are used for designing recommendation systems such as movie recommendation engines.35,36 In
general, collaborative ﬁltering is a method for making automatic
predictions (ﬁltering) about the interests of a user by collecting
preferences or taste information from other users (collaborating). When applied to the ﬁeld of virtual screening, this approach
relies on modeling predictions based on assays measuring the
interactions between compounds and targets.37,38 To intuit this,
one can imagine building a recommendation system for
matching movies to people. The direct approach might try to
extract features speciﬁc to the person, like genre preferences and
preferred actors, and features of the movie, like genre and
runtime, to classify a match. This is the approach that is most
similar to virtual screening where researchers directly featurize
the compounds and targets based on their geometry and

of the drug compound and protein target in the same numeric
latent space (as opposed to the current practice of separate
descriptors for the compound and target), thus narrowing the
model-associated bias down to that of the assay, i.e., real clinical
(albeit in vitro) environment.25 Additionally, to facilitate the
ability to discover the physical structure of new compounds, in
this work, we propose decoding methods that map from the
implicit representation of the candidate compounds to their
physical structure. We believe that this expanded capacity of the
ﬁngerprinting model will have a signiﬁcant impact on virtual
screening and, consequently, drug discovery, as it will render
drug discovery less dependent on costly clinical facilities and
services. Moreover, the representation will provide new methods
for creating and testing candidate drug compounds.
Several recent works have investigated the use of neural
embedding on compound structure representations such as
SMILES codes, showing that this embedding is eﬀective for
exploring the chemical properties26 and generating novel
compounds. Gómez-Bombarelli et al.27 refer to these embedded
ﬁngerprints as implicit representations. However, their methods
work upon the raw SMILES textual representation and are
therefore limited in their ability to discern more complicated
relationships encoded by graphical ﬁngerprints. Recent years
have seen a plethora of deep learning-based generative models
for de novo drug generation.28−33 The common theme in these
techniques is to provide as input to the deep learning model the
molecules only to produce the same or similar molecules as
output. The continuous vector representations of the input
molecules in the intermediate layers produce a larger chemical
property space, which is then sampled to produce novel
molecules. In this work, we design and train deep learning
methods that leverage the implicit compound ﬁngerprints
obtained from collaborative ﬁltering based on the past
bioactivity/assay data to map back to the physical structure of
compounds. The implicit encoding of compounds is a
continuous vector-valued representation and thus lends itself
to the use of continuous optimization to generate potentially
B
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Figure 2. Collaborative ﬁltering-based generative networks (CFGenNets): deep learning-based ligand design using implicit ﬁngerprints from
collaborative ﬁltering architecture.

representation is excellent in its ability to capture properties of
similar compounds using a Euclidean distance.
Neural Network Architecture. Our method to generate
potentially novel ligands is composed of two steps: (1) we
generate implicit ligand and protein ﬁngerprints using
collaborative ﬁltering and (2) train a neural network to generate
the SMILES string from the implicit representation (i.e., a
decoder that can map to a conventional representation from the
implicit space). The ﬁrst step involves generating the implicit
ﬁngerprints using known assays by applying the collaborative
ﬁltering algorithm.24 This step yields the implicit ﬁngerprint
representations for both ligands and protein targets, as described
above. The implicit ﬁngerprints are continuous vectors that
represent a point in 50-dimensional space.
The implicit ﬁngerprints of the ligands are then fed into a
gated recurrent unit (GRU)43 neural network to map the
corresponding SMILES string encoding. The neural network is
trained to minimize the error in reproducing the relevant
SMILES string for each input implicit ﬁngerprints of the ligands.
The key aspect of the neural network is to learn the function to
map the ﬁxed-length continuous vector representation to the
SMILES string. This architecture, for what can be described as
collaborative ﬁltering-based generative networks (CFGenNets),
is illustrated in Figure 2. Additional details of the neural network
design are discussed under the Methods section.
As with other methodologies utilizing generative deep
learning algorithms,26 the neural network should ensure that
the points in the latent space decode to valid SMILES strings. To
avoid the latent space from being sparse and resolve to large
“dead-areas” (areas in the space that are never trained to decode
from and therefore behave unpredictably), we performed input
data augmentation. The data augmentation involved adding
randomness to the input layer of the neural network (i.e., adding
random perturbations to the implicit vector). The data
augmentation incentivizes the decoder to more fully represent
the areas in the implicit latent space of the ligands, such that they
can successfully resolve to the corresponding SMILES string.
The intuition is that adding noise to the encoded molecules
forces the decoder to learn how to decode a wider variety of
latent points and ﬁnd more robust representations. This
approach follows the intuitions made popular by the variational
autoencoders (VAEs)44 by Bowman et al. The VAEs, instead of
decoding from a single point in the latent space, sample from a

physicochemical properties. A more implicit approach groups
users based on the movies they liked and groups movies based
on the users that have seen them. Users and movies in similar
groups could be implicitly found without attempting to featurize
aspects of the users or movies directly.
In their previous work, Srinivas et al.24 elucidated the
performance of the collaborative ﬁltering against the traditional
approaches using evaluation criteria such as a 1% enrichment
factor (EF1%)39 for its ability to address speciﬁc properties of
the early recognition problem speciﬁc to virtual screening,
Boltzmann-enhanced discrimination of the receiver operating
characteristic (BEDROC20),40 and area under the curve (AUC)
of the receiver operating characteristic.41 The collaborative
ﬁltering algorithm was found, at that time, to consistently and
signiﬁcantly outperform all of the other methods using the
evaluation criteria. Furthermore, the utility of the implicit
continuous representation of the ligands obtained from
collaborative ﬁltering was illustrated in an example with
cancer-related targets, as described in the next section.
Representation of Ligands in Implicit Fingerprint Space.
To help intuit the inherent properties of the implicit latent space,
we randomly selected two cancer-related targets from the
ChEMBL23 database. We selected targets with ChEMBL23 IDs
CHEMBL4899 and CHEMBL2150837 along with all of the
ligands with assays for these targets, as shown in Figure 1. The
50-dimensional implicit ﬁngerprints of the compounds are
reduced into a two-dimensional space using stochastic neighbor
embedding (t-SNE).42 We visualize all compounds with
available assays for the three selected cancer-related protein
targets in the ChEMBL23 database. The compounds are colorcoded as either having demonstrated binding aﬃnities to the
target or not, on the basis of their standardized concentration
levels in the assays, where a decreasing concentration level
indicates stronger binding aﬃnity. For the t-SNE plots, the ideal
result would be perfect clustering for each concentration level,
which would indicate that the compounds cluster based on their
binding aﬃnity. Interestingly, the implicit ligand ﬁngerprints in
Figure 1 demonstrate a very clear separation between the
compounds based on the concentration levels required to trigger
binding aﬃnities with the respective targets. This visual
separation is striking for assays with excellent binding aﬃnity
(standard value below 100 nM), indicating that the implicit
C
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Figure 3. Data distribution: the ﬁrst ﬁgure illustrates the number of molecules against the number of assays, binned at speciﬁed values or ranges. Close
to 50% of the molecules have only two prior assays. The second ﬁgure illustrates the number of ligands against the number of known assays with
positive aﬃnities. 62% of the ligands with only one assay with positive binding aﬃnity can be observed.

of the method.56 SSnet is made available for public use on
https://github.com/ekraka/SSnet.
Smina: Scoring and Minimization of Ligand Conformation. To perform virtual screening and docking, Smina48 was
used on a subset of ligands converted to 3D structures via
openbabel.57 The docking on DUD-E proteins was performed
utilizing the reference protein structure along with a reference
ligand provided by Mysinger et al.58 The docking was performed
on the center of a known ligand in a protein−ligand complex
with a box size of 32 Å × 32 Å × 32 Å and an exhaustiveness of 36
on the default scoring function. The box size deﬁnes the space to
consider in a protein for optimizing a ligand conformation
resulting in a binding score. The exhaustiveness is an indication
of the computation time for optimization. The exhaustiveness is
required as Smina utilizes the Monte Carlo method for
optimization.

location centered around the mean value and with spread
corresponding to the standard deviation before decoding. This
ensures that a sample from anywhere in the area is treated
similarly to the original input. Even so, there are diﬀerences
between the VAE approach and ours. In our approach, the latent
space if ﬁxed from the collaborative ﬁltering is not trainable like
in the VAE. Importantly, this means that the sampling
incentivizes the decoder to reconstruct similar SMILES strings
from a given set of similar points. It does not incentivize the
collaborative ﬁltering algorithm to change its implicit
representation.
The sequential nature of the output SMILES string required
us to consider neural network architectures that are adept at
handling such data. The application of neural network
architectures such as recurrent neural networks and their
enhanced variations such as gated recurrent neural networks
(GRUs) for problems involving sequential data such as speech
recognition and language translation have been very successful.43,45−47 The GRU neural networks, with their innate abilities
to learn long-term dependencies in sequences, are especially
useful for handling SMILES strings.
Tools for Bioactivity Prediction. Bioactivity of a drug is of
critical importance to highlight the applicability of generated
ligands. SSnet14 and Smina48 were utilized to obtain a relative
bioactivity of ligands toward various targets tested in this work.
SSnet. SSnet is a deep neural network-based framework that
requires a protein target in pdb format and a ligand as SMILEs
string to predict their bioactivity (probability for binding). SSnet
utilizes a protein’s fold information extracted as curvature and
torsion patterns that hold compact information about potential
ligand interaction. SSnet had outperformed state-of-the-art
machine learning models like Atomnet,11 3D-CNN,49 and
GNN-CNN12 and classical force ﬁeld and knowledge-based
methods employed by Autodock Vina50 and Smina,48 and
various standard docking methods such as FRED,51 Surﬂex,52
HYBRID,53 PLANTS,54 etc., in identifying positive protein−
ligand pairs (protein−ligand complex with high binding
aﬃnity). SSnet being pretrained has fast execution time (18
min for 1 million protein−ligand pairs) to curate high aﬃnity
ligands from a pool of large libraries such as ZINC database
(more than 1 billion ligands).55 We note that the resource
eﬃciency of SSnet was quickly utilized for the prediction of
potential drugs for Covid-19 that shows the biological relevance

■

RESULTS AND DISCUSSION
In this section, we present the details of the experiments
conducted with their results. We begin with an exhaustive
description of the data used for the experiments.
Data Set Description. Our method involves translating the
implicit ligand ﬁngerprints into its corresponding SMILES
string. The implicit ﬁngerprints, however, are derived from the
ligand−target bioactivity data from the ChEMBL database
(Version 23). The bioactivity data, keeping in line with previous
studies,59,60 was focused only on human targets. We restricted
bioactivities to three types of binding aﬃnities. This included
IC50 half-maximal inhibitory concentration, EC50 maximal
eﬀective concentration, and inhibitory constant (ki). Following
the precedence with previous works,24,59,60 we converted the
data into the binary active−inactive using the following
conversation thresholds: lesser than 100 nM for “actives” and
greater than 1000 nM as “either weak binders or inactives”.
Furthermore, to be consistent with Srinivas et al.,24 we retained
only ligands that have at least two prior assays. This resulted in a
bioactivity matrix of size 241 260 (ligands) by 2739 (targets).
The bioactivity matrix was subjected to the collaborative
ﬁltering method, as described in Srinivas et al.24 The resultant
implicit ﬁngerprints were then used as inputs to our deep
learning model, with the goal to produce the respective
canonical SMILES string as the output. Figure 3 illustrates the
data distribution of the number of ligands against the known
D
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condition to term a generated ligand as being novel. With the
precedence in the aforementioned prior works serving as a
baseline, we adopted a series of multifold conditions to assess
the potential of the generated ligands to be deemed novel:
• Is the generated ligand already present in the training data
set? A total of 2917 generated from the set of 5k anchor−
ligands were not present in the training set.
• Is there any other known ligand in the 1+B ZINC
database with a similarity threshold of 0.85 with the
generated ligands. We further ran the 2917 ligands against
the ZINC database to look for the most similar known
ligand from 1.3 billion compounds from the ZINC
database, with a similarity threshold of 0.85. The
similarity between compounds was measured by the
Tanimoto coeﬃcient (TC), which measures a distance
between ﬁngerprints resulting in a score ranging from
[0,1] (0 corresponds to least similar and 1 to exactly
same).64 We obtained the TC based on Morgan
ﬁngerprints65 of 512 bits vector. This resulted in a total
of 2759 ligands from the previous step.
• Among the ligands from the ZINC database with
similarity <0.85, are there diﬀerences in the scaﬀolds
and/or the number of functional groups66 between the
anchor and generated ligands. To further verify that the
generated ligands were meaningfully diﬀerent from their
closest hits from the ZINC database, we further compared
the scaﬀolds and functional groups between the generated
ligands and their closest hit from the ZINC database. Of
the 2759 ligands from the previous step, only 322 (12%)
of ligands had the same functional groups and only 618
ligands (22%) had similar scaﬀolds as their closest hit
from the ZINC database. These numbers are summarized
in Table 1 for easier readability. Additionally, Figure 4

number of prior assays and known number of prior assays with
known positive aﬃnities. As evident from the plots, close to 50%
of the ligands have only two prior assays. Additionally, close to
62% of the ligands have only one prior assay with positive
aﬃnity. We also wish to note that the number of ligands (241k)
used to model the deep learning model is comparable to
previous works.28
Considering that our approach relies on the prior assay history
to determine the implicit ligand ﬁngerprints, having more
numerous examples of prior assays for each ligand may also
result in better quality implicit ﬁngerprints. This statement is
further evidenced by results from the next section: (1) the ability
of the decoder to accurately translate implicit ﬁngerprints into
the corresponding SMILES and (2) the abilities of the ligands to
yield more potentially novel ligands are both inﬂuenced by the
number of available assays per ligand, as described next.
De Novo Generation of Molecules from Latent Space.
In this section, we discuss the outcomes of our method in the
context of 5000 randomly selected ligands from the data set for
validation purposes. Additionally, we also present the outcomes
of a scaﬀold analysis from the potentially novel ligands generated
from ligands with known aﬃnities to cancer targets from the
ChEMBL23 database. To further analyze the practical
applicability of our approach, the resulting ligands, speciﬁcally
from approved cancer-related drugs, were further evaluated for
their viability to be valid compounds with enhanced biological
activities. The complete list of ligands is made available as a part
of the Supporting Information (Section 0.4).
Our method samples around the implicit latent space of the
known ligands or “anchor−ligands” to generate (potentially
novel) compounds. In our testing, we randomly sampled 100
points across the 50 dimensions in the implicit space around our
anchor−ligands. Each point was then processed through our
neural network to obtain the corresponding SMILES string. The
SMILES string was then validated using the RDKIT library. This
process is discussed in more detail in the Methods section.
We ran the aforementioned sampling and validation exercise
on the 5000 ligands (henceforth referred to as anchor−ligands).
A total of 4632 of the 5000 (92.64%) anchor−ligands resolved
to at least one valid ligand, although not all resolved ligands were
(potentially) novel. As mentioned earlier, 100 points are
randomly sampled for each anchor−ligand. Depending on the
information encoded in the continuous implicit vector space,
multiple points around a given anchor−ligand may resolve to the
same ligand. Only those ligands that are generated at least twice,
and can be resolved to a valid compound using the RDKIT
library, are considered to be “valid” generated ligands. The
frequency constraint of “at least twice” is enforced to help ensure
that the generated ligand is not generated spuriously.
Novelty among Generated Ligands. The practical applicability of the generative deep learning methods is typically
measured by the ability of the methods to generate novel ligands
with desirable properties. However, despite the plethora of
works in the space, the concept of novelty is loosely deﬁned.
Several popular recent works27,61,62 just validate if the generated
ligand was already present in the training data set. If not found,
the generated ligands are deemed as novel. Alternately, Popova
et al.63 assessed novelty by checking for the presence of the
generated ligands in the training set of 1.5 million ligands from
ChEMBL21. Additionally, they also searched for the presence of
the generated ligand in the ZINC database for 320 million
synthetically accessible druglike molecules. It is to be noted that
a diﬀerence of even a single atom was deemed as a suﬃcient

Table 1. Novelty Analysis: Summary by Numbers
number of anchor−ligands
number of anchor−ligands yielding at least one valid ligand
number of generated ligands not present in the training data
number of generated ligands with a diﬀerence of 2 or more functional
groups
number of anchor−ligands yielding at least one ligand outside training
data

5000
4632
2917
1831
1332

plots the distribution of the ligands over the diﬀerences in
the number of functional groups between each pair of
potentially novel ligands and their closest hit from the
ZINC database. It is seen that 67% (1831 ligands) of the
ligands generated had a diﬀerence of at least 2 or more
functional groups with their closest hit. Figure 4 also
illustrates the TC similarity scores between the potentially
novel ligands and their closest ZINC database hits. It is
observed that 20% of the potentially novel ligands have a
similarity of 0.5 or less. The entire list of the potentially
novel ligands along with their closest hit from the ZINC
database and the respective scaﬀold and functional groups
is also made available in the Supporting Information
(Section 0.4).
We wish to note that the references of “novel ligands” in the
rest of the sections should be read as being potentially novel and
in conjunction with the aforementioned set of conditions. It was
also observed that sampling around certain anchor−ligands
resulted in numerous potentially novel ligands being generated,
E
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Figure 4. Distribution of the number of potentially novel ligands and their closest hit pairs vs diﬀerences in the functional groups and TC similarity
ranges. The ﬁgure demonstrates that a degree of novelty could be associated with the generated ligands when compared with the 1.3 billion known
ligands from ZINC DB. The diﬀerences in the number of functional groups between the anchor and generated ligands range from 0 to 9, with at least
67% ligands with two or more diﬀering functional groups. The TC similarity bins help gauge the distribution of the TC similarities between the pairs. It
is seen that the lower the similarity, the more likely it is for the pair having varying functional groups.

Figure 5. Correlation of the ability to generate potentially novel ligands with prior assays: box plots show the co-relation between the two sets of
anchor−ligandsone set from 1 or more potentially novel ligands were generated and the second set that yielded no ligands when sampled in the
implicit ﬁngerprint latent space. The ﬁrst ﬁgure visualizes the total number of known assays that exists for each set. The second box plot visualizes the
total number of positive binding aﬃnities already recorded for each assay.

as the number of assays increases, thereby giving a better
blueprint for the decoder to generate potentially novel ligands.
However, because the implicit representation does not explicitly
model chemical or experimental parameters, this hypothesis
must be investigated through the observation of known ligand
properties, as discussed next.
Physical Properties of Generated and Anchor−Ligands. To
explore the similarity of potentially novel and anchor−ligands,
we evaluated the properties of the compounds using a number of
scoring measures. More speciﬁcally, we used the quantitative
estimation of druglikeness (QED), n-octanol water partition
coeﬃcient (log P), and synthetic accessibility score (SAS) and
used the number of benzene rings as an indicator of the chemical
complexity. Our approach to ascertain the similarities in the
physical properties between the anchor−ligands and their
corresponding novel ligands considered the following approaches:

while sampling around other anchors did not yield any novel
ligands. To further investigate this phenomenon, we analyzed
the abilities of the associated anchor−ligands to yield potentially
novel compounds by grouping according to known prior assays.
Figure 5 (left) illustrates the relationship between the presence
of assays of the anchor−ligands and their ability to generate
potentially novel ligands. As can be seen, anchors that generated
novel ligands tended to have a greater number of known assays.
In Figure 5 (right), we can also observe that this relationship
holds for the number of anchor−ligands with positive aﬃnities.
Anchors with more numerous positive assays also tended to
generate potentially novel ligands. This observation is perhaps
not surprising considering that the implicit ﬁngerprints are
derived from the known assays. This provides evidence that the
implicit ﬁngerprints for anchor−ligands encode more meaningful information when there are more numerous assays. One
potential explanation for this is that the implicit representation
can encode many desired properties that are diﬃcult to measure
F

https://doi.org/10.1021/acs.jcim.0c01355
J. Chem. Inf. Model. XXXX, XXX, XXX−XXX

Journal of Chemical Information and Modeling

pubs.acs.org/jcim

• Compare the distribution of the populations of property
values of the anchor−ligands with the distribution of the
generated ligands. This comparison is the standard
practice when evaluating the quality of generated
ligands.26,63
• Additionally, to investigate the similarity of generated
ligands with their respective anchor−ligand, we evaluated
the magnitude of the diﬀerence in the values between the
ligands for each of the four aforementioned properties. A
residual value, which is the diﬀerence between the
property values, is calculated for each pair of anchor−
ligand and its corresponding generated ligand. A mean
residual is then obtained for each anchor−ligand, as
described in eq 1. The magnitude of the mean residual
value was used as a method to determine the deviation of
the properties between anchors and their generated
ligands
Rm =

The water−octanal partition coeﬃcient (log P) was another
property used to quantify the physical properties of the
potentially novel ligands. Log P describes the propensity of
ligands to dissolve in an immiscible biphasic system of lipids
(fats, oils, organic solvents) and water.68 A negative value for
log P means the ligand has a higher aﬃnity for the aqueous phase
(hydrophilic); when log P = 0, the ligand is equally partitioned
between the lipid and aqueous phases; a positive value for log P
denotes a higher concentration in the lipid phase (lipophilic).
The potentially novel ligands tended to be more lipophilic with a
mean log P-value of 3.43 with a standard deviation of 1.94.
Figure 6B(i) illustrates the distributions of log P scores between
the novel and anchor−ligands. The two distributions appear to
be visually similar and a 2-sample Student t test score of 0.33
with p-value = 0.74 also conﬁrms the same. Additionally, Figure
6B(ii) illustrates the similarities of the log P scores between the
anchor−ligands and their respective generated ligands by
measuring the mean residual score, as described in eq 1. It is
observed that close to 87% of the anchor−ligands have their
log P scores within 1 unit of their generated ligands.
The synthetic accessibility score (SAS), a method that is able
to characterize molecule synthetic accessibility as a score
between 1 (easy to make) and 10 (very diﬃcult to make),69
was another property that was evaluated for the potentially novel
drugs generated by our method. The mean score was found to be
at 3.17 with a standard deviation of 0.85. While the SAS scores
between anchors and their novel ligands appear to be similar
visually (Figure 6C(i)), a t-statistic score of 21.62 with p-value =
6.7e-99 indicates that the two distributions are statistically
diﬀerent. Nevertheless, a mean score of 3.17 of the potentially
novel ligands indicates that the potentially novel ligands are
synthesizable to generate valid drugs. Figure 6C(ii) further
compares the individual SAS scores between the generated
ligands and their respective anchor−ligands. It is observed that
87.3% of anchor−ligands have SAS scores within 1 unit of the
generated ligands. This indicates that an overwhelming majority
of the anchor−ligands share similar SAS scores with their
generated novel counterparts. Additionally, the number of
benzene rings was evaluated as a measure of the chemical
complexity of the potentially novel ligands. Figure 6D(i)
demonstrates that the complexities of the potentially novel
drugs are comparable to those of their corresponding anchor−
ligands. Figure 6D(ii) compares the similarities in the number of
benzene rings between the anchor−ligands with their respective
generated novel ligands. From the ﬁgure, it is evident that the
distribution of the number of rings does not follow a normal
distribution. For this reason, we conducted the Mann−Whitney
U-nonparametric test70 to compare the two distributions. The
test yielded a statistically signiﬁcant diﬀerence in the two
distributions. However, it was observed that approximately 83%
of the anchor−ligands had the exact same number of benzene
rings as their respectively generated novel ligands.
We further evaluated Lipinski’s rule of 5 (LR5) for all of the
generated ligands.71 The LR5 describes critical properties of a
ligand in the human body such as absorption, distribution,
metabolism, and excretion. The rule states that a ligand to be
eﬀective for therapeutics should have less than 5 hydrogen bond
donors, less than 10 hydrogen bond acceptors, a molecular mass
of less than 500 Da, and the log P less than 5. The LR5 score was
computed for all generated ligands based on Yao et al.72 We
observed that 68% of generated ligands completely satisﬁes the
LR5 rule and 22% of generated potentially novel ligands satisfy
at least 3 of the 4 rules. This is further illustrated in Figure 7. The

∑n = 1 (pa − pn )2
N

(1)
N
where Rm is the mean residual property value for each
anchor−ligand, N is the number of unique potentially novel
ligands generated for each anchor−ligand, pa is the property
value (QED, log P, SAS, and NumRings) for the anchor−ligand,
and pn is the property value (QED, log P, SAS, and NumRings)
for the nth novel ligand for the corresponding anchor−ligand.
The QED ranges between 0 and 1. The ligands with higher
values indicate that the molecule is more druglike. Additionally,
the method also claims to capture the abstract notion of esthetics
in medicinal chemistry.67 We leveraged the python-based RDKit
library to determine the QED scores of the generated novel
compounds. As illustrated in Table 2, the average QED score of

Table 2. Properties of Anchor and Potentially Novel Ligands

QED
log P
benzene
rings
SAS scores

mean
SD
mean
SD
mean
SD
mean
SD

anchor−
ligands

potentially
novel ligands

t-test

0.69
0.20
3.41
1.69
3.45
1.24
2.67
0.55

0.57
0.22
3.43
1.95
3.12
1.33
3.18
0.85

t-stat = 0.99
p-value = 0.35
t-stat = 0.33
p-value = 0.74
MannWhitt stat = 2.1e7
p-value = 4.76e-18
t-stat = 21.62
p-value = 6.7e-99

Article

the novel ligands was found to be 0.57. Figure 6A(i) illustrates
the comparison of the distributions of the QED scores from the
potentially novel ligands with their anchors. It can be observed
that the two distributions are very similar. A 2-sample Student t
test statistic of 0.99 with a p-value of 0.35 also conﬁrms that there
exists no statistical diﬀerence between the two distributions.
Table 2 tabulates the mean, standard deviations, and t-test scores
of all of the properties calculated as a part of our experiments.
Additionally, Figure 6A(ii) illustrates the similarities of the QED
scores between the anchor−ligands and their respective
generated ligands by measuring the mean residual value, as
described in eq 1. It is evident from the plot that a large number
of mean residuals are less than 0.1 units. This indicates that the
QED scores of close to 80% of the anchor−ligands are within 0.1
units of their generated novel ligands and close to 96% of the
anchor−ligands have QED scores within 0.2 units of their
generated ligands.
G
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Figure 6. Property distribution between anchor−ligands and generated ligands: (A) quantitative estimate of druglikeness (QED), (B) partition
coeﬃcient (log P) (C) synthetic accessibility score (SAS), and (D) number of benzene rings. The ﬁgure demonstrates that the property distributions
of the anchor−ligands are similar to the potentially novel ligands generated from the corresponding anchors across all four properties.

To validate the similarities of the binding aﬃnity properties of
the novel ligands with their respective anchors, the binding
aﬃnity scores were determined from SSnet and Smina for the
anchor−ligands with the 102 DUD-E proteins. Each ligand
(anchor and novel ligands) yielded a distribution of binding
aﬃnity scores against each target from the set of 102 DUD-E
protein targets. The similarities in the binding aﬃnities of the
novel and their respective anchor−ligands were evaluated by
comparing the aforementioned binding aﬃnity distributions. Of
the total 1332 unique combinations of novel and respective
anchor−ligands, approximately 84% demonstrated similar
binding aﬃnity behaviors. The similarity score or the measure
of intersection over union (IoU)73 in this exercise is calculated
by evaluating the proportion of DUD-E targets to which both
the ligands demonstrate binding or lack of binding. An SSnet
score of 0.5 or less is considered lack of binding and a score
greater than 0.5 as binding. Figure 8 illustrates this for 1332
unique pairs of novel ligands and their anchor−ligands. Each
data point on the x-axis in Figure 8 represents a unique anchor−
novel ligand combination. The y-axis represents the intersection
over the union score calculated between the two distributions of
binding aﬃnity scores, the ﬁrst distribution being binding
aﬃnity indicator of anchor−ligand with 102 DUD-E proteins
and the second distribution being the binding aﬃnity indicator
of the novel ligand with 102 DUD-E proteins. The ﬁgure further
illustrates that a large majority of the anchor−ligand pairs exhibit
similar binding aﬃnities. A similar observation was made for
Smina, as shown in Figure S1, by considering ligand similarity
based on −7.5 kcal/mol as a threshold for plotting IoU.
While there is a high coherence of the scores obtained from
SSnet, we further evaluated the similarities between the anchor
and generated ligands. We calculated the Tanimoto coeﬃcientbased similarity scores between each pair of anchor and
generated ligands. Figure 9 plots the IoU scores and the TC
similarity scores for each pair. It is evident from the plot that
there is no correlation between the IoU scores and the TC
similarities. Despite the lack of correlation, the high coherence in

percentage of matches to Lipinski’s rule of 5 signiﬁes that the
generated ligands have properties to be an eﬀective drug.

Figure 7. Lipinski’s rule of 5 valuated on the potentially novel ligands
generated from implicit ﬁngerprints. The ﬁgure demonstrates that 80%
of the 1831 potentially novel ligands satisfy 3 or more rules, signifying
that the generated ligands have properties to be an eﬀective drug.

Now that it is established that the potentially novel and
anchor−ligands are likely to have similar and comparable
physical properties, we turn our attention to answering whether
the novel ligands are also likely to similarly bind to known
targets.
Binding Aﬃnity Predictions of the Potentially Novel
Ligands. The biological activities of the potentially novel
ligands were evaluated by inferring their predicted binding
aﬃnities with 102 DUD-E protein targets.58 The DUD-E targets
consist of a variety of proteins exhibiting diﬀerent mechanisms
of protein−ligand interactions. The relationship of bioactivities
within the anchor−ligand and generated ligands over the DUDE targets will highlight the versatility of our model. Thus, we
used the anchor−ligands to test their binding aﬃnities with the
DUD-E targets.
H
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Figure 8. Pairwise binding aﬃnity scores: the plot illustrates the similarities in the bioactivity between each pair of anchor−ligands and their
corresponding generated ligands to the 102 DUD-E protein targets. The blue line in the line plot to the left demonstrates a strong co-relation between
the binding aﬃnities for most pairs with the DUD-E targets. This is due to very high IoU scores for 84% of anchor and generated ligand pairs. The
scatter plots to the right illustrate two sample pairs, with the top right plot representing a pair with very similar aﬃnity scores and the bottom right plot
illustrating a pair where the aﬃnities diﬀer between the anchor and generated ligand.

Figure 9. (A) Comparison of the IoU scores and the Tanimoto coeﬃcient scores between the anchor and generated ligands. The ﬁgure illustrates that
there is no strong correlation between the anchor and generated ligands in terms of TC similarities. (B) Histogram of TC scores across all of the pairs:
illustrates the distribution of the similarity scores between the pairs.

the binding aﬃnities could be explained by the scaﬀold
similarities between the anchor and generated ligands. This is
further evidenced by the scaﬀold analysis using the pseudoHilbert curve, as described in the subsequent section.
The analysis on QED, log P, and SAS provided an intuitive
relationship of generated ligands and druglikeness. However, for
a drug to be eﬀective for the speciﬁc target and show selectivity
among other targets, the scaﬀold should be preserved (core
structure of a molecule74−76). To analyze if the generated
ligands have similar scaﬀolds, we sorted all of the anchor−
ligands by Tanimoto coeﬃcient (TC). The sorting was
performed by recursively ﬁnding the next most similar ligand
from the anchor−ligands starting from a random anchor−
ligand. The sorted list was then mapped to a pseudo-Hilbert
space-ﬁlling curve. The pseudo-Hilbert curve was used to
observe molecular scaﬀolds directly from the map as pseudoHilbert curve preserves the spatial proximity of the sorted list.

The pseudo-Hilbert map for the generated ligands was made
similarly. Each anchor−ligands were repeated to the same
number of generated ligands to match one-to-one when
comparing the pseudo-Hilbert curve for generated ligands and
anchor−ligands. Figure 10a,b shows the pseudo-Hilbert map for
anchor−ligands and generated ligands, respectively. The
pseudo-Hilbert map is colored based on the SSnet scores
obtained by docking the ligands with the DUD-E targets with
PDB ID 1B9V and 3KBA. We observe that the clusters are
majorly retained for the generated ligands when compared to
those for the anchor−ligands. This is further highlighted in
Figure 10c, which shows the diﬀerence in SSnet scores for
generated and anchor−ligands. The map is mostly blue, which
represents a mere diﬀerence of SSnet scores in generated and
anchor−ligands of less than 0.1. The results highlight that the
novel molecules generated preserve the scaﬀold that is essential
in protein−ligand binding.
I
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Figure 10. Scaﬀold analysis. A pseudo-Hilbert curve is plotted for anchor−ligands and generated ligands. The color denotes SSnet scores. Similarity
between the anchor and generated pseudo-Hilbert curves and the low diﬀerence among them signiﬁes that our method retains scaﬀolds from the
anchor−ligands while also predicting similar bioactivities.

Figure 11. Novel ligands generated around the known cancer drug, DATASINIB: it is observed that the generated ligands have diﬀerent functional
groups and scaﬀolds. However, it is important to note that some unrealistic compounds are generated. Section 0.2.1 (Supporting Information)
enumerates information about the novelty and the binding aﬃnities exhibited by these generated ligands.

Comparison with FDA-Approved Drugs. To further hone in
on the practical applicability of our methods and the potentially
novel drugs generated, we conducted analysis on novel drugs
generated on known cancer-related ligands. For this exercise, we
shortlisted 10 drugs approved for treating various forms of
cancer also available in the ChEMBL23 database. We present a
detailed analysis of the potentially novel ligands generated
around a known cancer drug, DASATINIB. Sampling around
the implicit ﬁngerprint space of this anchor−ligand yielded 10
novel ligands. Figure 11 illustrates the 10 novel ligands. We
observed that new functional groups and scaﬀolds are generated.
It is important to note that 3 of the 10 compounds generated
seems to be unrealistic for drug discovery purposes in oncology.
Further, screening through the ChEMBL23 database, no
subsequence with similar rings as unrealistic labeled compounds
in Figure 11 was observed.

The novelty of the compounds was tested from the
ChEMBL23 data set (1.4 million compounds) and the ZINC
data set (1.3 billion compounds). Across the 10 novel
compounds, the maximum similarity score was 0.88 for ligands
in the ChEMBL23 data set and 0.92 for ligands in the ZINC data
set. Table S3 shows the largest TC obtained for each novel
compound. Interestingly, in this particular case, we observe that
the scaﬀold for the anchor−ligand is retained in most of the
generated ligands. The results are in line with the scaﬀold
analysis performed for the DUD-E protein targets provided in
the previous section (Figure 10). Retention of the scaﬀold is
crucial for ligand binding as the protein pocket, in general, has
conﬁned space for docking. The scaﬀold provides both size and
imperative interactions such as hydrogen bonding, π interactions, etc., that contributes to the stability of the protein−
ligand complex.
J
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To test the bioactivities for the novel ligands generated, we
sorted nine known targets for the anchor−ligand, the details of
which are provided in Table S2. We conducted a docking
method Smina48 and a deep neural network-based model
SSnet14 for bioactivity score prediction. Figure 12 shows the

Figure 13. Comparison of implicit and latent ﬁngerprints on FDAapproved drugs and their corresponding targets. The red color denotes
the anchor−ligand and the black color denotes generated ligands. The
latent label and implicit label show the binding aﬃnities for generated
ligands from the method developed by Gómez-Bombarelli et al.27 (in
blue) and our method (in green).

■

Figure 12. Sample test on various active/inactive targets for anchor−
ligands. The ﬁrst ﬁve targets 2FO0, 1PKG, 1AVZ, 1GQ5, and 1MQB
are active and the rest are inactive. The red color denotes the anchor−
ligands and the black color denotes generated ligands.

METHODS
The recent years have seen numerous deep learning-based
generative models for de novo drug generation. The common
theme in these techniques is to provide a deep learning model
with anchor−ligands to produce novel ligands with similar
properties. Often, the canonical SMILES notation of the ligand
or a graphical-based ﬁngerprint is used as the input to these deep
learning models. This representation is then translated into a
continuous vector representation(s) of the input ligand,
whereby the intermediate layers in the deep learning model
are slightly perturbed (i.e., with additive noise) to produce novel
molecules. Many previous works exist, with the main
distinguishing characteristic among the works being the
architecture of the deep learning model and classiﬁcation task
employed for training. Some popular methods have been
recurrent neural networks, 28 variational autoencoders
(VAEs),29 generative adversarial networks (GANs),30,31 and
graph-based neural networks.32,33 A survey of recent work is
available from Chen et al.77
Our approach stands apart in that we use the implicit ligand
ﬁngerprints obtained from the prior assay information
(collaborative ﬁltering) as inputs to a deep learning model,
with the objective of producing the corresponding canonical
SMILES representation as the output. This implicit representation can have a number of advantages because it is based solely
on the observed behavior of the compound, rather than inherent
measures of physical properties. Thus, formulating a decoding
procedure from this implicit representation may have distinct
advantages over previous methods. The implicit ﬁngerprint,
because it is a continuous vector of ﬁxed length (50), also lends
itself well to statistical sampling with simple procedures. We
employ data augmentation of the input vector by employing a
vector of mean μ and another vector of standard deviation, σ.
The input vector (implicit ﬁngerprint vector) serves as the
vector of means, which is then added to another vector, which is
a random normal distribution centered at 0 with standard
deviation σ, to yield a statistically sampled point around the

results obtained by the two methods. The ﬁrst ﬁve targets are
labeled active and the remaining four as inactive for the anchor−
ligand used in the ChEMBL data set. We observe that the
generated ligands have similar Smina scores as the anchor−
ligands. A similar behavior is observed when comparing the
SSnet scores for anchor and generated ligands. It is important to
note that both Smina and SSnet are sensitive to the ligand and
their complex interaction with a protein target. Many factors
such as functional group, size of the molecule, molecular weight,
etc., govern the bioactivity. The fact that all of the 10 novel
generated ligands have similar bioactivities provides evidence
that our ligand generation method produces ligands with similar
binding characteristics to the anchor−ligand.
We further compared the bioactivities of six FDA-approved
drugs and their corresponding generated ligands from the
implicit ﬁngerprint and latent space generated from the
variational autoencoder (VAE) work from Gómez-Bombarelli
et al.,26 respectively. Each of the six ligands was docked toward
its original intended target, the details of which are provided in
Table S1. We observe a high similarity in predicted bioactivities
for implicit ﬁngerprints compared to the latent space generated
from VAE for both the Smina and SSnet scores shown in Figure
13 (Tables S5−S10). A visual inspection of the compounds was
generated from our method and the latent space from VAE.
Gómez-Bombarelli et al.27 show that both the scaﬀolds of the
original anchor−ligand (Figures S2−S7) and generated ligands
are similar. However, bioactivity is sensitive to small changes in
the chemical structure such as a functional group. Our method is
perceptive toward functional groups due to the way collaborative ﬁngerprints were modeled, i.e., by considering the
bioactivities.
K
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Figure 14. Implicit ﬁngerprints to SMILES decoder using CFGenNets: the deep learning network learns ligand representations by employing the data
augmentation technique at the input layer. The continuous representation obtained is then fed into a series of dense layers followed by a gated
recurrent unit neural network to obtain the corresponding SMILES string.

r = σ(x t w xr + ht − 1w hr )

implicit ﬁngerprint. The stochastic sampling process ensures
that the actual vector will vary on every single iteration due to
sampling while keeping the mean and standard deviations the
same. Intuitively, the mean vector controls where the implicit
ﬁngerprint of a ligand is centered around, while the standard
deviation controls the “area”, how much from the mean the
encoding can vary. The decoder hence learns that not only is a
single point in latent space referring to the ligand but all nearby
points refer to the same ligand. The decoder is exposed to a
range of variations of the encoding of the same input during
training. This process is illustrated in the decoder architecture, as
shown in Figure 14. The approach adopted here is similar to the
data augmentation employed with variational autoencoders.78
To generate the SMILES string from the implicit ﬁngerprint,
we are motivated to use recurrent neural networks (RNNs)
because of their success in modeling sequential data such as
natural language. The SMILES strings lend themselves well to
this model considering the sequential nature of the notation.
Each unit in the RNN attempts to capture state information of
the sequence by transforming all of the elements that appeared
before it. It does so by encapsulating this information in a hidden
state vector, which is passed from one unit back into itself,
recurrently. The hidden state ht of the RNNs can be represented
as

where σ represents a logistic or sigmoid function. These sigmoid
values of the reset gate range from 0 to 1 and determine how
much of the previous hidden node value is retained. A value of
r=0 implies that none of the previous node value is retained and
an r=1 ensures that the entirety of the previous node is retained.
This memory, m, can be signiﬁed by the following equation
m = tanh(x t w xm + (r ⊙ht − 1)w hm)

where ⊙ represents the Hadamard (or element-wise) multiplication of two vectors. Additionally, the update gate is
governed by the following equation
u = σ(x t w xu + ht − 1w hu)

The update gate, with values ranging from 0 to 1, determines if
the new hidden state should use the previous value or the new
value. Tying all of these together, the hidden state is governed by
the equation
ht = u ⊙ m + (1 − u) ⊙ ht − 1

Intuitively, the GRUs are better suited than the RNNS to our
problem considering the long-term dependencies between
symbols that must be maintained in the SMILES string. The
ring structures, for example, are represented by matching
numeric symbols typically separated by two or more atoms
within the SMILES string. The neural network should be able to
remember these long-term dependencies for eﬀectively
decoding to a valid SMILES string. Figure 14 illustrates multiple
GRU layers that make up the decoder to eﬀectively map to the
SMILES code. These “layers” shown in the ﬁgure are visualized
compactly, that is, they are actually two stacked sequences of
GRU nodes.
Neural Network Design. We performed extensive training
and validation of the vanilla RNN and GRU models with the
continuous implicit ﬁngerprint vector as the input and the one
hot-encoded SMILES string as the output. We measured the
outcome of the models by evaluating the categorical crossentropy loss and the accuracy. As a part of training, we explored a
variety of architecture options with respect to the depth and the
width of the deep learning models. We also trained with diﬀerent
compositions of the training sets based on ligands with varying
counts of past assay data. Across all training iterations, we

ht = tanh(x t w xh + w hhht − 1)

where xt represents the input at time step t, wxh represents the
weight from the input node to the hidden node, whh represents
the weight on the feedback loop from the hidden node to itself,
and ht−1 represents the previous hidden state. As evident from
the equation, the hidden states from the earlier time steps get
diluted over long sequences. This problem gets compounded
with SMILES considering the long-term dependencies (such as
matching brackets, etc.) that need to be maintained to resolve to
a valid chemical compound. The gated recurrent neural network
attempts to address this problem by introducing two gates called
the “update” gate and a “reset” gate along with a memory, which
governs how much of the previous state is retained. Each of these
units (update gates, reset gates, and memory) has its own
trainable weights. The update gate at each unit decides the
amount of new information to be added to the hidden states.
The reset gate determines the past information to be forgotten
or retained at each unit
L
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Figure 15. Training and validation losses of the neural network: training and validation losses across multiple runs of the neural network.

diversity when measured using the Tanimoto distance. The
collaborative ﬁltering approach allows for the implicit ﬁngerprints to be generated for any novel ligand with desired binding
aﬃnities to known target proteins. Leveraging these implicit
ﬁngerprints with encoded SMILES representations as the basis
to generate useful novel druglike compounds could further
advance this exciting ﬁeld of drug discovery using generative
deep learning models. We also note that our approach
fundamentally relies on having training data for a particular
anchor−ligand and particular target. To create an implicit
ﬁngerprint, the factorization employed in collaborative ﬁltering
requires assay examples. This requirement limits the scalability
of the approach to ligands and targets for which assays are
available or can be completed. We also point out that our
analysis was completed on a large subset of the ChEMBL
database, Version 23. Therefore, the consistency of the approach
for ligands across diﬀerent bioactivity databases needs to be
further evaluated. Additionally, we note that we considered the
implicit ﬁngerprints based on binding aﬃnities alone in this
study; there are numerous desired properties (absorption,
distribution, metabolism, excretion, toxicity, promiscuity, and
pharmacovigilant properties) for which a ligand could be
screened. These are typically referred to as secondary screens
because they are most often (but not always) screened after
aﬃnity has been established. The cumulative generative
capabilities by combining implicit ﬁngerprints from these assays
could also be evaluated in the future. We also note that further
studies need to be conducted on the cumulative generative
powers of the SMILES-based generative algorithms and the
implicit ﬁngerprints generated from collaborative ﬁltering. One
such limitation is the generation of faulty SMILES that cannot
be resolved to a valid chemical structure. We also note the
limitation in the method to occasionally generate ligands with
unrealistic large rings. Future work could study mechanisms to
penalize the models for generating ligands with such macrocycles to mitigate such issues. We also note that our work also
generates ligands that can sometimes just be simple bioisosteric
replacements of other known ligands, similar to other recent
works79 employing deep learning techniques. Future work in
this space could leverage the implicit ﬁngerprints with the other

noticed that the GRU-based model performed better with lower
cross-entropy and higher accuracy. We also noticed that the
training loss converged faster compared to the validation loss.
Our architecture comprised a series of dense layers, which
consume the 50-vector wide implicit ﬁngerprint representation
of the ligands, followed by the GRU layers returning sequential
information to map to the SMILES representations. The exact
makeup of the deep learning architecture with the trainable
parameters is provided in the Supporting Information (Section
0.3).
Figure 15 illustrates the performance of the three diﬀerent
models trained with diﬀerent data sets. The ﬁrst data set
comprised all of the 241k ligands from the data set. We
additionally trained with the training set comprising only ligands
with at least one positive binding aﬃnity and another iteration
comprising ligands with at least ﬁve positive binding aﬃnities. As
evident from the ﬁgure, the training and the corresponding
validation loss were lower when trained with the ﬁltered data sets
as opposed to the entire population of 241k ligands. This can be
attributed to the fact that the implicit ﬁngerprints of the ligands
that exhibited positive binding aﬃnities in prior assays tend to
encode more information on the ligands and hence decodable
into the explicit SMILES representations. While this implies that
approximately half the ligands in our data set do not resolve back
to their corresponding SMILES representation, it does not,
however, dent the utility of our approach. This is due to the fact
that our approach is able to resolve the implicit ﬁngerprints of
the ligands, which have demonstrated bioactivities in the past,
and hence such ligands are more desirable to be used as anchor−
ligands from which to generate novel ligands.

■

CONCLUSIONS

We conclude that our approach of marrying the proven
collaborative ﬁltering approach with generative deep learning
models is a promising new method for de novo drug generation.
Our work shows that the implicit ﬁngerprinting has a number of
advantages in terms of encoding the desired properties of the
ligands, including binding aﬃnities to known proteins without
explicitly optimizing for the said chemical properties. The
compounds from the implicit space also demonstrated a wide
M
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Bjerrum, E. J.; Engkvist, O.; Chen, H. A De Novo Molecular Generation
Method using Latent Vector Based Generative Adversarial Network. J.
Cheminf. 2019, 11, No. 74.
(32) Li, Y.; Zhang, L.; Liu, Z. Multi-objective De Novo Drug Design
with Conditional Graph Generative Model. J. Cheminf. 2018, 10,
No. 33.
(33) Jin, W.; Barzilay, R.; Jaakkola, T. Junction Tree Variational
Autoencoder for Molecular Graph Generation. arXiv:1802.04364,
2018.
(34) ChEMBL23. https://www.ebi.ac.uk/chembl/ (accessed September 30, 2020).
(35) Goldberg, D.; Nichols, D.; Oki, B. M.; Terry, D. Using
Collaborative Filtering to Weave an Information Tapestry. Commun.
ACM 1992, 35, 61−70.
(36) Aggarwal, C. C. Recommender Systems; Springer, 2016; pp 29−70.
(37) Erhan, D.; L’Heureux, P.-J.; Yue, S. Y.; Bengio, Y. Collaborative
Filtering on a Family of Biological Targets. J. Chem. Inf. Model. 2006, 46,
626−635.
(38) Dahl, G. E.; Jaitly, N.; Salakhutdinov, R. Multi-task Neural
Networks for QSAR Predictions. arXiv:1406.1231, 2014.
(39) Empereur-Mot, C.; Guillemain, H.; Latouche, A.; Zagury, J.-F.;
Viallon, V.; Montes, M. Predictiveness Curves in Virtual Screening. J.
Cheminf. 2015, 7, No. 52.
(40) Truchon, J.-F.; Bayly, C. I. Evaluating Virtual Screening
Methods: Good and Bad Metrics for the “Early Recognition” Problem.
J. Chem. Inf. Model. 2007, 47, 488−508.
(41) Triballeau, N.; Acher, F.; Brabet, I.; Pin, J.-P.; Bertrand, H.-O.
Virtual Screening Workflow Development Guided by the “Receiver
Operating Characteristic” Curve Approach. Application to Highthroughput Docking on Metabotropic Glutamate Receptor Subtype 4.
J. Med. Chem. 2005, 48, 2534−2547.
(42) van der Maaten, L.; Hinton, G. Visualizing Data Using t-SNE. J.
Mach. Learn. Res. 2008, 9, 2579−2605.
(43) Chung, J.; Gulcehre, C.; Cho, K.; Bengio, Y. Empirical Evaluation
of Gated Recurrent Neural Networks on Sequence Modeling.
arXiv:1412.3555, 2014.
(44) Bowman, S. R.; Vilnis, L.; Vinyals, O.; Dai, A. M.; Jozefowicz, R.;
Bengio, S. Generating Sentences from a Continuous Space.
arXiv:1511.06349, 2015.
(45) Tang, Z.; Shi, Y.; Wang, D.; Feng, Y.; Zhang, S. In Memory
Visualization for Gated Recurrent Neural Networks in Speech Recognition.
IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), 2017; pp 2736−2740.
(46) Santur, Y. In Sentiment Analysis Based on Gated Recurrent Unit.
International Artiﬁcial Intelligence and Data Processing Symposium
(IDAP), 2019; pp 1−5.
(47) Zulqarnain, M.; Ishak, S.; Ghazali, R.; Nawi, N. M.; Aamir, M.;
Hassim, Y. M. M. An Improved Deep Learning Approach based on
Variant Two-state Gated Recurrent Unit and Word Embeddings for
Sentiment Classification. Int. J. Adv. Comput. Sci. Appl. 2020, 11, 594−
603.
(48) Koes, D. R.; Baumgartner, M. P.; Camacho, C. J. Lessons
Learned in Empirical Scoring with Smina from the CSAR 2011
Benchmarking Exercise. J. Chem. Inf. Model. 2013, 53, 1893−1904.
(49) Ragoza, M.; Hochuli, J.; Idrobo, E.; Sunseri, J.; Koes, D. R.
Protein−Ligand Scoring with Convolutional Neural Networks. J. Chem.
Inf. Model. 2017, 57, 942−957.
(50) Trott, O.; Olson, A. J. AutoDock Vina: Improving the Speed and
Accuracy of Docking with a New Scoring Function, Efficient
Optimization, and Multithreading. J. Comput. Chem. 2009, 31, 455−
461.
(51) McGann, M. FRED Pose Prediction and Virtual Screening
Accuracy. J. Chem. Inf. Model. 2011, 51, 578−596.
(52) Jain, A. N. Surflex: Fully Automatic Flexible Molecular Docking
Using a Molecular Similarity-Based Search Engine. J. Med. Chem. 2003,
46, 499−511.

Article

(53) Huang, S.-Y.; Li, M.; Wang, J.; Pan, Y. HybridDock: A Hybrid
Protein−Ligand Docking Protocol Integrating Protein- and LigandBased Approaches. J. Chem. Inf. Model. 2016, 56, 1078−1087.
(54) Korb, O.; Stutzle, T.; Exner, T. E. Empirical Scoring Functions
for Advanced Protein-ligand Docking with PLANTS. J. Chem. Inf.
Model. 2009, 49, 84−96.
(55) Sterling, T.; Irwin, J. J. ZINC 15 − Ligand Discovery for
Everyone. J. Chem. Inf. Model. 2015, 55, 2324−2337.
(56) Karki, N.; Verma, N.; Trozzi, F.; Tao, P.; Kraka, E.; Zoltowski, B.
Predicting Potential SARS-COV-2 Drugs-In Depth Drug Database
Screening Using Deep Neural Network Framework SSnet, Classical
Virtual Screening and Docking. Int. J. Mol. Sci. 2021, 22, No. 1573.
(57) O’Boyle, N. M.; Banck, M.; James, C. A.; Morley, C.;
Vandermeersch, T.; Hutchison, G. R. Open Babel: An Open Chemical
Toolbox. J. Cheminf. 2011, 3, No. 33.
(58) Mysinger, M. M.; Carchia, M.; Irwin, J. J.; Shoichet, B. K.
Directory of Useful Decoys, Enhanced (DUD-E): Better Ligands and
Decoys for Better Benchmarking. J. Med. Chem. 2012, 55, 6582−6594.
(59) Reker, D.; Schneider, P.; Schneider, G.; Brown, J. Active
Learning for Computational Chemogenomics. Future Med. Chem.
2017, 9, 381−402.
(60) Lenselink, E. B.; Ten Dijke, N.; Bongers, B.; Papadatos, G.; Van
Vlijmen, H. W.; Kowalczyk, W.; IJzerman, A. P.; Van Westen, G. J.
Beyond the Hype: Deep Neural Networks Outperform Established
Methods using a ChEMBL Bioactivity Benchmark Set. J. Cheminf.
2017, 9, No. 45.
(61) Yasonik, J. Multiobjective De Novo Drug Design with Recurrent
Neural Networks and Nondominated Sorting. J. Cheminf. 2020, 12,
No. 14.
(62) Olivecrona, M.; Blaschke, T.; Engkvist, O.; Chen, H. Molecular
De-Novo Design through Deep Reinforcement Learning. J. Cheminf.
2017, 9, No. 48.
(63) Popova, M.; Isayev, O.; Tropsha, A. Deep Reinforcement
Learning for De Novo Drug Design. Sci. Adv. 2018, 4, No. eaap7885.
(64) Maggiora, G.; Vogt, M.; Stumpfe, D.; Bajorath, J. Molecular
Similarity in Medicinal Chemistry. J. Med. Chem. 2014, 57, 3186−3204.
(65) Rogers, D.; Hahn, M. Extended-Connectivity Fingerprints. J.
Chem. Inf. Model. 2010, 50, 742−754.
(66) Ertl, P. An algorithm to identify functional groups in organic
molecules. J. Cheminf. 2017, 9, No. 36.
(67) Bickerton, G. R.; Paolini, G. V.; Besnard, J.; Muresan, S.;
Hopkins, A. L. Quantifying the Chemical Beauty of Drugs. Nat. Chem.
2012, 4, 90−98.
(68) Wildman, S. A.; Crippen, G. M. Prediction of Physicochemical
Parameters by Atomic Contributions. J. Chem. Inf. Comput. Sci. 1999,
39, 868−873.
(69) Ertl, P.; Schuffenhauer, A. Estimation of Synthetic Accessibility
Score of Drug-like Molecules based on Molecular Complexity and
Fragment Contributions. J. Cheminf. 2009, 1, No. 8.
(70) Mann, H. B.; Whitney, D. R. On a Test of whether One of Two
Random Variables is Stochastically Larger than the Other. Ann. Math.
Stat. 1947, 18, 50−60.
(71) Lipinski, C. A. Lead- and Drug-like Compounds: The Rule-offive Revolution. Drug Discovery Today 2004, 1, 337−341.
(72) Yao, Z.-J.; Dong, J.; Che, Y.-J.; Zhu, M.-F.; Wen, M.; Wang, N.N.; Wang, S.; Lu, A.-P.; Cao, D.-S. TargetNet: A Web Service for
Predicting Potential Drug−target Interaction Profiling via Multi-target
SAR Models. J. Comput.-Aided Mol. Des. 2016, 30, 413−424.
(73) Nowozin, S. In Optimal Decisions from Probabilistic Models: The
Intersection-Over-Union Case. Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2014; pp 548−555.
(74) Bemis, G. W.; Murcko, M. A. The Properties of Known Drugs. 1.
Molecular Frameworks. J. Med. Chem. 1996, 39, 2887−2893.
(75) Hu, Y.; Stumpfe, D.; Bajorath, J. Lessons Learned from
Molecular Scaffold Analysis. J. Chem. Inf. Model. 2011, 51, 1742−1753.
(76) Hu, Y.; Stumpfe, D.; Bajorath, J. Computational Exploration of
Molecular Scaffolds in Medicinal Chemistry. J. Med. Chem. 2016, 59,
4062−4076.
O

https://doi.org/10.1021/acs.jcim.0c01355
J. Chem. Inf. Model. XXXX, XXX, XXX−XXX

Journal of Chemical Information and Modeling

pubs.acs.org/jcim

Article

(77) Chen, H.; Engkvist, O.; Wang, Y.; Olivecrona, M.; Blaschke, T.
The Rise of Deep Learning in Drug Discovery. Drug Discovery Today
2018, 23, 1241−1250.
(78) Kingma, D. P.; Welling, M. Auto-encoding Variational Bayes.
arXiv:1312.6114, 2013.
(79) Zhavoronkov, A.; Ivanenkov, Y. A.; Aliper, A.; Veselov, M. S.;
Aladinskiy, V. A.; Aladinskaya, A. V.; Terentiev, V. A.; Polykovskiy, D.
A.; Kuznetsov, M. D.; Asadulaev, A.; et al. Deep learning enables rapid
identification of potent DDR1 kinase inhibitors. Nat. Biotechnol. 2019,
37, 1038−1040.

P

https://doi.org/10.1021/acs.jcim.0c01355
J. Chem. Inf. Model. XXXX, XXX, XXX−XXX

Appendix I
Paper on Guess Transition State Geometry Prediction
Generative Adversarial Networks for Transition State Geometry Prediction,
M. Makos, N. Verma, E. Larson, and E. Kraka,
Revision in Journal of Chemical Physics (2021)

204

Sample title

Generative Adversarial Networks for Transition State Geometry Prediction
Małgorzata Z. Makoś,1, a) Niraj Verma,1, a) Eric C. Larson,2 Marek Freindorf,1 and Elfi Kraka1, b)
1) Computational

and Theoretical Chemistry Group (CATCO), Department of Chemistry, Southern Methodist University,

3215 Daniel Avenue, Dallas, Texas 75275-0314, USA
2) Computer

Science Department, Southern Methodist University, 3215 Daniel Avenue, Dallas, Texas 75275-0314,

USA
(Dated: 26 April 2021)

This work introduces a novel application of Generative Adversarial Networks (GAN) for the prediction of starting
geometries in transition state (TS) searches based on the geometries of reactants and products. The multi-dimensional
potential energy space of a chemical reaction often complicates the location of a starting TS geometry leading to the
correct TS combining reactants and products in question. The proposed TS-GAN efficiently maps the space between
reactants and products and generates reliable TS guess geometries, and it can be easily combined with any quantum
chemical software package performing geometry optimizations. The TS-GAN was trained and applied to generate TS
guess structures for typical chemical reactions, such as hydrogen migration, isomerization and transition metal-catalyzed
reactions. The performance of the TS-GAN was directly compared to classical proving its high accuracy and efficiency.
The current TS-GAN can be extended to any data set that contains sufficient chemical reactions for training. The software
is freely available for training, experimentation and prediction at https://github.com/ekraka/TS-GAN.

I.

INTRODUCTION

and output resulted in a generation of realistic outputs from a
given input. Conditional GANs have been demonstrated as a

Generative models have been historically applied in statisti-

general-purpose solution for image-to-image translation tasks,

cal machine learning (ML) and have shown great potential in

e.g., black and white photographs to color, converting maps

image processing, computer vision, natural language process-

to satellite photographs, and sketches of products to product

ing, and the medical field.1–3 Generative models are required

photographs.5

to know as much as possible about the data, as generating one
is in itself a complex process. A remarkable generative model
first introduced by Goodfellow et al. 4 and termed Generative
Adversarial Network (GAN) has gained significant attention.
In this approach, neural networks automatically learn and discover patterns and regularities in the input data that are necessary to generate new examples that plausibly could have been
drawn from the original data set.4
Originally, GANs were designed to generate realistic synthetic images from a random distribution vector. Isola et al. 5
realized that a slight modification of the GAN by including a
condition to have a one-to-one mapping between a pair of input

In this work, we explored the possibility of utilizing a conditional GAN to predict a transition state (TS) guess geometry
of a chemical reaction by mapping the space between reactants
and products to that of the TS. TS searches are common operations for kinetic modeling (e.g., Variational Transition State
Theory6 ) and studying the mechanism of chemical reactions.
However, finding TSs is a challenge in itself, especially if the
reaction is complex and different reaction paths may occur.7,8
Often, the calculation of TS structures strongly depend on the
topology of the underlying potential energy surface (PES),9,10
the sophistication of the search algorithm, as well as additional
input such as information about the stoichiometry of the TS
from kinetic data or details about the atoms involved in the

a) Authors

contributed equally
mail: ekraka@gmail.com

b) Electronic

bond-forming/breaking processes.11,12 A necessary prerequisite for finding the TS is a good TS guess geometry to start
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from, which is typically constructed manually and adjusted

computational expenses; however, current methods are mostly

accordingly in a trial-and-error fashion based on chemical in-

subject to limitations caused by the complexity of the code or

tuitions such as Hammond’s postulate.13 As a result, chemical

the amount of required input and they tend to favor one type of

knowledge and manual intervention are essential, yet this does

reaction.28,29,31,51

not necessarily lead to the optimal mathematical solution. Pop-

This work presents a novel approach to generate TS guess

ular TS search methods incorporated in most common quantum

geometries based on a conditional GAN using the Cartesian

chemistry packages are the Berny

algorithm14 ,

synchronous

coordinates of reactant and product as only input, avoiding

minimum energy path

expensive mapping of reaction paths or PES regions. The

Newton Raphson type methods procedures us-

underlying goal was to design a method that is simple to use,

ing approximate Hessians,17 and Hessian update schemes18–22 ,

does not favor any reaction type or size of the reaction complex

just the name a few. Although, Hessian involved methods

and can be easily expanded. The applicability of our new TS-

transit-guided quasi-newton
procedures,16

should be most

effective,23

(STQN)15 ,

depending on the TS guess the

GAN was assessed for various chemical reactions, including

Hessian matrix may not have the appropriate number of neg-

hydrogen transfer/migration reactions, isomerization reactions,

ative eigenvalues (i.e. just one for a chemically meaningful

and multi-step reactions involving transition metal catalysts.

TS of first order) requiring further correction, e.g. a rational
function technique24 ; they are also computationally expensive,
in particular for larger reaction systems.

II.

METHODS

Over the years, several methods to generate approximate

In the following, we first describe the data sets utilized in

TS structures were proposed. For instance, the growing

this work to train the TS-GAN model. The data consists of

string method uses driving coordinates from reactants to find

Cartesian coordinates of each atom of reactant, product, and

products, from which the TS can be generated;25 TS pre-

TS pairs which were converted to features, discussed in the

diction within the Reaction Mechanism Generator (RMG)

Data Representation. The features are directly utilized by

framework;26,27

automatically gener-

the TS-GAN model, the architecture of which is discussed in

ates initial TS structures based on a library of TS templates;

detail below. The TS-GAN model converts the features back to

AutoTST30,31

automates TS searches for high-throughput com-

predict the coordinates of each atom for the guess TS geometry.

putational kinetics; in addition, approaches that explore the

The performance of the TS-GAN model was compared with

PES have been reported.32–36

other classical approaches based on geometrical similarity and

The AARON

code28,29

Recently, ML-based models have made remarkable progress
in chemistry,37–43 including TS search approaches.44–46 For in-

the ability to predict starting coordinates for the TS close to
final TS geometry.

stance, approaches based on Gaussian process regression were
reported to improve classical Hessian update methods,47,48 find
minimum energy

paths,23

and predict activation

A.

Data Sets

energies.49

Kernel ridge regression methods were also applied to construct

We trained our model on three separate data sets; each con-

ML potentials, from which the TS was found.50 Pattanaik

tains optimized Cartesian coordinates of reactants, TS, and

et al. 51 presented a method for predicting TS for isomeriza-

products. Data set A contains over 500 reactions, including

tion reactions using a graph neural network, showing a 71 %

hydrogen abstractions, intramolecular hydrogen migration, hy-

accuracy, mainly failing for large structures and reactions with

drogen transfer, and a hydrogen addition to multiple bond

symmetric TSs. Overall, these methods have been proven as

reaction families (here, referred to as H-migration reaction).

attractive new tools in TS searches significantly reducing the

The structures in A involve anywhere from 3-55 atoms, includ-
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ing H, C, N, and O. Many of the reactions are similar to those
in

RMG27 ,

GMTKN5552 ,

and

Baker’s53

vided randomly into an 80:20 manner. In other words, geome-

data sets, from where

tries of reactants, TSs, and products of 80 % of the reactions

only the H-migration reactions were chosen to cover a wide

were used for training and 20 % of the reactions for testing.

range of the typical and less common chemical reactions. The

For data set C, 15 reactions based on Ru, Au, and Ni were kept

coordinates of reactants, TS, and products of all set A reactions

as a test set.

are included in the supplementary material.
We note that various DFT methods including B3LYP, M06,
and ωB97X levels of theory54–57 in connection to def2-TZVP

B.

Data Representation

and 6-31G*(d,p) basis sets54–56 were utilized to optimize the

The molecular three-dimensional Cartesian coordinates were

TS geometry for data set A. Each of the transition states

converted into the Coulomb matrix (CM). It is found to be

were validated using an intrinsic reaction coordinate (IRC)

an excellent descriptor because of its complete analogy to

calculation,58

the electronic Hamiltonian used in ab initio methods.61 CM

by the authors and the reactant and product struc-

tures were calculated at the same level of theory as TS.

is frequently used, especially in the ML approaches for pre-

A recently published data set by by Grambow, Pattanaik,

dicting atomization energies61,62 , excitation energies,63 elec-

and Green 59 contains a total of 12000 reactions generated with

tronic and charge transfer couplings,64,65 to study molecular

the single-ended growing string method involving anywhere

materials.64,66–68 CM was formulated as mentioned by Rupp

from 4-21 atoms including H, C, N, O. From this data set,

et al. 61

we choose approximately 9500 reactions that were optimized
with ωB97X-D3/def2-TZVP level of theory; similarly to the

Mij =

recently published ML-based method for generating the TSs
of isomerization reactions by Pattanaik et al. 51 as data set B.



0.5Zi 2.4



Zi Z j
|Ri −R j |

∀ i= j
∀ i 6= j

(1)

where Zi is the nuclear charge, and Ri contains the the nuclear

Data set C contains only reactions including transition met-

coordinates of atom i as a vector. The coefficients in the diago-

als, where many of them are multi-step catalyzed reactions.

nal elements are based on polynomial fit of atomic energies to

The applicability of this data set is not specific to any prob-

nuclear charge.61

lem, but instead is designed to investigate the feasibility of our

Since CM is defined in terms of relative atomic coordinates,

approach. Data set C is based on Unified Reaction Valley Ap-

it is invariant under rotations and translations of the molecule.

proach (URVA) studies of the CATCO

group60

at the Southern

This gives the distance between atoms regardless of the choice

Methodist University, Dallas TX, USA. URVA is a popular tool

of origin and makes it a unique descriptor as no two molecules

to analyze the reaction mechanism of a chemical reaction via

will have the same CM unless they are identical. We find that

the analysis of the reaction path and the surrounding reaction

the CM representation is sufficient for our purposes, efficiently

valley on the potential energy

surface.60

For the purpose of our

calculated and easily interpretable, making it a natural choice.

work, we selected geometries of reactants, TSs, and products

However, a number of other representations may also achieve

of about 400 chemical reactions from previous URVA studies

good performance such as weighted graph neural networks.69

focusing on transition metals. Catalytic reactions in data set

We leave this investigation for future work.

C contains the following transition metals: Ti, Fe, Ni, Cu, Ru,

The size of the CM depends on the number of atoms in the

Rh, Pd, Re, Ir, Pt, Au, Hq. Table S1 of the supplementary

molecule. Because our data set contains reaction complexes

materials collects the original citations for selected reactions.

of different sizes, a constant dimensionality for the input is

The TS-GAN method was trained separately for each data

desired. Therefore the fixed length of Mij is set to 100. For

set. Across all reaction complexes, data set A and B were di-

molecules with a number of atoms less than 100, the Mij is
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padded with zeros. Note that each of the data set does not

step, the fake pair (x, z) is created by concatenating the R&P

contain complexes with more than 100 atoms. CMs of all data

input and the output of the generated model, while the R&P

sets are available on GitHub page.70

and the real TS form the real pair (x, y). The created pairs are
concatenated into a tensor that is fed as input to the discrimi-

C.

nator network. The discriminator measures how realistic the

Architecture of TS-GAN

predictions are.
A major problem faced by single architecture of neural networks such as Convolutional Neural Networks (CNNs) is the
loss function. For example, a neural architecture that minimizes the Euclidean distance between two sets of images will
result in the generation of blurry images due to the averaging

The generated CM of the TS geometries are converted back
into three-dimensional Cartesian coordinates. In order to do so,
we developed an optimization process based on the distance
matrix. Having the initial guess of transition state coordinates:
0
Cinit = [C10 ,C20 , ...,C3N
],

of all distances.71,72 In this work, we utilize GANs that add

(4)

an adversarial network as a decoder to the generated image so

where N is the number of atoms, the transition state coordinates

that the loss is minimized in such a way that the "output is in-

can be determined by iterating over Cinit :

distinguishable from reality".5 The remarkable idea of adding

Cts = Cinit + f (C)

an adversarial network was first shown by Goodfellow et al. 4 ,

(5)

where a generator G maps random noise vector z to the desired

where f (C) is a function of C determined by following the

output y (G : x → y). In our case, the condition is applied to

loss l to a minimum. Given a CM, the distance matrix D is

consider input vector x with z to map y (G : {x, z} → y). The

calculated by

objective of conditional GAN is expressed by the loss function
L:



0
Dij = 
−1

 Mij
Zi Z j

L(G, D) = Ex,y [logD(x, y)] + Ex,y [log(1 − D(x, G(x, z))] (2)

∀ i= j
∀ i 6= j

(6)

and the loss l is defined by:
N

where G minimizes the objective against discriminator D that

N

ts
l = ∑ ∑ diinit
j − di j
i=1 i= j

tries to maximize it

2

(7)

Following the gradient of the loss l with respect to C, Eq. 5
∗

G = arg min G max D L(G, D)

(3)

is iterated until minimum l is reached. The TS guess coordi-

We note that technically the GAN model can be trained

nates for each atom are determined by reshaping the (1 × 3N)

without z; however, this would result in deterministic outputs and will fail to find patterns outside the delta function.

Cts vector to (N × 3) CT S vector, where each column is the
coordinate for each atom.





C
C
C
1
2
3




CT S = . .






. . C3N

The generator and discriminator architectures were adopted
from Isola et al. 5 , such as convolutional network architecture,
convolution-BatchNorm-ReLU, LeakyRELU for each convolution network output, and dropouts for several layers in the
generator.
As shown in Fig. 1, the CMs of reactants and products
(R&P) are provided as input x to the generator. The generator
is made of multiple convolutional neural networks with varying
filter sizes that predict synthetic TS as output z. In the next

(8)

In order to validate the performance of the TS-GAN model,
the root-mean-square deviation (RMSD) is used to measure
the differences between real and predicted structures according
to Eq. 9:
RMSD =

s

N

∑ (ŷi − yi )2 /N

i=1

(9)
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𝑦

𝑥, 𝑦

P

R

𝑥

𝑥, 𝑧

𝑥

64

128

256

Generator (G)

𝑧
synthetic
[TS]
64

128

256

512

512

256

128

real/fake

64

FIG. 1. Architecture of TS-GAN. The CMs extracted from the coordinates of reactants (R) and products (P) are provided as input vector x
to the generator G. The filter sizes of each convolution are provided below the convolutional layers. Real pair (x, y) and fake pair (x, z) are
concatenated into a tensor ⊕ (in green) that is provided to the discriminator, which predicts the probability of z being fake or real. Once the
model is trained, synthetic TS (CM of TS) can directly be predicted from CMs of the reactant and product. The guess geometry of the TS is
calculated from the corresponding CM.

where ŷi and yi are predicted and actual values of the geometry

sum game. The two neural networks generator and discrim-

of each atom i, respectively. ŷi is determined by minimizing

inator maximizes its action to minimize the other. Thus, the

the RMSD by translating and rotating CT S based on the Kabsch

GAN loss cannot be investigated on the progress of training

algorithm,73

TS-GAN. To analyze the training progress in a holistic way,

widely used in cheminformatics for aligning two

chemical structures.

we use the “real vs. fake” tactic.5 During the training process,
a batch of random (real) samples of CM are selected from the
data set, and after each iteration, the model generates (fake)

III.

RESULTS AND DISCUSSION

A.

TS-GAN model

The TS-GAN model is based on a deep generative framework as detailed by Isola et al. 5 that takes input as the coordinates of reactant and product to output the TS guess geometry.
In the process, the reactant and product coordinates are first
converted into constant size CMs and provided to the model
to predict the CM of the TS guess geometry. The CM of TS
guess is converted to coordinates of each atoms as detailed in
Section II.
A GAN loss does not reache a minimum as it involves a zero

samples. Fig. 2 shows the CMs for a random reactant and
product pair at the end of the training progress. The CMs of
real and predicted guess TS geometry are visually similar. We
monitored the RMSD deviation between the real and predicted
CM for a random reactant and product pair over the progress of
training to analyze the training progress. We observed that the
RMSD deviation decreases over the the number of iterations
and reaches convergence, signifying that the model has been
trained. The RMSD deviation over number of iterations for
the the three data sets are shown in Fig. S1 of supplementary
materials. The heatmaps and the RMSD deviations both show
that the TS-GAN model was efficient in the training process
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FIG. 4. The distribution of difference in RMSD values between
reactant and TS, and product and TS geometry. REAC, PROD, TS
and GEN refers to reactant, product, TS and generated TS respectively.
FIG. 2. An example of the real and generated Coulomb matrices

All reaction are sorted to be exothermic and therefore we observe TS

randomly chosen from each dataset shown as a heatmap.

to be more similar to reactant verifying the Hammond’s postulate.

B.
600

Density

The predicted TS guesses from the TS-GAN model were an-

Generated Guess TS
Real TS

500

TS Guess Geometry Prediction

alyzed based on the geometry. However, geometrical analysis

400

can only be performed based on simple heuristics that can be

300

directly compared. The data set A features hydrogen migration

200

and thus allows the possibility to check the hydrogen distances
between a hydrogen donor (D) and the corresponding acceptor

100

(A). As shown in Fig. 3, we observe similar distributions for
0
0.8

1.0

1.2
1.4
1.6
1.8
2.0
Mean of H-D/H-A distance in Å

2.2

2.4

the mean of hydrogen (H) distances between H-D and H-A for
the real and generated TS guesses. The majority of H-D/H-A

FIG. 3. Mean of the distances between donor-hydrogen and hydrogen-

distances are on an average 1.45 Å, which is a typical bond

acceptor for the test set of A.

length of the H-bonds in hydrogen migration.74
The minimal movement of atoms in the data set A allows
analyzing further chemical intuition from the predicted TS
guess geometry. As stated by Hammond 13 in 1955, a chemi-

predicting TS guess CMs very similar to real TS CMs.

cal reaction involving reactant, product, and an intermediate
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TS will have the TS geometry closer to either reactant or the
product depending on the least energy difference. We sorted
the product. Thus all chemical reactions are made exothermic
in nature, and therefore the reactant and TS geometry should
be more similar than product and TS geometry. Fig. 4a verifies

II
Free Energy

all chemical reactions to have reactants at higher energy than

I

III
R

the hypothesis where we observe that the RMSD between reactant and TS geometry are smaller and therefore more similar

P
Reaction Coordinate

compared to product and TS geometry. Similar results were
observed for the generated TS guess geometries from the TS-

FIG. 5. Sketch of a free energy profile for a three-step chemical

GAN model as shown in Fig. 4b. Such analysis cannot be

reaction. R and P are the intermediate reactant and product of interest.

made for data set B, as the multiple atom movement leads to a

There are three TSs, denoted by I, II and III, respectively, where TS(II)

random distribution of RMSD shown in Fig. S2.

is the TS connecting R and P.

C.

TS-GAN Applicability

The two methods are widely applied in quantum chemistry to
obtain the TS geometry. We note that the GTS method was

Finding the correct TS depends on the space confined to

used for the TS-GAN model to optimize the TS geometry from

reactants and a products and a good starting TS geometry.

the predicted TS guess geometry. In all further references,

Fig. 5 shows a typical energy profile of a three-step chemical

TS-GAN refers to GTS optimized TS geometries based on

reaction, where the TS(II) connecting intermediates R and

predicted TS guess geometries unless stated otherwise.

products P is of interest. A guess TS geometry will only lead

The TS geometry is first analyzed by quantifying that the

to the desired TS(II) if it has the correct orientation, reflected

activation energy is greater than zero. As denoted by Fig. 5,

by the normal mode belonging to the imaginary frequency. The

the TS energy should always be greater than both reactant

TS optimization is generally carried out following the normal

and product. Energies lower than either reactant or product

mode associated with the imaginary frequency.24 However,

are basically not related to the real TS. The second analysis

caused by the complexity of the PES, a slight change in the

relates to the number of cycles required to reach convergence.

guess TS geometry can lead to wrong TS; as depicted in Fig.

The optimization process that took more than 200 cycles is

5, i.e. one may end up at TS(I) or TS(III) both connected

labeled as convergence error and therefore has the wrong TS

with lower energy barriers. Thus, besides geometry, the energy

guess geometry. The third analysis is based on the imaginary

plays a dominant role.

frequencies, which can be either none, one, or more than one.

We utilized two methods for optimizing the TS geometry for

The TS geometry is labeled as correct when one and only one

direct comparison with the TS-GAN model. The first method is

imaginary frequency is observed, denoting the saddle point.

Berny geometry optimization,14 a classical approach following

Any other scenario is labeled as wrong TS guess geometry.

the smallest imaginary frequency from a guess geometry to the

Thus, the overall accuracy of a method is labeled as correct

TS geometry. We start from either reactant or product geometry

when all three criteria are satisfied.

chosen randomly as the guess geometry to search for the TS

Fig. 6 shows the results obtained from GTS, QST2, and

geometry (here called GTS method). The second method is the

TS-GAN method. The data set A is composed of hydrogen

Synchronous Transit-guided Quasi-Newton (QST2) method15

migrations. The dataset is complex as multiple comparable

which requires the reactant and product geometry as input.

hydrogen atoms have the possibility of migrating from one
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reaction makes it complex to find the correct TS geometry as

100
GTS
QST2
TS-GAN

Accuracy (%)

80

several saddle points exist for the compound. The activation
energy is correctly predicted for all three methods, as shown
in Fig. 6b. However, the GTS method fails for almost all

60

the isomerization reactions based on the imaginary frequency.
40

The QST2 method correctly predicts one imaginary frequency

20

for 53% of the compounds in the test set. TS-GAN shows a

0

remarkable performance with an accuracy of 95%.
Activation

Frequency

Overall

Frequency

a) Dataset A

100

Accuracy (%)

80
60
40

0

Activation

Frequency

Overall

Frequency

20

b) Dataset B

FIG. 6. Accuracy of TS geometry prediction based on the three meth-

FIG. 7. The distribution of RMSD values for predicted TS guess

ods: GTS, QST2, and TS-GAN. Activation and frequency denotes the

geometries for positives, false negatives (false) and negatives are

accuracy in predicting positive activation energy and one imaginary

shown as histogram. The success rate in identifying the correct TS

frequency respectively. The overall accuracy considers activation,

geometries are shown as pie charts.

frequency and number of cycles for optimization which should be less
than 200 for correct prediction.

Having made sure that the TS-GAN model is able to guess
correct TS geometry, we shift our focus towards smallest fre-

atom to the other. The GTS and QST2 method show a low

quency and it’s relation with geometry. The optimized TS ge-

performance of 42% compared to TS-GAN (92%) in identi-

ometries from the TS-GAN model based on TS guess geometry

fying the correct TS geometry based on the activation energy.

are labeled as positive, negative, and false. Positives are those

All three methods correctly identified one imaginary frequency

complexes where the generated TS geometrically resembles

for 64%. However, multiple TS geometries with one imag-

the real structure, and the TS optimized correctly (i.e., imagi-

inary frequency predicted by GTS and QST2 method failed

nary frequency correspond to the expected vibration). Negative

in identifying the correct geometry as observed by activation

are those systems for which the TS optimization failed due to

energy leading to poor performance of 25 and 29%, respec-

wrong TS geometry leading to either no imaginary frequency

tively. The data set B is composed of isomerization reactions

or multiple imaginary frequency or convergence error within

only and therefore involved multiple atoms movement for the

200 cycles. False negatives are the generated structures that has

reaction. The multi-dimensional PES for the isomerization

more symmetry planes or different rotation of certain atoms

Sample title
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in the molecule. Note that false negative TS guess geometry

activation of acetonitrile by a zerovalent nickel bis-dimethyl-

optimized to the correct TS geometry. Examples for each of

phosphino-ethane [Ni(dmpe)] catalysts.76 This multi-product

the labels i.e positive, negative and false negative are shown as

reaction starts with an η 3 -H,C,C-acetonitrile complex contain-

Fig. S2.

ing an agostic C-H interaction with the metal center. As shown

Fig. 7 shows the RMSD distribution of generated TS guess

in Fig. 8b, this stable species (1) lies on a relatively flat surface

geometry and the corresponding pie chart with the annotated

connecting to transition states leading to products 2, 3, and

labels. The majority of the predicted TSs are positive and have

4. The RMSD values between generated guess geometry to

RMSD values below 1.0 Å for both data set A and B with

original TS are in the range 0.28-0.84 Å.

an accuracy of 53 and 77% respectively. The distribution of

The third multi-step reaction involves the hydroalkoxylation

RMSD values are based on the noise in the CM of guess TS

of allenes using N-heterocyclic carbene gold(I) complexes,

geometry. This results in deviation of bond length, angles, and

[NHC]Au(I).77 In this reaction, alcohol bonds to the terminal

dihedrals for the atoms involved in TS guess geometry. How-

C-atom, then in the second step, the isomerization takes place

ever, such slight changes do not interrupt in the optimization

to form the final product (3 in Fig. 8c). Generated guess

process for the correct TS geometry. The negative labels have

geometry are similar to the real TS, which is conformed by

wide distribution of RMSD values ranging from 0.5 to 2.6 Å.

RMSD values of 0.62 and 0.23 Å. Cartesian coordinates of

Negative structures with relatively low RMSD values between

the generated TS structures are available in the supplementary

0.5-1.2 Å shows that the generated TS guess geometry resem-

material.

bles the real TS; however the TS optimization failed during
converge, which in many cases include self-consistent field
(SCF) optimization failures. The higher RMSD values for the

IV.

CONCLUSIONS

negative labels corresponds to failure in the distance matrix

We discuss in this work how a generative adversarial net-

generated from the TS-GAN model. The false negative labels,

work can be applied to predict transition state guess geometries

similar to positives, have low RMSD values of less than 1.0

based on the Cartesian coordinates of reactants and products.

and 1.5 Å for data set A and B respectively.

The TS-GAN model was trained on three separate data sets,

The test set of data set C contains 15 chemical reactions,

predicting transition state guesses for the H-migration reac-

with either Ni, Ru, or Au transition metal atoms. The possibil-

tions, isomerization reaction, and transition-metal catalyzed

ity of predicting multi-step reactions is explored through this

reactions. We showed that the TS-GAN model can be a pow-

data set.

erful tool predicting TS guess geometry for reactions similar

We analyzed the TSs of the ruthenium-methylphosphine
catalyzed hydrogen transfer from

alcohol.75

to those trained. For example, data set A involves hydrogen

Fig. 8a presents

migration reaction, and therefore the trained model for this data

the energy profile of the reaction pathway. RMSD values

set can be used to predict TS guess geometries for all reactions

range from 0.28 to 0.55 Å, showing that generated TS guess

that involve a hydrogen migration. Similarly, the model trained

is geometrically close to the real TS. The generated TS guess

on data set B can be used to predict guess TS geometries for

geometry from TS-GAN was able to successfully reach to the

isomerization reactions, while transition metal-based reactions

correct TS geometry for seven out of eight intermediates in

can be predicted on the model trained on data set C.

the reaction. GTS method was not able to identify single inter-

A direct comparison with classical approaches proves the

mediates for the whole reaction. The QST2 method correctly

efficiency of our new TS-GAN method providing guess ge-

detected TS geometry for three out of the eight intermediates.

ometries that are close to the optimized ones. Additionally,

We further looked at the reaction of the C-C and C-H bond

we observed that the TS-GAN model follows Hammond’s pos-
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tulate and therefore, is selective in generating TS guesses for
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Abstract: The intrinsic bonding nature of λ3 -iodanes was investigated to determine where its
hypervalent bonds fit along the spectrum between halogen bonding and covalent bonding. Density
functional theory with an augmented Dunning valence triple zeta basis set (ωB97X-D/aug-cc-pVTZ)
coupled with vibrational spectroscopy was utilized to study a diverse set of 34 hypervalent
iodine compounds. This level of theory was rationalized by comparing computational and
experimental data for a small set of closely-related and well-studied iodine molecules and by a
comparison with CCSD(T)/aug-cc-pVTZ results for a subset of the investigated iodine compounds.
Axial bonds in λ3 -iodanes fit between the three-center four-electron bond, as observed for the
trihalide species IF2− and the covalent FI molecule. The equatorial bonds in λ3 -iodanes are of a
covalent nature. We explored how the equatorial ligand and axial substituents affect the chemical
properties of λ3 -iodanes by analyzing natural bond orbital charges, local vibrational modes, the
covalent/electrostatic character, and the three-center four-electron bonding character. In summary,
our results show for the first time that there is a smooth transition between halogen bonding →
3c–4e bonding in trihalides → 3c–4e bonding in hypervalent iodine compounds → covalent bonding,
opening a manifold of new avenues for the design of hypervalent iodine compounds with specific
properties.
Keywords: λ3 -iodanes; hypervalency; halogen bond; DFT; local vibrational modes; bond strength
order; 3c–4e bond

1. Introduction
Hypervalent iodine compounds (HVI) are important alternatives to transition metal reagents
because of their reactivity, synthetic utility, low cost, abundance, and non-toxic nature [1–6]. HVIs
are involved in a multitude of reactions such as: reductive elimination, ligand exchange, oxidative
addition, and ligand coupling [7,8]. The three-center four-electron bonds (3c–4e) in HVI are weak and
polarizable, which is valuable in synthetic organic chemistry, as they can exchange leaving groups or
accept electrophilic/nucleophilic ligands depending on their surroundings [9]. Despite such utility,
there are still unknowns regarding the intrinsic bonding nature of HVIs and hypervalency in general.
Though iodine is a halogen, it behaves like a metal; it is the heaviest non-radioactive element of the
periodic table and is the most polarizable halogen [10,11]. Because of its diffuse electron density (van
der Waals (vdW) radius of ca 2 Å), iodine is a good electron donor, but can also serve as an electron
acceptor [12,13]. Iodine is not known to participate in d-orbital or π-interactions, though this could be
further investigated [14,15].
HVIs commonly exist in the oxidation states 3, 5, and 7, which support 10, 12, and 14 valence
electrons, respectively [16]. Most common are the oxidation states 3 and 5, which are referred to as
Inorganics 2019, 7, 47; doi:10.3390/inorganics7040047
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λ3 and λ5 -iodanes [17]. λ3 -iodanes form distorted T-shaped molecular geometries, while λ5 -iodanes
generally prefer square pyramidal geometries, as confirmed through both X-ray crystallography and
computational studies [18,19]. These somewhat unusual molecular geometries are the result of the
pseudo-Jahn–Teller effect [20]. The atoms that make up the “T” in λ3 -iodanes form improper dihedrals
and non-ideal bond angles. The causes of these angular and dihedral deviations are unknown, but
have been related to the anisotropic nature of the electronic density distribution in iodine [21–25].
Bader et al. showed that the vdW radius in iodine is larger at the equatorial position than at the axial
position [26–28]. This supports the observation that electronegative ligands favor the axial positions in
iodine [29].
Hypervalency has been defined in several ways: Musher characterized main group elements in
higher oxidation states as hypervalent [30]. A successful concept employed to explain hypervalency
without involving d-orbitals is the formation of multi-centered electron-deficient bonds [31–33]. In this
context, the 3c–4e bond model of Pimentel–Rundle is especially useful. According to this model, three
atoms linearly align, each of which contributes an atomic orbital to form three molecular orbitals;
a bonding orbital, a non-bonding orbital, and an antibonding orbital. Since only four electrons are
involved, the antibonding orbital is unoccupied. As a result, two bonds share a single bonding electron
pair (i.e., they have a fractional bond order of 0.5). The formation of two or more electron-deficient
bonds allows hypervalent compounds to have higher oxidation states without necessarily expanding
their octets. A direct consequence of this model is that the 3c–4e bond is expected to be substantially
weaker than the two-center two-electron (2c–2e) bond in a given hypervalent molecule. Even though
there are various works showing that d-orbital contributions to hypervalent bonds (HVB) are minimal,
many chemistry text books still make use of the idea of an extended octet and the formation of
spd-hybrid orbitals to explain HVB [34]. There is a strong overlap between the concepts of fractional
bond order, the 3c–4e bond, and the halogen bond (XB) in trihalides, which are considered prime
examples of 3c–4e bonding, but also strong XB [35,36]. A formal definition of XB is given in the
following paragraph.
3c–4e HVI bonding (3c–4e HVIB) draws comparisons to the secondary bonding interaction due
to the weak bond strength, high reactivity, and long internuclear distances exceeding covalent bond
lengths [37]. 3c–4e HVIB also shares similarities with non-covalent interactions, along with hydrogen
bonding [38–40], XB [35,41–43], pnicogen bonding [43–45], chalcogen bonding [43,46], and tetrel
bonding [47]. XB is a non-covalent interaction between an electrophilic halogen (X) and a nucleophile
with a lone pair (lp(A)) of donating electrons [42,43]. For the remainder of this work, we will express
lone pairs as (lp).The nucleophile/halogen acceptor (A), donates electrons to the antibonding (σ*(XY))
orbital of the halogen donor (Y) [48,49]. XB is also known to have an X–A distance that is shorter than
the sum of the vdW radii with Y–X–A angles close to 180 degrees [35,41,50,51]. Because of the obvious
similarities between 3c–4e HVIB and XB, it has been argued that HVB should not be considered as a
special bonding class [52,53]. On the other hand, the term hypervalency has been widely accepted by
the chemistry community, and therefore, its continuous use has been advocated [54]. Based on this
controversy, we decided to delve deeper into the bonding nature of λ3 -iodanes.
In this work, we investigated the intrinsic nature of HVIB in λ3 -iodanes and its relation to XB,
3c–4e bonding in trihalides, and covalent bonding to determine if there is a smooth transition between
these interactions. Additionally, we studied the role equatorial ligands play in strengthening the 3c–4e
bond in λ3 -iodanes, as well as substituent effects in the axial ligands. We utilized density functional
theory (DFT), vibrational spectroscopy, quantum theory of atoms in molecules (QTAIM) combined with
the Cremer–Kraka criterion for covalent bonding [55–57], and the natural bond orbital (NBO) analysis
to characterize the nature and the intrinsic strength of HVIB. This investigation was rationalized
by studying a diverse group of 34 HVI compounds shown in Figure 1, including known chemical
compounds complemented by some model compounds. The remainder of this work is presented as
follows: data, results, and discussion are presented in Section 2; Section 3 gives a description of the
computational methods utilized; and Section 4 gives conclusions, the outlook, and future goals.
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2. Results and Discussion
Figure 1 shows the 34 HVI compounds with selected NBO charges investigated in this work. Note
that the abbreviation (PhI) is used to refer to iodobenzenes.
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Figure 1. Schematic of the 34 molecules investigated showing the numbering system (group.molecule,
e.g., 1.1–4.8) given in bold face, and natural bond orbital (NBO) charges calculated at the
ωB97X-D/aug-cc-pVTZ level of theory. Note: charges in grey, blue, red, and orange are Ph/benzene,
NH2 , OH, OCO (red), OC(CH3 )2 (red), and CN group charges, respectively, and not atomic charges.

The compounds are organized into four groups. Group 1 contains four reference compounds; the
covalent complex FI (1.1), the 3c–4e trihalide IF2− (1.2), fluorophenyl iodide (1.3), and the λ3 -iodane,
IF3 (1.4), which is used to study the effects of electronegative equatorial ligands. Group 2 and Group 3
compounds, iodobenzenes (2.1–2.10) and (3.1–3.11), respectively, represent λ3 -iodanes with a phenyl
group equatorially bound to I. While both axial ligands in Group 2 molecules are halogen atoms, in
Group 3, the axial ligands consist of a halogen and a non-halogen lone-pair-bearing functional group
(CN, NH2 , and OH). Group 4 consists of four halobenziodazoles (4.1–4.4) and four halobenziodoxoles
(4.5–4.8).
2.1. NBO Charge Analysis
XB is a non-covalent interaction formed between a halogen donor molecule (YX) (e.g., a dihalogen,
interhalogen, or halogenated molecule) and a halogen acceptor atom A, where A is an electron-rich atom;
e.g., a nucleophilic heteroatom with lone-pair (lp) electrons [9,35,41–43]. The general charge transfer
picture in XB describes a transfer of charge from lp (A) into the empty σ∗ (YX) orbital [36,58,59]. Applied
to our set of HVI compounds, there are two possibilities to define the YI and the IA part of Group 2
molecules 2.5–2.10. In these cases, we chose IA to be the weaker of the two axial bonds, in analogy to
XB. The same definition was also applied for Group 3 and Group 4 compounds.
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For all 34 HVI compounds investigated in this work, the central iodine atom I holds a positive
charge (see purple numbers in Figure 1), ranging from +0.339 e in 1.3 to +1.803 e in 1.4. There is
a significant difference in the central iodine charge when comparing the λ3 -iodanes with the three
reference compounds 1.1–1.3 for which the iodine charge ranges from +0.339 e to +0.521 e, whereas
iodine charges in λ3 -iodanes range from +0.779 e in 2.4 to +1.803 e in 1.4. The obvious difference
between the λ3 HVIs and the non-HVIs is the equatorial ligand, which is absent in 1.1–1.3. In every
case, except 1.4, the equatorial ligand is a phenyl (Ph) group (Groups 2–3) or a benzene ring (Group 4).
Group charges for Ph/benzene ligands are negative in every case, as are charges on the Ph/benzene
C atom bound to I, as shown in Figure 1. Increased positive charge on I indicates that the equatorial
ligands are pulling charge from the central I. In 1.4, the equatorial ligand is F; this is an extreme case of
a strong electron-withdrawing ligand in the equatorial position, which polarizes the central I atom.
As a result, each I–F interaction involved in the 3c–4e bond becomes more polar.
2.1–2.4 comprise λ3 -iodanes of the type PhIA2 , for A = F, Cl, Br, and I. Caused by the increasing
electronegativity from I to F, the bond polarity increases from I–I < Br–I < Cl–I < F–I, with the positive
charge on the central I atom increasing in the same order, i.e., +0.779 e in 2.4 to +1.466 e in 2.1. The same
trend is observed in 2.5–2.7. As the second substituent changes from Cl to I, charge on the F ligand
remains almost unchanged (∆q = −0.012 e), while the positive charge on I decreases. The same pattern
continues for compounds 2.8–2.10. The charge on the equatorial ligand appears to be independent of
the axial ligands for Group 2, with the exception of 2.1, 2.5–2.7 with F as the common axial ligand. The
charge on the equatorial ligand in these cases tends to be most negative (ranging between −0.089 e
and −0.120 e) compared to the other Group 2 members (ranging between −0.069 e and −0.079 e).
In Group 3, one of the axial halogen atoms is replaced with a functional group (NH2 , OH,
and CN). For comparison, we refer to OCO and OC(CH3 ) in the halobenziodazoles 4.1–4.4 and
halobenziodoxoles 4.5–4.8 of Group 4 as functional groups; see Figure 1. In 3.2–3.4, charge on NH2
remains consistent. 3.1 is the exception, but the charge difference between these four molecules is
−0.034 e. This trend is observed in 3.5–4.8 as well, where ∆q (OH) = −0.008 e, ∆q (OCO) = −0.016 e, ∆q
(OC(CH3 )2 ) = −0.007 e, and ∆q (CN) = −0.014 e. An important trend is revealed: although the charge
at the central I atom is dependent on both axial ligands, charge on the functional group is insensitive
to the halogen substituents at the opposite side, particularly for Cl, Br, and I. The behavior of the axial
halogens in Group 3 is the same as described for Group 2. The functional group with the largest net
negative charge is the OCO group, followed by OH, OC(CH3 )2 , CN, and NH2 , respectively. The data
reveal yet another important trend: the more electronegative the axial ligands are, the more negative
charge they collect and the more negative charge they impose on the equatorial ligand. Considering
the charge on the Ph group for Group 3 and the benzene ring for Group 4, almost the same functional
group trend emerges: there is an increase of negative charge from NH2 < CN < OH < OC(CH3 )2 <
OCO, with OH and OC(CH3 )2 groups being interconverted. That means, regarding the equatorial
ligands, the same trends are observed in Group 2 molecules and in Groups 3–4 molecules. For all
compounds with an axial F atom, charge on the equatorial ligand becomes more negative. The benzene
rings of Group 4 molecules have a substantial negative charge ranging from −0.172 e to −0.207 e,
however less than the Ph group of 1.3, being −0.538 e.
2.2. Bond Strength Order
Interatomic distances (r), ρ(rb ), H (rb ), k a , BSO n values, and local mode frequencies (ω a ) are
summarized in Tables 1 and 2. Figures 2–4 show the power relationship between BSO n and k a for
Group 1, Y· · · IA and YI· · · A in Groups 2–4, where YI· · · A is weaker than Y· · · IA, and I–C equatorial
(Ph, F, benzene) bonds in Groups 1–4. Note: in Table 1, the F· · · I interactions in 3.9 and 4.1 are the
stronger bonds. These are the only two cases in Groups 3–4 where the halogen· · · I interaction is the
stronger interaction. Therefore, CN and OCO will be considered A and F will be considered Y in Table 1
for these two cases only. However, this convention is not used for the BSO n plots in Figures 3 and 5.
In these two figures, the Y· · · IA interaction is the bond between the non-halogen and I, and YI· · · A is
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the bond between the halogen and I. Figure 2a is a BSO n plot for interactions in 1.1–2.1. Comparing
bond strength in axial I–F interactions in FI, IF3 , PhIF2 , IF2− , and PhIF− reveals the hypothesized trend:
FI > IF3 (3c–4e HVIB) > PhIF2 (3c–4e HVIB) > IF2− (3c–4e) > PhIF− (XB). As expected, the 2c–2e FI
bonds in 1.1 and 1.4 are stronger than 3c–4e in 1.2 and 1.4. The latter are stronger than the I· · · F XB
in 1.3, as shown in Table 1 and Figure 2. It is notable that the hypervalent IF3 forms a shorter and
stronger 2c–2e bond compared to the FI molecule. Axial F atoms pull charge from iodine, resulting in
a more polar 2c–2e I–F bond, and also contract the I orbital, improving I–F orbital overlap. The 3c–4e
bond in IF3 is stronger than that of PhIF2 because the equatorial F polarizes the central I, causing more
polar and stronger interactions at the axial positions. The equatorial Ph and benzene groups do not
have the polarizing ability of F, but they do bind strongly to (BSO n = 0.648–1.046) and pull charge
from the central I. The effect of the equatorial ligand causes the difference in bond strength between
PhIF2 and IF2− . IF2− has no equatorial ligand and less polar bonds than the 3c–4e bond in PhIF2 . When
replacing a F with a Ph group (1.3), the negative charge becomes localized in the fluorine due to its
higher electronegativity; as a result, two different types of bond are formed: one is the 2c–2e C–I bond,
and the other is an XB between I and F− (the lower polarizing power of Ph results in a less positive
charge at the iodine).
Figure 2b shows Y· · · I· · · A (where A = F, Cl, Br, and I in this case) in 2.1–2.10. In the case of
PhIY2 (2.1–2.4), there is a correlation between bond strength and bond polarity. Charge on the central I
atom increases in the series: PhI3 < PhIBr2 < PhICl2 < PhIF2 . This matches the trend in 3c–4e bond
strength. Charge on the axial ligand also matches this order, but with charge becoming more negative.
In 2.5–2.10, there is a marked difference in I· · · F bond strength (BSO n > 0.562) and all other axial
bonds (BSO n = 0.272–0.423). I· · · Cl, I· · · Br, and I· · · I interactions are similar in bond strength, but
vary slightly depending on the atom on the opposite side of the 3c–4e bond. This result is in accord
with observed bond polarity and electronegativity trends of halogens.
Figure 3a shows BSO n plots for Y· · · IA and Figure 3b YI· · · A in Groups 3–4. The same trend
emerges again when replacing one halogen with an electron-donating functional group; the bond
strength of I· · · A increases when A changes from I to F. Keeping the Y constant and substituting A
again reproduce the trend that bonds become stronger when going up the periodic table from I to
F for all five functional groups. When comparing the functional groups, bond strength follows this
order: OCO > OC(CH3 )2 > OH > CN > NH2 . This order holds regardless of the axial halogen. This
pattern nearly matches the order observed in group charges where the more negatively-charged the
group, the higher the BSO n. The exception is OH and OC(CH3 )2 . OH groups are more negatively
charged, but do not bind as strongly as OC(CH3 )2 groups. This is because the benzene in 4.5–4.8 binds
more strongly on average in Group 4 (BSO n = 0.898–1.046) than Ph in Group 2 (BSO n = 0.691–0.914)
and Ph in Group 3 (BSO n = 0.648–0.893). The stronger equatorial bond correlates to a more positive
charge on the central I, which allows for stronger 3c–4e bonds. The key difference between Group 4
and Groups 2–3 is that all of Group 4 has functional groups bound directly to benzene and Groups
2–3 do not. In this case, it is justifiable to state that the C(CH3 )2 group in 4.5–4.8 will be an electron
donor to benzene, which accounts for the lower group charge. 2.1 and 3.8 are the only exceptions to
this trend.
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Table 1. Bond distance (r), k a , ω a , BSO n, ρ(rb ), H (rb ), and %3c–4e for Y–I (1.1), Y–I· · · A (1.3), and Y· · · I· · · A bonds in 1.2, 1.4–4.8, where Y = A in 2.1–2.4, Y–I = the
stronger of the two axial bonds in 1.3 and 2.5–4.8.

Group1

Group2

C
Y

I

A

Group 3

C
Y

I

A

#

Bond Analyzed
(Y–I; I–A)

r
(Y–I)

ka
(Y–I)

BSO n
(Y–I)

ωa
(Y–I)

ρ(rb )
(Y–I)

H (rb )
(Y–I)

r
(I–A)

ka
(I–A)

BSO n
(I–A)

ωa
(I–A)

ρ(rb )
(I–A)

H (rb )
(I–A)

%3c–4e

1.1
1.2
1.3
1.4

F–I
F–I; I–F
C–I; I–F
F–I; I–F

1.921
2.089
2.173
1.951

3.953
1.913
1.843
3.327

1.000
0.500
0.482
0.848

637
443
534
585

0.900
0.615
0.761
0.875

2.089
2.282
1.951

1.913
0.803
3.327

0.500
0.218
0.848

443
287
585

0.615
0.428
0.875

F–I; I F
Cl–I; I–Cl
Br–I; I–Br
I–I; I–I
F–I; I–Cl
F–I; I–Br
F–I; I–I)
Cl–I; I–Br
Cl–I; I–I
Br–I; I–I

1.997
2.481
2.651
2.892
2.014
2.025
2.039
2.498
2.522
2.677

2.666
1.420
1.140
0.910
2.395
2.296
2.168
1.344
1.250
1.045

0.686
0.376
0.305
0.246
0.619
0.595
0.563
0.357
0.333
0.281

523
297
155
199
496
486
472
288
278
191

0.783
0.542
0.465
0.380
0.759
0.745
0.725
0.525
0.503
0.443

1.997
2.481
2.651
2.892
2.454
2.606
2.821
2.632
2.847
2.865

2.666
1.420
1.140
0.904
1.606
1.416
1.208
1.235
1.088
1.011

0.686
0.376
0.305
0.244
0.423
0.375
0.322
0.329
0.292
0.272

523
297
155
156
315
222
180
208
171
164

0.783
0.542
0.465
0.380
0.567
0.503
0.431
0.481
0.412
0.399

−0.181
−0.064
−0.417

100
45
100

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10

−0.401
−0.181
−0.359
−0.417

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12

N–I; I–F
N–I; I–Cl
N–I; I–Br
N–I; I–I
O–I; I–F
O–I; I–Cl
O–I; I–Br
O–I; I–I
F–I; I–C
C–I; I–Cl
C–I; I–Br
C–I; I–I

2.080
2.087
2.100
2.113
2.031
2.042
2.051
2.064
2.038
2.174
2.189
2.213

2.038
1.887
1.775
1.660
2.417
2.231
2.138
2.021
2.211
1.551
1.410
1.232

0.531
0.493
0.465
0.436
0.625
0.579
0.556
0.527
0.574
0.409
0.373
0.328

524
504
489
473
537
516
505
491
476
490
467
437

0.854
0.851
0.835
0.817
0.836
0.822
0.761
0.790
0.722
0.705
0.681
0.644

2.084
2.611
2.767
2.998
2.036
2.520
2.676
2.895
2.154
2.519
2.672
2.887

1.826
0.911
0.894
0.723
2.275
1.301
1.108
0.940
1.805
1.283
1.095
0.946

0.478
0.246
0.242
0.197
0.590
0.346
0.297
0.254
0.473
0.341
0.293
0.255

433
238
177
139
483
284
197
159
529
282
195
159

0.654
0.419
0.371
0.315
0.722
0.500
0.425
0.378
0.763
0.474
0.421
0.365

−0.334
−0.193
−0.136
−0.092
−0.313
−0.300
−0.284
−0.180
−0.163
−0.121
−0.481
−0.472
−0.456
−0.437
−0.435
−0.419
−0.365
−0.388
−0.282
−0.334
−0.311
−0.279

−0.334
−0.193
−0.136
−0.092
−0.216
−0.164
−0.123
−0.147
−0.111
−0.103
−0.228
−0.110
−0.084
−0.061
−0.283
−0.165
−0.112
−0.093
−0.388
−0.147
−0.111
−0.086

100
100
100
100
68
63
57
92
88
97
90
50
52
45
94
60
53
48
82
83
79
78
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Table 1. Cont.

Group 4

R

C
O

a

I

A

ka

#

Bond Analyzed
(Y–I; I–A)

r
(Y–I)

(Y–I)

BSO n
(Y–I)

ωa
(Y–I)

ρ(rb )
(Y–I)

H (rb )
(Y–I)

r
(I–A)

ka
(I–A)

BSO n
(I–A)

ωa
(I–A)

ρ(rb )
(I–A)

H (rb )
(I–A)

%3c–4e

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8

F–I; I–O
O–I; I–Cl
O–I; I–Br
O–I; I–I
O–I; I–F
O–I; I–Cl
O–I; I–Br
O–I; I–I

1.993
2.102
2.117
2.141
2.032
2.041
2.050
2.063

2.622
1.869
1.699
1.451
2.419
2.218
2.155
2.011

0.675
0.489
0.446
0.384
0.625
0.576
0.560
0.524

519
473
451
416
538
515
507
490

0.757
0.682
0.657
0.623
0.800
0.781
0.763
0.739

−0.313
−0.291
−0.269
−0.238
−0.403
−0.384
−0.367
−0.343

2.079
2.448
2.598
2.809
2.024
2.503
2.658
2.875

2.102
1.574
1.394
1.195
2.329
1.322
1.131
0.973

0.547
0.415
0.369
0.319
0.603
0.351
0.303
0.262

501
312
221
179
489
286
199
161

0.719
0.536
0.473
0.408
0.710
0.482
0.424
0.364

−0.325
−0.190
−0.142
−0.108
−0.274
−0.153
−0.113
−0.085

81
85
83
83
96
61
54
50

Calculated at the ωB97X-D/aug-cc-pVTZ level of theory. r are given in Å, ρ(rb ) in e/Å3 , H (rb ) in Hartree/Å3 , k a in mdyn/Å, BSO n, %3c–4e calculated in terms of BSO n, and ω a in
cm−1 . In Group 4, R = CO (4.1–4.4). For 4.5–4.8, R = C(CH3 )2 .
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Table 2. r, ρ(rb ), H (rb ), and local vibrational data for I-equatorial ligand (I–F, I–C) interactions of
complexes 1.4–4.8, where BSO n is scaled by a factor of 1.517.

Group 1
Group 2

C
Y

I

A

Group 3

C
Y

I

A

Group 4

R

C
O

I

A

#

Bond Analyzed

r

ρ(rb )

H (rb )

ka

BSO n (Scaled)

ωa

1.4

I–F

1.876

1.037

4.087

1.565

648

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10

I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C

2.123
2.116
2.107
2.107
2.129
2.125
2.120
2.112
2.103
2.105

0.895
0.895
0.905
0.901
0.880
0.884
0.891
0.900
0.912
0.907

−0.569

2.327
1.735
2.277
1.805
1.933
1.972
1.886
1.846
2.308
2.303

0.914
0.691
0.717
0.895
0.766
0.781
0.748
0.733
0.907
0.905

600
518
594
529
547
553
540
535
598
597

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12

I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C

2.139
2.157
2.142
2.132
2.128
2.133
2.130
2.125
2.138
2.130
2.127
2.123

0.869
0.836
0.858
0.872
0.888
0.874
0.834
0.885
0.865
0.822
0.829
0.841

2.235
1.950
1.623
1.926
2.271
1.895
1.939
1.873
1.803
1.926
1.946
1.976

0.880
0.772
0.648
0.763
0.893
0.751
0.768
0.743
0.716
0.763
0.771
0.782

588
549
501
546
593
542
548
538
528
546
549
553

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8

I–C
I–C
I–C
I–C
I–C
I–C
I–C
I–C

2.090
2.110
2.115
2.123
2.094
2.113
2.118
2.124

0.907
0.863
0.852
0.838
0.901
0.860
0.851
0.838

−0.452
−0.418
−0.44 0
−0.455
−0.471
−0.457
−0.424
−0.468
−0.445
−0.402
−0.409
−0.421

2.661
2.446
2.385
2.291
2.680
2.436
2.369
2.283

1.039
0.959
0.936
0.901
1.046
0.955
0.930
0.898

642
615
608
596
644
614
606
594

−0.476
−0.476
−0.488
−0.484
−0.461
−0.466
−0.473
−0.482
−0.495
−0.490

−0.490
−0.445
−0.434
−0.421
−0.485
−0.444
−0.434
−0.422

a Calculated at the ωB97X-D/aug-cc-pVTZ level of theory. r are given in Å, ρ ( r ) in e/Å3 , H ( r ) in Hartree/Å3 , k a
b
b
in mdyn/Å, BSO n, and ω a in cm−1 . In Group 4, R = CO (4.1–4.4). For 4.5–4.8, R = C(CH3 )2 .

2.3. Covalent/Electrostatic Contributions
Figures 4b and 5 contain three plots correlating BSO n with H (rb ) of I· · · axial halogens in Group 2
(Figure 4b), Y· · · IA in Groups 3–4 (Figure 5a), and YI· · · A in Groups 3–4 (Figure 5b). The vertical
dashed line through the origin separates the covalent region from the electrostatic region according
to the Cremer–Kraka criterion. H (rb ) < 0 for every I–A, I–Y, and I–C equatorial (Ph, F, or benzene)
interaction, putting them in the covalent bonding region or very close to the electrostatic region in
some cases. There is significant covalent contribution for the axial bonding interactions in 2.1–4.8,
indicating that charge accumulation in the bonding region produces a net stabilizing effect. For the
plot in Figure 4b, there is a good linear correlation between BSO n and H (rb ), as indicated by a value
of R2 = 0.930. These data correlate higher bond strength to an increase in covalent character of the
interaction. The weaker the bond, the closer to the electrostatic region. The plot is sectioned off into
regions to show agreement with Figure 2a. The XB interaction in PhIF− is at the bottom of the plot,
closest to the electrostatic region. The 3c–4e region is next, where IF2− is found, along with all of the
weakly-bound λ3 -iodanes containing axial Cl, Br, and I atoms. It is necessary to note that we expect
the 3c–4e bond in IF2− to be the strongest of all trihalides and to be at the very top of the spectrum.
Therefore, if considering other trihalide systems, one would expect to see better separation between
3c–4e bonds in HVI and 3c–4e bonds in trihalides, as is observed for the more closely-related IF2− ,
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PhIF2 , and IF3 . All of the λ3 -iodanes containing F are at the very top of this region bordering the next
region or in the next region, which is 3c–4e HVI. IF3 and PhIF2 give prime examples of the 3c–4e HVIB.
At the very top right corner is the covalent F–I complex. As we follow the linear data from the weak
electrostatic region to the strong covalent region, we once again reproduce the smooth continuum:
partially-covalent XB < 3c–4e bond in trihalides < 3c–4e bond in HVI < covalent bond. Now, the
trend holds in terms of covalent/electrostatic character and H (rb ). Note that in Figures 4 and 5, ρ(rb )
could be plotted against BSO n in place of H (rb ), and the same correlation would occur, but with a
positive slope instead of a negative one.
The same general trend is observed in Figure 5 for Groups 3–4. As BSO n increases, H (rb )
becomes more negative (deeper into the covalent region). In Figure 5a, points for Y· · · I are scattered,
and the correlation weakens when taking the data as a whole. However, if considering each functional
group individually, a strong linear correlation once again occurs. The periodic trend emerges that
as A, the halogen homolog becomes smaller, the bond strengthens and becomes more covalent in
nature. This is not a direct result of the axial ligand, rather it is the result of the polarizing effect the
axial halogen has on the central I atom. The Y· · · IA interactions (H (rb ) < –0.237 Hartree/Å3 ) sit
significantly farther into the covalent region compared to the YI· · · A interactions (H (rb ) < –0.055
Hartree/Å3 ). Figure 5b again shows a reasonable linear correlation with R2 = 0.917. The trend amongst
functional groups previously noted in 3.1–3.2 is once again evident here: OCO > OC(CH3 )2 > OH >
CN > NH2 in terms of pulling charge from the central I, which results in strengthening and to some
degree increasing H (rb ) of the I· · · A bond. Another important point here is that one must not assume
certain functional groups will behave the same way in all situations as they behave when bound to
benzene. A prime example is CN: a strong electron withdrawing group (when bound to benzene) is
the second weakest withdrawing group in this study.
0.65

4.5

3.5
0.60

4.6
4.7

3.6

BSO n (Y

0.50

3.1

4.1
3.8

4.8

3.9

0.45
3.4

0.40

0.30
−0.5

4.2
4.4
4.3

0.4

3.11

0.2

3.12
−0.4

Covalent Electrostatic
4.5
3.9

−0.3
H(rb) (Y

4.2

−0.2

−0.1

0

Y = NH2, OH,
CN, CO2,
OC(CH3)2
−0.3

IA) [Hartree/Å3]

YI
YI
YI
YI

3.1

0.3

3.10

0.35

3.5

HO IA
vs H(r)YI...OH
4.1
(CH3)2CO IA vs H(r)YI...OC(CH3)2
0.5
NC IA
vs H(r)YI...CN
H2N IA
vs H(r)YI...NH2
OCO IA
vs H(r)YI...OCO

3.7

3.2
3.3

0.6

BSO n (YI A)

IA)

0.55

R2 = 0.917

Covalent
Region

4.4

3.2
3.8

−0.2

vs H(R)F...IARm
vs H(R)Cl...IARm
vs H(R)Br...IARm
vs H(R)I...IARm

4.3

4.6
3.6
3.10
4.7
3.7

F
Cl
Br
I

4.8
3.12
3.11
3.4

−0.1

0

0.1

H(rb) (YI A) [Hartree/Å3]

(a)

(b)

Figure 5. (a) Comparison of BSO n with H (rb ) of iodine-non halogen axial atom (Y· · · IA) interactions
in complexes 3.1–4.8 and (b) a comparison of BSO n with H (rb ) of axial halogen-iodine (YI· · · A)
interactions in complexes 3.1–4.8. The vertical dashed line separates the electrostatic region from the
covalent region.

2.4. 3c–4e Bonding
%3c–4e bonding character is shown Table 1. Vibrational spectroscopy was utilized to define a
new and simple 3c–4e parameter, which was derived from Local Mode Analysis (L-modes). It utilizes
BSO n values to define %3c–4e bonding as:
%(3c-4e) =

BSOn( AI )
× 100
BSOn(YI )

(1)
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where BSO n (Y· · · I) > BSO n (A· · · I). A· · · I is the weaker, less covalent bond, and Y· · · I is the
stronger, more covalent bond. In 2.1–2.4, A = Y; therefore, 3c–4e is 100%. In 2.5–2.7, %3c–4e decreases
from 68% in 2.5 to 57% in 2.7 as ∆BSO n becomes larger. 2.8–2.10 contain weakly-bound halogens,
which promote high 3c–4e bonding character (88–97%). In 3.1–3.12, there is a large range of 3c–4e
contributions to the Y· · · I· · · A interactions (45–94%). The highest percentage is in 3.5, where the 3c–4e
interaction is HO· · · I· · · F. Both substituents have lp electrons and are highly electronegative. The
bonds formed are strong and polar, as the central I is the most polarized of all Group 3 molecules with
an NBO charge of +1.401 e. OH and F have similar BSO n and NBO charges: n = 0.625, −0.565 e and n
= 0.590, −0.703 e, respectively. The 3.1 has high 3c–4e character for the same reason as 3.5, but with
NH2 involved instead of OH. N is slightly less electronegative than O, and NH2 has a more positive
charge than OH, and thus forms a slightly weaker, less polar bond. 3.3–3.4 and 3.7–3.8 have the lowest
3c–4e character in Group 3. These species contain mostly I–Br or I–I bonds, which bind weakly, while
on the other side of the Y· · · I· · · A, we have polar functional groups OH and NH2 . There is a strong
polar interaction on one side of I and a weak non-polar interaction on the other side, which decreases
the 3c–4e character. 4.1–4.4 have high 3c–4e character (81–85%). The I–O oxygen is part of an ester
group which carries a large negative charge and contributes resonance stabilization. In 4.5–4.8, I is
bound to the O on a T-butoxy group, which is slightly less electron rich and does not have the benefit
of resonance. The T-butoxy-O binds strongly to I compared to Cl, Br, and I.
3. Computational Methods
DFT was utilized to optimize molecular geometries and to calculate for each stationary point
molecular vibrational frequencies including the L-modes of Konkoli and Cremer [60–62] and the
determination of local mode force constants (k a ), NBO charges, electron densities ρ(rb ), and energy
densities H (rb ); where rb is a bond critical point. Each stationary point was confirmed as a minimum by
absence of imaginary normal mode frequencies. Available experimental geometries for the ICl3 dimer,
IF3 , IF5 , dichloroiodobenzene (PhICl2 ), and diacetoxyiodobenzene (PhI(OAc)2 ) [18,63–66] were used
to gauge the accuracy of the DFT calculations. Experimental and calculated geometries using different
model chemistries for this set of compounds are compared in Tables A1 and A2 (See Appendix
A). We initially employed Grimme’s Rung 5 double hybrid density functional B2PLYP [67] and
Dunning’s cc-pVDZ basis set [68–71] with a tight convergence criterion and an ultra-fine integration
grid. The B2PLYP functional combines the generalized gradient approximation exchange functional of
Becke [72,73] and the Lee–Yang–Parr correlation functional [74] with exact Hartree–Fock exchange
and Møller–Plesset perturbation theory [75–78] of second order (MP2) [79–81]. This functional has
shown close agreement between calculated and experimental geometries and vibrational frequencies
for heavy atoms [82,83]. However, for our set of molecules, the cc-pVDZ basis set did not produce
the desired accuracy (Tables A1 and A2), and the B2PLYP/aug-cc-pVTZ level of theory became
computationally expensive. The combination of MP2 and a relatively small double-zeta basis set is
known to provide a fortuitous cancellation of error [84,85]. MP2 overestimates correlation energy, but
this is compensated by the cc-pVDZ basis set [86]. Therefore, we tested MP2/cc-pVDZ for reducing
the computer time. However, results calculated at this level of theory gave less accurate results than
ωB97X-D/aug-cc-pVTZ [87,88], while calculations at the B2PLYP/Def2TZP level of theory led to
inaccurate results in several cases. For Br and I, scalar relativistic effects were assessed by using
effective core potentials (ECPs) in combination with the Dunning basis sets [89,90].
Although geometries are first order properties and therefore less sensitive to the level of
theory, B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ calculations turned out to be in closest
agreement with experimental data, while for a small subset of compounds, close agreement between
ωB97X-D/aug-cc-pVTZ and CCSD(T)/aug-cc-pVTZ was obtained (Table A3). To further rationalize these
results, gauge-independant atomic orbital (GIAO) magnetic shielding tensors [91–95] were calculated
and isotropic shielding constants were converted into chemical shifts utilizing the linear regression
method of Tantillo et al. for PhICl2 , PhI(OAc)2 , and 1-Hydroxy-1,2-benziodoxol-3(1H)-one [96–101]. This
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method requires the calculation of isotropic magnetic shielding tensors for a test set of molecules at
a given level of theory (in our case, ωB97X-D/aug-cc-pVTZ and B3LYP/aug-cc-pVTZ), plotting the
raw calculated isotropic value against experimental NMR chemical shifts, and using the following
relationship to develop an equation for calculating chemical shifts (Figure A1):
δ=

(y − intercept) − σ
−slope

(2)

where δ is the derived chemical shift and σ is the calculated isotropic magnetic shielding tensor. The
margin of error for proton-NMR chemical shifts turned out to be 0.24–6.91% for the B3LYP functional
and 0.19–5.81% for the ωB97X-D functional (Table A4) [18,63,102]. Although both ωB97X-D and B3LYP
gave satisfactory and similar calculated chemical shifts, ωB97X-D gave more accurate geometries
and frequencies.
Based on these findings, the ωB97X-D/aug-cc-pVTZ level of theory was chosen for this study
due to its displayed ability to predict accurate first and second order experimental properties in HVI
molecules in addition to the previous findings of Oliveira et al. that this level of theory is suitable for
the detailed analysis of XB [41].
Vibrational spectroscopy was applied to quantify the intrinsic strength of HVIBs. Chemists have
utilized vibrational spectroscopy to obtain information about the electronic structure of molecules
and their framework of bonds. However, normal vibrational modes cannot be used as a direct
bond strength measure because they are delocalized due to electronic and mass coupling, a fact
that often has been overlooked [103,104]. The electronic coupling is eliminated by solving the
Wilson equation of spectroscopy [105] and transforming to normal coordinates. Konkoli and Cremer
showed that the remaining mass (kinematic) coupling can be eliminated by solving a mass-decoupled
equivalent of the Wilson equation, leading to local vibrational modes, which are associated with
internal coordinates qn such as bond lengths, bond angles, and dihedral angles [60,106]. Zou and
Cremer verified that there is a one-to-one relationship between local and normal vibrational modes
through an adiabatic connection scheme (ACS) [107–109], allowing a normal mode decomposition
into local mode contributions [44,110,111] and, as such, the detailed analysis of a vibrational spectrum.
This is of particular value, given the fact that L-modes can be applied to both calculated and measured
spectra [61,112].
Another important feature of L-modes is the direct relationship between the local stretching force
constant (k a ) of a chemical bond and its intrinsic strength [113]. This has enhanced our knowledge about
chemical bonding and the often overlooked, but highly important weak intermolecular interactions,
providing a wealth of new insight into: (i) covalent bonding [113], stretching from peculiar cases of
reversed bond length-bond strength relationships [114,115], to a new design recipe for fluorinating
agents [116]; (ii) weak chemical interactions including hydrogen bonding [117,118], XB [35,41,42],
pnicogen bonding [43], chalcogen bonding [50], weak interactions in gold clusters [119], as well
as non-classical hydrogen bonds in boron–hydrogen · · · π interactions [120,121]. In addition, new
electronic parameters and rules were derived [122–124].
When comparing a larger set of k a , the use of a relative bond strength order (BSO n)
is convenient [103,104]. The BSO n of a bond is obtained by utilizing the extended Badger
rule [103,104,125] according to which BSO n is related to k a by a power relationship, which is fully
determined by two reference values and the requirement that for a zero-force constant, the BSO n
value becomes zero:
BSO n = a(k a )b
(3)
The constants a and b are calculated from k a values of two reference compounds with known BSO
n values n1 and n2 via:
a = n2 /(k2a )b
(4)
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b = ln(n2 /n1 )/ln(k2a /k1a )

(5)

IF2−

In this work, we chose as reference compounds FI and
representing BSO n values of one and
0.5, respectively, guided by the corresponding Mayer bond orders [126] of 0.940 and 0.543 evaluated at
the ωB97X-D/cc-pVTZ level of theory. More than 50% of iodine bonds in this work include an atom
from the second period. This renders the FI/IF2− reference system ideal (a second period atom bound
to iodine), in addition to providing a spectrum with a full 3c–4e bond from a trihalide (IF2− ) on the one
end and a full covalent bond (FI) on the other end.
Using the k1a of 1.913 mdyn/Å for IF2− and 3.953 mdyn/Å for FI (ωB97X-D/cc-pVTZ level of
theory), the constants a and b in the power relationship Equation (3) were determined to be a = 0.269
and b = 0.955, leading to:
BSO n = 0.269(k a )0.955
(6)
Because the chosen reference system was designed for 3c–4e interactions particular to this study,
a scaling procedure was used to obtain appropriate BSO n values for covalent I–C interactions between
the equatorial ligands and the central iodine. The equatorial bonds are fully-formed single bonds,
but the C–I bond is much less polar and weaker than the I–F bond used as a reference. We calculated
k a = 2.557 mdyn/Å for the I–C bond in iodobenzene. From Equation (6), we calculated BSO n = 0.659.
The scaling factor was obtained by setting n = 1 for this I–C bond. The scaling factor is 1/0.659 = 1.517,
which was applied to BSO n of all equatorial I–C bonds. Multiplying the scaling factor through
Equation (6) provided a new BSO n equation for assessing the strength of the equatorial I–C bonds in
this study:
BSO n(scaled) = 0.408(k a )0.955
(7)
The Cremer–Kraka criterion was applied to assess the covalent nature of HVIB [42,55,56,77,127].
According to this criterion, a covalent bond between two atoms A and B is defined by (1) the existence
of a zero-flux surface and bond critical point (rb ) between atoms A and B (necessary condition) and (2) a
negative and thereby stabilizing local energy density H (rb ) (sufficient condition). H (rb ) will be close
to zero or positive if the interaction between A and B is non-covalent, that is electrostatic or of the
dispersion type. H (r) is defined as:
H (r) = G (r) + V (r)
(8)
where G (r) is the kinetic energy density (always positive, destabilizing) and V (r) is the potential
energy density (always negative, stabilizing). In addition to the established Cremer–Kraka criterion,
a molecular fragmentation scheme for estimating electron density shifts has recently emerged as
a potential tool for the qualitative investigation of non-covalent interactions at low computational
cost [128].
L-modes was carried out with the program COLOGNE2018 [129], and Mayer bond orders were
determined with the program ORCA [130]. NBO populations were computed using NBO 6 [131–134].
The electron density analysis, in particular the calculation of electron density at the bond critical point
(ρ(rb )) and H (rb ), was performed with the program AIMAll [135,136]. All DFT calculations were
carried out with GAUSSIAN16 [137].
4. Conclusions
In this work, we quantified the intrinsic bond strength and bonding nature of a series of HVI
compounds through vibrational spectroscopy. Use of DFT in this work was rationalized by testing
several levels of theory against first and second order experimental properties of a small set of known
HVI reagents. The computed set of 34 HVI molecules was then compared to XB, 3c–4e bonding,
and covalent bonding in terms of BSO n, k a , ρ(rb ), H (rb ), and NBO charges. Recently, Politzer and
coworkers [138] showed that by substituting a ligand in trihalides with a negative point charge,
the positive electrostatic potential at the polarized σ-hole collinear to the point charge correlates
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qualitatively well with the interaction energy; substantiating the key role played by electrostatics,
which is also reflected in the atomic charge distribution (see Figure 1) and can be rationalized in terms of
the 3c–4e model. The more negative charge at the ligands Y and A compared to the central iodine is due
to the presence of a node at the center of the occupied non-bonding orbital [139]. This charge separation
is responsible for the lower covalent character of 3c–4e bonds compared to a classical 2c–2e bond.
Politzer and coworkers proposed the existence of a continuum between non-covalent and covalent
bonds, the latter being a result of an increased degree of polarization [138]. Our results do also suggest
the existence of such a continuum, but whether covalency can be seen as a degree of polarization is still
disputable, especially in view of Ruedenberg’s description of covalent bonding, where energy lowering
is a result of the complex interplay of kinetic and potential energy contributions [140,141]. The 3c–4e
bonds in HVI share properties with XB, but are more closely related to the 3c–4e bonds in trihalides
or covalent bonding in extreme cases. The equatorial 2c–2e HVI bond is stronger than comparable
3c–4e bonds (bonds involving the same ligands like in IF3 ) and is more closely related to a covalent
bond. Our results support the following transition: XB < 3c–4e bond in trihalides < 3c–4e bond in
HVI < 2c–2e bond in PhIF2 < covalent bond. When comparing the difference (equatorial ligands)
between trihalides and λ3 -iodanes, we found that the 3c–4e HVIB is strengthened by the equatorial
ligand by comparing IF2− , PhIF2 , and IF3 . The equatorial ligand contributes significantly in pulling
electron density from the central I, allowing for more polar interactions. Thus, highly electronegative
ligands at the equatorial position will form strong interactions, as will axial ligands in such a case.
We also found that axial ligands in HVIs have a minimal direct effect on one another in terms of NBO
charge analysis, but do play a role in altering charge on the central I. Substituent effects in HVI can alter
bond strength in both axial ligands and the equatorial ligand, particularly when F atoms are involved
as ligands. The five functional groups studied here play a bond-strengthening and -polarizing role in
the following order: OCO > OC(CH3 )2 > OH > CN > NH2 , with OH and OC(CH3 )2 being partially
interchangeable. In terms of H (rb ), we found a strong linear correlation with BSO n. H (rb ) becoming
more negative correlates to an increase in bond strength. Furthermore, large V (r) stabilization in the
bonding region correlates to the increased covalent character of a bond. Finally, we found the 3c–4e
bond concept to be a valuable descriptor in terms of the linear portion of λ3 -iodanes.
Future goals are to utilize L-modes and the analysis of the electrostatic potential to explain why the
T-shaped molecular geometry in λ3 -iodanes contains improper dihedrals and non-ideal bond angles.
We also plan to investigate 3c–4e bonding and intramolecular HB in a series of HVI reagents utilizing
L-modes and to explore the chemical reactivity of HVI compounds utilizing the unified reaction valley
approach developed in our group [103,142–144]. In addition, we will perform a conformational and
geometrical study of a series of novel HVI monomeric materials with a strong potential of forming
useful polymers [145,146].
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Appendix A
Table A1 shows bond lengths, bond angles, and % error compared to experimentally
measured data for IF3 , IF5 , and (ICl3 )2 .
For each molecule, geometry optimizations
and vibrational frequencies were calculated at the B2PLYP/cc-pVDZ, B2PLYP/aug-cc-pVTZ,
B2PLYP/Def2TZP, B3LYP/aug-cc-pVTZ, ωB97X-D/aug-cc-pVTZ, and M2P/cc-pVDZ levels of theory.
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B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ levels of theory give superior results for the
given geometry parameters. Table A2 shows bond lengths, bond angles, and % error compared to
experimentally measured data for PhICl2 and PhI(OAc)2 computed at all of thee aforementioned levels
of theory. These two molecules are similar, or the same in the case of PhICl2 as the majority of the
molecules in this work. The ωB97X-D/aug-cc-pVTZ gave remarkable accuracy in calculating geometry
parameters for these two molecules.
Table A1. Calculated and experimental bond lengths and bond angles for the (ICl3 )2 dimer, IF5 , and
IF3 , showing B2PLYP and ωB97X-D/aug-cc-pVTZ levels of theory giving closest agreement with the
experiment [64–66].
Method
Basis Set
(ICl3 )2 B2PLYP
cc-pVDZ
aug-cc-pVTZ
Def2TZP
B3LYP
aug-cc-pVTZ
ωB97X-D
aug-cc-pVTZ
MP2
cc-pVDZ
Experiment
IF5
B2PLYP
cc-pVDZ
aug-cc-pVTZ
Def2TZP
B3LYP
aug-cc-pVTZ
ωB97X-D
aug-cc-pVTZ
MP2
cc-pVDZ
Experiment
IF3
B2PLYP
cc-pVDZ
aug-cc-pVTZ
Def2TZP
B3LYP
aug-cc-pVTZ
ωB97X-D
aug-cc-pVTZ
MP2
cc-pVDZ
Experiment

r1 (I–Cl, F)
[Å]

%
Error

r2 (I–Cl, F)
[Å]

%
Error

θ(F–I–F)
Degrees

%
Error

2.432
2.397
2.448

1.97
0.50
2.64

2.770
2.733
2.773

1.83
0.48
1.95

N/A
N/A
N/A

N/A
N/A
N/A

2.412

1.13

2.758

1.40

N/A

N/A

2.364

0.88

2.744

0.88

N/A

N/A

2.420
2.385

1.47
N/A

2.746
2.720

0.96
N/A

N/A
N/A

N/A
N/A

1.900
1.847
1.859

3.04
0.16
0.81

1.941
1.908
1.919

3.85
2.09
2.68

N/A
N/A
N/A

N/A
N/A
N/A

1.857

0.70

1.918

2.62

N/A

N/A

1.840

0.22

1.901

1.71

N/A

N/A

1.895
1.844

2.77
N/A

1.933
1.869

3.42
N/A

N/A
N/A

N/A
N/A

1.931
1.885
1.900

3.15
0.69
1.50

1.984
1.960
1.975

0.05
1.16
0.40

169.2
167.7
168.6

5.55
4.61
5.18

1.900

1.50

1.975

0.40

168.6

5.18

1.876

0.21

1.951

1.61

167.5

4.49

1.925
1.872

2.83
N/A

1.977
1.983

0.30
N/A

168.2
160.3

4.93
N/A
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Table A2. Calculated and experimental bond lengths and bond angles for PhICl2 and PhI(OAc)2
showing B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ levels of theory giving closest agreement
with the experiment [18,63].
Method
Basis Set

r1 (I–Cl, O)
[Å]

%
Error

r2 (I–C)
[Å]

%
Error

θ(Cl,O)–I–(O,C)
Degrees

%
Error

2.536
2.505
2.558

2.26
1.01
3.15

N/A
N/A
N/A

N/A
N/A
N/A

90.5
89.6
89.8

1.46
0.45
0.67

2.524

1.77

N/A

N/A

90.3

1.23

2.481

0.04

N/A

N/A

89.2

0.00

2.517
2.480

1.49
N/A

N/A
N/A

N/A
N/A

88.9
89.2

0.34
N/A

2.212
2.178
2.179

2.60
1.02
1.07

2.150
2.081
2.111

2.87
0.43
1.00

164.5
162.8
163.1

0.30
0.73
0.55

2.194

1.76

2.124

1.63

163.7

0.18

2.149

0.32

2.104

0.67

162.9

0.66

2.187
2.156

1.44
N/A

2.122
2.090

1.53
N/A

162.7
164.0

0.79
N/A

PhICl2
B2PLYP
cc-pVDZ
aug-cc-pVTZ
Def2TZP
B3LYP
aug-cc-pVTZ
ωB97X-D
aug-cc-pVTZ
MP2
cc-pVDZ
Experiment
PhI(OAc)2
B2PLYP
cc-pVDZ
aug-cc-pVTZ
Def2TZP
B3LYP
aug-cc-pVTZ
ωB97X-D
aug-cc-pVTZ
MP2
cc-pVDZ
Experiment

Table A3 compares computed bond lengths and k a for FI, IF2− , IF3 , and IF5 at the
ωB97X-D/CCSD(T)/aug-cc-pVTZ level of theory. Once again, ωB97X-D/aug-cc-pVTZ performs
remarkably well compared to the gold standard CCSD(T). Table A4 shows calculated and experimental
NMR shifts for PhICl2 , PhI(OAc)2 , and 1-hydroxy-1,2-benziodoxol-3(1H)-one using the B3LYP and
ω97X-D functionals with the aug-cc-pVTZ basis set. Figure A1 shows a strong linear correlation
between calculated isotropic magnetic stretching tensors and experimentally measured chemical shifts.
The calculations done at the ωB97X-D/aug-cc-pVTZ level of theory are slightly more in agreement
with experimental measurements than the B3LYP/aug-cc-pVTZ.
Table A3. Calculated r and k a of all FI bonds in FI, IF2− , IF3, and IF5 computed at the
ωB97X-D/CCSD(T)/aug-cc-pVTZ level of theory.
Molecule
Level of Theory

r (FI) Equatorial
(Å)

k a (FI) Equatorial
(mdyn/Å)

r (FI) Axial
(Å)

k a (FI) Axial
(mdyn/Å)

FI
ωB97X-D/aug-cc-pVTZ
CCSD(T)/aug-cc-pVTZ

1.921
1.931

3.953
3.705

-

-

[F· · · I· · · F]−
ωB97X-D/aug-cc-pVTZ
CCSD(T)/aug-cc-pVTZ

2.089
2.085

1.913
1.746

-

-

IF3
ωB97X-D/aug-cc-pVTZ
CCSD(T)/aug-cc-pVTZ

1.876
1.878

4.087
4.278

1.951
1.950

3.327
3.325

IF5
ωB97X-D/aug-cc-pVTZ
CCSD(T)/aug-cc-pVTZ

1.840
1.840

4.529
4.706

1.901
1.895

3.634
3.834
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Table A4. Calculated and experimental NMR chemical shifts for PhICl2 , PhI(OAc)2 , and
1-hydroxy-1,2-benziodoxol-3(1H)-one computed using the aug-cc-pVTZ basis set [18,63,102].
B3LYP

ωB97X-D
Magnetic Isotropic
Shielding Tensor

δ-Calculated
(ppm)

δ-Experimental
(ppm)

%
Error

Magnetic Isotropic
Shielding Tensor

δ-Calculated
(ppm)

%
Error

PhICl2
23.64
23.57
23.41

7.58
7.65
7.79

7.16
7.40
7.68

5.51
3.24
1.42

23.77
23.71
23.57

7.51
7.57
7.70

4.65
2.19
0.24

PhIOAc2
23.42
23.50
23.59
29.68

7.79
7.70
7.62
2.01

8.24
7.68
7.58
1.92

5.81
0.37
0.59
4.72

23.56
23.67
23.74
29.64

7.71
7.61
7.54
2.00

6.91
0.91
0.44
4.02

1-Hydroxy-1,2
-benziodoxol-3(1H)-one
23.45
22.91
23.20
23.30

7.76
8.26
7.99
7.89

7.71
8.02
7.97
7.85

0.58
2.85
0.19
0.50

23.61
23.04
23.36
23.44

7.66
8.20
7.90
7.82

0.65
2.19
0.90
0.35

32

Y = -1.0641x + 31.762

Isotropic Magnetic Shielding Tensor [ppm]

Isotropic Magnetic Shielding Tensor [ppm]

32

R2 = 0.99578

30

28

26

24

B3LYP/aug-cc-pVTZ

22

δ= (intercept-σ) / -slope
20

0

1

2

3
4
5
6
7
8
Experimental Chemical Shift [ppm]

(a)

9

10

11

Y = -1.0842x + 31.856
R2 = 0.99487

30

28

26

24

ωB97X-D/aug-cc-pVTZ

22

δ= (intercept-σ) / -slope
20

0

1

2

3
4
5
6
7
8
Experimental Chemical Shift [ppm]

9

10

11

(b)

Figure A1. (a) Computed at the B3LYP/aug-cc-pVTZ level of theory, isotropic magnetic shielding
tensors plotted against experimental NMR chemical shifts showing strong linear correlation and
a slope close to −1 which is indicative of minimization of systematic error. (b) Computed at
the ωB97X-D/aug-cc-pVTZ level of theory, isotropic magnetic shielding tensors plotted against
experimental NMR chemical shifts again showing strong linear correlation and slope close to −1.
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ABSTRACT: The local vibrational mode analysis developed
by Konkoli and Cremer has been successfully applied to
characterize the intrinsic bond strength via local bond
stretching force constants in molecular systems. A wealth of
new insights into covalent bonding and weak chemical
interactions ranging from hydrogen, halogen, pnicogen, and
chalcogen to tetrel bonding has been obtained. In this work
we extend the local vibrational mode analysis to periodic
systems, i.e. crystals, allowing for the ﬁrst time a quantitative
in situ measure of bond strength in the extended systems of
one, two, and three dimensions. We present the study of onedimensional polyacetylene and hydrogen ﬂuoride chains and
two-dimensional layers of graphene, water, and melamine-cyanurate as well as three-dimensional ice Ih and crystalline acetone.
Besides serving as a new powerful tool for the analysis of bonding in crystals, a systematic comparison of the intrinsic bond
strength in periodic systems and that in isolated molecules becomes possible, providing new details into structure and bonding
changes upon crystallization. The potential application for the analysis of solid-state vibrational spectra will be discussed.

1. INTRODUCTION
The chemical bond is one of the most important concepts in
chemistry.1−4 Chemists often use the bond dissociation energy
(BDE) as the measure of bond strength.5−7 For example, the
BDE of the CC single bond in ethane (H3C−CH3) is 88 kcal/
mol, while that of the CC double bond in ethylene (H2C
CH2) is 174 kcal/mol,5 reﬂecting that a CC double bond is
stronger than a CC single bond because of additional π
bonding. Although the BDE can help chemists to understand
chemical bonding in an intuitive way, its deﬁciencies are
obvious. The BDE is a reaction parameter, which involves the
overall energy changes of a bond dissociation process. It
includes the electron density reorganization and the geometry
relaxation of the fragments; therefore, it is not suited as a bond
strength descriptor.6,8 Furthermore, the underlying bond
dissociation process into two fragments is not applicable for
chemical bonds in complex systems, e.g. large water clusters or
metal−organic frameworks (MOFs), in which the dissociation
of one bond will drastically change the overall geometry.
Therefore, a better alternative to the BDE as bond strength
descriptor is desired, that can perform an in situ measure of the
bond strength avoiding bond dissociation. Such a bond
strength descriptor is expected to reﬂect all electronic structure
factors which are responsible for the bonding mechanism of
© 2019 American Chemical Society

the target bond, i.e. it directly relates to the intrinsic bond
strength.6,8
In 2000, Cremer and co-workers proposed the local bond
stretching force constant as a novel measure of intrinsic bond
strength.7,9 The local bond stretching force constant kan is
derived from the local vibrational modes.10−13 The local mode
force constant kan of a speciﬁc bond is the curvature of the
potential energy surface (PES) in the direction of this bond
with its inﬁnitesimal stretching followed by the relaxation of all
other parts of this molecule.14 The local vibrational mode
theory has been so far successfully applied to characterize the
intrinsic bond strength of both covalent bonds7,8,15,16 and
noncovalent interactions including hydrogen,17−20 halogen,21
pnicogen,22 chalcogen,23 and tetrel bonding24 as well as
atom···π interactions.25,26 Local stretching force constants were
applied to quantify the intrinsic bond strength of unusual
chemical bonding,15,16,25 to explain interesting physicochemical properties, e.g. the fact that warm water freezes faster than
cold water,19 and to deﬁne new electronic parameters8,27−29
and rules.30
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where fx is the (3N × 3N) dimensional force constant matrix in
Cartesian coordinates. The (3N × 3N) dimensional diagonal
mass matrix M contains each atom three times to account for
the motion in x, y, and z directions. The (Nvib × Nvib)
dimensional diagonal matrix Λ collects the Nvib vibrational
eigenvalues λμ (μ = 1, ..., Nvib with Nvib = 3N − K) where K
equals 5 for linear and 6 for nonlinear molecules. The (3N ×
Nvib) dimensional matrix L collects the corresponding
vibrational eigenvectors lμ (μ = 1, ..., Nvib with Nvib = 3N −
K) as orthonormal column vectors. Harmonic vibrational
frequencies ωμ in [cm−1] and eigenvalues λμ are connected via
λμ = 4π2c2ω2μ where c corresponds to the speed of light.47
Eq 1 can be rewritten in terms of Nvib normal coordinates Q

Several theoretical tools have been developed to analyze
chemical bonding in periodic systems. Vanderbilt and coworkers proposed a method based on maximally localized
Wannier functions (MLWF),31,32 where the band structure is
transformed into MLWF-orbitals which are more mathematical
and as such do not provide much chemical insight. Crystal
orbital Hamiltonian population (COHP)33 and its predecessor
crystal orbital overlap population (COOP)34,35 oﬀer a k-pointdependent characterization of bonding being able to
distinguish bonding from antibonding orbitals. The atoms-inmolecules (AIM) approach,36−38 which is widely used in both
molecular and periodic systems, partitions the electron density
into atomic basins and provides the bond path connecting any
two bonded atoms. From the bond critical points (BCP) and
associated bond paths, various bond properties have been
derived for the characterization of bonding in molecules as well
as in the crystal environment. Alternative topological analysis
methods based on the electrostatic potential were developed.39−41 Recently, Dunnington and Schmidt succeeded in
generalizing the natural bond orbital (NBO) analysis42,43 to
periodic systems.44 In this way, results for periodic systems
obtained from plane-wave density functional theory (PW
DFT) can now be interpreted with chemically intuitive
localized bonding orbitals, as it has been widely used for
molecules.45,46
In this work, we extend Konkoli and Cremer’s local mode
theory10−13 from molecules to periodic systems with a
particular focus on deriving a local mode force constant
reﬂecting the intrinsic strength of a bond/weak chemical
interaction in periodic systems, e.g. a hydrogen bond in an ice
crystal. As a result, a deeper understanding of crystal bonding
will be achieved by a head-to-head comparison of the intrinsic
bond strength of chemical bonds in periodic and molecular
systems.
The paper is structured in the following way: First, the
original local vibrational mode theory is summarized using
three diﬀerent routes of deriving local mode force constants kan
for molecules. Based on these routes, the deﬁnition of local
vibrational modes in periodic systems is worked out, as well as
the derivation of the corresponding local mode properties with
a focus on the local mode force constant kan. After the
Computational Details section, seven examples with diﬀerent
dimensions in periodicity (one-, two-, and three-dimensional)
are discussed in the Results and Discussion section. The
conclusions, along with some general remarks on the
calculation of local mode force constants kan, are given in the
last section.

f Q = K = LT f xL

where the (Nvib × Nvib) dimensional force constant matrix f =
K is expressed in terms of normal coordinates Q. The
rectangular matrix L and its transpose LT are applied in eq 2.
The local vibrational mode associated with an internal
coordinate qn can be deﬁned via the Wilson B-matrix,47 which
connects the partial derivatives of qn with the Cartesian
coordinates
bn =

∂qn
∂x

(3)

The 3N-dimensional row vector b n converts the N vib
vibrational modes collected in L in Cartesian coordinates
into the internal coordinates, with the contributions of L to the
internal coordinate qn given as
d n = bnL

(4)

Row vector dn of length of Nvib is then used to obtain the local
mode vector an associated with the internal coordinate qn10
an =

K−1dTn

d nK−1dTn

(5)

where an is a column vector of length Nvib. It can be
transformed into Cartesian coordinates via10,48
a nx = La n

(6)

where the superscript x denotes Cartesian coordinate, and
column vector axn has the length of 3N.
The local mode force constant kan associated with internal
coordinate qn is obtained from eq 7.
kna = aTn Ka n = (d nK−1dTn )−1

(7)

The local mode force constant kan has also been named
adiabatic force constant, where the superscript a (adiabatic)
means “relaxed” and the subscript n stands for the internal
coordinate qn leading the local vibration.10
The corresponding local mode frequency ωan can be derived
via the Wilson G-matrix47,49

2. METHODOLOGY
2.1. Local Vibrational Modes for Isolated Molecules.
In the following, three diﬀerent routes for deriving local
vibrational modes and related properties for molecular systems
are summarized, forming the basis for the extension to periodic
systems.
2.1.1. Route I. For any N-atomic molecular system being
located at either a local/global minimum or a saddle point of
ﬁrst order on the Born−Oppenheimer potential energy surface,
the harmonic normal vibrational modes and frequencies can be
calculated by solving the Wilson equation of vibrational
spectroscopy47
f xL = MLΛ

(2)
Q

(ωna)2 =

1
knaGnn
4π 2c 2

(8)

where the diagonal element Gn,n corresponds to the reduced
mass of the local mode an.48
The local mode force constant kan is in contrast to the local
mode frequency ωan mass-independent, thus reﬂecting the pure
electronic eﬀects. This has qualiﬁed local mode force constants
as unique intrinsic bond strength descriptors.8,15−20 Also in
this work, we will use the local mode force constants kan as the

(1)
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f xC = CΛ′

targeted local mode property for the description of chemical
bonding and/or weak chemical interactions in periodic
systems.
2.1.2. Route II. An alternative, simpliﬁed approach for the
calculation of local mode force constants kan was proposed by
Zou, Cremer, and co-workers48 shown in the following
equation
1
= bn(f x)+ bTn
kna
x +

where the (3N × Nvib)-dimensional matrix C collects
eigenvectors cμ (μ = 1, ..., Nvib) as column vectors. Eq 18
can be rewritten into
Λ′ = CT f xC
d′n = bnC

(9)

where (f ) is the Moore-Penrose inverse of f . Eq 9 reveals the
fundamental physical nature of the local mode force constant
as the curvature of the PES given in a speciﬁc direction,
deﬁned by an internal coordinate qn as the leading
parameter.8,14 The derivation of eq 9 starts from substituting
dn and K in eq 7 using eqs 4 and 2
(10)

kna = (bnL(LT f xL)−1(bnL)T )−1

(11)

kna = (bnL(LT f xL)−1LT bTn )−1

(12)

kna = (bnLL+(f x)+ (LT )+ LT bTn )−1

(13)

kna

(14)

(15)

(16)

thus eq 15 can be simpliﬁed as
kna = (bn(f x)+ bTn )−1

T −1

can be obtained by
(21)

1. When a chemical bond in one primitive cell is changed
because of a vibration, the remaining atoms in this cell
and all other primitive cells should relax. This is
equivalent to characterizing the local mode of a chemical
bond in an isolated (nonperiodic) cluster model
containing an inﬁnite number of primitive cells. Such a
treatment of periodic systems was realized in a cyclic
cluster model.51
2. The vibration of the chemical bond in this primitive cell
is synchronized with all other primitive cells, while all
atoms except the atom pairs deﬁning this chemical bond
will be relaxed. This implies that local vibrational modes
in periodic systems are also periodic.

where LL+ leads to a projection matrix P in the dimension of
3N × 3N, and P can span the complete internal vibration space
as well as the complete internal coordinate space and the
external translations and rotations are automatically projected
out.
The Wilson B-matrix row vector bn of any internal
coordinate qn can be expressed as a linear combination of
Nvib row vectors in matrix L+, which equals LT, leading to
bnLL+ = bn

= (d′n(Λ′) (d′n) )
−1

kan

which leads to the same result as eqs 7 and 17.
2.2. Extension of Local Vibrational Modes to Periodic
Systems. 2.2.1. Deﬁnition of Konkoli−Cremer Local Modes
for Periodic Systems. The local vibrational mode theory of
Konkoli and Cremer in 1998 derives a local vibration being led
by an internal coordinate qn, e.g. a bond stretching, by
assuming that all atoms of the molecule expect the ones
engaged in the local vibration are a collection of massless
points, which can eﬀortlessly follow the leading vibration.10−13
An extended periodic system has an inﬁnite number of
repeating unit cells that are unchanged when translated by the
lattice vectors. Crystallographers deﬁne the smallest possible
unit cell containing exactly one lattice point as the primitive
cell.50 Based on the response of all other primitive cells to a
bond stretching within one particular primitive cell, two
diﬀerent possibilities of deﬁning local vibrational modes in
periodic systems emerge.

then
kna = (bnLL+(f x)+ (bnLL+)T )−1

(20)

and the local mode force constant

Based on the properties of the Moore-Penrose inverse, it can
be proved that (LT)+ = (L+)T, and eq 13 can be rewritten as
kna = (bnLL+(f x)+ (L+)T LT bTn )−1

(19)

This leads to the dn′ vector associated with internal coordinate
qn via

x

kna = (d nK−1dTn )−1

(18)

(17)

The ﬁrst deﬁnition is more closely related to the physical
picture of local vibrational modes in isolated molecular
systems; however, it overlooks the fact that in periodic
systems, i.e. crystals, any lattice vibration is a collective motion
shared by the atoms of all primitive cells. Besides, in molecular
systems the local vibrational modes are the local equivalent of
the normal vibrational modes in terms of internal coordinates.48 In analogy, the local vibrational modes in periodic
systems should be the local equivalent of the lattice vibrations.
Therefore, possibly 2 is more appropriate and leads to the
following deﬁnition of local vibrational modes in periodic
systems: A local vibrational mode in a periodic system is a
vibration initiated by a specific internal coordinate qn in all
primitive cells, obtained after relaxing all other parts in the
periodic system. Noteworthy is that a distinction should be
made between (a) Konkoli−Cremer local vibrational modes in
periodic systems and (b) the vibrational modes of an impurity
in solids also often termed local modes.52−55

which proves the correctness of eq 9.
Compared with route I, route II has two advantages. (i) The
expensive step of obtaining the normal vibrational modes by
solving the Wilson equation is no longer necessary for
calculating kan. (ii) The physical picture of a local mode force
constant is clearly revealed by eq 9.
However, it is important to note that eq 16 contains the
implicit prerequisite that the internal vibration space spanned
by the Nvib normal vibrational modes and the internal
coordinate space spanned by a complete nonredundant set
of Nvib internal coordinates are mathematically equivalent.14
2.1.3. Route III. The third approach to calculate local mode
force constants is based on an unmass-weighted version of
route I, proposed for the ﬁrst time in this work.
The force constant matrix fx in Cartesian coordinates is
singular and has Nvib nonzero eigenvalues collected in the
diagonal matrix Λ′
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2.2.2. Local Mode Frequencies and Force Constants in
Periodic Systems. One major diﬀerence between the vibrational frequencies in isolated and periodic systems is that
periodic systems may have multiple sets of frequencies
depending on the k point being investigated, while there is
one and only one set of vibrational frequencies for a molecular
system.56,57 However, there exists only one set of vibrations in
periodic systems that can be measured by infrared (IR) and
Raman spectroscopy, and this set of vibrations corresponds to
the one taken at the Γ point (q = 0).58,59
In order to obtain a smooth transition from molecular to
periodic systems, one has to relate the molecular vibrations to
the periodic vibrations at the Γ point (q = 0). A beneﬁt of
doing so is that the force constant matrix can be calculated in a
primitive cell model with suﬃcient sampling of the Brillouin
zone instead of using supercells.
If the primitive cell of a periodic system has N atoms, the
corresponding force constant matrix fxP is of dimension of 3N ×
3N. In any one-dimensional (1D) periodic system, the force
constant matrix fxP has four zero eigenvalues. Three of them are
related to the overall translations in the Cartesian coordinate
space, while the fourth eigenvector describes the overall
rotation of the system around the principal axis parallel to the
basis vector. For a two- or three-dimensional (2D/3D)
periodic system, the force constant matrix fxP has and only
has three zero eigenvalues corresponding to the three overall
translations of the primitive cell.
In the following, it will be discussed which of the three
available routes for the calculation of local mode force
constants in isolated systems can be applied for the calculation
of local force constants in periodic systems.
• Route I relies on the precalculated normal vibrational
modes. If this scheme is to be used for periodic systems,
one issue concerning the 1D periodic systems should be
resolved, which is to derive the Eckart−Sayvetz
conditions60−62 for that rotational mode associated
with the fourth zero eigenvalue. However, no solutions
in this direction have been reported in the literature so
far.
• The underlying prerequisite of route II that the internal
vibration space spanned by the Nvib normal vibrational
modes and the internal coordinate space spanned by a
complete nonredundant set of Nvib internal coordinates
are mathematically equivalent is no longer valid for
periodic systems, as the internal vibration space spanned
by 3N − 4 or 3N − 3 vibrations cannot be completely
spanned by 3N − 6 internal coordinates. Therefore,
route II cannot be applied to obtain the local mode force
constants in periodic systems either.
• Route III has a more general form compared with the
other two routes and therefore can be adapted to
calculate the local mode force constants in periodic
systems as follows.
The force constant matrix fxP of the primitive cell in Cartesian
coordinates has Nvib nonzero eigenvalues collected as diagonal
elements in matrix Λ′.
f xPC = CΛ′

Eq 22 can be rewritten as
Λ′ = CT f xPC

(23)

For a speciﬁc internal coordinate qn within the unit cell, the d′n
vector can be calculated with
d′n = bnC

(24)

Thus, the local mode force constant of internal coordinate qn
within the unit cell can be calculated using eq 25 in analogy to
the molecular system.
kna = (d′n(Λ′)−1(d′n)T )−1

(25)

ωan

The local mode frequency
in periodic systems can be
calculated with eq 8 with the help of kan.
It is worth noting that the local mode force constants kan in
periodic systems are independent of the choice of primitive
cell. As long as the model chosen for the calculation is the
smallest unit cell with translational symmetry, the local mode
force constant kan for a speciﬁc internal coordinate qn within
such a unit cell can be unambiguously determined.
In Figure 1, a one-dimensional periodic model system is
shown with four atoms in the primitive cell. There are two

Figure 1. A one-dimensional periodic system with two diﬀerent
choices of primitive cell speciﬁed by two rectangles in (I) and (II).
Colored circles with labels represent atoms, while black solid and
dashed lines indicate chemical bonding.

diﬀerent possibilities of setting up the primitive cell, labeled
with (I) and (II). The boundaries of primitive cell (I) cut
through the A−B bond, the boundaries of primitive cell (II)
cut through the C−D bond, and both cells contain the B−C
bond, which is not broken by any boundary. The force
constant matrices calculated for cells (I) and (II) should lead
to exactly the same local mode force constants kan for the B−C
bond. This independence of the choice of unit cell for local
mode force constants equally applies also to a 2D or 3D
periodic system.
If the chemical bond or noncovalent interaction in question
is broken by the cell boundaries and not contained within the
cell, it is possible to calculate the corresponding local mode
force constant kan utilizing translational symmetry. For example,
in the 1D periodic system shown in Figure 2, the cell cuts
through the A−B bond on boundaries. As a consequence,
there is no A−B bond deﬁned within this primitive cell, and it
seems impossible to calculate the corresponding local mode
force constant kan. However, based on eqs 24 and 25, the
speciﬁcation of an internal coordinate qn, e.g. deﬁning a bond,
is decided by the Wilson B-vector bn. The translational
symmetry of the primitive cell allows for obtaining the bn
vector for this A−B bond by assuming that atom A within the
cell is shifted into another position at A′, which is actually the
position of atom A of the neighboring cell. bn′ for bond A′−B

(22)

However, in contrast to a molecular system, Nvib takes the
value of (3N − 4) for 1D periodic systems or (3N − 3) for 2/
3-D periodic systems. Matrix C collects Nvib eigenvectors cμ
columnwise.
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For the Gaussian 16 calculations, an UltraFine (99,590)
integration grid was employed for density functional theory
(DFT) calculations, and a tight convergence criteria was
achieved for the geometry optimizations. As analytical energy
derivatives with regard to Cartesian coordinates are supported
only up to the ﬁrst order in Gaussian 16 for PBC calculations,
the Hessian matrix was calculated numerically using four
displacements (±Δs, ±2·Δs) for each degree of freedom using
analytical gradients, where the step-size Δs of displacement was
set to 0.001 Å.
The calculations for the water dimer/hexamer, 2D water
monolayer, 3D ice Ih, acetone molecule, and two diﬀerent
forms of acetone crystals were carried out with the
CRYSTAL17 program.74,75 The hydrogen-bonded systems
involving water (H2O) were also modeled with the M06-2X/631+G(d,2p) level of theory. The molecule and crystals of
acetone were calculated with the same hybrid density
functional with Pople’s 6-31G(d,p) basis set. In order to
achieve optimal accuracy, a pruned XXLGRID (99,1454)
integration grid was used, and the two-electron integrals were
calculated with the accuracy of 10−10−10−12.
As the CRYSTAL17 program provides analytical energy
derivatives with regard to nuclear coordinates and cell
parameters only up to the ﬁrst order (gradients), the Hessian
matrices of optimized systems were calculated via numerical
diﬀerentiation of gradients according to a central-diﬀerence
formula76 with a step-size of 0.001 Å.
Noteworthy is that all Hessian matrices used in this work for
periodic systems were all evaluated at the Γ point (q = 0)
instead of other k-points. This precondition guarantees that the
crystal lattice vibrations based on these Hessian matrices are
directly measurable by IR or Raman spectroscopy, providing a
smooth transition from molecules to periodic systems, e.g.
crystals, and an important prerequisite for the discussion of the
intrinsic bond strength derived from local vibrational modes.
The local mode analysis including the calculation of
adiabatic force constants were carried out with the program
package COLOGNE2017.77 Graphics in Figures 8 were
generated by the VESTA3 package.78

Figure 2. Schematic representation of a one-dimensional periodic
system with the primitive cell shown in (I) and the same primitive cell
with the atom A′ from the neighboring primitive cell shown in (I′).

can be directly used as the bn for the bond A−B cut through by
the cell boundaries, i.e. bn′ = bn. As the Wilson-B vector b′n for
a bond describes the direction of stretching of two bonded
atoms, the stretching direction of atom A′ in bond A′−B can
be translated to atom A with the help of translational
symmetry. In this way, broken bonds cut through by the cell
boundaries can still be characterized by local vibrational modes
without any extra calculations for a diﬀerent primitive cell that
contains the bond in question. This important property of local
mode force constants concerning the primitive cell boundaries
also holds for 2D and 3D periodic systems.
One may argue that the local mode force constant kan for a
chemical bond in a periodic system may not be directly
compared with the local mode force constant of the same type
of bond in an isolated molecule, because molecules have ﬁve or
six translational and rotational modes while periodic systems
have only three or four. This argument can be easily refuted as
eq 22 reveals that local vibrational modes involve only the
vibrational space,14 and it is physically sound comparing the
local mode force constants kan from the vibrational spaces of
two systems with a diﬀerent number of rotations and/or
translations, e.g. diﬀerent periodicity (0−3D).

4. RESULTS AND DISCUSSION
In this section, we discuss local mode force constants kan of
chemical bonds and noncovalent interactions in diﬀerent
periodic systems including (i) 1D polymers, (ii) 2D layers, and
(iii) 3D crystals.
We also demonstrate how local mode force constants kan
used as bond strength descriptors can be directly compared
between a periodic and a molecular system or among periodic
systems with a diﬀerent dimension of periodicity gaining
deeper insights into chemical bonding.
4.1. 1D Polymers. 4.1.1. Polyacetylene (PA). Polyacetylene (PA) adopts several diﬀerent isomers (shown in Figure 3)
depending on how the CC double bonds are arranged with
regard to each other. The trans-PA system was chosen as an
ideal model system, often used in modern organic chemistry
textbooks when introducing conjugation and π electron
delocalization extrapolating stepwise from ethylene, trans-1,3butadiene, etc.79,80 With an increasing number of C2H2 units
connected by CC single bonds in a linear chain, the π electron
delocalization is expected to enhance and cover more carbon
atoms. While various theoretical tools including electron
localization function (ELF), 81 localized-orbital locator
(LOL),82 and Mayer bond order83 have been utilized to

3. COMPUTATIONAL DETAILS
Geometry optimization including cell relaxation and Hessian
evaluation was performed using the Gaussian 16 package63 for
isolated molecules including hydrogen ﬂuoride dimer/
hexamer, ethane, ethylene, 1,3,5-hexatriene, benzene, and the
melamine−cyanuric acid complex. Periodic boundary conditions (PBC) were employed for periodic systems including a
1D hydrogen ﬂuoride chain, 1D polymers of polyacetylenes
(PAs), a 2D monolayer of melamine−cyanuric acid, a 2D
graphene layer, and a 3D diamond. The polyacetylenes and
their reference molecules were modeled at the B3LYP/631G(d,p) level of theory,64−70 while the hydrogen-bonded
systems were calculated with the Minnesota hybrid functional
M06-2X with Pople’s 6-31+G(d,2p) basis set.68−71 Due to selfconsistent ﬁeld (SCF) convergence problems arising from the
B3LYP hybrid functional, the pure meta-GGA functional of
TPSS72,73 was employed to model 2D graphene, 3D diamond,
and their reference molecules using Pople’s 6-31G(d,p) basis
set.
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bonds on both single and double CC bonds can be
characterized. The double bond (d1) in the molecular center
is longer and weaker than the ethylene double bond (d0),
while the single bond (s1) is shorter and stronger than the
ethane single bond (s0). This reveals that due to π electron
delocalization, the double bond (d1) has less π electron
density concentrated in its bonding region compared with
double bond (d0), while the single bond (s1) takes partial
double bond character and becomes stronger. The analysis on
these three molecular systems conﬁrms that the local mode
force constant kan as bond strength descriptor is suitable to
characterize the inﬂuence of π electron delocalization on the
strength of CC bonds.15 This should also hold for the intrinsic
bond strength of CC bonds in PAs characterized with local
mode force constants kan.
All four unique double bonds (d2−d5) in the three PA
isomers are longer than the reference double bond (d1) and
are very close to each other covering a range of 1.366−1.370 Å.
Their local mode force constants kan are smaller by 0.728−
2.428 mdyn/Å compared with that of double bond (d1),
conﬁrming that π electron delocalization is more enhanced in
PAs compared to single molecules. The double bond (d2) in
trans-PA has the smallest local mode force constant kan among
three PA isomers. This can be explained by the fact that the
polymer chain of trans-PA provides the easiest route for
electron delocalization in a nearly straight line shape, and
therefore the π electrons are more delocalized leading to the
weakest double bond (d2). This is in line with the fact that the
undoped trans-PA has higher electrical conductivity (10−5−
10−4 S·cm−1) as a semiconductor than undoped cis-PA (10−10−
10−9 S·cm−1) as an insulator.84,88 The three unique single
bonds (s2-s4) in PAs have smaller bond lengths than the
reference single bond (s1). The local mode force constants kan
in PAs are larger compared with the ethane single bond (s0),
but only the kan of single bond (s4) in meta-PA is larger than
that of the reference single bond (s1).
Quantifying the intrinsic bond strength in polymer systems
with local mode force constants kan provides deeper insights on
how the repeating units are connected with each other. This
knowledge forms an important ingredient for the future
rational design of polymer materials with desired physicochemical properties.
4.1.2. Hydrogen Fluoride (HF) Chain. In solid-state
hydrogen ﬂuoride,89 the hydrogen ﬂuoride molecules are
connected by intermolecular F···H hydrogen bonds forming a
linear zigzag chain as shown in Figure 4. Focusing on a speciﬁc
F···H hydrogen bond, the hydrogen bond donor accepts one
extra hydrogen bond from the left side, and simultaneously the
hydrogen bond acceptor donates one hydrogen bond to the
right side. This cooperativity found in intermolecular hydrogen
bonding known as the “push−pull” eﬀect20 strengthens the

Figure 3. Schematic representation of polyacetylene (PA) isomers
including trans-PA, cis-PA, and meta-PA. Brackets colored in red
deﬁne the primitive cells for calculation. Ethane, ethylene, and 1,3,5hexatriene are used as references. Single and double carbon−carbon
bonds are labeled as (s0)−(s4) and (d0)−(d5), respectively.
Symmetry-equivalent single and double bonds are colored in blue
and purple.

study the alternating single−double bonds in conjugated
alkenes as isolated molecules, there have been only some
scattered investigations on the single and double bond strength
in PAs as 1D polymers.84−87 Therefore, we performed a
rigorous local mode analysis.
Three PA isomers were calculated including trans-, cis-, and
meta-PA with diﬀerent primitive cells. Ethane, ethylene, and
1,3,5-hexatriene were calculated as references (shown in Figure
3).
Table 1 lists the bond lengths and local mode force
constants for the labeled CC single and double bonds in
Table 1. Comparison of Diﬀerent CC Bonds in Bond
Lengths and Local Mode Force Constants for PAs and
Reference Molecules
no.

ra

s0
s2
s4

1.530
1.424
1.430

d0
d2
d4

1.330
1.369
1.370

kana

no.

Single Bond
4.149
s1
5.155
s3
5.374
Double Bond
9.912
d1
6.195
d3
7.530
d5

ra

kana

1.450
1.436

5.279
5.073

1.352
1.369
1.366

8.623
7.895
7.847

a

Units for bond length r and local mode force constant kan are Å and
mdyn/Å, respectively.

isolated molecules and PAs. Ethane and ethylene are the
smallest compounds containing a single and double CC bond,
respectively. The double bond (labeled as d0) in ethylene is
0.2 Å shorter than the single bond (s0) in ethane and has a
local mode force constant kan as 9.912 mdyn/Å compared with
4.149 mdyn/Å for the single bond (s0). In 1,3,5-hexatriene,
the inﬂuence arising from the alternating single−double CC

Figure 4. One-dimensional chain of hydrogen ﬂuoride connected by
hydrogen bonds. Atoms in the primitive cells are drawn with balls and
sticks, where the ﬂuorine and hydrogen atoms are colored in cyan and
white, respectively. The covalent F−H bond is labeled with 1, and two
symmetry-equivalent F···H hydrogen bonds are labeled with I and I′.
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target hydrogen bond via enhanced charge transfer of lone pair
electrons. Therefore, we investigated to what extent this push−
pull eﬀect in the solid hydrogen ﬂuoride can make the
hydrogen bond stronger.
We characterized the strength of the covalent F−H and F···
H hydrogen bonds via the corresponding local mode force
constants kan. As references, we used hydrogen ﬂuoride dimer
with Cs symmetry containing only one hydrogen bond and a
hexamer ring structure with S6 symmetry containing six
equivalent push−pull hydrogen bonds.20
Table 2 collects the bond lengths and local mode force
constants of FH bonds. In the case of the two molecular
Table 2. Comparison of Diﬀerent FH Bonds in Bond
Lengths and Local Mode Force Constants for 1D Hydrogen
Fluoride Chain and Molecular Hydrogen Fluoride Dimer
(HF)2 and Hexamer (HF)6
qn
F···H
F−H
F···H
F−Hdonor
F−Hacceptor
F···H
F−H

ra
1D Chain
1.372
0.990
Molecular Dimer (Cs)
1.798
0.930
0.927
Molecular Hexamer (S6)
1.402
0.983

Figure 5. Single layer of graphene where carbon atoms are arranged in
a hexagonal lattice structure. Two carbon atoms in the primitive cell
are shown as balls and sticks.

over the whole plane. It can be easily deduced that the CC
bond strength in graphene is between that of the C−C single
bond in ethane and that of the CC double bond in
ethylene.94 However, it would be helpful to rigorously quantify
its intrinsic bond strength in terms of local stretching force
constants to be compared with those of other CC bonds.
Bond lengths and local mode force constants for the CC
bonds in graphene and reference systems are collected in Table
3. As the B3LYP hybrid functional caused SCF convergence

kana
0.400
2.718
0.209
9.094
9.398
0.337
3.193

Table 3. Comparison of Diﬀerent CC Bonds in Bond
Lengths and Local Mode Force Constants for a 2D
Graphene Layer and Reference Systems Including
Molecular Hydrocarbons and 3D Diamond

a

Units for bond length r and local mode force constant kan are Å and
mdyn/Å, respectively.

reference systems, the push−pull eﬀect shortens the F···H
hydrogen bond by 0.396 Å, and the local mode force constant
increases by 0.128 mdyn/Å; at the same time, the F−H
covalent donor bond is elongated by 0.053 Å, and the local
mode force constant kan drops by 6.205 mdyn/Å, reﬂecting a
large bond strength decrease. The ﬂuoride atom in the HF
molecule has three lone pairs, and the push−pull eﬀect
ampliﬁes the delocalization of these lone pair electrons into the
σ* antibonding orbital of the donor F−H bond.
The F···H hydrogen bond in the 1D HF chain is even
shorter than that in the (HF)6 hexamer ring by 0.03 Å and
stronger by 0.063 mdyn/Å as revealed by the local mode force
constant. The F−H covalent bond is longer and weaker than
that in the hexamer by 0.007 Å and 0.474 mdyn/Å,
respectively. Therefore, the push−pull strengthening eﬀect
arising from the linear arrangement in the 1D chain is stronger
compared with the push−pull eﬀect in the hexamer ring.
This example demonstrated that the “push−pull” eﬀect20 is
not a hypothetical model derived from calculations for
understanding H-bonds in small molecular clusters which
only exist in gas phase, it is a real and important eﬀect, also
present in solids.
4.2. 2D Layers. 4.2.1. Graphene. Graphene is a single
atomic 2D layer of 3D graphite. Due to many uncommon
properties stemming from its unique honeycomb lattice
structure shown in Figure 5, graphene has attracted the
attention of material scientists since it was isolated for the ﬁrst
time more than a decade ago.90−93 Each carbon atom in
graphene is sp2 hybridized. In addition to three σ bonds with
neighboring carbons, it has one electron in its p orbital
perpendicular to the 2D plane, forming an extented π-bond

systemd

ra

kana

graphene
ethane
1,3,5-hexatrieneb
benzene
ethylene
diamondc

1.429
1.535
1.449
1.402
1.336
1.552

5.182
4.011
5.200
6.446
9.527
3.554

a

Units for bond length r and local mode force constant kan are Å and
mdyn/Å, respectively. bC−C single bonds in 1,3,5-hexatriene are used
in this table for comparison. cA primitive cell (a = b = c = 2.522 Å, α =
β = γ = 60°) containing two carbon atoms converted from a cubic
unit cell95 was used as the starting geometry for the 3D diamond
system. dSystems listed in this table were all modeled at the TPSS/631G(d,p) level of theory.

problems, we switched to the TPSS functional for this example.
Compared with the CC bonds in ethane and ethylene, the CC
bonds in graphene are in between those two references with
regard to both the bond length and local mode force constant.
It is noteworthy that the graphene CC bond is longer and
weaker than the aromatic CC bond in benzene by 0.027 Å and
1.264 mdyn/Å. Although both benzene and graphene share the
hexagonal structure of a C6 ring, the π electrons in graphene
delocalize over a larger space, thus leading to weaker CC
bonds. The CC bond strength in graphene is close to that of
the single bond in 1,3,5-hexatriene, where the single−double
bond alternation renders the single bond with double bond
character.
We also included the 3D solid of diamond as a reference
system. Diamond has the largest hardness among all natural
materials;96 however, our local mode analysis counter1767

DOI: 10.1021/acs.jctc.8b01279
J. Chem. Theory Comput. 2019, 15, 1761−1776

Journal of Chemical Theory and Computation

Article

Figure 6. Hydrogen bonding network in a 2D layer formed by water molecules. Two equivalent primitive cells are shown as (A) and (B) in two
panels, where the atoms within the primitive cells are shown as balls and sticks. Covalent O−H bonds are labeled with 1, 1′, and 1″, and the O···H
hydrogen bond is labeled with I.

intuitively shows that the C−C bond in diamond is the
weakest in Table 3. The diamond C−C bond is longer than the
ethane C−C bond, and its local stretching force constant is
smaller by 0.457 mdyn/Å. A single carbon atom in either
diamond or ethane adopts sp3 hybridization leading to a
tetrahedral conﬁguration.95 The major diﬀerence is that the
hydrogen atoms in ethane have a weaker capability to attract
the bonding electrons in the C−C region compared with the
carbon atoms in diamond. This could explain the C−C bond
strength diﬀerences in these two systems.
In this example, we have quantiﬁed the intrinsic bond
strengths of CC bonds in 2D graphene as well as 3D diamond
for the ﬁrst time and their ranking among a series of
hydrocarbons. Such an analysis could also be applied to
another allotrope of carbon, the carbon nanotubes (CNTs).97
As CNTs can be made with a variety of diﬀerent structures, the
characterization of the CC bond strength in CNTs will be
another interesting direction to proceed.
4.2.2. Water. We constructed a model system of water
molecules connected with each other in a two-dimensional
network as shown in Figure 6. The primitive cell of this system
contains only one water molecule, which accepts two hydrogen
bonds and donates two hydrogen bonds at the same time to its
neighboring water molecules. Noteworthy is that the water
molecules are not contained within the plane constructed by
the basis vectors, instead the molecule is a little bit tilted with
one hydrogen atom above the plane while the other is below
the plane for optimal hydrogen bonding conﬁguration. It is
interesting that all O−H covalent bonds in this system are
equivalent, and all O···H hydrogen bonds have the same bond
length as well as local mode force constant due to symmetry.
As references, we used the hydrogen bonding situation in a
water dimer structure with Cs symmetry and the push−pull
hydrogen bonds in a hexamer water ring with S6 symmetry,20
to be compared with the bond strength in the 2D water layer.
Bond lengths and local mode force constants for the three
systems are collected in Table 4. When moving from the water
dimer to the hexamer ring, one hydrogen bond has its donor
water accepting another hydrogen bond and its acceptor water
donating another hydrogen bond. This push−pull eﬀect
shortens the O···H bond by 0.224 Å and strengthens it by
0.071 mdyn/Å. At the same time, the O−H donor bond is
elongated by 0.018 Å, and its local mode force constant
decreases by 2.022 mdyn/Å.

Table 4. Comparison of Diﬀerent OH Bonds in Bond
Lengths and Local Mode Force Constants for a 2D Water
Layer and Molecular Water Dimer (H2O)2 and Hexamer
(H2O)6
qn
O···H
O−H
O···H
O−Hdonor
O···H
O−Hdonor

ra
H2O 2D Layer
1.990
0.972
H2O Dimer (Cs)
1.925
0.968
H2O Hexamer (S6)
1.701
0.986

kana
0.681
7.748
0.202
8.093
0.273
6.071

a

Units for bond length r and local mode force constant kan are Å and
mdyn/Å, respectively.

For any O···H hydrogen bond in the 2D water layer, its
donor water accepts two external H-bonds and donates one
extra H-bond, while its acceptor water donates two H-bonds
and accepts one H-bond. According to the push−pull eﬀect,
the H-bonds which the donor accepts and the H-bonds the
acceptor donates are expected to strengthen the target H-bond.
However, the extra H-bonds the donor water donates and the
acceptor water accepts are responsible for weakening this
target H-bond in question. The result in Table 4 shows that
the O···H hydrogen bond in the 2D water layer is longer than
that in water dimer but its local mode force constant ka is
larger than the push−pull H-bond in the hexamer ring by
0.408 mdyn/Å. The longer H-bond length accompanied by the
larger local mode force constant in the 2D water layer is
attributed to the unusual hydrogen bonding conﬁguration
where the whole H-bonded network lies almost in a plane. In
contrast, common H-bonds in water clusters are almost
perpendicular to the acceptor water plane. This local mode
force constant kan of 0.681 mdyn/Å for the H-bond is unusual,
even larger than the strongest water H-bond with its kan of 0.45
mdyn/Å characterized with a slightly diﬀerent level of theory
in our previous work on water cluster models.19 This reveals
that the strengthening of the H-bond is dominated by the
push−pull eﬀect from the four H-bonds which the acceptor
donates and the donor accepts. The weakening eﬀect from the
other two additional H-bonds which the donor donates and
the acceptor accepts is diminished.
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The 2D water layer in this example is a model system which
has not been observed so far; however, the local mode analysis
can be carried out for other 2D water layer systems which have
been observed,98−100 with the overall objective to discover
more unusual H-bonds and in this way to unravel the secrets
and peculiarities of water.
4.2.3. Melamine Cyanurate. Melamine cyanurate is a
hydrogen bonded complex of melamine and cyanuric acid
formed by a 1:1 mixture as solid state.101 The crystal of
melamine cyanurate is composed of layers of hydrogen
bonding networks shown in Figure 7. We investigated one

Table 5. Comparison of Diﬀerent Bonds in Bond Lengths
and Local Mode Force Constants among the 2D Layer of
Melamine Cyanurate, Its Molecular Complex, and Ammonia
Dimerb
qn
N−H1
N−H2
N···HI

N−H1
N−H2
N···HI

N−Hdonor
N···H

ra

kana

qn

2D Layer
1.057
3.692
O···HII
[1.058]
[3.546]
1.013
7.121
CO3
[1.013]
[6.964]
CN4
1.805
0.430
CN5
[1.794]
[0.433]
Melamine−Cyanuric Acid Complex
1.072
2.693
O···HII
[1.073]
[2.831]
1.013
7.087
CO3
[1.014]
[7.007]
CO3″
1.715
0.227
CN4
[1.702]
[0.283]
CN4′
CN4″
CN5
CN5′
CN5″
Ammonia Dimer (Cs)
1.020
6.812
2.199
0.135

ra

kana

1.936
[1.927]
1.225
1.349
1.373

0.450
[0.458]
11.810
6.822
6.428

(C2)
1.940
[1.943]
1.217
1.208
1.352
1.338
1.339
1.373
1.384
1.383

0.211
[0.212]
12.335
13.184
6.577
7.028
7.016
6.297
6.000
6.058

a

Units for bond length r and local mode force constant kan are Å and
mdyn/Å, respectively. bBond length and local mode force constant
values in brackets were obtained with the basis set of 6-31+G(d,2p),
while other values were from calculations with the 6-31+G(d,p) basis
set.

Figure 7. Hydrogen bonding network in a plane formed by a
melamine−cyanuric acid complex. Atoms within the primitive cell are
shown as balls and sticks. Gray, red, blue, and white colors are for
carbon, oxygen, nitrogen, and hydrogen atoms. Covalent bonds are
labeled with Arabic numerals, while hydrogen bonds are labeled with
Roman numerals.

dimer by 0.092 mdyn/Å. Its donor bond N−H1 is strikingly
weakened by 4.119 mdyn/Å compared with the donor bond in
(NH3)2. An NBO analysis42,43 on the isolated molecular
complex showed that the delocalization energy of lone pair
electrons from the acceptor nitrogen atom of the N···HI bond
into the σ*(N−H1) antibonding orbital is up to 48 kcal/mol,
while the delocalization energy in the ammonia dimer is only 6
kcal/mol. The acceptor nitrogen atom of the N···HI bond is
also within the π conjugated system of the melamine molecule.
Therefore, the hydrogen bond N···HI is identiﬁed as a
resonance assisted hydrogen bond whose strength is much
larger than traditional H-bonds, as reﬂected by local mode
force constant kan.
The ﬂow of π electrons from melamine into cyanuric acid
can be characterized by the local mode force constants of the
CN bonds of these two molecules in the complex. In the
molecular complex, CN4, CN4′, and CN4″ are not
symmetry-equivalent. Only the nitrogen atom of CN4
accepts the N···HI hydrogen bond, and its local mode force
constant is smaller than the other two by 0.451 and 0.439
mdyn/Å. On the other hand, the CN5 bond in the cyanuric
acid molecule is stronger than CN5′ and CN5″ by at least
0.239 mdyn/Å. These results conﬁrm the underlying picture
that the π electrons of the CN4 bond move to the CN5
bond region, thus weakening CN4 but strengthening CN5.
In the primitive cell of the 2D network, either the melamine
or the cyanuric acid molecule has now three neighboring
molecules. The decrease in the local mode force constant of
CN4 and the increase for CN5 shows a more extended π
electron delocalization from melamine to cyanuric acid. This

layer in this work. This 2D periodic system has a primitive cell
containing a melamine−cyanuric acid complex connected by
three intermolecular hydrogen bonds. All other hydrogen
bonds in this system are equivalent to these three due to the
D3h symmetry of both the melamine molecule and cyanuric
acid molecule. In this 2D hydrogen bond network, hydrogen
bonding is coupled with π electron conjugation leading to a
unique type of hydrogen bonding called resonance assisted
hydrogen bond (RAHB),102,103 which qualiﬁes it as an
interesting target for the local mode analysis.
As a reference, we investigated the molecular melamine−
cyanuric acid complex. The melamine−cyanuric acid complex
in gas phase is no longer planar; it has a small angle tilted
around the central hydrogen bond (labeled with I). Ammonia
dimer (NH3)2 with Cs symmetry was also used as a reference.
As Pople’s 6-31+G(d,2p) basis set fails to give the correct
geometry for the ammonia dimer system, we used 631+G(d,p) instead for the dimer as well as the 2D melamine
cyanurate network and the melamine−cyanuric acid complex.
The results for above systems are listed in Table 5.
We ﬁrst examined the isolated melamine−cyanuric acid
complex in which the melamine and cyanuric acid are
connected by three hydrogen bonds including one N···H Hbond and two O···H H-bonds. The local mode force constant
value of the O···HII bond is close to that of the H-bond in the
water dimer listed in Table 4. The local mode force constant of
its donor bond N−H2 is larger than that of the N−H donor
bond in ammonia dimer by 0.275 mdyn/Å. However, the N···
HI bond is stronger than the N···H hydrogen bond in ammonia
1769
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in the fourth digit after the decimal point in Angstroms is
largely caused by numerical error from calculation. The
deviation in the local mode force constants of covalent
bonds in type B and C up to 0.02 mdyn/Å is caused by the
calculation of Hessian matrix using numerical diﬀerentiation of
analytical gradients, and the large size of this primitive cell
containing 36 atoms is also responsible. In contrast, although
the deviation in the O···H hydrogen bond lengths is relatively
larger, their local mode force constants are more close to each
other with the maximum deviation of only 0.002 mdyn/Å.
The local mode force constant values of the H-bonds in ice
Ih are in the range of 0.252−0.257 mdyn/Å; this means they
are stronger than the H-bond in the water dimer (0.202) but
weaker than the push−pull H-bond in the hexamer water ring
(0.273). Similar to the situation in the 2D water layer (see
Figure 6), all water molecules in ice Ih are four-coordinated,
namely either the H-bond donor or acceptor donates and
accepts two H-bonds at the same time, however, the H-bonds
in ice Ih are much weaker compared with those in the 2D layer
(0.681). This large diﬀerence is caused by diﬀerent topologies
in these two systems. While neighboring water molecules in ice
Ih do not have the same orientation, the unique orientation in
the 2D water layer facilitates the lone pair charge transfer in a
highly directed way, which strengthens the hydrogen bonding.
4.3.2. Acetone. So far, we have discussed several molecular
crystals stabilized by intermolecular hydrogen bonding. In the
acetone crystal, no hydrogen bonding exists.107 The dominant
driving force to stabilize the lattice structure is the interaction
between the dipole moments of acetone molecules.
Acetone (C2v symmetry) has a polar CO bond where the
oxygen atom is more electronegative and accumulates more
electron density than the carbon atom.108 The dipole moment
points from the oxygen to the carbon atom. This leads to a
special property of acetone, namely if it is placed in an electric
ﬁeld, its CO bond will always align to the direction of this
ﬁeld and then reorganize its electronic structure. In 1995,
Chattopadhyay and Boxer have characterized this phenomenon termed as a vibrational stark eﬀect (VSE) using vibrational
spectroscopy.109 As the CO bond stretching mode is an
intrinsically localized mode, this mode has been then utilized
as a probe to measure the strength of vicinal electric ﬁeld by
checking the blue or red shift in vibrational frequency.110
In the crystalline structures of acetone shown in Figure 9,
the dipole moments of acetones are either parallel or
antiparallel to each other. A speciﬁc acetone molecule is
situated in an eﬀective electric ﬁeld formed by all other acetone
molecules. We determined the intrinsic bond strength of the
CO bond in acetone crystals and characterized the inﬂuence
from dipole−dipole interactions.
Apart from the X-ray crystal structure107 shown in Figure
9B, we constructed a metastable crystal model shown in Figure
9A. While the primitive cell of crystal B has two acetone

leads to a sharp increase in the local mode force constants of
N···HI and O···HII by 0.203 and 0.239 mdyn/Å, respectively.
The N−H1 local mode force constant increases by 0.999
mdyn/Å due to more π electrons on the six-membered ring.
In this example, the local mode analysis was applied for the
ﬁrst time to a resonance assisted H-bond. More systematic
investigations on this topic are in progress utilizing the local
mode force constant as intrinsic H-bond strength complementing and extending other work.102,103
4.3. 3D Crystals. 4.3.1. Ice Ih. We investigated the ice Ih
shown in Figure 8. Ice Ih is the most common crystal form of

Figure 8. Structure of primitive cell for ice Ih. Red and white balls
represent oxygen and hydrogen atoms, respectively. Twelve oxygen
atoms contained within the cell are labeled with numbers from 1 to
12, while the unlabeled oxygen atoms are shown as periodic boundary
conditions (PBC) images from neighboring cells.

frozen water on earth compared with rare ice Ic which is
metastable and only occasionally present.104 In the ice Ih
system, all water molecules are four-coordinated, establishing
a hexagonal lattice structure stabilized by H-bonds. While
water itself has various peculiar physicochemical properties, it
was of interest to quantify the intrinsic bond strengths of O···H
hydrogen bonds and O−H covalent donor bonds by the
corresponding local mode force constants kan,Hb and kan,donor,
respectively.
In the resolved crystal structure of ice Ih, all O−H covalent
bonds along with the hydrogen bonds they donate can be
classiﬁed into three categories according to interatomic
distance,105,106 labeled as A, B, and C in Table 6.
The results show that all three diﬀerent types of O−H
covalent bonds and corresponding H-bonds are close to each
other in terms of bond lengths and local mode force constants.
The donor bond lengths are literally identical as the diﬀerence

Table 6. Properties of OH Bonds within the Primitive Cell of Ice Ih
type (no.)b

rHba,c

kan,Hba,c

rdonora,c

kan,donora,c

A(6)
B(3)
C(3)

1.7343 ± 0.0001
1.7371 ± 0.0004
1.7365 ± 0.0010

0.255 ± 0.002
0.257 ± 0.001
0.252 ± 0.000

0.9859 ± 0.0000
0.9858 ± 0.0001
0.9860 ± 0.0000

6.096 ± 0.003
6.052 ± 0.023
6.054 ± 0.020

a
Units for bond length and local force constant are Å and mdyn/Å, respectively. bThe ﬁrst column gives three categories of OH bonds followed by
the number of this OH bonds in parentheses. cr and kan are bond length and local mode force constant of an OH bond. The subscripts of donor and
Hb denote the donor O−H bond and O···H hydrogen bond, respectively.
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Figure 9. Acetone crystals in two diﬀerent forms. (A) is a metastable model system, while (B) is a resolved X-ray crystal structure. In either system,
the nearby acetone molecules surrounding a target acetone molecule in the center are shown with ball-and-stick models in solid colors. All other
acetone molecules are shown with transparent gray color. The dipole moments are represented by arrows in diﬀerent colors. The target acetone
molecule is shown with a green arrow labeled with I.

molecules in an antiparallel orientation, the primitive cell of
crystal A contains only one acetone molecule. Therefore, the
dipole moments in crystal A are all parallel to each other.
Table 7 lists the bond lengths and local mode force
constants of the CO bonds in the two crystal structures as
Table 7. Comparison of Bond Length r and Local Force
Constant kan for the CO Bond of Acetone in Diﬀerent
Systems
model

ra

kana

crystal A
crystal B
molecule

1.222
1.224
1.209

12.542
12.456
13.806

a

Units for bond length r and local mode force constant kan are Å and
mdyn/Å, respectively.
Figure 10. Schematic representation of four diﬀerent ways of dipole−
dipole interaction between acetone molecules.

well as in the isolated molecule. Acetone has the shortest and
strongest CO bond, while the CO bond in crystal A is
shorter than that in B by 0.002 Å and stronger by 0.086 mdyn/
Å.
The reason for the diﬀerence in the local mode force
constant values is elaborated in the following. In an acetone
molecule, excessive electrons are located around the oxygen
atom. If an electric ﬁeld or dipole−dipole interaction polarizes
the electrons on the CO bond toward the oxygen atom, the
CO bond becomes weaker, leading to decreased local mode
force constant or the vibrational frequency. If the external
electric ﬁeld polarizes this bond in the other direction, the C
O bond will be stronger.
In the two crystal structures shown in Figure 9, there are in
total four diﬀerent dipole−dipole interactions as shown in
Figure 10.
• The ﬁrst type of dipole−dipole interaction (Figure 10A)
denoted as I−II is that the second acetone molecule is
located to the front or back of the target acetone and the
CO bonds are in the same plane. This dipole−dipole
interaction is found in four surrounding acetones in both
crystals. These four molecules with regard to the target
acetone are arranged in a staggered manner, leading to
the polarization of electrons toward the oxygen atom.

Therefore, it poses a weakening eﬀect on the CO
bond strength.
• The second type of dipole−dipole interaction (Figure
10B) denoted as I−III is based on the stacking of the
second acetone molecule on top of the target acetone or
vice versa. This leads to a strong polarization of the
excess electrons of the CO bond toward the oxygen
atom because both acetone molecules have their dipole
moments in the same line. The CO bond strength of
the target acetone is then reduced.
Noteworthy is that the arrangement of the acetone
molecules resulting in the above two diﬀerent types of
dipole−dipole interaction is the same in both crystals,
and these six surrounding molecules are the nearest
neighbors of the target acetone in the center. All six
molecules weaken the target CO bond, explaining
why the local mode force constants of the CO bonds
in the above two crystals are both smaller than that in
molecular acetone.
• The third type of dipole−dipole interaction (Figure
10C) denoted as I−V exists when two acetone
molecules sit side by side in an antiparallel orientation
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and both molecules have their heavy atoms in the same
plane. Such an interaction has similar polarization eﬀects
and weakens the target CO bond.
• The fourth dipole−dipole interaction (Figure 10D)
denoted as I−IV seems similar to the third one;
however, two dipole moments are parallel to each
other. In this conﬁguration, the electron density of the
CO bond is polarized toward the carbon atom. Thus,
this dipole−dipole interaction strengthens the target
CO bond.
If we compare the two crystals with regard to the dipole−
dipole interaction, both crystals have I−II and I−III
interactions with the same spatial arrangement. The major
diﬀerence is that crystal A has the I−IV interaction, while
crystal B has the I−V interaction instead. All three dipole−
dipole interactions for crystal B weaken the target CO bond.
In crystal A there are two dominant weakening dipole−dipole
interactions (I−II and I−III) and one type of strengthening
dipole−dipole interaction (I−IV) which cancels a small
portion of the other two dipole−dipole interactions. This
explains why the CO bonds in both crystals are weaker than
that in molecules and why the CO bond in crystal B is
weaker than that in crystal A.

numerical diﬀerentiation approach with suﬃcient
accuracy for obtaining local mode force constant kan.
The VASP program111,115−117 supports the calculation
of analytical Hessians with density-functional perturbation theory (DFPT).118 Unlike other analysis tools
based on electronic wave functions31−35,44 or electron
density,36,37 the calculation of local mode force constant
kan is independent from how the wave functions are
obtained using either plane waves or atomic orbitals.
This makes the local vibrational mode theory generally
applicable across diﬀerent ﬁrst principle calculation
packages. The pairing of local vibrational mode theory
with other analysis tools, e.g. periodic NBO,44 is
expected to give even more abundant information on
chemical bonding.
In this study, we applied the extended local vibrational mode
theory to ﬁve molecular crystals and two covalent crystals.
Work is in progress (i) to disclose the bonding properties of
metallic and ionic crystals and (ii) to develop a new protocol
for the analysis of solid-state IR or Raman spectra, i.e. normal
mode decomposition into local mode contributions and the
relation of normal modes to local modes with the help of an
adiabatic connection scheme, which has been successfully
applied to molecular systems.48 With the emerging number of
experimental as well as theoretical studies on IR and Raman
spectra of crystalline materials,58,119−122 this project is more
than timely.
The local vibrational mode theory can now be applied to gas
phase molecules and solids. If one is to extend the local
vibrational mode theory to liquids, a major challenge will be to
extract an eﬀective Hessian matrix from the molecular
dynamics simulation trajectories for a relatively stable molecule
or cluster (without bond breaking/forming) within the whole
system. As a ﬁrst step in this direction, vibrational frequencies
(i.e., the power spectrum) of liquids are already available via a
Fourier transform of the autocorrelation of the particle
velocities from simulation trajectories.123−126
A few points need to be taken care of as a caveat when
applying local vibrational mode theory in periodic systems to
describe bond strength. First, the atomic coordinates as well as
the primitive cell parameters should be optimized to reach a
local minimum on the potential energy surface. Second, local
mode force constants kan should be compared between two
bonds made up of the same atoms. If two bonds from two
diﬀerent systems are going to be compared with respect to
their local mode force constants, these systems should be
modeled with the same level of theory for consistency. As we
need the primitive cell model for calculating local vibrational
modes, the sampling of the Brillouin zone is expected to be
suﬃcient. Additional test calculations with an increasing
number of k-points are recommended to make sure that the
local mode force constant kan values are converged. For speciﬁc
programs, the basis set expansion cutoﬀ,111 real-space cutoﬀ,127
integral accuracy, or other parameters need to be scrutinized
beforehand.
This work introduces a new and unique theoretical tool for
characterizing the intrinsic bond strength in periodic systems
by extending Konkoli and Cremer’s local vibrational mode
theory originally proposed for isolated molecules. We expect
this contribution can provide a new useful tool for the
community of theoretical chemists as well as experimentalists.

5. CONCLUSIONS
In this work, we have presented a novel approach to
characterize the intrinsic bond strength of chemical bonding
in periodic systems, i.e. crystals, by extending Konkoli and
Cremer’s local vibrational mode theory10−13 which was
originally proposed to describe vibrations in isolated molecular
systems. This important extension allows for the quantiﬁcation
of the strength of chemical bonds as well as noncovalent
interactions in systems of diﬀerent periodic dimensions (1D,
2D, or 3D) as it has been extensively applied to evaluate the
intrinsic bond strength of diﬀerent kinds of chemical bonding
covering both covalent bonds7,8,15,16 and noncovalent interactions17−20,24,26 in isolated (0D) molecular systems.
For the seven showcase systems with 1D, 2D, and 3D
periodicity, we demonstrated how the local mode force
constants kan can be used to quantify the intrinsic bond
strength of bonds in these systems. We further elucidated how
the local mode force constant kan of a chemical bond in a
periodic system can be directly compared with the kan of the
same type of bond in a molecular system or another periodic
system to gain deeper chemical insights.
The extended local vibrational mode theory for periodic
systems clearly outperforms other analysis tools for periodic
systems in the following aspects:
• The intrinsic bond strength characterized by local
vibrational modes in periodic systems can be legitimately
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Civalleri, B.; Maschio, L.; Rérat, M.; Casassa, S.; Baima, J.; Salustro,
S.; Kirtman, B. Quantum-Mechanical Condensed Matter Simulations
With CRYSTAL. Wiley Interdiscip. Rev. Comput. Mol. Sci. 2018, 8,
e1360.
(75) Dovesi, R.; Saunders, V. R.; Roetti, C.; Orlando, R.; ZicovichWilson, C. M.; Pascale, F.; Civalleri, B.; Doll, K.; Harrison, N. M.;
Bush, I. J.; D’Arco, P.; Llunell, M.; Causà, M.; Noël, Y.; Maschio, L.;
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ABSTRACT: Normal vibrational modes are generally delocalized over the molecular system, which makes it diﬃcult to
assign certain vibrations to speciﬁc fragments or functional
groups. We introduce a new approach, the Generalized
Subsystem Vibrational Analysis (GSVA), to extract the
intrinsic fragmental vibrations of any fragment/subsystem
from the whole system via the evaluation of the corresponding
eﬀective Hessian matrix. The retention of the curvature
information with regard to the potential energy surface for
the eﬀective Hessian matrix endows our approach with a
concrete physical basis and enables the normal vibrational
modes of diﬀerent molecular systems to be legitimately
comparable. Furthermore, the intrinsic fragmental vibrations
act as a new link between the Konkoli−Cremer local vibrational modes and the normal vibrational modes.

1. INTRODUCTION
Vibrational spectroscopy is a powerful tool for structure
elucidation. Raman and infrared (IR) spectroscopy can be
used not only for the assignment of characteristic peaks to
identify functional groups but also to characterize the electronic
structure of the targeted chemical system. With the rapid
development of quantum chemical methods based on quantum
mechanics (QM), the simulation of vibrational spectra has been
made feasible and becomes a complementary tool in structural
determination. The vibrational frequencies of any chemical
species can be calculated from the normal mode analysis
(NMA) by solving the Wilson equation of vibrational
spectroscopy.1
However, normal modes extend over the whole molecule,
which complicates the analysis and interpretation of vibrations
for large polyatomic molecules and molecules in solution or
other media being described by a multiscale model, i.e., QM/
MM. For example, in the water dimer, if one wants to compare
the normal vibrational modes of either the H-bond donor water
or the acceptor water with the vibrations of a single water
molecule in gas phase in order to characterize the inﬂuence of
hydrogen bonding, one has to consider that the normal mode
vectors in the two systems are of diﬀerent lengths (18 versus 9).
Obtaining normal modes being projected into a targeted
subsystem or fragment would be the natural way to solve the
above problem and allow the normal modes to be intrinsically
comparable among diﬀerent molecular systems.
© 2018 American Chemical Society

Many eﬀorts have been made in this direction. Head
proposed a strategy to calculate the vibrations for adsorbates on
surfaces by diagonalizing the partial Hessian for atoms of
adsorbates.2 His contribution fostered the work of Li and
Jensen, who developed the partial Hessian vibrational analysis
(PHVA) method,3 where a subblock of the Hessian matrix is
diagonalized and all atoms except the subsystem are assigned an
inﬁnitely large atomic mass. This approach has been applied by
Besley and co-workers to calculate CO stretching and C−H
stretching vibrations in organic molecules.4,5 Ghysels and coworkers proposed the mobile block Hessian (MBH) approach
as an extension to PHVA in order to calculate “localized”
normal vibrational modes for partially optimized molecular
systems.6−10 The MBH method allows one to calculate the
vibrations of a subsystem which has been fully optimized, while
the remaining parts of the system are treated as rigid bodies
being allowed to translate and rotate. Thus, the computational
costs can be reduced because one does not need to calculate
the full Hessian matrix of the whole system. The MBH method
has been implemented in quantum chemical packages including
ADF and Q-Chem. Woodcock and co-workers developed
another method called vibrational subsystem analysis (VSA),11
partitioning a large system into a subsystem and its environment. The vibrational modes led by the subsystem are
Received: November 18, 2017
Published: April 10, 2018
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calculated, and the environment follows the motions of the
subsystem in an adiabatic way. However, we need to note that
VSA was initially developed to couple the global motion to a
local subsystem in a large molecule, e.g., protein, in order to
estimate the free energy contribution from subsystems. Zheng
and cowork applied VSA to obtain approximate low-frequency
normal modes of proteins for conformational sampling.12 VSA
was also used in another work for mapping the full Hessian
matrix onto a coarse-grained scale for macromolecules.13 A
review article by Ghysels and co-workers compares the PHVA,
MBH, and VSA methods.14 Jacob and Reiher developed a
special approach to localize normal modes contributing to
certain bands with the help of a deﬁned criterion.15 Their
method is tailored to polypeptides and proteins. Recently,
Huix-Rotllant and co-worker provided a procedure to localize
normal modes of fragment(s) by taking the submatrices of the
full Hessian as local Hessian matrices.16 The advantage of this
approach is that besides diagonalizing the local Hessian
matrices, the corresponding eigenvectors are used for the
transformation of the full Hessian. Thus, the information on the
full Hessian can be utilized.
However, if one tries to apply the methods mentioned above
in order to obtain intrinsically comparable normal vibrations of
a subsystem, the following problems must be resolved:
• As shown in Figure 1, all methods involve the direct
partitioning of the full Hessian matrix into the red sub-

atic. A more reasonable approach for result validation is
thus desired.
• Some methods were tested against selected examples
containing many C−H, N−H, and CO bonds. The
stretching modes of these bonds are in nature localized
to these fragments, and they can contribute to more
signiﬁcant infrared intensities than other types of
vibrational motions due to large dipole changes. This
will give the illusion that the localized normal modes
have been accurately determined.
• Some approaches partition the complete system
according to certain rules, e.g., containing the peptide
bond unit in the subsystem. However, a generally
applicable approach is expected to allow arbitrary
partitioning of the whole system into the subsystem
and its environment.
• The purpose of localizing of normal vibrational modes
should be re-evaluated. While theoretical chemists have
developed various kinds of localized properties or models
including localized orbitals, 17−21 localized atomic
charges,22−27 and even localized electron densities28,29
in order for simpliﬁcation, comparison, and analysis, we
expect that localized normal modes should be able to
serve for similar tasks instead of assisting the assignment
of the absorption peaks from vibrational spectra for
diﬀerent functional groups.
We start from a diﬀerent ansatz in order to obtain
intrinsically comparable normal vibrations of a subsystem or
fragment. When calculating the normal modes of any chemical
system, three ingredients are required by the Wilson equation:
Cartesian coordinates R, atomic masses M, and the Hessian
matrix in Cartesian coordinates fx. As long as this system is at a
stationary point on the potential energy surface with all three
ingredients available, the Wilson equation can be solved
accordingly. If one is interested in obtaining the normal
vibrational modes for a subsystem/fragment, it is obvious that
the Cartesian coordinates R and atomic masses M of this part
should stay the same. The problem to be solved is then how to
obtain the “eﬀective Hessian matrix” that is reasonable and
physically sound for the subsystem. Only on this basis, the
resulting localized normal vibrational modes of the subsystem
can be then obtained from solving the Wilson equation of
vibrational spectroscopy using the eﬀective Hessian matrix.
In this work, we introduce a new approach called
Generalized Subsystem Vibrational Analysis (GSVA) that is
based on a physically solid “eﬀective Hessian matrix” which
preserves the information on the curvature of the potential
energy surface for the subsystem/fragment as it is in the whole
system with a full Hessian matrix. The normal vibrational
modes calculated by this approach are therefore called “intrinsic
fragmental vibrations”. These vibrations are not constructed
from an arbitrary model, instead they are recovered speciﬁcally
for the subsystem from the full Hessian matrix. Noteworthy is
that a distinction should be made between the GSVA method
introduced in this work and the VSA method11 developed by
Woodcock. This paper is structured in the following way: The
theory of the GSVA is derived and described ﬁrst. After
summarizing the Computational Details section, in the Results
and Discussion section, six diﬀerent examples for calculating
the intrinsic fragmental vibrations of their subsystems are
discussed. The conclusions, along with some notes of applying
and implementing GSVA, are given in the last section.

Figure 1. Schematic diagram of partitioning of the Hessian matrix.

block for the targeted subsystem or fragment and another
blue sub-block for the remaining part as its environment.
Once the Hessian matrix is partitioned, the information
describing the interaction between the subsystem and the
environment contained in the green sub-block is
damaged or even eliminated. This casts doubt on the
usefulness of these localized normal modes.
• The so-called “local Hessian matrix” or its counterpart
with diﬀerent names pertinent to the subsystem is not in
a proper form prepared for characterizing the normal
vibrational modes of the subsystem. If the total number
of translations and rotations for the subsystem is k, then
such a local Hessian matrix is expected to have and only
have k eigenvalues of zero.
• As normal modes are delocalized over the whole system,
any attempt to compare the vibrational frequencies of the
localized subsystem modes with the frequencies of the
normal modes of the whole system either from ab initio
calculations or measured vibrational spectra is not
appropriate. This implies that verifying the results of
the localized normal modes with the help of vibrational
frequencies calculated from the full Hessian is problem2559
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as A2 = B+BB+B = B+IB = B+B = A; matrix A is also a
projection matrix having the similar properties as matrix Q in
eq 4, leading to the following equations:

2. METHODOLOGY
The normal vibrational modes of a molecular system can be
calculated from the solution of the Wilson equation of
vibrational spectroscopy1 based on the Hessian matrix fx in
Cartesian coordinates collecting the second-order derivatives of
the energy with regard to the displacement of atomic nuclei.
The dimension of fx is 3N × 3N, where N is the number of
atoms in the system.
As the translation and rotation of the system render no
change to the potential energy, matrix fx is singular and has K
zero eigenvalues, K takes the value of 5 for linear molecules or 6
for nonlinear molecules. We are, in general, only interested in
the nonzero eigenvalues λμ (collected in the diagonal matrix Λ)
as well as their eigenvectors cμ (collected in matrix C), as
shown in eq 1. The dimensions of C and Λ are 3N × (3N − K)
and (3N − K) × (3N − K), respectively.
f C = CΛ
x

f x = Af xA

f x = (B+B)f x(B+B)

According to the properties of pseudoinverse B , we have
(B+B)T = B+B

(4)

The 3N − K eigenvectors collected in matrix C span the full
internal vibration space; thus, when projection operator Q
multiplies fx from the left to the right of fx, fx is not changed.
This special property of the Hessian matrix fx can be
extended to any other projection matrix, as long as this
projection matrix can span the full internal vibration space. We
choose to use the internal coordinates to span the same space,
as translations and rotations can be simply excluded.
For a molecule system being composed of N atoms, we can
use 3N − K internal coordinates to specify its geometry. The
internal coordinates are related to the Cartesian coordinates via
the Wilson B matrix1
∂q
∂x

(14)

(15)

(16)
x

fxsub

where (f ) is the Moore−Penrose inverse of f . Here,
is a
symmetric matrix in the dimension of 3n × 3n, and more
importantly, it has exactly k zero eigenvalues.
However, we need to note that eqs 9, 10, and 12−14 cannot
be used for this purpose, namely

(5)

f xsub ≠ (B′ +B′sub)T f x(B′ +B′sub)

(17)

because the Wilson B matrix and related pseudoinverse in these
equations can no longer span the full vibration space for the
whole system, only for the subsystem.
The eﬀective Hessian matrix fxsub for the subsystem can be
directly used for normal mode analysis by solving the Wilson
equation of vibrational spectroscopy given its Cartesian
coordinates and atomic masses as it can be done for the
whole system based on full Hessian matrix fx. Noteworthy is
that in the process of obtaining fxsub no partitioning/subblocking of the original Hessian matrix fx is introduced. Instead,
the full Hessian matrix fx is projected into the unique internal
vibrational space of the subsystem in eq 16, which strikingly
diﬀerentiates our approach from others.2,3,6,15,16

(6)

(7)

where the trace of the identity matrix I3N−K as 3N − K.
We deﬁne a matrix A
A = B+B

f x = BT (BT )+ f xB+B

x +

so that

BB+ = I3N − K

(13)

T
f xsub = B′sub
(B′(f x)+ B′ T )−1B′sub

where x are the Cartesian coordinates and q are the internal
coordinates. For the above nonredundant set of 3N − K
internal coordinates, the corresponding Wilson B matrix B has
the dimension of (3N − K) × 3N. As matrix B is rectangular, its
Moore−Penrose inverse matrix B+ is calculated by
B+ = BT (BBT )−1

f x = BT (B+)T f xB+B

Noteworthy is that eq 15 is a more general form of the
equations for fx above. Furthermore, this equation oﬀers an
opportunity to obtain the eﬀective Hessian matrix for a
fragment or subsystem within the whole system.
Suppose that within the molecular system with N atoms, a
subsystem has n atoms (n < N). The geometry of this
subsystem can be speciﬁed by 3n − k internal coordinates (k =
5 or 6 depending on whether its geometry is linear or
nonlinear). The Wilson B matrix for these 3n − k internal
coordinates in the complete system can be calculated as B′ with
the dimension of (3n − k) × 3N. In the subsystem, the
corresponding Wilson B matrix for the same set of internal
coordinates is calculated as Bsub
′ with the dimension of (3n − k)
× 3n. In order to simplify the analysis, we rearrange the labels
of n atoms of the subsystem within the whole system, so that
the ﬁrst n atoms denote the subsystem. It is obvious that matrix
B′sub corresponds to the ﬁrst 3n columns of matrix B′, while the
elements of the rest 3(N − n) columns in B′ are simply zero.
We deﬁne an eﬀective Hessian matrix fxsub for the subsystem
with the help of eq 15

W e d e ﬁ n e a n e w m a t r i x Q = CCT . A s
Q2 = CCT CCT = CICT = CCT = Q , Q is thus a projection
matrix in the dimension of 3N × 3N. An interesting equation
results as follows:

B=

(12)

f x = BT (B(f x)+ BT )−1B

and

Qf xQ = f x

f x = (B+B)T f x(B+B)

then

(2)

(3)

(11)

Equation 10 can be rewritten into

(1)

CCT f xCCT = CΛCT = f x

(10)
+

As each eigenvector c μ in C is orthonormalized,
CT C = I3N − K , eq 1 can be rewritten into

CT f xC = Λ

(9)

(8)
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Furthermore, it is necessary to evaluate the physical basis and
correctness of the eﬀective Hessian matrix derived in this work,
if intrinsically comparable normal vibrations are desired on the
basis of such an eﬀective Hessian matrix. The seemingly most
straightforward approach to validate our model is to compare
the normal mode frequencies of the subsystem based on
eﬀective Hessian matrix fxsub and those based on the original
Hessian matrix fx for the whole system. However, one needs to
be careful that normal modes are delocalized over the system in
question, and it is not appropriate to compare the normal
modes within the subsystem and those modes beyond it.30 In
this work, we choose to calculate and compare the local
vibrational modes31−35 proposed by Konkoli and Cremer for
fxsub and fx because these local modes have been proved as the
only and unique local equivalents of normal vibrational modes
in terms of internal coordinates30 which can be directly
compared among diﬀerent molecular systems, and they have
been used to quantify the intrinsic strength of chemical
bonding36−42 as well as to characterize the local properties of
the electronic structure.43,44 The characterization of local
vibrational modes including related local mode force constants
and local mode frequencies is called local mode analysis. For
each local vibrational mode driven by a speciﬁc internal
coordinate as the “leading parameter”, we can calculate the
corresponding local force constant or its synonym as adiabatic
force constant kan as well as the local vibrational frequency ωan.
These two quantities can be related with the help of the Wilson
G matrix1,45
(ωna)2 =

1
knaGnn
4π 2c 2

T
(B′(f x)+ B′ T )−1B′sub)+ bTsub
= bsub(B′sub

kna,sub

+
T
(B′sub
(B′(f x)+ B′ T )−1)+ bTsub
= bsubB′sub

(25)

Figure 2. Falk diagram of matrix multiplication for bsubBsub
′+ B′.
(18)

In matrix B′, the block of the ﬁrst 3n columns is matrix B′sub,
while the elements in the remaining 3(N − n) columns are
+
zeros. The multiplication of B′sub
with B′ leads to a projection
+
matrix Bsub
′ Bsub
′ in the ﬁrst 3n columns of Bsub
′+ B′ and zeros in the
remaining 3(N − n) columns.
As the Wilson B matrix B sub
′ (or B′) collects the
nonredundant set of 3n − k internal coordinate parameters
describing the geometry of the subsystem, the projection matrix
+
B′sub
B′sub spans the complete internal coordinate space and also
the internal vibration space of the subsystem. The Wilson B
matrix row vector bsub for any internal coordinate parameter
(no matter whether it is included in the set of the 3n − k
parameters or not) in the subsystem can be expressed as a
linear combination of 3n − k row vectors in Bsub
′ . So we get

(19)

+
bsubB′sub
B′sub = bsub

(26)

which constitutes the ﬁrst 3n elements of the row vector
bsubBsub
′+ B′, and the rest of the 3(N − n) elements are zeros.
Also, we have
+
bsubB′sub
B′ = b

(20)

(27)

where b is from eq 19. Then, eq 25 can be simpliﬁed as
1
= b(f x)+ bT
a
kn ,sub
(28)
Also interesting is that

(21)

kna,sub = kna

According to the properties of the pseudoinverse, eq 21 can be
rewritten as
1

+
+
B′)(f x)+ (bsubB′sub
B′)T
= (bsubB′sub

+
The calculation of the matrix product of bsubB′sub
B′ is visualized
by the Falk diagram shown in Figure 2.

where bsub is the ﬁrst 3n elements of b in eq 19, and (fxsub)+ is the
Moore−Penrose inverse of fxsub. Equation 20 can be expanded
by substituting fxsub using eq 16
1

(24)

1

where f is the Hessian matrix for the whole system in Cartesian
coordinates, and its Moore−Penrose inverse is denoted as (fx)+.
Row vector b is the Wilson B matrix for an internal coordinate
parameter qn (e.g., bond stretching, angle bending, dihedral
torsion, etc.) within the subsystem leading this local mode.
Here, b is in the dimension of 1 × 3N.
Based on the eﬀective Hessian matrix fxsub of the subsystem,
its adiabatic force constant kan,sub of the local mode led by the
same internal coordinate qn is calculated by

kna,sub

1
+
+ T T
B′(f x)+ B′ T (B′sub
) bsub
= bsubB′sub
kna,sub

kna,sub

x

1
x + T
) bsub
= bsub(f sub
kna,sub

(23)

then

For the purpose of validating the eﬀective Hessian matrix,
calculating the local force constants kan is suﬃcient.
In this work, we take a simpliﬁed form30,46 of calculating the
adiabatic force constant kan by
1
= b(f x)+ bT
kna

1
+
T + T
B′(f x)+ B′ T (B′sub
) bsub
= bsubB′sub
kna,sub

(29)

which means the local mode analysis with regard to any internal
coordinate in the subsystem based on the eﬀective Hessian
matrix fxsub is equivalent to the local mode analysis for the same
internal coordinate based on the full Hessian matrix fx.

(22)
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Furthermore, as the adiabatic force constant kan characterizes the
curvature of the Born−Oppenheimer potential energy surface
(PES) given in a speciﬁc direction deﬁned by the internal
coordinate as the leading parameter,41 the curvature of the PES
driven by any one of the internal coordinates in the subsystem
within the whole system is retained in the eﬀective Hessian
matrix. In other words, the standalone subsystem with eﬀective
Hessian matrix “feels” exactly the same curvature of the PES
with regard to the internal local vibrations as it is within the
whole system based on the full Hessian matrix. In this way, the
underlying physical nature of the vibrations of the subsystem
calculated based on fxsub is kept invariant, and this gives our
approach the capability and advantage to characterize the
intrinsically comparable normal vibrations of subsystems or
fragments in any molecular system. We call these intrinsically
comparable normal vibrations the intrinsic fragmental vibrations.

molecules, one serving as the H-bond donor and the other as
the H-bond acceptor (Figure 3). One water molecule has three

Figure 3. Water dimer structure in Cs symmetry. Red balls represent
oxygen atoms, and gray balls represent hydrogen atoms.

normal vibrational modes, including the H−O−H angle
bending, symmetric O−H stretching, and asymmetric O−H
stretching with increasing vibrational frequencies (Table 1).
Table 1. Comparison of Normal Mode Frequencies of Water
Monomers

3. COMPUTATIONAL DETAILS
In this work, all ab initio calculations including geometry
optimization and Hessian evaluation were performed using the
Gaussian 09 package.47 The dimers, trimers, and monomers of
water and ammonia molecules were calculated at the ωB97XD/6-311++G(d,p) level;48−51 The hydrogen disulﬁde molecule
and the hydrogen disulﬁde-water cluster were calculated at the
B3LYP/6-31G(d,p) level of theory; 52−55 The methane
molecule and methane-C60 complex were calculated using the
Minnesota hybrid functional M06-2X with Pople’s 6-31G(d,p)
basis set.56 Grimme’s empirical D3 dispersion correction was
added to the nuclear repulsion force.57 The formaldehyde
molecule and formaldehyde-nanotube complex were calculated
at the B3LYP/6-31G(d,p) level with Grimme’s empirical D3
dispersion correction with Becke−Johnson (BJ) damping.58
The propane molecule along with a reference methane
molecule were calculated with Hartree−Fock theory59 using
6-31G(d,p) basis set. For the above density functional theory
(DFT) calculations, the UltraFine integration grid was used,
and all systems were optimized to local minima with tight
convergence criteria.
The calculations of the eﬀective Hessian matrices, local mode
analysis, and normal mode analysis were carried out with the
program package COLOGNE2017.60

No.

Donora (cm−1)

Acceptora (cm−1)

H2Ob (cm−1)

1
2
3

1531
3775
3976

1607
3891
3997

1609
3903
4012

Columns “Donor” and “Acceptor” denote the intrinsic fragmental
vibrational frequencies of donor and acceptor water molecules based
on their eﬀective Hessian matrices, respectively. bColumn “H2O”
collects the normal mode frequencies of a water molecule in gas phase
as the reference.
a

The introduction of another water molecule in a dimer
structure brings in an addition nine vibrational modes. These
nine vibrational modes include the three internal vibrations of
the second water molecule, three relative rotations, and three
relative translations between these two water molecules.
However, these nine new vibrations will mix with each other.
Furthermore, the original three vibrations of the ﬁrst water
molecule are also mixed in, which potentially hinders the
analysis of normal vibrational modes of either water molecule in
the dimer.
Within the framework of GSVA, the donor/acceptor water is
taken as a subsystem. Its eﬀective Hessian matrix fxsub can be
extracted by choosing a nonredundant set of three internal
coordinate parameters according to eq 16. In a water molecule,
we can choose two O−H distances and the H−O−H angle as a
complete nonredundant parameter set. Therefore, matrix B′
takes the dimension of 3 × 18, while matrix Bsub
′ is in the 3 × 9
dimension. Or we can use two O−H distances and the H−H
distance to construct another parameter set, although the H−H
distance does not imply H−H bonding in a water molecule.
These two sets of parameters give two identical eﬀective
Hessian matrices, which reveals the ﬂexibility and robustness of
the GSVA approach; namely, this approach does not depend on
the choice of the nonredundant internal parameter set. As long
as the chosen set of parameters can unambiguously specify the
geometry of the subsystem, GSVA will work.
Table 1 lists the three normal vibrational frequencies
calculated by solving the Wilson equation1 based on the
eﬀective Hessian matrices for the donor and acceptor waters.
The resulting three normal modes calculated by GSVA are the
unique counterparts of the normal modes of the water molecule
in the gas phase. Correlating the intrinsic fragmental vibrational
modes with those of the water molecule in the gas phase leads
to the normal vibrational frequency ordering shown in Table 1.
The acceptor water shows smaller deviations from the reference

4. RESULTS AND DISCUSSION
In the following section, we discuss the results of the intrinsic
fragmental vibrations in six diﬀerent molecular systems. For
each subsystem or fragment having n atoms, we calculated its
3n − k intrinsic fragmental vibrational frequencies based on the
eﬀective Hessian matrix fxsub in the dimension of 3n × 3n.
Then, we calculated the frequencies of normal vibrational
modes or intrinsic fragmental vibrations of the same subsystem
in the gas phase or other chemical systems, respectively, for all
six examples in order to demonstrate that the intrinsic
fragmental vibrations have the advantage of being directly
compared and analyzed laterally among diﬀerent systems.
We have also calculated the local mode force constants of the
leading internal coordinate parameters qn within the fragment/
subsystem based on both the full Hessian fx and the eﬀective
Hessian fxsub in order to verify the physical relevance of these
intrinsic fragmental normal vibrations.
4.1. Water Dimer (H2O)2. The ﬁrst example is the water
dimer which has a hydrogen bond between two water
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example, we want to take one ammonia molecule as the
subsystem and obtain its intrinsic fragmental vibrations.
For each ammonia molecule having four atoms, we need six
internal coordinates to determine its geometry. The set of three
N−H bonds and three H−N−H angles is the easiest option.
But we can also use three N−H bonds and three H−H
distances as a valid set for GSVA. Therefore, matrix B′ has the
dimension of 6 × 36, and matrix B′sub has the dimension of 6 ×
12.
Table 3 lists the intrinsic fragmental vibrational frequencies
of ammonia in comparison with the normal mode frequencies

frequencies compared to the donor water. In the acceptor
water, the ﬁrst normal mode dominated by the H−O−H angle
bending has the deviation of only 2 cm−1, while the donor
water’s deviation is 78 cm−1. This can be explained by the fact
that the angle bending mode of the acceptor water is not
aﬀected by the formation of a hydrogen bond, while the angle
bending of the donor water is hindered by this hydrogen bond.
The larger deviations for the symmetric and asymmetric O−H
stretching modes for the donor water are also caused by the
hydrogen bonding which weakens the donor O−H covalent
bond.40,42
For the purpose of validating the intrinsic fragmental
vibrational modes and their frequencies, we calculated the
local mode force constants of the O−H bond stretching and
H−O−H angle bending modes in the donor and acceptor
waters based on the eﬀective Hessian matrix and the full
Hessian matrix using eqs 19 and 20. The comparison of the
local mode force constants in Table 2 shows that the values of
kan,sub and kan for local mode parameters within the subsystem are
the same.

Table 3. Comparison of Normal Mode Frequencies of
Ammonia Monomers

Table 2. Comparison of Local Mode Force Constants Based
on Eﬀective Hessian Matrix fxsub and Full Hessian Matrix fx
for Water Molecules
No.a

qnb

kan,sub

kan

D-1
D-2
D-3
A-1
A-2
A-3

R(4−5)
R(4−6)
α(5−4−6)
R(1−2)
R(1−3)
α(2−1−3)

8.691
7.984
0.596
8.624
8.624
0.652

8.691
7.984
0.596
8.624
8.624
0.652

No.

NH3 in trimer (cm−1)

NH3 in gas phase (cm−1)

1
2
3
4
5
6

1044
1544
1648
3410
3588
3645

1003
1672
1672
3523
3658
3658

of an ammonia molecule in the gas phase. While the symmetry
of ammonia in the gas phase is reduced from C3v to Cs for the
ammonia in the trimer system shown in Figure 4, normal
modes Nos. 2−3 and Nos. 5−6 lose their 2-fold degeneracy
leading to the splitting in the vibrational frequency values. We
ﬁnd vibrations Nos. 2 and 4 of ammonia in the trimer have
their frequency diﬀerences larger than 100 cm−1 when
compared with the reference ammonia in the gas phase.
Normal mode No. 2 is dominated by the rocking of the H3
atom, and normal mode No. 4 is basically the symmetric
stretching of all three N−H bonds. As bond N1−H3 directly
participates in the hydrogen bonding, the above two vibrational
modes will be aﬀected accordingly. However, the smallest
diﬀerence in the vibrational frequency is found for No. 6 as 13
cm−1. This vibration mode is dominated by the asymmetric
stretching of bonds N1−H2 and N1−H4, which are not
directly involved in hydrogen bonding.
The veriﬁcation of the results from GSVA is carried out in
Table 4.
4.3. Hydrogen Disulﬁde in a Water Cluster. Besides the
small molecular clusters of water and ammonia, we built a
cluster of hydrogen disulﬁde surrounded by 22 water molecules
to simulate the solvation of hydrogen disulﬁde in liquid water
(Figure 5). In this example, we want to calculate the intrinsic
fragmental vibrations of the hydrogen disulﬁde molecule.

In the “No.” column, “D” denotes donor water, while “A” denotes
acceptor water. bFor internal coordinate qn, parameter “R” stands for
bond stretching. Unit for local mode force constant is mdyn/Å, while
“α” is for angle bending and corresponding unit for local mode force
constant is mdyn×Å/rad2.

a

This clearly reveals that the eﬀective Hessian matrices fxsub
calculated for the donor/acceptor water molecules have
retained the curvature of the PES of the whole system with
regard to any internal coordinate in donor or acceptor water,
respectively. Accordingly, these fragmental vibrational modes
based on fxsub are thus intrinsic.
4.2. Ammonia Trimer (NH3)3. The ammonia trimer ring
shown in Figure 4 has C3h symmetry. All three ammonia
molecules connected via hydrogen bonds are identical with
regard to geometry as well as electronic structure. In this

Table 4. Comparison of Local Mode Force Constants Based
on Eﬀective Hessian Matrix fxsub and Full Hessian Matrix fx
for Ammonia Molecule
No.

qna

kan,sub

kan

1
2
3
4
5
6

R(1−3)
R(1−2)
R(1−4)
α(2−1−4)
α(2−1−3)
α(3−1−4)

6.480
7.056
7.056
0.606
0.541
0.541

6.480
7.056
7.056
0.606
0.541
0.541

Parameter “R” stands for bond stretching, while “α” is for angle
bending. Unit of local mode force constant for bond stretchings and
angles is mdyn/Å and mdyn×Å/rad2, respectively.

a

Figure 4. Ammonia trimer ring structure with C3h symmetry. Blue
balls represent nitrogen atoms, and gray balls represent hydrogen
atoms.
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Table 6. Comparison of Local Mode Force Constants Based
on Eﬀective Hessian Matrix fxsub and Full Hessian Matrix fx
for Hydrogen Disulﬁde Molecule
No.

qna

kan,sub

kan

1
2
3
4
5
6

R(1−2)
R(1−3)
R(3−4)
α(2−1−3)
α(4−3−1)
τ(2−1−3−4)

3.332
2.172
3.197
0.809
0.790
0.082

3.332
2.172
3.197
0.809
0.790
0.082

Parameter “R” stands for bond stretching, “α” is for angle bending,
and “τ” is for dihedral torsion. Unit of local mode force constant for
bond stretchings and angles is mdyn/Å and mdyn×Å/rad 2,
respectively.
a

Figure 5. Structure of the hydrogen disulﬁde molecule in a water
cluster of (H2O)22. Yellow balls are sulfur atoms, red are oxygens, and
gray are hydrogens. Dashed lines represent noncovalent interactions,
i.e., hydrogen bonds.

As for a complete nonredundant set of internal coordinate
parameters required by GSVA, we choose two S−H bonds, the
S−S bond, two S−S−H angles, and the H−S−S−H dihedral
angle to obtain the eﬀective Hessian matrix fxsub for the H2S2
molecule as the subsystem. These six internal coordinates
construct corresponding matrices B′ and B′sub in the dimensions
of 6 × 210 and 6 × 12, respectively.
The fragmental vibrations of the H2S2 molecule in the cluster
calculated by GSVA (Table 5) show a shift of at least 30 cm−1

Figure 6. Structure of methane encapsulated in fullerene (C60). Large
balls represent carbon atoms, and small balls represent hydrogens.

methane has Td symmetry, the complex has T symmetry.
However, the methane encapsulated within the C60 molecule
has still the Td symmetry. It would be of interest to obtain the
intrinsic fragmental vibrations of the methane inside the C60 in
order to characterize this encapsulation eﬀect.
As a complete nonredundant set of internal coordinates for
the methane molecule, four C−H bonds and ﬁve H−C−H
angles were chosen, although in total six H−C−H angles are
available. Therefore, corresponding matrices of B′ and Bsub
′ have
the dimensions of 9 × 195 and 9 × 15, respectively.
In Table 7, the fragmental vibrational frequencies of methane
within C60 calculated by GSVA are compared with normal
mode frequencies of methane in the gas phase. All 2-fold and 3fold degeneracies are kept as a result of the retention of Td
symmetry. The largest deviation is found for vibration No. 6 as
a blue shift of 70 cm−1. This vibration is dominated by the
symmetric stretching of the four C−H bonds, which is largely
aﬀected by the C60 cage.
Table 8 lists the local mode force constants of the methane
molecule in C60 calculated based on both the eﬀective Hessian
fxsub and the full Hessian fx. The data in Table 8 reveals that
these two sets of local mode force constants are identical.
Besides the nine parameters (Nos. 1−9) we used to obtain fxsub,
we have also calculated the local mode force constant of the
sixth angle which was not included in the parameter set, and we
obtained the same value as for the other ﬁve angles. This clearly
shows that the local mode analysis can still work for the internal

Table 5. Comparison of Normal Mode Frequencies of
Hydrogen Disulﬁde Molecule
No.

H2S2 in water cluster (cm−1)

H2S2 in gas phase (cm−1)

1
2
3
4
5
6

383
500
861
936
2452
2355

434
495
894
895
2637
2639

with regard to the reference H2S2 in the gas phase. Vibrations
Nos. 5 and 6 have the largest deviations, and they are
dominated by the S3−H4 and S1−H2 bond stretching,
respectively. As these two S−H bonds donate S−H···OH2
hydrogen bonds to surrounding water molecules, they are
weakened in their bond strength leading to corresponding red
shifts. However, vibration No. 2 has only a shift of 5 cm−1. This
vibration is dominated by the S−S bond stretching, which is
hardly aﬀected by the surrounding water molecules.
The local mode force constants of H2S2 within the cluster
were calculated based on both the eﬀective Hessian fxsub and the
full Hessian fx as shown in Table 6.
4.4. Methane (CH4) in C60. The methane-intercalated C60
structure was synthesized by Kwei and co-workers in 199761
(Figure 6). While the fullerene molecule has Ih symmetry and
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Table 7. Comparison of Normal Mode Frequencies of
Methane Molecule
No.

CH4 in C60 (cm−1)

CH4 in gas phase (cm−1)

1
2
3
4
5
6
7
8
9

1328
1328
1328
1583
1583
3150
3250
3250
3250

1356
1356
1356
1584
1584
3080
3205
3205
3205

Table 8. Comparison of Local Mode Force Constants Based
on Eﬀective Hessian Matrix fxsub and Full Hessian Matrix fx
for Methane Molecule
No.a

qnb

kan,sub

kan

1
2
3
4
5
6
7
8
9
10*

R(1−2)
R(1−3)
R(1−4)
R(1−5)
α(2−1−3)
α(2−1−4)
α(2−1−5)
α(3−1−4)
α(3−1−5)
α(4−1−5)

5.675
5.675
5.675
5.675
0.647
0.647
0.647
0.647
0.647
0.647

5.675
5.675
5.675
5.675
0.647
0.647
0.647
0.647
0.647
0.647

Figure 7. Structure of formaldehyde molecule contained in a carbon
nanotube. Total number of atoms is 84.

Table 9. Comparison of Normal Mode Frequencies of
Formaldehyde Molecule

Parameter labeled with * indicates this internal coordinate is not used
as part of the complete nonredundant set to obtain eﬀective Hessian
matrix fxsub. bParameter “R” stands for bond stretching, and “α” is for
angle bending. Unit of local mode force constant for bond stretchings
and angles is mdyn/Å and mdyn×Å/rad2 respectively.
a

No.

CH2O in CNT (cm−1)

CH2O in gas phase (cm−1)

1
2
3
4
5
6

1201
1278
1554
1823
2976
3024

1201
1275
1555
1847
2897
2954

is dominated by the in-plane scissoring of the H−C−H angle.
Vibration No. 4 corresponds to the CO bond stretching, and
vibration No. 5 is associated with the symmetric C−H bond
stretching mode. The largest deviation is found for vibration
No. 6 which is dominated by the asymmetric stretching of two
C−H bonds. This is a result of the conﬁnement imposed on the
formaldehyde molecule by the nanotube structure.
The validation of the intrinsic fragmental vibrational
frequencies via the local mode analysis (Table 10) shows that
the local mode properties for the subsystem based on the
eﬀective Hessian fxsub and full Hessian fx are identical.
4.6. CH2 and CH3 Fragments in Propane. So far, we have
applied GSVA to molecular subsystems under the perturbation
of diﬀerent chemical environments. However, we can also use
GSVA to analyze the vibrations of fragments within a molecule
and even compare the intrinsic fragmental vibrations of the
same fragment in two diﬀerent molecular systems.
As an example, we analyze the intrinsic fragmental vibrations
in propane (Figure 8). By breaking all three C−C bonds, three
fragments result, including two identical CH3 fragments and
one CH2 fragment in the middle.
First, we applied GSVA to the CH2 fragment. In analogy to
H2O, we chose two C−H bonds and the H−C−H angle as the
internal coordinate set for constructing the eﬀective Hessian
matrix fxsub. Therefore, the B′ and Bsub
′ matrices have the
dimensions of 3 × 33 and 3 × 9, respectively. The resulting
fragmental vibrational modes are similar to the normal modes
of H2O. Vibration No. 1 is the H−C−H angle bending, and
vibration No. 2 is the symmetric stretching of two C−H bonds.

coordinate parameters that are not included in the matrices of
B′ or Bsub
′ used for the extraction of fxsub, and it is an evidence for
the fact that the eﬀective Hessian matrix fxsub retains the
complete information in curvature of potential energy surface
with regard to any possible internal coordinate within the
subsystem.
4.5. Formaldehyde (CH2O) in Carbon Nanotube (CNT).
Recently, there has been an increasing number of studies
focused on the design of CNTs as sensors for detecting
formaldehyde.62−64 For this purpose, a formaldehyde molecule
was placed and stabilized within the model of a single-wall
carbon nanotube (SWCNT) (Figure 7). Therefore, we check
the vibrational modes of the formaldehyde molecule in the
nanotube with GSVA.
In order to extract the eﬀective Hessian matrix for the
formaldehyde molecule, we choose a complete nonredundant
set of parameters being composed of the three covalent bonds,
two O−C−H angles, and one out-of-plane pyramidalization
angle. Matrices B′ and Bsub
′ used to recover fxsub have the
dimensions of 6 × 252 and 6 × 12, respectively. The intrinsic
fragmental vibrational frequencies are shown in Table 9.
Comparing the fragmental vibrational frequencies for the
formaldehyde molecule in the CNT with the normal vibrational
frequencies of the reference formaldehyde in the gas phase, it is
interesting that vibrations Nos. 1−3 have small frequency
diﬀerences less than 4 cm−1. Vibration No. 1 is dominated by
the out-of-plane pyramidalization of the carbon atom with
regard to the O−H−H plane. Vibration No. 2 is basically the
in-plane rocking of two hydrogen atoms, while vibration No. 3
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Table 10. Comparison of Local Mode Force Constants
Based on Eﬀective Hessian Matrix fxsub and Full Hessian
Matrix fx for Formaldehyde Molecule
No.a

qnb

kan,sub

kan

1
2
3
4
5
6
7*

R(1−2)
R(1−3)
R(1−4)
α(2−1−3)
α(2−1−4)
7 (1′-2−3−4)
α(3−1−4)

13.306
4.924
4.918
1.109
1.110
3.496
0.833

13.306
4.924
4.918
1.109
1.110
3.496
0.833

Table 11. Normal Mode Frequencies of Fragments in
Propane Molecule and Reference Methane Molecule

Parameter labeled with * indicates this internal coordinate is not used
as part of the complete nonredundant set to obtain eﬀective Hessian
matrix fxsub. bParameter “R” stands for bond stretching, and “α” is for
angle bending. “7 ” is for out-of-plane pyramidalization, where the
atom followed by a prime symbol moves with regard to the plane
constructed by the other three atoms. Unit of local mode force
constant for bond stretchings and angles is mdyn/Å and mdyn×Å/
rad2, respectively.
a

No.

CH2 in propane
(cm−1)

CH2 in
methane
(cm−1)

CH3 in propane
(cm−1)

CH3 in
methane
(cm−1)

1
2
3
4
5
6

1622
3178
3209
−
−
−

1558
3230
3280
−
−
−

1543
1602
1605
3174
3235
3242

1474
1578
1578
3203
3283
3283

stronger than those in either the CH2 or CH3 fragments within
propane.
Furthermore, the veriﬁcation for the physical nature of the
eﬀective Hessian matrices fxsub for the CH2 and CH3 fragments
in propane is shown in Table 12.
Table 12. Comparison of Local Mode Force Constants
Based on Eﬀective Hessian Matrix fxsub and Full Hessian
Matrix fx for Propane Molecule

Figure 8. Structure of propane molecule in which the CH2 and CH3
fragments are highlighted with green and blue circles, respectively.

No.a

qnb

kan,sub

kan

A-1
A-2
A-3
B-1
B-2
B-3
B-4
B-5
B-6

R(1−2)
R(1−3)
α(2−1−3)
R(4−5)
R(4−6)
R(4−7)
α(5−4−6)
α(5−4−7)
α(6−4−7)

5.581
5.581
0.836
5.649
5.649
5.684
0.803
0.801
0.801

5.581
5.581
0.836
5.649
5.649
5.684
0.803
0.801
0.801

In the “No.” column, “A” denotes the CH2 fragment, while “B”
denotes the CH3 fragment. bParameter “R” stands for bond stretching,
and “α” is for angle bending. Unit of local mode force constant for
bond stretchings and angles is mdyn/Å and mdyn×Å/rad 2,
respectively.
a

Vibration No. 3 is the asymmetric stretching of the same C−H
bonds.
For the CH3 fragment, we chose an analogy to the NH3
molecule including three C−H bonds and three H−C−H
angles as the complete nonredundant set to calculate its
eﬀective Hessian matrix fxsub. Matrices B′ and Bsub
′ in this regard
are in the dimensions of 6 × 33 and 6 × 12, respectively. The
mode characters of these six intrinsic fragmental vibrations are
almost the same as the normal modes of ammonia due to their
similar geometries. However, we need to note that the NH3
molecule has C3v symmetry, while the CH3 fragment in
propane has only Cs symmetry. Thus, vibrations Nos. 2−3 and
Nos. 5−6 are no longer 2-fold degenerate, but they are still very
close in pairs with regard to the frequency values.
Also, we take the intrinsic fragmental vibrations of CH2 and
CH3 fragments in the methane (CH4) molecule as the
reference. In this way, the comparison of two intrinsic
fragmental vibrational frequencies for the same CHn fragment
in propane and methane can be carried out as in Table 11.
The CH3 fragments in methane molecule have 2-fold
degenerate vibration pairs for vibrations Nos. 2−3 and Nos.
5−6 because the high symmetry is retained in both its geometry
and corresponding eﬀective Hessian matrix fxsub. Noteworthy is
that intrinsic fragmental vibrations associated with C−H
stretching including Nos. 2 and 3 in the CH2 fragment and
Nos. 4−6 in the CH3 fragment have larger frequency values in
the reference methane molecule than in the propane molecule;
this suggests that the C−H bonds in the methane molecule are

5. CONCLUSIONS
In this work, we have presented a new method to extract the
intrinsic fragmental vibrations of a subsystem/fragment from an
entire polyatomic molecular system. This method is diﬀerent
from its predecessors2,3,6−11,14−16 which were designed or/and
can be used for the same purpose in that our method is based
on an eﬀective Hessian matrix from which the curvature of the
overall potential energy surface with regard to any internal
coordinate parameter qn within the subsystem is retained. The
underlying solid physical foundation makes our method unique
and able to characterize fragmental normal mode vibrations
which are intrinsic to the subsystem/fragment in question.
Therefore, our method is named the Generalized Subsystem
Vibrational Analysis (GSVA), emphasizing its general applicability for any subsystem or fragment within a molecular system
and concrete physical basis.
In the examples presented in this work, we compared the
intrinsic fragmental vibrations of a subsystem with the normal
vibrational modes of the isolated subsystem in gas phase to
show the changes in the electronic structure caused by the
presence of the environment. Although a more straightforward
approach is to compare the corresponding properties of the
local vibrational modes of the subsystem, the intrinsic
fragmental vibrations can be regarded as a key intermediate
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linking the normal vibrational modes and the local vibrational
modes in two aspects: (i) The intrinsic fragmental vibrations
calculated by GSVA are in nature normal vibrational modes. (ii)
These vibrations are based on the eﬀective Hessian matrix
taking the physical basis from Konkoli and Cremer’s local
vibrational modes,31−34 namely, to retain the potential energy
surface curvature of the whole system. In this regard, this work
can be also considered as a theoretical extension to our
previous work on the local vibrational modes.
A caveat is necessary when applying GSVA in theoretical
chemical studies. The equilibrium geometry R0 for the entire
molecular system including the subsystem to be studied is
required by eq 1. The full Hessian matrix fx describing the
entire system is needed as one of the input data along with the
geometry R0 and atomic masses M. If one set of intrinsic
fragmental vibrations is to be compared with another set of
intrinsic fragmental vibrations for the same subsystem/
fragment, we need to make sure that these two diﬀerent
molecular systems are being described with the same level of
theory.
Concerning the implementation of GSVA into a computational chemistry package or as a standalone analysis program,
three inputs are required to start with including the full Hessian
matrix fx, geometry in Cartesian coordinates, and atomic
masses. As the calculation of the eﬀective Hessian matrix fxsub
uses Wilson B matrices B′ and B′sub characterizing the complete
nonredundant set of internal coordinates of the subsystem, a
subroutine is expected for calculating Wilson B matrices for
various internal coordinates, including bond length, bond angle,
dihedral torsion angle, and so forth. Besides, the linear
independence between rows of the B matrix should be checked
and guaranteed in order for a complete and nonredundant set
of 3n − k internal coordinates determining the geometry of the
subsystem. Furthermore, a subroutine for solving the Wilson
equation of vibrational spectroscopy is required to obtain
normal vibrational modes.65 By providing the eﬀective Hessian
matrix fxsub, geometry, and atomic masses of the subsystem for
the above subroutine, the normal mode vectors and frequencies
can be obtained for the intrinsic fragmental vibrations. The
computational cost of the whole calculation in GSVA is
equivalent to doing the normal mode analysis for the entire
system, and the most expensive part lies in the calculation of
the Moore−Penrose inverse (fx)+ of the full Hessian matrix.
This work provides a new and reliable theoretical tool for
analyzing as well as comparing the molecular vibrations, and we
anticipate our GSVA method to become a routine procedure in
computational chemistry
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(16) Huix-Rotllant, M.; Ferré, N. An Effective Procedure for
Analyzing Molecular Vibrations in Terms of Local Fragment Modes.
J. Chem. Theory Comput. 2016, 12, 4768−4777.
(17) Foster, J. M.; Boys, S. F. Canonical Configurational Interaction
Procedure. Rev. Mod. Phys. 1960, 32, 300−302.
(18) Edmiston, C.; Ruedenberg, K. Localized Atomic and Molecular
Orbitals. Rev. Mod. Phys. 1963, 35, 457−464.
(19) Pipek, J.; Mezey, P. G. A Fast Intrinsic Localization Procedure
Applicable for ab initio and Semiempirical Linear Combination of
Atomic Orbital Wave Functions. J. Chem. Phys. 1989, 90, 4916−4926.

AUTHOR INFORMATION

Corresponding Author

*E-mail: ekraka@smu.edu.
ORCID

Wenli Zou: 0000-0002-0747-2428
Dieter Cremer: 0000-0002-6213-5555
Elﬁ Kraka: 0000-0002-9658-5626
Notes

The authors declare no competing ﬁnancial interest.

■

ACKNOWLEDGMENTS
Y.T. thanks Dr. Bernard Brooks for thought-provoking
discussions during the 27th Austin Symposium on Molecular
Structure and Dynamics at Dallas (ASMD@D This work was
2567

DOI: 10.1021/acs.jctc.7b01171
J. Chem. Theory Comput. 2018, 14, 2558−2569

Journal of Chemical Theory and Computation

Article

(20) Weinhold, F.; Landis, C. R. Natural Bond Orbitals and
Extensions of Localized Bonding Concepts. Chem. Educ. Res. Pract.
2001, 2, 91−104.
(21) Høyvik, I.-M.; Jansik, B.; Jørgensen, P. Orbital Localization
using Fourth Central Moment Minimization. J. Chem. Phys. 2012, 137,
224114.
(22) Mulliken, R. S. Electronic Population Analysis on LCAO−MO
Molecular Wave Functions. I. J. Chem. Phys. 1955, 23, 1833−1840.
(23) Hirshfeld, F. L. Bonded-Atom Fragments for Describing
Molecular Charge Densities. Theor. Chem. Acc. 1977, 44, 129−138.
(24) Foster, J. P.; Weinhold, F. Natural Hybrid Orbitals. J. Am. Chem.
Soc. 1980, 102, 7211−7218.
(25) Chirlian, L. E.; Francl, M. M. Atomic Charges Derived from
Electrostatic Potentials: A Detailed Study. J. Comput. Chem. 1987, 8,
894−905.
(26) Breneman, C. M.; Wiberg, K. B. Determining Atom-Centered
Monopoles from Molecular Electrostatic Potentials. The Need for
High Sampling Density in Formamide Conformational Analysis. J.
Comput. Chem. 1990, 11, 361−373.
(27) Besler, B. H.; Merz, K. M.; Kollman, P. A. Atomic Charges
Derived from Semiempirical Methods. J. Comput. Chem. 1990, 11,
431−439.
(28) Bader, R. F. W. A Quantum Theory of Molecular Structure and
its Applications. Chem. Rev. 1991, 91, 893−928.
(29) Bader, R. F. W. Atoms in Molecules: A Quantum Theory;
Clarendon Press: Oxford, UK, 1994.
(30) Zou, W.; Kalescky, R.; Kraka, E.; Cremer, D. Relating Normal
Vibrational Modes to Local Vibrational Modes with the Help of an
Adiabatic Connection Scheme. J. Chem. Phys. 2012, 137, 084114.
(31) Konkoli, Z.; Cremer, D. A New Way of Analyzing Vibrational
Spectra. I. Derivation of Adiabatic Internal Modes. Int. J. Quantum
Chem. 1998, 67, 1−9.
(32) Konkoli, Z.; Larsson, J. A.; Cremer, D. A New Way of Analyzing
Vibrational Spectra. II. Comparison of Internal Mode Frequencies. Int.
J. Quantum Chem. 1998, 67, 11−27.
(33) Konkoli, Z.; Cremer, D. A New Way of Analyzing Vibrational
Spectra. III. Characterization of Normal Vibrational Modes in terms of
Internal Vibrational Modes. Int. J. Quantum Chem. 1998, 67, 29−40.
(34) Konkoli, Z.; Larsson, J. A.; Cremer, D. A New Way of Analyzing
Vibrational Spectra. IV. Application and Testing of Adiabatic Modes
Within the Concept of the Characterization of Normal Modes. Int. J.
Quantum Chem. 1998, 67, 41−55.
(35) Zou, W.; Cremer, D. Properties of Local Vibrational Modes:
The Infrared Intensity. Theor. Chem. Acc. 2014, 133, 1451.
(36) Kalescky, R.; Zou, W.; Kraka, E.; Cremer, D. Local vibrational
modes of the water dimer - Comparison of theory and experiment.
Chem. Phys. Lett. 2012, 554, 243−247.
(37) Freindorf, M.; Kraka, E.; Cremer, D. A Comprehensive Analysis
of Hydrogen Bond Interactions Based on Local Vibrational Modes. Int.
J. Quantum Chem. 2012, 112, 3174−3187.
(38) Zou, W.; Cremer, D. C2 in a Box: Determining its Intrinsic
Bond Strength for the X1Σ+g Ground State. Chem. - Eur. J. 2016, 22,
4087−4099.
(39) Kalescky, R.; Kraka, E.; Cremer, D. Identification of the
Strongest Bonds in Chemistry. J. Phys. Chem. A 2013, 117, 8981−
8995.
(40) Tao, Y.; Zou, W.; Jia, J.; Li, W.; Cremer, D. Different Ways of
Hydrogen Bonding in Water - Why Does Warm Water Freeze Faster
than Cold Water? J. Chem. Theory Comput. 2017, 13, 55−76.
(41) Cremer, D.; Kraka, E. Generalization of the Tolman Electronic
Parameter: the Metal-ligand Electronic Parameter and the Intrinsic
Strength of the Metal-ligand Bond. Dalton Trans. 2017, 46, 8323−
8338.
(42) Tao, Y.; Zou, W.; Kraka, E. Strengthening of Hydrogen Bonding
with the Push-pull Effect. Chem. Phys. Lett. 2017, 685, 251−258.
(43) Tao, Y.; Zou, W.; Cremer, D.; Kraka, E. Characterizing
Chemical Similarity With Vibrational Spectroscopy: New Insights Into
the Substituent Effects in Mono-Substituted Benzenes. J. Phys. Chem.
A 2017, 121, 8086−8096.

(44) Tao, Y.; Zou, W.; Cremer, D.; Kraka, E. Correlating the
Vibrational Spectra of Structurally Related Molecules: A Spectroscopic
Measure of Similarity. J. Comput. Chem. 2018, 39, 293−306.
(45) Wilson, E. B. A Method of Obtaining the Expanded Secular
Equation for the Vibration Frequencies of a Molecule. J. Chem. Phys.
1939, 7, 1047−1052.
(46) Brandhorst, K.; Grunenberg, J. Efficient Computation of
Compliance Matrices in Redundant Internal Coordinates from
Cartesian Hessians for Nonstationary Points. J. Chem. Phys. 2010,
132, 184101.
(47) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci,
B.; Petersson, G. A.; Nakatsuji, H.; Caricato, M.; Li, X.; Hratchian, H.
P.; Izmaylov, A. F.; Bloino, J.; Zheng, G.; Sonnenberg, J. L.; Hada, M.;
Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima,
T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven, T.; Montgomery, J. A., Jr.;
Peralta, P. E.; Ogliaro, F.; Bearpark, M.; Heyd, J. J.; Brothers, E.;
Kudin, K. N.; Staroverov, V. N.; Kobayashi, R.; Normand, J.;
Raghavachari, K.; Rendell, A.; Burant, J. C.; Iyengar, S. S.; Tomasi,
J.; Cossi, M.; Rega, N.; Millam, N. J.; Klene, M.; Knox, J. E.; Cross, J.
B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R.
E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.;
Martin, R. L.; Morokuma, K.; Zakrzewski, V. G.; Voth, G. A.; Salvador,
P.; Dannenberg, J. J.; Dapprich, S.; Daniels, A. D.; Farkas, Ö .; Ortiz, J.
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