Abstract. We present a fully conservative, high resolution approach to front tracking for nonlinear systems of conservation laws in two space dimensions. An underlying uniform Cartesian grid is used, with some cells cut by the front into two subcells. The front is moved by solving a Riemann problem normal to each segment of the front and using the motion of the strongest wave to give an approximate location of the front at the end of the time step. A high resolution nite volume method is then applied on the resulting slightly-irregular gird to update all cell values. A \large time step" wave propagation algorithm is used that remains stable in the small cut cells with a time step that is chosen with respect to the uniform grid cells. Numerical results on a radially symmetric problem show that pointwise convergence with order between 1 and 2 is obtained in both the cell values and location of the front. Other computations are also presented.
two space dimensions, giving a general formulation and then concentrating on shock tracking for the Euler equations of gas dynamics. The method is fully conservative and based on modern high-resolution shock capturing methods. An underlying uniform Cartesian grid is used, with some rectangles subdivided into two or more computational cells where discontinuities in the solution are expected (see Figure 9 for an example grid). A high resolution nite volume method is applied on the resulting grid, based on the solution of Riemann problems and appropriate slope limiters. This method is implemented in a \wave-propagation" form, as developed in 31, 35] , for example. The cell average at the end of a time step is computed from the cell average at the beginning of the step with modi cations due to all waves that enter the cell. The waves come from solving one-dimensional Riemann problems at each cell interface in the direction normal to the interface. Transverse propagation of these waves is also introduced to improve numerical stability and incorporate the cross-derivative terms needed for second order accuracy.
An advantage of the wave propagation form is that reasonable time steps can be taken even if some of the subcells created by the interface are orders of magnitude smaller than the uniform Cartesian cells. Uniform time steps are used throughout the computation, with the time step chosen so that the Courant number is near 1 relative to the size of the uniform grid cells. The method remains stable in spite of the small cells near the front. This is discussed further in Section 3.
The grid is modi ed in each time step based on the solution of Riemann problems across the interfaces representing the front. The motion of strong waves in these Riemann solutions gives an indication of the motion of the front. One major feature of the method is that the subdivision of cells is not assumed to give the de nitive location of the true shock. It is viewed rather as an approximate location yielding a \re ned grid" that is better able to represent the discontinuous solution than the Cartesian grid alone. Since the high resolution method is fully conservative and capable of capturing shocks even on a uniform grid, this gives a robust method for achieving increased resolution. Numerical results indicate that this can be quite successful and that, in fact, the grid interfaces can do a very good job of tracking a shock.
In previous work 38] (see also 29, 33] ) we have developed a one-dimensional shock tracking algorithm based on the same principles and demonstrated that it gives very good results on a variety of problems, including unstable detonation waves.
In one space dimension, collisions of fronts are easily handled simply by adjusting the time step so that any collision occurs at the end of a time step, and is then properly resolved in the solution to the Riemann problem at the start of the next time step. This has been used very successfullly in the one-dimensional version of this algorithm developed in 38], but unfortunately does not extend to two dimensions. In the current two-dimensional implementation of our method we have assumed a simple structure in the front, namely a single connected curve with no self intersections. This is clearly a limitation in regard to many interesting problems where fronts collide with one another, join together at triple points, or split up into disconnected pieces. We have not yet tackled many of the topological di culties, although some preliminary experiments with triple points in Section 5 indicate that this approach can be applied to deal with intersecting discontinuities also.
There are, moreover, many applications where the front topology remains simple and the approach described here is directly applicable to obtain high resolution results. Although for pure gas dynamics the most interesting problems often involve complicated shock structures with interactions and re ections, for these problems there are numerous high resolution \shock capturing" methods available that often do a very good job on a xed grid, avoiding the complication of shock tracking altogether. The real need for tracking seems to be in problems where more complicated phenomena near the front requires tracking in order to e ciently obtain high quality results. While ultimately there is a need to handle complicated topologies as well as more complicated phenomena at the front, there are already very interesting problems with simple front topologies. Examples include detonation waves (e.g., 5]), unstable interface problems (such as Rayleigh-Taylor and Kelvin-Helmholz instabilities), and viscous ngering phenomena in porous media ow. Some preliminary results obtained with our approach on unstable interfaces and porous media ow are given in 52] and 53] and work is continuing on these problems.
The main purpose of the present paper is to explain in some detail our basic approach to conservative front tracking, and to demonstrate that it is viable and promising in two space dimensions. This will be done in the context of the Euler equations of gas dynamics with shock tracking. We hope that this new set of tools can be applied in the development of more powerful algorithms for a variety of interface tracking problems.
Numerous other approaches to front tracking have been proposed over the years and we will mention only a few basic approaches. Many tracking methods are based on advancing the front using the Rankine-Hugoniot conditions, or other appropriate jump conditions, and then using a nonconservative method on each side of the front. In theory it is necessary to worry about conservation only in the case where discontinuities are being captured, since a lack of conservation may lead to incorrect weak solutions.
As long as all discontinuities are properly tracked, the smooth ow can be accurately represented with a nonconservative method. Early methods of this form can be seen in 16, 41, 51] .
Glimm and coworkers have developed a very extensive set of tools for shock and interface tracking in two space dimensions with this type of approach that have been successfully applied to a wide variety of problems (e.g., 9, 14, 18, 19, 20, 21, 22, 23] ). This package includes procedures to deal with complicated interactions of interfaces, Mach triple points, and other such structures in spite of the lack of conservation at the interface, and is currently being extended to three space dimensions.
Our feeling is that it is better to maintain conservation if possible, both to insure that discontinuities are really in the correct locations and to increase the robustness by allowing the possibility that some shocks are captured while others are tracked (see the ramp examples in Section 5, for example). Also in some calculations, with interfaces between di erent uids, for example, it may be important to exactly conserve the mass of each uid. With our approach it does not seem to be di cult to couple high resolution conservative methods with propagation of the front using the RankineHugoniot condition, which comes out automatically from the solution of the Riemann problem at the front.
In this sense our method is closest to that of Chern and Colella 8] . They use a Volume of Fluid (VOF) approach to keep track of the front location and then use high resolution conservative nite volume methods on the resulting grid. See also the work of Bell, Colella, and Welcome 1]. The key di erence is that they use a more traditional ux di erencing form together with a ux redistribution algorithm to maintain stability in the presence of small cells. Bourlioux 5] has obtained very nice results for unstable two-dimensional detonation waves using Chern and Colella front tracking coupled with adaptive mesh re nement.
We believe that our wave-propagation form gives a more physical propagation of information near the front. We also explicitly track the front location, maintaining a data structure similar to what is used by Glimm's group (in the simple case of a single front): a list of points that, when joined by curves, give the location of the front. These points are moved in each time step as the front propagates.
It would be possible to combine our wave-propagation approach to updating the solution with a di erent representation of the front location. Other techniques may have advantages, especially in dealing with complex topologies. The volume of uid approach used by Chern and Colella (see also 10, 25, 43, 44] ) is one possible approach, in which an additional scalar eld is introduced that measures the fraction of each cell that is on one particular side of the front. A di erential equation is developed for the advection of this scalar in each time step, and the front is reconstructed in each time step from the information stored in this eld. Recent work by Pilliod and Puckett 47] shows that it is possible to obtain second order accuracy with this type of method and appropriate reconstructions.
Another promising approach for maintaining information on the location of the front is the level set approach (e.g., 42, 46] ). Here an additional scalar eld (x; y; t)
is introduced in such a way that the front location is given by a particular level set of this function, say = 0. Again an additional equation is needed for the evolution of . A major advantage of this approach is that for many applications changes in topology can be handled quite easily. Many other multi-dimensional front-tracking algorithms have been developed and 3 several groups are actively involved in this area of research. See, for example, 6, 7, 15, 24, 26, 40, 44, 54] Outline of the paper. Our algorithm has two main steps:
1. Given the grid at time t n , determine the new grid at time t n+1 , the end of the time step.
2. Given the old and new grids and the numerical solution U n on the old grid at time t n , apply a nite volume method to determine U n+1 on the new grid at time t n+1 . Each numerical solution consists of cell averages over grid cells on the corresponding grid. We will rst discuss the nite volume methods needed for the second step. The main ideas of the wave-propagation approach used here are reviewed in Section 2 and the extension of this method to irregular grid cells near the front is described in Section 3. The front propagation algorithm in then described in Section 4. The results of some numerical tests are given in Section 5.
2. Finite volume methods based on wave propagation. We will rst brie y describe the basic high resolution method in wave-propagation form on a uniform Cartesian grid. See 31, 33, 34] for more details. This method will then be extended to the case of nonuniform grids created when some small cells are subdivided by the tracked front. The method is based on solving Riemann problems at each cell interface and using the resulting waves to update the solution in neighboring grid cells.
Let U n ij represent the cell average in grid cell (i; j) at time t n , and consider the interface between cells (i ? 1; j) and (i; j) for example. We solve the one-dimensional Riemann problem normal to this face, which in this case will be If p < 0 then the pth wave propagates into cell (i ? 1; j) while if p > 0 it propagates into cell (i; j). In the simplest version of this method, a two-dimensional extension of Godunov's method, the cell average in the cell a ected by this wave is simply updated by (kh p =h 2 ) p r p . Note that the quantity in parentheses is simply the fraction of the cell swept out by this wave (see Figure 1a) .
Although this method is not written in \ ux-di erencing" form, it can easily be shown to be fully conservative provided that
This is a fundamental property of the Roe solver. The qth piece is shown, moving upwards distance k q .
The stability of this rst order algorithm can be improved by introducing \trans-verse propagation" of these waves, so that they a ect the cells above or below row j as well, based on the propagation speeds in the y-direction. For a general system of m equations, each wave should be split into m pieces propagating at di erent speeds in the y-direction, based on the solution to a Riemann problem for the equation u t + g(u) y = 0:
The The factors multiplying q w q are simply the fractions of each cell that is overlapped by the wave. Note that with this tangential splitting the method remains conservative because the total contribution of the subwaves satis es (5) and the area swept out by each subwave is the same as the area of the original wave.
This method is rather expensive for general use since at each interface m + 1 Riemann problems must be solved | one normal to the interface to obtain the decomposition (2) followed by a Riemann problem in the orthogonal direction for each of the m waves to obtain the decompositions (5). This results in m 2 waves, each of which must be propagated over the grid. Actually, for the Euler equations in two dimensions, where m = 4, we can reduce this to 3 waves in each direction since two waves always move at the same speed and can be combined.
A more substantial savings can be made by splitting the rightward and leftward going ux di erences into upward and downward moving pieces rather than splitting each wave separately. This modi ed method, described in 35, 36] , appears to work just as well in general. However, for our present purpose of extending the method to irregular cells near the front, the original approach of splitting each wave appears preferable. Since the irregular cells cut by the front are relatively few in number, e ciency is not a great issue. Away from the front either approach can be used, or any other multidimensional nite volume method for that matter.
The method just described is still only rst order accurate, though the inclusion of transverse propagation gives better stability properties than the method in which waves are only propagated normal to interfaces. The method is typically stable as long as the time step k satis es k h max p;q (j p j; j q j) 1:
For a scalar problem this same approach has been suggested in many di erent forms (e.g., the corner transport upwind scheme described by Colella 11] .) Although the method is not second order, it turns out that the terms included by this modi cation give the correct cross-derivative terms needed for second order accuracy. For example, for the linear system of equations u t + Au x + Bu y = 0, a Taylor series expansion of the truncation error shows that for second order accuracy we need to include an approximation to the term 1 2 k 2 u tt = 1 2 k 2 (A 2 u xx + ABu xy + BAu yx + B 2 u yy ):
The wave-splitting method described above can be shown to give a consistent approximation to the 1 2 k 2 (ABu xy + BAu yx ) term 35]. To achieve full second order accuracy we need only add in the A 2 u xx and B 2 u yy terms, and adjust the one-sided rst order approximations to Au x and Bu y to be second order accurate centered approximations. be repeated here since we currently do not implement these correction terms in the irregular cells at the front. There is some discussion in 31] of how such corrections might be applied on irregular cells, and the algorithm would perhaps be improved by implementing this. However, since there is expected to be a large jump at the tracked interface, this is precisely where the limiters are expected to minimize the e ect of these \second order" corrections and reduce the method to Godunov. It seems reasonable to drop these corrections altogether with considerable simpli cation of the algorithm.
3. Finite volume methods with a moving front. As in our one-dimensional algorithm 38], our grid consists of two parts. We choose a uniform underlying grid that remains xed for all time, and we also introduce tracked interfaces which vary from step to step for the discontinuities in the ow eld. These tracked interfaces subdivide some regular cells into two or more subcells, creating some irregular cells. We use a piecewise linear representation of the front, so that each irregular cell is polygonal as shown in Figure 2a . We then view the union of the regular cells and irregular cells as our global grid. In each grid cell, the cell average is de ned by integrating the solution over the cell and dividing by the area of the cell. In Again transverse propagation can be included by using these waves to de ne Riemann problems in the orthogonal direction. This will give a splitting of the wave W p into subwaves W pq for q = 1; 2; : : :; m moving oblique to the interface rather than normal to it. Each of these waves is then propagated in an analogous manner, computing its intersection with the neighboring cells. The method remains fully conservative. These methods are described in more detail in 31, 52] . A crucial step in computing the update (7) is to determine the area of intersection of the wave with each grid cell. This is accomplished by representing both the wave and each grid cell as a polygon with the vertices stored as a linked list. A standard algorithm for computing the intersection of two polygons is then used 45, 48] . Because waves are allowed to propagate through more than one grid cell and are not con ned to remain within neighboring cells, this method satis es the CFL condition and is stable with a timestep chosen relative to the uniform grid, even when there are very small irregular cells near the interface. The method with transverse propagation typically remains stable as long as k is chosen so that (6) is satis ed relative to the uniform grid size h.
Extending this method to a moving grid requires more care. In each time step our front tracking algorithm consists of the following steps: 1) Determine the new location of the tracked interfaces at the next time step. 2) Insert these new tracked interfaces into the grid. Some cells will be subdivided and the values in each subcell must be initialized.
3) Take a time step on this nonuniform grid using the nite volume method described above to update the cell averages. 4) Delete the old tracked interfaces from the previous time step. Some subcells will be combined, and a value in the combined cell must be determined from the subcell values. In this section we discuss Steps 2, 3, and 4. The determination of the new front is discussed in the next section. For now we assume that we know the location of the front both at the beginning of the time step (the \old grid" at time t n ) and at the end (the \new grid" at time t n+1 ). An example is shown in Figure 3 , where a single grid cell is split into two subcells A and B on the old grid and into two di erent pieces D and E on the new grid (one of these may be empty if the front moves into or out of the cell in this step).
One way to implement the wave propagation algorithm is to apply it on the \inter-mediate grid" shown in Figure 3b , which contains both the old and new subdivisions and so the cell is split into 3 pieces, A, C, and D. We will rst describe this version since it is easiest to understand (and is a direct generalization of the method used in one dimesion 38]), but it is not used in practice because of di culties when the old and new interfaces cross, as indicated below in Figure 4 . Instead a di erent approach is used in practice that is described below. On the intermediate grid of Figure 3b , the values U n+1 S for S = A; B; C must rst be initialized to their values at time t n . However, at time t n we only know the values U n A and U n B . Since cells C and D are created by subdividing cell B, we initialize U n+1 C := U n B ; U n+1 D := U n B : (8) (One could consider a more accurate initialization based on higher order interpolation, but there are problems with this which already appear in one dimension, as discussed in 38].) Figure 3d shows a typical wave W p propagating from the interface between cells A and C into cells C and D. If the jump across this wave is p r p , then the updated formulas are given as usual by (7) for S = C; D and more generally for any cell that the wave overlaps.
In a similar manner we update cell averages due to all waves from all the Riemann problems at each cell interface on the intermediate grid. Note that there are no waves generated from the interface between cells C and D since there is no jump across this interface due to the initialization (8).
To delete the old front, we merge cells A and C into a single cell E on the new grid. The value U n+1 E is determined by the appropriate weighted average of the cell averages in cells A and C:
In practice this approach has di culties if the old and new fronts are not wellseparated, as illustrated in Figure 4 . Here the old and new fronts cross within the cell. In principle the approach outlined above could still be applied, but now the intermediate grid would have this cell subdivided into four pieces with some complication of the algorithm. To avoid this di culty we use a more robust algorithm in which the wave propagation is applied on the new grid rather than the intermediate grid. This method is easy to implement. For the data structures we keep the old grid and new grid separate. The values U n on the old grid are used to solve Riemann problems and the values U n+1 on the new grid are updated by the waves.
Step 4 in the algorithm is essentially eliminated since the new grid structure contains no reference to the old grid. The method is still fully conservative and gives exactly the same cell values as the rst approach with an intermediate grid.
Note that each wave is propagated independently of all others. In fact for a nonlinear problem there should be interaction of the waves when they collide. The algorithm we use can be viewed as a linearization of these wave interactions, since for a linear problem (in one space dimension, at least) this treatment would be correct. This is discussed in more detail in 32, 31]. 4 . Front moving algorithm. In each time step the front is approximated by a piecewise linear curve with knots at the points where this curve intersects the grid lines. We call the line segment dividing a given cell into two subcells an interface, and with each interface we have associated two points, the endpoints of the segment. The data structure is illustrated in Figure 5 . The points de ning the interface in the lth subdivided cell are denoted by (x 1 l ; y 1 l ) and (x 2 l ; y 2 l ), for l = 1; 2; : : :; n. In general x 1 l = x 2 l?1 and y 1 l = y 2 l?1 as shown in Figure 6 . (We will focus on explaining the main ideas and ignore the boundary conditions.)
In each time step we rst solve a one-dimensional Riemann problem in a direction normal to each tracked interface using the values from the adjacent cells as data and obtain the resulting jumps p r p and speeds p . We expect the solution to this Riemann problem to consist of one strong wave, corresponding to the shock or interface being tracked, and other weaker waves. The strong wave is used to help choose the new interface location. We discuss one simple approach in detail. # (9) where (cos( l ); sin( l )) T is the normal direction to the interface l at an angle l to the x-axis, and = 1; 2. Note that in many problems, e.g., when there is strong shear layer ow along the discontinuities, the tracked interfaces should be advanced not only in the normal direction to the interface as illustrated in Figure 7a , but also in the tangential direction. This can be done quite easily by introducing a transverse velocity , for example the average transverse velocity from the states on either side of this wave. Then (9) ? cos( l ) # : (10) After moving the points according to (9) or (10), the points (b x l ; b y l ) will no longer be proper points to de ne a set of interfaces (see Figure 6 ). The goal is now to use these points to de ne a new curve that passes close to these points. This can be done in many ways. One simple approach is to de ne average points (11) as indicated in Figure 6b and then interpolate a curve through these points andnally determine where this curve intersects the grid lines in order to de ne the new interfaces and points. In the simplest case we could do a piecewise linear interpolation through the points ( x l ; y l ), as indicated in Figure 7b . The averaging procedure (11) is performed (rather than interpolating through the (b x l ; b y l ) directly) to avoid di culties when the neighboring waves overlap one another rather than spreading out as in Figure 7 .
The new curve does not exactly match the proper front location, of course, nor does it even match exactly with the waves used to de ne it. However, it lies in approximately the correct location so that when the nite volume method described in Section 3 is applied, the strong waves arising from each of the tracked interfaces will move approximately to the new front boundary, as indicated in Figure 8 . As a result, there is minimal smearing of the sharp discontinuity in the solution. Recall that smearing occurs when a large jump propagates only part way through a grid cell. Averaging it onto the grid gives a smeared intermediate value. With our choice of the new curve, the strong waves will overlap some cells nearly completely and others hardly at all as seen in Figure 8 . The ratio M(W p \ S)=M(S) in (7) will be close to zero or one for each cell S. (12) where , u, v, p, E are the density, velocity in the x-direction, velocity in the ydirection, pressure, and total energy of gas per unit mass, respectively. We assume a -law gas, in which the internal energy satis es e = 1 ?1 p= , where is the ratio of speci c heats ( = 1:4 is used here). Then the total energy of the gas per unit mass is E = e + 1 2 (u 2 + v 2 ). The four components of Equations (12) express the conservation of mass, momentum in the x-direction, momentum in the y-direction, and energy,
We show some numerical results for problems involving shock waves for this model system. As a rst example, we consider a radially symmetric problem in which a The initial grid is shown in Figure 9a where the initial shock is inserted as an interface that subdivides some cells in the underlying 40 40 grid.
After 24 time steps (time t = 0:1 and Courant number 0 = 0:5), we obtain the results shown in Figure 10 on the grid shown in Figure 9b . Notice that the tracked shock remains smooth and circular and appears to be very well located. The cross-section along y = 0:5 shown in Figure 10b shows the sharpness of our result clearly. The solid line in this gure is the \true" solution as calculated with our one-dimensional front tracking algorithm 38] on the system u t + f(u) r = (u) with appropriate source terms for the radial symmetry, using h = 0:001. The two-dimensional results shown above were obtained using the high resolution method of 31] on the regular cells, with second order corrections and slope limiters. On the irregular cells the Godunov method with tangential splitting is used, as described in Section 3. Second order slope corrections with limiters were not applied in the irregular cells, where only the rst order propagation (with transverse motion) was used.
For this problem we can compute the error in each grid cell using the onedimensional results for comparison. We can also investigate the error in the location of the tracked front relative to the true shock location, as is done in Figure 11a Table 1 ). Figure 11b shows the value of in each irregular cell that is behind the shock (towards the origin) again ploted against (measured from the area weighted center of the cell). Figure 11c shows the same situation for the irregular cells ahead of the shock. In both cases convergence towards the true solution is observed. The large spikes in these gures typically correspond to small irregular cells. As explained in Section 3, there is some unavoidable smearing of the discontinuity with our simple Table 1 An accuracy study for a radially symmetric problem. Errors in density are shown, with notation de ned in the text.
h k E n k 1 k E n k 1 k E algorithms for moving the front and propagating waves. A tiny cell may be missed entirely by the waves or be entirely covered by a small piece of a wave coming from the wrong side of the front. Computing a 1-norm of the error along the front, by weighting the error in cell C l by M(C l ) and summing, shows reasonable convergence on both sides of the front. We de ne
where the sum is over the set of irregular cells in either the state behind the shock ? , or the state ahead the shock + . The factor 1=h is to account for the fact that we are integrating only along a one-dimensional curve in the plane. Table 1 shows the values of these errors for this grid re nement study. Behind the shock we observe a convergence rate of 1.3. Ahead of the shock it is only 0.82, but note that the magnitude of the error is smaller on this side. The 1-norm over the entire domain is also shown, summing the error in each cell weighted by cell area. These errors are naturally much smaller since the largest errors are concentrated near the front. We see overall convergence in the 1-norm with rate 1.67 for this example. Even in the max-norm (the largest error over any grid cell, including the irregular cells) we observe convergence at rate 1.43. (See 52] for more accuracy results.) Note in Table 1 the number in the parenthesis represents the exponent of the base 10, for example, 9:1615(?2) stands for 9:1615 10 ?2 . The order of accuracy of a method is computed by performing a linear least-squares t to a sequence of mesh re nement data f(log h l ; log k E n k); l = 1; ; mg, and take the slope as the order of accuracy of the method.
Our next example of shock tracking concerns a shock re ection problem in which an oblique shock is re ecting o a ramp. This problem has been studied extensively over the years, and the solution structure is well documented in many instances, see 17] for an example. See also 4], 12] for numerical results on these ramp-re ection problems using high resolution shock capturing methods.
As in the computations done by Chern and Colella 8], we initialize the incident shock wave at the ramp corner with an angle normal to the ramp where the pre-shock state is on the left to the shock. (The shock is moving leftward). For convenience, the ramp is arranged so that it is aligned with the grid in front of the shock and cuts through the underlying Cartesian grid in back of the shock as seen in Figures 12 and  13 . Figure 12 shows results for a single Mach re ection o a 30 o ramp. The Mach numbers of the incident shock is 1:65. In Figure 12a , we show the tracked shock at 20 equally spaced times. From the gure, it is easy to observe that the shock-ramp interaction causes a kink to form, which corresponds to the location of a triple point. Our shock tracking algorithm does quite well in tracking both the incident shock (above the kink) and the Mach stem (below the kink). We have not done anything special to follow the kink. The re ected shock behind the triple point is captured.
In Figures 12b and c , we show the density contours and the cross-section along the ramp, respectively, for the same run at time t = 0:64. We employed the same high resolution shock tracking method as to the previous cylindrical shock problem with a 200 80 grid on a rectangular region ( 0; 2] 0; 0:8]), and Courant number 0 = 0:9 (relative to the uniform cells). On the ramp boundary, the proper boundary condition for the Euler equations is zero normal velocity. Here we used a ctitious cell approach in part of the ramp that aligns with the underlying grid boundary, and a wave re ection approach in the part that cuts through the grid 31]. At the other boundaries, non-re ecting out ow boundary conditions were applied 38]. The solid line in Figure 12b shows the result obtained using shock-capturing on a uniform grid with twice the resolution. Figure 13 shows two calculations for a stronger Mach 10 shock, in which case a double Mach re ection is observed. In the calculation on the left, the Roe solver is used to solve all Riemann problems, including those at the tracked front. In the calculation on the right, the exact Riemann solver is used. For most calculations the two approaches gives essentially the same results and the Roe solver is preferred because it is quicker. For this strong shock re ection problem, however, we do see some slight di erences. In particular, the Mach stem hits the ramp more orthogonally with the exact Riemann solver. With the Roe solver there is some pushing out of this shock, an e ect that is also seen in other contexts with the Roe solver. (See, for example, Quirk's description of the \carbuncle phenomenon" in 49].)
Again the solid lines in Figure 13c show the results obtained using shock-capturing on a uniform grid with twice the resolution. The ner grid is better able to resolve the ow along the ramp behind the shock, and does a ne job of capturing the shock as well for this problem (and also in the previous single Mach re ection example). Our present purpose, however, is to demonstrate that our shock tracking approach can track the shock at the correct location even in these more complicated problems involving triple points. 6 . Conclusions. We have described a simple approach to multidimensional front tracking that is based on the following ideas:
1. Use a uniform Cartesian grid with some cells divided into two or more subcells. 18 2. Choose the subdivisions based on information about propagation of strong waves from the solution of Riemann problems. 3. Apply a high-resolution nite volume method on the resulting grid. Because high-resolution nite volume methods are used, it is not necessary that the grid capture the exact location of the discontinuity. The grid can be viewed as a re nement of a uniform grid chosen to conform reasonably well with the expected location of discontinuities. The method is then expected to work at least as well as a uniform grid method (hopefully much better) with relatively little additional work. Numerical experiments have con rmed that this methods does in fact do a very good job of maintaining sharp discontinuities in the correct locations.
Currently work is under way to apply this algorithm to speci c applications including uid interface instabilities and porous media ow. In the latter case, multiphase ow problems require the solution of an elliptic equation for the pressure in each time step, with discontinuous coe cients across the moving interface between di erent uids. We are now studying the use of Immersed Interface Methods as described by LeVeque and Li 37] for this part of the problem, coupled with front tracking as described in this paper.
The techniques developed here could be applied on arbitrary nonuniform grids, for example on a quadrilateral body-tted grid to study shocked ow in an interesting geometry. We prefer the simplicity of Cartesian grids, however, and plan to ultimately combine the front tracking procedure with a Cartesian grid treatment of irregular geometries, as developed by Berger and LeVeque 2, 3, 30] . This requires some additional work in cells where a front intersects the boundary, since an irregular cell cut o by the boundary is then also subdivided by the front. In principle this should not be di cult to handle.
