The first three dimensional performance matrix for use in photovoltaic 9 (PV) energy rating is reported utilising a novel energy rating solar simulator based on 
an on average bluer spectrum is observed ([3] and [4] ). Some materials, as such as amorphous silicon 26 devices ([5] , [6] and [7] ) show a further effect on the fill factor and one should expect additional 27 uncertainties in the yield prediction. The spectral mismatch correction [8] is thus only of limited 28 applicability. Thus it appears advisable to measure the effects of varying spectrum directly.
29
A realistic set of measurements would contain a matrix of measurements taken at all realistic 30 conditions for G, T and E, as they would be seen at the given site to be investigated. 
12
The intensity configuration of each light source colour either can be acquired manually or else with 
22
If the test device is a multi-junction device, it is important to ensure that the junction current balance 23 is the same as it would be under the reference spectrum. This ensures that the correct fill factor, and 24 thus maximum power, are measured. It also means that the simulator's light source intensities 25 additionally need to be slightly re-adjusted for the correct balance. This can be done with help of 26 different methods of which some of them can be found in [17] , [18] and [19] .
27
Regarding single-junction devices, once the intensity factors of the light sources are known, the 28 simulator output spectrum can be adjusted with help of the reference cell's spectral response (SR)
29
curve. The device under test can also be used for adjusting the output spectrum, which has been done 30 during this work as is eliminates uncertainties due to spectral mismatch between the test and reference 31
device. The intensity of each of the light sources in the solar simulator is adjusted separately until the 32 theoretical and real measured short circuit current on the test cell match. The theoretical value is 33 calculated using the relative spectral output of the light source, its intensity factor and the SR of the test device. At the end of the light adjustment, the same short circuit current as generated for the 1 reference spectrum should be measured on the test device.
2
It is also possible to use a spectroradiometer to check the spectrum and set the light source intensities.
3
In the presented case this was not done and achieved spectra were assumed based on previous 4 spectroradiometer measurements. The difference between the actual spectrum and the estimated 5 spectrum should not be significant as repeatability tests have shown. Thus the main uncertainties are 6 due to SR measurements of the test device and the relative spectral output calibrations of the light 7 sources at full intensity. 
27
Furthermore, in order not to eliminate the influences of spectrum in the G-T-E matrix, self referencing 28 was carried out with respect to the reference sunlight spectrum used in the G-T matrix measurement.
29
The conversion from measured I SC to measurement irradiance was recalculated for each spectrum 
A is the test device area, S T is the spectral response of the device under test, I SC,M is the measured 1 short circuit current and G R is the irradiance of the reference spectrum E R .
2
To accurately change the intensity in the solar simulator, without changing spectrum, the LED-based sources this calibration ensured that at least the current generated by the light is as much as possible 10 linearly changing with the control even so the spectrum is shifting (e.g. for a setting of 5% halogen 11 light intensity, the drive current of the halogens is controlled at 55%). Calibrations were done at the 12 same warm-up times used for the I-V measurements.
13
4 Measurement configuration
14
The measurement ranges in the G-T-E matrix (see Figure 2 ) have been defined as following:
15
• 5 different spectra (AM1.1, AM1.5 and AM2 to AM4)
16
• 5 different device temperatures (15°C to 55°C in steps of 10°C) 17
• 13 intensities ranging from 5% to 100% of the highest irradiance possible The reference spectra that have been chosen for this work are all except for AM1.5 simulated with 1 SMARTS for a device that is mounted in a fixed plane with 45 degree tilt and 7 degrees east-of-south.
2
All other input parameters have been set as given in the IEC60904-3 [20] . In case of AM1.5 the 3 standard spectrum has been used. The simulator output spectrum was set to match the reference 4 spectrum as closely as possible (see Figure 3 for AM1.1, AM2 and AM4). The largest deviations 5 between reference and output spectra were found in the 700nm to 800nm region with up to 37% lower 6 intensity (AM1.1 being the worst case) using the same wavelength binning as defined by the IEC 7 60904-9 [14], which leads a class B spectral match. The large deviation is due to low adjustability in 8 the area from red to infrared, as only the halogen lights produce light in this region. As mentioned in 9 the previous section 3.1, the spectra are here assumed to be as simulated in the fitting algorithm. 
23
Even in the case of crystalline silicon devices, which are typically seen as being unaffected, a change 24 in efficiency can be observed. As illustrated in Figure 4 , increasing air mass results in a small increase 25 in short circuit current over irradiance (I SC /G). Similar behaviour was also observed in outdoor 26 measurements as shown in [24] and [25] . This is due to the sunlight spectra (and simulator light 27 spectra) changing at a higher rate in the ultraviolet to red (300-650nm) region than in the near infrared As visible in Figure 6 and 7, the influencing factor on the increase in efficiency at higher air mass is 7 the current at maximum power point (MPP). MPP voltage is not visibly affected by spectral changes.
8
It is dominated by light intensity changes. There is no discernable effect on the FF. 
4
To determine the robustness of the measurement system, an uncertainty calculation was carried out 5 according to ISO/IEC Guide 98-3 [28] , using the approach given in [29] . The influencing factors can 6 be grouped into 4 main sections:
7
• I-V curve data acquisition and calibration
8
• Device temperature measurement and conditioning 9
• Irradiance and spectrum measurement and control
10
• Device mounting and connections
11
Uncertainty calculations were made with respect to the I-V curve measurement of the c-Si device at 12 AM1.5 spectrum with highest and lowest intensity. Table 2 summarises the identified uncertainties.
13
The uncertainties in I-V curve data acquisition (DAQ) are mainly influenced by the absolute 14 measurement card accuracy itself (0.13% k=1 in P MAX at high irradiance) and the calibration of the 
18
The second group incorporates uncertainties due to the measurement and control of the device 19 temperature. The use of a K-type thermocouple that was not calibrated (±1.5°C) introduced the largest 20 uncertainty with 0.35% (k=1) on P MAX at high irradiance. The non-uniformity over the test device was 21 estimated using a thermal imager at ±0.1°C and the temperature increases during measurements due to . Device linearity has also been included without reduction factor into the 18 uncertainty calculations, which was measured at 0.4% at high intensity and 1.7% at low intensity.
19
The last uncertainty in the group of irradiance and spectrum that needs to be accounted for is the 20 relative change of spectrum due to the halogen light sources when changing the intensity. As 
1
The uncertainty in the fill factor due to the 4-wire connection of the test device was estimated to be 2 the same as in [29] (0.45%).
3 
