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Abstract
Detecting the zero-temperature thermal Order-by-Disorder transition in classical mag-
netic systems is notably difficult. We propose a method to probe this transition in an
indirect way. The idea is to apply adequate magnetic fields to transform the zero temper-
ature transition into a finite temperature sharp crossover, which should be much easier
to observe and characterise with usual laboratory methods.
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1 Introduction
In condensed matter physics, fluctuations, whether thermal or quantum, usually suppress
order. However, this is not a rigorous rule. Some systems undergo an “Order-by-Disorder”
(ObD) transition in which the fluctuations restore order in an otherwise disordered ground
state [1, 2]. This ObD transition is, more precisely, the mechanism whereby a system with
a non-trivially degenerate ground state develops long-range order by the effect of classical
or quantum fluctuations. Therefore, a classical system exhibiting this transition has no
long-range order when the temperature is strictly zero and develops some at non-vanishing
temperature.
This phenomenon was first exhibited in the classical 2D Domino Model [3]. An exper-
imental 3D realisation, in the form of Ising pyrochlores with staggered antiferromagnetic
order frustrated by an applied magnetic field was recently proposed [4, 5] (concrete exam-
ples could be Nd2Hf2O7 or Nd2Zr2O7). Indeed, the zero temperature ObD transition is
relatively common in highly frustrated magnetic models [6, 7]. In this context, the geometry
of the lattice and/or the nature of the interactions make the simultaneous minimisation of
each term contributing to the energy impossible [8]. Two consequences of frustration are the
increase of the ground state energy compared to the one of the unfrustrated model and the
scaling of the number of degenerate ground states (sublinearly) with the size of the system.
Although the reason for the classical ObD transition is clear, it has been very difficult to
exhibit experimental evidence for it. One of the reasons is that the transition occurs at zero
temperature and it is therefore difficult to establish whether order is selected through the
ObD mechanism or it is due to energetic contributions not taken into account that actually
lift the ground state degeneracy. The aim of this paper is to propose a way to probe the
ObD transition in an indirect way which should be relatively easy to implement in the lab.
The idea, as we explain in the main part of the article, is to use external magnetic fields
to transform the zero temperature transition into a finite temperature sharp crossover, or
maybe even a genuine phase transition, and then detect the latter with usual methods. For
concreteness, we explain how this is achieved in the context of the 2D Domino Model.
The paper is organized as follows. In Sec. 2 we recall the definition and main properties of
the Domino Model. In particular, we establish the effective 1D model that describes its low
energy properties [1], which we will use in the rest of our study. In Sec. 3 we add quenched
disorder in the form of columnar random magnetic fields as a first attempt to displace the
ObD transition to a finite temperature. We start by showing, with an Imry-Ma argument [9],
that such a 2D disordered model cannot have a finite temperature phase transition but just
a crossover. Still, we characterise the pseudo ferromagnetic order thus achieved studying a
random field 1D effective model with the renormalization group approach. The next strategy,
described in Sec. 4, is to use alternate columnar magnetic fields. With them we achieve the
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goal of finding a finite critical temperature but we lose a bit of the phenomenology of the ObD
transition, as we explain in the body of the paper. In each Section we analyse the quench
dynamics of the pure and disordered Domino Models using Monte Carlo simulations, and we
describe how the temporal evolution confirms the static behaviour expected asymptotically.
A Section with our conclusions closes the article.
2 The Domino Model
The Domino Model is a 2D model defined on a square lattice with two kinds of ions A
and B that carry Ising spins and are placed on alternating columns [1, 3]. There are thus
three different interactions JAA, JBB and JAB between nearest neighbor spins. JAA and JAB
are ferromagnetic (JAA > 0, JAB > 0) while JBB is antiferromagnetic (JBB < 0). With
these parameters, all plaquettes in the lattice are frustrated. The system has size N × N
(N/2 columns A and N/2 columns B each of length N) and we assume periodic boundary
conditions. Therefore, the Hamiltonian is
H = JAB
∑
i,j
si,jsi,j+1 + JAA
∑
i
j even
si,jsi+1,j + JBB
∑
i
j odd
si,jsi+1,j , (1)
with si,j = ±1 the Ising spins sitting on the vertices of the square lattice. Henceforth, the
rows are labeled i = 1, 2, ..., N and the columns are labeled j = 1, 2, ..., N . We assume that
the interactions respect the hierarchy
JAA  |JBB| > JAB . (2)
2.1 Ground and first excited states
With the choice of parameters in Eq. (2), the ground states have ferromagnetic order on
each A column and antiferromagnetic order on each B column. Moreover, A and B columns
are effectively uncoupled because half of the spins are up and half down in a B column. As
a consequence, it has the same cost for the A columns to be up or down. The ground states
are frustrated because only half of the horizontal bonds with coupling constant JAB can be
satisfied in an optimal configuration. Moreover, looking at a typical ground state as the one
displayed in Fig. 1(a), we can see that the A columns are either up or down and the spins
on the B columns alternate between up and down, yielding a vanishing global magnetization
M = 0 (in the N → ∞ limit). The same occurs in all T = 0 ground states. It is easy to
see that there are 2N such ground states. The ground state entropy is then sub-extensive,
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(a) (b)
Figure 1: (a) A typical ground state of the Domino Model. Ferromagnetic interactions are rep-
resented by full lines, antiferromagnetic interactions by dashed lines. The hierarchy in Eq. (2) is
illustrated with bold and thin lines. (b) Two possible excitations are highlighted in red and green.
The red one has lower energy than the green one because it is sandwiched between two A columns
of the same sign. Flipping a spin of the A columns would cost even more energy because of the
hierarchy in the coupling constants in Eq. (2).
S ∝ N , but still much larger than the usual O(1) one of, say, the 2D ferromagnetic Ising
model.
Starting from the ground state, we can construct the first excited state by taking a B
column sandwiched in between two A columns of the same sign and turning one of its spin
from being anti-aligned to being aligned with the A spins, see the red + in Fig. 1(b). We
see that we lose 4|JBB| energy and we gain 4JAB energy from this process. Fixing EGS = 0
for the ground state energy, the excited state has energy E = 1 = 4(|JBB| − JAB). The
other possible excitation in a B column is one in which the flipped spin is in between two
anti-aligned A columns, see the green + in Fig. 1(b), which has energy 2 = 4|JBB| and it
is a higher excited state than the previous one. So, at low (but finite) temperature, when
only the first excited states are statistically relevant, A columns tend to be aligned for these
excitations to exist. This entropic effect forces the system to have long range ferromagnetic
order of the A columns at low temperature and thus exhibit the zero temperature ObD
transition [1]. Order is maintained until the critical temperature Tc = 1/βc (we set kB = 1)
given by
sinh(2βcJAB) sinh(βc|JAA + JBB|) = 1 (3)
beyond which the system becomes a conventional paramagnet.
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2.2 The effective 1D model
An effective 1D model for the low temperature, T  2, properties of the system that focuses
on the A columns was derived in [1]. The argument goes as follows. First, since JAA is much
stronger than the two other couplings, see Eq. (2), one assumes that the A columns are
perfectly aligned and then represents them as macro-spins of value N . Second,
– If a B chain is sandwiched in between two A chains with parallel spins, the first excitations
have energy
1 = 4(|JBB| − JAB) , (4)
andN/2 of them are possible, as explained in the previous Subsection. The partition function
of the B chain in this background (that we indicate with the subscript F ) is
ZF ' [1 + exp(−β1)]N/2 .
– If, instead, the two A chains have opposite orientation, the second N/2 excitations have
energy 2 = 4|JBB|. In this other background (that we label AF ) the partition function is
ZAF ' [1 + exp(−β2)]N/2 .
We can now integrate out the spins of the B columns to get an effective nearest-neighbor
coupling Jeff between the spins of two nearby A chains. Thinking in terms of a 1D effective
model of size N/2, the probabilities PF of two neighboring A chains (of size N) being parallel,
and PAF of two neighboring A chains being anti-parallel, are
PF =
exp(βJeff)
2 cosh(βJeff)
and PAF =
exp(−βJeff)
2 cosh(βJeff)
,
respectively. On the other hand, the same probabilities in the original model are
PF =
ZF
ZF + ZAF
and PAF =
ZAF
ZF + ZAF
.
Using these equations we find that
PF
PAF
= exp(2βJeff) =
(1 + exp(−β1))N/2
(1 + exp(−β2))N/2 ' (1 + exp(−β1))
N/2
since we choose |JBB| of the same order as JAB which makes 1 = 4(|JBB| − JAB)  2 =
4|JBB|. In conclusion we find a temperature dependent and O(N) effective coupling constant
Jeff(β,N) =
N
4β
ln[1 + exp(−β1)] (5)
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and the effective Hamiltonian of the 1D system is
Heff(T ) = −Jeff(T,N)
N/2∑
j=1
sjsj+1 (6)
with the new O(1) Ising spins, sj = ±1, representing the N/2 A columns.
We see that although the model in Eq. (6) is one dimensional, the coupling constant
is of macroscopic order (∝ N), allowing for long-range order in the effective model that
represents the ordering of the 2D system. In this way, as soon as T > 0, Jeff > 0 forcing the
system into a ferromagnetic phase as a regular 2D ferromagnetic Ising model, even though
only the A columns are ferromagnetically ordered: in the thermodynamic limit, the global
magnetisation density m = N−1
∑N/2
j=1 sj jumps from 0 to 1/2 in a discontinuous way. This
approximation is valid as long as we use the hierarchy of coupling constants in Eq. (2) and
|JBB| ∼ JAB. Indeed, we need JAA  (|JBB|, JAB) to consider the A columns as macro-spins
and 1 = 4(|JBB| − JAB)  2 = 4|JBB| to keep only the first excitation accessible at the
temperatures we study.
2.3 Dynamics
As far as we know, the stochastic evolution of the kinetic 2D Domino Model has not been
studied in detail yet. We will do it in later Sections of this paper, where we will compare it
to the ones of the disordered models.
3 Columnar random fields
Let us add quenched disorder to the 2D Domino Model in the form of N/2 columnar random
magnetic fields hi,j that couple bilinearly to the spins,
∑
i,j hi,jsi,j, but only to those on the
A columns and independently of the row index. In order words, hi,j = hj 6= 0 only for j
even. The hj’s are random i.i.d. variables drawn from a Gaussian distribution N (0, σ2).
The typical local random fields take absolute values of the order of σ = O(1).
The Imry-Ma argument can be easily applied to show that such disordered 2D model
cannot have a phase transition, as we discuss below (Sec. 3.1). Nevertheless, the finite size
model can still present a finite temperature crossover from a disordered low temperature
state to a quasi ferromagnetically ordered state at a higher temperature, in a way that
mimics the ObD transition but at a non-zero temperature, before disordering it again at a
still higher temperature. We analyse the first crossover in the context of the effective 1D
model that we assume remains the same as the one derived in Sec. 2.2, represented by the
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Jeff ’s in Eq. (5), even under the random fields which are, therefore, supposed to be very weak
compared to Jeff (Sec. 3.2). Finally, we study the quench dynamics of the 2D model using
different initial states and final temperatures mostly in the region with quasi ferromagnetic
order (Sec. 3.3).
3.1 The Imry-Ma argument
Here we show that by extending the Imry-Ma argument [9] to this model, the ferromagnetic
phase of the 2D system should be destroyed by the addition of the columnar random magnetic
fields.
Let us sketch why this is so. In order to simplify the discussion, take a homogeneous
ferromagnetically coupled (JAB = JAA = JBB = J > 0) Ising model in 2D with columnar
random fields. The energy variation due to the reversal of an isotropic domain of aligned
spins with linear size l in D dimensions is of the order
∆E ∼ 2JlD−1 − 2lD+12 Y , (7)
with Y representing a Gaussian random variable, Y = N (0, σ2). The first term is the energy
cost due to the inclusion of a domain wall with length of the order of l and the second term
is the energy gain that one can achieve from the bulk of the domain due to the correlated
random fields.
The excess energy ∆E in Eq. (7) is interpreted as a function of l. This function has a
maximum at a given l as long as D > D`. Accordingly, the lower critical dimension in a
RFIM with columnar correlated fields is D` = 3, higher than the one with i.i.d. local random
fields, which is D` = 2. Therefore the correlated random fields are even more efficient in
destroying the ferromagnetic order than the perfectly random ones, as could have been
expected.
Still, this reasoning only applies in the thermodynamic limit. We may still see a pseudo
ferromagnetic phase in small systems. For this reason, we will propose that a pseudo tran-
sition survives under the columnar random fields and study it with an effective 1D model
before presenting a dynamic analysis that gives support to this assumption.
3.2 The 1D disordered model
We now have an effective 1D Random Field Ising Model (RFIM), with the A columns of
size N considered as N/2 spins taking values Nsj = N(±1), leading to an effective coupling
constant Jeff ∝ N between the spins sj = ±1, and i.i.d. random fields with absolute value
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of order σ = O(1) that couple linearly to the Ising spins. Its Hamiltonian is
Heff(T ) = −Jeff(T,N)
N/2∑
j=1
sjsj+1 −N
N/2∑
j=1
hjsj . (8)
For each choice of the hj’s we can compute the partition function, the free energy density
and the magnetisation and then average over the different realisations of disorder.
Because at T = 0, Jeff = 0, see Eq. (5), at zero temperature the macro-spins are uncoupled
and simply align with their associated magnetic field hj. This single ground state still has
magnetisation M ′GS = 0 because in the infinite size limit, half of the hj’s point up and half
down. Nonetheless, this ground state has now a lower energy than the one of the model
without disorder (EGS = 0); more precisely,
E ′GS = −N
N/2∑
j=1
|hj| . (9)
In the N  1 limit, using E[|hj|] =
√
2/pi σ and the central limit theorem
E ′GS ' −
√
1/(2pi) σ N2 . (10)
At very low temperatures Jeff is very weak and the system is expected to stay in this zero
magnetization ground state until a sufficiently high temperature is reached – and Jeff(T,N)
is made strong enough – for some ferromagnetic order to appear despite some of the spins
having to be anti-aligned with their magnetic field. The energy gain by aligning the N/2
macro-spins is EF = −(N/2)Jeff(T ranObD). We can estimate the crossover temperature T ranObD
by comparing EF and E ′GS, leading to
Jeff(T
ran
ObD, N) ∼
√
2/pi σN (11)
with Jeff still given by Eq. (5). Using this equation and setting 1 = 1, we find that for
σ = 0.01 we should have T ranObD ∼ 0.4 and for σ = 0.005, T ranObD ∼ 0.33. More generally, T ranObD
is an increasing function of σ that vanishes at σ = 0.
We insist upon the fact that the effective 1D RFIM that we constructed does not have a
genuine phase transition, in the same way as the conventional 1D RFIM does not have one
either. Still we can use the random fields to create a sharp crossover at a finite temperature.
Our intuition is that this crossover should be reminiscent of a first order phase transition
because there is no continuity in the two different states of lower energy before and after the
crossover.
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We can estimate the length of the system NIM beyond which the pseudo ferromagnetic
phase ceases to exist, that is, when flipping a macroscopic domain can lower the energy
of the system (∆E < 0). Thinking in terms of the 1D effective model with the coupling
constant Jeff , the reversal of a domain of length L implies an energy cost equal to 4Jeff and
an eventual energy gain equal to −Nσ√L/(2pi) due to the random fields. These two scales
are equal for
LIM ∼
(
4Jeff
√
2pi
Nσ
)2
, (12)
and gives an order of magnitude of the system length, NIM ' LIM beyond which ferromag-
netic ordering cannot be sustained.
A simple way to compute the equilibrium properties of the 1D effective model with peri-
odic boundary conditions and random fields is to use the exact renormalisation decimation
procedure [10, 11, 12]. Starting from the partition function
Z =
∑
s0,s1,...sN/2−1
exp
(N/2−1∑
j=0
Kjsjsj+1 +
N/2−1∑
j=0
Hjsj
)
, (13)
where we set Kj = βJeff and Hj = βhj, we can sum over the odd spins and rewrite it in the
same form
Z =
∑
s0,s2,...sN/2−2
exp
( N
4
−1∑
k=0
H2ks2k
) N
4
−1∏
j=0
∑
s2j+1=±1
exp(K2j(s2j + s2j+2 +H2j+1)s2j+1)
=
( N
4
−1∏
k=0
c2k+1
) ∑
s0,s2,...sN/2−2
exp
( N
4
−1∑
j=0
K
′
2js2js2j+2 + (H2j +H
′
2j +H
′
2j+2)sj
) (14)
with K ′ the rescaled coupling constant and H ′ the extra magnetic field we add to rescale
H. Equating Eq. (13) and Eq. (14) we find the system of equations
c2j+1 e
K
′
2j+H
′
2j+H
′
2j+2 = 2 cosh(K2j +K2j+1 +H2j+1) ,
c2j+1 e
K
′
2j−H
′
2j−H
′
2j+2 = 2 cosh(−K2j −K2j+1 +H2j+1) ,
c2j+1 e
−K′2j+H
′
2j−H
′
2j+2 = 2 cosh(K2j −K2j+1 +H2j+1) ,
c2j+1 e
−K′2j−H
′
2j+H
′
2j+2 = 2 cosh(−K2j +K2j+1 +H2j+1) ,
(15)
for j = 0, ..., N
4
− 1. We iterate the decimation until there are only two spins left in the
system: s0 and sN/4 and we then compute Z for the 4 configurations of the decimated
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system. From it we derive the free-energy and the mean magnetization
F = − 1
β
lnZ and M =
∂F
∂(δh)
∣∣∣∣
δh=0
, (16)
where δh is an infinitesimal shift added as a global perturbing magnetic field.
(a) (b)
Figure 2: Renormalisation group calculation of the mean magnetization density m = M/N in the
1D Random Field Ising model (8) with different system sizes given in the key. (a) σ = 0.01 and
(b) σ = 0.005 with σ2 the variance of the Gaussian distribution from which the magnetic fields are
drawn.
In Fig. 2 we observe that, in all cases, the magnetisation density m smoothly increases
from 0 to a value close to 1. For small N , N ≤ 128, the curves are non-monotonic and m
decays again after reaching a maximum. Instead, for sufficiently large N , say N ≥ 512, m
monotonically approaches 1. However, for these large system sizes there is no crossing of
curves, of the kind expected in a phase transition. This confirms that the random fields may
destroy the 2D ferromagnetic phase in the limit N → ∞, as the Imry-Ma argument that
we present in Sec. 3.1 shows that indeed occurs. For these sizes, the curves still approach
m = 1 because Jeff increases with temperature. However, at fixed T , the ferromagnetic order
is lowered as the size of the system is increased and one can argue it will disappear in the
infinite size limit. If we ignore the fact that there is a strong size dependence in our results,
we can still reckon that the magnetisation reaches, say, 0.5 in a system with N = 256 and
σ = 0.01 (a) at T ranObD ∼ 0.75 while it takes the same value in a system with the same system
size and σ = 0.005 (b) at a lower temperature, T ranObD ∼ 0.6. This trend is in agreement with
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the estimate in Eq. (11), and the numerical values are not too far from the ones given in the
text right below this equation.
3.3 Dynamics
In order to confirm the quasi ferromagnetic order reached by the ObD mechanism in a finite
range of non-zero temperatures, we focus now on the quench dynamics of the bidimensional
model with random columnar magnetic fields, following the evolution of different initial
conditions at the target temperatures. To study the 2D model we implement a Monte Carlo
simulation using the Metropolis algorithm [13]. A time-step is defined as N2 random flip
attempts as the system is of sizeN×N . For this simulation, we took the parameters JAA = 2,
JBB = −1 and JAB = 0.75 to keep the energy of the first excitation at 1 = 4(|JBB|−JAB) =
1, and to make the energy between the ground state and the second excited state much larger
2 = 4|JBB| = 4. The critical temperature between the ferromagnetic and paramagnetic
phases of the pure Domino Model, see Eq. (3), is T purec ' 1.40 for these parameters.
3.3.1 Quenches from high temperatures
Here we investigate the dynamics following the usual quench protocol [14, 15, 16]: starting
from a completely random high temperature initial state, si,j = ±1 with probability 1/2,
we evolve it with the Metropolis rule at T = 1, where the system should tend to order
ferromagnetically for the finite system sizes used here. Indeed, we estimated the temperature
above which no ferromagnetic ordering should be reached to be T ranc ∼ 1.35 using several
runs of the Monte Carlo code for different temperatures and sizes (not shown). This value
is close the one found using Eq. (3), T purec = 1.4, for the pure Domino Model considering
it should be a bit lower in our case as an effect of disorder. Also, using Eq. (12), we find
that the Imry-Ma length is of order NIM ∼ 104, ensuring that we are below this length
in the simulations and that the system should tend to order ferromagnetically for the sizes
accessible in numerical simulations. We recall that, for the model with random columnar
fields, T ranObD ' 0.4 for σ = 0.01 and T ranObD ' 0.33 for σ = 0.005.
Snapshots
The dynamics of frustrated magnets are expected to be slower than the ones of the pure
counterparts [17, 18] and in many cases they can also be anisotropic [19, 20, 21, 22, 23, 24].
Indeed, the Domino Model is essentially anisotropic and the growth of order should reflect
this anisotropy. More precisely, ferromagnetic ordering along the A columns in the horizontal
and vertical directions may, in principle, occur in different time scales, as well as anti-
ferromagnetic ordering along the B columns. We focus on the growth of ferromagnetic order
12
t = 0 t = 28 t = 216 t = 220
t = 0 t = 28 t = 216 t = 220
Figure 3: Snapshots of the system with N = 128 after a quench from a random initial condition
across the ferromagnetic transition (pseudo in the random problem) to T = 0.35 which is, moreover,
also lower than TObD in the disordered model. The first line shows four representative snapshots of
the instantaneous state of the pure model and the second line the same for the model with quenched
random columnar fields with σ = 0.08 and T ranObD ' 0.90. The time at which the images were stored
are indicated below them.
on A columns.
Figure 3 displays the evolution of a system with N = 128, quenched from a totally
disordered initial condition and evolved at T = 0.35. Red and white cells represent up and
down spins. The first row presents four snapshots of the pure Domino Model at the times
written below the images (T = 0.35 < T purec in this case). The initial state is fully disordered
with as many up as down spins placed at random in the box. The system progressively orders
and, as it is clear from the later images, it does faster in the vertical direction. A typical
length of domains in the horizontal direction is also growing at a slower speed. Once flat
interfaces between the up and down domains are created it will take much longer to kill
them and fully order the sample ferromagnetically on all A columns. More details of the
13
(a) (b)
Figure 4: (a) Zoom on a snapshot. The different behaviour of A and B columns is clear here.
(b) Fraction of the spins of A columns aligned with the local random magnetic field following the
quench dynamics of the system with columnar random fields. The upper curve corresponds to the
case showed in Fig. 3.
configurations can be seen in the zoom in Fig. 4(a).
The snapshots of the pure model can be confronted to the ones of the model with the
columnar random fields that are shown in the second row of Fig. 3 (T = 0.35 < T ranObD ' 0.90
in this case). Globally, the evolution is similar to the one of the pure model although some
quantitative differences, as the fact that the horizontal extent of the ferromagnetic domains
is shorter in the random model, are easy to spot. The reason for this is the pinning character
of the random fields, which is further exhibited in Fig. 4(b).
The plot in Fig. 4(b) shows the evolution of the fraction of spins of A columns that are
aligned with their local columnar magnetic field. This fraction increases with time as the
system approaches equilibrium and with the typical strength of the fields, σ. The blue curve
is associated with the evolution of the system we follow on the second row of Fig. 3 and
shows that, in the last snapshot (t = 220), more than 90% of the spins are already aligned
with their magnetic field, probing the pinning (and disordering) character of the latter. We
deduce that the spin domains on this snapshots are mostly due to parts of the system where
the hj have the same sign.
The figures suggest that while the horizontal length scale of the domains between flat walls
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is of the order of the system size in the pure model, the domains are of finite horizontal size
in the disordered case.
Magnetisation and correlations
After the generic discussion of the snapshots in Fig. 3, in Fig. 5 we show the time evolution
of mA defined as
mA(t) =
2
N2
〈∣∣∣ N2/2∑
kA=1
skA(t)
∣∣∣〉 (17)
with 〈. . . 〉 the average over many realisations of the dynamics and kA running over the A
spins indices only. For N = 512 the magnetisation remains smaller than 0.1 until t ' 104.
The analysis of the coarsening process will be done for such linear system size ensuring that
the evolution remains sufficiently far from any possible equilibration.
Figure 5: Monte Carlo dynamics at TObD < T = 1 < T ranc of the 2D Domino Model with columnar
random fields with σ = 0.01. Time evolution of the mean magnetisation density of the A columns,
mA(t) defined in Eq. (17), after quenches from a fully random initial condition across the PM-FM
crossover at T ranc and above the one at T ranObD. Different curves correspond to different sizes given in
the key.
The plot in Fig. 6(a) is representative of the coarsening dynamics across a second order
phase transition [14, 15, 16]. We display the horizontal correlation function of the spins
15
(a) (b)
Figure 6: Monte Carlo dynamics after a quench (cooling) from a completely random initial con-
dition across the PM-FM and above the Order by Disorder crossovers to T = 1. Square system
with linear length N = 512. (a) Horizontal correlation function Cx(x, t) as a function of x for a
system with columnar random fields (σ = 0.01), at different times given in the key. (b) Evolution
of the typical growing correlation length Rx(t) for systems with different standard variation of the
random fields given in the key.
sitting on the A columns
Cx(x, t) =
2
N2
(∑
i,j s2i,js2(i+x),j −
(∑
i,j s2i,j
)2)
1− (∑i,j s2i,j)2 =
2
N2
∑
i,j s2i,js2(i+x),j −mA(t)2
1−mA(t)2
(18)
of a system withN = 512 for which the ferromagnetic magnetisation density of these columns
at the longest time t ' 105 should be of order of mA ' 0.1, see Fig. 5. The system
progressively orders, and this is represented by a Cx(x, t) that decays to 0 with distance
in a slower manner for increasing times. These curves can be compared, for example, to
the ones in Fig. 17 in Ref. [25], where similar data for the 2D Ising Model are shown. We
obtain the typical growing correlation length in the x-direction from the standard criterion
Cx(Rx(t), t) ∼ 1/e (see the horizontal dotted line in Fig. 6(a)). We then plot the evolution
of Rx(t) with time in panel (b). We find that at short time scales the pure and disordered
Domino Models have Rx(t) ∝ t1/2, as expected for the curvature driven dynamics of a
non-conserved scalar order parameter system. The various curves correspond to different
strengths of the random fields, as quantified by their standard deviation σ given in the
key. At the longest time scales that we show the growth in the model with random fields
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saturates, to a value that decreases with increasing σ. The annihilation of these domain
walls should involve much longer time scales (see, for example [26, 27], for their study in the
pure 2D Ising model) and it needs thermal activation to create a bump on the otherwise flat
interfaces that, moreover, are pinned by the random fields.
Figure 7 confirms that the system orders faster vertically than horizontally. In panel (a)
we present the vertical correlation function of the spins belonging to columns A
Cy(y, t) =
2
N2
∑
i,j s2i,js2i,j+y −mA(t)2
1−mA(t)2 (19)
while in panel (b) we represent the corresponding growing length as a function of time.
(a) (b)
Figure 7: Monte Carlo dynamics of the 2D square Domino Model, of linear length N = 512, under
columnar random fields with σ = 0.01. Dynamics after a quench from a completely random initial
condition across the PM-FM, and above the Order by Disorder, crossovers to T = 1. (a) Vertical
correlation function on A columns, Cy(y, t), as a function of y for different times given in the key.
(b) The growing correlation length, Ry(t), in the vertical direction.
3.3.2 Heating from the disordered ground state
We now investigate the dynamics across the ObD crossover itself, starting from the ground
state (corresponding to T = 0) and fixing the working temperature to T = 1 as in the
sub-critical quenches discussed in Sec. 3.3.1 where the system, for the sizes we use, should
eventually approach a ferromagnetic configuration. Snapshots in Fig. 8 show an example
of these dynamics. In the pure system (top panels) the final configuration is one in which
the system ordered ferromagnetically on the A columns with -1 spins. In the disordered
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case (bottom panels) the dynamics is slower and the stationary state has not been reached
yet. Data for the pure model are gathered using, for each Monte Carlo run, an initial state
chosen randomly among the collection of all possible ones. Instead, the simulations with
random fields are started from the unique ground state, which is determined for each run
by the magnetic fields that we draw from the Gaussian distribution. The average is then
computed over random fields and/or Monte Carlo random numbers.
t = 0 t = 28 t = 216 t = 222
t = 0 t = 28 t = 216 t = 222
Figure 8: Snapshots of a system of size N = 128 after a sudden increase in temperature from
the disordered ground state to T = 1. In the pure model, this temperature is below T purec . In the
disordered one (σ = 0.01), it is in between the pseudo critical temperatures T ranObD and T
ran
c . The
time at which the images were stored are indicated below them.
In Fig. 9 one finds the horizontal correlation functions as functions of distance, for different
times, in panel (a). The curves have the same qualitative behaviour as the ones already shown
for the quenches from the infinite temperature state. However, the growing length is pretty
different from, and much slower than, the usual t1/2 curvature driven form, as can be seen
in panel (b).
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(a) (b)
Figure 9: Heating across the ObD crossover in a square 2D system with linear length N = 512, and
columnar random fields with σ = 0.01, evolving from one of the zero temperature ground states.
(a) Horizontal correlation Cx(x, t) as a function of x, at T = 1, σ = 0.01, and for different times
given in the key. (b) Evolution of the typical growing correlation length Rx(t) for different values
of the disorder strength.
4 Staggered columnar magnetic fields
In order to have a phase transition towards a ferromagnetically order state upon increasing
temperature, circumventing the Imry-Ma argument, we no longer use random fields, but
alternate columnar magnetic fields hj = (−1)jh. Because the hj are not random but stag-
gered, the formation of macroscopic reversed ferromagnetic domains is no longer possible.
The drawback is that we lose some specificity of the ObD phenomenon because the zero-
temperature ground state is now antiferromagnetic as the staggered magnetic fields impose.
Still, the strategy is to use these fields as a probe to exhibit the underlying conventional
ObD transition. The idea is to impose an antiferromagnetic equilibrium state at very low
temperature, that would be replaced by the ferromagnetic one at a first order phase tran-
sition taking place at a finite temperature below the one at which the system reaches the
paramagnetic high temperature phase.
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4.1 The 1D model
The Hamiltonian of the effective 1D model under staggered local fields is
Heff(T ) = −Jeff(T,N)
N/2∑
j=1
sjsj+1 −Nh
N/2∑
j=1
(−1)jsj (20)
with Jeff(T,N) ∝ N , as given in Eq. (5).
Figure 10: Mean magnetization of the 1D model with staggered magnetic fields with amplitude
h = 0.01, for different system sizes given in the key.
We compute the mean magnetisation using the transfer matrix method with a matrix
T = W1W2 representing a block of two columns with W1 for a column with a positive
magnetic field and W2 for a negative one
W1 =
(
e
N
4
ln(1+e−1/T )+Nδh
T e−
N
4
ln(1+e−1/T )+Nh
T
e−
N
4
ln(1+e−1/T )−Nh
T e
N
4
ln(1+e−1/T )−Nδh
T
)
,
W2 =
(
e
N
4
ln(1+e−1/T )+Nδh
T e−
N
4
ln(1+e−1/T )−Nh
T
e−
N
4
ln(1+e−1/T )+Nh
T e
N
4
ln(1+e−1/T )−Nδh
T
)
,
with δh > 0 an infinitesimal magnetic field we add to compute the magnetisation. Writing
λ+ and λ− the eigenvalues of T , the free energy per spin is
f = −2T
N2
ln
(
λ
N/4
+ + λ
N/4
−
)
(21)
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and the mean magnetization per spin m is
m = − ∂f
∂(δh)
∣∣∣∣
δh=0
. (22)
We find a transition temperature T colObD = 0.35 with h = 0.01 (see Fig. 10) which corre-
sponds to what we expect by comparing the interaction energy governed by the effective
coupling constant at T colObD and the energetic contribution of the magnetic field
Jeff(T
col
ObD, N)
N
=
h
2
. (23)
We note that, apart from numerical constants, this is the same equation as (11), where σ
has been replaced by h. T colObD for the columnar field model is also an increasing function of h
departing from 0. The numerical data displayed in Fig. 10, which represent m as a function
of T , confirm the fact that the system undergoes a first order phase transition at T colObD.
4.2 Dynamics
We now turn to the analysis of the quench dynamics of the 2D model with alternate columnar
magnetic fields.
Figure 11 shows the evolution of a system with N = 128 and staggered columnar magnetic
fields of strength h = 0.08, quenched from a disordered initial condition and evolved at
T = 0.35 < T colObD. If we compare these snapshots with those on Fig. 3, we see that as for
the two systems studied before (the pure Domino Model and the one with random magnetic
fields), the system progressively orders in the vertical direction. The difference here is that
the domains are not growing in the horizontal direction because of the pinning character of
the alternate magnetic fields. On the last snapshot, we can see that the system reached its
equilibrium state at T = 0.35 which is also a ground state of the pure Domino Model at
T = 0.
In Fig. 12 we display the horizontal correlation functions of the Domino Model with
columnar alternate fields of strength h = 0.01 for increasing times given in the key of (a).
In panel (b) the growing correlation is reported and compared to the t1/2 law as well as to
the growing correlation of the random fields case with σ = 0.01. The data confirm that the
system orders ferromagnetically on the A columns in between T colObD and T colc .
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t = 0 t = 26 t = 212 t = 218
t = 0 t = 26 t = 212 t = 218
Figure 11: Snapshots of the system with N = 128 and h = 0.08 after a quench from a random
initial condition to T = 0.35 < T colObD (first line) and T
col
ObD < T = 1 < T
col
c (second line). The time
at which the images were stored are indicated below them. On the latest image of the first line,
the configuration is one of the ground states with alternate ordering of A columns, whereas on the
latest image of the second line, the ordering of A columns is ferromagnetic.
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(a) (b)
Figure 12: Monte Carlo dynamics of the 2D Domino Model with columnar alternate fields (h =
0.01). Dynamics after a quench from a completely random initial condition across the PM-FM
transition. The evolution is followed at T = 1, that is, TObD < T < T colc . (a) Horizontal correlation
Cx(x, t) as a function of x for different times given in the key. (b) Evolution of the typical growing
correlation length Rx(t). Square system of linear length N = 512.
5 Conclusion
The goal of our work was to find a way to displace the thermal ObD transition from zero to
a non-vanishing temperature. The idea was to thus render the experimental observation of
this phenomenon easier. To reach this aim we followed two routes, using the Domino Model
as the testing ground.
On the one hand, we added well-tuned quenched columnar random fields. These fields
lift the degeneracy of the ground states, selecting one that still has zero magnetisation but
lower energy than the one under no fields. Consequently, the system is stuck in this state
until the temperature is high enough for it to access the large number of first excited states.
In this case, the ObD crossover happens at a finite temperature TObD > 0 but long-range
order is suppressed by this type of disorder in the thermodynamic limit. Still, we observed
an ObD crossover at a finite temperature for small system sizes using various numerical and
theoretical methods that were in good agreement with our predictions.
In the second approach, we used alternate columnar magnetic fields that do indeed dis-
place the transition at finite temperature. In this case we computed the theoretical ObD
transition temperature using the transfer matrix method and we confirmed it with dynamic
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measurements. We also mentioned some indications that the ObD transition is first order.
Even though both random and alternate fields impose the ground state, the finite tem-
perature crossover or transition can be used to probe the ObD phenomenon in the model
without applied fields. Since the crossover or transition temperatures can be tuned at will,
our procedure allows one to probe the ObD mechanism without going to too low tempera-
ture, where other kind of energetic contribution might interfere with it. In conclusion, we
think that these methods should be useful to check whether a system exhibits the ObD
transition.
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