Introduction
Finding solutions to a polynomial of order higher than two has been unavoidable in engineering works. Mostly only real roots were required. In these cases the graphical method could give good initial guesses for some efficient numerical methods such as the Newton-Raphson method. However the determination of all possible roots has been very challenging. There are general solutions for cubic-and quartic polynomials [1] . Beyond the quartic polynomials some special forms and sufficient conditions for solvable polynomials have been studied [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] .
The purpose of this technical paper was to propose a mathematical tool for solving for all possible roots of a polynomial of degree higher than two. It included the decomposition technique and the Newton-Raphson method for a system of nonlinear equations. The decomposition technique was applied for rewriting the original polynomial into the form of product of two polynomials of lower degrees. Based on the concept of undetermined coefficients each coefficient of an x power in the original polynomial would be equated to the corresponding collected-expanded one of the product of the two decomposed polynomials. The unknown coefficients in decomposed polynomials of the lower degree would be eliminated. Based on this a system of nonlinear equations of unknown coefficients in the decomposed polynomial of the higher degree was obtained. Then the n-D Newton-Raphson method was used to solve for the unknown coefficients from the system of nonlinear equations. The eliminated coefficients were obtained by back substitutions. The formulations and the concepts would be discussed in Section 2. In Section 3 the applicability of the proposed mathematical tool would be demonstrated in several numerical examples. From which critical conclusion could be drawn in Section 4.
II.
Decomposition of the Original Polynomial Equation (4) Further deflations can be done as soon as additional roots will be found. Real roots of polynomial equations could be obtained in Bernstein form by numerical analysis [11] . The graphical method can be served as a powerful tool for determining the number of real roots, approximate values of real roots and nature of the real roots e.g. double real roots or triple real roots etc. Usually any value of a real root from the graphical method can be used as an initial guess value of a numerical method e.g. the Newton-Raphson method.
Decomposition of a Polynomial Equation of Order
The rest of this technical paper will be devoted for the decomposition of an original polynomial equation into two decomposed polynomial equations of lower degrees.
Decomposition of a Polynomial Equation 2.2.1 Proposed Decomposition
An original polynomial equation of order m as in the form of (2) can always be decomposed into two polynomial equations of lower degrees. For an original polynomial equation of an odd degree the equation will be decomposed into two decomposed equations of lower degrees i.e. one decomposed polynomial equation with an odd degree and the other decomposed polynomial equation with an even degree. For an original polynomial equation of even degree, however, the function will be decomposed to two decomposed equations of even degrees. The reason behind is that a polynomial equation of odd degree will always have at least one real root. However no real root is guaranteed for a polynomial equation of an even degree. Therefore for the case of an original polynomial equation of even degree it is conservative to assume both two decomposed polynomial equations of even degrees, since a quadratic equation can always be solved in a closed form formula. Our discussions will be focused on the polynomial equations of degree higher than two i.e. degree three onwards.
The orders of the two decomposed equations are summarized in Table 1 . 
Bairstow's Decomposition
Bairstow [12] proposed decomposing a polynomial of order m in form of (5) into a product of two lower degrees, i.e. a quadratic function and a polynomial of degree 2  m , plus a remainder term in form of (6) .
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Complete Bairstow's Decomposition
The decomposed polynomial equation of (8) can be further decomposed until the degree of the last decomposed equation is two or one. For an original polynomial equation of an even degree or an odd degree, the complete Bairstow's solution can be rewritten in form of (9) or (10) 
where   x Q is a quadratic function. 
Decomposition of a Cubic Function
Equating each coefficient in (13) to the corresponding term in the original equation in (11) leads to 3 equations: 
Thus, 0 d can be eliminated from (14.a) and (14.b) such that a system of two nonlinear equations in two simultaneous unknowns 1 e and 0 e is formed. Once 1 e and 0 e are obtained from a numerical method i.e. the Newton-Raphson method in two dimensions, 0 d can be obtained by back substitution via (15). The proposed decomposition for a cubic equation has exactly the same form as the Bairstow's method and it is already complete.
Decomposition of a Quartic Function
Consider a general quartic equation: 0
(17) The quartic equation may be decomposed into a product of two equations i.e. two quadratic equations as shown below: The proposed decomposition for a quartic equation has exactly the same form as the Bairstow's method and it is already complete.
Decomposition of a Quintic Function 2.5.1 The Proposed Decomposition
Consider a general quintic equation: 0 
Bairstow's Decomposition
The proposed decomposition for a quintic equation has exactly the same form as the Bairstow's method and the cubic equation obtained can be further decomposed by using the proposed decomposition as discussed in Section 2.3.
Complete Bairstow's Decomposition
The quintic equation of (23) can be rewritten in form of a complete Bairstow's decomposition as:
(29) Expanding the product in (29) yields: 
Thus, a system of five simultaneous nonlinear equations in five unknowns
and 0 e is formed.
Decomposition of a Sextic Function 2.6.1 The Proposed Decomposition
Consider a general sextic equation: 
The sextic equation may be decomposed into a product of two equations i.e. one quadratic equation and one quartic equation as shown below: 
Bairstow's Decomposition
The proposed decomposition for a sextic equation has exactly the same form as the Bairstow's method and the quartic equation obtained can be further decomposed by using the proposed decomposition as discussed in Section 2.4.
Complete Bairstow's Decomposition
The sextic equation of (32) can be rewritten in form of a complete Bairstow's decomposition as:
(38) Expanding the product in (38) yields:
Equating each coefficient in (39) to the corresponding term in the original equation in (32) leads to 6 equations:
Thus, a system of six simultaneous nonlinear equations in six unknowns 
Bairstow's Decomposition
The septic equation of (41) can be rewritten in form of the Bairstow's decomposition as: 
Complete Bairstow's Decomposition
The septic equation of (41) can be rewritten in form of a complete Bairstow's decomposition as:
(50) Expanding the product in (50) and equating each coefficient to the corresponding term in the original equation in (41) leads to 7 equations: 
Thus, a system of seven simultaneous nonlinear equations in seven unknowns  (54.b) 
The octic equation of (52) can be rewritten in form of a complete Bairstow's decomposition as:
(59) Expanding the product in (59) and equating each coefficient to the corresponding term in the original equation in (52) leads to 8 equations:
Thus, a system of eight simultaneous nonlinear equations in eight unknowns 
(61) The nonic equation may be decomposed into a product of two equations i.e. one quartic equations and one quintic equation as shown below: 
Bairstow's Decomposition
The nonic equation of (61) can be rewritten in form of the Bairstow's decomposition as: 
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Complete Bairstow's Decomposition
The nonic equation of (61) can be rewritten in form of a complete Bairstow's decomposition as:
(68) Expanding the product in (68) and equating each coefficient to the corresponding term in the original equation in (61) leads to 9 equations:
Thus, a system of nine simultaneous nonlinear equations in nine unknowns 
III. N-D Newton-Raphson Method and the Jacobian of the Functions

Newton-Raphson Method for a Nonlinear Function
The prediction of the Newton-Raphson method was based on a first order Taylor series expansion:
where i x is the initial guess at the root or the previous estimate of the root and 
which is the Newton-Raphson method for a nonlinear equation.
Newton-Raphson Method in more than one Dimension 3.2.1 Newton-Raphson Method in two Dimensions
The Newton-Raphson method for two simultaneous nonlinear equations can be derived in the similar fashion. However, a multivariate Taylor series has to be taken into account for the fact of more than one independent variables contributing to the determination of the root. For the two-variable case, a first order Taylor series can be written for each nonlinear equation as: 
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The denominator of each of (74) 
Newton-Raphson Method in More Than Two Dimensions
Consider a system of n simultaneous nonlinear equations:
The solution of this system consists of a set of x values that simultaneously result in all the equations equaling zero. Just for the case of two nonlinear equations a Taylor series expansion is written for each equation
where the subscript, l , represents the equation or unknown and the second subscript denotes whether the value of function under consideration is at the present value ( i ) or at the next vale ( 1  i ). Equations in the form of (78) are written for each of the original nonlinear equations. All
terms are set to zero and (78) can be rewritten as: 
The function values at i can be expressed as
Using these relationships, (79) can be rewritten as
Assumed that the inverse of   Z can be obtained.
is a unit matrix. Thus, (86) can be rewritten as:
Functions from the Decomposed Equations and the Jacobian of the Functions
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1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 3 , 5 g f d g f g f g d g d f d f d z        (116.o) 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 4 , 5 g f d g f d g f d g f g d f d z       (116.p) 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 5 , 5 g e d g e g e g d g d e d e d z        (116.q) 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 6 , 5 g e d g e d g e d g e g d e d z       (116.r) 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 7 , 5 f e d f e f e f d f d e d e d z        (116.s) 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 8 , 5 f e d f e d f e d f e f d e d z       (116.u) 1 0 1 0 1 1 1 1 0 0 0 0 0 0 0 1 , 6 g f e g f e g f e g f g e f e z       (116.v) 0 0 1 1 0 1 0 0 2 , 6 g f e g f e g f e z    (116.w) 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 3 , 6 g f d g f d g f d g f g d f d z       (116.x) 1 0 0 0 0 1 0 1 0 4 , 6 g f d g f d g f d z    (116.z) 1 1 0 0 1 1 1 0 1 0 0 0 0 0 0 5 , 6 g e d g e d g e d g e g d e d z       (116.aa) 0 0 1 0 1 0 1 0 0 6 , 6 g e d g e d g e d z    (116.ab) 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 7 , 6 f e d f e d f e d f e f d e d z       (116.ac) 0 1 0 0 0 1 1 0 0 8 , 6 f e d f e d f e d z    (116.ad) 0 0 1 0 1 0 1 0 0 1 , 7 g f e g f e g f e z    (116.ae) 0 0 1 0 1 0 1 0 0 3 , 7 g f d g f d g f d z    (                                                                                                                                                                                                                                                                 1                                                                                                                 5 ,                                                                                                                                                                                                                           1 1 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 7 , 5 g e d c g e d g e d g e d g e c g e c g d c g d c e d c e d c g eg d e d z              (124.ad) 1 1 1 1 1 0 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 8 , 5 f e d f e c f d c e d c f e f e f d f d e d e d f c e c d c z             1 0 0 1 , 6 g f e d g f e d g f e d g f e d g f e g f e g f e g f d g f d g f d g e d g e d g e d f e d f e d f e d z                 (124.ag)
DOI1 1 1 0 0 1 1 1 0 1 1 1 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 6 , 6 g e d c g e d g e d g e d g e c g e c g d c g d c e d c e d c g e g d e dz              (124.al) 0 1 1 0 1 0 1 0 1 1 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 7 , 6 g e d c g e d c g e d c g e d g e d g e d g e c g d c e d c z          (124.am) 1 1 1 0 0 1 1 1 0 1 1 1 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 8 , 6 f e d c f e d g e d f e d f e c f e c f d c f d c e d c e d c f e f d e dz              (124.an) 0 1 1 0 1 0 1 0 1 1 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0
IV. Numerical Examples
Seven numerical examples will be demonstrated in this section to verify the applicability of the proposed procedures. The first four examples are selected from real applications in civil engineering. They are the cubic-, quartic-, quintic-and sextic equations, respectively. The last three examples are beyond the sextic equation demonstrated in technical papers of the other author [7] [8] [9] . The intention is just to serve the researchers to exercise some challenging problems and the formulas given herein should be useful for some existing applications, if any. All calculations in this technical paper were done in the environments of Software Mathcad Prime 3.0. Only results from the proposed decomposition will be shown rather in details. The results from the other two alternative decompositions were also calculated to verify the correctness of the equations and to compare the efficiency with the proposed method, but the results from the alternative methods will be excluded because of the space limitation.
Example 1: Roots of a Cubic Equation
The required depth of a square timber section could be determined by solving the a cubic equation, 0 10 3.55872 10 1.40368
. This equation can be decomposed to the product of a linear equation and a quadratic equation as shown in (12) . 
. However, for the design purpose only the positive real root 183 . 0  x m is taken.
Example 2: Roots of a Quartic Equation
The minimum anchored length of a sheet pile can be obtained from the equilibrium of the lateral earth pressure acting on a sheet pile in form of a quartic equation 
. This equation can be decomposed into the product of two equations i.e. one quadratic equation and one cubic equation as shown in (24). Firstly the three unknown 
. This equation can be decomposed into the product of one quadratic equation and one quartic equation as shown in (33). Firstly the four unknown 
. This equation can be decomposed into the product of one cubic equation and one quartic equation as shown in (42). Firstly the four unknown 
. This equation can be decomposed into the product of two quartic equations as shown in (52). Firstly the four unknown 
Again each of the quartic equations can be decomposed further to two quadratic equations as discussed earlier in Example 2. 
V. Conclusion
1) An approach for solving polynomial equations of degree higher than two was proposed.
2) The main concepts were decomposition of a polynomial of higher degrees to the product of two polynomials of lower degrees and the n-D Newton-Raphson method for a system of nonlinear equations.
3) The coefficient of each term in an original polynomial of order m will be equated to the corresponding term from the collected-expanded product of the two polynomials of the lower degrees based on the concept of undetermined coefficients. Consequently a system of m nonlinear equations was formed. Then the unknown coefficients of the decomposed polynomial of the lower degree of the two decomposed polynomials would be eliminated from the system of nonlinear equations. Therefore the number of nonlinear equations would be reduced to the number of unknown coefficients in the decomposed polynomial equation of higher degree. 4) The unknown coefficients in the decomposed polynomial of the higher degree would be obtained by the Newton-Raphson method for simultaneous nonlinear equations. Then the unknown coefficients for the decomposed polynomial of the lower degree would be obtained by back substitutions. 5) The formulations for the decomposed polynomials would be derived for the original polynomials of degree from three to nine. 6) The system of nonlinear equations and supplementary equations for determining the unknown coefficients of the decomposed polynomials were also summarized for the original polynomial for degree from three to nine. 7) For the case of an original polynomial equation of an odd degree the original polynomial equation will be decomposed to two polynomial equations i.e. one equation of an odd degree and the other equation of an even degree. Whereas for the case of an original polynomial equation of an even degree, two decomposed polynomial equations of even degrees were proposed to guarantee obtaining all possible roots i.e. complex conjugates, distinct real roots, double real root, triple real root etc. 8) Two alternative forms of decomposed polynomial equations were also given i.e. Bairstow's decomposition and complete Bairstow's decomposition. For the polynomial equation of degree five or higher the vector of nonlinear equations and the corresponding Jacobian matrix from the Bairstow's decomposition were simpler than the proposed decomposition. Whereas those from the complete Bairstow's decomposition were more complex than the proposed decomposition. Both alternative forms involved larger systems of simultaneous nonlinear equations. 9) Seven numerical examples were also given to verify the applicability of the proposed approach. Four numerical examples for polynomial equations of degree three, four, five and six were demonstrated. These problems were selected from the real applications in civil engineering. The other three problems for polynomial equations of degree seven, eight and nine were given to challenge to the researchers. Numerical results were given rather in details so that the readers can keep track for all steps of calculations. 10) For a given polynomial equation there exist several possible pairs of decomposed polynomial equations, but any pair of decomposed equations will always give the same final results. 11) The Newton-Raphson method in two and more dimensions were proved to be a very efficient tool for Finally the original polynomial equations can be rewritten in form of a product of linear equations and quadratic equations. Therefore all possible roots can always be determined. 13) The method proposed can be extended for a polynomial equation of any degree beyond nine, but with longer equations and a larger system of simultaneous nonlinear equations. Further extension was not shown in this technical paper because of the limitation of the paper space, but it can be done systematically in form of matrix notations and computer programming.
Beyond the Quadratic Equations and the N-D Newton-Raphson Method
