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1. Introduction
Dans [1] Giffen montre comment associer a` toute matrice α syme´trique e´le´mentaire a`
coefficients dans un anneau commutatif A , un e´le´ment s2(α) dans un quotient convenable
de K2 . Cet invariant s2(α) est tre`s concret: c’est l’obstruction a` relever α en un e´le´ment
syme´trique du groupe de Steinberg de A . Il est de´montre´ dans [10] qu’en composant s2
avec l’homomorphisme de Hurewicz et la classe de Chern c22 de´finie par Grothendieck,
on obtient l’invariant de Clifford e2(α) ∈ H2(A, µ2).
Dans [3], par des me´thodes homotopiques, Giffen a construit, pour tout entier naturel
n , un invariant sn(α), de´fini sur le noyau des pre´ce´dents, a` valeurs dans un quotient de
Kn(A).
Dans cet article nous de´finissons s3 de fac¸on purement alge´brique et e´tudions, dans le cas
ou` A est un corps, ses liens avec l’invariant d’Arason.
2. Un invariant cohomologique
Soit G un groupe muni d’une action d’un groupe Γ. Supposons que les groupes d’ho-
mologie entie`re Hi(G) soient nuls pour tout i positif infe´rieur a` n . Le groupe de coho-
mologie Hn(G,Hn(G)) est alors (d’apre`s [4], par exemple) canoniquement isomorphe a`
Hom(Hn(G), Hn(G)). Notons u la classe de cohomologie correspondante a` l’identite´. Elle
est, bien suˆr, invariante par tout automorphisme de G . Soit GoΓ le produit semidirect de
Γ par G et s0 : Γ→ GoΓ sa section canonique. On de´duit imme´diatement du the´ore`me
2 de [5] la suite exacte
0 −→ Hn(Γ, Hn(G))
s∗0←−−−−→ Hn(Go Γ, Hn(G)) −→ Hn(G,Hn(G))Γ −→ 0 ,
qui montre l’existence d’un unique rele`vement uˆ ∈ Hn(G o Γ, Hn(G)) de u satisfaisant
s∗0(uˆ) = 0.
Rappelons que l’ensemble de cohomologie non abe´lienne H1(Γ, G) s’identifie a` l’ensemble
pointe´ par s0 des sections s : Γ → G o Γ a` conjugaison pre`s. Pour tout x ∈ H1(Γ, G)
nous de´finissons
sn(x) ∈ Hn(Γ, Hn(G))
par sn(x) = s
∗(uˆ), ou` s est une section qui repre´sente x . Cet e´le´ment ne de´pend pas du
choix de s dans la classe x .
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2.1. Le cas n = 1.
Dans ce cas G est un groupe quelconque et l’application
s1 : H
1(Γ, G) −→ H1(Γ, H1(G))
est induite par l’abe´lianisation.
2.2. Le cas n = 2.
Dans ce cas G est un groupe parfait. La classe u ∈ H2(G,H2(G)) est repre´sente´e par
l’extension universelle
0 −→ H2(G) −→ G˜ −→ G −→ 1 .
L’action de Γ sur G se rele`ve en une unique action sur cette extension. Nous avons donc
la suite exacte de cohomologie
· · · −→ H1(Γ, G˜) −→ H1(Γ, G) ∂−−→ H2(Γ, H2(G)) .
Proposition 2.2.1. L’application s2 co¨ıncide avec le connectant ∂ .
Preuve. Nous commenc¸ons par de´terminer l’application s2 . Dans le diagramme
0 −→ H2(G) −→ G˜ −→ G −→ 1
id
y y y
0 −→ H2(G) −→ G˜o Γ −→ Go Γ −→ 1
s
xyxs0
Γ
,
la premie`re suite horizontale repre´sente la classe u ∈ H2(GoΓ, H2(G)) et la deuxie`me la
classe uˆ . Soit
c : G×G −→ H2(G)
un 2-cocycle repre´sentant u . Ce 2-cocycle n’est pas, contrairement a` u , Γ-invariant. Cela
signifie que pour tout γ ∈ Γ, il existe une application fγ : G −→ H2(G), unique car G
est parfait, telle que pour tout g1, g2 ∈ G on ait l’e´galite´
γ · c(γ−1 · g1, γ−1 · g2)− c(g1, g2) = fγ(g1g2)− fγ(g1)− fγ(g2) .
Si G˜ est ensemblistement identifie´ a` H2×G , l’action de Γ sur G˜ est donne´e par la formule
γ · (a, g) = (a+ γ · fγ−1(g), γ · g)
pour tout γ ∈ Γ, a ∈ H2(G) et g ∈ G et la multiplication dans G˜ o Γ, identifie´ a`
H2 ×G× Γ, par la formule
(a, g, γ)(a′, g′, γ′) = (a+ γ · a′ + γ · fγ−1(g′) + c(g, γ · g′), g(γ · g′), γγ′) .
Soit maintenant ϕ : Γ −→ G un homomorphisme croise´ et sϕ : Γ −→ G o Γ la section
qui lui correspond. Il s’agit de calculer la composante en H2(G) de
(0, ϕ(γ1γ2), γ1γ2)(0, ϕ(γ2), γ2)
−1(0, ϕ(γ1), γ1)−1 .
2
En utilisant la relation fγ1γ2(g) = fγ1(g) + γ1 · fγ2(γ−11 · g), on trouve
−c(ϕ(γ1), γ1 · ϕ(γ2))− γ1 · fγ−1
1
(ϕ(γ2)) ,
qui est l’expression d’un 2-cocycle Γ × Γ −→ H2(G) dont la classe est s2([ϕ]), [ϕ] ∈
H1(Γ, G) e´tant la classe de ϕ .
Pour de´terminer ∂[ϕ] on calcule, dans G˜ ,
(0, ϕ(γ1γ2))(γ1 · (0, ϕ(γ2))−1)(0, ϕ(γ1))−1
et on constate que sa premie`re composante co¨ıncide avec le cocycle qui repre´sente s2([ϕ]).
3. Applications aux formes quadratiques
Soit A un anneau commutatif avec unite´ dans lequel 2 est inversible. Soit GLn(A) le
groupe des matrices n×n inversibles a` coefficients dans A , En(A) le sous-groupe distingue´
de GLn engendre´ par les matrices e´le´mentaires, GL(A) et E(A) les limites inductives
des GLn(A) et des En(A). La donne´e d’une forme quadratique q non de´ge´ne´re´e sur A
n
permet de de´finir une involution α 7→ α∗ sur GLn(A) qui envoie toute matrice sur l’in-
verse de son adjointe par rapport a` q . La donne´e d’une suite de matrices syme´triques hn
compatibles avec les inclusions GLn(A) ↪→ GLn+k(A) permet donc de de´finir une action
de Z/2Z sur GL(A) qui respecte E(A). Avec ces notations, le groupe H0(Z/2Z, GL(A))
s’identifie au groupe O(A), limite inductive des groupes orthogonaux On(A, hn). L’en-
semble H1(Z/2Z, GLn(A)) s’identifie, par la multiplication a` gauche par hn , a` l’ensemble
des classes d’isome´trie d’espaces quadratiques libres de rang n sur A . Si q est un tel
espace, on notera h(q) l’e´le´ment de H1(Z/2Z, GL(A)) qui lui correspond.
Dans la suite, les formes hm seront les restrictions a` A
m des formes hyperboliques diago-
nales de rang 2n de´finies par
h2 = diag(1,−1) et h2n = diag(h2n−1 ,−h2n−1) .
Ainsi, par exemple,
h8 = diag(1,−1,−1, 1,−1, 1, 1,−1) .
3.1. Le discriminant.
Soit K1(A) = GL(A)/E(A) = GL(A)/[GL(A), GL(A)]. L’application
s1 : H
1(Z/2Z, GL(A)) −→ H1(Z/2Z, H1(GL(A))) = H1(Z/2Z, K1(A))
s’interpre`te comme un raffinement du discriminant signe´. En effet, si A est un corps k ,
H1(Z/2Z, K1(k)) = k∗/k∗2
et s1 est bien l’application qui associe a` tout espace quadratique son discriminant.
Le premier invariant e1 d’un espace quadratique q se de´finit par e1(q) = s1(h(q)).
3.2. L’invariant de Clifford.
Soit
(∗) 0 −→ K2(A) −→ St(A) −→ E(A) −→ 0
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l’extension centrale universelle du groupe parfait E(A). D’apre`s la proposition 2.2.1,
l’application
s2 : H
1(Z/2Z, E(A)) −→ H2(Z/2Z, H2(E(A))) = H2(Z/2Z, K2(A))
co¨ıncide avec le connectant associe´ a` la suite exacte (∗). On reconnait donc l’invariant de
Giffen [2], e´tudie´ dans [10].
Pour tout espace quadratique q tel que e1(q) = 0, on de´finit le deuxie`me invariant e2(q)
par e2(q) = s2(h(q)).
En utilisant une description explicite du groupe de Steinberg, Giffen a de´montre´ que
si A est un corps k , cet invariant associe a` la forme de Pfister << a, b >> le symbole
{a, b} ∈ K2(k)/2K2(k). Nous donnons une autre de´monstration de ce fait, qui, n’utilisant
pas la description par ge´ne´rateurs et relations de St(k), se ge´ne´ralisera a` s3 .
Proposition 3.2.1. Soit k un corps et
<<x, y>>= diag(1,−x,−y, xy)
une forme de Pfister de rang 4. On a
s2(h(<<x, y>>)) = {x, y} ∈ K2(k)/2K2(k) .
Lemme 3.2.2. Notons Z˜ le Z/2Z -module Z muni de l’action donne´e par le changement
de signe et Gn le produit semidirect de Z/2Z par Z˜n , de sorte que l’on a la suite exacte
scinde´e
0 −→ Z˜n i−−→ Gn −→ Z/2Z −→ 0 .
Soient A un Z/2Z -module quelconque et u ∈ Hp(Gn, A) une classe de cohomologie telle
que i∗(u) = 0 ∈ Hp(Z˜n, A) . Pour tout n ≥ 1 et tout p ≥ 1 les conditions suivantes sont
e´quivalentes:
i) u = 0
ii) s∗(u) = 0 pour toute section s : Z/2Z −→ Gn sauf pour celle donne´e par s(1) =
(1, . . . , 1) et ses conjugue´es.
Preuve. Ce lemme est vide pour n = 0 et la de´monstration s’obtient par une double
re´currence sur n et sur p . Si p = 1, l’assertion re´sulte imme´diatement de la suite exacte
scinde´e
0 −→ H1(Z/2Z, A)
s∗←−−−−→ H1(Gn, A) −→ H1(Z/2Zn, A) −→ 0 .
Supposons donc p ≥ 2 et n ≥ 1.
Conside´rons le diagramme a` lignes exactes scinde´es
(1)
0 −→ Z −→ Gn pi−−→ Gn−1 −→ 1
id
x σx sx
0 −→ Z −→ G1 −→ Z/2Z −→ 1
ou` pi est la projection qui annule la dernie`re coordonne´e de Zn , s : Z/2Z −→ Gn−1 est
une section quelconque et σ un homomorhisme qui rend le diagramme commutatif. Ce
diagramme induit en cohomologie un diagramme
0 −→ Hp(Gn−1, A) −→ Hp(Gn, A) δ−−→ Hp−1(Gn−1, A˜) −→ 0
s∗
y σ∗y s∗y
0 −→ Hp(Z/2Z, A) −→ Hp(G1, A) δ−−→ Hp−1(Z/2Z, A˜) −→ 0
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ou` A˜ est le Z/2Z -module H1(Z˜, A) = HomZ(Z˜, A) et δ est l’homomorphisme donne´ par
la suite spectrale de Hochschild-Serre. On de´duit par re´currence de ce diagramme qu’il
suffit de de´montrer le fait suivant: si p ≥ 2 et u ∈ Hp(G1, A) est tel que s∗(u) = 0 pour
toute section, alors u = 0.
Le cas p = 2 se traduit comme ceci: soit
0 −→ A −→ Γ pi−−→ G1 −→ 1
une extension de groupes et supposons que toute section s : Z/2Z −→ G1 se factorise par
Γ; alors l’extension est triviale. Ceci est vrai car G1 = Z o Z/2Z est le groupe engendre´
par a = (0, 1) et b = (1, 1) avec les seules relations a2 = b2 = 1. Les sections de´finies par
a et b se factorisent par Γ si et seulement si Γ contient deux e´le´ments α et β d’ordre 2
tels que pi(α) = a et pi(β) = b et en ce cas l’extension est scinde´e par l’homomorphisme
σ : G1 −→ Γ de´fini par σ(a) = α, σ(b) = β .
Soit maintenant p ≥ 3. En tensorisant sur Z la suite
0 −→ Z −→ Z[Z/2Z] −→ Z˜ −→ 0
par A on obtient une suite exacte
0 −→ A −→ A[Z/2Z] −→ A˜ −→ 0
qui induit une suite exacte de cohomologie
· · · → Hp−1(G1, A[Z/2Z])→ Hp−1(G1, A˜)→ Hp(G1, A)→ Hp(G1, A[Z/2Z])→ · · · .
Le lemme de Shapiro ([1], Proposition 4.1.3) montre que H i(G1, A[Z/2Z]), e´tant iso-
morphe a` H i(Z, A), est nul de`s que i ≥ 2. On a donc un isomorphisme Hp−1(G1, A˜) −→
Hp(G1, A) qui permet de conclure par re´currence sur p .
Lemme 3.2.3. Soit v ∈ Hn(Zn, Hn(Zn)) la “classe tautologique”. Pour tout multi-indice
I = (i1, . . . , in) ou` les iλ prennent les valeurs 0 ou 1, notons sI : Z/2Z −→ Zn o Z/2Z
l’homomorphisme de´fini par sI(1) = (i1, . . . , in; 1) . Il existe une unique classe
vˆ ∈ Hn(Zn o Z/2Z, Hn(Zn))
relevant v et telle que s∗I(vˆ) = 0 pour tout I contenant au moins un indice nul. De plus
s(1,...,1)(vˆ) = 1 ∈ Hn(Z/2Z,Zn) = Z/2Z .
Preuve. Si n = 2k ou 2k + 1, la classe du n-cocycle
c((x11, . . . , x1n;α1), . . . , (xn1, . . . , xnn;αn)) = (−1)αx11 · · · xnn, α = α1+α3+ · · ·+α2k−1
satisfait les conditions du lemme. L’unicite´ de vˆ re´sulte du lemme 3.2.2 en remarquant
que toute section est conjugue´e a` une section du type sI .
Preuve de la proposition 3.2.1. La classe h(<< x, y >>) est repre´sente´e par la matrice
diag(1, x, y, x−1y−1) = ξη , ou` ξ = diag(1, x, 1, x−1) et η = diag(1, 1, y, y−1). L’homomor-
phisme ϕ : Z2 −→ SL(k) de´fini par ϕ((1, 0)) = ξ et ϕ((0, 1)) = η est Z/2Z -e´quivariant
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pour le changement de signe dans Z2 et l’involution ∗ dans SL(k). On a donc un dia-
gramme commutatif
1 −→ SL(k) −→ SL(k)o Z/2Z
s0←−−−−→ Z/2Z −→ 1
ϕ
x ϕ˜x idx
0 −→ Z2 −→ Z2 o Z/2Z
s0←−−−−→ Z/2Z −→ 1 ,
ou` ϕ˜ = ϕo id . Ce diagramme induit le diagramme commutatif
uˆ u
0 → H2(Z/2Z, K2(k)
s∗ξiηj←−−−−→H2(SL(k)o Z/2Z, K2(k))→H2(SL(k), K2(k))Z/2Z→ 0
id
y ϕ˜∗y ϕ∗y
0 → H2(Z/2Z, K2(k))
s∗i,j←−−−−→ H2(Z2 o Z/2Z, K2(k)) → H2(Z2, K2(k))Z/2Z → 0
ϕ∗
x ϕ˜∗x ϕ∗x
0 →H2(Z/2Z, H2(Z2))
s∗i,j←−−−−→ H2(Z2 o Z/2Z, H2(Z2)) → H2(Z2, H2(Z2))Z/2Z → 0 ,
vˆ v
dans lequel la premie`re ligne horizontale est exacte (mais, bien suˆr, pas les autres).
Par de´finition le symbole
{x, y} ∈ K2(k)/2K2(k) = H2(Z/2Z, K2(k))
est l’image de 1 ∈ H2(Z/2Z, H2(Z2)) = Z/2Z par ϕ∗ . La proposition re´sulte donc de
l’e´galite´
ϕ˜∗(vˆ) = ϕ˜∗(uˆ) ∈ H2(Z2 o Z/2Z, K2(k)) .
D’apre`s le lemme 3.2.3 il suffit de de´montrer que s∗ξ(uˆ) = s2(ξ) = 0 et s
∗
η(uˆ) = s2(η) = 0.
Ceci est clair, car les formes h−1(ξ) et h−1(η) sont hyperboliques.
3.3. Le troisie`me invariant.
Soit q un espace quadratique sur un anneau A , tel que e1(q) = 0 et e2(q) = 0.
Puisque s2 = ∂ (proposition 2.2.1), h(q) est dans l’image de H
1(Z/2Z, St(A)) dans
H1(Z/2Z, E(A)). Le fait que H1(St(A),Z) = H2(St(A),Z) = 0 ([MI], §5), permet de
conside´rer l’invariant
s3 : H
1(Z/2Z, St(A)) −→ H3(Z/2Z, H3(St(A))) .
Rappelons que H3(St(A)) n’est autre que K3(A) ([Lo], the´ore`me 1.4.2). A tout choix
d’une pre´image de h(q) dans H1(Z/2Z, St(A)) on peut donc associer un e´le´ment de
H3(Z/2Z, K3(A)). Nous ignorons si, pour un anneau quelconque, cet e´le´ment est inde´-
pendant du choix de la pre´image de h(q). Montrons que c’est bien le cas si A est un corps
k .
Proposition 3.3.1. Soit k un corps. L’application s3 se factorise par H
1(Z/2Z, SL(k)) .
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Lemme 3.3.2. L’application
SO(k) = H0(Z/2Z, SL(k)) ∂−−→ H1(Z/2Z, K2(k)) = 2K2(k)
envoie tout α ∈ SO(k) sur le symbole {−1, NS(α)} , ou` NS(α) est la norme spinorielle
de α .
Preuve. Pour simplifier les calculs il convient, dans cette de´monstration, de remplacer les
formes hyperboliques sur k2n choisies au de´but par les formes hyperboliques
χ2n = χ2 ⊥ . . . ⊥ χ2 , ou` χ2 =
(
0 1
1 0
)
.
L’involution ∗ sur SL(k) et sur St(k) sera donc a` remplacer par l’involution α 7→ α] =
χ2n(α
−1)tχ2n sur SL(k) et par son rele`vement sur St(k). La conjugaison par une matrice
ω ∈ GL2n(k) telle que h2n = ωtχ2nω , induit un diagramme commutatif
SO(h) = H0(Z/2Z, (SL(k), ∗))
∂−−−→ H1(Z/2Z, K2(k))
Int(ω)
y yid
SO(χ) = H0(Z/2Z, (SL(k), ]))
∂−−−→ H1(Z/2Z, K2(k)) .
Puisque la norme spinorielle d’une matrice α dans SO(h2n) est e´gale a` celle de sa con-
jugue´e ωαω−1 dans SO(χ2n), il revient au meˆme de de´montrer la proposition pour l’une
ou pour l’autre des involutions.
L’involution ] sur St(k) satisfait, dans les notations de [9], les relations
x12(a)
] = x12(−a), w12(a)] = w12(−a),
et
h12(a)
] = w12(a)
]w21(−a−1)]w12(−1)] = h12(−a)w12(1)2 .
On a donc
h12(a)
−1h12(a)] = h12(a)−1h12(−a)w12(1)2 = {−1, a}h12(−1)w12(1)2 = {−1, a} .
Comme h12(a) est une pre´image dans St(k) de la matrice orthogonale
α =
(
a 0
0 a−1
)
de norme spinorielle a ([11], §55), ceci prouve que l’assertion est vraie pour les matrices
de SO2(k). Elle est vraie en ge´ne´ral car, d’une part,
SO2n = SO2(k) · [SO2n, SO2n]
([6], Ch. VI, Theorem 6.3.3) et, d’autre part, aussi bien la norme spinorielle que ∂ , e´tant
des homomorphismes dans un groupe abe´lien, s’annulent sur le groupe des commutateurs
de SO2n .
Preuve de la proposition. Deux classes x, x′ ∈ H1(Z/2Z, St(k)) ayant meˆme image dans
H1(Z/2Z, SL(k)) peuvent eˆtre repre´sente´es par α, α′ ∈ St(k) satisfaisant αα∗ = α′α′∗ =
1 et α′ = c ·α avec c ∈ 2K2(k). Puisque la norme spinorielle est surjective et que, d’apre`s
[13], Theorem 1.8, tout e´le´ment de 2K2(k) est de la forme {−1, u} , c s’e´crit β−1β∗ , ou`
β ∈ St(k) se projette sur un e´le´ment orthogonal de SL(k). La conjugaison par β dans
SL(k) agit trivialement sur K3(k) et commute a` l’involution
∗ . On a donc
s3(α
′) = s3(β−1β∗α) = s3(β∗αβ−1) = s3(α).
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Si q est un espace quadratique sur un corps k , tel que e1(q) = e2(q) = 0, la proposition
3.3.1 permet de de´finir e3(q) = s3(h˜(q)), ou` h˜(q) ∈ H1(Z/2Z, St(k)) est n’importe quelle
pre´image de h(q) ∈ H1(Z/2Z, SL(k)). Nous allons maintenant comparer e3(q) avec l’in-
variant de Arason. Si x, y, z ∈ k∗ = K1(k), nous notons x ? y ? z ∈ K3(k) le produit de
ces e´le´ments de´fini par Loday dans [7].
The´ore`me 3.3.3. Soit q =<<x, y, z >> une forme de Pfister de rang 8 sur un corps k .
Alors e1(q) = 0 , e2(q) = 0 et e3(q) est e´gal a` la classe dans H
3(Z/2Z, K3(k)) de l’e´le´ment
x ? y ? z de K3(k) .
Preuve. Il est clair que e1(q) = 0. Pour de´montrer les deux autres affirmations e´crivons
q =<<x, y, z>>=< 1,−x > ⊗ < 1,−y > ⊗ < 1,−z >
' diag(1,−x−1,−y−1, x−1y,−z−1, xz−1, y−1z,−xyz)
et, en accord avec les conventions faites au de´but de ce paragraphe,
h(q) = diag(1, x−1, y−1, x−1y, z−1, xz−1, y−1z, xyz) = ξηζ ,
ou`
ξ = diag(1, x−1, 1, x−1, 1, x, 1, x) ,
η = diag(1, 1, y−1, y, 1, 1, y−1, y) ,
ζ = diag(1, 1, 1, 1, z−1, z−1, z, z) .
Il est clair que les invariants s1 et s2 sont nuls sur ces matrices (car elles sont des doubles).
Elles se rele`vent donc en trois e´le´ments ξ, η, ζ ∈ St(k), tels que ξ∗ξ = η∗η = ζ∗ζ = 1.
De plus, ces releve´s commutent deux a` deux pour la meˆme raison et de´finissent donc un
homomorphisme Z/2Z -e´quivariant ϕ = ϕξ,η,ζ : Z3 −→ St(k). Cet homorphisme induit
ϕ∗ : H3(Z3,Z) −→ H3(St(k),Z) = K3(k) .
Nous montrons d’abord que e3(q) est e´gal a` l’image par ϕ∗ d’un ge´ne´rateur du groupe
cyclique H3(Z3,Z). La me´thode est comple`tement analogue a` celle de la proposition 3.2.1.
Il suffit d’utiliser le lemme 3.2.4 dans le cas n = 3 et de de´montrer le fait suivant.
Lemme 3.3.4.
s3(ξη) = s3(ηζ) = s3(ζξ) = 0 .
Preuve. D’apre`s 3.3.1 ces invariants ne de´pendent que de ξη, ηζ, ζξ dans SL(k). Ils sont
donc nuls, car les formes h−1(ξη), h−1(ηζ), et h−1(ζξ) sont hyperboliques.
Il reste a` de´montrer que l’image par ϕ∗ d’un ge´ne´rateur ω de H3(Z3,Z) est e´gale a`
c = x ? y ? z . D’apre`s [7], exemple 2.2.8, c est l’image de ω par Ψ∗ , ou` Ψ = ϕα,β,γ et
α = diag(x, x−1, 1, 1, x−1, x, 1, 1, 1, 1, x, 1, x−1) ,
β = diag(y, 1, y−1, 1, y, 1, y−1, y−1, y, 1, 1, 1, 1) ,
γ = diag(z, 1, 1, z−1, 1, 1, 1, z, 1, z−1, z−1, z, 1) .
Appelons “disjoints” deux e´le´ments de E(A) ou de St(A) qui s’e´crivent comme produits
de ge´ne´rateurs eij(a) ou xij(a) sans indices communs. On constate qu’a` une meˆme per-
mutation des lignes et des colonnes de ξ, η, ζ pre`s, on a α = ξλ , β = ηµ , γ = ζν , ou`
λ, µ, ν , sont disjoints des autres et entre eux et se rele`vent en des e´le´ments λ, µ, ν de St(k)
disjoints entre eux et disjoints de ξ, η et ζ .
Soit, de fac¸on ge´ne´rale, N = I ∪ J une partition des entiers naturels en deux ensembles
infinis disjoints et A un anneau quelconque. Notons StI(A), StJ(A) les sous-groupes de
St(A) engendre´s par les xij(a) avec i, j ∈ I et, respectivement, i, j ∈ J.
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Lemme 3.3.4. Soient ϕ : Z3 −→ StI(A) et ψ : Z3 −→ StJ(A) deux homomorphismes,
de´finis par des triplets ξ, η, ζ , respectivement λ, µ, ν , d’e´le´ments qui commutent entre
eux. Soit χ l’homomorphisme de´fini par le triplet ξλ, ηµ, ζν . On a χ∗ω = ϕ∗ω + ψ∗ω .
Preuve. En choisissant des bijections N −→ I et N −→ J on obtient un homomorphisme
∇ : St(A)× St(A) −→ St(A)
tel que χ est le compose´
Z3 δ−−→ Z3 × Z3 ϕ× ψ−−→ St(A)× St(A) ∇−−→ St(A) .
Puisque
H3(Z3 × Z3) = ⊕
i+j=3
Hi(Z3)
⊗
Hj(Z3) ,
χ∗ se factorise par ⊕
i+j=3
Hi(St(A))
⊗
Hj(St(A))
et l’assertion suit du fait que H1(St(A)) = 0.
Ce lemme montre, d’une part que c = Ψ∗ω = ϕ∗ω+ψ∗ω et d’autre part que ψ∗ω = 0, car
λ, µ et ν sont, a` leur tour, disjoints deux a` deux. On a donc de´montre´ que e3(<<x, y, z>>)
est la classe de x ? y ? z dans H3(Z/2Z, K3(k)).
3.4. L’invariant de Arason.
Pour faire le lien entre e3(q) et l’invariant Ar(q) de Arason dans le cas d’un espace
quadratique q de´fini sur un corps k et tel que e1(q) = e2(q) = 0, remarquons que
l’isomorphisme KM3 (k)/2K
M
3 (k) −→ H3(k, µ2), e´tabli par Rost [12] et par Merkur’ev et
Suslin [8], fournit un homomorphisme de H3(k, µ2) dans H
3(Z/2Z, K3(k)) qui envoie
Ar(q) dans e3(q).
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