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Quantum function algebras from finite-dimensional
Nichols algebras
Marco Andre´s Farinati ∗ Gasto´n Andre´s Garcı´a†
Abstract
We describe how to find quantum determinants and antipode formulas from braided
vector spaces using the FRT-construction and finite-dimensional Nichols algebras. It gener-
alizes the construction of quantum function algebras using quantum grassmanian algebras.
Given a finite-dimensional Nichols algebraB, our method provides a Hopf algebraH such
that B is a braided Hopf algebra in the category of H-comodules. It also serves as source
to produce Hopf algebras generated by cosemisimple subcoalgebras, which are of interest
for the generalized lifting method. We give several examples, among them quantum func-
tion algebras from Fomin-Kirillov algebras associated with the symmetric groups on three
letters.
Introduction
Let k be a field and V a finite-dimensional k-vector space. A map R ∈ Aut(V ⊗ V ) is called an
R-matrix if it satisfies the quantum Yang-Baxter equation (QYBE)
R1,2R1,3R2,3 = R2,3R1,3R1,2 in End(V ⊗ V ⊗ V ), (1)
where for 1 ≤ i, j ≤ 3, wewriteR1,2 = R⊗id,R2,3 = id⊗R andR1,3 = (id⊗τ)◦(R⊗id)◦(id⊗τ),
with τ the usual flip map. Given an R-matrix, Faddeev, Reshetikhin and Takhtajan [FRT]
introduced a method, the FRT-construction for short, to construct a coquasitriangular bialgebra
A(R) such that V is an A(R)-comodule and R is a morphism of A(R)-comodules. By the very
definition, this bialgebra is universal with such properties. It turns out that the category A(R)M
of left A(R)-comodules is braided monoidal. Notice that A(R) is almost never a Hopf algebra,
i. e. A(R)Mmight not be rigid, for it is not always possible to find an antipode. For instance, if
the R-matrix comes from the flip map τ in kn, the FRT-construction gives the coordinate affine
ring O(Mn) on n×nmatrices over k, and one need to localize the commutative algebra on the
determinant in order to obtain the Hopf algebra O(GLn).
In this paper we consider the problem of finding ”quantum determinants” for the FRT-
construction. More precisely, one of our main results, see Theorem 2.17, gives sufficient con-
ditions to ensure the existence, and a concrete way to compute it, of a group-like element
D ∈ A = A(R), such that D is normal in A and, under certain conditions, the localization on
D is a Hopf algebra. Moreover, its proof yields an explicit procedure to have a formula for the
antipode.
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As a classical motivation one can mention the famous work of Y. Manin [M], where the
author introduces two operations • and ◦ for quadratic algebras, interpreted as internal tensor
products, and proves that the internal end(A) = A! • A of a quadratic algebra A is always a
bialgebra, recovering some remarkable examples such as the quantum function algebraMq(2).
The problem of finding quantum determinant is present in this work, introducing what he
call a quantum grasmannian algebra (qga), where a ”volume form” is plays a crucial role. The
definition of a qga assures the existence of a group-like element that is the natural candidate
for a quantum determinant, but the problem of finding the antipode (or even to prove its
existence) remains open.
In [H], Hayashi constructed quantum determinants for multiparametric quantum defor-
mations of O(SLn), O(GLn), O(SOn), O(On) and O(Sp2n), inverting all group-like elements in
a given quasitriangular bialgebra, and showing that the ending result is a Hopf algebra. To
define the quantum determinants, qga’s are considered for the deformations of the classical
examples. The idea of considering quantum exterior algebras (qea) is also present in the work of
Fiore [F], where the author defines quantum determinants for the quantum function algebras
SOq(N), Oq(N), and Spq(N), which are defined through (a quotient of) the FRT-construction,
bymeans of the coaction of these on a volume element. This is where the quantumdeterminant
comes into (co)action. More generally, qea’s and quantum determinants appear in the work of
Etingof, Schedler and Soloviev [ESS] as universal objects associated with the exterior algebra
when considering set-theoretical (involutive) solutions to QYBE’s. All quantum determinants
appearing in this way should be central in O(Mn). Nevertheless, we found an example that
this might not be the case, see Subsection 3.2.
Motivated by the results in [ESS], the definition of the qga and the quantum exterior alge-
bras, and properties of the Nichols algebra associated with a rigid solution of the braid equa-
tion, in these notes we introduce certain class of graded connected algebras, see Definition 2.1,
that enable us to consider volume elements and prove the existence of a quantum determinant,
and a posteriori, of an antipode for the FRT-construction localized at the quantum determinant.
These qga’s defined by Hayashi and the quantum exterior algebras considered by Fiore are
all quadratic. In general, for a given braiding, there is no quadratic qga, but still there might
be a finite-dimensional Nichols algebra associated with it. As a consequence, our method still
apply in this case, see example in Subsection 3.5.
Quantum determinants are intensively studied in the literature as the classical problem
of defining the determinant of a matrix with noncommutative entries, and because they also
give a way to construct new examples of quantum groups, see for example [KL], [PW], [ER],
[CWW], [JZ] and references therein. It is worth to mention that in the work on quantum de-
terminants by Etingof and Retakh [ER], the existence of formulas with ”quantum minors” is
considered. In our approach, the existence and concrete formulas for these ”minors” emerge
clearly.
Another features of the procedure to find quantum determinants are the following: Given
a finite-dimensional Nichols algebraB, the method provides a Hopf algebra H such thatB is
a braided Hopf algebra in the braided category of left H-comodules. It also gives families of
Hopf algebras generated by simple subcoalgebras. Finite-dimensional quotients of these kind
of Hopf algebras are of interest in the classification program of finite-dimensional complex
Hopf algebras by means of the generalized Lifting Method, see for example [AC], [GJG].
The paper is organized as follows. In Section 1 we recall the FRT-construction and the
definition of the Nichols algebra associated with a braided vector space. In Section 2, we intro-
duce the method for finding quantum determinants and we prove our main results Theorems
2.17, 2.19 and Corollary 2.20. Finally, we illustrate our contribution with several examples,
including cases where the determinant is not central, and quantum function algebras from
2
Fomin-Kirillov algebras associated with the symmetric groups on three letters.
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1 Preliminaries: the AB c
In this section we give the definitions and basic properties of the FRT-construction and Nichols
algebras, and recall known results that are needed for our construction.
Throughout the notes, k denotes an arbitrary field. We use the standard conventions for
Hopf algebras and write ∆, ε and S for the coproduct, counit and antipode, respectively. We
also use Sweedler’s notation ∆(h) = h(1) ⊗ h(2) for the comultiplication. Given a bialgebra
A, the category of finite-dimensional left A-comodules is denoted by AM. The readers are
referred to [Ra] for further details on the basic definitions of Hopf algebras.
1.1 The FRT-construction: A(c)
In this subsection, we follow [LR]. Let V be a k-vector space and R ∈ Aut(V ⊗ V ). Denote by
τ ∈ End(V ⊗ V ) the usual flip map given by τ(v ⊗w) = w⊗ v for all v,w ∈ V . It is well-known
that if R is an R-matrix, then both c := R ◦ τ and τ ◦R satisfy the braid equation
(c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c) in End(V ⊗ V ⊗ V ), (2)
A braided vector space is a pair (V, c), where V is k-vector space and c ∈ End(V ⊗V ) is a solution
of the braid equation. In this sense, it is equivalent to have an R-matrix on V or a braided
vector space (V, c).
Assume V is finite-dimensional and fix {xi}
n
i=1 a basis of V . Let {x
∗
i }
n
i=1 be the basis of V
∗
dual to {xi}
n
i=1. We say that a solution of the braid equation c is rigid, if the map c
♭ : V ∗⊗ V →
V ⊗ V ∗ given by c♭(f ⊗ x) =
∑n
i=1(ev⊗ id⊗ id)(f ⊗ c(x⊗ xi)⊗ x
∗
i ) is invertible.
Assume V is finite-dimensional and let C = End(V )∗ be the coalgebra linearly spanned
by the matrix coefficients {tji}1≤i,j≤n. Then, V has a natural left C-comodule structure. Note
that, as C ∼= Mn(k)
∗ ∼= V ⊗ V ∗ these generators are induced by the basis {xi}
n
i=1, via the
correspondence tji ↔ xi ⊗ x
∗
j . The coalgebra structure is given by
∆(tji ) =
n∑
k=1
tki ⊗ t
j
k, ε(t
j
i ) = δij for all 1 ≤ i, j ≤ n, (3)
and V is a (left) C-comodule by setting
λ(xi) =
n∑
j=1
tji ⊗ xj for all 1 ≤ i ≤ n.
Write TC for the tensor algebra of C . Extending as algebra maps the comultiplication and the
counit ofC to TC , the latter becomes a bialgebra and V ⊗V is a (left) TC-comodule. In general,
a linear map c : V ⊗ V → V ⊗ V is not necessarily TC-colinear. Actually, if one consider the
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difference of the two possible compositions in the following diagram, computed in the basis
{xi ⊗ xj}i,j , one gets
xi ⊗ xj❴

✩ --
V ⊗ V
c
//
λ

V ⊗ V
λ

∑
k,ℓ c
kℓ
ij xk ⊗ xℓ❴
∑
k,ℓ t
k
i t
ℓ
j ⊗ xk ⊗ xℓ
✖
//
TC ⊗ (V ⊗ V )
c
// TC ⊗ (V ⊗ V )
∑
r,s,k,ℓ c
kℓ
ij t
r
kt
s
ℓ ⊗ xr ⊗ xs
∑
k,ℓ,r,s t
k
i t
ℓ
jc
rs
kℓ ⊗ xr ⊗ xs
where the coefficients ckℓij are defined by the equality c(xi ⊗ xj) =
∑
kl c
kℓ
ij xk ⊗ xℓ. Hence, one
arrives naturally at the following definition:
The FRT-construction [FRT] for (V, c) is the k-algebra A = A(c) generated by the elements
{tji}1≤i,j≤n, satisfying the following relations:∑
k,ℓ c
kℓ
ij t
r
kt
s
ℓ =
∑
k,ℓ t
k
i t
ℓ
jc
rs
kℓ ∀ 1 ≤ i, j, r, s ≤ n. (4)
Moreover, A(c) is a bialgebra with comultiplication and counit determined by (3). Clearly,
the map c is A(c)-colinear, and one can expect A(c) to have some universal properties.
Remark 1.1. Let V be a finite-dimensional k-vector space, c ∈ End(V ⊗ V ) and A = A(c). For
n ≥ 2, the linear map given by ck := idV ⊗k−1 ⊗c ⊗ idV n−k−1 : V
⊗n → V ⊗n is A-colinear. That
is, the comodule map λ : V ⊗n → A⊗ V ⊗n satisfies that
λck = (idA⊗ck)λ for all 1 ≤ k ≤ n− 1.
Proof. This follows from the fact that c is A-colinear and the category of A-comodules is tenso-
rial.
It is well-known that if c satisfies the braid equation, then A = A(c) is a coquasitriangular
bialgebra, that is, there exists a convolution-invertible bilinear map r : A×A→ k satisfying
(CQT1) r(ab, c) = r(a, c(1))r(b, c(2))
(CQT2) r(a, bc) = r(a(2), b)r(a(1), c)
(CQT3) r(a(1), b(1))a(2)b(2) = b(1)a(1)r(a(2), b(2))
This map is uniquely determined by
r(tki , t
ℓ
j) = c
kℓ
ji for all 1 ≤ i, j, k, ℓ ≤ n.
Remark 1.2. (a) The first two conditions say that for any group-like element D, the maps
r(D,−), r(−,D) : A→ k are algebra maps.
(b) The last condition can be express by the equality r ∗m = mop ∗ r. Moreover, on a = trj
and b = tsi , it reads ∑
k,ℓ
r(tkj , t
ℓ
i)t
r
kt
s
ℓ =
∑
k,ℓ
tℓit
k
j r(t
r
k, t
s
ℓ),
that is, ∑
k,ℓ
ckℓji t
r
kt
s
ℓ =
∑
k,ℓ
tℓit
k
j c
rs
lk .
Conditions (CQT1) and (CQT2) say that r is determined by the values of r on genera-
tors, so it extends to the tensor algebra; (CQT3) says that r descends to A.
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(c) For a group-like elementD, (CQT3) gives a commutation rule:
r(D, b(1))Db(2) = b(1)D r(D, b(2)) for all b ∈ A
(d) The category AM is braided with cM,N :M ⊗N → N ⊗M given by
c(m⊗ n) = r(m(−1), n(−1)) n(0) ⊗m(0) for allM,N ∈
AM.
A stronger result than the commutation rule above is due to Hayashi and holds for any
coquasitriangular bialgebra.
Lemma 1.3. [H, Theorem 2.2] Let A be a coquasitriangular bialgebra. For any group-like element
g ∈ A, there is an automorphism Jg : A→ A given by Jg(a) = r(a(1), g)a(2)r
−1(a(3), g) such that
ga = Jg(a)g for all a ∈ A.
Example 1.4. Let X be a set and s : X × X → X × X a set-theoretical solution of the braid
equation, that is s satisfies
(s× idX)(idX ×s)(s× idX) = (idX ×s)(s× idX)(idX ×s).
For x, y, a, b ∈ X, let z, t, u, v ∈ X be such that (z, t) = s(x, y), and s(u, v) = (a, b). Let V = kX
be the k-vector space linearly spanned by the elements of X and let c be the linearization of s.
Then, the set of equations for the corresponding FRT-construction on (V, c) is
tuxt
v
y = t
a
zt
b
t
In particular, for the flip solution τ(x, y) = (y, x) on a finite set X = {x1, . . . , xn}, we have
that tbxt
a
y = t
a
yt
b
x; in other words, A(τ) = O(Mn). This is clearly not a Hopf algebra, but if one
consider the element in A given by the usual determinant
D := detn =
∑
σ∈Sn
(−1)ℓ(σ)t1σ(1) · · · t
n
σ(n),
then the localization onD is a Hopf algebra usually denoted as A(τ)[D−1] = O(GLn). We will
generalize this construction for nontrivial examples.
Remark 1.5. Note that, since (4) is homogeneous, A(c) = A(qc) for all 0 6= q ∈ k. Also, if c is
invertible, then A(c) = A(c−1).
1.2 Nichols algebras: B
Let (V, c) be a braided vector space. The braid group
Bn = 〈τ1, . . . , τn−1| τiτj = τjτi, τi+1τiτi+1 = τiτi+1τi, for 1 ≤ i ≤ n− 2 and j 6= i± 1〉
acts naturally on V ⊗n via ρn : Bn → GL(V
⊗n) with ρn(τi) = ci = idV ⊗i−1 ⊗c ⊗ idV n−i−1 :
V ⊗n → V ⊗n. Using the Matsumoto (set-theoretical) section from the symmetric group Sn to
Bn:
M : Sn → Bn, (i, i + 1) 7→ τi, for all 1 ≤ i ≤ n− 1,
one can define the quantum symmetrizer QSn : V
⊗n → V ⊗n by
QSn =
∑
σ∈Sn
ρn(M(σ)) ∈ End(V
⊗n).
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For example QS2 = id+c, and
QS3 = id+c⊗ id+ id⊗c+ (id⊗c)(c⊗ id) + (c⊗ id)(id⊗c) + (c⊗ id)(id⊗c)(c ⊗ id).
The Nichols algebra associated with (V, c) is the quotient of the tensor algebra TV by the
homogeneous ideal
J =
⊕
n≥2
KerQSn,
or equivalently, B(V, c) := ⊕nIm(QSn). In particular, B(V, c) is a graded algebra. Note that
B0(V, c) = k,B1(V, c) = V andB2(V, c) = V ⊗ V/(Ker(id+c)).
There are several equivalent definitions of the Nichols algebra associated with a braided
vector space (V, c), each of them particularly useful for different purposes. For more details,
see [A].
Proposition 1.6. The Nichols algebra B(V, c) is an A(c)-comodule algebra.
Proof. By Remark 1.1, we have that ck is A(c)-colinear, which implies that QSn is an A(c)-
comodule map. Thus,KerQSn is an A(c)-subcomodule of V
⊗n for all n ≥ 2. Hence, taking the
quotient module J defines an A(c)-comodule structure onB(V, c) = TV/J .
Nichols algebras are a key ingredient in the classification of finite-dimensional pointed
Hopf algebras and there is extensive literature covering the problem of finding finite-dimen-
sional Nichols algebras. If the Nichols algebra is finite-dimensional and the braiding is rigid,
then special features arise. These properties guide us to make a general construction that
motivates the definition of ”finite Nichols-type algebra” that is the core of next section.
2 The quantum determinant and the antipode formula
In this section we introduce the method for finding a quantum determinant associated with a
rigid solution of the braid equation (and additional assumptions), and proof our main results
in Theorems 2.17, 2.19 and Corollary 2.20.
2.1 The quantum determinant
Fix a braided vector space (V, c) and let A = A(c) the bialgebra given by the FRT-construction
associated with (V, c).
Definition 2.1. An A-comodule algebra B is called a finite Nichols-type algebra for A if the
following conditions are satisfied:
(FNT1) B is an N-graded A-comodule algebra, that is B =
⊕
n≥0
Bn, λ(Bn) ⊆ A ⊗ Bn, where
λ : B→ A⊗B is the structure map, andBn ·Bm ⊆ Bn+m for all n,m ≥ 0;
(FNT2) B0 = k andB1 = V as A-comodules;
(FNT3) dimkB <∞ and dimk Btop = 1;
(FNT4) the multiplication induces non-degenerated bilinear maps
B1 ×Btop−1 → Btop, Btop−1 ×B1 → Btop.
6
Remark 2.2. Let (V, c) be a finite-dimensional braided vector space and letB = B(V, c) be the
Nichols algebra associated with it. If dimkB <∞, then (FNT1)–(FNT4) are satisfied.
Remark 2.3. Let A′ be a bialgebra andB a finite Nichols-type algebra for A. If f : A′ → A is a
bialgebra map, thenB is also a finite Nichols-type algebra for A′.
The existence of a finite Nichols-type algebra B for A allows not only to define a quantum
determinant for A, but also to give an explicit formula for the antipode. We begin with the
definition of a quantum determinant associated withB:
Definition 2.4. Let B be a finite Nichols-type algebra for A and write Btop = kb for some
1 6= b ∈ B. We call such an element a volume element for B. Since Btop is an A-subcomodule,
we have that the coaction on b equals λ(b) = D ⊗ b for some group-like element D ∈ A. We
call this elementD the quantum determinant in A associated withB.
Note thatD ∈ G(A) is independent of the scalar multiple of b.
Example 2.5. Consider the braiding c = −τ on an n-dimensional space V . Then A(−τ) =
O(Mn) andB(V, c) = ΛV is a leftO(Mn)-comodule algebra. If {x1 · · · , xn} is a basis of V , then
one may take b = x1 ∧ · · · ∧ xn ∈ Λ
nV . In this case,
D =
∑
σ∈Sn
(−1)ℓ(σ)t1σ(1) · · · t
n
σ(n)
is given by the usual determinant.
Notation 2.6. Let {x1, . . . , xn} be a basis of V . Since by assumption the multiplication B1 ×
Btop−1 → Btop = kb is non-degenerated, there exists a basis of Btop−1, say {ω
1, . . . , ωn} ∈
Btop−1, such that
xiω
j = δji b ∈ Btop.
For 1 ≤ i, j ≤ n, we define the elements T ji ∈ A by the equality
λ(ωi) =
∑
j
T ij ⊗ ω
j for all 1 ≤ i ≤ n.
It is easy to check that∆(T ij ) =
∑n
k=1 T
i
k ⊗ T
k
j and ε(T
j
i ) = δ
j
i for all 1 ≤ i, j ≤ n.
Example 2.7. Consider the braiding c = −τ on V ⊗ V as in Example 2.5 above. Then, the
elements wj = (−1)i+1x1 ∧ · · · x̂j · · · ∧ xn give a ”dual basis” with respect to {x1, . . . , xn}.
Next we generalize the formula when expanding a determinant by a row using minors:
Proposition 2.8. The following formula holds in A(c):
n∑
k=1
tki T
j
k = δ
j
iD for all 1 ≤ i, j ≤ n.
Proof. Using the fact that {xi}1≤i≤n and {w
j}1≤j≤n are dual bases with respect to the multipli-
cation, that is xiω
j = δji b for all 1 ≤ i, j ≤ n, by the comodule structure onBwe get that
λ(δji b) = δ
j
iD ⊗ b = λ(xiω
j) = λ(xi)λ(ω
j)
=
∑
k,ℓ
tki T
j
ℓ ⊗ xkω
ℓ =
∑
k,ℓ
tki T
j
ℓ ⊗ δ
ℓ
kb =
∑
k
tki T
j
k ⊗ b.
Example 2.9. For M ∈ Mn(k), let Cof(M) be the (n × n)-matrix whose (i, j)-entry is the ij-
minor. For c = −τ , Proposition 2.8 is nothing else than the well-known fact
M · Cof(M)t = det(M)I ∀M ∈ Mn(k).
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2.2 Main results
In this subsection we prove our main theorem. We begin by introducing a Hopf algebra as-
sociated with the quantum determinant and give some properties of its category of finite-
dimensional left comodules.
For the rest of this subsection, we fix a finite-dimensional rigid braided vector space (V, c)
and assume there exists a finite Nichols-type algebraB for A. We writeD for the quantum de-
terminant and b for the volume element. By Lemma 1.3, we know that there exists an automor-
phism J := JD ∈ Aut(A) associated with the quantum determinant D such that Da = J(a)D
for all a ∈ A.
Definition 2.10. LetH(c) be the k-algebra generated by the elements {tji}i,j andD
−1 satisfying
the relations (4) and
DD−1 = 1 = D−1D. (5)
Note that, in caseD is not a zero divisor, thenH(c) coincides with the localization A[D−1] of A
onD−1.
Lemma 2.11. H(c) is a coquasitriangular bialgebra.
Proof. Let A′ be the algebra generated by the same elements but satisfying only (4) and
tjiD
−1 = D−1J(tji ) for all 1 ≤ i, j ≤ n.
Then,H(c) = A′/J , where J is the two-sided ideal generated by the relation (5). In particular,
we have that the canonical map A→ H(c) factorizes through A′.
By defining ∆(D−1) = D−1 ⊗ D−1 and ε(D−1) = 1, we may endow A′ with a bialgebra
structure. To show thatH(c) is indeed a bialgebra, it is enough to show that J is also a coideal.
This follows by a direct computation since bothD andD−1 are group-like elements.
Finally, the coquasitriangular structure is defined extending the coquasitriangular structure
onA by r(D−1, a) = r−1(D, a) and r(a,D−1) = r−1(a,D) for all a ∈ A. It is well-defined thanks
to (CQT1)-(CQT2).
Remark 2.12. In the categoryH(c)M, the comoduleBtop is invertible. Indeed, consider the one-
dimensional vector space kD−1 with generator D−1 and whose left H(c)-comodule structure
is given by λ(D−1) = D−1 ⊗D−1. Since the (diagonal) coaction on kb⊗ kD−1 is trivial, i. e.
λ(b ⊗D−1) = DD−1 ⊗ (b⊗D−1) = 1⊗ (b ⊗D−1),
it turns out that kb⊗ kD−1 ∼= k as H(c)-comodules. Similarly kD−1 ⊗Btop ∼= k.
Definition 2.13. Let V ∗ and ∗V be theH(c)-comodules given by
V ∗ := Btop−1 ⊗ kD
−1, ∗V := kD−1 ⊗Btop−1
Using that the multiplication mB ofB gives non-degenerated colinear maps
V ⊗Btop−1 → Btop = kb, Btop−1 ⊗ V → Btop = kb,
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we may define evaluation maps evℓ :
∗V ⊗ V → k and evr : V ⊗ V
∗ → k by the following
compositions. For the right evaluation:
V ⊗ V ∗ evr
,,V ⊗ (Btop−1 ⊗ kD
−1) // kb⊗ kD−1
∼=
// k
x⊗ (w ⊗D−1) ✤ // xw ⊗D−1
evr(x,w ⊗D
−1)b ⊗D−1 ✤ // evr(x,w ⊗D
−1)
and similarly on the left:
∗V ⊗ V evℓ
,,(kD−1 ⊗Btop−1)⊗ V // kD
−1 ⊗ kb
∼=
// k
(D−1 ⊗w) ⊗ x ✤ // D−1 ⊗ wx
evℓ(D
−1 ⊗w, x)b ⊗D−1 ✤ // evℓ(D
−1 ⊗ w, x)
Notice that everything depends on the choice of the “volume element” b.
Remark 2.14. By (FNT4) one may define two (possibly different) bases for Btop−1 which are
right and left dual to a given basis {x1, . . . , xn} of V , say {w
1
ℓ , . . . , w
n
ℓ } and {w
1
r , . . . , w
n
r }, satis-
fying for all 1 ≤ i, j ≤ n that
xiw
j
ℓ = δ
j
i b, w
j
rxi = δ
j
i b.
For V ∗ = Btop−1 ⊗ kD
−1 and ∗V = kD−1 ⊗Btop−1 as above, define left and right coevalu-
ation maps coevℓ : k→ V ⊗
∗V and coevr : k→
∗V ⊗ V by
coevℓ(1) :=
∑
i
xi ⊗ (D
−1 ⊗ wiℓ), coevr(1) :=
∑
i
(D−1 ⊗ wir)⊗ xi.
By a direct computation we obtain the following:
Lemma 2.15. V ∗ and ∗V are, respectively, right and left duals of V in H(c)M.
Remark 2.16. Using similar arguments as before, one has that (V ∗)∗ = kb ⊗ V ⊗ kD−1 and
∗(∗V ) = kD−1 ⊗ V ⊗ kb. In particular, V ∗∗ ≃ V ≃ ∗∗V .
The next theorem is our first main result. It states that H(c) is indeed a Hopf algebra,
provided the canonical map A(c) → H(c) is injective. This is the case when D is not a zero
divisor in A.
Theorem 2.17. If the canonical map A(c) → H(c) is injective then H(c)M is rigid, tensorially gen-
erated by V and kD−1. As a consequence, H(c) is a coquasitriangular Hopf algebra. Moreover, the
formula for the antipode is given on generators by S(D−1) = D, and for all 1 ≤ i, j ≤ n:
S(tji ) := T
j
i D
−1
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Proof. Identify the elements of A with their image in A[D−1] under the canonical map. Let
M ∈ H(c)M and fix a basis {m1, . . . ,mk} of M as vector space. Denote by h
k
i ∈ H(c) the
elements such that the coaction on mi is given by λ(mi) =
∑
j h
j
i ⊗mj . If all h
j
i belong to the
image of A under the canonical map, then clearly M is an A-comodule. Since D is normal,
each hji can be written as a polynomial in D
−1 with coefficients in (the image of) A, say:
hji =
Nij∑
k=0
aijk D
−k with aij ∈ A for all 1 ≤ i, j ≤ n.
Thus, for all N ≥ Nij we have h
j
iD
N ∈ A. Taking N = maxi,j{Nij}, we have that
M˜ =M ⊗ kb⊗N =M ⊗
N−times︷ ︸︸ ︷
kb⊗ · · · ⊗ kb
is an A-comodule: a basis is {mi ⊗ b⊗ b⊗ · · · ⊗ b}1≤i≤n, and the A-comodule structure is
λ(mi ⊗ b⊗ b⊗ · · · ⊗ b) =
∑
j
hjiD
N ⊗mi ⊗ b⊗ b⊗ · · · ⊗ b ∈ A⊗ M˜
Now using that kb ⊗ kD−1 ∼= k we have that M˜ ⊗
N−times︷ ︸︸ ︷
kD−1 · · · ⊗ kD−1 ∼= M . That is, M is
isomorphic to a tensor product of an A-comodule and the H(c)-comodule kD−1. Thus H(c)M
is tensorially generated by A(c)-comodules and kD−1. Since A(c)M is tensorially generated by
V , the first assertion of the statement follows.
Finally, we prove the formula for the antipode. SinceD andD−1 are group-like, clearly we
have that S(D) = D−1 and S(D−1) = D. For the generators tji we proceed as follows: from
Proposition 2.8 we know that
∑
k
tki T
j
k = δ
j
iD. So, in H(c) it holds that
∑
k
tki T
j
kD
−1 = δji for all 1 ≤ i, j ≤ n.
Now, since H(c) is a Hopf algebra, we must have that
∑
ℓ S(t
ℓ
i)t
k
ℓ = ε(t
k
i ) = δ
k
i . From one side
one gets
(∗) :=
∑
k
∑
ℓ
S(tℓi)t
k
ℓT
j
kD
−1 =
∑
k
δki T
j
kD
−1 = T ji D
−1,
but, changing the order of the double sum, we obtain
(∗) =
∑
ℓ
∑
k
S(tℓi)t
k
ℓT
j
kD
−1 =
∑
ℓ
S(tℓi)δ
j
ℓ = S(t
j
i ).
Consequently, S(tji ) = T
j
i D
−1 for all 1 ≤ i, j ≤ n.
Remark 2.18. The antipode verifies both S ∗ id = uε and id ∗S = uε, so we also have∑
k
T ki D
−1tjk = δ
j
i .
In particular, if D is central, in addition to
∑
k
tki T
j
k = δ
j
iD, one must have
∑
k
T ki t
j
k = δ
j
iD.
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In the general case, it holds that ∑
k
J(T ki )t
j
k = δ
j
iD,
where J is as in Lemma 1.3. It would be interesting to have a direct proof of this fact in A(c).
Usually, one does not know a priori if the mapA→ H(c) is injective, and there are examples
where this map actually have non-zero kernel. Also, it is difficult to check by computer if the
element D is a zero divisor or not. We give below a ”computer adapted version” of Theorem
2.17, without the assumption of the canonical map A→ H(c) being injective.
First note that, by [Sch, Lemma 3.2.9] (see [T] for a review) there exists a coquasitriangular
Hopf algebra H(c) associated with (V, c) satisfying a universal property: V ∈ H(c)M with a
certain comodule structure map λ and if B is a coquasitriangular bialgebra such that V ∈ BM
with comodule structure λB : V → B ⊗ V , then there exists a coquasitriangular bialgebra map
f : H(c)→ B such that λB = (f ⊗ id)λ.
Furthermore, by [Sch, Lemma 3.2.11 and Corollary ], the Hopf algebraH(c) is generated as
algebra by elements {tji , u
j
i}1≤i,j≤n satisfying
∑
k,ℓ
ckℓij t
r
kt
s
ℓ =
∑
k,ℓ
tki t
ℓ
jc
rs
kℓ, and
n∑
k=1
uki t
j
k = δ
j
i =
n∑
k=1
tki u
j
k. (6)
The coalgebra structure is given by∆(tji ) =
∑n
k=1 t
k
i ⊗ t
j
k, ε(t
j
i ) = δ
j
i and∆(u
j
i ) =
∑n
k=1 u
j
k⊗ u
k
i ,
ε(uji ) = δ
j
i . Moreover, one has that SH(c)(t
j
i ) = u
j
i for all 1 ≤ i, j ≤ n.
The comodule category H(c)M is the one generated by V and V ∗, and in general the map
A(c)→ H(c) needs not to be injective (see example in Subsection 3.6.1).
Theorem 2.19. Assume the following equality holds for all 1 ≤ i, j ≤ n:∑
k
J(T ki )t
j
k = δ
j
iD. (7)
Then H(c) is a coquasitriangular Hopf algebra and the formula for the antipode on generators is given
by S(D−1) = D, and S(tji ) := T
j
i D
−1 for all 1 ≤ i, j ≤ n.
Proof. Define an algebra map ϕ : H(c) → H(c) by ϕ(tji ) = t
j
i and ϕ(u
j
i ) = T
j
i D
−1 for all
1 ≤ i, j ≤ n. It is clear that the FRT relations (4) and (6) are the same, also
ϕ
(∑
k
tki u
j
k
)
=
∑
k
tki T
j
kD
−1 = δjiDD
−1 = δji .
For the remaining relations, notice that for a ∈ H(c), we have D−1J(a) = aD−1 and so
ϕ
(∑
k
uki t
j
k
)
=
∑
k
T ji D
−1tjk =
∑
k
D−1J(T ji )t
j
k = D
−1
∑
k
J(T ji )t
j
k = D
−1δjiD = δ
j
i
This implies that ϕ is a well-defined algebra map. Moreover, by 2.6 it follows that ϕ is indeed
a bialgebra map. In particular, B is also a finite-Nichols type algebra for H(c) and there exists
a group-like element D on H(c) which is mapped to D. Since H(c) is a Hopf algebra, D−1
is a group-like element whose image D−1 is contained in the image of ϕ. Consequently, f is
surjective andH(c) is a Hopf algebra. By the universal property ofH(c), it follows thatH(c) is
also coquasitriangular.
The formula for the antipode follows the same lines as in the proof of Theorem 2.17.
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We end this section with two corollaries. The first one states that actually both Hopf alge-
bra H(c) and H(c) coincide. The second one is a resume that stresses the results for Nichols
algebras.
Corollary 2.20. Under the assumptions above, H(c) andH(c) are isomorphic.
Proof. By the proof of Theorem 2.19, we know that there is a surjective Hopf algebra map
ϕ : H(c) → H(c) such that ϕ(D) = D, ϕ(tji ) = t
j
i and ϕ(u
j
i ) = T
j
i D
−1 for all 1 ≤ i, j ≤ n,
where D is the quantum determinant of H(c) associated with B. To prove that both algebras
coincide, we show that ϕ is bijective. Define the algebramap f : H(c)→H(c) by f(tji ) = t
j
i and
f(D−1) = D−1. Clearly, it is a well-defined bialgebra map, which satisfies that uji = f(T
j
i D
−1).
Indeed, define the matrices t, T,J(T ), t and u by (t)ij = t
j
i , (T )ij = T
j
i , (J(T ))ij = J(T
j
i ),
(t)ij = t
j
i and (u)ij = u
j
i . In particular, by Proposition 2.8 and our assumptions, we know that
f(t) = t, u · t = id = t · u, t · T = DI and J(T ) · t = DI.
Thus,
f(T ) = (u · t) · f(T ) = u · (f(t) · f(T )) = u · (f(t · T )) = uD.
Namely, f(T ji ) = u
j
iD and so u
j
i = f(T
j
i D
−1). Hence, we conclude that the algebra map
f : H(c) → H(c) is surjective. Since by definition we have that f ◦ ϕ = id and ϕ ◦ f = id, the
claim is proved.
Corollary 2.21. Let (V, c) be a rigid finite-dimensional braided vector space such that the associated
Nichols algebraB(V, c) is finite-dimensional. If the canonical mapA(c)→ H(c) is injective or equation
(7) is satisfied, then B(V, c) is a braided Hopf algebra in H(c)M.
2.3 Formulas for the quantum determinant for set-theoretical solutions
In this subsection, we give an explicit formula for the quantum determinant in the case where
the braided vector space is given by a linearization of a set-theoretical solution of the braid
equation. Using the coquasitriangular structure, we also give the commuting relations be-
tween the quantum determinant and the generators of the bialgebra.
Let (X, c) be a set-theoretical solution of the braid equation and write
c(i, j) = (gi(j), fj(i)) for all i, j ∈ X,
where f, g : X → Fun(X,X). We say that the solution (X, c) is non-degenerate if the images of
f and g are bijections.
Let V = kX be the vector space linearly spanned by X and consider the map on V , also
written as c, obtained by linearizing c. Then (V, c) is a braided vector space. Set {xi}i∈X for the
linear basis of V . A map q : X ×X → k is called a cocycle if the map cq : V ⊗V → V ⊗V given
by
cq(xi ⊗ xj) = qijxgi(j) ⊗ xfj(i) for all i, j ∈ X,
where qij = q(i, j), is a solution of the braid equation. It turns out that the braiding c
q is rigid
if and only if c is non-degenerate, see [AG].
Assume |X| = n and let (ckℓij )i,j,k,ℓ∈X be the (n
2 × n2)-matrix given by cq(xi ⊗ xj) =∑
k,ℓ c
kℓ
ij xk ⊗ xℓ. By the formula above, it follows that
ckℓij = qijδk,gi(j)δℓ,fj(i).
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Let B(V, cq) be the Nichols algebra associated with the rigid braided vector space (V, cq). If
dimB(V, cq) is finite, thenB(V, cq) = B =
⊕N
i=0 B
(i) with dimB(N) = 1. Assume further that
B(N) = kb; with b a ”volume element”. Then for any element xi1 · · · xiN ∈ B
(N) with xis ∈ V ,
there exists αi1,...,iN ∈ k such that xi1 · · · xiN = αi1,...,iNb.
Proposition 2.22. Assume b = xj1 · · · xjN with xjs ∈ V for all 1 ≤ s ≤ N . Then
D =
∑
1≤i1,...,iN≤n
αi1,...,iN t
i1
j1
ti2j2 · · · t
iN
jN
.
Proof. Since λ(xi) =
∑n
i=1 t
j
i ⊗ xj for all 1 ≤ j ≤ n, we have that
λ(b) = λ(xj1 · · · xjN ) =
∑
1≤i1,...,iN≤n
ti1j1t
i2
j2
· · · tiNjN ⊗ xi1xi2 · · · xiN
=
∑
1≤i1,...,iN≤n
αi1,...,iN t
i1
j1
ti2j2 · · · t
iN
jN
⊗ b
Since λ(b) = D ⊗ b, the assertion follows.
Next we give some formulas concerning the quantum determinant and the coquasitrian-
gular structure.
Proposition 2.23. Let 1 ≤ a, b ≤ n and denote recursively a1 = fj1(a) and ak = fjk(ak−1). Then
r(D, tba) = δb,aNαga(j1),ga1(j2))...,gaN−1(jN )qj1,aqj2,fa(j1) · · · qjN ,aN−1 .
Proof. From Proposition 2.22 we get
r(D, tba) =
∑
1≤ik≤n
αi1,...,iN r(t
i1
j1
ti2j2 · · · t
iN
jN
, tba)
=
∑
1≤ik≤n
∑
1≤ℓk≤n
αi1,...,iN r(t
i1
j1
, tℓ1a )r(t
i2
j2
, tℓ2ℓ1) · · · r(t
iN
jN
, tbℓN−1)
=
∑
1≤ik≤n
∑
1≤ℓk≤n
αi1,...,iN c
i1,ℓ1
a,j1
ci2,ℓ2ℓ1j2 · · · c
iN b
ℓN−1jN
=
∑
1≤ik≤n
αi1,...,iN
∑
1≤ℓk≤n
qa,j1δi1,ga(j1)δℓ1,fj1(a)qℓ1,j2δi2,gℓ1(j2)δℓ2,fj2(ℓ1) · · ·
· · · qℓN−1,jN δiN ,gℓN−1 (jN )
δb,fjN (ℓN−1)
= αga(j1),ga1(j2))...,gaN−1(jN )qj1,aqj2,fa(j1) · · · qjN ,aN−1δb,aN ,
and the claim follows.
Remark 2.24. Assume q is a constant cocycle with qij = q ∈ k
× for all 1 ≤ i, j ≤ n. Then
r(D, tba) = δb,aNαga(j1),ga1(j2))...,gaN−1 (jN )q
N .
For example, if (X, c) = (OS3(12), c) is the set-theoretical solution of the braid equation given
by the rack of transpositions of S3 and q ≡ −1 is the constant cocycle, then one has that gi(j) =
i ⊲ j and fi = id for all i, j ∈ X. The corresponding Nichols algebra is finite-dimensional
an the top degree is N = 4. In particular, ak = a for all 1 ≤ k ≤ 4 and one may check
that αga(j1),ga1(j2))...,gaN−1(jN ) = αa⊲j1,...,a⊲j4 = αj1,...,j4 = 1. In such a case, we have for all
1 ≤ a, b ≤ n that
r(D, tba) = δa,b.
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Corollary 2.25. Let 1 ≤ a, b ≤ n. As before, denote ak = fjk(ak−1) with a(0) = a, and set bk =
fjk(bk−1) with bN = b. Assume q is a constant cocycle with qij = q ∈ k
× for all 1 ≤ i, j ≤ n. Then
αga(j1),ga1(j2))...,gaN−1(jN )Dt
b
aN
= αgb0(j1),gb1 (j2))...,gbN−1 (jN )
tb0a D.
In particular, if αga(j1),ga1(j2))...,gaN−1(jN ) 6= 0, we have that
J(taaN ) = α
−1
ga(j1),ga1(j2))...,gaN−1(jN )
αgb0 (j1),gb1 (j2))...,gbN−1 (jN )
tb0a .
Proof. Follows directly from Remark 1.2 (4).
3 Examples
In this section we provide examples and formulas given by our main results.
3.1 A non-diagonal type 2× 2 example
Let X = {1, 2}, and consider the set-theoretical solution of the braid equation given by s :
X ×X → X ×X given by
s(1, 2) = (1, 2), s(2, 1) = (2, 1), s(1, 1) = (2, 2), s(2, 2) = (1, 1).
Write (tji )i,j =
(
a b
c d
)
. Then, the FRT relations (4) are
a2 = d2, ab = cd, ba = dc, ac = bd, ca = db, b2 = c2.
The Nichols algebraB = B(V, c) associated with V = kx⊕ ky and the linearization of c = −s
is the k-algebra generated by x, y with relations
x2 + y2 = 0, xy + xy = 0 = yx+ yx.
If char(k) 6= 2, then dimB is finite andB has a basis {1, x, y, x2}. The volume element b can be
taken to be b = x2. Since λ(x) = a⊗ x+ b⊗ y, we have that
λ(b) = λ(x2) = (a⊗ x+ b⊗ y)2 = a2 ⊗ x2 + ab⊗ xy + ba⊗ yx+ b2 ⊗ y2 = (a2 − b2)⊗ x2.
Thus, we obtain that D := a2 − b2 is a group-like element. One can check by hand that it is
central (hence J = id) and {ω1 = x, ω2 = −y} is a ”dual basis” with respect to the volume
element b. We compute the coaction to get the values of the T ji :
λ(ω1) = λ(x) = a⊗ x+ b⊗ y = a⊗ ω1 − b⊗ ω2,
λ(ω2) = λ(−y) = −c⊗ x− d⊗ y = −c⊗ ω1 + d⊗ ω2.
One can either show that D is not a zero divisor or check the condition of Theorem 2.19 and
conclude that H(s) = A[D−1] =: GL(X,−s) is a Hopf algebra. The antipode is given by
S(a) = aD−1, S(b) = −cD−1, S(c) = −bD−1, S(d) = dD−1.
Since the quantum determinantD is central, we may also consider the Hopf algebra SL(X,−s)
given by A(s)/(D − 1). It is the algebra presented by
SL(X,−s) = k〈a, b, c, d : a2 = d2, ab = cd, ba = dc, ac = bd, ca = db, b2 = c2, a2 − b2 = 1〉.
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3.2 Involutive and non-central example
For X = {1, 2, 3}, consider the set-theoretical solution of the braid equation given by s(i, i) =
(i, i) for i = 1, 2, 3 and s(i, j) = (j, i) for i, j = 2, 3; that is
s(1, 2) = (3, 1), s(1, 3) = (2, 1), s(2, 1) = (1, 3), s(3, 1) = (1, 2).
Note that this solution is involutive. Write (tji )i,j =
(
a b c
d e f
g h i
)
; the FRT relations are
c2 = b2, g2 = d2, h2 = f2, i2 = e2,
ba = ac, ca = ab, da = ag, db = cg, dc = bg, ea = ai,
eb = ci, ec = bi, eg = di, fa = ah, fb = ch, fc = bh,
fg = dh, fi = eh, ga = ad, gb = cd, gc = bd, gh = fd, gi = ed,
ha = af, hb = cf, hc = bf, hd = gf, hg = df, hi = ef, ia = ae,
ib = ce, ic = be, id = ge, if = he, ig = de, ih = fe.
Let V = kX and write s also for the braiding given by the linearization of s. Because the
solution is involutive, the Nichols algebra B(V,−s) is finite-dimensional, its maximal degree
is 3. Our construction gives the quantum determinant
D = ae2 − af2 + bdf − bed− cde + cfd
It is group-like, but not central: D commutes with a but bD = −Dc, cD = −Db, dD = −Dg,
gD = −Dd, De = iD, Di = eD, Df = hD, fD = Dh. On the other hand, these non-
commutation relations give us the formula for the automorphism J:
J(a) = a, J(b) = −c, J(d) = −g, J(e) = i, J(f) = h,
and J2 = id. One can check directly that the hypothesis of Theorem 2.19 holds and conclude
thatH(s) =: GL(X,−s) is a Hopf algebra. We also have the explicit formula for the antipode:
(
S(tji )
)
ij
=

 −fh+ ei −ce+ bf ch− bi−fg + dh −cd+ ae cg − ah
eg − di bd− af −bg + ai

D−1.
3.3 Fomin-Kirillov algebras
Before introducing quantum determinants for Fomin-Kirillov algebras, we first apply our con-
struction to solutions of the braid equation given by a rack and a cocycle.
A rack is a pair (X,⊲) where X is a non-empty set and ⊲ : X ×X → X is a map such that
x⊲ (y ⊲ z) = (x⊲ y)⊲ (x⊲ z) and x⊲ is bijective for every x, y, z ∈ X. Every rack gives a
set-theoretical solution of the braid equation by setting
c(i, j) = (i⊲ j, i) for all i, j ∈ X.
Let (X,⊲) be a rack with |X| = n and let q : X ×X → k× a cocycle. Denote by V = kX the
braided vector space attached to them with braiding
cq(xi ⊗ xj) = qijxi⊲j ⊗ xi for all i, j ∈ X.
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If we write c(xi ⊗ xj) =
∑n
k,ℓ=1 c
k,ℓ
i,j xk ⊗ xℓ, then we have that
ck,ℓi,j = qijδi⊲j,kδi,ℓ for all i, j ∈ X.
In particular, the FRT-relations of A(cq) have the following form
qij t
k
i⊲jt
ℓ
i = qℓ,ℓ⊲−1k t
ℓ
it
ℓ⊲−1k
j
Moreover, if we replace ℓ⊲−1 k by k we get
qij t
ℓ⊲k
i⊲j t
ℓ
i = qℓ,ℓ⊲−1k t
ℓ
it
k
j
The Fomin-Kirillov algebras arises when we consider the braid solution associated with
the rack given by the conjugacy classes of transpositions in Sn. We describe explicitly the case
when n = 3 and qij = −1 for all i, j ∈ X.
LetX = OS32 be the rack of transpositions in S3 and consider the constant cocycle qij = −1.
Let V = kOS32 be the braided vector space associated with it and take the basis x1 = x(12), x2 =
x(13) and x3 = x(23) on V . Then c(xi ⊗ xj) = −xi⊲j ⊗ xi for all 1 ≤ i, j ≤ 3. In this case,
A(cq) is generated by the elements {tji}1≤i,j≤3 satisfying the relations t
k
i⊲jt
ℓ
i = t
ℓ
it
ℓ⊲k
j for all
1 ≤ i, j, k, ℓ ≤ 3, because the cocycle is constant and ℓ⊲−1 = ℓ⊲ for all 1 ≤ ℓ ≤ 3. In particular,
we may write
tℓ⊲ki⊲j t
ℓ
i = t
ℓ
it
k
j (8)
The Nichols algebraB(OS32 ,−1) associated with this rack and cocycle is finite-dimensional
and it is generated by the elements x1, x2, x3 satisfying the relations
x2i = 0, x1x2 + x2x3 + x3x1 = 0, x1x3 + x3x2 + x2x1 = 0, (9)
for all 1 ≤ i ≤ 3. It has dimension 12 and its volume element is in degree 4. In our case, we
may take B(4) = kx1x2x3x2 and the volume element b = x1x2x3x2. Then, using the relations
(9) one may prove that
x1x2x1x2 = 0, x1x2x1x3 = −b, x1x2x3x1 = 0, x1x3x1x2 = −b,
x1x3x1x3 = 0, x1x3x2x1 = 0, x1x3x2x3 = b, x2x1x2x1 = 0,
x2x1x2x3 = −b, x2x1x3x1 = b, x2x1x3x2 = 0, x2x3x1x2 = 0,
x2x3x1x3 = b, x2x3x2x1 = −b, x2x3x2x3 = 0, x3x1x2x1 = b,
x3x1x2x3 = 0, x3x1x3x1 = 0, x3x1x3x2 = −b, x3x2x1x2 = b,
x3x2x1x3 = 0, x3x2x3x1 = −b, x3x2x3x2 = 0.
For example, since x1x2 + x2x3 + x3x1 = 0 and x
2
i = 0, it follows that
x2x1x2x1 = 0, x1x2x3x1 = 0, x2x1x2x1 = 0, x2x3x1x2 = 0.
On the other hand, x1x2x3x2+x1x3x1x2 = 0, which implies that x1x3x1x2 = −x1x2x3x2 = −b.
Moreover, for all 1 ≤ r ≤ 3 we have that xr⊲1xr⊲2xr⊲3xr⊲2 = x1x2x3x2. Writing (t
j
i )i,j=1,2,3 =(
a b c
d e f
g h i
)
, the relations in A(c) read
ba = ac = cb, bc = ab = ca, da = ag = gd, db = bi = id,
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dc = ch = hd, dg = ad = ga, dh = cd = hc, di = bd = ib,
ea = ai = ie, eb = bh = he, ec = cg = ge, ed = df = fe,
ef = de = fd, eg = ce = gc, eh = be = hb, ei = ae = ia,
fa = ah = hf, fb = bg = gf, fc = ci = if, fg = bf = gb,
fh = af = ha, fi = cf = ic, hg = gi = ih, hi = gh = ig.
Then, the quantum determinant is given by
D = a2e2 − abdf + a2f2 − abgi+ b2d2 − abgi
−abdf + b2f2 − abdf + c2d2 − abgi + c2e2
= c2e2 + c2d2 + b2f2 + b2d2 − 3abgi − 3abdf + a2f2 + a2e2.
One can check explicitly that it is a central element; in particular, the hypothesis of Theorem
2.19 holds. Thus,H(c) =: GL(OS32 ,−1) is a Hopf algebra. The formula for the antipode follows
from considering dual bases in the Nichols algebra and finding the elements T ji ; this can be
done explicitly. For example,
S(a) = (−fbi+ fah− ech + eai)D−1.
Since the quantumdeterminantD is central, wemay also consider theHopf algebra SL(OS32 ,−1)
given by A(c)/(D − 1).
3.4 Quantum determinants for quantum planes
In [AJG], the authors consider all solution of the QYBE in dimension 2 and give several exam-
ples of finite-dimensional Nichols algebras, arranged in families R0,1, R1,i (i = 1, 2, 3, 4), and
R2,i (i = 1, 2, 3). The authors remark that, up to now, the only case known where one can find
a quantum determinant and localize A(c) to obtain a Hopf algebra is R2,1, due to a result of
Takeuchi [T]. As our method only has as hypothesis dimB < ∞, we can apply it in the other
cases (and for certain parameters) to obtain quantum determinants.
For example, let us consider the case R2,2 (with k
2 = −1 and pq = 1, according to the
notation in [AJG]). The braiding associated with this two-dimensional vector space Vk,p,q is(
c(xi ⊗ xj)
)
1≤i,j≤2
=
(
−x1 ⊗ x1 kq x2 ⊗ x1 − 2 x1 ⊗ x2
kp x1 ⊗ x2 −x2 ⊗ x2
)
.
The corresponding Nichols algebra is presented as follows
B(Vk,p,q) = T (Vk,p,q)/(x1x2 − kq x2x1, x
2
1, x
2
2).
A PBW-basis is given by {1, x1, x2, x1x2}, dimB(Vk,p,q) = 4 and one may take the volume
element b = x1x2. Write (t
j
i )i,j=1,2 =
(
a b
c d
)
. Then the FRT relations read
ab = kp ba, ac = kq ca, bc = q2 cb, ad−da = kp bc, cd = kp dc, bd = kq db.
The quantum determinant is given by D = ad − kp bc. This element is not central, it verifies
aD = Da, dD = Dd, but Db = p2bD and Dc = q2cD. Hence
J(a) = a, J(d) = d, J(b) = p2b, J(c) = q2c.
The matrices T and J(T ) are
T = (T ji ) =
(
d kqb
−kpc a
)
, J(T ) = (J(T ji )) =
(
d kpb
−kqc a
)
One can easily check that t · T = D · id = J(T ) · t, where t = (tji ) =
(
a b
c d
)
. Thus,H(c) is a Hopf
algebra.
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3.5 A non-quadratic Nichols algebra
Another feature of [AJG] is the presentation by generators and relations of families of Nichols
algebras having quadratic relations. In [X], the author present another example over a quan-
tum plane considered in loc. cit. , but with no quadratic relations. Moreover, it turns out to be a
finite-dimensional Nichols algebra with all relations of order bigger than 2. Since our hypoth-
esis is only dimB < ∞, we can compute the quantum determinant for the Nichols algebra
associated with the quantum plane V4,1.
Let ξ be a primitive 6-root of unity and write ξ = −ω, with ω a primitive 3-root of 1. LetB
be the k-algebra generated by x and y with relations
x3 = 0, y3 − x2y − yx2 + xyx = 0, y2x+ xy2 − yxy = 0, ξx2y + ξ5yx2 + xyx = 0.
The volume element is b = x2yxy2, and the quantum determinant for (tji )i,j =
(
a b
c d
)
, is
D = (−ω + ω2)b2dbdc+ (−2ω − ω2)b2dbcd+ (−ω − 2ω2)b2dad2 + (ω − ω2)b2cbd2 + ωb2cbc2
+ω2b2cadc+ (2ω + ω2)badbd2 + ωbadbc2 − badacd− ωbacbdc− ωbacbcd+ (ω + 2ω2)abdbd2
−ω2abdadc− abdacd− ω2abcbdc+ ω2abcad2 + a2dbcd+ a2dad2.
3.6 Two examples of the non-injectiveness of the map A(c)→ H(c)
3.6.1 Commutative example
We thank Peter Schauenburg for providing us this example, together with an argument. We
provide here his example, but we exhibit a different argument to show that the canonical map
is not injective. Consider the vector space V = kx⊕ ky with the following braiding
c(x⊗ x) = x⊗ x, c(x⊗ y) = y ⊗ x, c(y ⊗ x) = x⊗ y, c(y ⊗ y) = 2y ⊗ y.
The FRT relations of A(c) are
ba− ab = 0, b2 = 0, bd = 0, ca− ac = 0, cb− bc = 0,
c2 = 0, cd = 0, da− ad = 0, db− 2bd = 0, dc− 2cd = 0,
which are equivalent to
ab = ba, ac = ca, ad = da, bc = cb, 0 = bd = db = cd = dc = b2 = c2.
Thus, A(c) = A = k[a, b, c, d]/(b2, c2, bd, cd) is a commutative bialgebra. Assume k is alge-
braically closed of characteristic zero. Then, it is clear that A cannot inject into a Hopf algebra
because it has nilpotent elements. Also, a direct proof (valid on any characteristic) in this par-
ticular case can be given as follows: The bialgebra A is a quotient of k[a, b, c, d] = O(M2), thus
D := ad − bc is a group-like element in A. Notice that ΛV is not the Nichols algebra of (V, qc)
for any q ∈ k×, because the former is finite-dimensional and the latter infinite-dimensional,
but nevertheless it is a finite Nichols-type algebra for A. Since b2 = 0 = bd, it follows that
bD = 0 and cD = 0. Thus, D is a zero divisor. If there is a bialgebra map f : A → K with K a
Hopf algebra, then f(D) is invertible and so f(b) = 0.
Also, being A commutative, we have that J = id, and the left inverse of a matrix with
commuting entries is the same as a right inverse, so hypothesis of Theorem 2.19 are fullfilled.
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Hence, H(c) is a Hopf algebra. In this concrete example, we see clearly that b and c are killed
when invertingD, and we get the isomorphism
H(c) ∼=
A
(b = c = 0)
[(ad− bc)−1] = k[a, d][(ad)−1] = k[a±1, d±1],
with ∆(a) = a⊗ a and ∆(d) = d⊗ d, soH(c) ∼= k[Z× Z].
3.6.2 Quantum linear spaces
We end the paper with another example that the canonical map is not necessarily injective.
From our calculations one obtains another proof, under certain hypothesis on the braiding,
of the very well-known fact that a Nichols algebra associated with a quantum linear space of
dimension n is realizable as a braided Hopf algebra in the category of k[Zn]-comodules.
Let V be a finite-dimensional vector space with basis {xi}1≤i≤n and consider the following
diagonal braiding on it:
c(xi ⊗ xj) = qijxj ⊗ xi for all 1 ≤ i, j ≤ n,
where qij ∈ k
× satisfy that qijqji = 1 for i 6= j and qii are primitive Ni-roots of 1, with Ni ∈ N
and Ni > 1. Then the Nichols algebraB(V, c) has generators x1, . . . , xn and relations
xixj = qijxjxi, x
Ni
i = 0.
In particular, dimB(V, c) =
∏n
i=1Ni, and a volume element is given by b = x
N1−1
1 · · · x
Nn−1
n .
Recall that, for a braiding c of diagonal type, the FRT relations of A(c) are given by
qkℓt
k
i t
ℓ
j = qijt
ℓ
jt
k
i for all 1 ≤ i, j ≤ n.
This implies in particular that A(c) is non-commutative if qkℓ 6= qij . Besides, it holds that
qℓkt
ℓ
jt
k
i = qjit
k
i t
ℓ
j and consequently
tki t
ℓ
j = q
−1
kℓ qijt
ℓ
jt
k
i = q
−1
kℓ qijq
−1
ℓk qjit
k
i t
ℓ
j.
By our assumptions on the braiding, this is nothing else that tki t
ℓ
j = t
k
i t
ℓ
j if i 6= j and k 6= ℓ. On
the other hand, if i = j, we get
tki t
ℓ
i = q
−1
kℓ qiiq
−1
ℓk qiit
k
i t
ℓ
i .
Thus, for k 6= ℓwe obtain that tki t
ℓ
i = q
2
iit
k
i t
ℓ
i . If moreoverNi 6= 2, it holds that t
k
i t
ℓ
i = 0. Similarly,
we have that
tki t
k
j = q
−2
kk t
k
i t
k
j for i 6= j and k = ℓ,
(tki )
2 = q−2kk q
2
ii(t
k
i )
2 for i = j and k = ℓ.
From the considerations above we get the following lemma:
Lemma 3.1. Under the assumptions above, for i 6= j we have:
(a) If q−2jj q
2
ii 6= 1 then (t
j
i )
2 = 0.
(b) If Nk 6= 2, then t
k
i t
k
j = 0 = t
i
kt
j
k.
Corollary 3.2. Assume that for i 6= j it holds that q−2jj q
2
ii 6= 1 and Nk 6= 2 for all 1 ≤ k ≤ n. Then
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(a) The quantum determinant is D = (t11)
N1−1(t22)
N2−1 · · · (tnn)
Nn−1.
(b) tji = 0 for all i 6= j, and t
k
k is group-like for all 1 ≤ k ≤ n as elements inH(c).
(c) H(c) ∼= k[(t11)
±1, (t22)
±1, . . . , (tnn)
±1] ≃ k[Zn]. In particular, the canonical map is not injective
if qkℓ 6= qij for some 1 ≤ i, j, k, ℓ ≤ n.
Proof. (a) The claim follows by a direct computation. Indeed, by Lemma 3.1, for 2 ≤ ℓ ≤ Nk−1
one has that
λ(xℓk) =
∑
i1,...,iℓ
(ti1k t
i2
k · · · t
iℓ
k )⊗ xi1xi2 · · · xiℓ = (t
k
k)
ℓ ⊗ xℓk.
In particular, this implies that (tkk)
ℓ is a group-like element for all 1 ≤ k ≤ n and 2 ≤ ℓ ≤ Nk−1.
Hence, λ(xN1−11 · · · x
Nn−1
n ) = (t
1
1)
N1−1(t22)
N2−1 ⊗ xN1−11 · · · x
Nn−1
n and the assertion is proved.
(b) Since qkℓt
k
i t
ℓ
j = qijt
ℓ
jt
k
i , it follows that qijt
i
it
j
j = qijt
j
jt
i
i, which implies that t
i
it
j
j = t
j
jt
i
i for
all 1 ≤ i, j ≤ n. Thus, for all 1 ≤ k ≤ n we may write D = (tkk)
Nk−1D′ for some D′ ∈ A(c).
Since D is invertible in H(c) and Nk > 1, we have that t
k
k is a unit in H(c). On the other hand,
as tki t
k
j = 0 for i 6= j, it follows that t
k
i t
k
k = 0 for i 6= k, from which follows that t
k
i = 0 for i 6= k.
The last claim follows from the very definition of the comultiplication in H(c).
(c) From the considerations above, we obtain
H(c) =
A
(tji : i 6= j)
[D−1] = k[t11, t
2
2, . . . , t
n
n][D
−1] = k[(t11)
±1, (t22)
±1, . . . , (tnn)
±1] ∼= k[Zn].
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