Abstract. The One-Class Classification (OCC) approach is based on the assumption that samples are available only from a target class in the training phase. OCC methods have been applied with success to problems where the classes are very different in size. As class-imbalance problems are typical in protein classification tasks, we were interested in testing one-class classification algorithms for the detection of distant similarities in protein sequences and structures. We found that the OCC approach brought about a small improvement in classification performance compared to binary classifiers (SVM, ANN, Random Forest). More importantly, there is a substantial (50 to 100 fold) improvement in the training time. OCCs may provide an especially useful alternative for processing those protein groups where discriminative classifiers cannot be easily trained.
Introduction
The classification of proteins (domain types, structural classes, protein families) is a key issue in genome annotation. The simplest methods of protein classification are based on pairwise comparisons; more advanced approaches use generative models of the positive class like Hidden Markov Models (HMMs), while more recent methods like Support Vector Machines (SVMs) are based on discriminative models in which the positive and negative classes are both used in the training phase. However, the known protein groups have some typical properties that make the application of classification algorithms difficult or impractical. First, protein classes are very heterogeneous in most of their characteristics (such as the number of known members, protein size, within-group similarities, separation from other groups). Second, a large proportion of known protein groups have only one or two known members. Third, the classes are imbalanced, there being many more negative examples than positive ones. The training of support vector machines is difficult on such data, and generative models like the popular HMM need manually curated multiple alignments that require a substantial human overhead. These points also pose problems to the recent machine learning approaches that use new input space representations or similarity measures.
One class classification (OCC) approaches have been successfully used in various fields where only positive examples are available for training. Application examples include image retrieval [1] , the fault detection of machinery [2] , automated currency validation [3] , bioacoustic monitoring [4] , document classification [5] , and spam filtering [6] . While discriminative models try to establish a decision surface between the positive class and the other class(es), OCC methods try to draw a closed decision surface around the positive class that surrounds the majority of the positive training instances (see Figure 1) . In this scenario, the negative examples are outliers, and the relevant methods are referred to as Outlier Detection or Novelty Detection in different fields. The area of OCC includes several algorithms like generative probability density estimation methods (Gaussian Mixture Model (GMM) [7, 8] , Parzen estimator [9] ), reconstruction methods (k-means [8] , Autoencoder Neural Networks [10] ), and boundary estimators (k-centers [11] , SVDD [12, 13, 14] , NNDD [15] ). The aim of this paper is to test the performance of OCC algorithms in protein classification tasks, using standardized datasets developed for benchmarking machine learning algorithms. The classification tasks were selected in such a way that the members of a new protein family (test set) had to be detected based on other known members of a protein superfamily (training set), using measures of sequence similarity (BLAST [16] , Smith/Waterman [17] ) or structure similarity (DALI [18] , PRIDE [19] ). We carried out a ROC analysis for the characterization of classifier performance and found that OCC methods provide a slight improvement with respect to discriminative methods (SVM [20] , ANN [8] , Random Forest [21] ). On the other hand they require 50 to 100 times less training time, which makes them promising candidates for large scale applications.
Protein Classification Datasets
We used two different classification benchmark datasets taken from the Protein Classification Benchmark Database [22] .
The COG Dataset
This dataset is a subset of the COG database of functionally annotated orthologous sequence clusters [23] . In the COG database, each COG cluster contains functionally related orthologous sequences belonging to unicellular organisms, including archaea, bacteria and unicellular eukaryotes. For a given COG group, the positive test set included the sequences from three unicellular eukaryotic genomes, while the positive training set was compiled from the rest of the sequences in the group. Of the over 5, 665 COGs we selected 117 that contained at least 8 eukaryotic sequences (positive test group) and 16 additional prokaryotic sequences (positive training group). This dataset contained 17, 973 sequences. The negative training/test sets were obtained by randomly assigning sequences from the remaining COGs to the two groups. In this way it reduced to 117 classification tasks, but we used only a subset of them, because we did not use those which had a 1.0 Nearest Neighbor AU C performance. So we chose just 13 tasks from the 117. These COGs were used as positive elements in these learning tasks, that is: COG0406, COG0526, COG0631, COG0695, COG0697, COG0699, COG0814, COG0842, COG0847, COG1310, COG1752, COG2036, COG2801.
The SCOP40 Dataset
The evaluation of classification performance was tested on a sequence dataset designed to test distant protein similarities [24] . This set consists of 4, 352 protein domain sequences (whose lengths range from 20 to 994 amino acids) selected from the SCOP database [25] . The sequences of this dataset belong to 55 superfamilies, which were divided into training sets and test sets in such a way that the test set consisted of members of a protein family that was not represented in the training set, i.e. there was a low degree of sequence similarity and no guaranteed evolutionary relationship between the two sets.
Sequence Comparison Algorithms
The protein comparison datasets were taken from the Protein Classification Benchmark website [22] . In experiments a protein sequence comparison was performed with BLAST version 2.2.4 of the BLAST program [16] using a cutoff score of 50, or with the Smith-Waterman algorithm [17] , as implemented in MATLAB. The BLOSUM 62 matrix [26] was also used in each case. Afterwards, a protein structure comparison was carried out with DaliLite [18] and with PRIDE2 [19] using default parameters.
Data Representation
The machine learning algorithms can accept only fixed length, real-valued input vectors such as a kernel representation [24] in which each protein X is represented by a feature vector F X = f x1 , f x2 , . . . f xn , where n is the total number of proteins in the training set and f xi is a similarity/distance score, such as the BLAST score, between X and the ith sequence in the training set. Here we used a more compact representation, where each sequence was represented by its average similarity score obtained from one of the superfamilies represented in the training set [27, 28] . After the aggregation step, the length of the training vectors became be equal to the number of superfamilies. Thus in the case of the SCOP40 dataset we had 24 dimensional vectors instead of 1357. In the case of the COG dataset [23] , we used the average similarity score on various COGs as an aggregate similarity measure and this resulted in 117 dimensions instead of the original 17, 947. We also found that this aggregation does not affect very much the classification performance.
Methods

Data Description Methods
In the following we will give a brief description of the Data Description (or One-Class Classification) methods used in our experiments. The methods which estimate the probability density give a probability value for a test data sample (p(x)), and this value can be used for ranking the test samples. Other methods supply distance values (d(x)), and the negative values of the magnitudes of these distances can be used for scoring.
Gaussian Data Description:
The Gaussian Data Description [29] seeks to directly approximate the class-conditional probability distribution corresponding to a class with a multidimensional Gaussian density function (p(x)):
Here D denotes the dimension of the vector-space, and μ and Σ represent the mean and covariance, respectively. The parameters can be computed directly from the training data. The main computational effort is the inversion of the covariance matrix. When the covariance matrix is singular the following regularization step is necessary before the inversion
where r ∈ R + is a small regularization parameter and I is the D dimensional identity matrix.
Parzen Data Description:
This method [15] estimates the class-conditional probability density of the training data via the sum of kernel functions centered to the training examples. The most commonly employed kernel function is the Gaussian function with a zero mean and a variance of one:
where I is the unit covariance matrix, the x i values represent the training data samples, and N stands for the number of data samples. The parameter h is the bandwidth (a smoothing parameter), which can be fixed beforehand or an optimal value can be found using a maximum likelihood method.
Nearest Neighbor Data Description:
Here the score of a test vector is expressed by the distance between the test vector and its nearest neighbor in the training set:
K-means Data Description: This method belongs to the family of so-called reconstruction methods, because it minimizes a reconstruction error on the training set. The score of the test data samples can also be expressed using this reconstruction error function. For the k-means data description method, the following reconstruction error is applied [15] :
where x i represent the training data samples, N denotes the number of samples, and μ k is one of the mean values to be optimized. After the training phase, the distance score for a test vector z is calculated via the following formula:
K-centers Data Description:
The only difference between this method and the K-means Data Description is the objective function to be minimized [7] . Here the objective function is the maximal radius of the hyperspheres embedding the clusters.
ε(x i ) = min
After the training phase, the distance score for a test vector z is calculated by using the formula:
Self-Organizing Map (SOM):
This method is similar to the k-means procedure in the sense that reference vectors corresponding to a training set are iteratively updated until convergence. Here denoting the k-th reference vector by w k (it is similar to μ k above) for each training data sample x, the closest reference vector w k is determined. After, this the closest reference vector is altered so as to be closer to the actual x point. The difference here between this method and other similar (so-called Learn Vector Quantisation) methods is that each reference vector corresponds to a grid point in a low (1 − 3) dimensional space.
In the learning phase not only the closest w k reference vector to x is updated, but also some of the vectors whose grid point is close to the grid point corresponding to w k . In this way -after convergence-the reference vectors corresponding to the grid points will be close to each other when they are close on the grid, so the low dimensional grid tries to preserve the topological properties of the input space [30] . The test mechanism is the same as that for previous methods; that is, the distance score for a test vector z is calculated via the formula:
Support Vector Data Description: This novel approach finds the minimum enclosing ball (hypersphere) for the positive training data, and by applying the 'kernel trick' the minimum enclosing ball is found in the kernel-space. Various kernel-functions can be used, but in our experiments the radial basis kernel was applied. Though we do not give a detailed description of the SVDD method here, the interested reader can peruse [13] .
Counter-Example Generation-Based Data Description:
Here the problem of one-class classification (or ranking) is transformed into a two-class problem: a simple algorithm is applied that automatically generates artificial counter-examples using just the positive data, in such a way that the generated counter-examples lie outside the region of positives at a predefined distance from them. Afterwards, traditional discriminative classification methods can be utilized to separate the positive and the artificial negative examples [31] . For the negative example generation, and for the two-class classification problem some new methods were introduced in [32] . Here we will use the original counterexample generation method, but for the purpose of separating the positive examples from the generated negative ones we will apply both the ν-SVM (Support Vector Machine) and the RBN (Radial Basis Network) classifiers.
Reference Binary Classifiers
The implementation of Artificial Neural Network (ANN) and Random Forest (RF) was done using WEKA, which is an open-source JAVA package for machine learning [33] . The class-conditional probability estimation for the test elements was performed in the same way as that implemented in WEKA. The data representation employed by these models was the same as the one we used for the OCCs. In addition, we used the SVMLight program [34] , which is a Support Vector Machine implementation. The main advantage of the latter implementation is that it can handle sparse data representations as well.
Performance Evaluation
The evaluation was carried out via standard receiver operating characteristic (ROC) analysis [35, 36] , which provides a measure of both the sensitivity and the specificity of the classification based on a ranking of the objects to be classified [37] . The ROC curve is a curve which plots the sensitivity against the specificity. The integral of this curve is the "area under curve" or AUC value which is is equal to the probability that the score of a randomly chosen positive example is higher than that of a randomly chosen negative one [38, 39] . AU C = 1.0 corresponds to perfect ranking, while a random ranking has an AU C = 0.5 value on average [35] . In order to limit the effect of class imbalance and to have datasets of a manageable size, it is customary to truncate the toplist so as to include only a limited number of negative samples [37] . The resulting measures are the so-called (e.g. ROC 10 , ROC 50 ) values. In our experiments we used both the full AU C and AU C 50 . An other important question in classification tasks is how to choose the parameters of the different machine learning models. For the reference multi-class methods (like SVM or ANN) their parameters were chosen according to the references in the protein classification benchmark [22] . For One-Class models which have one or more parameters influencing the performance of the ranking (or classification) problem, in the most cases the default value of the parameters proved to be the best ones, cross validation methods were not applied because of the very few positive training data. Only two exceptions should be mentioned. When Gauss DD was tested, the regularization matrix had a 0.05 multiplier, and the with of the Parzen window was set to 0.5. All the training datasets were normalized to the [−1, 1] interval. Table 1 shows the performance of different classifiers on the SCOP40 database using BLAST, Smith-Waterman, DALI and PRIDE similarities taken from the Protein Classification Benchmark dataset (PCB) [22] . Here the AU C values were determined for the 55 classification tasks specified in PCB, and the average of the 55 AUC values is given in Table 1 . The results show that OCCs can achieve a modest but consistent improvement compared to the binary classifiers, both in AU C and in AU C 50 . The COG dataset consists of groups of orthologues which were generated by a clustering method based on pairwise BLAST sequence comparison. The resulting orthologue clusters (COGs) are compact and even a simple classifier like 1NN can achieve an AU C of 1.00 on the majority of the groups. In order to get a "difficult" subset, we picked 13 COG groups (14, 939 sequences) with a 1NN AU C score below 0.95. The results we got on this subset are shown in Table 3 . These results are consistent with the SCOP results, where we found that OCCs outperform the binary classifiers. After, typical training times are shown in Table 4 . Here it is apparent that some OCCs have a 50 to 100 times smaller training time than binary classifiers.
Results and Discussion
Looking at our results in more detail, our first observation could be what is referred to as 'no free lunch theorem' in machine learning [7] : there is no classifier which is the best for all the problems. The OC methods as well as the discriminative methods have a high diversity in their performance, when using different feature sets on different tasks. It is interesting to note that on the DALI features, discriminative methods (ANN, RF) perform better than OCC methods (CE, Gauss, SVDD, SOM), while on SW features, the situation is just the reverse. It is also seen that the relative ranking of methods is different on the SCOP40 and COG datasets, nevertheless the OCC methods perform better in both cases. Among the binary classifiers tested, ANN apparently gave the most robust results.
Next we should mention that the findings reported here were obtained using a compact, aggregated feature representation. An analysis was also carried out on the complete, non-aggregated feature set. The results given in Table 2 show the same tendencies as those reported above (only the results on scop40 is reported here, in the case of COG similar results were obtained). The results show a very high improvement in the classification performance, when -a very effective dimension-reduction ie. -aggregated features were used for our class-imbalanced and high dimensional problems.
Conclusions
Based on the above comparisons, we may conclude that one-class classifiers can provide a viable alternative to binary classifiers in protein classification tasks. They do not require multiple alignment and can be easily incorporated into multiple classifier systems. As they require short training times, they can be especially useful for large-scale applications, and may provide a solution for the protein groups that binary classifiers cannot handle.
