Abstract. Based on compressed video segment detection, the decompression step can be omitted, features can be directly extracted from the original video data stream, and the detection rate can be accelerated. This paper analyzes the characteristics of video data, video segmentation and key frame selection. Based on the analysis of the key technologies of video retrieval technology, the compressed video stream extraction method based on video segmentation and key frame is introduced. A method of extracting key frames from MPEG compressed video based on DC coefficients and motion vectors is proposed. Experiments show that the proposed method can reduce the computational burden, and can better represent the video content.
Introduction
The video data is an unstructured data. The complexity and number of data and the lack of expression make video storage and retrieval very difficult. In order to effectively manage and utilize video information, the video must be analyzed and an effective video organization structure can be extracted to extract the characteristics of the video and synthesize it in order to efficiently store and retrieve the video data.
Video Data Characteristics
The video data is different from the traditional character digital data. As a multimedia message, the video data belongs to non-character digital data. Compared with the traditional character numerical data, the video data has a richer content.
Video Data Has a High Information Resolution
The so-called information resolution refers to how much detail the media provides. Video data with the depth of observation, you can gradually get some new details.
The Diversity of Video Data Content
Video data as a medium representing information, which can be divided into two types of content: a class of video content called information content, which refers to video containing semantic content; another type of video content, called audio and video content, which carries the video and audio contained in the external visual representation.
The Diversity and Ambiguity of Video Data Interpretation
The video data is continuously reproduced image information, and the information contained in the image frame is very rich. Different people may have different interpretations of the picture or video, which is not as accurate as the numerical data on the video data has a complete and objective explanation, often subjective factors. In the video database, often only with the similarity of the query, that is, only similar to the matching video data query [1] .
Video Segmentation
Video segmentation standards are characterized by diversity and complexity. Video segmentation is different for different video objects and their applications. This makes the organization of the video data must be a multi-level tree structure. For example, for the organization of the feature film, from low to high can be the lens, scene, plot. In general, the bottom of the tree structure is a lens. Any video stream consists of many scenes. Therefore, the video database, the new video data stream into the database, the data model should be based on multi-level data stream segmentation, the bottom is generally lens segmentation. Therefore, in the video segmentation structure, the lens is the most important form of video clips, lens technology detection is relatively mature [2] .
Video is composed of many shots, the key is to detect the split lens and identify the video stream in the lens conversion. Lens transformation is the conversion of successive video image sequences into another continuous video image sequence, including lens mutations -lens switching and fading -fade in/out, hiding, sliding, and so on. They are formed by video clips. In the video post-production, the lens organization is a video clip. For example, for movies and news, through video clips to complete, purely recorded video sports videos are not composed of shots. One of the most basic tasks of lens conversion recognition is to break down this type of video clip into a lens [3] .
Due to the diversity of lens shifts, it is not possible to find a general method that can well detect the detection of various transformations. For the switching process, the conversion method is relatively simple, so the recognition method can usually achieve more than 90% recognition rate; for the lens gradient transformation, the current method can only achieve 80% accuracy, identify the lens transformation, mainly to find a variety of transform can Have better adaptability and higher accuracy of the identification method to improve the accuracy of automatic lens segmentation. Lens transformation methods are mostly used to measure the difference between the brightness characteristics, color characteristics and motion characteristics [4] .
Typical Lens Segmentation Method Template Matching Method
The template matching method takes the sum of the absolute values of the corresponding pixel differences of the two frames as the interframe difference, and calculates the formula (1) as follows: is the pixel value of the i-th frame (x, y), M and N are the frame width and height. The method compares the change between the corresponding pixels of the previous frame and the latter frame, and if the change exceeds the threshold t, it is assumed that the lens is switched.
The disadvantage of template matching is that it is very sensitive to the noise and movement of the lens or object, since it is strictly limited to the position of the pixel. Noise and object motion increase the interframe difference, resulting in false scene transition detection. An improved method is proposed by averaging the frames by dividing the frames into small blocks of 8 × 8 pixels, and then comparing the corresponding blocks of the previous and subsequent frames with the average. The image removes some noise, compensates for small object motion and lens movement [5] .
Histogram Method
The histogram method is the most commonly used method of calculating the difference between frames, which does not take into account the position of the pixel information, and uses pixel brightness and color statistics, so the anti-noise capability matches the template. The basic principle is to divide the color space into discrete color intervals and then calculate the number of rows of images that fall into each cell. The color space is divided into n intervals, and k H is the number of pixels falling into the i-th frame of the k-th color interval. The interframe difference can be represented by the formula (2).
The disadvantage of the color histogram method is that scene transformations are sometimes missed because the two images may have completely different structures, but the color histograms are very close. Another way to calculate the difference between frames is similar to the color histogram method, which is the X2 histogram method [6] . The method is used for lens shifting, and detection is superior to the above two methods. The difference between the two images is given by equation (3). . If diff is greater than the specific threshold t, it is assumed that the lens is switched [7] .
Model -based Approach
The above method uses the inter-frame difference from the bottom to the lens boundary, which results in better results for the mutation detection, but is difficult for the gradient detection because it largely ignores the intra-band correlation of the gradient switch. But the model-based approach is the use of a priori knowledge of the lens editing, a variety of lens switching to establish a certain mathematical model, from top to bottom on the lens switch to detect, so this method of lens gradient detection can often get a good impact [8] .
Hampapur through a study of the video production process, it was found that a lens can be used for the boundary detection video editing model (video editing model). For example, a typical lens gradient model can be found in equation (4). 
Assuming that the lens is linearly attenuated without motion, which is a(t)= I-t / T, β(t)= 0, ) , , (
Therefore, for a certain time t, get all the pixels as a constant CI, only need to detect the gradual change of model constants. For a given model, once a constant graph is detected, there is a gradual process. Only the model is established accurately, the model-based approach can achieve better results for gradient detection, but need to build a model for each switch type, and the modeling process is more complex [9] .
Key Frame Selection Method
Key frames are used to describe the key image frame of the lens, which reflects the main content of the lens, people often use key frames to identify scenes, stories and other high-level semantic units, providing video browsing, download access points. On the one hand, the choice of key frames must be able to reflect the main events of the camera, so the description should be as accurate as possible. On the other hand, the data should be as small as possible, and the calculations should not be too complicated [10] .
There are many ways to choose keyframes. The classical method is the frame averaging method and the histogram averaging method. The frame averaging method is to take the average of the pixel values from all the frames of the lens at a certain position, and then the lens position of the pixel value closest to the average of the frame as the key frame; the histogram average law is the average of all the lenses Frame, and then select the frame closest to the average histogram as the key frame. These methods have the advantage of calculating relatively simple advantages, and the selected frame has a mean representation of significance. The disadvantage is that from the lens to the selection of key frames, can not describe the movement of multiple objects of the lens. In general, a fixed number of keyframes selected from the camera are not a good idea because the way to change the lens selects too many key frames, and for more movement of the lens, one or two key frames can not be fully described.
Wolf et al. Computes the amount of motion in the lens by the selected key frame at the light flow analysis and the local minimum, which reflects the rest of the video data and often indicates the emphasis on the actual situation. The method first uses the Horn-Schunck method to compute the optical flow and adds the modulus of the optical flow component of each pixel to the amount of motion M (k) of the k-th frame, i.e. 
k is selected as the key frame.
Then 2
k as the current 1 k , continue to find the next 2 k . Wolf's motion-based approach allows the selection of a corresponding number of key frames based on the structure of the lens. If the moving object in the image is taken from the background, the light flow at the location where the object is located can achieve better results.
Summary
Based on the characteristics of video data and the characteristics of video data, video segmentation and key frame extraction based on compressed video stream are adopted. Based on the video search technology of massive video information, according to the characteristics provided by the user quickly browse and play, it goes without saying that there is a very large and beautiful application prospects. However, in order to make the whole system into practical use, future research needs to address the following issues: compression techniques for compressing video streams require higher compression techniques that allow users to view clearer video streams; feature to enrich the content of the content space, which is an important part of future research.
