Microblogging social media focuses on fast open real-time communication using short messages between users and their followers. These platforms generate large amounts of content, and community finding techniques are a suitable alternative for organising it. However, there is no clear agreement in the literature for a definition of user community for the microblogging use case, leading to unreliable ground-truth data and evaluation. In this work, we differentiate between functional and structural definitions of communities for microblogging. A functional community groups its users by a common independent social function, e.g. fans of the same football team, while in a structural community the members exclusively depend on their connectivity in a network, e.g. modularity. We build and characterise eight types of functional communities to be used as user-labelled ground-truth and five types of user interactions networks from Twitter. We then evaluate-in static and dynamic scenarios-thirteen popular structural community definitions using five different Twitter datasets, exploring their goodness and robustness for detecting the functional ground-truth under different perturbation strategies. Our results show that definitions based on internal connectivity, e.g. Triangle Participation Ratio, Fraction Over Median Degree or Conductance work best for the Twitter use case and are very robust. On the other hand, other scores such as Modularity are limited and do not perform well due to the sparsity and noise of microblogging. Furthermore, using user activity as basis to separate communities into active hotspots further improves the performance of community detection in microblogging.
Introduction
Online Social Networks (OSN) have developed from simple static blogs into richer interactive systems such as Facebook, Twitter, LinkedIn or YouTube, to name a few. Microblogging is a type of OSN which allows for fast real-time open broadcasting of short content among friends and/or millions of followers. Examples are Twitter, Weibo (the Chinese counterpart of Twitter) and Tumblr, which is similar to Twitter but focused on multimedia posts. Twitter is currently one of the most widely known microblogging OSN in the world, with more than 330 million monthly active users as of December 2017 (Aslam 2018) , generating an average of 500 million Tweets (short messages) per day.
This massive amount of content fuels an increasing disorganisation for its users that can be alleviated with content filtering or clustering techniques such as community detection (Palla et al. 2005; Papadopoulos et al. 2011 ). However, a fundamental challenge is the diversity in the literature for a definition of user community, which makes community detection difficult to evaluate and interpret. For microblogging OSN, researchers often use the same definition as for more traditional social media (Darmon et al. 2015; Bakillah et al. 2015; Amor et al. 2016; Cao et al. 2015) , or definitions from topic analysis and user profiling (Zhou et al. 2012; Akbari and Chua 2017) . However, we argue that these adoptions might not be suitable for microblogging without considering the temporal dynamics of the platform due to its particular fast pace and user sparsity.
Instead of attempting to craft yet another community definition specifically for microblogging, we will prefer and evaluate a more flexible non-personal wider interpretation. Our hypothesis is that in microblogging, people do not seek to be closely related but instead are more curious about the collective opinion of the masses. Therefore, we adopt the differentiation between functional and structural definitions 1 3 30 Page 2 of 18 of user communities found in Yang and Leskovec 2015 . A functional community groups its users by a common and independent social function, e.g. fans of the same football team, while in a structural community, the members exclusively depend on their connectivity in a network, e.g. their average node degree. The task of community detection is then defined for our purposes as the discovery of functional communities from structural patterns in a network of user interactions.
In this work, we propose to characterise and investigate the network structure of functional communities considered as user-labelled ground-truth for the microblogging OSN in both, static and dynamic scenarios. The communities under study can emerge from real-time microblogging user interactions such as replies, user mentioning, posts rebroadcasting and quoting.
Static structural sources, e.g. follower networks, are commonly used for this purpose; however, they are often prohibitive to capture for global analysis and are not suitable for detecting fast-paced community formation and termination (Darmon et al. 2015) . Therefore, we propose to use live streams of interactions instead. Furthermore, we continue our previous work in (Hromic and Hayes 2018) by incorporating the temporal characteristics of microblogging in our investigation. In particular, we identify user activity hotspots in the ground-truth communities that later are used to improve their detection using traditional structural scoring functions.
A general diagram of the proposed research methodology in this work can be found in Fig. 1 . First, a set of ground-truth functional communities is defined and constructed for the case of microblogging using real-world Twitter social streams. Then, a baseline characterisation and evaluation of these communities is performed on a static scenario, i.e. without considering any temporal aspects. Afterwards, a methodology for identifying user activity hotspots in the ground-truth is proposed and a new set of temporal functional communities is assembled. A second evaluation is performed with these temporal communities under a dynamic scenario that now considers the time dimension. Finally, the two scenarios under study are contrasted and a set of recommendations for community detection in Twitter microblogging social networks is offered.
The main motivation of this work is that it is difficult to identify user communities in live streams of microblogging OSN due to their velocity and low reciprocal characteristics. We hypothesise that the highly dynamic and fastpaced nature of microblogging causes users to switch or lose interest about topics quickly, rendering conventional community discovery based on more static and dense networks less effective. Research work and applications for microblogging data that rely on community detection approaches (Gupta et al. 2012; Hromic et al. 2017 ) must account for the dynamics of microblogging for better results. Therefore, we propose the following research questions.
(RQ1) How can independent, explicitly user-labelled, ground-truth functional communities and networks of live user interactions be captured from Twitter? (RQ2) Do the defined ground-truth functional communities in (RQ1) evidence distinctive structural patterns in the associated user interactions networks? (RQ3) How well-existing state-of-the-art structural community definitions (e.g. based on triangle participation, conductance or modularity) align to the defined ground-truth functional communities in (RQ1), including their robustness to random perturbations? (RQ4) Using the dynamic user activity in time as a basis, how can activity hotspots be identified in the defined ground-truth functional communities in (RQ1) to be used for identifying time-scoped sub-communities? (RQ5) How well the same structural community definitions in (RQ3) align to the newly identified subcommunities based on activity hotspots in comparison with the original ground-truth in (RQ1)?
Addressing these research questions provides a number of contributions to the research field of community detection for microblogging, including dynamic community detection, visualisation and evaluation. The identified contributions are described below.
1. From (RQ1), a methodology for building ground-truth functional communities from microblogging live user interactions, particularly from Twitter. 2. From (RQ2), (RQ3) and (RQ5), an in-depth characterisation and evaluation of global and structural properties for functional communities in microblogging, for both the static and the dynamic scenarios. 3. From (RQ3) and (RQ5), a set of recommendations on community detection algorithms based on data-driven evaluation of real-world Twitter data. 4. From (RQ4), a strategy for the identification of temporal activity hotspots in user communities in microblogging based on the user interactions network that improves the performance of existing structural community detection approaches designed for more dense and static data, without modifying them.
5. An open-source implementation of the analytical framework developed available on request.
The results presented in this work are based on representative examples of captured datasets according to the experiment under discussion. However, the complete set of results can be found in Hromic (2019) . The rest of this paper is organised as follows: In Sect. 2, we present background and related work; then, in Sect. 3, we establish and examine sets of ground-truth functional communities for Twitter, including their definitions. In Sect. 4, we study the performance of a range of existing structural community definitions over our ground-truth and propose recommendations for the microblogging case in a static scenario. In Sect. 5, we investigate the dynamic scenario using activity hotspots in microblogging communities. Finally, we present our conclusions and propose future directions in Sect. 6.
Background and related work

Characteristics of microblogging social media
OSN can be categorised according to the degree of social functionalities they offer (Kietzmann et al. 2011): identity, conversations, sharing, presence, relationships, reputation and groups. For example, Facebook relies on strong friendship relationships, Foursquare focuses on physical user presence, YouTube focuses on video content sharing and LinkedIn values user identity.
In the case of Twitter, relationships between users are less personal, promoting instead a more open ambient for socialising (Shamma et al. 2009 ). Twitter users can post short messages publicly and other users can reply, quote and retweet (rebroadcast) them. There is a limit of 280 characters per post, prompting users for brevity and clarity in their content.
A user can choose to follow another user for the up-todate content, often with no approval needed or without requiring to be followed back; however, this mechanism has been found to be of low reciprocity (Kwak et al. 2010) . For example, only 20% of users follow each other in contrast to other services such as Flickr (70%) or Yahoo! 360 (80%), which show much more reciprocal connections (Cha et al. 2009; Kumar et al. 2010) . Information in Twitter spreads less than five hops away, shorter than in other known OSN (Kwak et al. 2010) , highlighting the strength of microblogging as a medium for rapid information diffusion compared to other OSN focused on verified relationships. All the above suggests that Twitter Followers Networks might not be adequate for traditional structural community detection that rely on more static and dense networks.
Microblogging also differentiates itself from characteristics of classic human social networks (Newman and Park 2003) : the distribution of subscribers is not power law, the degree of separation is shorter, and most links between its users are not reciprocated (Kwak et al. 2010 ). However, Twitter still evidences degrees of homophily, i.e. contact between similar people occurs at a higher rate than among dissimilar members (McPherson et al. 2001 ), resembling communities.
User communities in microblogging
In OSN, users can develop natural groupings by finding other users with similar interests (Tang and Liu 2010) , i.e. the principle of homophily. Moreover, communities allow these users to better focus on interesting content.
The definition of a user community for Twitter is broadly described in the literature as "a group of nodes that are more densely connected to each other than to nodes outside of the group" (Tang and Liu 2010; Java et al. 2007; Gupta et al. 2012; Lu and Brelsford 2014; Sakaki et al. 2010; Shamma et al. 2009; Yang and Leskovec 2015) . However, communities can emerge from very diverse motives and intentions, and are often based on topical subjects or shared interests, i.e. they are functional to the users (Java et al. 2007; Yang and Leskovec 2015) . Furthermore, these functional communities have been also suggested to require an intermediate social object that connects people together to truly become social, otherwise they lose interest (Engeström 2005 ).
The community detection task for microblogging is mostly addressed by means of exploiting static networks, e.g. followers, captured in snapshots (Java et al. 2007; Gupta et al. 2012; Lu and Brelsford 2014; Shamma et al. 2009; Sakaki et al. 2010) . In this work, instead we aim to understand how user communities can form solely through their public live user interactions represented as a network. Community detection has been also approached via a combination of both methods (Darmon et al. 2015; Bakillah et al. 2015; Amor et al. 2016) ; however, we argue that such static networks are expensive to retrieve and maintain fresh in comparison to a stream of messages (Darmon et al. 2015) .
User role understanding is a long-standing field in social network analysis. For example, the interpretation of user communities using ego networks (Mcauley and Leskovec 2014) and the identification of user roles in communities (Amor et al. 2016 ) have been previously studied. In these works, functional classes of users are defined based on their structural position in the network. In this work, we interpret this concept of social functionality around social objects that can emerge in microblogging.
Dynamic communities in microblogging
Processing microblogging social networks often involves large-scale and highly dynamic data that should not be disregarded (Sundaram et al. 2012; Lu and Brelsford 2014; Amor et al. 2016; Aslak et al. 2018 ). Sundaram et al. provide a comprehensive review of these dynamic characteristics using scalable methods. They observe that real-world communities are based on coherent and sustained interactions in time and identify the need for dynamic temporal methods. Similarly, Lu and Brelsford later investigate the dynamics of microblogging in response to extreme events such as natural disasters. Their findings reveal that the community joining and leaving behaviours are not random effects. Users tend to stay in their current state and are less prone to shift communities or join new ones when in solitude, and user communities quickly shift their topics under the effect of the disaster event. In this work, we leverage this behaviour by identifying activity hotspots that community detection approaches can use for mining.
The study of dynamic user roles in microblogging has been also proposed (Amor et al. 2016) , as well as the adoption of multilayer social networks (Aslak et al. 2018 ). Amor et al. propose graph-based methods to process Twitter data captured in the context of political debates around controversial public matters. The authors propose a method that considers directionality and are able to discover robust communities that correlate with the observed information flow. In this work, instead we use undirected networks to represent live user interactions to also obtain robust user communities. For the case of multilayer networks, Aslak et al. present an approach for the InfoMap method (Rosvall and Bergstrom 2008) that estimates layer dependencies at the network layer level. When constraining the network information using the above estimates, InfoMap is able to better uncover user communities with nodes in multiple groups. Their findings suggest that attaching network layers at the node-level can improve the modelling of information diffusion in highly dynamic scenarios such as microblogging, which improves the discovery of intermittent structures. This approach relies on mining friendship networks, our work instead focuses on the dynamics of user interactions.
The work in Myers and Leskovec 2014 further examines the dynamics of Twitter. The authors proposed a model for the dynamics of the network structure using steady rates of change that are disturbed by sudden bursts based on information diffusion. Their model can predict which events of information diffusion will produce bursts in the underlying network. More generally, dynamics have been also studied in other types of social and non-social networks (Palla et al. 2007 ).
Study methodology
We inspire our research methodology on the works of Palla et al. 2007; Yang and Leskovec 2015 . The authors empirically study structural community definitions on classical OSN in both, static and dynamic scenarios. However, our work differentiates from theirs in that: (1) we extend the original study from traditional OSN to the microblogging case, taking into account the particularities and dynamics of the platform, and (2) we adapt the original experiments to address the challenges imposed by microblogging, including data volume and its different characteristics.
Ground-truth communities in Twitter
In this Section, we address research question (RQ1): how can independent ground-truth functional communities and networks of live users be captured from Twitter? We distinguish two independent definitions of user communities: functional, based on social function, and structural, based on the connectivity in a network.
Functional communities will represent our ground-truth data because users themselves explicitly state the social function of their posts, e.g. referencing the same hashtag or mentioning the same celebrity. For this to be meaningful, any given social function must be repeated at least a certain number of times. On the other hand, a structural community is a set of users with a particular connectivity pattern in the underlying live interactions network, e.g. a high edge density or triangle count.
Our goal is to investigate the relationship between these two definitions of communities, considering the task of community detection as the recovery of user communities based on a structural definition that later correspond to ground-truth functional communities (Yang and Leskovec 2015) . In other Page 5 of 18 30 words, we aim to find an alignment of connectivity patterns in the interactions network to explicitly labelled social functions.
When using real-world data as ground-truth for community detection evaluation, i.e. as proposed in this work with microblogging functional community definitions (detailed in Sect. 3.2), care must be taken as this paradigm can be potentially problematic (Peel et al. 2017) . In particular, a poorly performing community detection algorithm might not be fully explained by the ground-truth data as there might be other factors affecting its performance. For example, certain social functions in microblogging might be irrelevant to the underlying group structure or the ground-truth might capture social aspects that are not purely structural. Therefore, in this work, we also aim to investigate how the constructed microblogging ground-truth is modelled by structural community definitions based on different families (detailed in Sect. 4.2).
Building live interactions networks
In Twitter, posts can be composed using special syntax. Users can provide searchable #hashtags, mention other users using @username anchors, link to web resources and embed media files, e.g. pictures or videos. Some of this special syntax, together with replying to posts and retweeting, can be used to form a network of interactions between users (Hromic and Hayes 2014) .
Based on Hromic et al. 2015 and Yang et al. 2014 , we consider four concrete types of Twitter interactions for building networks of live interactions from a stream of Tweets: mentions, quotes, replies and retweets. We note that these interactions are not used as social indicators nor ground-truth in the network, but simply as social ties between users to form structures. For simplicity, we will consider the interactions networks as undirected.
Therefore, an undirected network G = (V, E, W) is proposed with a set of user vertices u ∈ V , interaction edges e = (u i , u j ) ∈ E and temporal edge weights w(e, t) ∈ W . The complete procedure for building this network of interactions from a stream of Tweets is presented in Algorithm 1. Every time t, a user u i interacts with another user u j using any of the defined interaction types, an edge e = (u i , u j ) is added to the network and the edge weight w(e, t) is incremented by one. To reduce the amount of space required for storing these potentially numerous temporal weights, a quantisation function Q(t, q) is applied to each time observation. In other words, weights W account user activity per minute, hour, day or any quantisation q required.
Algorithm 1: Construction of a weighted social user interactions network with quantised time-aware and typed edges from a stream of Tweets.
Data: a stream of Tweets T = {tw 0 , tw 1 , . . . , tw n } Data: a time quantisation q in seconds, e.g. 3600
edge not yet seen */ end w(e, t, type) ← w(e, t, type) + 1 end /* The mentions, replyTo, retweetOf and quoteOf functions extract all the mentions, any replied user, any retweeted user and any quoted user from a given Tweet
Initially, we considered building separate networks for each interaction type. However, a pair-wise network overlap analysis in our experimental data revealed an average low overlap of ≈ 3.82% , mostly between the mention and reply interaction types.
Building ground-truth functional communities
Ground-truth functional communities are built from a stream of Tweets where the members explicitly use a common functional social object of a particular type, independent of their underlying interactions. For example, if a set of users u 1 , u 2 , u 3 use the same common hashtag h, then a ground-truth community C h = u 1 , u 2 , u 3 is constructed. Later in Sect. 3.3, when using user activity hotspots, this behaviour is implicitly required to sustain a certain number of times for the ground-truth communities to stay relevant.
The following social objects are considered for building ground-truth functional communities from Twitter:
• Hashtags to group users that use the same hashtag, e.g. a trending topic or event of interest. • Mentions to group users that mention the same user, e.g. a celebrity in a recent event. • Retweets to group users that retweet the same user, e.g. a newscaster posting controversial news. • Quotes to group users that quote the same user, e.g.
provide an opinion over a third-party statement. • Countries, Cities and Places to group users posting from the same location at different granularities. In Twitter, a place is an optional location entity that can be embedded in Tweets. Places can contain country and city attributes that can be used to form groups based on these abstractions. • URLs to group users that share the same web link, e.g.
an interesting cooking recipe.
Users might not be fully aware of these social objects creating connections between them in the form of functional communities. We investigate if such connection really exists through their live interactions. Even though the mentions, retweets and quotes social functions are also used to build the interactions network and could be considered as an inherent bias, we emphasise that in contrast to the interactions network construction, instead here the mentioned, retweeted and quoted users themselves are used as social objects for members of the ground-truth communities to get together, similar to how they would be associated via a common topic modelled through a hashtag. For example, consider a ground-truth functional community C m = u 1 , u 2 , u 3 of users mentioning the same user u m . In this case, u m does not need to be in this community nor interact with its members in any way. Instead, u m is considered as an external motive for members of C m to be connected socially.
Furthermore, we impose two basic build restrictions for the functional communities: (1) each group must have at least three members to facilitate the study of community scoring functions based on triad participation, and (2) communities with more than one connected component in the underlying live interactions network are separated and treated independently.
Activity hotspots in communities
The time dimension is an important aspect when dealing with microblogging social data as it is known to be fast paced and sparse. Therefore, we also investigate the dynamic scenario of microblogging in Sect. 5. Given a long enough period of time, network data captured from microblogging platforms tend to become complex and disorganised. In turn, mining user communities from these convoluted networks becomes more difficult. Therefore, we hypothesise that by finding user activity hotspots in these networks, it is possible to better focus on periods during the lifetime of user communities where it is easier to discover them.
As introduced in Sect. 3.1, during the capture of live user interactions networks G = (V, E, W) from Twitter, we discretise and record the user activity using the weighting function w(e, Q(t, q)) ∈ W , for edges e = (u i , u j ) ∈ E between users u i , u j ∈ V . A quantisation parameter q is used to discretise the observation times t, e.g. by the minute, hour or day.
To investigate user activity hotspots, we first extract the user activity from the user interactions networks, based on the ground-truth functional communities. In preliminary experiments, we observed that this raw user activity is not suitable for temporal hotspots analysis due to noise and requires smoothing. Therefore, we adopt an exponential decay smoothing function that activates during user activity and decays in time during inactive periods (Palla et al. 2007 ). The smoothing function is introduced below.
In Eq. 1, the summation runs over all the interactions recorded between users u and v and w i is the weight of each interaction i observed at time t i . The constant is a decay time characteristic.
Because it is not practical to empirically choose a time characteristic for each ground-truth functional community C, we estimate it based on the user activity of the community to obtain a fitted exponential curve. For this, we first add the weights w(e, t) for each t of all the interactions related to C into a single w � (e, t), e ∈ C . Afterwards, we iterate over all pairs of adjacent observations w � (e, t i ), w � (e, t i+1 ) computing the average absolute weight difference over the difference of their observed times t, as shown in Eq. 2.
Experimental ground-truth datasets
In this work, we investigate real-world Twitter data streams under different settings and periods of time. The
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Twitter Streaming API offers two modes for collection: the filter and the sample endpoints. The first can retrieve streams using defined keywords, geographical coordinates and users to follow, while the latter provides a small random sample of all public Tweets being published in the platform. Data captured using this method have been compared to the global activity of Twitter as a whole (Morstatter et al. 2013) . The findings suggest that the Streaming API can be biased depending on the amount of specified listening terms. However, it can also be accurate if the terms are specific enough to the topics or events of interest.
In total, we collected five streams from Twitter to be studied in this work. Using the filter endpoint, we captured two streams for two major worldwide events (wide-audience data), one stream based on geo-location (topic independent data) and a fourth stream for different seasonal TV shows and their audience (temporal periodicity data). To complement our study, we also captured one additional stream from the sample endpoint. Our experimental datasets are detailed below.
Pope Conclave (PoPe2013)
Captured during the Catholic Pope Conclave event in 2013. Spans for ≈ 2 days and contains 460K Tweets and 285K users. The filter endpoint was used and configured to listen for event-related hashtags and users to follow such as the hashtags #Conclave, #HabemusPapam, and the Twitter accounts of newscasters and candidate cardinals.
Pope Conclave Sample (PoPe2013-SPl)
Captured in parallel to PoPe2013 using the sample endpoint. Spans for the same days and contains 9.9M Tweets and 8.8M users.
FIFA World Cup (WorldCuP2014)
Captured during the FIFA World Cup event in 2014. Spans for ≈ 34 days but contains 27.1M Tweets and 8M users. The filter endpoint was used and configured to listen for event-related hashtags and users to follow such as the hashtags #WorldCup, #Brazil2014, and the Twitter accounts of newscasters and participating football teams.
RTÉ TV Programmes (rTe2015)
RTÉ is the public TV and Radio broadcaster of Ireland. We captured Tweets related to different TV programmes being broadcasted live by RTÉ. Spans for ≈ 63 days and contains 2M Tweets and 720K users. The filter endpoint was used and configured to listen for manually curated hashtags, keywords and users to follow such as #GreysAnatomy and #ThewalkingDead, related to each TV programme. Moreover, the filtering terms were dynamically configured according to the broadcasting time of each TV programme. 5. Ireland (Ireland2017) Captured using the location filter set for Ireland during 2017. Spans for ≈ 245 days and contains 7.7M Tweet and 1M users. It was captured using the geo-box (− 10.6696, 51.4199, − 5.9947, 55.4351) .
A summary of the network properties and number of built ground-truth communities can be found in Table 1 . A total of 6,164,356 ground-truth communities were built from Twitter. In all the datasets, we chose a quantisation q = 3600 for recording time observations aligned in hours time unit. Note that the average user activity and interaction times are very short for the PoPe2013 and PoPe2013-SPl datasets.
Properties of ground-truth datasets
Before evaluating our constructed ground-truth functional communities from Twitter, we present a characterisation of their basic properties, with the purpose of providing a better understanding of the ground-truth.
In particular, we are interested on the sizes, memberships, overlap sizes and ages distributions for our ground-truth functional communities. The complementary cumulative distribution function (CCDF) in Eq. 3 computed for all of these properties in all of our Twitter datasets can be seen in Fig. 2 . The CCDF represents the chances that a random variable X, e.g. community size, is valued above a range of values of interest x, e.g. communities larger than 1, 10, 100, etc.
(3) CCDF(X) = P(X > x), X a random variable In our results, all the CCDF distributions are skewed with most ground-truth communities being small, however larger communities also exist, e.g. sizes > 10 4 . User memberships are sparse, with many users belonging to just a handful of communities and few users belonging to many communities. Regarding absolute user overlap sizes, i.e. the number of users in overlaps, again we observed a skewed distribution, following a power law, similar to Palla et al. 2005 for detected communities in contrast to ground-truth data.
We also investigate the relative size of user overlaps. This global property is useful because it can characterise how the ground-truth functional communities actually overlap: in nested structures or only for a small number of users (Yang and Leskovec 2015) . For this, we measure the fraction of the size of the overlap between any two communities over the size of the smaller of these communities, f = |C i ∩ C j |∕min(|C i |, |C j |) . If f ≈ 0 , then the majority of the communities do not overlap, and if f ≈ 1 , then the communities have a nested structure where the smaller communities are incorporated into the larger groups. The results can be seen in Fig. 3 , where a histogram of the fraction of overlap f for all of our ground-truth data is presented.
In this analysis, our ground-truth functional communities from Twitter are revealed as mostly not overlapping. This is expected as many of these communities are built around specific social objects. Nevertheless, a measurable number of ground-truth communities still exhibit some degree of nested overlapping f ∈ [0.5, 0.7] , evidencing groups of users that participate in Twitter using multiple social objects at the same time.
Evaluating communities: static scenario
In this Section, research questions (RQ2) and (RQ3) are addressed: do structural patterns exist in a network of interactions from Twitter that align to ground-truth functional communities? and how do existing structural community definitions perform in these networks? We start by analysing the feasibility of finding identifiable structural patterns in ground-truth functional communities. Then, we evaluate structural community detection methods in the form of community scoring functions. Finally, we assess the goodness, robustness and sensitivity of those scoring functions when applied to Twitter functional groundtruth data.
Identifiable structural patterns
To provide preliminary evidence of distinctive structural patterns in the network of user interactions, we perform a comparative analysis of users in the ground-truth functional communities and randomly chosen connected nodes with the same path distribution (Yang and Leskovec 2015) . If such distinctive connectivity patterns exist compared to randomly selected sets of connected nodes, we likely will be able to discover the functional communities based on their network connectivity.
We first define the sets of nodes that we will use in this analysis. For every ground-truth community C i (of any type) in our datasets, we form a corresponding non-community C i from the user interactions network based on the following conditions:
1. Where possible, C i must be of the same size than C i 2. Like every C i , C i must also be connected 3. Where possible, users in C i must have the same distribution of shortest path distances of C i In microblogging, the first and third constraints are not easily satisfiable. We approach this problem by first computing the 2 distance (Pele and Werman 2010) between the shortest path length histograms of every C i and of all potential candidates C i . Then, for the first constraint, if it is not possible to find a non-community C i of the same size for a ground-truth community C i , we select the closest candidate C i that has at least 75% of the size of C i . Likewise, for the third constraint, if an exact match cannot be found, we instead select the closest candidate C i in descending order or randomly in case of multiple candidates with the same distribution.
We now define a set of structural properties that we will use to compare the structural patterns in the interactions network G = (V, E) for both, ground-truth communities C i and non-communities C i . For this analysis, we will not consider the edge weights W.
Clustering Coefficient (CCF) measures how likely is a community to form a smallworld cluster as defined in (Watts and Strogatz 1998) .
Average Degree (AvgDeg)
is the average node degree of the members of a community (Radicchi et al. 2004) . AvgDeg is defined as: 2|E| / |V| Edge Density is the fraction of total edges possible in a community that are actually present (Radicchi et al. 2004 ). It is defined as: 2|E|∕(|V|(|V| − 1)) Cohesiveness is the fraction of total edges possible in a community that are non-bridging (Leskovec et al. 2010) . A non-bridge edge is such that when removed, the number of connected components is preserved. This measure captures the intuition of a well and evenly connected user community.
In our analysis, each structural property p is computed for every C i and C i , and then the average ratio r = p(C i )∕p(C i ) is computed for all community types in each dataset. If this average ratio r > 1.0 , then we can assert that there is a measurable difference in the structural property p for C i compared to C i . Example results for the rTe2015 dataset, which contains all the considered types of functional communities, are shown in Table 2 . These results are similar in the other datasets. In this example, ground-truth functional communities have, in average, 87% higher clustering coefficient, 29% higher average degree, 9% higher edge density and 79% higher cohesiveness than their respective non-communities. This suggests that in fact the ground-truth has a distinctive structure compared to randomly chosen nodes in the same network. In general, our results show that the ratio for each defined property is r ≥ 1.0 in the majority of the ground-truth community types and datasets. The mentions community type excels in every dataset. A high ratio between communities C i and non-communities C i can be observed, suggesting that functional communities with a third person as functional object are easier to discover than other types of social objects. Similar is the hashtags type, where it is only weak ( r < 1.0 ) in the PoPe2013 dataset. This is surprising because it suggests that users do not form strong communities around hashtags, despite the Pope Conclave event being highly susceptible to discussions around specific topics. The Ireland2017 dataset has very strong differentiable hashtags communities, e.g. r > 30 for CCF and r > 15 for cohesiveness. This is an interesting observation because the dataset was captured only using the location filter (Ireland), without forcing any particular topic. This outcome is likely because of the longer interaction times ( A i ) as shown in Table 1 .
For the retweets and urls functional types, most of our datasets also exhibit structurally distinguishable functional communities ( r > 1.0 ). We note that Ireland2017 does not contain any retweets because Twitter does not deliver them for location-based capturing. This result is consistent with (Kwak et al. 2010) , where retweeting and media links are regarded as core activities for news diffusion in Twitter.
The location-based functional types in general in our datasets contain few distinguishable communities, except for Ire-land2017. This can be explained by the low signal of Tweets that actually contain useful location information (Hecht et al. 2011) . The Ireland2017 dataset is captured using the location filter; Therefore, every Tweet in this dataset is embedded with location data. Nevertheless, the countries type was found to be distinctive enough (in most cases r > 1.0 ), suggesting that this abstraction is the most suitable for building functional communities based on location.
Finally, we also note that the quotes type is a recent functionality in Twitter, therefore is not present in datasets captured before 2015. Nonetheless, quotes have a strong differentiable structure ( r > 2.0 for CCF and cohesiveness), suggesting that Twitter users seem to interact closely around quotes of interest to them.
Structural community scoring functions
The goal of community detection is to uncover sets of users in a network with a certain structural pattern. In this context, community scoring functions can be used to quantify how well a set of nodes fit to the desired structure. In this work, we consider thirteen commonly used community scoring functions pre-classified into four families for evaluation.
For a given set of nodes C, the scoring function f(C) measures the quality of C as a structural community in an undirected network G = (V, E) . We define n c and m c as the number of nodes and edges in the set C, n = |V| and m = |E| as the number of nodes and edges in G, d(v) as the degree of a node v ∈ V , and b c as the number of edges on the boundary of C, i.e. edges that point outside of C. Using this notation, we now introduce the scoring functions under evaluation:
(1) Class → Only Internal Connectivity 
of C that belong to a triad. A triad is a set of three nodes that are fully connected to each other in C. (3) Class → Internal and External Connectivity
the average measure instead of the maximum. • Flake-ODF ‡ ‡ fraction of nodes in C that have fewer edges pointing inside than outside of C.
4) Class: Network Model
• Modularity § § the difference between the number of edges m c and its expectancy E(m c ) in a random graph with identical degree sequence-a null model. Initially, we are interested in the relationship between these scores in our Twitter ground-truth data. To investigate the individual contribution of these scoring functions, we first compute each f(C) for each of the 532,538 total groundtruth functional communities C we constructed. Then, we compute a correlation matrix based on the Pearson coefficient and filter it to unveil the correlation at different degrees between the scoring functions. As suggested in Evans 1996, we use ≥ 0.3 and ≥ 0.6 for weak and strong correlation, respectively, as thresholds. The result can be seen in Fig. 4 , where the correlations were found significant with p values ≤ 0.05 . With one exception, all of the scores grouped into four clusters, mirroring their pre-defined classes. The Edges Inside score remained isolated, even from its close relative Avg. Degree. This suggests that for the case of Twitter, considering only the size of the communities might be insufficient for their detection.
In general, this experiment suggests that despite having numerous structural definitions for communities, they mostly correlate in Twitter. For the remainder of this paper, we will focus on six representative scoring functions from the four classes (shown in bold in Fig. 4) : FOMD, TPR, Cut Ratio, Conductance, Flake-ODF and Modularity.
Community detection goodness
We now evaluate the community scoring functions in terms of their quality to discover ground-truth functional communities in Twitter streams. In this experiment, we use goodness metrics that capture the notion that good communities should be compact, well connected and well isolated from the rest of the network. The difference between the goodness metrics and the scoring functions under study is that the first quantifies a desirable property of the communities, while the latter quantifies how community-like is a set of nodes. A community with high goodness does not imply a good scoring function value but a good community score should have a high goodness metric.
We consider four goodness metrics g(C). Three of them-Density, Clustering Coefficient and Cohesiveness-were previously introduced as structural properties in Sect. 4.1. Therefore, a fourth new goodness metric is introduced below.
Separability captures the intuition that good communities should be well-distanced from each other (Fortunato 2010) . This metric quantifies the ratio between the internal and external edges.
We set up the goodness experiment as follows. For each dataset and community type, we rank our ground-truth functional communities C i using the six selected scoring functions f (C i ) in descending order. Then, we measure the cumulative moving average (CMA) of each goodness metric g(C i ) for the top-k ground-truth communities under the order induced by f (C i ) . A perfect scoring function should rank the ground-truth communities in the same descending order as the goodness metrics, and therefore the CMA should decrease monotonically along k. Conversely, a poor community scoring function would produce a k-dependent constant CMA.
The results were similar across all of our datasets. For the remainder of this Section, we report aggregated results using all the community types of Ireland2017 as an example. Figure 5 shows the four ranked goodness metrics for this representative example, where the CMA of the six representative scoring functions ranked by the four goodness metrics can be seen. An additional upper bound curve (e.g. the CMA of separability ranked by separability) is also provided for reference.
We observe that Cut Ratio (A), Conductance (D) and Flake-ODF (E) have a near perfect fit in separability, while FOMD (B) and TPR (C) show instead an inverse ordering, suggesting that the latter two prefer more dense communities. If the analyst desires denser communities regardless of separation, FOMD and TPR should be preferred. In contrast, for Cohesiveness, Density and Clustering Coefficient, FOMD (B) and TPR (C) prevail with good performance. These not only prefer denser but also cohesive and tight communities.
Modularity (F) performs relatively well in Cohesiveness. However, Cut Ratio (A), Conductance (D) and Flake-ODF (E) exhibit inverse ordering. This observation suggests that these scores prefer sparse communities, revealing their inability to properly capture cohesive groups in the Twitter microblogging scenario.
A reverse ordering of Modularity (F) for the Density goodness metric can be also observed. This is a manifestation of the well-known resolution limit of the Modularity score (Fortunato and Barthélemy 2007) that becomes evident in our ground-truth functional communities. Modularity also exhibits a near-constant ranking for Clustering Coefficient, suggesting that this score does not prefer nor reject well-packed communities.
To complement our results, we also study the ability of the scoring functions to rank the ground-truth communities using the goodness metrics. For each goodness metric g(C) and scoring function f(C) in all of our datasets, we observe the rank of each score in comparison with the other scoring functions at every rank k. For example, in Fig. 5 for Clustering Coefficient at k = 10 2 , the scores are ranked as: 1st TPR (C), 2nd FOMD (B), 3th Modularity (F), 4th Conductance (D), 5th Flake-ODF (E) and 6th Cut Ratio (A). Therefore, for every k, we rank and aggregate the six scores using the Borda voting method (Saari 2012) to obtain a unified ranking that quantifies the ability of each scoring function to find good communities. The results are in Table 3 , where ranks ≈ 1.0 indicate scoring functions adequate for each goodness criteria.
Overall, to identify more clustered, dense and cohesive communities in Twitter, FOMD and TPR are the better choices. If dense but more separated communities are preferred, then Conductance is more adequate.
Community detection robustness
We now investigate the robustness and sensitivity of the structural community scoring functions in the presence of different random perturbations to the ground-truth functional communities. A good scoring function should be stable under small perturbations and reduce its performance under strong disturbance. The perturbation strategies we consider (Yang and Leskovec 2015) are below.
• NodeSwap simulates the effect of community users diffusing from C through the network. First, a random edge (u, v) , u ∈ C, v ∉ C is chosen, and then the nodes u and v are swapped. This causes u to abandon C and v to join. • Random perturbs communities by swapping a random member u ∈ C with a random non-member v ∉ C . Similarly to NodeSwap, Random does not change the size of C but may disconnect it. • Expand increases the size of communities by choosing random non-members v ∉ C that are connected to members u ∈ C , and incorporating them into C. This action decreases the quality of the community. • Shrink decreases the size of communities by choosing random boundary edges (u, v) , u ∈ C, v ∉ C and removing the user u from C. Similarly to Expand, this perturbation preserves the connectedness.
The above strategies can be controlled using an intensity parameter p that specifies the number of times (p|C|) the perturbation is applied to a community C.
To quantify the impact of applying any perturbation strategy h to a given ground-truth functional community C, let's consider h(C, p) the perturbed version of C under perturbation h with intensity p. Then, we measure the Z-score (units of standard deviation) of the difference between the score f(C) of the unperturbed community C and the score f (h(C, p) ), as seen below.
In Eq. 4, E[⋅] is the expectancy operator (the mean) and Var[⋅] is the variance operator, both applied over all the ground-truth communities C i . We note that the sign of TPR, FOMD and Modularity needs to be inverted to ensure that all scores have the same interpretation, i.e. higher is better. Due to the random nature of the proposed perturbations, we repeat the experiment 20 times and average the resulting Z-scores.
The experiment is as follows. We vary the perturbation intensities p ∈ [0.01, 0.60]-e.g. in the NodeSwap strategy, this means exchanging between 1 and 60% of the members of a community-and observe the averaged Z-score across all ground-truth functional communities for each community type and dataset. The results were similar in all of our datasets. For the remainder of this Section, we report aggregated results using all the community types of rTe2015 as an example. Figure 6 shows the Z-scores for each perturbation strategy and scoring function for the representative example.
The TPR and FOMD scores perform the best in the NodeSwap experiment, followed by Conductance and Flake-ODF. In contrast, Modularity and Cut Ratio do not degrade gracefully when we increase the perturbation, revealing their inability to deal with noisy data in Twitter. Similar
observations can be made for the Random strategy, where Flake-ODF takes the lead and TPR/FOMD fall behind. Cut Ratio performs the worst in the presence of strong noise. The Expand and Shrink strategies also reveal TPR and FOMD as robust scores for Twitter functional communities, and Flake-ODF and Cut Ratio being ineffective in Expand and Shrink, respectively. Modularity has consistent good performance in small intensities for Expand and large for Shrink but degrades with larger expansions and smaller reductions. This is again evidence of its resolution limit (Fortunato and Barthélemy 2007) .
In this experiment, TPR and FOMD proved to be robust community scoring functions for Twitter interaction streams, while Modularity and Cut Ratio proved weaker in the same context. Alternatively, Conductance and Flake-ODF are also good; however, the latter is not stable in expanding and shrinking communities.
Finally, we explore how sensitive are the scoring functions in terms of small and large perturbations. We measure the change of Z-score between a small ( p = 0.04 ) and a large ( p = 0.20 ) perturbation, giving preference to scoring functions that quickly degrade in the presence of strong perturbations. We averaged the difference Z(f , h, 0.20) − Z(f , h, 0.04) across all our ground-truth functional communities and the results can be seen in Table 4 . Large differences indicate that the community scoring function is both robust and sensitive.
In general, FOMD stands as the most robust and sensible score in this experiment for all the perturbation strategies. Conductance is a close second best for NodeSwap, while TPR is in all the others. On the other hand, Modularity performs the worst under every perturbation except Shrink, where Cut Ratio is placed last.
Evaluating communities: dynamic scenario
In this Section, research questions (RQ4) and (RQ5) are addressed: how can user activity hotspots be identified inside the ground-truth functional communities? and how do existing structural community definitions perform when applied to these activity hotspots? User activity hotspots and an approach to extract and smooth user activity from ground-truth communities were introduced in Sect. 3.3. We hypothesise that given the fast paced and sparse nature of microblogging user interactions, user communities based on social functions are of better structural quality when focusing on particular portions using their activity over time. This improvement also translates into better performance for the community detection task using current state-of-the-art community detection approaches.
We first investigate the identification of hotspots in the defined ground-truth functional communities and then evaluate existing structural scoring functions and their goodness for the found activity hotspots.
Identifying activity hotspots in communities
We aim to identify user activity hotspots H in groundtruth communities C from microblogging. For this, we propose to extract the user activity from each ground-truth functional community C and apply an exponential decay function for smoothing as described in Sect. 3.3. To obtain a comparable range of values across all the ground-truth communities under study, we apply min-max normalisation over the smoothed activity.
We define a user activity threshold ∈ [0, 1] that we will use to find the starting and ending points in time for user activity hotspots H inside each ground-truth community C in our datasets. Each time the normalised user activity of C rises above , we record the observed time as the starting time boundary of a new hotspot. When the activity falls below , we record the observed time as the ending boundary of the same hotspot.
Choosing the threshold will depend on the communities that the analyst is interested on discovering. However, we propose a systematic method in this paper for finding a reasonable threshold for each of our ground-truth datasets to further investigate the performance of community scoring functions in Sect. 5.2.
The method is as follows. First, we define two quantitative metrics for activity hotspots that measure the characteristic of a set of generated hotspots given a particular . These metrics are defined below.
• Avg. Hotspots per Community (HpC) measures, in average, how many activity hotspots are generated per ground-truth functional community. The higher is HpC, the more fragmented the original ground-truth communities will become. • Avg. Users per Hotspot (UpH) measures, in average, how many users are assigned to each generated hotspot. The higher is UpH, the more concentrated the generated hotspots will become.
A good activity threshold should maximise both, HpC and UpH. Therefore, we will use these metrics as criteria for selecting within a range of candidates. We setup the experiment by varying in the range [0.02, 0.60] in increments of 0.02, and measuring HpC and UpC on each set of generated hotspots. We perform this for every community type in all of our datasets. An example result of the above for all the community types of the PoPe2013-SPl dataset can be seen in Fig. 7a .
To select an activity threshold , we will prefer the metric that exhibits the higher statistical coefficient of variation as criterion. Once a criterion metric is selected, we apply a simple peak finding algorithm 1 to identify the global maxima for that criterion.
A summary with all the activity thresholds selected using this method for all of the community types contained in each of our ground-truth datasets is found in Table 5 . We observe the selected criterion metric based on the highest variation and the value of this selected metric measured at the chosen threshold.
Note that all the selected thresholds are < 0.30 , suggesting that no more than 30% of the relative user activity is required as trigger for forming reasonable hotspots in our ground-truth communities. Also, the dominant criterion is HpC, suggesting that the average number of hotspots per community is preferred over the average amount of users in them for selecting the activity threshold. In Sect. 5.2, we further demonstrate the quality of the selected thresholds.
To complement our study, we also investigated the effects of the activation threshold on the temporal properties of the generated activity hotspots. In this experiment, the age of an activity hotspot is measured as the difference between the start and end times of the hotspot timespan for every activation threshold in [0.02, 0.60]. The results are in Fig. 7c for all the community types of the PoPe2013-SPl dataset (as previously), where the average age of the original groundtruth communities is also provided as reference.
In general, the activity hotspots have much less age than the communities they originate from. The sole exception is in the PoPe2013-SPl dataset (in the figure), where at < 0.15 the hotspots live longer than the average ground-truth communities. This is due to this particular dataset being randomly sampled, and therefore many ground-truth communities are very short lived. In this case, the identification of user activity hotspots can potentially lead to more meaningful groups of users, i.e. that are engaged for longer time. The hotspots ages also decrease when the activation threshold is increased because, at higher values of , the hotspots contain less users and therefore less activity.
Improving community detection using hotspots
We now investigate the goodness metrics from Sect. 4 applied to the newly formed activity hotspots. Our goal is to demonstrate that when considering user activity for the identification of activity hotspots, the resulting subcommunities are of better quality when compared to the originating communities. We show evidence of this by measuring the goodness of the activity hotspots generated from our ground-truth functional communities and comparing it to the same goodness metrics previously discussed in the static scenario evaluation.
In this experiment, we measure the Z-score similarly as in Eq. 4 for the differences in goodness metrics between all the original ground-truth functional communities of each dataset and the newly formed activity hotspots using the selected thresholds in Table 5 . An example result for the PoPe2013-SPl dataset can be seen in Fig. 7b . Note how the goodness metrics in this example are nearly maximised at the selected threshold = 0.28 , with the exception of separability. In fact, this result can be observed in all of our datasets, where separability never improved when considering activity hotspots. This suggests that while the activity hotspots improve in terms of Clustering Coefficient, Density and Cohesiveness, they do not become more separable. This outcome is not surprising because all the activity hotspots from a given community can only be formed with the same users of that community.
To complement our results, we also perform the ranked goodness experiment from Sect. 4 using the constructed activity hotspots instead of the original ground-truth functional communities. The results of the experiment using all the community types for the Ireland2017 dataset can be seen in Fig. 8 . We chose this particular example because it can be directly compared to the ranked goodness results shown in Fig. 5 for the static scenario evaluation. Again, these results are consistent across our datasets.
It can be observed that most of the scoring functions drastically improve their alignment to the goodness metrics when considering the proposed activity hotspots. In particular, FOMD (B) and TPR(C) now achieve nearly perfect fit with the upper bounds (UB). A remarkable improvement is Modularity (F) for the Cohesiveness goodness metric, as now it is able to attain almost the same performance than FOMD and TPR. As previously discussed, using activity hotspots does not significantly impact the separability goodness metric. Overall, the activity hotspots are able to improve the performance of structural scoring functions in terms of Cohesiveness, Density and Clustering Coefficient, but not separability, which remains mostly unaffected.
Conclusions and future directions
In this work, we address the problem of evaluating community detection in the context of microblogging services, represented by Twitter. For this, we adopted two interpretations of community: a functional definition (used as ground-truth) based on user-labelled social functions, and a structural definition based on the connectivity patterns in a network.
We proposed several research questions with the goal of evaluating the adoption of user interactions networks and the construction of explicitly labelled ground-truth functional communities using varied social objects present in Twitter streams. Additionally, we thoroughly evaluated a set of structural community scoring functions from different classes using our ground-truth in both, a static and dynamic scenario.
For the static scenario, we conclude that scoring functions based on internal connectivity such as the TPR, FOMD and Conductance work best for Twitter, proving to be robust and sensitive. Conversely, the popular Modularity score is limited and unfit due to the sparse and noisy characteristics of microblogging.
For the dynamic scenario, we conclude that the construction of activity hotspots from ground-truth functional communities further improves the ability of scoring functions such as TPR, FOMD and Conductance to discover community in Twitter. Moreover, the Modularity score was shown to be less limited in this context.
We believe that more research is required to better understand the nature of microblogging and the community detection task for it. For example, we considered native hashtags as the social function for topics; however, other models can be used, e.g. named entities, bag-of-words or TF-IDF. Also, the construction and exploitation of user activity hotspots can be further improved. For example, the parameter and the threshold can be learned instead from empirical data using machine learning techniques. Furthermore, the current findings in this work such as the activity threshold can be potentially applied to the design of an automatic windowing approach for real-time community detection using stream processing.
Note Twitter policies prevent us to share our datasets, however we make available, on request, our framework based on the SNAP engine (Leskovec and Krevl 2015) used to obtain the reported results.
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