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A B S T R A C T
Accurate and timely information on the distribution of crop types is vital to agricultural management, ecosystem
services valuation and food security assessment. Synthetic Aperture Radar (SAR) systems have become in-
creasingly popular in the ﬁeld of crop monitoring and classiﬁcation. However, the potential of time-series po-
larimetric SAR data has not been explored extensively, with several open scientiﬁc questions (e.g. the optimal
combination of image dates for crop classiﬁcation) that need to be answered. In this research, the usefulness of
full year (both 2011 and 2014) L-band fully-polarimetric Uninhabited Aerial Vehicle Synthetic Aperture Radar
(UAVSAR) data in crop classiﬁcation was fully investigated over an agricultural region with a heterogeneous
distribution of crop categories. In total, 11 crop classes including tree crops (almond and walnut), forage crops
(grass, alfalfa, hay, and clover), a spring crop (winter wheat), and summer crops (corn, sunﬂower, tomato, and
pepper), were discriminated using the Random Forest (RF) algorithm. The SAR input variables included raw
linear polarization channels as well as polarimetric parameters derived from Cloude-Pottier (CP) and Freeman-
Durden (FD) decompositions. Results showed clearly that the polarimetric parameters yielded much higher
classiﬁcation accuracies than linear polarizations. The combined use of all variables (linear polarizations and
polarimetric parameters) produced the maximum overall accuracy of 90.50 % and 84.93 % for 2011 and 2014,
respectively, with a signiﬁcant increase of approximately 8 percentage points compared with linear polarizations
alone. The variable importance provided by the RF illustrated that the polarimetric parameters had a far greater
inﬂuence than linear polarizations, with the CP parameters being much more important than the FD parameters.
The most important acquisitions were the images dated during the peak biomass stage (July and August) when
the diﬀerences in structural characteristics between most crops were the largest. At the same time, the images in
spring (April and May) and autumn (October) also contributed to the crop classiﬁcation since they respectively
provided unique information for discriminating fruit crops (almond and walnut) as well as summer crops (corn,
sunﬂower, and tomato). As a result, the combined use of only four acquisitions (dated May, July, August, and
October for 2011 and April, June, August, and October for 2014) was adequate to achieve a nearly-optimal
overall accuracy. In light of the promising classiﬁcation accuracies demonstrated in this research, it becomes
increasingly viable to provide accurate and up-to-date crops inventories over large areas based solely on mul-
titemporal polarimetric SAR.
1. Introduction
Information on crop types and their spatial distribution is of great
importance to agricultural management, ecosystem services valuation
and food security assessment (Thenkabail et al., 2012; Bargiel, 2017).
For example, detailed crop distribution data are critical for assessing
accurately agricultural water use at diﬀerent spatial scales and making
eﬀective policies to increase water use eﬃciency in agricultural areas
(Zheng et al., 2015). Agriculture is also a major source of greenhouse
gas (GHG); high accuracy modelling of GHG emissions from agriculture
relies heavily on the detailed distribution of crop types (Pena-Barragan
et al., 2011). Besides, crop classiﬁcation data is the fundamental input
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to estimating agricultural production, which serves as an important
early warning indicator of famine (Thornton et al., 1997). As a result,
crop maps are updated routinely in many cropland regions by ground
survey. However, this procedure is usually labour intensive and ex-
pensive, and is impractical for many developing countries. In addition,
it is diﬃcult to generate consistent and intercomparable data between
countries or even continents in consideration of the diﬀerent ground
ﬁeld survey methods adopted (Ozdogan and Woodcock, 2006).
Remote sensing, which provides routine coverage over large areas,
could serve as a cost-eﬀective means of complementing or even repla-
cing ﬁeld survey. A large body of studies has classiﬁed single or mul-
tiple crop types using optical images at medium spatial resolution (e.g.
Landsat and SPOT; Duro et al., 2012), or coarse resolution (e.g. MODIS;
Wardlow and Egbert, 2008). However, access to optical remotely
sensed imagery relies heavily on the weather conditions, which hugely
limits the utility of such data in real applications (Sonobe et al., 2014).
Synthetic aperture radar (SAR) is an active sensor which operates at
relatively long wavelengths and which can penetrate cloud and haze. As
a result, SAR provides the best opportunity for monitoring crops
through the growing season as it is able to acquire data regardless of
meteorological conditions (Sonobe et al., 2014). SAR imagery diﬀers
from reﬂectance measured by optical imagery, as SAR characterizes the
structural attributes as well as the dielectric properties of the vegetation
canopy which may be unique to each class, thus being valuable for crop
discrimination (McNairn et al., 2009).
Diﬀerent from other land cover types, agricultural regions may ex-
perience great variations during a short time depending on climatic
conditions, soil properties, farmer’s decisions, and so on (Wardlow and
Egbert, 2008). Thus, crop areas with the same crop type may have
distinctive polarimetric (spectral) properties, whereas those with dif-
ferent crop types often exhibit similar polarimetric behaviours (Li et al.,
2019). This poses great diﬃculties for single-date SAR image-based
crop classiﬁcation (Silva et al., 2009), which can be improved by the
utilization of image time series. As a certain crop type might be cor-
rectly separated from others at speciﬁc crop stages (Jiao et al., 2014;
Bargiel, 2017), multi-temporal SAR data can thus improve crop classi-
ﬁcation results (Skriver et al., 2012). For example, Tso and Mather
(1999) classiﬁed an agricultural area in Norfolk, UK with seven ERS-1
SAR images, obtaining a classiﬁcation accuracy of 75 %; with six scenes
of ENVISAT ASAR images, Wang et al. (2010) mapped an agricultural
area in south China and produced an overall accuracy of 80 %. Re-
cently, some studies attempted to classify crop types using SAR time
series from the newly launched Sentinel-1 satellites (e.g. Nguyen et al.,
2016; Ndikumana et al., 2018). However, the SAR data used in these
works were restricted to single polarization (ERS-1 and Radarsat-1) or
dual-polarization mode (ENVISAT ASAR and Sentinel-1), thus without
making full use of polarization information.
Radar response to vegetation structure is polarization-dependent.
Herein, horizontally polarized waves (H) show good capability in pe-
netrating the vegetation canopy, thus achieving more information
about surface soil condition by HH polarization. In contrast, vertically
polarized waves are very sensitive to vertical vegetation structure,
which explains the fact that VV polarization performs well in char-
acterizing vertical vegetation structure (Lin and Sarabandi, 1999).
Moreover, the cross polarizations (HV and VH) provide information
about the total canopy volume that is complementary to the co-polar-
izations (HH and VV). The fully polarimetric SAR, with all types of
polarizations, can signiﬁcantly improve the observed information di-
mension of agricultural targets (McNairn and Brisco, 2004). In addition,
polarimetric parameters that provide unique information for crop dis-
crimination can be generated with full polarimetric (HH, HV, and VV)
SAR (Jiao et al., 2014). McNairn et al. (2009) demonstrated the unique
value of polarimetric SAR in crop classiﬁcation in comparison to single-
or dual-polarization data. With polarimetric SAR time-series, eﬀorts
had been devoted to crop classiﬁcation. For example, Jiao et al. (2014)
achieved promising crop classiﬁcation results (with overall
accuracy>90 %) over an agricultural area in Canada with 19 scenes of
C-band RADARSAT-2 data; with the same data type, Liu et al. (2013)
obtained an overall classiﬁcation accuracy of 85 % in classifying corn,
spring wheat, and soybean over a test site in Eastern Ontario, Canada;
Whelen and Siqueira (2017) acquired the best classiﬁcation accuracy of
83 % on an agricultural site in California's San Joaquin Valley by using
L-band Uninhabited Aerial Vehicle Synthetic Aperture Radar
(UAVSAR). The above-mentioned classiﬁcation results are encouraging.
However, the full year or full growing season SAR data adopted by
these studies are heavily redundant, and such data requirements suﬀer
from high expense, limited data availability, and low data processing
eﬃciency. In contrast, comparable crop classiﬁcation results might be
achieved by combining a few images dated on critical phenology (Jiao
et al., 2014; Li et al., 2019). Such research topic has, however, received
little attention. In addition, few eﬀorts have been made to quantita-
tively investigate the importance of polarimetric parameters, although
they are widely used in crop classiﬁcation studies.
The primary objective of this paper was to explore the potential of L-
band UAVSAR time-series for crop mapping. With a relatively long
wavelength, UAVSAR has the capacity to penetrate crop canopies,
which is critical for crop classiﬁcation. UAVSAR data are acquired in
polarimetric mode with ﬁne spatial resolution (5m) by National
Aeronautics and Space Administration (NASA), which provides a un-
ique opportunity to assess the usefulness of multitemporal fully-po-
larimetric SAR for crop classiﬁcation. Herein, the Random Forest (RF)
classiﬁer, an ensemble machine learning technique, was applied to the
UAVSAR time-series in light of its robust to high-dimensional and noise
data (Belgiu and Dragut, 2016). Besides, previous studies have de-
monstrated that the RF algorithm is suitable for SAR-based crop clas-
siﬁcation (Loosvelt et al., 2012a, 2012b). An agricultural region with
heterogeneous and complex crop types in the Sacramento Valley, Ca-
lifornia was selected as the test site in this research.
The major innovations and contributions of this research are sum-
marized as follows:
(1) By using the well-known non-parametric machine learning RF al-
gorithm, the potential of diﬀerent combinations of predicator
variables in crop discrimination was fully explored;
(2) The variable importance for crop classiﬁcation was quantiﬁed
across input variables (including linear polarizations and polari-
metric parameters) as well as over acquisitions spanning two full
calendar years (2011 and 2014);
(3) A forward selection procedure was conducted to search for the
optimal combination of SAR images that made the best tradeoﬀ
between classiﬁcation accuracy and number of acquisitions, which
could be transferable to other agricultural areas.
2. Study area and data source
2.1. Study area
The study area of this research is located at an agricultural region in
the middle of the Sacramento Valley, USA. It stretches over Solano and
Yolo counties of California, with a size of about 11 km×17 km (Fig. 1).
The climate of this area is characterized as Mediterranean, with dry hot
summers and wet cool winters (Zhong et al., 2012). The annual rainfall
amount is nearly 750mm, mainly concentrated during the period from
winter to the next spring. This area is characterized by a vast ﬂat terrain
and deep soil layers which makes it suitable for farming. Indeed, it is
one of the most productive agricultural areas in the United States. A
total of 11 crop types comprising most of the study area were con-
sidered in this research, including almond, walnut, grass, alfalfa, hay,
clover, winter wheat, corn, sunﬂower, tomato and pepper. These mul-
tiple crop types provide a unique opportunity to investigate the cap-
ability of time-series UAVSAR for crop classiﬁcation over hetero-
geneous regions.
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2.2. UAVSAR data
Full-polarimetric airborne UAVSAR data were employed in this re-
search. This SAR system was developed by NASA JPL, with the primary
design goal of monitoring deforming surfaces resulting either from
natural factors or human activities (Hensley et al., 2009). It operates in
L-band with a frequency of 1.26 GHz and a wavelength of 23.84 cm.
Nominally, the system ﬂown at an altitude of 12.5 km covers a swath of
about 20-km (Chapman et al., 2011), and all ﬂights have nearly iden-
tical ﬂight headings and altitude. The range and azimuth pixel spacings
in single-look complex (SLC) imagery are, respectively, 1.66 and 1m,
with the incidence angles ranging from 25° to 65°.
The UAVSAR images used in this research were the calibrated and
ground range projected (GRD) product. The covariance matrices con-
tained in the product are multilook with 3× 12 pixels in the range and
azimuth directions, with a pixel spacing of 5m. The linear polarization
channels for each dataset were extracted and georeferenced to the UTM
coordinate using the MapReady software (Alaska Satellite Facility,
ASF). There was no requirement to apply speckle ﬁlters as the multi-
plicative noise (speckle) inherent in the SAR was reduced markedly by
the multilook procedure (Dickinson et al., 2013), producing an esti-
mated equivalent number of looks between 6 and 8. Besides, no further
geometric corrections were made in view of the small spatial shifts
(lower than half the pixel) across the time-series by checking the
boundaries of some randomly selected crop ﬁelds. This high-precision
spatial matching between acquisitions is essential to classiﬁcation
based on multitemporal UAVSAR.
In total, nine scenes of UAVSAR imagery spanning the full year of
2011 were collected over the study area. Besides, seven scenes of
UAVSAR imagery captured in 2014 were also acquired to further in-
vestigate the potential of UAVSAR time series for crop classiﬁcation.
Table 1 provides detailed descriptions of the data as well as meteor-
ological data on the image acquisition dates. The meteorological data
were acquired at a station (in the city of Sacramento) next to the study
area (National Oceanic and Atmospheric Administration and National
Centers for Environmental Information (NOAA-NCEI, 2011)). The
presence of rainfall may have an impact on crop classiﬁcation owing to
the higher moisture contained in the canopy and soil. Fortunately,
nearly all the UAVSAR images were collected under dry conditions
except the acquisition in October 2011 and November 2014 when very
light precipitation (less than 7mm) was recorded (Table 1). Besides,
freezing in the soil may also interfere with the radar response by al-
tering the dielectric constant of soil. However, the eﬀect of freezing on
the SAR observations should be minimal given the relatively small
amounts of precipitation on the data acquisition dates (January and
December 2011) with air temperatures around freezing point (Table 1).
3. Methods
In this section, the data preprocessing and analysis methodologies
Fig. 1. Location of the study area in the Sacramento Valley, California.
Table 1
UAVSAR imagery and the weather conditions at the time of image acquisition.
All images were acquired in PolSAR (polarimetric SAR) mode, and there was no
snow at the date of acquisition.
Year Date Local time Pcum (mm) Tmax (℃) Tmin (℃)
2011 2011.01.10 20h59 0 8.3 −2.8
2011.03.30 20h00 0 26.7 11.7
2011.05.12 22h22 0 26.1 9.4
2011.06.16 13h04 0 31.1 14.4
2011.07.20 18h54 0 35.6 15.0
2011.08.29 20h21 0 34.4 14.4
2011.10.03 22h02 0.5 20.6 10.0
2011.11.02 22h45 0 22.8 5.6
2011.12.07 20h20 0 14.4 −0.6
2014 2014.02.12 19h15 0 17.8 7.2
2014.04.02 19h01 0 16.1 6.1
2014.05.15 18h43 0 36.1 13.9
2014.06.16 18h52 0 24.4 13.3
2014.08.14 22h44 0 32.2 16.1
2014.10.06 20h17 0 35.6 13.9
2014.11.13 21h11 6.6 17.2 12.8
Note that Pcum denotes daily precipitation, and Tmax and Tmin denote daily
maximum and minimum air temperatures, respectively.
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were elaborated in detail. A ﬂowchart that illustrates data processing
and analysis steps of this research is shown in Fig. 2.
3.1. SAR polarimetric decomposition
The rationale for a decomposition lies in the fact that polarimetric
SAR signal can be deconstructed to derive polarimetric parameters that
characterize structural properties and the scattering mechanisms of
ground targets. In this research, two widely accepted decompositions,
Cloude-Pottier (CP) and Freeman-Durden (FD), were applied to each
UAVSAR dataset. The former is an eigenvector-eigenvalue based de-
composition, while the latter belongs to the family of model-based
decompositions. The CP decomposition is designed to characterize
primary scattering mechanisms for surface targets (Cloude and Pottier,
1997), with three parameters including entropy (H), anisotropy (A),
and alpha angle (α) being commonly generated. Both entropy and an-
isotropy vary between 0–1, while alpha angle has a range of 0–90°.
Entropy is a measurement of the randomness of scattering, with a high
value indicating a multiplicity of scattering mechanisms. Anisotropy
describes the relative importance of the secondary mechanism, and the
value represents the strength of scattering. Alpha angle characterizes
the dominant scattering mechanisms, with angle values below 40°,
around 45°, and over 50° denoting the dominance of surface scattering,
volume or dipole scattering, and double-bounce scattering, respec-
tively. The FD decomposition is built on a physical model, based on
which fractions of surface scattering (Ps), volume scattering (Pv), and
double-bounce scattering (Pd) are determined for each target (each
pixel of image) (Lee and Pottier, 2009). The model describes the po-
larimetric backscatter from natural scatterers including ﬁrst-order
Bragg surface, double-bounce dihedral corner reﬂector, and thin ran-
domly oriented cylindrical dipoles (Freeman and Durden, 1998).
3.2. Collection of reference data
The United States Department of Agriculture (USDA) Cropland Data
Layer (CDL) served as the reference data to acquire ground samples for
crop classiﬁcation and validation. The CDL is produced annually based
on several types of medium spatial resolution optical images (e.g.
Landsat TM) and a large number of ground reference data (Boryan
et al., 2011), with a spatial resolution of 30m. CDL data have been used
in a wide range of applications because of its very high quality (e.g. Sun
et al., 2008; Zheng et al., 2015; Whelen and Siqueira, 2017). According
to the USDA National Agricultural Statistics Services (NASS), the
overall classiﬁcation accuracy for the CDL in 2011 and 2014 over the
state of California was determined to be 83 % and 81 %, respectively,
with the accuracies for the major crop types (alfalfa, sunﬂower, and
tomato) ranging between 83 % and 94 %. It is noted that the mislabeled
pixels of CDL are mainly at the edge of crop ﬁelds and the ﬁelds with
relatively small area by visual inspection. However, these areas were
not included in the subsequent manual labelling procedure (see below),
by which the actual accuracies of the reference data used in this re-
search should be much higher than those reported by the USDA-NASS.
The acquisition of ground sample points was comprised of three
steps. First, the August SAR acquisition with clear boundaries between
crop ﬁelds was overlaid on the CDL image to identify crop ﬁelds over
the study area; note that ﬁelds with an area below 5 ha were not con-
sidered. Second, the identiﬁed crop ﬁelds were outlined manually and
buﬀered inward by one pixel to remove the mislabeled edge pixels
(Fig. 3); a stratum for each crop class was made by merging the outlined
patches belonging to the class. Third, patches of each crop type were
split randomly into two equal subsets; one half subset was for gen-
erating training samples, and the other half subset for collecting testing
samples, so as to make sure that training and testing samples are taken
from diﬀerent crop patches. In total, 2316 and 2124 sample points
(pixels) were acquired for 2011 and 2014, respectively, with a number
Fig. 2. Flowchart of processing and analysis steps in this work. (A) data pre-processing steps, (B) image classiﬁcation steps, and (C) analysis steps.
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of about 200 samples for each crop type.
3.3. Random Forest classiﬁcation
In total, nine predictor variables were created from each UAVSAR
dataset, consisting of three linear polarizations (HH, HV and VV), three
CP decomposition parameters (H, A and α), and three FD decomposition
parameters (Ps, Pv, Pd). The Random Forest (RF) algorithm was applied
using diﬀerent combinations of input image layers: 1) linear polariza-
tions alone, 2) CP decomposition parameters alone, 3) FD decomposi-
tion parameters alone, and 4) all predicator variables (linear polariza-
tions and CP and FD parameters). Descriptions of the combinations of
input variables are shown in Table 2.
The RF algorithm is an ensemble classiﬁer consisting of a collection
of tree-type classiﬁers = …h x θ k T{ ( , ), 1, 2, , }k , where x is an input
vector (pattern), θk are independent and identically distributed random
vectors, and T is the number of trees deﬁned by users (Breiman, 2001).
In the training process, the RF creates multiple classiﬁcation and re-
gression trees, each of which is trained on a diﬀerent bootstrap sample
by randomly resampling the original training sample with replacement
(called bagging strategy). For an input pattern x each tree votes for the
predicted class and the pattern is labelled with the class having the most
votes. In this research, the number of trees created for each classiﬁca-
tion was set as 500 to achieve a stable state for the out-of-bag (OOB)
accuracy of the RF. Besides, the square root of inputs wasused as the
number of variables to determine splits at the nodes.
The variable importance (VI) provided by the RF can not only
quantify the inﬂuence of each variable separately, but also multivariate
interactions with other variables (Gislason et al., 2006). In general, the
VI for a certain variable Xi can be estimated with the following steps.
First, the prediction error with OOB samples (errOOB) is calculated over
the created trees. Second, the classiﬁer randomly permutes the OOB
samples of variable Xi, with which the prediction error (errOOBi) for
each tree is measured. Finally, the VI is computed by averaging the
diﬀerence in the prediction errors between original OOB samples and
randomly permuted samples through all trees as follows:
∑= −
=
VI X
ntree
errOOB errOOB( ) 1i
t
ntree
t
i
t
1 (1)
where t denotes a certain tree, and ntree is the total number of trees. The
VI is subsequently normalized by dividing the variable’s VI by its
standard deviation.
3.4. Accuracy assessment
To evaluate the accuracies of the classiﬁcation maps, a confusion
matrix was generated for each classiﬁcation by comparing the classiﬁed
data with the reference points at each of the sampled pixels. The overall
accuracy (OA) and per-class mapping accuracy were computed for each
classiﬁcation (Foody, 2004). The Kappa coeﬃcients of agreement and
their variances were also estimated, based on which a Kappa z-test was
adopted to evaluate the statistical signiﬁcance of Kappa coeﬃcients for
pairwise classiﬁcations using the following equation (Congalton and
Green, 1999):
= − +z k k v v( )/ ( )1 2 1 2 (2)
where k is the Kappa coeﬃcient and v is the Kappa variance. If z ex-
ceeds a threshold of 1.96, the two classiﬁcation results are considered
signiﬁcantly diﬀerent at the 95 % conﬁdence level.
3.5. Optimal combination of SAR data
In total, nine scenes of images in 2011 and seven scenes of images in
2014 covering a full calendar year respectively were used in this re-
search. However, contributions from diﬀerent acquisitions to crop
Fig. 3. False colour map of the UAVSAR dated on 20 July 2011 (bands VV, HV, HH) (left), and the manually labeled ground reference data (right).
Table 2
Summary of predictator variables derived from UAVSAR for RF classiﬁcation.
Note that abbreviations are explained in the text.
Year Data source Variable Number of
Images
Number of layers
2011 LP HH, HV, VV 9 9×3=27
CP H, A, α 9 9×3=27
FD Ps, Pv, Pd 9 9×3=27
All HH, HV, VV, H, A,
α
Ps, Pv, Pd
9 9×9=81
2014 LP HH, HV, VV 7 7×3=21
CP H, A, α 7 7×3=21
FD Ps, Pv, Pd 7 7×3=21
All HH, HV, VV, H, A,
α
Ps, Pv, Pd
7 7×9=63
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Fig. 4. Crop classiﬁcation maps of 2011 produced with the Random Forest algorithm using the linear polarizations (LP), Cloude-Pottier parameters (CP), Freeman-
Durden parameters (FD), and all predicator variables (All).
Fig. 5. Crop classiﬁcation maps in 2014 produced with the Random Forest algorithm using the linear polarizations (LP), Cloude-Pottier parameters (CP), Freeman-
Durden parameters (FD), and all predicator variables (All).
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classiﬁcation accuracy may vary greatly (Li et al., 2019). Hence, it is
necessary to determine an optimal combination of images that could
gain an acceptable level of classiﬁcation accuracy. This may not only
reduce the cost of images, but also lighten the computational burden of
image processing and classiﬁcation. In this research, a forward image
selection procedure was adopted in search of the optimal combination
of SAR imagery for crop classiﬁcation (Pena and Brenning, 2015).
Hereinto, the images were gradually selected and included in the fea-
ture set (starting with an empty feature set) with an increment of one
date, and the image combination with the best classiﬁcation accuracy
was chosen at each step.
4. Results
4.1. Random Forest classiﬁcations
Figs. 4 and 5 show the classiﬁcation maps achieved by the Random
Forest (RF) algorithm using diﬀerent combinations of predictor vari-
ables from 2011 and 2014 UAVSAR time series, respectively. Tables 3
and 4 list the detailed accuracy assessment of the RF classiﬁcations with
overall accuracy (OA), Kappa coeﬃcient (k) as well as class-wise pro-
ducer’s accuracy (PA), user’s accuracy (UA), and mapping accuracy
(MA, i.e. F1 score). From the tables, it can be seen that the classiﬁcation
based on LP temporal proﬁle has the smallest OAs, 82.38 % and 76.18
% for 2011 and 2014, respectively. By comparison, both CP and FD
parameters achieved much more accurate results, with OAs=83.63 %
and 87.65 % for 2011 and OAs=78.06 % and 80.32 % for 2014, re-
spectively (Tables 3 and 4). When simultaneously using the LP, CP, and
FD temporal proﬁles, the RF produced the highest OAs of 90.50 % and
84.93 % for 2011 and 2014 respectively, which were signiﬁcantly
greater than those using LP, CP, or FD temporal proﬁles according to
the Kappa z-test analysis (Table 5). However, there was no signiﬁcant
diﬀerence when comparing the RF classiﬁcations with CP parameters
and FD parameters.
The classiﬁcation accuracies amongst classiﬁcations were also
compared by class-wise accuracy assessment (Tables 3 and 4). As shown
in the tables, similar trends are found between the MA and the PA and
UA when using diﬀerent predictor variables. Thus, the MA is taken as
an example to analyze variations of the class-wise accuracy. From the
tables, it can be seen that the MA produced with all variables
Table 3
Accuracy assessment of RF classiﬁcations (2011) using diﬀerent combinations of variables. Note that the greatest mapping accuracy (MA) per row is shown in the
bold font.
Crop class LP CP FD All
PA UA MA PA UA MA PA UA MA PA UA MA
Almond 93.33 93.33 93.33 93.33 95.45 94.38 95.56 95.56 95.56 95.56 95.56 95.56
Walnut 93.48 92.47 92.97 92.39 89.47 90.91 97.83 94.74 96.26 96.74 94.68 95.70
Grass 85.56 74.04 79.38 82.22 77.08 79.57 88.89 85.11 86.96 94.44 81.73 87.63
Alfalfa 73.13 79.67 76.26 88.06 83.69 85.82 85.07 84.44 84.76 89.55 91.60 90.57
Hay 58.23 95.83 72.44 60.76 96.00 74.42 68.35 98.18 80.60 62.03 100 76.56
Clover 71.28 72.04 71.66 61.70 68.24 64.80 77.66 76.04 76.84 78.72 84.09 81.32
Wheat 89.34 76.22 82.26 86.07 66.88 75.27 95.08 83.45 88.89 95.90 80.14 87.31
Corn 82.73 87.50 85.05 93.64 98.10 95.81 90.91 93.46 92.17 99.09 98.20 98.64
Sunﬂower 78.26 89.11 83.33 77.39 90.82 83.57 79.13 92.86 85.45 86.09 97.06 91.24
Tomato 86.92 71.52 78.47 93.85 84.72 89.05 94.62 78.34 85.71 96.15 87.41 91.58
Pepper 91.18 92.08 91.63 92.16 94.95 93.53 86.27 95.65 90.72 93.14 95.00 94.06
OA 82.38 84.63 87.65 90.50
Kappa 0.8055 0.8302 0.8636 0.8951
Table 4
Accuracy assessment of RF classiﬁcations (2014) using diﬀerent combinations of variables. Note that the greatest mapping accuracy (MA) per row is shown in the
bold font.
Crop class LP CP FD All
PA UA MA PA UA MA PA UA MA PA UA MA
Almond 79.05 78.30 78.67 92.38 76.38 83.62 89.52 76.42 82.46 95.24 83.33 88.89
Walnut 80.58 77.57 79.05 71.84 90.24 80.00 70.87 83.91 76.84 81.55 93.33 87.05
Grass 77.78 82.89 80.25 79.01 75.29 77.11 79.01 87.67 83.12 80.25 90.28 84.97
Alfalfa 79.20 68.75 73.61 85.60 71.81 78.10 83.20 78.79 80.93 86.4 77.14 81.51
Hay 26.83 81.48 40.37 52.44 66.15 58.50 52.44 70.49 60.14 47.56 95.12 63.41
Clover 81.25 64.36 71.82 86.25 86.25 86.25 80.00 70.33 74.85 88.75 78.89 83.53
Wheat 95.20 81.51 87.82 79.20 83.19 81.15 92.80 85.29 88.89 96 79.47 86.96
Corn 60.42 84.06 70.30 66.67 79.01 72.32 68.75 89.19 77.65 82.29 92.94 87.29
Sunﬂower 75.56 88.70 81.60 80.00 78.26 79.12 82.96 77.78 80.29 87.41 84.29 85.82
Tomato 88.46 67.25 76.41 80.00 76.47 78.20 90.00 82.98 86.35 90.77 88.72 89.73
OA 76.18 78.06 80.32 84.93
Kappa 0.7336 0.7550 0.7801 0.8316
Table 5
Kappa z-test comparing the performance of the four RF classiﬁcations using
diﬀerent combinations of predicatator variables. Note that signiﬁcantly dif-
ferent accuracies at 95 % conﬁdence level are shown in bold.
Year Data source Kappa coeﬃcient (κ) Kappa z-test
Kappa Variance (10−4) CP FD All
2011 LP 0.8055 1.7644 1.3476 3.2990 5.3225
CP 0.8302 1.5949 – 1.9505 3.9760
FD 0.8636 1.3372 – – 2.0305
All 0.8951 1.0695 – – –
2014 LP 0.7336 2.4538 0.9792 2.1633 4.7597
CP 0.7550 2.3228 – 1.1846 3.7792
FD 0.7801 2.1665 – – 2.5906
All 0.8316 1.7855 – – –
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outperforms that based on LP channels for all crop classes in both of the
years. Prominent increases in accuracy were seen for the classes of al-
falfa, corn, and tomato in 2011, and for those of hay, tomato, and clover
in 2014, with a relatively large margin of 14.31, 13.59, and 13.11
percentage points (Table 3), and 23.04, 16.99, and 13.32 percentage
points (Table 4), respectively. Similarly, class-wise mapping accuracies
with all variables were found to be consistently superior to those with
CP parameters, achieving the largest increase of 16.52 and 14.97 per-
centage points for the classes of clover (2011, Table 3) and corn (2014,
Table 4), respectively. When compared with the classiﬁcation using FD
parameters, most classes except for walnut, hay, and wheat in 2011 and
wheat in 2014 were classiﬁed with greater accuracy, with the largest
increase of 6.47 and 10.21 percentage points for corn (2011) and
walnut (2014), respectively.
4.2. Variable importance
The RF classiﬁcations with all variables were selected to investigate
the relative importance of input variables for crop classiﬁcation. Among
the 81 variables used by the RF, the most important 36 variables are
listed in descending order in Fig. 6. It is clear from the ﬁgure that the
variables derived from the CP decomposition are generally important in
comparison to those from FD and LP. The CP variables occupy ten and
eight places in the ﬁrst 15most important variables (including those of
the ﬁrst four and ﬁrst two) for 2011 and 2014, respectively. In parti-
cular, the alpha from the August image was the most important variable
in both years, with the largest NVI of 1.26 and 1.01 for 2011 and 2014,
respectively. The variables derived from the FD decomposition were of
intermediate importance, and they accounted for three and four places
in the ﬁrst 15most important variables for the 2011 and 2014 classi-
ﬁcations, respectively. Among the FD variables, the most important one
was the double-bounce scatter from the July image in 2011 and the
June image in 2014 (Fig. 6). Moreover, the LP channels were rated as
being the least important with only two and three variables squeezed
into the ﬁrst 15most important places in 2011 and 2014, respectively
(Fig. 6).
It is interesting to note that the importance of UAVSAR imagery to
the RF classiﬁcation varied greatly across the time-series dataset. The
accumulated normalized importance on a monthly basis over both years
with the ﬁrst 36 most important variables is illustrated in Fig. 7. It can
be seen from the ﬁgure that the summer acquisitions (June and July in
2011 and June and August in 2014) stand out as possessing the greatest
importance, and the spring (May in 2011 and April and May in 2014)
and autumn (October in 2011) acquisitions have medium importance
values. In contrast, the winter acquisitions (January and December in
2011 and February in 2014) were found to have limited inﬂuence on
Fig. 6. Normalized variable importance of RF classiﬁcation
using all variables with bars in green, pink, and violet in-
dicating the variables from the linear polarizations, CP de-
composition, and FD decomposition, respectively. A variable
name consists of three parts, with the preﬁx, centre, and suﬃx
respectively indicating date of acquisition, data source, and a
certain variable (abbreviations ent, anis, alp, odd, vol, and dbl
denote the polarimetric parameters of entropy, anisotropy,
alpha angle, surface scatter, double-bounce scatter, and vo-
lume scatter, respectively). For example, the ﬁrst variable
name 08_CP_alp represents the variable alpha angle derived
from the CP decomposition using the August image.
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crop classiﬁcation, and no contribution of importance towards classi-
ﬁcation was observed for the November acquisition in 2011. In sum-
mary, acquisitions during the crop growing season (March to October)
are far more important than those during the oﬀ season (November to
the next March) for the UAVSAR-based crop classiﬁcation over both of
the years (Fig. 7).
4.3. Optimal combination of SAR
The forward image selection results to search for the optimal com-
bination of images (best tradeoﬀ between accuracy and number of
images) using the RF for crop classiﬁcation are shown in Fig. 8. It can be
seen from the ﬁgure that the August acquisition achieves the highest
single date-based overall accuracy (66.23 %) for the year 2011, fol-
lowed by those dated July, June, and October, while the overall ac-
curacies yielded by the other acquisitions are relatively low. With the
adding of images, the overall accuracies ﬁrst increased rapidly and then
became rather stable (Fig. 8). However, the combination of merely four
images dated May, July, August, and October produced an early-op-
timal classiﬁcation accuracy, with an overall accuracy of 88.26 %. Si-
milarly, for the year 2014 the August acquisition obtained the best
single date-based accuracy (64.12 %), and the combination of images
dated April, June, August, and October generated an early-optimal
classiﬁcation accuracy of 83.90 %. A Kappa z-test further indicated that
there was no signiﬁcant diﬀerence between the classiﬁcation based on
the four images and that using all images for the year 2011 (z=1.62)
and 2014 (z=0.60), respectively. Classiﬁcation accuracy was not in-
creased substantially when many more images were progressively
added to the classiﬁer.
5. Discussion
5.1. Crop classiﬁcation accuracy
The crop classiﬁcation accuracies produced in this research were
very promising, yielding an overall accuracy of 90.50 % and 84.93 %
for 2011 and 2014, respectively, when all predicator variables were
available. This is not trivial in consideration of the relatively large
number of crop types being considered. The overall accuracy of 2014
was lower than that of 2011 by about 6 percentage points. This is be-
cause July UAVSAR image that can make unique contributions to se-
paration of crop types (Li et al., 2019) was not included in the 2014
time-series (Table 1). It should be noted that the classiﬁcation accuracy
might be improved further by applying speckle reduction algorithms to
original UAVSAR datasets, as the equivalent number of looks of
UAVSAR may markedly increase (Ding et al., 2013). Our results showed
that polarimetric parameters outperformed linear polarizations, sug-
gesting that much more valuable information had been provided by the
polarimetric parameters. A possible reason for this is that the polari-
metric parameters have a close relationship with growth parameters of
crops (e.g. plant height, biomass, and leaf area index). However, for the
case of dual co-polarized (HH, VV) SAR, polarimetric features (e.g. the
correlation coeﬃcient (ρ) and the phase diﬀerence (φ) between the co-
polarized linear responses), which provide information about the
scattering mechanisms (Loosvelt et al., 2012a; Canisius et al., 2018),
should be considered for crop classiﬁcation. In terms of per-class ac-
curacy, we note that accuracies for crop classes with large biomass (tree
crops and summer crops) were greater than 91 % and 85 % for 2011
and 2014, respectively, when making use of all variables (Tables 3 and
4). This indicates that L-band microwave with a relatively long wave-
length can penetrate into the crop canopy and, thus, capture the unique
structural characteristics of those crop types. In contrast, hay and
clover, two types of forage crops with relatively small biomass, were
classiﬁed with mapping accuracies ranging from 63 % to 84 %. Ex-
amining the confusion matrix of the classiﬁcation (not shown in the
paper), we found that the mutual mis-identiﬁcation of the two classes
was the main reason for their lower accuracies. For crops with small
biomass, surface scattering was overwhelmingly dominant across the
full year with L-band images (Li et al., 2019). That is, the unique
structural characteristics of small biomass crops are hard to capture due
to the eﬀect of soil surface on the radar response, which is responsible
for the mutual misclassiﬁcation of hay and clover in this research. The
C-band SAR with a smaller wavelength that observes ground objects at
a diﬀerent scale might be helpful in discriminating these small-biomass
crop types (Skriver, 2012).
SAR-based classiﬁcation accuracy might be aﬀected by weather
conditions and incidence angle of radar signal (Skriver et al., 1999).
Precipitation may raise soil conductivity and freezing decrease di-
electric constant of soil, thus altering the intensity of the backscatter
response. Fortunately, nearly all the UAVSAR data over both years used
in this work were collected under dry conditions with the minimum air
temperatures above freezing point (Table 1), suggesting that weather
conditions exerted little impact on crop signatures. The impact of in-
cidence angle is also negligible in this research because of the relatively
small area of the test site. Besides, such impact tends to be relatively
weak with the growth of crop plants (Saich and Borgeaud, 2000).
5.2. Variable importance of crop classiﬁcation
The variable importance analysis demonstrated that the
Fig. 7. Histograms of accumulated normalized variable importance from the
images dated from January to December. Note that numbers in the legend in-
dicate acquisition dates. For example, “1” denotes the image acquired in
January (see Table 1), and so on.
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polarimetric parameters had a far greater inﬂuence than linear polar-
izations, because that with clear physical meanings, these parameters
are sensitive to crop biophysical parameters (e.g. Canisius et al., 2018).
Moreover, the relatively large value of variable importance achieved by
the CP parameters suggested that they were far more important than
the FD parameters. This is mainly due to the fact that CP parameters are
more sensitive to structural diﬀerences between crop types in com-
parison with the FD parameters (Dickinson et al., 2013). This ﬁnding is
consistent with a recent study of Canisius et al. (2018), in which a large
correlation between plant height and alpha angle (a parameter from CP
decomposition) was observed when monitoring the growth of spring
wheat and canola using RADARSAT-2 data. It was also found that the
importance of UAVSAR imagery to crop classiﬁcation varied greatly
across the year. As expected, images dated during the peak biomass
stage (July and August) were the most important, which agrees with
our previous JM distance-based research showing that the largest se-
parability amongst crop types occurred during July and August (Li
et al., 2019). In contrast, several optical image-based studies reported
that crop types can be best separated during the green-up and senes-
cence phenological stages (e.g. Wardlow et al., 2007; Pena and
Brenning, 2015). This might be attributable to the intrinsic diﬀerences
between optical sensors and SAR. The optical reﬂectance observed in
the visible spectral domain was found to be sensitive to vegetation with
low leaf area index (LAI) (Prevot et al., 2003). As a result, crop types
can be discriminated with optical images dated during the green-up and
senescence stages (Wardlow et al., 2007). In contrast, SAR sensors tend
to capture ground targets’ structural characteristics (e.g. height, bulk
amount, and texture) which are distinctive amongst crop classes during
the peak biomass stage.
5.3. Optimal combination of SAR data
In this research, a combination of only four acquisitions (from May,
July, August, and October for 2011 and April, Jun, August, and October
for 2014) achieved near-optimal crop classiﬁcation accuracy. This
means that, in addition to the summer acquisitions (June, July, and
Fig. 8. The RF overall accuracies for the optimal combination of images produced by a forward image selection procedure using all predicator variables. Note that
numbers in the ﬁgure denote combinations of images, for example “8,7” represents the combination of images dated July and August (see Table 1), and so on.
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August) as mentioned above, images dated during green-up and se-
nescence stages also provided useful information for crop classiﬁcation.
By examining the confusion matrices (not shown here), two fruit crops
(almond and walnut) as well as winter wheat and grass were found to
be better discriminated from each other when adding the spring ac-
quisitions (May for 2011 and April for 2014) into the image combina-
tion. This is mainly attributed to the relatively large diﬀerence in ca-
nopy structure between almond and walnut as well as winter wheat and
grass in spring, resulting from diﬀerent bloom time (March to mid-April
for almond and mid-April to May for walnut) and germination time (last
autumn for winter wheat and spring for grass), respectively (Pena-
Barragan et al., 2011). Besides, the October acquisition was found to
contribute to the separation of corn from the other two summer crops
(sunﬂower and tomato). This is due to the distinctive canopy structure
of corn in contrast to sunﬂower and tomato in Autumn, caused by
diﬀerent harvest time (September-November for corn and July-Sep-
tember for sunﬂower and tomato) (Li et al., 2019).
6. Summary and conclusion
In this research, the capability of time-series L-band UAVSAR for
crop classiﬁcation was explored using the RF algorithm. The polari-
metric parameters from both Cloude–Pottier (CP) and Freeman–Durden
(FD) decompositions were superior to linear polarizations with respect
to crop discrimination. The synergistic use of all variables further
produced an overall accuracy of 90.50 % and 84.93 % for 2011 and
2014, respectively, increasing about 8 percentage points in comparison
with those using linear polarizations alone. Polarimetric parameters
played a more important role than linear polarizations in crop dis-
crimination, and the CP parameters were found to be much more im-
portant than the FD parameters. The most important acquisitions were
the images during the peak biomass stage (July and August), and the
spring (April and May) and autumn (October) acquisitions were also
useful for crop classiﬁcation as they respectively provided unique in-
formation for discriminating fruit crops (almond and walnut) as well as
summer crops (corn as well as sunﬂower and tomato). Hence, a com-
bination of only four images from May, July, August, and October for
2011 and April, June, August, and October for 2014 yielded nearly-
optimal classiﬁcation results, achieving an overall accuracy of 88.26 %
and 83.90 %, respectively. Such combinations make the best tradeoﬀ
between classiﬁcation accuracy and number of acquisitions for crop
classiﬁcation.
This research highlights the unique value of multitemporal fully-
polarimetric SAR data in crop discrimination over agricultural regions
with diverse crop types. The results demonstrate that a relatively high
classiﬁcation accuracy (> 84 %) of agricultural crops can be expected
with only a few polarimetric SAR acquisitions. In light of the promising
crop classiﬁcation accuracies acquired in this research, it becomes in-
creasingly viable to attain accurate and up-to-date crops inventories
based solely on polarimetric L-band SAR data, which provides a cost-
eﬀective alternative to ﬁeld survey of crops over large areas (e.g. na-
tion-wide scale).
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