























Der vorliegende Interne Bericht enthlt die Beitrge zum Seminar NetzwerkManage
ment und HochgeschwindigkeitsKommunikation das im Sommersemester 

 zum
achtzehnten Mal stattgefunden hat
Die Themenauswahl kann grob in folgende  Blcke gegliedert werden
 Der erste Block ist Fragen der ezienten Kommunikation mittels ATM Asyn
chronous Transfer Mode gewidmet Dabei stehen Vorschlge fr eine Verbesse
rung der Handhabung von Gruppenkommunikation sowie Verfahren fr sogenann
te parallele Pfade im Vordergrund Ein weiterer Beitrag in diesem Block erlutert
ein integriertes Modell zur benutzergerechten Untersttzung der Dienstgte in
ATMNetzen Weiterhin wird eine Technik vorgestellt um IPbasierte Kommu
nikation mittels ATMSwitching ezienter zu gestalten
 Ein zweiter Block behandelt Verfahren zur Untersttzung der Dienstgte im IP
basierten Internet Ein Ansatz beschftigt sich mit der Problematik dienstg
teuntersttzende Mechanismen auch im LANBereich zur Verfgung zu stellen
Ein weiterer Ansatz deniert Konzepte um eine mglichst einfach und schnell zu
realisierende Untersttzung von Diensten mit unterschiedlicher Charakteristiken
zu erreichen
 Der dritte Block umfat den Themenbereich Sicherheit im Internet Es werden
mehrere Protokolle vorgestellt und verglichen die zur Schlsselverwaltung in der
IPSicherheitsarchitektur dienen
Abstract
This Technical Report includes student papers produced within small lessons called se
minar of Network Management and High Speed Communications For the eightteenth
time this seminar has attracted a large number of diligent students proving the broad
interest in topics of network management and high speed communications
The topics of this report may be divided into three blocks
 The rst block is devoted to ATM technology Two contributions cover aspects
of group communication and socalled multipath schemes resp Furthermore
an integrated architecture for useroriented support of quality of service in ATM
networks and a method for speeding up IPbased communications by using ATM
switching techniques are presented
 A second block deals with support for quality of service in the IPbased Inter
net One contribution describes an approach for providing quality of service for
integrated services in local area networks Another article presents current eorts
to provide simple mechanisms and fast deployment of services with dierentiated
characteristics in the Internet
 The third block is devoted to security aspects in the Internet Some protocols for
key management in the IPsecurity framework are presented and compared
i
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Vorwort
Das Seminar NetzwerkManagement und HochgeschwindigkeitsKommunikation er
freute sich auch in diesem Semester wieder groer Beliebtheit Gerade heutzutage sind
Stichworte wie ATM Quality of Service oder Internet in aller Munde Daher sind
die Forschungsgebiete in diesen Bereichen auch von allgemeinem Interesse so da sie
eine derartige Vielzahl von innovativen Arbeiten aufweisen knnen deren Behandlung
in anderen Lehrveranstaltungen so detailliert nicht mglich ist
Jetzt liegt auch der nunmehr achtzehnte Seminarband als Interner Bericht vor Durch
die engagierte Mitarbeit der beteiligten Studenten konnte so zumindest ein Ausschnitt
aus dem komplexen und umfassenden Themengebiet klar und bersichtlich prsentiert
werden Fr den Flei und das Engagement der Seminaristen sei daher an dieser Stelle
recht herzlich gedankt





 ein derartiges Seminar  natrlich mit gendertem aktuellem Inhalt
 durchzufhren so da bald ein weiterer Interner Bericht mit neuen Forschungser
gebnissen aus innovativen Seminarbeitrgen erscheinen wird Doch vorerst sollen im
vorliegenden Band folgende Themengebiete vorgestellt werden
ATMMehrpunktzuMehrpunktKommunikation mit dem UNI
 und SEAM
Bei der sogenannten MehrpunktzuMehrpunktKommunikation auch MN oder
MultipeerKommunikation knnen mehrere Sender einer Gruppe an mehrere Emp
fnger dieser Gruppe senden Im Zusammenhang mit ATM ist dabei ua Sorge zu
tragen da zum einen festgelegt werden ist wie ein Endsystem in eine Gruppe eintre
ten bzw aus ihr austreten kann und zum anderen wie sichergestellt werden kann da
in ATMZellen segmentierte Datenpakete unterschiedlicher Sender bei den Empfngern
wieder korrekt zusammengesetzt und ggf dem Sender zugeordnet werden knnen
In der Ausarbeitung werden zuerst generelle Aspekte der Gruppenkommunikation so
wie der speziell im Zusammenhang mit ATM auftretenden Probleme dargelegt werden
Es folgt eine Beschreibung der vom UserNetwork Interface UNI  vorgesehenen Me
chanismen zur Realisierung von MehrpunktzuMehrpunktKommunikation etwas des
Leaf Initiated Joins LIJ Anschlieend werden weitergehende Aspekte der Skalierbar
keit und Ezienz dieser Kommunikationsform anhand des SEAMAnsatzes vorgestellt
Parallele Kommunikationspfade in ATMNetzen
Ein Verfahren zur Vermeidung von Engpssen bei der bertragung von Daten liegt in
der Verwendung mehrerer Kommunikationsverbindungen Das sogenannte Striping
dient dabei nicht nur zu einer mglichen Erhhung des Durchsatzes wie es durch
Kanalbndelung erreicht werden kann sondern kann auch der Lastverteilung sowie
weiteren Zielgren dienen
Die Ausarbeitung zu diesem Thema stellt zuerst das Konzept des Striping vor verbun
den mit den erhoten Vorteilen und mglichen Realisierungsformen Es folgen Aspekte
iii
der Lastverteilung und der notwendigen Synchronisationsmanahmen um eine reihen
folgetreue Auslieferung sicherstellen Anschlieend werden die mit den Protokollen er
zielten Ergebnisse dargelegt
Ein Ansatz zur benutzergerechten Nutzung der Dienstgte in
ATMNetzen
Am Center for Telecommunications Research CTR der Columbia Universitt in New
York wurde ein objektorientierter Ansatz fr das Management von ATMNetzwerken
entwickelt Dieser Ansatz ist durch eine sehr umfangreiche Modellierung gekennzeich
net Das Integrierte Referenzmodell IRM betrachtet dabei nur Breitbandnetzwer
ke Eine Erweiterung auf Multimediafhige Endsysteme liefert dann das Erweiterte
Referenzmodell XRM das im Detail noch in die Teilmodelle R G und BModell
aufgegliedert wird Schlielich sorgt das BindingModell fr eine objektorientierte Ab
straktion die ein einfaches und exibles Erstellen von Diensten zur Verwaltung dieser
Breitbandnetzwerke ermglichen soll Der vorliegende Beitrag liefert einen berblick
ber die Vielzahl der am CTR denierten Modelle und arbeitet vor allem den Be
zug zwischen diesen Modellen heraus Als praktischer Aspekt zur Verdeutlichung und
Anwendung der vorgestellten Modelle wird hierbei das Management der Dienstgte
betrachtet
IPSwitching anstelle von Routing
Die zunehmende Gre und Bedeutung rechnergesttzter Kommunikation stellt stndig
steigende Anforderungen an die Netzwerke und die Komponenten zur Kopplung ver
schiedenartiger Netzwerke Neben der klassischen Lsung basierend auf Brcken und
Routern sind vor allem die leistungsfhigen Switches in den letzten Jahren verstrkt in
Netzwerken eingesetzt worden In Kombination mit der ATMTechnologie als schneller
und exibler bertragungstechnik bentigen die heutigen Lsungen jedoch in greren
Szenarien immer Router um IPbasierte Netzwerke miteinander zu verbinden Eine
vielversprechende Alternative hierzu stellt das IPSwitching dar das vom Hersteller
Ipsilon entwickelt worden ist Dieser Beitrag stellt diese Lsung im Detail vor und
vergleicht sie mit dem klassischen Routing in bezug auf ATMNetzwerke
Vergleich aktueller KeyManagementProtokolle fr die IPSi
cherheitsarchitektur
Die Internet Engineering Task Force standardisiert derzeit mit IPSec eine Sicherheits
architektur fr das Internet Protokoll die fr die Aushandlung von Sitzungsschlsseln
ein sogenanntes KeyManagementProtocol vorsieht In dem Beitrag Vergleich aktuel
ler KeyManagementProtokolle fr die IPSicherheitsarchitektur werden drei fr diese
Aufgabe entwickelte Protokolle vorgestellt und miteinander verglichen
iv
Untersttzung integrierter Dienste im LANBereich
Die Arbeitsgruppe Integrated Services der IETF Internet Engineering Task Force
hat ein Modell zur Bereitstellung von integrierten Diensten im Internet entwickelt Im
wesentlichen wurden ein Rahmenwerk zwei neue Dienste Controlled Load und Gua
ranteed Service sowie ein Signalisierungsprotokoll RSVP zur Ressourcenreservierung
deniert Da Endsysteme im Internet hug an lokale Netze LAN  Local Area Net
work angeschlossen sind bilden LANs oft den ersten bzw letzten Abschnitt auf dem
Weg der Daten durch das Internet Traditionell bieten LANs jedoch nur eine gerin
ge Untersttzung fr Dienstqualitten da ein entsprechendes Ressourcenmanagement
fehlt wie zB beim weit verbreiteten Zugrisverfahren CSMA	CD des Ethernets
Die IETFArbeitgruppe ISSLL Integrated Services over Specic Link Layers hat
es sich unter anderem zur Aufgabe gemacht Mechanismen zur Untersttzung qua
littsbasierter Dienste in LANTechnologien zu integrieren Dazu werden zum einen
Priorittenmechanismen eingesetzt welche durch die IEEEArbeitsgruppe fr ei
nige LANTypen bereits deniert wurden zum anderen werden eine Architektur und
ein Protokoll zur Signalisierung von Ressourcenanforderungen deniert analog zum
Ressourcenreservierungsprotokoll RSVP das auf IPEbene arbeitet In diesem Beitrag
werden die durch die ISSLLArbeitsgruppe erarbeiteten Vorschlge zur Untersttzung
integrierter Dienste in LANs vorgestellt
Dierentiated Services  oder wie das Internet schnell mit
Dienstklassen ausgerstet wird	
Das Internet der nchsten Generation soll fr eine Vielzahl von Anwendungen mit un
terschiedlichen Anforderungen an die Qualitt der Kommunikationsdienste attraktiv
sein Die Realisierung von mehreren Dienstklassen sogenannten Dierentiated Ser
vices soll dabei nicht durch ein komplexes Management erfolgen sondern ber eine
Reihe einfacher Mechanismen innerhalb des Netzwerkes Dazu bildete sich im Herbst


 die neue Arbeitsgruppe Dierentiated Services der IETF welche eine generelle
Architektur fr die Dierentiated Services entwerfen mchte Weitere Punkte die von
der Arbeitsgruppe adressiert werden sind die Modikation der Paketformate von IPv
und IPv sowie das Verhalten der Netzwerkknoten Wichtig ist dabei da innerhalb des
Netzwerkes nur die Dienstklassen bekannt sind und damit keine Zusatendinformationen




dem UNI  und SEAM
Sven Tropf
Kurzfassung
Diese Seminararbeit stellt unterschiedliche Verfahren der Gruppenkommunikati
on ber ATMNetze dar Dabei wird zwischen der PunktzuMehrpunktKommu
nikation Multicast und MehrpunktzuMehrpunktKommunikation Multipeer
unterschieden Bei erstem wird untersucht wie ein Knoten einer Gruppe beitre
ten bzw aus ihr austreten kann Bei zweitem wird im wesentlichen auf Proble
me im Zusammenhang mit der ATMTechnik eingegangen Es mu hier Vorsor
ge getro	en werden da in einem Switch Zellen unterschiedlicher Sendestr
me
nicht auf einer ausgehenden Verbindung vermischt werden da sonst die einzel
nen Pakete nicht wiederhergestellt werden k
nnen Als Ansatz fr die Punktzu
MehrpunktKommunikation werden die Mechanismen des User Network Interface
UNI  beschrieben wie etwa der Leaf Initiated Join Fr die Realisierung der
MehrpunktzuMehrpunktKommunikation wird der SEAMAnsatz vorgestellt
vor allem auch im Hinblick auf Aspekte wie Skalierbarkeit und Ezienz
 Einleitung
Die klassische Kommunikation erfolgt zwischen zwei Stationen ber eine direkte Verbin
dung Diese PunktzuPunktVerbindung wird blicherweise Unicast genannt Damit
aber mehrere Empfnger und Sender miteinander kommunizieren knnen wie es zum
Beispiel bei Videokonferenzsystemen der Fall ist mu diese Form der Kommunikation
erweitert werden
Eine PunktzuMehrpunktVerbindung kann durch mehrere UnicastVerbindungen zwi
schen Sender und Empfnger realisiert werden Dies ist jedoch bei einer groen An
zahl von Empfngern sehr inezient Es hat zum einen den Nachteil da eine hhere
Netzlast entsteht da jedes Paket fr n Empfngern auch n mal repliziert wird Zum
anderen mssen alle Empfnger dem Sender bekannt sein Bei einer echten Multicast
Verbindung hingegen knnen alle Empfnger ber eine einheitliche Gruppenadresse
adressiert werden Hier ist es nicht ntig da dem Sender alle Gruppenmitglieder be
kannt sind Es knnen in diesem Fall auch Verfahren vorhanden sein die das selb
stndige Beitreten und Verlassen von Empfngern zu einer Gruppe regeln In ATM
wurde dies in der UNI  Spezikation des ATMForums durch den Leaf Initiated
Join beschrieben siehe Abschnitt 
  Sven Tropf ATMMehrpunktzuMehrpunktKommunikation
Um nun eine MehrpunktzuMehrpunktKommunikation zu realisieren also eine Grup
pe mit mehreren Sendern und Empfngern kann man einfach mehrere Punktzu
MehrpunktVerbindungen ausgehend von den Sendern aufbauen Somit hat man bei
n Sendern auch n Bume was unter anderem den Aufwand gegenber einer echten
MultipeerVerbindung erhht wenn ein Empfnger einer Gruppe beitritt Daneben gibt
es in ATM den Vorschlag des MulticastServers Hier wird ein Baum vom Multicast
Server zu den Empfngern aufgespannt wobei die Sender ber UnicastVerbindungen
mit dem Server verbunden sind Bei diesem Verfahren ist der Server ein Flaschen
hals da alle Verbindungen ber ihn laufen Zudem wrde bei einem ServerAusfall die
Kommunikation zum Erliegen kommen
Der Ansatz nach SEAM Scalable and Ecient ATM MultipointtoMultipoint Com
munication geht hingegen einen ganz anderen Weg siehe Abschnitt  Er macht sich
das Konzept des Core Based Trees zunutze Hierbei wird pro Gruppe nur noch ein
Baum aufgebaut der sich vom Kern Core aus erstreckt Alle Sender dieser Gruppe
senden dann ihre Dateneinheiten ber den Core
 PunktzuMehrpunktKommunikation mit ATM
Die Kommunikation ber ATM ist blicherweise eine PunktzuPunktVerbindung Die
MulticastFhigkeit PunktzuMehrpunkt wird erreicht indem eine Zelle die auf einer
eingehenden Leitung eines ATMSwitches kommt repliziert wird und den Switch auf
mehreren Leitungen wieder verlt
Interessanter ist hier aber die Fragestellung wie Empfnger zu einer eventuell
bestehenden MulticastVerbindung hinzukommen Eine Mglichkeit ist der Sender
gesteuerte Beitritt Hierbei wird eine Verbindung von dem Sender zu einem der Emp
fnger auf die bliche Weise aufgebaut und anschlieend werden weitere Empfnger
durch jeweils die Nachricht ADDPARTY hinzugefgt siehe Abschnitt  Eine an
dere Mglichkeit ist der Empfngergesteuerte Beitritt in UNI  Leaf Initiated Join
genannt siehe Abschnitt  der ohne die Mitwirkung des Senders erfolgen kann Dies
hat den Vorteil da der Sender der MulticastGruppe nichts ber die Mitglieder sei
ner Gruppe wissen mu und den Mitgliederbestand auch nicht stndig nachzuverfolgen
braucht Dies bedeutet die Einsparung von Prozessorleistung und Speicherplatz Zum
anderen kann ein Beitritt zu einer Gruppe die schon einen Baum aufgesetzt hat an
dem Punkt beendet werden wo ein neuer Zweig angefgt wird Es mu somit nicht der
ganze Baum bis zum Sender hochgelaufen werden Dies fhrt zur Einsparung von Band
breite und Prozessorleistung in einzelnen Knoten sowie einer geringeren Verzgerung
beim Eintritt eines neuen Empfngers Somit ist ein Empfngergesteuerter Beitritt bei
einem skalierbaren MulticastDienst wie zu Beispiel Video on Demand geeigneter

 Behandlung von Mehrpunktverbindungen
Die Behandlung von Mehrpunktverbindungen wird in der ITUT Festlegung Q

 ITU
b! unter der Bezeichnung Dynamic AddDrop of Endpoints deniert Der Ur
sprung einer PunktzuMehrpunktVerbindung wird dabei als Wurzel Root und die
Kommunikationspartner als Bltter Leafs bezeichnet Durch Add	DropProzeduren
PunktzuMehrpunktKommunikation mit ATM 
knnen hier Wurzeln neue Bltter hinzufgen oder entfernen Erst ab UNI  kn
nen auch Bltter einen Beitritt in eine Kommunikationsverbindung initiieren siehe
Abschnitt  Um nun eine Mehrpunktverbindung zu erzeugen wird zuerst eine nor
male Verbindung zu einem der gewnschten Empfnger aufgebaut Dabei wird fr
die Signalisierung die ITUT Empfehlung Q
  ITU
a! an der Teilnehmer	Netz
Schnittstelle User Network Interface verwendet Der Ablauf entspricht dem in Ab
bildung  Dabei entspricht SETUP einem Verbindungsaufbauwunsch CONNECT der
Annahme der Verbindung CALL PROCEEDING der Anzeige da ein Verbindungs
aufbau eingeleitet wurde lokal und CONNECT ACKNOWLEDGE der Besttigung
der Verbindungsannahme lokal
Fr jeden neuen Endpunkt der in eine existierende Mehrpunktkonguration aufge
nommen werden soll wird eine ADDPARTYNachricht gesendet Der genaue Ablauf
wird in Abbildung  ab dem  Schritt verdeutlicht Die ADDPARTY Nachricht
enthlt neben der Zieladresse dieselbe Call Reference wie die ursprngliche Verbin
dung damit die Mehrpunktverbindung eindeutig gekennzeichnet ist Es wird aller
dings ein neuer virtueller Kanal VCI fr die Verbindung bentigt Falls das Netz in
der Lage ist die Verbindung bereitzustellen wird eine SETUP Nachricht an die
Zielstation gesendet andernfalls wird die ADDPARTYNachricht vom Netz durch ei
ne ADDPARTYREJECTNachricht zurckgewiesen hier nicht dargestellt Bei einer
Verbindungsannahme der Zielstation sendet diese ein CONNECT  das als ADD
PARTYACKNOWLEDGE  an die rufende Station gesendet wird
Einzelne Verbindungen knnen von der rufenden Station durch DROPPARTYNach
richten wieder ausgelst werden indem die virtuelle Kanalnummer und die Endpunkt
Referenz mitgegeben werden Bei einer DISCONNECTNachricht von einer sendenden




 Leaf Initiated Join
Der Beitritt eines Empfngers Blatt zu einer MulticastGruppe wird in der UNI 
Spezikation als Leaf Initiated Join bezeichnet Hierbei werden wie anfangs motiviert
zwei verschiedene Arten des Beitritts untersttzt
 der Network LIJ bei dem neue Bltter automatisch zu MulticastGruppen hin
zugefgt werden nachdem sie den Wunsch dazu geuert haben Die Anfrage
wird hier wenn die PunktzuMehrpunktVerbindung schon existiert nicht bis
zur Wurzel weitergeleitet sondern vom Netz bearbeitet
 der Root LIJ bei dem der Sender Wurzel neue Knoten durch die Punktzu
MehrpunktProzeduren aus dem vorigen Abschnitt manuell hinzufgt
Beim LIJ unterscheidet man zwischen einem aktiven und einem inaktiven Ruf Der
inaktive Ruf unterscheidet sich vom aktiven dadurch da hier das Blatt einen Ruf zu
einer MulicastGruppe absetzt die noch nicht existiert






















Abbildung  zeigt wie die Wurzel einen Network LIJRuf erzeugt Die einzelnen Schrit
te die hier dargestellt werden sind zum Groteil identisch mit der Erzeugung eines
blichen PunktzuMehrpunktRufs Der wesentliche Unterschied ist da die SETUP
Nachricht  hier neben der Adresse der gerufenen Station noch zustzliche Infor
mationselemente enthlt Die LIJParameter werden benutzt um Optionen fr den
Ruf zu setzen wie Beispiel Verkehrsparameter oder Quality of Service Der LIJ
Rudentikator wird vom Netz bentigt um die verschiedenen LIJRufe zu unterschei
den die von einer Wurzel kommen Innerhalb des Netzes wird der LIJRudentikator
zusammen mit der Adresse der Wurzel verbunden um global den LIJRuf von anderen
Rufen zu unterscheiden da es auch mglich wre da mehrere Sender den gleichen
LIJRudentikator benutzen Wenn der Rudentikator fehlte entsprche dies der
Erzeugung eines Root LIJRuf bei dem anfragende Bltter nicht ohne die Beteiligung
der Wurzel in die Gruppe aufgenommen werden knnten
Die LIJParameter und der Rudentikator knnen auch in der SETUPNachricht 
vom Netz zum Empfnger gesendet werden damit dieser genug Informationen hat um
einen Ruf anzunehmen Die brigen Schritte sind identisch zu einem blichen Punktzu
MehrpunktRuf Nachdem der Ruf abgeschickt wurde kann die Wurzel weitere Bltter
hinzufgen indem sie die PunktzuMehrpunktProzeduren aus Q
 verwendet Sie
knnen sich lediglich dadurch unterscheiden da die neuen LIJParameter und der
LIJRudentikator mitgesendet werden
Abbildung  zeigt die Schritte die folgen wenn ein Knoten von sich aus einem Net
work LIJRuf beitritt Das Blatt erzeugt zuerst eine LEAF SETUP REQUEST 
Nachricht welche die WurzelAdresse den LIJRudentikator und eine BlattSequenz
nummer enthlt Im nchsten Schritt antwortet das Netz mit einer SETUPNachricht
 welche die gleiche BlattSequenznummer beinhaltet Dieses Echo ermglicht dem
Blatt die Nachricht vom Netz mit seiner SETUP REQUESTNachricht in Verbindung
zu bringen Die nachfolgenden Schritte sind dieselben wie bei einem blichen Beitritt
zu einer Gruppe Die Wurzel wird hier jedoch nicht vom Beitritt neuer Bltter benach
richtigt Sie kann also weder bestimmen wer ihre bertragungen bekommt noch kann
sie einzelne Knoten die selbst beigetreten sind von den bertragungen ausschlieen
Abbildung  zeigt die Schritte wenn ein neues Blatt zu einem noch nicht existierenden
Ruf beitreten will Wie oben sendet das Blatt eine LEAF SETUP REQUEST 















Abbildung  Leaf initiated join aufgrund eines Network LIJRufs
Nachricht und das Netzwerk setzt die WurzelAdresse und den LIJRudentikator
zusammen um den Ruf zu identizieren In diesem Fall da der Ruf noch nicht exi
stiert leitet das Netzwerk den Ruf weiter zu der Wurzel Nachdem die Wurzel die LEA
VE SETUP REQUEST Nachricht erhalten hat entscheidet sie ob sie einen neuen
Ruf an das Blatt absetzt oder einen Fehlercode zurckschickt mit einer LEAF SET
UP FAILURENachricht hier nicht dargestellt Der mgliche Rufaufbau folgt dann
den existierenden PunktzuMehrpunktProzeduren Die SETUP Nachricht mu
die BlattSequenznummer enthalten die das Blatt in der LEAF SETUP REQUEST
Nachricht benutzt hat Optional kann die SETUPNachricht der Wurzel die LIJ
Parameter und den Rudentikator enthalten damit ein Network LIJRuf erzeugt wird
























Abbildung  Leaf initiated join zu einem inaktiven Ruf mit anschlieender Verbindung
von der Wurzel zum Blatt
In beiden Fllen Abbildung  und Abbildung  in denen ein Blatt zu einer Punkt
zuMehrpunktVerbindung beitreten will bentigt es den LIJRudentikator Wie
es zu diesem Rudentikator kommt liegt auerhalb der UNISpezikation Er kann
zum Beispiel durch einen Verzeichnisdienst oder durch eine wohlbekannte ID gewonnen
werden





In Abbildung  werden die Interaktionen gezeigt wenn ein Blatt einem Root LIJRuf
beitreten will Die LEAF SETUP REQUEST Nachricht des Blattes wird vom Netz
bis zur Wurzel weitergeleitet Die Wurzel schickt daraufhin entweder ein LEAF SETUP
FAILURE oder fgt den Blattknoten hinzu indem sie eine ADDPARTY Nachricht
verschickt In diesem Fall nden die Standardprozeduren statt siehe Abschnitt  mit
der Ausnahme da die Sequenznummer aus der LEAF SETUP REQUESTNachricht




















Abbildung  Leaf initiated join zu einem aktiven Root LIJRuf mit anschlieender
Verbindung von der Wurzel zum Blatt
 MehrpunktzuMehrpunktKommunikation mit
ATM
Wie eine PunktzuMehrpunktVerbindung in ATM realisiert wird wurde im letzten
Abschnitt dargestellt Oft werden aber auch Verbindungen bentigt die aus einer
Gruppe mit mehreren Sendern bestehen Eine naheliegende Erweiterung hin zu die
ser MehrpunktzuMehrpunktKommunikation wre es pro Sender einen Baum zu al
len Empfngern aufzubauen SEAM Scalable And E	cient MultipointtoMultipoint
Communication basiert hingegen auf einem einzelnen geteilten Baum zwischen allen
Mitgliedern der Gruppe Dabei ist der Core die Wurzel des Baums Er ist nicht unbe
dingt ein ATMSwitch sondern kann auch ein Endgert sein Ein einzelner Virtueller
Kanal VC pro Link wird hier bentigt um Zellen von allen Sendern der Multicast
Gruppe zu den Empfngern in der Gruppe zu schicken
Der Vorteil dieses Ansatzes liegt vor allem im Hinblick auf die Ezienz und Skalierbar
keit In  GrRa
a! werden anhand einer Simulation die unterschiedlichen Kosten des
Beitritts eines neuen Knotens zu einer Gruppe geschildert Dabei schneiden die geteil
ten Bume SEAM im Gegensatz zu den SenderBaumgruppen viel besser ab Dies
liegt hauptschlich daran da die Dauer des Beitritts eines neuen Knotens Sender
oder Empfnger oder beides in SEAM wesentlich krzer ist Falls der neue Knoten
ein Empfnger ist mu er allen SenderBumen beitreten Daher ist es wahrscheinlich
MehrpunktzuMehrpunktKommunikation mit ATM 
da mindestens einer der Beitritte bei einer Baumgruppe mit mehreren Sendern lnger
dauert als in einem geteilten Baum Falls andererseits der neue Knoten ein Sender ist
mu im Gegensatz zu SEAM ein komplett neuer Baum aufgebaut werden Bei Sender
basierten Bumen wachsen die Kosten somit proportional zur Gruppengre whrend
bei SEAM die Kosten mit der Gruppengre abnehmen da ein neu beitretender Knoten
eine groe Gruppe schon frher trit
 Signalisierung in SEAM
Wenn ein Knoten einer MulticastGruppe beitreten will sendet er dem Core eine
Nachricht Entsprechend hoch ist die Bedeutung des Core beim Aufbau des Multicast
Baumes Die Wahl eines geeigneten Core wird oft durch einen Initiator eingeleitet der
verantwortlich ist den Core zu denieren und seine Existenz zu verbreiten Die Aus
wahl des geeigneten Core liegt aber nicht unbedingt in seiner Verantwortung sondern
kann auch als ein Dienst des Netzes angeboten werden Der Initiator versorgt dabei den
nchstgelegenen Switch mit einer Reihe von mglichen oder aktuellen ATMAdressen
und bekommt von ihm die Adresse des Cores zurckgeliefert Falls die Adresse des Cores
aus irgendeinem Grund schon bekannt ist zB von einer frheren Gruppe dann kann
diese Phase wegfallen Der Initiator erfragt dann die Gruppenadresse group handle
vom Core Dies ist ein einheitlicher Identikator der aus der Adresse des Cores und
einem zustzlichen Identikator besteht Dadurch da die Adresse des Cores global
eindeutig ist mu nur darauf geachtet werden da der zustzliche Identikator ebenso
eindeutig ist Dieser kann derselbe sein wie der LIJRudentikator der in UNI 
verwendet wurde um verschiedene LIJRufe der Wurzel unterscheiden zu knnen sie
he Abschnitt  Der Initiator versorgt seinerseits den Core mit der initialen Liste
der Mitglieder falls vorhanden und Flags die sie als Sender oder Empfnger identi
zieren Somit kann der Core die Mitglieder der Gruppe durch einen Coregesteuerten
Beitritt zum SetupZeitpunkt hinzufgen Die Verteilung der Gruppenadresse an die
Mitglieder der Gruppe liegt aber in der Verantwortlichkeit des Initiators und ist nicht
Teil von SEAM Sie kann zum Beispiel durch einen Namensdienst erfolgen oder durch
ein direktes Kontaktieren der Gruppenmitglieder
Ein wichtiger Teil von SEAM ist ein Signalisierungskonzept das als ShortCutting be
zeichnet wird Damit soll vermieden werden da alle bertragungen erst ber den Core
gehen bevor sie die Empfnger erreichen Die Verzgerungszeit der Zellen wird somit
kleiner und die Zellen berqueren jeden Link nur einmal Um dies zu erreichen werden
die Routingtabellen in den Switches derart modiziert da in jedem Switch Reverse
Path Forwarding RPF emuliert wird ein RoutingVerfahren auf das auch DVMRP
Distance Vector Multicast Routing Protocol aufsetzt Ein Unterschied dazu ist da
die Zellen nur auf die Ausgnge weitergeleitet werden die das ReceiverDownstream
RDBit gesetzt haben Dieses Flag zeigt an da auf diesem Port noch Empfnger ab
wrts zu nden sind Zustzlich gibt es fr jeden Port auch noch ein SenderDownstream
SDBit ein Flag das anzeigt da Sender der Gruppe sich abwrts benden Es wird
bei einem SenderBeitritt auf dem eingehenden Port gesetzt Zuknftige Zellen die auf
Ports mit gesetztem SDBit hereinkommen werden dann auf alle Ports die ein RDBit
gesetzt haben umgeleitet
Wie oben erwhnt sendet ein Knoten dem Core eine Nachricht wenn er der Gruppe
beitreten will Diese Anfrage wird auf dem krzesten Weg in Richtung Core weiterge
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leitet bis sie einen Knoten erreicht der schon auf dem entsprechenden GruppenBaum
aufsitzt Hier entsteht dann ein neuer Ast von dem anfragenden Teilnehmer der Grup
pe zu dem erreichten Switch Diese Prozedur entspricht dem LIJ in UNI  wird hier
aber auch auf sendende Teilnehmer erweitert Bei einem LEAF SETUP REQUEST
wird hier die Gruppenadresse als Informationselement mitgegeben Wenn ein neuer
Empfnger an einem Port ankommt an dem das RDBit nicht gesetzt ist wird dieses
Bit gesetzt damit zuknftige Pakete an den Empfnger weitergeleitet werden Danach
wandert die Anfrage weiter Richtung Core Dieser Proze setzt sich solange fort bis
ein Switch erreicht wird an dem das RDBit an mindestens einem Port gesetzt ist da
dies bedeutet da Pakete an diese Gruppe ohnehin bis zu diesem Switch gelangen
In SEAM knnen auch mehrere Gruppenmitglieder in einem Schritt hinzugefgt wer
den indem der Beitritt durch den Core initiiert wird In einem Modell in dem pro
Sender ein Baum existiert ist dies natrlich nicht mglich Der Coregesteuerte Beitritt
kann ein enormer Leistungszuwachs fr Anwendungen bedeuten die davon abhngen
da eine zentrale Instanz schnell einen Baum aufbaut Ein Beispiel hierfr ist zum
Beispiel ein Telekonferenzsystem fr Gruppen mit einem zentralen Server

 CutThrough
Durch die MehrpunktzuMehrpunktKonguration des SEAMSystems werden oft Pa
kete mehrerer Sender gleichzeitig an die Gruppe der Empfnger gesendet Somit kom
men in einem Switch mehrere Sendestrme unterschiedlicher virtueller Kanle an die
auf einen ausgehenden virtuellen Kanal weitergeleitet werden sollen Wenn dies ohne
Vorkehrungen geschieht so da die Zellen unterschiedlicher Pakete auf dem ausgehen
den Kanal miteinander vermischt werden resultiert dies in der Zerstrung der einzelnen
Pakete Denn in ATM wird zugrundegelegt da die Daten auf einem virtuellen Kanal
geordnet sind Somit ist es blicherweise nicht ntig die Zellen derart zu identizieren
da sie zu einem bestimmten Paket gehren Dies hat zur Folge da die einzelnen Pake
te auf dem ausgehenden virtuellen Kanal nicht mehr bei den Empfngern unterschieden
werden knnen
Um dieses Problem zu umgehen nutzt man das EOP End of PacketZeichen von
AAL  ATM Adaptation Layer das Teil des ATMZellkopfes ist Genauer gesagt ist
in diesem Fall das erste Bit im Feld PTI Payload Type Indication auf  gesetzt Es gibt
an da alle vorhergehenden Zellen die auf diesem virtuellen Kanal empfangen worden
sind zu demselben Paket gehren Wenn nun mehrere Sender Pakete auf den gleichen
virtuellen Kanal schicken mssen diese in ihrer Gesamtheit und geordnet weitergeleitet
werden um die Unversehrtheit der Pakete zu garantieren Dies wird erreicht indem man
eine Funktion realisiert die CutThrough genannt wird Die Switches leiten die Zellen
eines komplettes Paket weiter whrend sie die anderen Zellen solange puern bis eine
EOPZelle des weitergeleiteten Paketes ankommt Wenn die EOPZelle durchgeschaltet
wurde kann eine anderer Eingangsport seine Zellen weiterleiten Dieser Port wird nach
dem RoundRobin Verfahren ausgesucht einem priorittengesttzten Mechanismus In
Abbildung  wird das zugrundeliegende Prinzip verdeutlicht Die Zellen des Pakets Y
werden durch den Switch durchgeschaltet whrend Paket X solange gepuert wird
bis die Zelle Y mit dem EOP fr Paket Y durchgelaufen ist Anschlieend knnen die
Zellen von Paket X durch den Switch laufen
Migration von UNI 













Wie im UnicastFall resultiert der Verlust einer EOPZelle im Verlust des ganzen Pa
kets da es an der Zielstation nicht erfolgreich reassembliert werden kann Der bedeu
tende Unterschied hier ist jedoch da der Verlust einer EOPZelle dazu fhrt da die
Zellen an den anderen Eingangsports weiterhin in die Warteschlangen eingereiht wer
den und keine Chance haben ihre Zellen gleich zu senden Erst nach dem Weiterleiten
eines weiteren ganzen Pakets auf dem durchgeschalteten Port bekommen diese Zellen
ihre Chance Falls berhaupt keine Zelle oder keine EOPZelle mehr ankommt besteht
noch die Mglichkeit auf den entsprechenden Eingangsport einen Timeout zu setzen
Bei einem Switch mit verschieden schnellen Eingangsports kann ein langsamer Port zu
hohen Verzgerungen fr die Zellen fhren die auf den schnellen Ports ankommen In
diesem Fall kann man den Switch so kongurieren da bei den langsamen Ports das
CutThrough ausgeschaltet wird und stattdessen die Zellen auf diesen Ports am Ein
gang gepuert werden bis das ganze Paket eingetroen ist Anschlieend konkurrieren
solche Ports genau wie beim CutThrough mit den anderen Ports darum die Zellen des
Pakets weiterleiten zu drfen Dieses Konzept erlaubt den schnelleren Ports ein Paket
durchzuschicken whrend der Switch auf den langsameren Links ein Paket empfngt
Dadurch wird die Nutzung des Ausgabelinks wesentlich erhht
Durch die Nutzung des CutThroughVerfahrens werden geringfgig grere Puerspei
cher in den Switches bentigt als beim reinen ZellenSwitching Die unterschiedliche
Puerkapazitt hngt dabei von Faktoren wie der Zwischenankunftszeit der Pakete und
der Paketgre ab
 Migration von UNI  zu SEAM
Durch den CutThroughMechanismus bentigt man bei SEAM spezielle Switches Da
her ist es wichtig fr die Interoperabilitt zwischen SEAMSwitches und Switches ohne
diese Funktionalitt zu sorgen In Abbildung  wird eine Architektur fr nichtSEAM
Inseln hier die Switches S und S mit einer SEAMUmgebung vorgestellt
Dabei wird zum einen die Frage aufgeworfen wie man SEAMSwitches am Rand durch
die Insel hindurch verbinden kann und zum anderen wie man Sender und Empfnger
innerhalb der Insel zu der SEAMGruppe verbindet Die Lsung die hier entworfen
wurde kann wie folgt zusammengefat werden























Abbildung  Interoperabilitt zwischen nichtSEAM und SEAM Switches
 Jeder Sender Snd  innerhalb der Insel setzt PunktzuMehrpunktVerbindun
gen zu den Empfngern innerhalb der Insel Rcv Rcv auf sowie zu den SEAM
Switches am Rand die das RDBit an mindestens einem anderem als dem Port
zur Insel gesetzt haben
 Jeder SEAMSwitch am Rand der das SDBit an mindestens einem anderen
Port als dem Port zur Insel zB S gesetzt hat setzt PunktzuMehrpunkt
Verbindungen zu allen Empfnger innerhalb der Insel Rcv Rcv auf und zu
allen SEAMSwitches am Rand die das RDBit an mindestens einem anderem
als dem Port zur Insel gesetzt haben zB S Wenn das SDBit nicht gesetzt
ist wie bei S ist keine PunktzuMehrpunktverbindung in die Insel ntig
 SEAMSwitches am Rand bilden alle PunktzuMehrpunktVerbindungen von der
Insel in MehrpunktzuMehrpunktVerbindungen auf den anderen Ports ab
Diese Lsung setzt auf verschiedenen berlegungen auf SEAMSwitches die nicht zur
Insel verbunden sind S brauchen nichts ber die Insel zu wissen SEAMSwitches
die statt dessen direkt am Rand liegen S S mssen alle Sender innerhalb der In
sel kennen Snd  um einen LIJ zu machen der bei diesen Sendern seinen Ursprung
hat Dasselbe gilt auch fr die Empfnger innerhalb der Insel Rcv Rcv Inner
halb der Insel herrscht demgegenber die Sicht als ob es keine SEAM Mehrpunktzu
MehrpunktVerbindungen gbe
Das Schema ist bei wachsender Senderpopulation innerhalb der Insel nicht weiter ska
lierbar da die Anzahl der PunktzuMehrpunktVerbindungen hier stark anwchst Es
ist jedoch skalierbar mit der Anzahl der Inseln da jede Insel nichts von der Existenz
der anderen Inseln wissen mu Ein sinnvoller Ansatz zum Umstieg auf SEAM wre es




Anhand einiger grundlegender Prinzipien wurden in den letzten Abschnitten verschie
dene Formen der Gruppenkommunikation in ATMNetzen gezeigt Als Erweiterung
der PunktzuMehrpunktKommunikation wurde der LIJ von UNI  vorgestellt der
den selbstndigen Beitritt von Empfngern regelt Dieser hat den Vorteil da der
Beitritt ohne Mitwirkung des Senders erfolgen kann und diesen somit wesentlich ent
lastet Zudem ermglicht er die Einsparung von Bandbreite und einen schnelleren Bei
tritt der Empfnger Als echte MehrpunktzuMehrpunktKommunikation in ATM
Netzen wurde der SEAMAnsatz dargestellt Dieser ist auch bei einer groen Anzahl
von Sendern und Empfngern noch ezient da er einen einzigen Baum fr alle Mit
glieder der Gruppe aufspannt Der Schlsselmechanismus CutThrough wurde wegen
des ATMspezischen Problems entwickelt da Pakete bei mehreren eingehenden vir
tuellen Kanlen in Switches zerstrt werden Durch die Benutzung des EOPBits aus
dem Zellenkopf kann hier eine eektive MehrpunktzuMehrpunktKommunikation rea
lisiert werden ohne in den Nutzanteil der Zelle schauen zu mssen Letztendlich wurde
auch gezeigt da die Migration zu SEAM mglich ist indem man Regeln aufstellt wie
SEAMSwitches im Randbereich mit anderen Switches im Inneren operieren mssen
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Parallele Kommunikationspfade in ATMNetzen
Mohamed Moujahed
Kurzfassung
Ein Verfahren zur Vermeidung von Engpssen bei der bertragung von Daten
liegt in der Verwendung mehrerer Kommunikationsverbindungen Das sogenann
te Striping dient dabei nicht nur zu einer m
glichen Erh
hung des Durchsatzes
wie es durch Kanalbndelung erreicht werden kann sondern kann auch der
Lastverteilung sowie weiteren Zielgr
en dienen
Ziel der Ausarbeitung ist es zuerst das Konzept des Striping vorzustellen ver
bunden mit den erho	ten Vorteilen und m
glichen Realisierungsformen Darauf
aufbauend wird die Leistungsfhigkeit des Verfahrens untersucht
 Motivation
ATM Asynchronous Transfer Mode ist ein bertragungsverfahren welches auf asyn
chronem Zeitmultiplexing unter der Verwendung von Datenpaketen fester Lnge ba
siert Diese Datenpakete werden Zellen genannt und haben eine Lnge von  Byte
Fnf der  Bytes sind fr den ZellenHeader reserviert der unter anderem eine Kanal
und PfadAdressierung enthlt Alle Netzknoten sind ber eine oder mehrere soge
nannte ATMVermittlungsknoten miteinander verbunden welche die Zellen an ihren
jeweiligen Bestimmungsort vermitteln
ATM arbeitet verbindungsorientiert Es werden zwei unterschiedliche Verbindungsty
pen deniert
  Virtueller Kanal  unidirektionale virtuelle Verbindung
  Virtueller Pfad  Bndel von virtuellen Kanlen mit gleichen Endpunkten End
gerte Vermittlungsknoten
Fr die parallele Kommunikation wird die Information von einer Quelle in m Strme
partitioniert und in k#$m Strme kodiert Der Fall k$m reprsentiert eine parallele
Kommunikation ohne Kodierung und der Fall k$m$ eine konventionelle Kommuni
kation ohne Aufspaltung der Information der Quelle
Abbildung  zeigt die zwei Flle Im ersten Bild ist eine Vermittlungsstelle eines konven
tionellen ATMNetzwerks nicht parallele Pfade dargestellt im zweiten eine Vermitt
lungsstelle die einen Datenstrom in mehreren Strmen kodiert was den Fall paralleler
Pfade in einem ATMNetzwerk darstellt
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Wie in Abbildung  dargestellt ist verteilt die erste Vermittlungsstelle die unmittel
bar mit der Quelle Coder verbunden ist die k Strme in k voneinander unabhngige




















nicht parallele Pfade im ATM-Netzwerk parallele Pfade im ATM-Netzwerk











In Hochleistungsnetzen ist die Optimierung einzelner Datenpfade zwischen einer An
wendung auf einem Host und dem Netzwerk typischerweise der eektivste Ansatz an
eine erhhte Leistung zu kommen
Als Beispiele fr Verfahren die zu einer Optimierung fhren sind die Minimierung
der DatenKopien und eine eektive Verwendung der I	ORessourcen zu nennen Eine
Optimierung ist normalerweise in einem einzelnen Datenpfad durch die oben genann
ten Verfahren unmglich Eine Zusammenfassung von Datenpfaden parallele Wege
kann in den beiden Fllen eine Lsung darstellen um eine weitere Verbesserung in der








Striping ist eine Technik die fr die Anwendung innerhalb von PlattenSubsystemen
entwickelt wurde Sie ist auch eine gute Lsung fr die Leistungserhhung von











Abbildung  Ein gestriptes Kommunikationssystem
Wie Abbildung  zeigt sind in einem gestripten Kommunikationssystem drei Haupkom
ponenten zu unterscheiden
  Striping Point Striping erfordert da mehrere physikalische Ressourcen zusam
mengefat werden es ist also ein Demultiplexer erforderlich Physikalisch stellt
ein Striping Point diesen Demultiplexer dar
  Inverse Striping Point Dieses System ist zur Rekonstruktion des Datenstroms
der durch den Striping Point in mehrere Stripes demultiplext wurde zustndig
  Stripe Ein Stripe ist eine Instanz die einen Ausgang des Striping Point mit einem
Eingang des Inversen Striping Point verbindet
Um die Eigenschaften von Striping gut zu verstehen ist es sinnvoll zuerst die bliche





Durch das Prinzip des Multiplexing ist es mglich mehrere voneinander unabhn
gige Datenstrme ber ein und dasselbe physikalische Medium zu bertragen Heu
te gibt es eine Vielzahl von Multiplexverfahren wie Wellenlngen Code Frequenz
oder Zeitmultiplexing In modernen optischen bertragungsnetzwerken haben das
Wellenlngen und Zeitmultiplexverfahren die grte Bedeutung erlangt
Zeitmultiplexverfahren TDM Time Division Multiplexing werden in synchrones
bertragungsrahmen mit einer bestimmten Anzahl von Zeitschlitzen wobei es eine
genaue Zuordnung zwischen Kanlen und Zeitschlitzen gibt% zB SRahmen in ISDN
und asynchrones Multiplexing keine Zuordnung zwischen Kanlen und Zeitschlitzen%
zB Plazierung von ATMZellen in einem SONETRahmen unterteilt
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 Zusammenhang zwischen Striping und Multiplexing
Striping und Multiplexing scheinen synonym zu sein was in Wirklichkeit nicht der Fall
ist
Striping ist ein physikalisches Multiplexing und somit ein Spezialfall des Multiplexing
wobei die Ausfhrung des MultiplexAlgorithmus fr hhere Schichten transparent ist
Die Gewhrleistung dieser Transparenz kann schwierig sein wenn Eigenschaften wie
die Folge der Daten eingehalten werden mssen Multiplexing dagegen garantiert diese
Transparenz nicht
Ein gestriptes System ist synchronisiert wenn die Reihenfolge der Datenstrme einge
halten wird Andernfalls also wenn das System unsynchronisiert ist mu zur Wiederge
winnung der Synchronisation eine Prozedur im Striping Point und im Inverse Striping
Point existieren welche die Reihenfolge der Daten mittels eines Speichers rekonstruie
ren kann

 Anwendung von Striping im NetzwerkSubsystem
Striping eine Technik die zur Zusammenfassung von Ressourcen fhrt kann in unter
schiedlichen Situationen innerhalb des Nezwerkes angewandt wird
 NetworkApplication Bandwidth Mismatch Die maximale Bandbreite
wird durch Standards und die Infrastruktur festgelegt Diese erhht sich in der Re
gel stufenweise Die Anwendungen die an den Endpunkten des Netzwerks laufen
vergrern ihren Bedarf an Bandbreite jedoch nicht auf diese festgelegte Weise
Netzwerk Striping liefert die Flexibilitt welche notwendig ist um die Netzwerk
Bandbreite an die Bandbreite die ber das Netzwerk luft anzupassen
 Vermeidung von Flaschenhlsen Striping kann auch bentigt werden um
hardwarenahe Probleme wie das FlaschenhalsProblem zu lsen Wenn zum Bei
spiel in einem NetzwerkI	OSubsystem ein einziges NetzwerkInterface ein I	O
Bus siehe Abbildung  oder irgendeine HardwareKomponente in dem System
unfhig ist die gewnschte Bandbreite zu untersttzen dann kann die Zusam
menfassung von mehreren Instanzen dieser Komponenten diese untersttzen
 Frdernde Funktion fr neue NetzwerkTechnologien Die letzte Feststel
lung ist da Striping ein eektiver Ansatz ist um technologische Verbesserungen
in kommerziell erhltlichen Netzwerken zu motivieren Ein Schritt nach vorn in
angewandter Technologie ndet statt wenn die Technologie ausreichend ausge




Die Techniken die jetzt beschrieben werden verwenden spezielle MarkerPakete die
der Empfnger von normalen Datenpaketen unterscheiden kann Wir nehmen an da

















Abbildung  FlaschenhalsVermeidung durch Striping
reinitialisiert und die Synchronisation wiederhergestellt wird  TrSm
!
Das Versenden von MarkerPaketen verlangt keine Modikation der Datenpakete
Es wird einen DeMultiplexingPunkt bentigt um die Unterscheidung der Marker
Paketen von normalen Paketen zu gewhrleisten
Wir beschreiben jetzt ein MarkerSynchronisationsschema unter Verwendung eines Stri



















R 3 R 2 R 1
Abbildung  Senden von Paketen in einem kongurierten System
guration eines System mit Striping Point und Inverse Striping Point gezeigt Im Teil
b kommen die Pakete beim Sender an und werden mittels eines StripingAlgorithmus
in zwei Kanle gestripet In der ersten Runde R  werden dabei die Pakete  und 
auf die Stripes verteilt in der Runde  die Pakete  und  etc
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R 6 R 5 R 4
a) S und E sind synchronisiert
Abbildung  Empfang von Daten
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Abbildung  zeigt den Empfang der Daten in den beiden Zustnden eines Systems also
in den Fllen in denen Sender und Empfnger synchronisiert oder nicht synchronisiert
sind
Der Teil b der Abbildung zeigt den Empfang der Daten wenn das Paket  verlorenge
gangen ist Der Empfnger erwartet in Runde  das Paket  auf Kanal  aber er nimmt
stattdessen Paket 
 da Paket  verlorengegangen ist und 
 dann das nchste auf Kanal
 ist Dies fhrt dazu da der Sender und der Empfnger nicht mehr synchronisiert
sind und dazu da die Pakete nicht in der richtigen Ordnung ankommen

 Auswertung von Striping innerhalb des Netzwerks
Dieser Abschnitt widmet sich einer systematischen Erforschung der Netzwerk Striping
Optionen die in einem BreitbandProtokollbndel mglich sind
Diese Optionen werden vergleichend bewertet um die Charakteristika des Striping
auf verschiedenen Ebenen zu zeigen Diese Charakteristika liefern das Verstndnis des




Fr Netzwerkverkehr sind Bandbreite und Latenz die primren Charakteristika des
Striping Point Andere wichtige Kriterien aus Sicht des Systems sind die Skalier
barkeit und Komplexitt der Implementierung der KontrollAlgorithmen der Bedarf
nach Puer und die Fhigkeit vom Netzwerk induzierten Skew Versatz zwischen den
Stripes zu tolerieren  AdPV
!
 Latenz und Puerung Puerung und Latenz sind obwohl sie unterschiedlich
scheinen typische eng verwandte Charakteristika des Striping Point Wenn der
Verkehr der an einem Striping Point ankommt stoartig bursty ist und die
zusammengenommene Bandbreite des Striping Point nicht gleich der maximalen
Bandbreite des Burst ist dann ist Puerung ntig um den Verlust der Daten zu
vermeiden
Latenz ist ein Ma fr die Zeit die bentigt wird um die Daten des Striping Point
vom Eingang zu den Ausgngen in Richtung der Stripes zu schicken Es gibt zwei
Komponenten der Latenz die erste ist die Zeit die beim Warten in der Eingabe
warteschlange verstreicht die zweite ist die Zeit die tatschlich gebraucht wird
um die Daten zu senden Die zweite Komponente ist von der Striping Technik
die verwendet wird sowie von der untersttzten Bandbreite der Stripes abhngig
 Tolerieren von Skew  Fr ein gestriptes System bei dem die Ordnung erhal
ten werden mu um Transparenz zu gewhrleisten knnen Skews innerhalb der
Stripes eine Komplikation verursachen Es gibt zwei Arten von Skews Statische
Skews sind Skews zwischen den Stripes die fr die Dauer der Ausfhrung des
Striping Point festgelegt sind Dynamisches Skew ist die Komponente des Skew
die sich mit der Zeit verndert
Striping 
 Skalierbarkeit und Komplexitt  Skalierbarkeit im Sinne des Striping ist ein Cha
rakteristikum das beschreibt in welchem Ma es mglich ist die Anzahl der
Stripes die in einem gestripten System benutzt werden beliebig zu erweitern
Manche StripingAlgorithmen skalieren gut nur bis zu einer geringen Anzahl von
Stripes Bei StripingSystemen die in Hardware implementiert sind knnen Ver
bindungsdichte Timing und Puerung die Skalierbarkeit begrenzen whrend bei
SoftwareLsungen die Skalierbarkeit des Systems durch den Rechenbedarf des
StripingAlgorithmus limitiert wird
 Bandbreite Die maximale Bandbreite die ein StripingSystem untersttzen kann
ist von zwei Faktoren abhngig der Bandbreite der einzelnen Stripes und der
Anzahl der Stripes die verfgbar sind Die maximale Bandbreite die von einem




 Striping auf unterschiedlichen Ebenen
Die StripingPunkte die in diesem Abschnitt studiert werden sind TCP Striping auf
der Anwendungsschicht IP PaketStriping auf der TCPEbene ATMZellenStriping















































Abbildung  Striping auf verschiedenen Schichten
 ByteStriping auf ATMSchicht  ATMSchichtStriping bedeutet das Striping von
ATMZellen ber mehrere Instanzen der physikalischen Schicht SONET SDH
auf der Basis einzelner Bytes Byte Striping mu die Reihenfolge der Daten bei
behalten
Am Anfang mssen die ATMZellen in den SONETPayloads plaziert werden
Wenn die Anzahl der Stripes nicht ein Vielfaches von  Anzahl der Bytes in
nerhalb einer Zelle ist wird das erste Byte jeder Zelle ber die verfgbaren
Stripes rotiert wenn die Zellen bermittelt werden siehe Abbildung  Diese
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Rotation macht Striping Point und Inverse Striping Point komplexer da man
sich merken mu bei welcher Stripe das erste Byte der nchsten Zelle ankommt
Es gibt zwei Techniken das erste Byte zu identizieren
  ZeigerTechnik Verwendung eines Zeigers im SONETRahmen der den An
fang der ersten kompletten ATMZelle beschreibt
  PaddingTechnik Padding kann zu jeder Zelle hinzugefgt werden um sicher
zustellen da alle Zellen auf dem gleichen Stripe beginnen Diese Technik
ist in der Abbildung  dargestellt
Erstes Byte der naechsten
Erste Byte der naechsten 
Zelle, wenn Padding verwendet wird
53 1 53 1
SONET Stripes
. . . . . .
Zelle, wenn Padding nicht verwendet wird
Abbildung  ByteStriping auf ATMSchicht
Obwohl die Mglichkeiten des ByteStriping limitiert sind ist es einfach in Hard
ware zu implementieren und es hat ein hohes Potential gut zu skalieren Byte
StripingImplementierungen welche einen Durchsatz im Bereich von Gigabit pro
Sekunde liefern sind in Software wegen der extrem hohen Geschwindigkeit in
welcher ein StripingAlgorithmus laufen mte unmglich
 ATMZellen Striping auf AALEbene ATMZellen Striping auf AALEbene be
nutzt AAL CSPDUs Convergence Sublayer Protocol Data Unit als Eingabe
zum Striping Point und gibt ganze Zellen ber die Stripes weiter Da die Daten
einheiten die ber die Stripes transferiert werden die gleichen wie bei einem nicht
gestripten System sind sind keine Modikationen an Rahmen der physikalischen
Ebene ntig Die Reihenfolge der ATMZellen mu ber das gestripte System
beibehalten werden um sicherzugehen da das Striping auch fr Funktionen der
hheren Ebene transparent ist
 IP PaketStriping auf TCPSchicht  Striping auf TCPEbene bedeutet Striping
der TCPPakete die von der TCPEbene ber mehrere tieferliegende Ebenen ver
teilt werden Jedes IPPaket durchluft einen anderen Stripe siehe Abbildung 

Skew unter den Stripes wird nur durch die Fehlordnung von IPPaketen verur
sacht
IPStriping ist fr eine SoftwareImplementierung ideal da die Dateneinheiten
verhltnismig gro sind vor allem im Vergleich zu Bytes oder ATM Zellen
HostSoftware ist typischerweise die einzige Mglichkeit der Implementierung da




Mit Padding wird der 1.
Zelle im naechsten Paket hier sein
ohne Padding wird der 1.




 ATMZellen Striping auf AALEbene
IP-Pakete-Stripes
TCP-Pakete
Abbildung  IPPaketStriping auf TCP Schicht
Software implementiert ist
Ein Problem das bei Striping auf niedrigen Ebenen auftreten kann und durch IP
Striping verbessert werden kann ist das HeadofLineBlockierungsProblem
Dieses Problem tritt auf wenn die Dateneinheiten die gestripet werden unter
schiedliche Gren haben und wenn die kleinere Dateneinheiten auf die vollstn
dige bermittlung einer groen Dateneinheit warten mssen Eine Erhhung der
Anzahl der Stripes kann die Auswirkungen der HeadofLineBlockierung redu
zieren
 TCPStriping auf der Anwendungsschicht  Striping kann auch auf der Anwen
dungsschicht ber mehrere TCPStripes verwendet werden Da TCP ber jeden
Stripe luft bieten die Stripes fr die AnwendungsschichtPDUs einen verlli
chen Transportmechanismus Daten die fehlerbehaftet sind verlorengegangene
Daten oder umgeordnete Daten werden bevor sie an dem Inversen Striping
Point ankommen korrigiert Dieser Protokollmechanismus wird trivialerweise in
der Transportschicht implementiert um nicht durch die Vermittlungsschicht be
hobene Fehler zu behandeln Das Hauptergebnis von Verlust und Umordnung der
Daten wren erhhte Skews zwischen den Stripes
Da sich die Dienstgte Quality of Service QoS auf den einzelnen Stripes stark
unterscheiden kann resultiert ein einfacher RR Round Robin Style Striping Al
gorithmus in einer schwachen Leistung weil die Gesamtleistung des gestripten Sy
stems durch einen einzelnen schlecht arbeitenden Stripe degradiert wird Hher
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entwickelte StripingAlgorithmen knnen die unterschiedliche QoS zwischen den
Stripes kompensieren um die Gesamtleistung zu optimieren

 Zusammenfassung
Dieser Abschnitt hat einen Grundstein fr den Vergleich des Stripings auf verschie
denen Ebenen in einem typischen HochleistungsprotokollModell gelegt Eine genaue
Terminologie wurde fr die Beschreibung und Unterscheidung des Stripings von Mul
tiplexing geschaen
Die Auswertung des Stripings zeigt verschiedene Erkenntnisse um die meist gnstig
ste Ebene zu entdecken um ein Striping Netzwerk fr eine gegebene Umgebung und
Arbeitsaufgabe zu rsten
  Striping auf hheren Schichten fhrt zu weniger HeadofLineBlockierung
  bertragungsraten im Bereich von Gigabit pro Sekunde knnen mit der jetzigen
Technologie auf niedrigen Schichten nur mit Hardware implementiert werden
da die Granulierung der StripingEinheiten zu fein ist um von Software kontrol
lieren zu werden
  Striping auf hheren Schichten ist typischerweise in Software implementiert da
es in schon existierende SoftwareSysteme eingebettet werden mu
 Analyse und Simulation der Leistung eines ATM
Netzwerkes
In diesem Abschnitt wird ein Vergleich zwischen parallelen und nicht parallelen Kom
munikationssystemen durchgefhrt
Zur Vereinfachung des Vergleichs zwischen parallelem und nicht parallelem Schema
nehmen wir an da das Switch Loading ausgeglichen ist und da ein NxN Switch mit
der Quelle verbunden ist
Die Gesamtleistung eines paketvermittelten Netzwerkes hngt stark von der Leistung
seiner bermittlungsabschnitte und von der PaketVermittlung ab Die Bestimmung
der Gre der Puer und der Gre der Daten die man auf dem bermittlungsab
schnitt senden will fr eine spezische Leistung sind Hauptpunkte bei der Entwicklung
jedes paketvermittelten Netzwerks
Die Analyse der Wahrscheinlichkeit von Zellenverlust ist kompliziert im Falle einer end
lichen PuerGre Deshalb wurden die Wahrscheinlichkeiten von Zellenverlust bei der
parallelen und nicht parallelen Kommunikation durch Simulationen bestimmt
Die Quelle alterniert zwischen einem onZustand wobei Zellen mit der maximalen Bi
trate der Quelle bermittelt werden und einem oZustand bei dem die Quelle im
Stillstand ist Die Dauer der beiden Zustnde ist jeweils exponential verteilt
Fr jede der N Quellen ist die maximale Bitrate  Mb	s Man ndern die Wahr
scheinlichkeit des onZustands und die durchschnittliche Anzahl der Zellen whrend
einer onPeriode um verschiedene Stze von experimentell ermittelten Ergebnissen zu
erhalten In Abbildung   DiLi
! sieht man da die Verlustwahrscheinlichkeit von
paralleler Kommunikation mit k$m dh Aufspaltung ohne Kodierung viel geringer
















Abbildung  Verlustwahrscheinlichkeit als Funktion des oered load
 Zusammenfassung
In dieser Seminararbeit wurde das StripingVerfahren dargestellt Striping ist eine
Technik die eine gute Lsung fr die Erhhung der Leistung eines Netzwerks darstellt
Diese Leistungserhhung wird durch die Zusammenfassung paralleler Datenpfade
gewonnen was eine Eigenschaft der MultiplexingTechnik ist Ein Punkt bei dem
beide Techniken sich unterscheiden ist die Gewhrleistung der Transparenz bei der
Ausfhrung des Algorithmus fr die hheren Schichten Striping untersttzt dieser
Transparenz Multiplexing dagegen nicht
Es wurde danach das Striping auf verschiedenen Schichten eines Hochleistungsprotokoll
Modell verglichen Als Ergebnisse wurde zum Beispiel gezeigt da Striping auf hheren
Schichten zu weniger HeadofLineBlockierung fhrt und da Striping auf diesen
Schichten in Software implementiert ist
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Moderne Anwendungen beispielsweise im Bereich Multimedia stellen hohe An
forderungen an die Qualitt der Kommunikation und an die Geschwindigkeit
der Netzwerke Diese Anforderungen k
nnen erfllt werden wenn Kommunika
tionsressourcen ezient reserviert und den Datenstr
men zugeteilt werden In
diesem Kontext kommt dem Management der Dienstgte QualityofService
QoS eine besondere Rolle zu Im Rahmen dieser Arbeit werden zwei Szenari
en vorgestellt die am Center for Telecommunications Research CTR an der
Columbia Universitt in den letzten Jahren entwickelt wurden Dies sind das In
tegrierte Referenzmodell IRM und seine Erweiterung das Erweiterte Referenz
modell XRM Weiterhin wird ein Modell zur objektorientierten Modellierung
das BindingModell prsentiert
 Einleitung
In Verbindung mit modernen Anwendungen die Hochleistungsanprche an die Netz
werke stellen spielt das Management der Dienstgte eine besondere Rolle Sie mu dem
Benutzer direkt verfgbar gemacht und entsprechend verwaltet werden Die Umsetzung
einer solchen Forderung wre in den "ern als die UNIund NNIKonzepte eingefhrt
wurden nicht denkbar gewesen da die Leistungsfhigkeit der Arbeitsplatzrechner im
Vergleich zu der der Netzwerkkomponenten gering war  LaLM
! Dieses Verhltnis hat
sich gendert so da heute die Intelligenz aus dem Netzwerk heraus zu den Benutzern
verlagert werden kann Die Mglichkeit Dienste wie virtuelles Netzwerk oder Multicast
als Objekte zu modellieren verlangt nach einer Hochsprache die Sprachkonstrukte zur
Manipulation dieser Objekte zu Verfgung stellt In Zukunft sollte der Entwurf eines
Netzwerkdienstes so leicht sein wie der Entwurf einer Applikation auf einem Rechner
der keinerlei Verbindung zum Netz hat Weiterhin ist das Management der Dienstgte
eine EndezuEnde Aufgabe dh Hilfsmittel zur Beschreibung der Netzwerkressourcen
und der Ressourcen in den Endsystemen sind notwendig
Am CTR der Columbia Universitt wurde zunchst das Integrierte Referenzmodell
IRM ein Rahmenwerk fr die Architektur von Breitbandnetzwerken entwickelt Das
IRM und die zugrunde liegenden Prinzipien werden in Abschnitt  erlutert Die Er
weiterung des IRM nmlich das Erweiterte Referenzmodell XRM wird in Abschnitt
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 vorgestellt In Abschnitt  wird dann das BindingModell beschrieben Das Binding
Modell ist ein objektorientierter Ansatz zur Modellierung von Netzwerkmechanismen
In diesem Zusammenhang werden auch Mglichkeiten zur Modellierung der Ressourcen
vorgestellt siehe Abschnitt 
 Das integrierte Referenzmodell IRM
Das integrierte Referenzmodell ist das Modell einer Netzwerkarchitektur fr Breit
bandnetzwerke das auf drei fundamentalen Prinzipien nmlich dem Separations
prinzip dem Schichtenprinzip und dem Prinzip des asynchronen Ressourcenmana
gements basiert Diese drei Prinzipien ermglichen ein logisches Verstndnis von
Verhaltens Entwurfs und Implementierungsfragen eines Breitbandnetzwerkes Ziel
des Integrierten Referenzmodells ist es ein Modell zur Organisation von Instan
zen die Daten transportieren von Netzwerkinstanzen und Operatoren auf solchen
Instanzen bereitzustellen Dies erfordert die Ausfhrung der folgenden Aufgaben
Netzwerkmanagement	Kontrolle Ressourcenmanagement	Kontrolle Ressourcenmoni
toring	Management Verbindungsmanagement	Kontrolle sowie den Transport von Be
nutzerdaten
Netzwerkmanagement	Kontrolle untersttzen den Netzwerkoperator bei Kongura
tions Leistungs Fehler Abrechnungs und Sicherheitsoperationen die der Umgang
mit einem Netz erfordert Ressourcenmanagement	Kontrolle untersttzt die Realzeit
mechanismen zur gemeinsamen Nutzung von Ressourcen sowohl im Netzwerk als auch
in den Endsystemen Aufgabe von Ressourcenmonitoring	Management ist es Informa
tionen ber den Realzeitzustand des Netzwerks zu Verfgung zu stellen Verbindungs
management	Kontrolle transportiert Signalisierungsinformation zu den Benutzern dh
EndezuEnde und weiterhin ist es fr den Transport von Kontrollinformationen ins
und im Netz zustndig Der Transport der Benutzerdaten wird von Netzwerkinstanzen
untersttzt
Das IRM integriert Primitive fr Monitoring Kontrolle Management und Datentrans
port in der ManagementArchitektur MA der VerkehrskontrollArchitektur VKA
und der DatentransportArchitektur DTA Die damit verbundenen Aufgaben arbeiten
auf zwei unterschiedlichen Zeitskalen einer schnellen Zeitskala mit einer Reaktionszeit
in der Grenordnung von Millisekunden und einer langsamen Zeitskala mit einer Re
aktionszeit im Sekundenbereich In dem vorgestellten Modell arbeiten die VKA und
die DTA auf der schnellen Zeitskala und die MA auf einer langsamen
In Abschnitt  werden grundstzliche Prinzipien zur Denition einer Netzwerkarchi
tektur vorgestellt Das Integrierte Referenzmodell wird in Abschnitt  erlutert

 Drei fundamentale Prinzipien
Im folgenden werden die drei schon erwhnten Prinzipien zur Organisation der
Netzwerk und Datentransportinstanzen und deren Verhltnis in einer Netzwerkarchi
tektur vorgestellt

























Abbildung  Anwendung des Separationsprinzips auf das IRM

 Das Separationsprinzip
Das Separationsprinzip ist in zwei Teile gegliedert Der erste Teil legt fest da die
Kommunikationsaufgaben und die Kontrollaufgaben logisch in zwei Ebenen getrennt
sind Die Kontrollebene kontrolliert die Aktivitten der Kommunikationsebene ber
eine Menge von Kontrollstrategien die auf einer Menge von Messungen basieren Ei
ne Ebene wird durch eine Menge von Instanzen und ihre Beziehungen untereinander
beschrieben Der zweite Teil des Separationsprinzips beinhaltet die Teilung der Kontrol
lebene in vier Ebenen wobei jeder Ebene eine unterschiedliche Aufgabe zugeordnet ist
Die Ebenen sind Netzwerkmanagement	Kontrolle Ressourcenmanagement	Kontrol
le Ressourcenmonitoring	Management und Verbindungsmanagement	Kontrolle siehe
Abbildung 
NetwerkmanagementKontrolle stellt Funktionen fr Kongurations Fehler Leis
tungs Abrechnungs und Sicherheitsmanagement zu Verfgung Trotz teilweiser Au
tomatisierung ist die Einuname eines Netzwerkmanagers ntig
Die gemeinsame Nutzung von Ressourcen gehrt in den Bereich von Ressourcenma
nagement Kontrolle Dies wird durch Algorithmen die die Ressourcen in Echtzeit
allokieren erreicht Die verwendeten Algorithmen fallen in fnf Klassen Kongurati
onskontrolle Scheduling und Puermanagement Routing Flukontrolle und Zugangs
kontrolle
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RessourcenmonitoringManagement ist fr die Informationen ber die Netzwerk
objekte zustndig Dies beinhaltet auch das Vorbereiten von Sensoren fr Monitoring
zwecke und die Verarbeitung der anfallenden Daten Die dabei entstehenden abstra
hierten Daten werden fr die Netzwerkkontrolle zu Verfgung gestellt
In den Aufgabenbereich von VerbindungsmanagementKontrolle fllt der Aufbau von
neuen Verbindungen die neue Aushandlung von bestehenden Verbindungen und das
Beenden von Verbindungen Das Erkennen von nicht nutzbaren Netzwerkressourcen
gehrt auch zum Aufgabenbereich Es wird deutlich da die Aufgaben eng mit denen




blicherweise wird der Datentransport von einer Quelle zu einem Ziel auf verschiedenen
Schichten betrachtet wie zum Beispiel ZwischensystemzuZwischensystem Endsystem
zuEndsytem oder ProzezuProze Die Aufgabe der Datenbertragung erfordert nun
eine fehlerfreie Wiederherstellung der Daten auf all diesen Schichten Somit ist es mg
lich den Proze der Datenbertragung zwischen Partnerinstanzen auf die Schichten
aufzuteilen zum Beispiel durch die Aufteilung in Subprozesse Dh es ist ein Vorgehen
im Sinne des ISO	OSISchichtenmodells sinnvoll

 Das Prinzip des asynchronen Ressourcenmangements
Das Prinzip des asynchronen Ressourcenmangements bezieht sich auf die Modellierung
der Arbeitsweise der Mechanismen aus der ManagementArchitektur MA und der
VerkehrskontrollArchitektur VKA die den Proze der Datenbertragung unterstt
zen Es spiegelt direkt die zeitlichen Anforderungen wider die zwischen Objekten in
einem verteilten System bestehen Um dieses Prinzip zu verdeutlichen nehme man an
die Mechanismen der MA seien zeitinvariant Es bleiben also fnf Algorithmenklassen
deren Ausfhrung die Ezienz der Datenbertragung beeinut Das sind Kongu
rationskontrolle Scheduling und Puermanagement Routing Flukontrolle und Zu
gangskontrolle Das Prinzip des asynchronen Ressourcenmangements erklrt da jede
der Variablen zur Netzwerkkontrolle nmlich die oben genannten an einer verteilten
Kontrolle teilnehmen mu Der Arbeitspunkt des Netzwerkes wird durch einen asyn
chronen Algorithmus zwischen diesen fnf Algorithmenklassen erreicht Das Prinzip des
asynchronen Ressourcenmangements erfordert nicht die Implementierung einer speziel
len Klasse von asynchronen Algorithmen Es erfordert wie auch immer realisiert den




Die drei im vorigen Abschnitt beschriebenen Prinzipien stellen die Basis zur Entwick
lung eines Referenzmodells fr Breitbandnetzwerke dem Integrierten Referenzmodell
IRM dar Die Struktur des IRM zeigt Abbildung  Das IRM modelliert die Kontroll
und Kommunikationsprimitive Sie sind in der MA VKA und DTA enthalten wobei die
Unterteilung zwischen MA VKA einerseits und der DTA andererseits auf dem Separa
tionsprinzip zwischen Kommunikation und Kontrolle basiert Die Separation zwischen


























Abbildung  Das Integrierte Referenzmodell IRM
MA und VKA ist auf die unterschiedlichen Zeitskalen zurckzufhren auf denen die
Architekturen operieren
Die ManagementArchitektur besteht aus der Netzwerkmanagement	Kontroll oder
NEbene Die VerkehrskontrollArchitektur besteht aus der Ressourcenmanagement	
Kontroll oder MEbene der Ressourcenmonitoring	Management oder DEbene und
der Verbindungsmanagement	Kontroll oder CEbene Diese Aufteilung basiert auf
dem zweiten Teil des Separationsprinzips Die DatentransportArchitektur besteht aus
der Ebene die fr den Transport der Benutzerdaten verantwortlich ist Sie wird auch
UEbene genannt Die U und CEbene sind horizontal geschichtet Diese horizontale
Unterteilung basiert auf dem Schichtenprinzip aus Abschnitt  Die D und M
Ebene bestehen aus einer Menge von Objekten oder Modulen Die NEbene entspricht
von ihrem Entwurf her dem Manager	AgentPrinzip und die Interaktion zwischen den
Modulen in der N M und CEbene basiert auf dem Prinzip des asynchronen Res
sourcenmanagements Die VKA und die TA interagieren um die QoSGarantien zu
erfllen die beim Verbindungsaufbau ausgehandelt wurden
 Das Erweiterte Referenzmodell XRM
Das erweiterte Referenzmodell XRM ist die Erweiterung des Integrierten Referenzmo
dells zur Modellierung der Kommunikationsarchitektur von Netzwerken und multime
dialen Arbeitsplatzrechnern IRM ist ein Modell fr Breitbandnetzwerke Das XRM
integriert Monitoring Realzeitkontrolle Management Kommunikation und Primiti
ve zur Abstraktion in fnf Ebenen die Netzwerk	Systemmanagement oder NEbene
die Ressourcenkontroll oder MEbene die Datenabstraktion	Management oder D
Ebene die Verbindungsmanagement oder CEbene und die Datenbertragungs oder
UEbene Die Unterteilung des XRM in die einzelnen Ebenen erfolgt nach denselben
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Prinzipien wie die Unterteilung beim IRM An dieser Stelle sei noch angemerkt da
die Einschrnkung des XRM auf multimediale Arbeitsplatzrechner dem IRM funktional
gleicht





Abbildung  Beziehung zwischen R G und BModell
Um die Struktur des XRMModells transparenter zu gestalten identiziert man drei
Modelle im XRMModell Die Funktionalitt die im allgemeinen mit Breitbandnetz
werken und Multimediaprozessoren Multimedianetzwerken sowie Applikationen und
ServiceNetzwerken verbunden wird deniert die einzelnen Modelle Sie erhalten im
weiteren den Namen R G und BModell So wie die drei Farben Rot Grn und
Blau das Spektrum des Lichtes ausmachen besteht das XRMModell aus diesen drei
Modellen Die Schnittstellen zwischen den Modellen werden durch Abstraktionen oder
Dienste beschrieben QoSAbstraktionen stellen Breitbandnetzwerk und Multimedia
prozessoren dem Multimedianetzwerk zu Verfgung und Service Abstraktionen stellt
das Multimedianetzwerk dem Applikationen und Servicenetzwerk zur Verfgung siehe
Abbildung 
 Die Funktionalitt von Breitbandnetzwerk und Multimediaprozesso
ren RModell
Das RModell siehe Abbildung  reprsentiert die Funktionalitt des Breitbandnetz
werkes und der Multimediaprozessoren welche dem Multimedianetzwerk einen Dienst
in Form von QoSAbstraktionen zu Verfgung stellen Das RModell hat eine Struktur
die Management Kontroll und Transportfunktionalitt enthlt Eine kurze Beschrei
bung der Ebenen und der QoSAbstraktionen sieht folgendermaen aus
  Die Funktionalitt der NEbene entspricht der des Netzwerk und Systemmana
gements und besteht aus dem Monitoring und der Kontrolle von individuellen
Zustnden die zum Beispiel den Status einer Verbindung oder die Temperatur
einer Netzwerkkarte widerspiegeln und als Objekte in der Management Informa
tion Base MIB realisiert sind Eine Client	ServerVerbindung ist die Basis des
Manager	AgentenModells zur Kontrolle der Netzwerkelemente
  Die MEbene modelliert die Aufgaben der Ressourcenkontolle wie zum Beispiel
auf der Switch oder Multiplexerebene Puermanagement und Scheduling von
Verbindungen Flukontrolle auf Zellebene ist ein weiterer wichtiger Ressourcen
kontrollmechanismus
  Die DEbene abstrahiert die Hauptnetzwerkkomponenten wie Switches Multi
plexer und Medienprozessoren in Form eines globalen verteilten Speichers Ins
besondere werden Kommunikationsverbindungen als FIFO Speicher modelliert
Diese Abstraktionen sind als Instanzen in der MIB enthalten
















Breitbandnetzwerk und Multimediaprozessoren QoS Abstraktionen
Multimediaprozessoren
Abbildung  Funktionalitt des Breitbandnetzwerkes und der Multimediaprozessoren
RModell
  Die CEbene untersttzt den Austausch von Statusinformationen zwischen ver
teiltem Puermanagement und SchedulingInstanzen auf Verbindungsebene Die
se Mechanismen ermglichen eine grere Netzwerkkapazitt unter QoSAnfor
derungen
  Die UEbene deniert Adaptionsprotokolle auf der Zellebene fr Segmentierung
und Reassemblierung Dies schliet die Funktionalitt der ATMSchicht und der
ATMAdaptionsschicht mit ein

 Die Funktionalitt des Multimedianetzwerkes GModell
Die Funktionalitt ist wieder in die fnf Ebenen des XRMModells unterteilt Das
Multimedianetzwerk stellt dem Service und Applikationsnetzwerk eine Menge von Ser
viceabstraktionen zur Verfgung Es nutzt zu diesem Zweck die QoSAbstraktionen die
von der Ebene des Breitbandnetzwerks und den Medienprozessoren angeboten werden
An dieser Stelle fllt die 'hnlichkeit zum OSIModell auf Einer Schicht des OSI
Modells entspricht in diesem Fall das Multimedianetzwerk Sie bietet der nchst hhe
ren Schicht das Service und Applikationsnetzwerk Dienste an indem sie die Dienste
der unterliegenden Schicht das Breitbandnetzwerk und die Medienprozessoren nutzt
Dies ist aber die einzige Gemeinsamkeit zwischen den beiden Modellen Zu den Ser
viceabstraktionen gehren unter anderem virtueller Kanal virtueller Pfad virtuelles
Netzwerk und Multicast Eine kurze Beschreibung der Funktionalitt des Multimedia
netzwerkes siehe Abbildung  folgt


















Abbildung  Funktionalitt des Multimedianetzwerkes GModell
  Das Monitoring des Verhaltens von verteilten Systemen ist die Aufgabe der N
Ebene wie zum Beispiel das Monitoring der verteilten objektorientierten Systeme
und ihrer Interaktionen
  Die MEbene bietet Mechanismen zur Ressourcenallokation wobei die Schlssel
algorithmen Routing und Zugangskontrolle sind
  Die DEbene besteht aus einer Binding Interface Base BIB ein verteiltes Lager
welches Informationen ber Instanzen enthlt die am Binding Proze siehe Ab
schnitt  teilnehmen Dienste werden als eine Menge von miteinander verbunde
nen Objekten deniert Dies knnen Verzeichnis Agenten oder Namensdienste
sein
  Die CEbene untersttzt Flukontrolle ebenso wie Verbindungsmanagement und
folglich werden damit verteilte Algorithmen untersttzt In die CEbene gehren
desweiteren Unicast und MulticastAlgorithmen die dem Verbindungsmanage
ment dienen
  Die Funktionalitt der UEbene schliet die Untersttzung einer Vielzahl von
Multimediaprotokollen wie Nutzung der direkten ATMDienste und anderer
Realzeitprotokoll ein Die Protokolle knnen neben weit verbreiteten Transport
protokollen die einen bestmglichen Dienst anbieten zB TCP bestehen
 Die Funktionalitt des Applikations und Servicenetzwerkes B
Modell
An dieser Stelle erfolgt nur eine kurze Beschreibung der Funktionalitt des Applikatio

















Abbildung  Funktionalitt des Applikationen und Servicenetzwerks BModell
Servicemanagement ist in der NEbene zu nden dh Managementuntersttzung fr
Sicherheits Zugangs Kongurations Kosten und Rechnungsdienste um nur einige
zu nennen Die Zugangskontrolle ist sowohl in der NEbene als auch in der MEbene
deniert Die Hauptaufgabe der MEbene ist aber die Dienstkontrolle und die Aus
handlung von Netz und CPURessourcen Die DEbene enthlt eine Ansammlung von
Objekten die Dienste wie MultimediaMail rechnergesttzte kooperative Gruppenar
beit VideoonDemand parallele virtuelle Maschinen etc reprsentiert Navigations
und Diensterzeugungswerkzeuge sind in der CEbene angesiedelt und die Funktionalitt
der UEbene beinhaltet Applikationsprotokolle
 BindingModell
Das BindingModell ist ein Rahmenwerk fr Entwurf und Implementierung von Netz
werkmechanismen die der Kontrolle und dem Management von Multimediadiensten
ATMbasierter Breitbandnetzwerke mit QoSGarantien dienen Binding bezieht sich
dabei auf die Erstellung eines gewnschten Multimediadienstes mit QoSGarantien
Dabei wird die Verbindung von einer Menge von Netzwerk und Systemressourcen mit
einem Multimediatransportprotokoll und dem Dienstmanagementsystem erstellt Das
BindingModell entspricht einem Diensterzeugungsmodell welches die Vorgehensweise
im XRM GModell beschreibt Unter Diensterzeugung soll an dieser Stelle ein Pro
ze verstanden sein der Objekte zusammenstellt wobei die Objekte von Algorithmen
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aus den verschiedenen XRM GEbenen modiziert werden Das BindingModell be
schreibt ausgehend von den angebotenen Diensten an der Schnittstelle zwischen R
und GModell wie Ressourcen zusammengestellt werden mssen
Das BindingModell besteht aus zwei Blcken einer Menge von Zustnden die sich
in einer Binding Interface Base BIB benden und einer Menge von Algorithmen
die diese Schnittstellen modizieren Die Struktur mit den beiden Blcken ist durch
das Separationsprinzip gerechtfertigt Dieses Prinzip verdeutlicht auch was im XRM
GModell standardisiert werden sollte und was nicht In  LaLM
! wird vorgeschlagen
den Zugang zur Binding Interface Base zu standardisieren aber die Algorithmen und
die Diensterzeugung unberhrt zu lassen
 Dienste an den Schnittstellen
 Dienste an der Schnittstelle zwischen R und GModell
Neben weiteren Diensten werden an der RGSchnittstelle der PhysikalischeVerbin
dungsgraph und der MultimedianetzwerkKapazittsgraph zu Verfgung gestellt Der
PhysikalischeVerbindungsgraph enthlt die topologischen Informationen des Netz
werks und der Ressourcen Der MultimedianetzwerkKapazittsgraph besteht aus einer
Menge von Objekten die die Qualitt der Dienstabstraktion reprsentieren Auf die
Konzepte zur Bestimmung von Netzwerkkapazitt und Ressourcen wird in Kapitel 
eingegangen

 Dienste an der Schnittstelle zwischen G und BModell
Neben anderen Diensten bietet die GBSchnittstelle Dienste wie virtueller Pfad vir
tuelles Netzwerk und Multicast an Genauer wird im Rahmen dieser Arbeit nicht auf





Die Binding Interface Base enthlt eine Sammlung von Objekten die Ressourcen wie
Switches Verbindungen und Multimediagerte modellieren In der BIB ist auch der
PhysikalischeVerbindungsgraph und der Netzwerkkapazittsgraph realisiert Im XRM
ist die BIB in der Telebase enthalten die DEbene des GModells Die Aufgabe des
GModells ist die Umsetzung der Dienste die das RModell anbietet auf die Dien
ste die dem BModell angeboten werden Die Netzwerksicht der Diensterzeugung be
schreibt nun wie die verteilten Algorithmen die am Proze der Diensterzeugung teil
nehmen im GModell interagieren Der Diensterzeugungsproze generiert aus einer
Menge von Objekten der BIB eine andere Menge von Zustnden Der Proze wird
von einer Diensterzeugungsinstanz durchgefhrt wobei viele dieser Instanzen parallel
und verteilt arbeiten Das BindingModell deniert nun die bergreifende Organisa
tion der zur Diensterzeugung gehrenden verteilten Operationen Alle Operationen
benden sich in den N M C und UEbenen BindingAlgorithmen entstehen beim
BindingModell 
Verbindungsaufbau in Breitbandnetzwerken bei verteilten Systemen die Protokolle
zur Synchronisation implementieren sowie bei Protokollen die Ressourcen allokieren
Neue BindingApplikationen knnen hinzu genommen werden ohne zugrunde liegen





Die Dienstsicht verdeutlicht die Schritte die zu einer Diensterzeugung fhren Der
Proze besteht aus fnf Schritten
  Erzeuge ein Dienstskelett fr Applikationen wie virtueller Kanal virtueller Pfad
virtuelles Netzwerk oder Multicast Die Struktur des Skeletts fr einen virtuellen
Kanal besteht zum Beispiel aus einem Graphen vom Quell zum Zielknoten
  Bilde das Skelett in den Namens und Ressourcenraum ab und erzeuge dabei eine
Netzwerkapplikation
  Verbinde diese Applikation mit einem Transportprotokoll und erzeuge dabei eine
Transportapplikation
  Verbinde die Transportapplikation mit den Ressourcen und erzeuge dabei einen
Netzwerkdienst
  Verbinde das Netzwerkmanagementsystem mit dem Netzwerkdienst und erzeuge
dabei einen verwalteten Dienst Wenn nun ein Dienst bentigt wird stellt der
Proze eine Dienstanfrage an die Instanz die fr die Bereitstellung des Dienstes
zustndig ist Diese fhrt dann die passenden BindingAlgorithmen zur Erzeu
gung des Dienstes durch
 Ressourcenmodellierung im BindingModell
Dieser Abschnitt befat sich mit der Modellierung der Ressourcen auf denen die BIB
aufbaut Dazu werden die Ressourcen betrachtet die im XRM GModell bercksichtigt
werden Das sind einerseits die Ressourcen im Breitbandnetzwerk und andererseits die
Ressourcen in den Endsystemen dh die Multimediaprozessoren Der Grundgedanke
basiert auf einem beobachtenden Ansatz zur QoSGarantie in Breitbandnetzwerken
der von der Kapazitt eines statistischen Multiplexers abstrahiert wobei von einer
Menge von vordenierten Verkehrsklassen ausgegangen wird Diese Abstraktion wird
Schedulable Region genannt und reprsentiert die mehrdimensionale Kapazitt des
Multiplexers Die Mehrdimensionalitt dieses Netzwerkkapazittsbereiches spiegelt die
Anzahl der Verkehrsklassen wieder Durch dieses Vorgehen ist es mglich einen Be
reich zu bestimmen in dem der Multiplexer den QoSVorgaben gengen kann Das
genannte Konzept des Kapazittsbereiches wurde auf die Endsysteme ausgedehnt Die
korrespondierende Instanz trgt den Namen Multimediakapazittsbereich
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Abbildung  Schedulable Region eines Multiplexers mit drei Verkehrsklassen
 Modellierung des Breitbandnetzwerkes
Schedulable Region Im XRM RModell wird das Netzwerk als eine Menge von
Switches und Hochgeschwindigkeitsverbindungen verstanden in dem Zellen verschie
dener Verkehrsklassen von einer Quelle zu einem Ziel ieen Der Switch nimmt einen
Zellenstrom von ankommenden Verbindungen auf und leitet jede ankommende Zelle
durch ein nichtblockierendes Verfahren weiter zu einer Verbindungskontrolle wo die
Zellen zur bertragung ber die Ausgangsverbindung gepuert werden Diese Verbin
dungskontrolleinheit ist im wesentlichen ein Multiplexer Er besteht aus einer Menge
von Puern einem Puermanager und einem Scheduler Der Multiplexer vermittelt
zwischen den Zellen verschiedener Eingangsverbindungen einerseits und denen verschie
dener Verkehrsklassen andererseits Die Kapazitt der Verbindung die Verkehrsstati
stiken die Gre des Puers und der Scheduling sowie der Managementalgorithmus
bestimmen wieviele Verbindungen unter Einhaltung der QoSGarantien untersttzt
werden knnen Die Menge der Punkte im mehrdimensionalen Raum die Verbindun
gen mit QoSGarantien auf Zellebene widerspiegeln wird Schedulable Region genannt
Sie ist eine Ressourcenabstraktion die an jeder Ausgangsverbindung eines jeden Swit
ches im Netzwerk existiert
Die Schedulable Region eines Multiplexers der eine Kapazitt von Mbit	s hat ist
in Abbildung  dargestellt Auf jeder der drei Achsen ist die Anzahl der Verbindungen
einer speziellen Verkehrsklasse aufgetragen Die hervorgehobene Flche begrenzt den
Kapazittsbereich des Multiplexers dh fr jede Kombination der Zellenanzahl bzgl
der Verkehrsklassen unter dieser Flche sind die QoSGarantien auf Zellebene erfllt

 Modellierung der MultimediaArbeitsplatzrechner
Wenn das Netzwerkkapazittsmodell auf die Endsysteme ausgedehnt wird werden die
Wnsche des Endsystembenutzers durch Dienstklassen mit QoSEinschrnkungen mo
delliert Die Anzahl der Dienstklassen auf Benutzerebene wird wesentlich grer sein
als die Anzahl der Verkehrsklassen auf Netzwerkebene aber es ist nicht ntig eine 
Abbildung vorzunehmen sondern es reicht vollkommen aus eine Menge von Dienst
klassen auf ein oder zwei Verkehrsklassen abzubilden Auf diese Abbildung wird im















































JPEG VideoCD Quality Audio
MPEG-I Video
Abbildung  Multimediakapazittsbereich einer Audio	VideoEinheit
Der Multimediakapazittsbereich Der Multimediakapazittsbereich ist die Er
weiterung des Konzepts der Schedulable Region auf Multimediagerte mit QoSGa
rantien in den Endsystemen In einem Endsystem benutzen verschiedene Applikatio
nen auch Daten von verschiedener Granularitt wie zum Beispiel eine Videokonferen
zapplikation VideoBilder BestEortDaten Seiten und Daten die auf einen Speicher
geschrieben werden die bertragung von Segmenten bentigen Somit erscheint es
schwierig die QoSGarantien fr alle Anforderungen auf einem Prozessor zu erfllen
Also liegt der bergang zu einer Mehrprozessorarchitektur fr Multimediaarbeitsplatz
rechner nahe einer Architektur in der jeder einzelne Prozessor einen eigenen Daten
strom bearbeitet Eine Unterteilung in eine AudioVideoEinheit fr AudioVideodaten
eine Hauptrecheneinheit fr BestEortDaten und eine Speichereinheit ist mglich
Diese Unterteilung erlaubt nun QoSGarantien Jeder Datenstrom ist in Dienstklassen
unterteilbar wobei jede Klasse eine Dimension eines mehrdimensionalen Raumes wider
spiegelt Der Multimediakapazittsbereich ist der Bereich in dem die QoSGarantien
gewhrleistet werden knnen also hnlich wie die Schedulable Region Der Multime
diakapazittsbereich einer Audio	VideoEinheit ist in Abbildung  dargestellt
Dienstklassen Eine Dienstklasse reprsentiert ein statistisches Modell fr einen Da
tenstrom Die Datengranularitt eines Datenstroms wird durch die Gre der Daten
bestimmt die die Applikation benutzt Um die multimediale Kapazitt einer Audio
VideoEinheit zu bestimmen wurden vier Dienstklassen in Erwgung gezogen nmlich
JPEG MPEGI MPEGII Videostrme und Audio in CD Qualitt Diese Dienstklas
sen knnen auf Grund ihrer verschiedenen statistischen Charakteristika eingeordnet
werden
  Klasse I JPEG Videostrom Peak Bit Rate  Mbit	s Rahmengre x
Pixel mit  Rahmen	s
  Klasse II MPEGI Videostrom mit variabler Bitrate PBR  Mbit	s Rahmen
gre x Pixel mit  Rahmen	s
  Klasse III MPEGII Videostrom mit konstanter Bitrate von Mbit	s Rahmen
gre x Pixel mit  Rahmen	s
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  Klasse IV Audio in CDQualitt mit konstanter Bitrate von  Mbit	s
Quality of Service Die QoSEinschrnkungen fr jede Dienstklasse werden durch
eine Menge von Rahmenverlusten und Verlusteinschrnkungen speziziert Sie knnen
fr die oben genannten Klassen zum Beispiel folgendermaen aussehen
  Klasse I JPEG Videostrom maximale Verzgerung ms maximale Rahmenver
lustrate (
  Klasse II MPEGI Videostrom mit variabler Bitrate maximale Verzgerung
ms maximale Rahmenverlustrate (
  Klasse III MPEGII Videostrom mit konstanter Bitrate maximale Verzgerung
ms maximale Rahmenverlustrate (
  Klasse IV Audio in CDQualitt mit konstanter Bitrate von  Mbit	s ma
ximale Verzgerung ms und keine Verluste
	 Zusammenfassung
Um den hohen Anforderungen an die Qualitt der Kommunikation und an die Ge
schwindigkeit gerecht zu werden ist eine Modellierung der Netzwerke notwendig Das
IRM modelliert die Netzwerkarchitektur eines Breitbandnetzwerkes wobei der Model
lierung das Separaionsprinzip das Schichtenprinzip und das Prinzip des asynchronen
Ressourcenmanagements zugrunde liegen Das XRM basiert auf den gleichen Grund
berlegungen wie das IRM Es ist die Erweiterung zur Modellierung von Netzwerken
und multimedialen Arbeitsplatzrechnern und es baut auf drei einzelnen Modellen dem
R G und BModell auf Durch die drei Modelle wird das XRM sehr komplex und
mchtig aber es erlaubt eine transparentere Sicht auf die Modellierung In dieses RGB
Modell kann nun ein objektorientierter Ansatz zur Modellierung und Erstellung von
Multimediadiensten eingebettet werden Dieser Ansatz wird durch das BindingModell
beschrieben In diesem Zusammenhang ist eine Modellierung des Breibandnetzwerkes
und der multimedialen Arbeitsplatzrechner erstrebenswert was durch die Prinzipien
der Schedulable Region und den Multimediakapazittsbereich erreicht wird
Als eine Umsetzung des IRM wurde am CTR der Columbia Universitt ein Intel
ligenter Mutiplexer modelliert Die Modellierung bendet sich in  Laza
! und eine
Beschreibung einer Implementierung ndet man in  LaTG
! Die vorgestellten Mg
lichkeiten der Ressourcenmodellierung Schedulable Region und Multimediakapazits
bereich wurden zusammen mit dem BindingAnsatz in  HILY
! fr den Entwurf einer
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IPSwitching anstelle von Routing
Robert Grver
Kurzfassung
Im Rahmen dieses Beitrags soll die Funktionsweise des IPSwitching erlutert
und mit dem klassischen Routing verglichen werden Dabei liegt der Schwer
punkt auf den neuen ATMbasierten Netzwerken Ferner soll ein neues Protokoll
das General Switch Management Protokoll GSMP welches beim IPSwitching
in ATMNetzen eingesetzt wird genauer vorgestellt werden Hierzu zhlt auch
qGSMP eine Erweiterung in Richtung Dienstgteuntersttzung die vor kurzem
fr GSMP vorgeschlagen wurde
 Einleitung
Das Internet wchst mit rasanter Geschwindigkeit Die Zahl der Rechner die an das
Internet angeschlossen sind hat sich schtzungsweise alle  Wochen seit 

 verdop
pelt Fr die Zahl der WebServer ist dies zumindest in den letzten drei Jahren der Fall
Whrend dieses rasante Wachstum anhlt und die Zugrisgeschwindigkeiten bei den
Internetprovidern sich stndig erhhen wird von den IPRoutern im Netz eine Verar
beitungsleistung von mehreren Gigabit pro Sekunde Gbps abverlangt Firmennetze
haben sich im Rahmen der Globalisierung von Unternehmen von kleinen LANs zu welt
umspannenden Netzwerken entwickelt und neue Anwendungen im Multimediabereich
die mit hochwertiger Video und Audiobertragungen die Grenzen der Verarbeitungs
leistung sprengen sind weitere Beispiele fr die gestiegenen Anforderungen
Die in Netzen existierenden Router basierend auf einem Bus und zentralen Processor
sind in der Lage eine maximale Last von einigen hunderttausend Paketen pro Sekunde
kpps und einem Gbps zu verarbeiten Um diese Grenze zu berschreiten sind alterna
tive Architekturen notwendig Mit IPSwitching stellt die Firma Ipsilon eine alternative
Architektur fr IPRouter vor
Der folgende Beitrag soll diese vorstellen Dabei soll sowohl der Aspekt der Integrati
on in bestehende Netze wie auch die Untersttzung von Dienstqualitten betrachtet
werden
 Begrie und Grundlagen

 Routing und Switching
Die Begrie Routing und Switching werden derzeit sehr ungenau verwendet Hersteller
von Routern sprechen von LayerSwitching und Hersteller von Switches von Routing
  Robert Grver IPSwitching anstelle von Routing
Funktionalitt Bei der Einfhrung des Ethernets hat man mit Repeatern Hubs und
Bridges Gerte geschaen mit denen sich das Netzwerk gliedern lt denn mit der Ver
grerung von Netzen und der Anzahl der vorhandenen Stationen am Netz verringert
sich die Brandbreite aufgrund vermehrter Kollsionen Ethernet
Eine Lsung ist das Gesamtnetz ber ein Gert aufzuteilen das Datenverkehr nur dann
zwischen den Teilnetzen weiterleitet wenn er explizit fr eine Station in einem anderen
Teilnetz als dem Ausgangsnetz bestimmt ist Dadurch lassen sich das Datenaufkommen
und die Kollisionen in den einzelen Teilnetzen reduzieren Diese als Brcken Bridges
bezeichneten Gerte verbinden zwei oder mehr Subnetze die wiederum aus mehreren
Segmenten bestehen knnen Um den Datenverkehr zwischen den Subnetzen trennen
zu knnen werten Brcken die Hardwareadressen MACAdresse der angeschlossenen
Gerte aus Mit Brcken ist es hingegen nicht mglich Kommunikation zwischen Net
zen zu ermglichen die nicht direkt an die Brcke angeschlossen sind sondern durch
ein oder mehrere andere Netze getrennt sind Dies ist die Aufgabe von Routern die
ber IPAdressen und entsprechende RoutingProtokolle den Weg fr die Daten auch
in Netzen feststellen knnen die lokal nicht erreichbar sind
Ein Switch stellt prinzipiell nichts anderes dar als eine Bridge mit mehreren Ports
die in der Lage ist mehrere Subnetze zu verbinden Im Unterschied zu einer Bridge
ermglicht ein Switch aber den parallelen Datentransfer zwischen angeschlossenen Ge
rten Damit erreicht ein Switch einen hheren Durchsatz an Daten mu aber auch
eine entsprechend hhere interne Verarbeitungsgeschwindigkeit bzw leistung aufwei
sen Sowohl Brcken wie Switches arbeiten auf Schicht zwei des OSIReferenzmodelles
Die durch Hersteller verwendeten Begrie MultiLayerSwitching IPSwitching Layer
Switching suggerieren da Switching auf OSISchicht  stattndet Folgt man den
Denitionen des OSIReferenzmodells so kann nur auf Schicht  der Sicherungsschicht
geswitcht werden auf Schicht  wird geroutet LayerSwitching gibt es im eigentli




 Asynchroner Transfer Mode ATM
Mit dem Asynchronous Transfer Mode ATM wurde bereits eine neue Architektur
eingefhrt die eine entsprechende Verarbeitungsleistung aufweist ATM hat sehr viel
Aufmerksamkeit auf sich gezogen aufgrund seiner hohen Kapazitt seiner Bandbreiten
Skalierbarkeit und seiner Fhigkeit unterschiedlichste Transportdienste untersttzen
zu knnen ATM basiert auf der schnellen Vermittlung von Zellen Zellen sind Pakete
von  Byte Lnge Um einen Datentransfer durchzufhren wird bei ATM zunchst
eine virtuelle Verbindung mit den entsprechenden Dienstgteparametern aufgebaut
Jede Verbindung erhlt eine kurze Pfad und Kanalkennung Virtual Path Identier
VPI Virtual Cancel Identier VCI Jede Zelle trgt diese Kennung und wird mit ihrer
Hilfe in den einzelnen Vermittlungsknoten ATM Switches weitervermittelt Aufgrund
dieser kurzen Kennung und des verbindungsorientierten Konzepts ist es mglich da
Weiterleiten Switching hardwaretechnisch zu realisieren und Verarbeitungsleistungen
von mehreren hundert Gigabit pro Sekunde zu ermglichen
Jedoch ist ATM verbindungsorientiert wohingegen die Mehrheit der modernen Netz
werkprotokolle verbindungslos arbeiten Diese Unstimmigkeit hat dazu gefhrt da
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weitere Protokolle entwickelt wurden um diese Unstimmigkeit zu umgehen Besonde
re Anstrengungen wurde gemacht um ATM und IP zu integrieren Mit IPoverATM
LANEmulation und MultiprotocoloverATM MPOA wurden Mglichkeiten geschaf
fen das Internet Protokoll IP ber ATM zu betreiben Jedoch beinhalten alle diese
Versuche eine erhhte Komplexitt geringere Eektivitt und zum Teil Verdopplungen
von Funktionalitt im Protokollablauf Sowohl IP als auch ATM bentigen ein eigenes
RoutingProtokoll Dies bedeutet nicht nur die Dublizierung von RoutingProtokollen
sondern auch von Wartungs und Managementaufgaben Zudem mssen weitere Funk
tionen hinzugefgt werden um zwischen diesen Managementebenen zu kommunizieren
 IPSwitching
 Struktur eines IPSwitches
IPSwitching von Ipsilon versucht die Vorteile von ATM die schnelle Switching Hard
ware und die Verarbeitungsleistung mit einem Router zu koppeln Ipsilon setzt hier be
wut ATMHardwarekomponenten ein da diese standardisiert sind und kostengnstig
zur Verfgung stehen im Vergleich mit hnlich leistungsfhigen Routern Existierende
Router sind teuer und begrenzt in ihrem Durchsatz im Vergleich zu Switches
Ein IPSwitch besteht aus einem IPSwitchController und einem ATMSwitch Abbil
dung  Der ATMSwitch wird ohne irgendwelche Modikationen eingesetzt Die kom
plette Software die innerhalb des Kontrollprozessors oberhalb der AALSchicht von
ATM angesiedelt ist wird entfernt Somit wurden smtliche Signalisierungs und Rou
tingfunktionalitten Adreausungsprotokolle und Funktionen zur LANEmulation
der ATMSoftware entfernt An die Stelle der ATMSoftware tritt das einfache Kontroll
protokoll GSMP  NEHH 
a! welches ebenfalls von Ipsilon entwickelt wurde GSMP
ermglicht den Zugri auf die SwitchHardware Der ATMSwitch wird mit dem Con
troller ber einen seiner Ports mit der SwitchController Schnittstelle verbunden ber
diese Verbindung wir das GSMP eingesetzt
Der IPSwitchController ist ein leistungsstarker Prozessor auf dem eine Standard
IPRouting Software mit einigen Erweiterungen luft die es ermglicht die Switching
Hardware zu nutzen Die Erweiterungen beinhalten das Ipsilon Flow Management Pro
tokoll IFMP  NEHH 
b! um IPFlows virtuellen ATMVerbindungen zuzuordnen
eine Klassikation von IPFlows welche entscheidet ob ein IPFlow geswitcht wird
und das GSMP um die ATMSwitch Hardware zu kontrollieren In einem IPSwitch
Netzwerk werden zwischen den einzelnen miteinander verbundenen Switches als erstes
sogenannte DefaultATMVerbindungen ber ausgezeichnete Kanle und Pfade aufge
baut VCI$ VPI$ ber die zunchst der gesamte Datenverkehr abgewickelt wird




Die grundlegende Idee bei IPSwitching ist den Datenstrom von IPPaketen zu ana
lysieren und sogenannte IPFlows zu erkennen IPFlows werden anhand der Felder













Abbildung  Struktur eines IPSwitches
des TCP	IPUDP	IPPaketes die auch fr das Routing mageblich sind bestimmt
TypeofService Protokoll IPQuelladresse IPZieladresse QuellPort und ZielPort
Zwei Pakete gehren zu einem IPFlow wenn die Werte der einzelnen Felder identisch
sind
Es besteht aber auch die Mglichkeit weitere Typen von Flows aus einer anderen
Kombination dieser Felder zu denieren Derzeit sind zwei Arten von Flows deniert
PortPairFlow Flow Typ  und HostPairFlow Flow Typ 
Ein Typ  Flow besteht zwischen zwei PortAdressen eines Quell und eines Zielrechners
und den zugehrigen IPAdressen Zustzlich mssen noch die Felder TypeofService
Protokoll und TimetoLive in den Paketen bereinstimmen Dieser Typ erlaubt es
Flows mit unterschiedlicher Dienstgte zwischen den Anwendungen Ports eines Quell
und eines Zielrechners zu unterscheiden
Ein HostPairFlow besteht zwischen einer Quell und einer ZielIPAdresse wobei alle
Pakete dieselbe TimetoLive haben
Wenn ein Paket auf dem DefaultKanal eintrit wird es zusammengesetzt die ber
tragung geschieht in ATMZellen und an den SwitchController fr die Weiterlei
tung bergeben Dieser routet das Paket in der gewohnten Weise StoreandForward
gleichzeitig fhrt er aber auch eine FlowKlassikation fr das Paket aus Diese Klassi
kation dient dazu festzustellen ob weitere Pakete durch die ATMHardware geswitcht
werden sollen oder ob weiterhin eine PunktzuPunkt Weiterleitung durch den IP
Switch erfolgen soll Die FlowKlassikation geschieht in jedem IPSwitch lokal Die
Felder der Pakete werden entsprechend der Denition des Flows gelesen und ausge
wertet um eine Entscheidung nach der lokalen Verarbeitungsstrategie zu treen Bei
spielsweise kann auf ausgezeichnete Quell und ZielPortNummer geachtet werden um
bestimmte Anwendungen zu ermitteln Flows die zu FTP Verbindungen Port  ge
hren werden beispielsweise geswitcht wohingegen kurze Anfragen an DNSServer als
Datagramme durch den IPSwitchController verarbeiten werden
Eine weitere Mglichkeit der FlowKlassikation ist es das Aufkommen von Paketen
eines Flows zu bewerten Wird eine festgelegte Grenze von Paketen pro Zeitintervall
berschritten wird der Flow geswitcht Dies ist sinnvoll da nicht jede Anwendung ei
ne ausgezeichnete PortNummer besitzt Eine Bewertung dieser FlowKlassikatoren
erfolgt in Abschnitt  Ziel ist es langandauerende Flows mit viel Datenverkehr zu
lokalisieren Heutige MultimediaAnwendungen mit Sprach Bild und Videobertra
gung sind ein gutes Beispiel
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 Ipsilon Flow Management Protokoll IFMP
Wenn der FlowKlassikator entscheidet da ein Flow geswitcht werden soll whlt
er unter den freien Kanalnummern des Eingangsports Port i auf dem er den Flow
empfngt eine Nummer aus VCI$x Ebenso whlt der SwitchController eine freie
Kanalnummer auf dem Kontrollport c aus VCI$x" Der Kontrollport verbindet den
ATMSwitch mit dem IPSwitchController Diese Verbindung kann sowohl eine ex
plizit physikalische als auch eine virtuelle sein Der ATMSwitch ist nun angewiesen
alle eingehenden Zellen auf Kanal x auf Kanal x" des Kontrollports weiterzuleiten Ab
bildung   Nachdem dieser Eintrag innerhalb der Umsetzungstabelle des Ein
gangsports i mittels GSMP vorgenommen wurde sendet der IPSwitchController ei
ne IFMPNachricht redirection message an den stromaufwrts liegenden IPSwitch
Diese Nachricht beinhaltet die ausgewhlte Kanalnummer bzw Marke x die Flow
Beschreibung  IPAdresse PortAdressen  und die Lebensdauer Lifetime Mit
dieser Nachricht wird der stormaufwrts liegende IPSwitch aufgefordert alle Pakete
die der Flow Beschreibung entsprechen mit der virtuellen Kanalkennung x VCI$x
weiterzuleiten Durch die Lebensdauer wird speziziert wie lange die Umleitung be
stand hat bzw wann sie gelscht werden kann
Ab jetzt treen alle Pakete die diesem Flow mit der Kennung x angehren beim
SwitchController auf Port c mit der Kanalkennung x" ein Nach wie vor verarbeitet
dieser die Pakete nachdem er sie aus den ATM Zellen zusammengesetzt hat nach
dem StoreandForward Prinzip Ein Beschleunigung der Verarbeitung ist jetzt bereits
erreicht da die RoutingEntscheidung fr diesen Flow mit der Kennung x" bereits im
Cache zwischengespeichert ist und nicht fr jedes Paket erneut getroen werden mu
IFMP redirection
flowid, vci=x, life










Abbildung  Aufbau eines geswitchen Flows
Die eigentliche Leistungssteigerung entsteht wenn der stromabwrts liegende IPSwitch
ebenfalls diesen Flow erkennt umleitet und ihm eine Kennung VCI$y zuweist Um die
Wahrscheinlichkeit fr das Zustandekommen dieses Zustandes mglichst hoch zu hal
ten ist es wegen der lokal unabhngigen Entscheidung eines jeden Switches notwendig
eine einheitliche FlowKlassizierung fr das zu administrierende Netzwerk zu haben
Erhlt der IPSwitch vom stromabwrtsliegenden IPSwitch eine RedirectionNachricht
auf dem Port j mit der Kanalkennung VCI$y kann smtlicher Verkehr der diesem
Flow zugeordnet ist in der ATMHardware direkt geswitcht werden Dazu wird die
Umsetzungstabelle des Switches so beschrieben da ab sofort alle Zellen auf Port i mit
Kennung x auf den Port j mit der Kennung y umgesetzt werden Als Folge wird nun
der Datenstrom nicht mehr vom IPSwitchController verarbeitet bzw geroutet son
dern durch die ATMHardware direkt auf den entsprechenden Ausgangsport geswitcht
Abbildung  
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Erfolgt das Umschalten zwischen Routing und Switching kann es zu Reihenfolgever
tauschungen kommen Das letzte Paket das per Routing den IPSwitch verlt kann
nach dem ersten zu switchenden Paket ausgeliefert werden Da Pakete aus Zellen be
stehen kann es passieren das innerhalb eines Paketes umgeschaltet wird Dies hat
den Verlust des Paketes zur Folge Diese Fehlerursache kann vermieden werden wenn
man den Pfad zwischen Quelle und Ziel rckwrts aufbaut Dieser Eekt kann dadurch
erreicht werden da Endsysteme frher als IPSwitches im Netzinneren einen Flow
erkennen und switchen Auf diese Weise wir der geswitchte Pfad Stck fr Stck aus
Richtung des Empfngers aufgebaut whrend der Datenverkehr weiterhin ber den
StoreandForward Pfad iet Das Umschalten zwischen Switching und Routing kann
durch den IPSwitch bei dieser Vorgehensweise an der Grenze eines IPPaketes durch
gefhrt werden
Wenn ein IPSwitch eine RedirectionNachricht annimmt ndert sich auch das Paket
format mit dem er die Pakete eines Flows verschickt Bei der bertragung von Paketen
ber die DefaultVerbindung wird eine LLC	SNAP Einkapselung ber der AAL Ad
aptionsschicht von ATM vorgenommen
Im Gegensatz hierzu werden bei allen IPPaketen eines geswitchten Flows smtliche
Felder aus dem IPKopf entfernt durch die der Flow deniert ist Das IPPaket mit
dem verkleinerten Kopf wird nun in einen Rahmen der AALSchicht verpackt und
ber den denierten virtuellen ATMKanal verschickt Die entfernten Felder werden
gespeichert und mit der virtuellen ATMKanalnummer assoziiert Das ursprngliche
Paket kann zurckgewonnen werden indem ber die Kennung auf die entsprechenden
PaketkopfFelder zugegrien wird
Dieser Ansatz wurde aus Sicherheitsgrnden gewhlt Es erlaubt dem IPSwitch hnlich
einer Firewall die Flows zu berwachen ohne da er den Inhalt jedes einzelnen Paketes
berprfen mu So kann verhindert werden da ein Benutzer einen geswitchten Flow
zu einer zulssigen Adresse oder einem Dienst hinter einer Firewall aufbaut und an
schlieend die Pakete mit einem anderen Kopf versieht um Zugri auf eine geschtzte
Adresse bzw Dienst zu erlangen Der Switch kann mit der Rekonstruktion der Pakete
solche 'nderungen feststellen und unterbinden
 IP vs IPSwitching
Eine grundlegende Voraussetzung von IP ist da die Lebenszeit TimetoLive TTL
eines IPPaketes bei jedem Knotenpunkt verringert wird Wenn die TTL auf Null ist
mu ein Paket verworfen werden Aus diesem Grund beinhaltet jeder FlowKlassikator
das TTLFeld um sicherzustellen da der Wert des TTLFeldes am Ende des geswitch
ten Pfades dem eines von PunktzuPunkt weitergeleiteten Paketes entspricht Dement
sprechend wird ein Paket mit TTL$ nicht weitergeleitet DasTTL Feld wird bei einem
geswitchten Flow nicht mitbertragen wird aber durch die im ZielSwitch gespeicher
ten Informationen wiederhergestellt
Eine Folge aus der Aufnahme des TTLFeldes in die FlowKlassikation ist eine ver
mehrte Anzahl von Flows aufgrund unterschiedlicher TTLWerte Unterschiedliche
TTLWerte erzwingen zwei separate Flows
Ein weiteres wichtiges Feld im IPPaket stellt die Kopfprfsumme Header Checksum
dar Um die Korrektheit dieser Prfsumme die auch das TTLFeld mit einschliet
zu bewahren wird beim bergang von Routing auf Switching die Prfsumme entfernt
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und im Controller gespeichert Am Ende des geswitchten Flows wird unter anderem
die dort gespeicherte Prfsumme und das TTLFeld wieder hinzugefgt
Bei dieser Vorgehensweise wird davon ausgegangen da auf dem geswitchten bertra
gungsweg keine Fehler im Paket entstehen Entlang des geswitchten bertragungsweges
ndet keine Fehlerberprfung statt Falls Fehler innerhalb des IPKopfes auftreten
werden diese durch eine falsche Prfsumme erkannt da das Entfernen und Hinzufgen
des TTLFeldes so geschieht da die Prfsumme der eines gerouteten Paketes ent
spricht Das Paket wird verworfen wenn die Prfsumme das nchste Mal berprft
wird
 Stabilitt des Verfahrens
Es ist wichtig da das Protokoll sich stabil gegenber Fehlern im Netz wie dem Ausfall
eines Knoten oder eines bertragungsweges verhlt Solche Fehler bewirken Inkonsi
tenzen die es gilt zu vermeiden bzw deren Existenz mglichst schnell zu erkennen
Eine Fehlermglichkeit dieses Entwurfes besteht darin da ein stormaufwrtsliegender
Switch einen Flow A mit einer fr den stromabwrtsliegenen Switch unbekannten Ken
nung x sendet Es gibt hier zwei Mglichkeiten fr das weitere Vorgehen
Der Switch geht davon aus da ein weiterer Flow bertragen wird und versucht diesen
weiterzuleiten Die Daten werden fehlgeleitet und spter verworfen
Der Switch ignoriert den Flow mit der unbekannten Kennung und verwirft alle Pakete
die mit dieser Kennung eintreen Um diese Fehler zu unterbinden enthlt GSMP ein
Protokoll adjacency protocol das es erlaubt Nachbarknoten zu identizieren Verbin
dungszustnde zu synchronisieren und den Wechsel eines Nachbarknotens festzustellen
Bevor IFMPNachrichten verschickt werden knnen werden durch dieses Protokoll zu
nchst die Nachbarn bestimmt Hierzu speichert der SwitchController eine eindeutige
Identikationsnummer und die IPAdresse des Nachbarn ab Jeder Knoten schickt peri
odisch Nachrichten mit seiner Identikationsnummer Wechselt ein Nachbar oder wird
die Verbindung zu diesem unterbrochen werden alle Flows die ber diese Verbindung
geswitcht wurden gelscht
Nach wie vor kann es zu Inkonsistenzen bei den Verbindungszustnden kommen Um
die Existenz solcher Inkonsistenzen zu vermeiden bzw zu verkrzen beinhalten alle
RedirectNachrichten eine Gltigkeitsdauer Diese betrgt blicherweise eine bis zwei
Minuten was ungefhr einem Datenu im Internet entspricht Nach Ablauf dieser
Zeit unterlt es der Switch den Flow auf die entsprechende Kennung zu switchen
Der IPSwitchController berwacht jeden Flow Werden whrend einer Periode Daten
empfangen sendet der Controller eine weitere RedirektNachricht um die Gltigkeit
des Flows zu verlngern Andernfalls schickt der Controller eine ReclaimNachricht an
den stromaufwrtsliegenden Switch um die verwendete Kennung zurckzufordern Der
Flow wird erst gelscht wenn diese Nachricht besttigt wurde Fr Flows die eine Ken
nung haben aber nicht geswitcht werden kann der IPController die Gltigkeit bzw
Ankunft von Daten auf einem Flow selbst prfen Fr geswitchte Flows mu er eine
Anfrage an die ATMHardware stellen ob die Flows krzlich aktiv waren
Bei dem Ausfall eines Routers oder einer Verbindung wird ber das dynamische Rou
ting ein neuer Weg berechnet Alle Flows die ber die alte Verbindung liefen wer
den ungltig deniert und gelscht Der betroene Datenverkehr wird wieder an den
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IPSwitchController weitergeleitet und ber die DefaultVerbindungen mittels Store
andForward geroutet Ab der Fehlerstelle werden neue virtuelle Verbindungen ber
den neu berechneten Weg aufgebaut Der Fehler wird lokal behoben Es ist nicht not
wendig alle virtuellen Verbindungen abzubauen wie dies bei verbindungsorientieren
Netzwerken der Fall ist Diese Fehlerbehebung ist wesentlich ezienter
Whrend die Routingprotokolle die Routingtabellen aufstellen kann es zeitweilig zur
Schleifenbildung kommen Ein geswitchter Flow der sich aufbaut whrend eine solche
Schleife innerhalb des Routings besteht wird einen Switch mehrmals passieren und je
weils eine weitere Kennung VCI belegen Dabei wird das TTLFeld kontinuierlich her
untergesetzt Erreicht dieses den Wert Null wird der Flow nicht weiter geswitcht Wenn
das Routing einen konsistenten Zustand hergestellt hat lsen sich auch die geswitchten
Schleifen auf
Eine Mglichkeit fr den Switch Schleifen zu erkennen existiert nicht da hierzu ein
Switch nicht nur lokale sondern globale Informationen ber eine geswitchte Verbindung
haben mte Es ist auch nicht mglich anhand des TTLFeldes eine Schleife zu de
dektieren da durchaus Situationen denkbar sind in denen sich zwei Flows nur durch
das TTLFeld unterscheiden
 General Switch Management Protokoll
In den vorherigen Abschnitten wurde die Arbeitsweise des IPSwitchings vorgestellt
Im wesentlichen wird dieses durch das IFMPProtokoll festgelegt Im nun folgenden
Abschitt soll nher auf die Steuerung des Switches durch den SwitchController einge
gangen werden Hierzu wurde von Ipsilon das GSMPProtokoll  NEHH 
a! entworfen
Ziel beim Entwurf dieses Protokolls war es eine mglichst hardwarenahe Mglichkeit
zu schaen alle wesentlichen Typen von ATMSwitches ber ein Protokoll steuern zu
knnen GSMP erlaubt es dem Controller Verbindungen zu benachbarten Switches
auf und abzubauen 'ste zu PunktzuMehrpunkt Verbindungen hinzuzufgen und
zu entfernen die Ports des Switches zu kongurieren Kongurationsinformationen zu
erfragen und Statistiken vom Switch anzufordern Weiterhin erlaubt es dem Switch
den Controller von auergewhnlichen Ereignissen wie dem Zusammenbrechen einer
Verbindung zu informieren
GSMP ist ein einfaches Master	SlaveProtokoll Der Master SwitchController sendet
Anfragen bzw Befehle an den Switch und erwartet eine positive oder negative Antwort
Alle GSMP Nachrichten werden besttigt
Die Verbindung zwischen Switch und Controller ist aus Einfachheits und Geschwin
digkeitsgrnden nicht gesichert Man kann davon ausgehen da diese Verbindung ent
weder sehr zuverlssig oder defekt ist so da eine Sicherung nicht sinnvoll ist Das
GSMPProtokoll luft auf einem einzigen ausgezeichneten virtuellen Kanal des Swit
ches Alle Nachrichten benutzen die Einkapselung der AALSchicht von ATM Die
meisten Narchrichten sind so klein da sie innerhalb einer einzelnen Zelle bertragen
werden knnen siehe Abbildung 
Ein einzelner Controller kann mehrere Switches kontrollieren indem er mehrere Proto
kollinstanzen benutzt und jeweils eine separate KontrollVerbindung zu diesen aufbaut
Die LCC	SNAP Kapselung wird verwendet um auch anderen Protokollen neben
GSMP zu ermglichen Daten mit einem anderen SNAPTyp auf das Netz zu multiple
xen Whrend GSMP zum Beispiel nur sehr einfache NetzwerkmanagementFunktionen
Untersttzung von Dienstqualitten  qGSMP 
beinhaltet wird das Simple Network Management Protokoll SNMP zwischen Switch
und Controller bentigt um volle NetzwerkmanagementFunktionalitt zu haben






AAL-5 CPCS-PDU Trailer (8 octets)
Abbildung  GSMPPaketformat
GSMP deniert vier Klassen von Nachrichten bzw Anforderungen Verbindungsma
nagement PortManagement Statistik und Konguration Alle GSMP Nachrichten
verwenden das in Abbildung  dargestellte Format wobei sich der Messagebody je
nach Klasse ndert
	 Unterst
tzung von Dienstqualitten  qGSMP
Mit der Denition von Dienstqualitten wird eine bewute Bevorzugung von Flows da
heit eine schnellere Verarbeitung in den Switches ermglicht Einige Pakete werden
schneller weitergeleitet entsprechend der vereinbarten Regeln Mit RSVP wurde bereits
ein Protokoll fr die Untersttzung von Dienstqualtiten fr IP entwickelt Es ist ein
reines Signalisierungsprotokoll und setzt voraus da der Benutzer seine Anforderungen
an Ressourcen genau speziziert Der Transport der Daten erfolgt ber einfache IP
Pakete Das RSVP kontrolliert den Zuguang zu den Netzressourcen und reserviert
Bandbreite fr die bertragung
Die IPSwitchtes stellen den hheren Schichten unabhngig von der Realisierung des
Switches die Ethernet Standards IEEE  und IEEE  zur Verfgung so da der
Einsatz von RSVP ber den IPSwitches mglich ist RSVP bietet keine garantierte
Dienste IPSwitching lt den Einsatz von RSVP zu untersttzt dieses aber nicht
direkt
Im GSMP ist zur Untersttzung von Dienstqualtitten ein Priorittsfeld deniert Es
erlaubt fr jeden geswitchten Flow eine Prioritt festzulegen Diese Prioritt wird am
Ausgangsport ausgewertet wenn auf diesem mehrere Flows den Switch verlassen Die
Zellen eines Flows mit einer hheren Prioritt sollten den Switch frher verlassen als
die Zellen eines Flows mit einer niedrigeren Prioritt Qualittsparameter wie max
Durchsatz bzw max Zellrate werden nicht untersttzt Zu diesem Zweck wurde eine
Erweiterung des GSMP vorgeschlagen das qGSMPProtokoll  AdLN
!
Das qGSMP erweitert das GSMP um die in Abbildung  dargestellten Nachrichten
klassen und setzt beim ATMSwitch drei weitere Funktionseinheiten voraus Abbil
dung  Scheduler Buermanager Schedulable Region Estimator SRE Mittels der
qGSMPNachrichten kann der SchedulingAlgorithmus die Puerverwaltung und der
Algorithmus zur Bestimmung der Schedulable Region SR ausgewhlt werden die
 Robert Grver IPSwitching anstelle von Routing
Abbildung  Erweiterung von GSMP  Das qGSMPProtokoll
Verkehrsparameter und die QoSBeschrnkungen gesetzt werden und Informationen
die fr das QoSManagement entscheidend sind gesammelt werden Dabei besitzen die
Nachrichten dasselbe Format wie bei GSMP
Abbildung  Modell eines Ausgangsports als Multiplexer
Jeder Ausgangsport eines Switches ist als ein Multiplexer aufgebaut Abbildung  stellt
das Modell eines Ausgangsport dar Die Puerverwaltung steuert den Zugri auf die
Puer eines Ausgangsports und der Scheduler den Zugri auf die Ausgangsverbindung
Jeder Ausgangspuer reprsentiert eine Flowklasse Diese Flowklassen sind innerhalb
des zu administrierenden Netzwerks deniert und werden dem Benutzer zur Verfgung
gestellt Eine Flowklasse deniert ein statistisches Modell eines Informationsues das
die max Zellrate und weitere charakteristische Parameter zB von Video Sprache
und Daten enthlt
Jeder IPSwitch trit fr jeden zu switchenden Flow die Entscheidung welcher Flow
klasse er angehren soll Dabei orientiert er sich an den in der Domain vorgegebe
nen Regeln Diese Entscheidung kann er anhand der Anwendung erkennbar durch
die TCP	UDP	RTPPortnummer TypofService Feldes der IPAdressen usw tref
fen Beachten mu der Switch dazu aber auch die Fhigkeiten der verwendeten ATM
SwitchHardware und die QoSForderungen auf entsprechend angebotene Flows ab
bilden Der SREstimator bestimmt fr jeden Ausgangsport die Anzahl der Flows pro
Klasse die ber den Port geswitcht werden knnen ohne die garantierten Qualittpara
meter zu verletzen Diese Information kann dann ber den SwitchController abgerufen
werden
Dieser Ansatz bietet die Mglichkeit Flows verschiedener Dienstgten zu untersttzen
Garantierte Dienste mit Dienstgteparametern knnen aber nicht geleistet werden da




IPSwitching von Ipsilon ist noch kein Standard und es stehen noch weitere Verfahren
zur Debatte Allerdings hat Ipsilon mit den RFCs zu GSMP und IFMP bereits einen
Schritt in Richtung Standardisierung gemacht Alle hier vorgestellten Eigenschaften
sind noch sehr theoretisch Implementierungen die die gesamte Funktionalitt bein
halten existieren noch nicht
 Leistung und Durchsatz
Zur Leistungsanalyse wurden ca  mintige Aufzeichnungen aus dem Internet heran
gezogen Die beiden bereits in Abschnitt  vorgestellten FlowKlassikatoren wurden
auf diese Aufzeichnungen angewendet
Ausschlaggebend bei der Bewertung ist im wesentlichen das Verhltnis von geswitchten
Paketen zu der Anzahl bestehener Flows Diese gibt an wie lang im Durchschnitt die
Flows sind die geswitcht werden
Je mehr Flows unterhalten werden desto hher ist der Datenverkehr der zum Auf
bau und zur Erhaltung der Flows bentigt wird Dieser kann bei zu vielen Flows die
Leistung stark drcken Wie aus Tabelle  ersichtlich ist wird bereits bei der Klassi
kation des Datenverkehrs nach Anwendungen Ports bekannter Protokolle ftp telnet
gopher http nntp netbios login cmd audio AOL X ein deutlich besseres Ver
hltnis zwischen switchtbaren Paketen und Anzahl der Flows erreicht als beim zweiten
FlowKlassikator
Weitere Messungen haben gezeigt da im Schnitt  Pakete fr den Aufbau eines jeden
Flows bentigt werden und  Pakete fr die periodische RedirectNachricht pro Erneue
rungsintervall die Simulation verwendete  Sekunden Fr diese Simulation ergibt
sich daraus ein zustzlicher ManagementDatenverkehr von 
 Paketen	s Ingesamt
ergibt sich eine Verarbeitungsleistung von ca  Paketen	s wobei bei einem Store
andFowardRouting gerade einmal  Pakete	s gemessen wurden Hieraus resultiert
eine Leistungssteigerung mit dem Faktor 
Eine weitere Versuchsreihe bei der als FlowKlasskator die Anzahl der Pakete pro
Zeitintervall benutzt wurde  Pakete in  Sekunden ergab da  Prozent der
Pakete geswitcht wurden Durchschnittlich wurden  Flows	s aufgebaut und 
Verbindungen verwaltet Damit ergeben sich annhernd dieselben Werte wie beim er
sten Klassikator
Mit der statistischen FlowKlassikation ist es einfach je nach Leistungsfhigkeit des
Switches das Verhltnis zwischen den geswitchten und gerouteten Paketen zu variieren
indem die Grenze ab der ein Flow geswitcht wird verndert wird Damit lt sich die
Anzahl der Verbindungen die pro Sekunde aufgebaut werden und die Gre der Ver
bindungstabelle bestimmen Die statistische FlowKlassikation ist somit exibler und
wird auch Datenverkehr gerecht der nicht einer Anwendung zugeordnet werden kann
Ingesamt ergibt sich beim IPSwitching im Durchschnitt eine Durchsatzsteigerung mit
einem Faktor von 
  Robert Grver IPSwitching anstelle von Routing
Gegegebenheiten  




Flow Typ Typ  Typ 
Durchschnittliche Paketanzahls  
Messungen
Switchbare Pakete  Prozent  Prozent
Durchschnittliche FlowAnzahl  Flowss  Flowss
Eintrge FlowTabelle  
Geswitchte Pakete 
Geroutete Pakete 
Tabelle  Leistungsanalyse IPSwitching

 Skalierbarkeit
IPSwitching versucht nicht wie zB IPoverATM  AhTe
! oder LANEmulation
 ATM
! die Eigenschaften von LANs nachzubilden gemeinsames Medium sondern
setzt auf ein PunktzuPunkt Verbindungskonzept auf was dem ATMModell ent
spricht Alle RoutingProtokolle knnen auf dieser Grundlage arbeiten Das Internet
hat gezeigt da IP sehr gut skalierbar ist Dadurch da die Entscheidung ob ein Flow
geswitcht oder geroutet wird lokal getroen wird ist es mglich das Switching auch
auf groe Netzwerke auszudehnen Die SwitchEntscheidung fr eine Verbindung hat
keinen Einu auf das restliche Netzwerk
 Integration
Das hier vorgestellte Konzept fr Switches dient fr den Einsatz im BackboneBereich
Aufgrund der PunktzuPunkt Topologie ist es ntig fr den Anschlu lokaler Netze so
genannte IPSwitchGateways einzusetzen ber diese werden LANs an das IPSwitch
Netzwerk gekoppelt Die Gateways beinhalten im wesentlichen einen IPProtokollturm
auf Seite es lokalen Netzes und den in Abbildung  dargestellten IPSwitchProtokoll
turm Die Integration von IPSwitchTeilnetzen geschieht vllig transparent
Abbildung  Protokollturm
 Untersttzte Dienste
Ein IPSwitch untersttzt IPMulticast ohne das 'nderungen am Internet Group Ma
nagement Protokoll IGMP oder Multicast Routing Protokoll vorgenommen werden
Zusammenfassung 
mssen Das FlowSwitching funktioniert fr MulitcastVerbindungen genauso wie fr
UnicastVerbindungen Empfngt ein IPSwitch einen MulticastFlow leitet er die Pa
kete auf die entsprechenden Ausgangsports Dies funktoniert zunchst ber das IP
MulticastProtokoll im Controller Wenn dieser Flow eine Kennung zugewiesen be
kommen hat kann dieser Flow mit Hilfe der Multicastfhigkeit der ATM Hardware
geswitcht werden wenn die stromabwrtsliegenden Empfnger den Flow mittels einer
RedirectionNachricht umleiten Gleichzeitig kann der Switch eine Kopie des Multicast
Flows an den SwitchController schicken falls Knoten existieren die den Flow nicht
umleiten Diese empfangen die Multicast Pakete dann ber die DefaultVerbindung
 Zusammenfassung
Klassische Router bieten eine ganze Reihe wichtiger Funktionen Schutz durch Fire
walls BroadcastKontrolle Kontrolle der Netzwerkauslastung Einrichtung von beson
ders sichere Arbeitsgruppen Entsprechend ergeben sich auch eine Reihe von Nachteilen
wie zB die hohen Kosten von Routern groe Latenzzeiten relativ schwieriger Umbau
von Netzen und komplexe Topologien IPSwitches bieten hier eine leistungsstarke und
preisgnstige Alternative Dennoch ist gerade aufgrund der oben beschriebenen Funk
tionalitt von Routern nicht davon auszugehen da diese vollstndig verschwinden
Sie werden an den Rand des Netzwerkes wandern% IPSwitches werden im Backbone
Bereich von Netzen eingesetzt werden
 Robert Grver IPSwitching anstelle von Routing
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Seit Erscheinen der IPSicherheitsarchitektur Mitte der neunziger Jahre ist die
Grundlage fr eine sichere Datenbertragung im Internet gelegt Die Realisie
rung des Schlsselmanagements wurde jedoch noch nicht geklrt SKIP Photuris
und IKE sind aktuelle Entwrfe fr SchlsselmanagementProtokolle die fr die
IPSecSicherheitsarchitektur speziziert werden Der Artikel gibt einen berblick
ber diese Protokolle und vergleicht sie anhand der Eigenschaften Schlsselerstel
lung Authentizierung Perfect Forward Secrecy und Nachrichtenanzahl
 Einleitung
Je mehr das Internet an Verbreitung gewinnt desto dringender wird der Bedarf an
eektiven Sicherheitsmechanismen die einen vertraulichen Datenaustausch ber die IP
Schicht ermglichen Eine Untergruppe der IETF Internet Engineering Task Force die
IPSEC IP Security Working Group beschftigt sich damit entsprechende Standards
zu entwerfen
Der erste Schritt in diese Richtung wurde 

 mit der Verentlichung einer allgemei




Die jeweiligen Dokumente beschreiben Sicherheitsmechanismen sowohl fr IPv als
auch IPv Die IPSicherheitsarchitektur oder IPSEC sieht allerdings kein spezisches
Schlsselmanagement vor Statt dessen werden grobe Rahmenbedingungen vorgegeben
die ein IPSECkonformes Schlsselmanagement erfllen soll
Daraufhin wurden mehrere Vorschlge fr SchlsselmanagementProtokolle Key Ma
nagement Protocols entwickelt Auf den folgenden Seiten werden die bestehenden
Anstze dargestellt und verglichen Im einzelnen geht es dabei um das Simple Key
Management Protocol for Internet Protocols SKIP Photuris und den Internet Key
Exchange IKE auf Basis des Internet Security Association and Key Management
Protocol ISAKMP
Bevor die Protokolle im einzelnen vorgestellt werden soll noch ein kurzer berblick zu
der IPSecArchitektur und eine Einfhrung ins Schlsselmanagement gegeben werden
 Andreas Wachowski Vergleich aktueller KeyManagementProtokolle
 IPSec
Grundlage von IPSec sind zwei verschiedene Header   Der Authentication Header
AH garantiert die Echtheit und Integritt des IPDatagramms der Encapsulating













Abbildung  Der IPSec Encapsulating Security Payload
Der Security Parameters Index SPI verweist auf eine Security Association SA Die
SA wird zwischen zwei kommunizierenden Instanzen vereinbart und enthlt u a die
verwendeten kryptographischen Schlssel und Angaben zum Chirieralgorithmus Die
SAs selbst existieren in einer lokalen Datenbank beim Empfnger bzw Sender
Beim Empfang eines Pakets wird mit dem AHHeader die Echtheit des Senders ber
prft danach entschlsselt man die im ESP enthaltene Nutzlast Eine Frage des Schls




Um das Wesen des Schlsselmanagements zu erfassen ist es gnstig sich den Lebens
zyklus eines Schlssels nher anzusehen Dieser kann in die Bereiche  Erzeugung
 Verteilung  Aktivierung	Deaktivierung  das Ersetzen bzw ein Update  die
Rcknahme und  die Terminierung eines Schlssels gegliedert werden nach  Ford

Abschnitt ! SchlsselmanagementProtokolle realisieren die Phasen  und  Im
folgenden werden diese Phasen und ihre Eigenschaften detaillierter beschrieben
Die Schlsselerzeugung basiert in der Regel auf Zufallszahlen Die Wichtigkeit der Zu
fallszahlenqualitt wird dabei oft unterschtzt% doch die Analyse eines mangelhaften
Zufallszahlengenerators kann unter Umstnden dazu fhren da ein Angreifer aus ei
ner aufgezeichneten Schlsselfolge die nachfolgende Sequenz konstruieren kann Am
sichersten sind echte Zufallszahlen also solche die nicht durch Algorithmen sondern
durch physikalische Prozesse erzeugt werden Rauschgeneratoren lassen sich zum Bei




Die Verteilung von Schlsseln ist abhngig vom eingesetzten Kryptosystem Es exi
stieren zwei Arten von Kryptosystemen symmetrische und asymmetrische Systeme
Symmetrische Systeme benutzen fr Ver bzw Entschlsselung den gleichen Schlssel
asymmetrische Systeme dagegen verfgen ber einen entlichen Schlssel zur Chif
frierung und einen geheimen zur Entschlsselung
Fr symmetrische Systeme gilt die Forderung da nur die beiden Kommunizierenden
den Schlssel kennen Ein geeigneter Algorithmus zur Erstellung eines gemeinsamen
Geheimnisses ist der nach DieHellman s Abschnitt  Bei asymmetrischen Sy
stemen ist der geheime Schlssel nur dem Besitzer bekannt der entliche Schlssel
dagegen mu fr alle potentiellen Partner erreichbar sein Insbesondere mu ein ent
licher Schlssel eindeutig seinem Besitzer zugeordnet werden knnen Letzteres wird
ber Zertikate ermglicht% das sind in diesem Zusammenhang von einer vertraulichen
Stelle unterschriebene Schlssel
Beim Abschnitt Schlsselerzeugung wurde schon eine Sequenz von Schlsseln statt
eines einzelnen Schlssels angesprochen In der Tat sollte ein Schlssel nicht zu lange
eingesetzt werden weder zeitlich noch bzgl der verschlsselten Datenmenge Je mehr
Material oder je mehr Zeit ein Angreifer zum Herausnden des Schlssels hat desto
wahrscheinlicher wird sein Erfolg Deshalb werden Schlssel in regelmssigen Intervallen
erneuert
Ein SchlsselmanagementProtokoll kann beide Arten von Kryptosystemen einsetzen
Meistens benutzt man unsymmetrische Verfahren wegen ihres Rechenaufwands nur
fr die Aufstellung einer sicheren Verbindung Dabei wird ein gemeinsames Geheimnis
berrechnet und daraus ein Langzeitschlssel abgeleitet Bei der Verschlsselung der Da
tenbertragung werden statt dessen wechselnde Schlssel eines symmetrischen Systems
benutzt Die symmetrischen Schlssel selbst und nur sie werden mithilfe des Lang
zeitschlssels codiert damit bei einem Angri auf den Langzeitschlssel nicht zuviel
Chiretext zur Verfgung steht Protokolle knnen auch ein Update des Langzeitschls
sels vorsehen

 Schlsselerzeugung nach DieHellman
Die DieHellmanMethode ist ein weit verbreiteter Algorithmus zur Erzeugung eines
gemeinsamen Geheimnisses zwischen zwei oder mehr Parteien Die beiden potentiel
len Kommunikationspartner A und B einigen sich zunchst auf eine Primzahl p und
einen Wert g welcher modulo p primitiv ist d h g ist ein erzeugendes Element der
multiplikativen Gruppe p Diese Kommunikation kann ungesichert erfolgen
Anschlieend whlen sowohl A und B jeweils eine groe zufllige Zahl a bzw b die
geheimen Schlssel und senden ihrem Gegenber nun gamod p bzw gbmod p die f
fentlichen Schlssel Mit dem entlichen Schlssel als Basis und dem geheimen als
Exponenten erfolgt eine weitere Potenzierung mod p So bekommen beide Partner das
gemeinsame Geheimnis gabmod p   gbamod p
Die Bestimmung von a oder b ist fr einen Angreifer aufgrund der ntigen Berechnung
des diskreten Logarithmus schwer vorausgesetzt p und g sind geeignet gewhlt Die
Gre von p ist dabei von besonderer Bedeutung denn sie bestimmt die Gre des
Geheimnisses Momentan werden hug BitPrimzahlen benutzt empfehlenswert
sind mindestens  Bit
	 Andreas Wachowski Vergleich aktueller KeyManagementProtokolle
DieHellman wird sinnvollerweise immer zusammen mit einer Authentizierung ein
gesetzt Wre sich der Initiator einer Verbindung nicht eindeutig sicher da er den
gewnschten Empfnger anspricht knnte ein Angreifer selbst als Empfnger auftre
ten und so unbemerkt sensible Daten abfangen Man in the Middle Angri Fr





Ein weiteres wichtiges Element der Kryptographie und damit der Schlsselmanage
mentProtokolle sind EinwegHashfunktionen Eine EinwegHashfunktion ist eine Funk
tion h die fr eine beliebig lange Eingabe E einen Funktionswert Hashwert H fester
Lnge erzeugt und die zustzlich die folgenden Eigenschaften besitzt
a Die Berechnung von H$hE ist leicht
b Die umgekehrte Bestimmung von E mittels h und H ist schwer
c Die Ermittlung einer Eingabe E" bei gegebenem h und E so da hE"$hE gilt
ist schwer
Eine starke EinwegHashfunktion erfllt zustzlich die Eigenschaft der Kollisionsfrei
heit d h es gibt keine E und E" mit hE"$hE Authentizierung ist ein Bereich
bei dem starke EinwegHashfunktionen gefordert sind
EinwegHashfunktionen werden zur Generierung von Schlsseln und zur Authentizie
rung eingesetzt BeispielFunktionen sind MD  Rive
! und SHA  oSTe
! bzw  fr
Authentizierung  Keyed MD RFC  bzw Keyed SHA RFC  s auch
 KrBC
!
Im folgenden werden die drei SchlsselmanagementProtokolle SKIP Photuris und IKE
vorgestellt
 SKIP
SKIP Simple KeyManagement for Internet Protocols  AzMP
! ist ein bereits 


von SUN entwickeltes Protokoll Es wurde im August 

 als InternetEntwurf vorge
legt aber diese Bemhungen wurden anscheinend nicht fortgesetzt% es gibt keinen neue
ren Entwurf oder einen StandardRFC Auf httpskipincogcom ndet sich aktuelles
Material darunter auch eine Spezikation httpskipincogcomspecSKIPhtml
Ein Protokollberblick soll zunchst die Grundlagen vermitteln danach werden einige
Eigenschaften von SKIP beschrieben

 Protokollberblick
SKIP basiert auf der Annahme da jeder TeilnehmerKnoten einen authentizierten
entlichen DieHellmanSchlssel besitzt Die Authentizierung ist ber vorhande
ne Mechanismen wie z B X
 Zertikate mglich Die Verteilung der entlichen
Schlssel geschieht mittels eines Verzeichnisdienstes oder dem Certicate Discovery
SKIP 
Protocol Damit eine Verstndigung ber DieHellman berhaupt mglich ist ms
sen kommunizierende SKIPImplementierungen die gleichen Basen g und Primzahlen p
bzw Gruppen benutzen In der Spezikation von SKIP sind diese Werte vorgeschrie
ben
Mit den existierenden DieHellmanSchlsseln knnen beliebige Teilnehmerpaare
symmetrische geheime Schlssel gij mod p erzeugen gij mod p ist das sog Langzeit
geheimnis und hat eine Lnge zwischen  und  bits bei Bedarf auch mehr Dar
aus erstellt SKIP einen Schlssel Kij welcher Eingabe fr ein beliebiges symmetrisches
SchlsselKryptosystem etwa DES RC oder IDEA ist Die Lnge von Kij hngt vom
konkret benutzten Kryptosystem ab und bewegt sich typischerweise zwischen  und
 bits Kij entsteht aus gij mod p einfach durch Kopieren einer ausreichenden Anzahl
niederwertiger Bits Mit Kij als Langzeitschlssel werden die sog Paketschlssel Kp
chiriert
Die Paketschlssel Kp packet key dienen als Trger der beiden Schlssel zur Authen
tizierung und Verschlsselung einzelner IPPakete Die Paketschlssel werden zufllig
erzeugt Den AuthentizierungsSchlssel Ka und den ChirierSchlssel Ke gewinnt
man aus Kp durch Berechnung einer EinwegHashfunktion h
Ka $ hKp ) Crypt Alg ) h ) hKp ) Crypt Alg ) h
Ke $ hKp ) MAC Alg ) h ) hKp ) MAC Alg ) h
Crypt Alg kennzeichnet den Verschlsselungsalgorithmus MAC Alg den Authen
tizierungsalgorithmus Alle zwei Minuten oder nach  MByte bertragenen Daten
der jeweils zuerst eintretende Fall zhlt sollte Kp erneuert werden
Zur Erhhung der Sicherheit fr den Fall da Kij in die Hnde eines Angreifers gert
wird der Langzeitschlssel in regelmigen Intervallen erneuert SKIP berechnet den
neuen Kij mittels eines Zhlers n welcher im SKIPHeader mitgeschickt wird Der
Zhler ist fortlaufend und eine bit Zahl Bei stndlicher Erhhung wiederholt er
sich alle     Jahre also praktisch gar nicht Kij und n sind Eingaben fr die
gleiche EinwegHashfunktion die auch zur Berechnung der Ka und Ke benutzt wird
Der Funktionswert ist der neue Kij
Die stndliche Inkrementierung des Zhlers setzt eine  wenn auch grobe  Synchroni
sation der Teilnehmer voraus Empfngt eine Partei ein Paket welches einen um mehr




Der Einsatz von SKIP ist mglich fr alle Protokolle die Schlsselmaterial bentigen
Dazu wird im next header Feld des SKIPHeaders auf dieses Protokoll verwiesen und
umgekehrt enthlt der Header des folgenden Protokolls einen Verweis auf die SKIP
Schlssel Fr die IPSec Header AH und ESP Abschnitt  enthlt das SPIFeld
dann den reservierten Eintrag SKIP*SPI
SKIP identiziert Teilnehmer nicht anhand der IPAdresse sondern ber sog Master
Key IDs
Es kann eine Authentizierung an einem Zwischenknoten erwnscht sein etwa beim
Einsatz einer Firewall Dazu mu der Server die geheimen Schlssel aller angeschlosse
nen bzw an der SKIPKommunikation beteiligten Knoten erhalten Empfngt er dann
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ein Paket berechnet er den Kij der beiden kommunizierenden Parteien entschlsselt
Kp und authentiziert das Paket Er knnte auch die Daten entschlsseln und damit
ist es eine Vertrauensfrage ob SKIP in dieser Art und Weise fr persnlichen Daten
transport eingesetzt werden soll
SKIP ist sicher gegen Man in the Middle Known Keys und Denial of Service Angrie
 Photuris
Photuris wird seit 

 von P Karn und W Simpson entwickelt Die aktuelle Spezi
kation  KaSi




Photuris kennt vier Hauptstadien zur Aufstellung einer KommunikationsVerbindung
 CookieAustausch Denial of Service Abwehr Bekanntgabe mglicher Austausch
Schemata
 WerteAustausch Auswahl eines AustauschSchemas und Kommunikation zuge
hriger Werte
 IdentikationsAustausch Verikation Authentizierung Berechnung des ge
meinsamen Geheimnisses und der Sitzungsschlssel
 Weitere Nachrichten SchlsselUpdates
 CookieAustausch
Der CookieAustausch von Photuris beinhaltet zwei Nachrichten und sieht folgender
maen aus
 CookieAnfrage CookieI  
 CookieAntwort CookieI  CookieR Angebotene AustauschSchemata 
Hier und in den folgenden Austauschen bezeichnet  eine Kommunikation vom In
itiator zum Empfnger Responder  die Kommunikation vom Empfnger zum
Initiator
Bei der CookieAnfrage teilt der Initiator der Kommunikation dem Partner seinen Coo
kie CookieI mit Als Antwort erhlt er seinen eigenen Cookie zur Verizierung einen
entsprechenden Cookie des Kommunikationspartners CookieR und eine Liste von
AustauschSchemata Die Cookies dienen der Identikation der beiden Parteien unter
einander Im WerteAustausch wird ein konkretes AustauschSchema gewhlt welches
dann zur Etablierung eines gemeinsamen Geheimnisses benutzt wird s  Im fol
genden wird die Generierung und der Nutzen des Cookies nher beschrieben und kurz
auf das Format der AustauschSchemataListe eingegangen
Photuris 
Der Cookie ist ein BitWert Seine Erzeugung ist an drei Auagen gebunden a
Der Cookie mu von den kommunizierenden Parteien abhngen um Angrie mit einem
geraubten Cookie gesendet von anderer Stelle abzufangen b Nur der CookieErzeuger
selbst darf in der Lage sein von ihm verizierbare Cookies zu generieren Das wird
durch die Benutzung lokaler geheimer Information erreicht etwa durch einen zuflligen
Schlssel Whlt man diesen fr jede weitere Verbindung neu werden ReplayAttacken
erschwert c Die CookieGenerierung mu schnell sein um DenialofServiceAngrien
entgegenzuwirken
Die Autoren von Photuris empfehlen fr die Generierung der Cookies die Benutzung
einer kryptographischen EinwegHashfunktion h z B MD
InitiatorCookie $ hSlI  IPQuelladr IPZieladr UDPQuellportUDPZielport
AntwortCookie $ hCookieI  Zhler SlR IPQuelladr IPZieladr eigener UDP
Zielport angebotene AustauschSchemata
SlI bzw SlR sind die lokalen Geheimnisse von Initiator und Empfnger Der Zhler im
AntwortCookie dient der Verhinderung von ReplayAttacken
Dem Initiator einer Kommunikation ist es insbesondere mglich die bestehenden Ver
bindungen zu den Partnern zu berwachen Dazu wird der InitiatorCookie jedes ein
gehenden Datagramms mit allen Cookies verglichen die vom Initiator fr die aktuellen
Verbindungen schon erzeugt wurden Entweder durch Neugenerierung des Cookies
oder durch Vergleich mit einem zwischengespeicherten Cookie Ein Angreifer der sich
mittels gestohlener oder zufllig erzeugter Cookies in eine der bestehenden Verbindun
gen einschalten mchte scheitert somit an der Verizierung durch den Initiator
Die angebotenen AustauschSchemata sind eine nach Prferenz geordnete Liste der vom
Antwortenden untersttzten AustauschSchemata Die Liste ist mindestens vier Byte




Der WerteAustausch gliedert sich in eine Anforderung und eine Antwort
 WerteAnforderungCookies SchemaWahl InitiatorAustauschWert 
 WerteAntwortCookies AntwortAustauschwert 
Nach dem CookieAustausch erfolgt der Werteaustausch Der Initiator whlt aus der
beim CookieAustausch erhaltenen Liste ein AustauschSchema SchemaWahl und
sendet dieses zusammen mit einem dazu passenden Wert zur Generierung des gemein
samen Geheimnisses Der Antwortende schickt dem Initiator einen analogen Wert Die
Berechnung des gemeinsamen Geheimnisses erfolgt auf beiden Seiten nach Erhalt der
AustauschWerte
Ein Schema ist durch einen bitWert speziziert Die mglichen Werte gliedern sich
wie folgt in Gruppen  und  sind reserviert  ist Standardwert s unten  bis
 stehen fr zuknftig wohlbekannte verentlichte Schemata  sind fr
herstellerspezische unverentlichte Schemata vorgesehen  schlielich
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knnen fr private Schemata benutzt werden Die herstellerspezischen Werte ms
sen bei den Autoren reserviert werden um Eindeutigkeit zu gewhrleisten Bei pri




Der Standardwert steht allgemein fr einen DieHellmanAustausch auf Basis einer
endlichen Gruppe mit Primzahl p und Basis  der Schlsselgenerierung ber MD der
PrivacyMethode einfaches Masking und der Validierungsmethode MDIPMAC Die
Implementierung dieses Werts ist zwingend
 IdentikationsAustausch
Beim Identikationsaustausch werden die folgenden Nachrichten bertragen
 IdentittsAnfrage Cookies SPI SPILT Identittswahl Identikation Verikati
on SPIAttribute 
 IdentittsAntwort Cookies SPI SPILT Identittswahl Identikation Verikati
on SPIAttribute 
Zunchst soll ein berblick ber den Nachrichtenaustausch anschlieend dann eine
Erluterung des Nachrichtenaufbaus gegeben werden
Nachrichtenaustausch
Anfrage und Antwort sind strukturell gleich Die Nachrichten besitzen die gleichen
Parameter Zum Senden einer Nachricht treen beide Seiten mehrere Vorbereitungen
Auswhlen von SPI SPILT SPILebenszeit SPIAttributen und eigener Identika
tion dann Berechnung der Verikation zur Authentizierung schlielich Geheimhal
tungsschlsselerstellung privacy key generation und Verschlsselung der Nachricht
masking
Der Erhalt der IdentittsAnfrage durch den Empfnger bzw der IdentittsAntwort
durch den Initiator gestaltet sich so Validierung u a der Cookies der Identikation
der Verikation und der Attributwahl Bei erfolgreicher Validierung Berechnung der
Sitzungsschlssel fr beide Richtungen Start der verschlsselten bzw authentizierten
bertragung von Nutzdaten
Nachrichtenaufbau
Die Verikation ist ein BitWert der Ergebnis der Berechnung eines Hashwerts mit
einem teilnehmerabhngigen Verikationsschlssel und Daten der Parteien ist Zu den
Daten gehren Cookies Identittswahl Identikation AttributWerten Austauschwer
te von Initiator und Empfnger usw
Identittswahl und Identikation
Photuris bietet zwei Optionen zur Identittswahl von denen der konkrete Wert fr
den Verikationsschlssel abhngt Die erste Alternative ist symmetrische Identika
tion und basiert auf einer seitens des Protokolladministrators vorkongurierten Liste
der potentiellen TeilnehmerIdentitten Name SiteName EMail etc samt zugehri
ger symmetrischer Schlssel Vorgeschrieben ist eine Identittslnge von min 
 Bits
und eine Schlsselstrke von min  Bits Der Verikationsschlssel fr Identitts
und Validittsverikation ist fr diesen Fall der MDWert von der Konkatenation
des symmetrischen Schlssels mit dem gemeinsamen Geheimnis Zur Berechnung der
Sitzungsschlssel wird der symmetrische Schlssel als Generierungsschlssel benutzt
IKE 
Die zweite Identittswahl ist die an RFC  angelehnte Authentizierung  Der Veri
kationsschlssel besteht dann aus den  hchstwertigen Bits der mehrfach iterierten
Schlsselgenerierungsfunktion fr den Sitzungsschlssel Dabei ist diese Funktion durch
die Schemawahl speziziert Als Eingabe erhlt sie u a die Cookies und das gemein
same Geheimnis
GeheimhaltungsschlsselGenerierung und Verschlsselung
Vor dem Senden werden sowohl IdentittsAnfrage als auch Antwort ber die durch die
SchemaWahl festgelegte Geheimhaltungsmethode privacymethod getarnt mas
ked Beim einfachen Tarnen simple masking wird die Nachricht durch eine
ExklusivOderVerknpfung mit dem Geheimhaltungsschlssel chiriert Basis zur Be
rechnung dieses Schlssels ist die in der Schemawahl festgelegte Schlsselgenerierungs
funktion Parameter fr die Funktion sind u a die SPIAustauschwerte die Cookies
und das gemeinsame Geheimnis
Nach Abschlu des IdentikationsAustausches sind damit beide Parteien im Besitz
von Sitzungsschlsseln und haben sich auf eine SicherheitsAssoziation geeinigt Alle
nachfolgend zu sendenden Datagramme knnen mithilfe der Sitzungsschlssel authen
tiziert bzw verschlsselt werden
 Weitere Nachrichten
Weitere Nachrichten zum periodischen 'ndern der Sitzungsschlssel oder zum Aufbau
neuer oder revidierter Sicherheitsparameter werden bei Bedarf in dieser Phase aus
getauscht Anhand der bertragenen Datenmenge oder ber ein Zeitintervall werden
automatische Updates der Sitzungsschlssel durchgefhrt Diese Kommunikation ist
wie der IdentikationsAustausch ber den gemeinsamen Schlssel codiert
 IKE
IKE Internet Key Exchange  HaCa
! ist mit dem letzten Entwurf vom Juni 


recht aktuell Es ist eine Mischung aus zwei weiteren SchlsselmanagementProtokollen
Oakley und SKEME  Orma
! und  Kraw! und wird mit dem Ziel entworfen
ISAKMPkonform zu sein Das von Forschern der NSA National Security Agency
entwickelte Internet Security Association and Key Management Protocol ISAKMP
 MSST
! deniert einen Rahmen zur Verarbeitung von Security Associations Die von
ISAKMP denierten Nachrichtenformate ermglichen den Transport von Schlsseln
und Authentizierungsdaten unabhngig von der konkreten Schlsselerstellungstech
nik Damit stellt ISAKMP einen Rahmen fr die Schlsselverwaltung dar beschreibt
aber selbst kein konkretes Verfahren IKE ist ein entsprechendes Schlsselverwaltungs
Verfahren und wird im folgenden erklrt
 IKE Protokollberblick
IKE besitzt zwei Phasen die unterschiedliche Zwecke erfllen
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  Phase  Aufstellung eines sicheren authentizierten Kommunikationskanals
Aufbau einer ISAKMP Security Association
 Main Mode 	 Aggressive Mode
 New Group Mode optional
  Phase  Quick Mode Aurischung des Schlsselmaterials und Behandlung von
nichtISAKMPkonformen Sicherheitsmechanismen

 IKE Phase 
In Phase  kommt entweder der Main Mode oder der Aggressive Mode zur Ausfhrung
Der Main Mode entspricht dem ISAKMP Identity Protect Exchange% Aggressive Mode
ist eine Realisierung des Aggressive Exchange von ISAKMP Bei beiden werden die
authentizierten Schlssel mittels eines DieHellmanAustausches s Abschnitt 
erstellt
Im Main Mode werden zuerst zwei Nachrichten zur Einigung auf das weitere Verfah
ren ausgetauscht Anschlieend erfolgt der Austausch von DHWerten und weiteren fr
den Austausch wichtigen Attributen und zuletzt wird die Authentizierung der Part
ner untereinander vorgenommen Die Authentizierungsnachrichten werden mit dem
vorher erstellten gemeinsamen Geheimnis verschlsselt
Der Aggressive Mode ist charakterisiert durch die gleichzeitige Schlsselerstellung und
Authentizierung Ein Vorteil ist die hhere Geschwindigkeit ein Nachteil der Ver
zicht auf Identittssicherung die IDs werden unverschlsselt bertragen da noch kein
gemeinsames Geheimnis erstellt ist Zudem kann die DHGruppe nicht vereinbart wer
den
Sowohl Main Mode als auch Aggressive Mode kennen vier Authentizierungsarten
Digitale Signatur zwei AuthentizierungsVarianten ber Public Key und Authenti
zierung ber einen separat z B manuell vereinbarten Schlssel Der zu benutzende
SignaturAlgorithmus wird zwischen den Parteien ausgehandelt Der Vorteil von Public
Key ber digitale Signatur ist die auch im Aggressive Mode mgliche Identittssiche
rung Dafr ist Public Key langsamer Die erste Variante braucht zwei publickey
Verschlsselungen und zwei privatekeyEntschlsselungen Die zweite Variante wurde
zu diesem Zweck gendert und kommt mit je einer dieser aufwendigen Ver bzw Ent
schlsselungen aus
Die Authentizierung erfolgt ber folgende Hashwerte
HASHI $ prfSKEYID gxi ) gxr ) CookieI ) CookieR ) SAib ) IDiib
HASHR $ prfSKEYID gxr ) gxi ) CookieR ) CookieI ) SAib ) IDirb
Die prf pseudo random function ist wenn nicht anders ausgehandelt die HMAC
Version  KrBC
! der verwendeten EinwegHashfunktion I bzw R stehen fr In
itiator und Empfnger gxi und gxr sind die entlichen DHSchlssel vom Initiator
bzw Empfnger
SKEYID ist ein Hashwert dessen Berechnung von der Wahl der Authentizierungsart
abhngt
Gegenberstellung und Bewertung 
Digitale Signatur SKEYID $ prfNib ) Nrb gxy
Public Key SKEYID $ prfhashNib ) Nrb CookieI ) CookieR
Separat vereinbarter Schlssel SKEYID $ prfseparater Schlssel Nib ) Nrb
gxy ist das gemeinsame DHGeheimnis
Der New Group Mode ist zur eigentlichen Kommunikation nicht notwendig Er ist eine
Erweiterung von ISAKMP und wird im Anschlu an den Main Mode ggf zur Denition
privater Gruppen fr den DHAustausch eingesetzt IKE kennt standardmig bereits
vier Gruppen OakleyGruppen wovon zwei ber einen endlichen Krper modulo
einer Primzahl die anderen zwei ber elliptische Kurven deniert sind
 IKE Phase 

Der Quick Mode ist unabhngig von ISAKMP speziziert Er sorgt fr die Erneuerung
von Schlsselmaterial whrend einer Kommunikation Durch einen eingelagerten ch
tigen DieHellmanAustausch kann der Quick Mode Perfect Forward Secrecy bieten




Nach ISAKMP lassen sich Schlsselaustauschprotokolle u a an den Kriterien Schlssel
erstellungsmethode Authentizierung Symmetrie Perfect Forward Secrecy und Back
Trac Propagation unterscheiden Davon wird im folgenden auf Schlsselerstellungs
methode Authentizierung und Perfect Forward Secrecy nher eingegangen und au
erdem die Anzahl der auszutauschenden Nachrichten verglichen
 Schlsselerstellung
SKIP IKE und Photuris haben grundlegende Gemeinsamkeiten Alle etablieren ein ge
meinsames Geheimnis zwischen den Parteien das zur Verschlsselung der richtungsab
hngigen zufllig erzeugten DatagrammSchlssel eingesetzt wird Diese PaketSchls
sel sind Grundlage zur Authentizierung und Chirierung von Nachrichten Bei SKIP
heit das gemeinsame Geheimnis Kij und der Paketschlssel Kp Bei Photuris ent
spricht der WerteAustausch der Erstellung des gemeinsamen Geheimnisses und der
IdentikationsAustausch liefert u a die ersten Sitzungsschlssel Alle Protokolle set
zen dabei primr auf DieHellman Unterschiede gibt es beim Grad der Flexibilitt
bzgl anderer AustauschSchemata
SKIP ist in dieser Beziehung nicht so allgemein gefat wie Photuris und IKE Es setzt
zur Generierung des gemeinsamen Geheimnisses einen DieHellmanAustausch mit
expliziter Gruppe ein  Der Nachteil dabei ist da eine Einigung bzgl dieser Gruppe
bereits auf Implementierungsebene getroen werden mu Im Entwurf werden folglich
auch explizite Werte zur Implementierung empfohlen Sollten in Zukunft aber gerade
 Die Spezikation weist zwar auf die Mglichkeit der Verallgemeinerung hin Das bedeutet aber
eine Abnderung der Spezikation
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fr diese Werte mathematisch bedingte Schwchen entdeckt werden dann steht man vor
dem Problem alle bestehenden Installationen von SKIP abndern zu mssen Sobald
nun zwei Implementierungen zwei verschiedene Gruppen oder Basen benutzen knnen
sie nicht mehr miteinander kommunizieren Ein gleichzeitiges globales Update ist aber
genausowenig praktikabel In dieser Hinsicht enthlt SKIP also eine Einschrnkung
Photuris und IKE sehen allgemeiner die Einigung der Parteien auf eines von mehreren
AustauschSchemata vor IKE bietet dabei DieHellman mit variablen Gruppen an
Photuris geht den allgemeinsten Ansatz und speziziert DieHellman nur als eines von
vielen einsetzbaren Austauschschemata Es unterteilt dabei neben DH in a zuknf
tig wohlbekannte verentlichte Schemata b herstellerspezische unverentlichte
und c private Schemata
Photuris kennt einen CookieAustausch SKIP nicht Der Cookie wird zur Initialisierung




Die Authentizierung der den Protokollen zugrundeliegenden DieHellmanWerte ist
auf sehr unterschiedliche Weise gelst SKIP setzt die Echtheit der entlichen Schls
sel voraus und verweist dabei auf bestehende Methoden zur Zertizierung Wie diese
realisiert und an SKIP angebunden werden ist nicht Teil der Spezikation von SKIP
Photuris ist nicht notwendigerweise an einen DHAustausch gebunden sondern sieht
Raum fr viele AustauschSchemata vor Der CookieAustausch erreicht unabhngig
vom AustauschSchema eine Identizierung der Kommunikationspartner fr den wei
teren ProtokollVerlauf bis der Identikationsaustausch eine Authentizierung der ge
sendeten Daten erreicht hat
IKE bietet zur Authentizierung des DHAustauschs sowohl fr Main Mode als auch
Aggressive Mode vier Alternativen Die erste eine digitale Signatur ist die von
ISAKMP geforderte Authentizierungsart Auerdem kennt IKE zwei Mglichkeiten
der public key Authentizierung und die Alternative ber einen separat vereinbarten
Schlssel
Alle Protokolle bieten einen authentizierten Schlsselaustausch an SKIP und Pho
turis verfolgen die in RFC   Atki
a! vorgestellte Idee Die invarianten Teile des
Datagramms werden inklusive des gemeinsamen Geheimnisses gehasht und dieser Wert
als MAC mit dem Datagramm geschickt  AzMP
 Abschnitt ! und  KaSi
 Ab
schnitt  ! IKE arbeitet im Quick Mode auf eine hnliche Weise  HaCa

Abschnitt !
 Perfect Forward Secrecy
Der Begri Perfect Forward Secrecy PFS bezieht sich auf die Eigenschaft da die
Kompromittierung genau eines Schlssels nur Zugri auf durch genau einen Schlssel
IKE verwirklicht damit nur einen Teil des ISAKMPRahmens welcher einen allgemeinen DH
unabhngigen Key Exchange Payload	 kennt 
MSST Abschnitt 
Gegenberstellung und Bewertung 
gesicherte Daten erlaubt Damit PFS mglich wird darf der zur Datenbertragung
benutzte Schlssel nicht zur Ableitung weiterer Schlssel benutzt werden und wenn
der zur Datenbertragung benutzte Schlssel aus anderem Schlsselmaterial abgeleitet
wurde dann darf dieses Material nicht benutzt werden um weitere Schlssel abzulei
ten  HaCa
 Abschnitt !
Die PFSEigenschaft ist demnach erwnscht Falls ein Angreifer bei einem Protokoll
ohne Perfect Forward Secrecy in den Besitz eines Schlssels kommt wre evtl die
Vorausberechnung zuknftiger Schlssel mglich und damit die Sicherheit de facto
zerstrt
Bei SKIP wird das gemeinsame Geheimnis zur Ableitung von Datenbertragungsschls
seln Kij benutzt Die mit Kij bertragenen Daten sind die Paketschlssel Kp Die
stndlichen Aktualisierungen von Kij erfolgen mittels einer Funktion welche als Ein
gabe den alten Kij und den aktuellen Zhler enthlt Sollte ein Angreifer in den Besitz
des gemeinsamen Geheimnisses oder eines Kij"s kommen kann er unter Umstnden
smtliche noch folgenden Kij berechnen SKIP ist also in der OriginalSpezikation
nicht PFSsicher  Aziz
! ist eine Erweiterung welche beschreibt wie SKIP PFSfhig
gemacht werden kann
Photuris besitzt Perfect Forward Secrecy Nach der PFSDenition darf aus einem
zur Datenbertragung benutzten Schlssel kein weiterer Schlssel hergeleitet werden
Erst ab dem IdentikationsAustausch werden Nachrichten verschlsselt bertragen
und dazu wird ein aus dem gemeinsamen Geheimnis hergeleiteter Schlssel verwendet
messageprivacy key Die anderen Schlssel d h die zur Chirierung der Daten
bertragung generierten Sitzungsschlssel basieren ebenfalls auf dem gemeinsamen
Geheimnis und zustzlicher weiterer Attribute Ein direkter Zusammenhang zwischen
diesen Schlsseln besteht jedoch nicht vielmehr sind beide Schlssel vom gemeinsamen
Geheimnis abhngig Auch die SitzungsschlsselUpdates werden unabhngig von vo
rigen Schlsseln generiert Es gibt damit keinen direkten Zusammenhang zwischen den
verwendeten Schlsseln und somit Perfect Forward Secrecy
IKE besitzt Perfect Forward Secrecy Beim Update von Schlsseln ber den Quick Mo
de Abschnitt  wird dies mit einem kurzlebigen DieHellmanAustausch erreicht
d h ein in den Quick Mode zustzlich aufgenommener Key Exchange Payload KE
dient zur Berechnung eines nur fr das folgende Schlsselupdate benutzten gemeinsa
men Geheimnisses
 Nachrichtenanzahl
Bei SKIP ist kein zustzlicher Nachrichtenaustausch zur Etablierung der Schlssel not
wendig Statt dessen ndet die Berechnung des Kij ohne Kommunikation mit dem
Empfnger direkt beim Initiator statt Im ersten gesendeten Datagramm ist der Kij
bereits enthalten und kann vom Empfnger veriziert werden Letzterer verfhrt auf
analoge Weise KijUpdates werden ebenfalls ohne zustzliche Kommunikation ber
den Zhler gemacht Photuris benutzt sechs Nachrichten zwei zur Parameterverhand
lung zwei zum DieHellmanAustausch zwei zur Authentizierung Die im Main
Mode von IKE ausgetauschten Nachrichten sind in Anzahl und Bedeutung mit denen
von Photuris vergleichbar Der Aggressive Mode von IKE kommt mit drei Nachrichten
aus Whrend Photuris beim Schlsselupdate zwei Nachrichten sendet braucht IKE
im Quick Mode drei Botschaften
	 Andreas Wachowski Vergleich aktueller KeyManagementProtokolle
 Zusammenfassung
SKIP Photuris und IKE sind drei SchlsselmanagementProtokolle die mit dem Ziel
entworfen werden eine sichere Datenbertragung ber das Internet zu ermglichen
SKIP setzt zertizierte DieHellmanSchlssel und eine explizite DieHellman
Gruppe voraus ber das gemeinsame Geheimnis zweier Kommunikationspartner wer
den Langzeitschlssel generiert Damit werden die per Zufall erzeugten Paketschls
sel chiriert Diese wiederum sind Grundlage fr Authentizierungs und Chirier
Schlssel
Die BasisSpezikation von SKIP bietet keine Perfect Forward Secrecy Die Kommu
nikationsinitialisierung ndet implizit mit dem ersten gesendeten Datagramm statt
Schlsselupdates  sowohl der Langzeit als auch der Paketschlssel  werden ebenfalls
implizit vorgenommen und bentigen keinen zustzlichen Overhead
Photuris" drei Phasen zur Erstellung einer SicherheitsAssoziation sind CookieAus
tausch WerteAustausch und IdentikationsAustausch Der CookieAustausch richtet
sich gegen DenialofServiceAngrie und beginnt die Verhandlung ber ein Austausch
Schema nicht unbedingt DieHellman Im WerteAustausch erfolgt vor allem die
Festlegung auf ein Schema bzw bzgl DieHellman die Festlegung auf eine Grup
pe Im IdentikationsAustausch werden die Partner authentiziert Sitzungsschlssel
erstellt und eine Verikation der bisherigen Kommunikation durchgefhrt
Identikation der Parteien ist a durch vom Administrator vorkongurierte Identitten
und Passwrter oder b ber IPSecAHbasierte Authentizierung mittels der SPI
Sitzungsschlssel mglich Photuris bietet Perfect Forward Secrecy Es braucht sechs
Nachrichten zum SAAufbau und zwei fr ein Schlsselupdate
IKE ist ein hybrides auf Oakley und SKEME basierendes ISAKMPkonformes Proto
koll Die SA wird im Main Mode  Nachrichten oder im Aggressive Mode  Nach
richten aufgebaut Im Quick Mode  Nachrichten nden Schlsselupdates statt Der
Main Mode besteht aus zwei Nachrichten zur Verfahrensverhandlung zwei weiteren
zum Austausch von DHWerten und zweien zur Authentizierung
IKE verhandelt den Verschlsselungs und den HashAlgorithmus ggf eine pseudo
zufllige Funktion und eine von vier standardmigen DieHellmanGruppen Weitere
Gruppen knnen mit den New Group Mode im Anschlu an Main oder Aggressive Mo
de verhandelt werden Authentizierung ist mglich ber digitiale Signaturverfahren
Public Key Algorithmen und separat vereinbarte Schlssel IKE besitzt die Mglichkeit
zur Perfect Forward Secrecy
Von allen drei Protokollen gilt IKE wegen der ISAKMPKonformitt und der groen
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tzung integrierter Dienste im LANBereich
Jrgen Blaschek
Kurzfassung
Mit zunehmender Leistungsfhigkeit der lokalen Netze und des Internets steigen
auch die Anforderungen Bei Anwendungen mit zeitabhngigem Datenverkehr
wie zB InternetTelefonie oder VideoKonferenzen soll der Datenu zwischen
den Endsystemen dabei m
glichst stetig und reibungslos ablaufen wofr den An
wendungen im Netzwerk kurzzeitig entsprechend viele Ressourcen zur Verfgung
gestellt werden mssen Fr die Reservierung der zur Verfgung stehenden Res
sourcen sorgt dabei das Reservierungsprotokoll RSVP Dafr wird ein Modell
ben
tigt das im LANBereich fr die Ressourcenreservierung sorgt und die mit
RSVP eingefhrten Dienstklassen auf SchichtDienste abbildet
 Einleitung
Die Architekturen fr lokale EthernetNetze und der Fast EthernetStandard IEEE
 wie auch das Internet untersttzen traditionsgem nur den besteort
Verkehr dh sie erbringen Dienste mit bestmglicher Qualitt Jedoch werden mit den
zunehmend verbesserten bertragungstechnologien und der Vielzahl von neu entwickel
ten Echtzeitanwendungen wie zB Videokonferenzen oder InternetTelefonie auch
neue Anforderungen an diese bertragungstechnologien gestellt dh es werden Me
chanismen bentigt die Echtzeitdienste ber Internet bzw Intranet ermglichen Mit
dem RFC  Request for Comments wurde von der Arbeitsgruppe fr Integrier
te Dienste der IETF Internet Engineering Task Force ein erstes Regelwerk geschaf
fen das diese neuen Anforderungen bercksichtigt Es wurden verschiedene Klassen
von Netzwerkdiensten mit verbesserter Dienstqualitt deniert wie zB Kontrollierte
Last Controlled Load und die Klasse Garantierte Dienste Guaranteed Service
Die Dienstklasse der Kategorie kontrollierte Last versucht ein EndezuEnde Ver
kehrsverhalten zu erreichen das den traditionellen besteortDiensten in unbelaste
ten oder nur leicht belasteten Netzwerken nahekommt Um die voraussichtliche Netz
werkbelastung abschtzen zu knnen gibt die Anwendung welche die Kontrollierte
LastDienstklasse anfordert dem Netzwerk eine Schtzung wieviel Netzressourcen
voraussichtlich von ihr bentigt werden
Die Garantierte DiensteKlasse bietet den Anwendungen die Mglichkeit bertra
gungen mit garantierter Bandbreite und Verzgerungszeiten zu nutzen Es wird da
fr lediglich die akkumulierte variable Verzgerung im EndezuEndeVerkehrspfad
beschrnkt die durch unterschiedliche Bearbeitungszeiten in den Zwischensystemen
  Jrgen Blaschek Untersttzung integrierter Dienste im LANBereich
entsteht Die garantierte DiensteKlasse kontrolliert jedoch nicht die Minimal oder
Durchschnittsverzgerung bzw den Jitter Abweichung zwischen minimaler und maxi
maler Verzgerung
Jede dieser Dienstklassen wurde entwickelt um verschiedene Dienstqualitten anzubie
ten wobei verschiedene Parameter eingehalten werden mssen Eine Anwendung mu
nun diejenige Dienstklasse auswhlen welche die gestellten Anforderungen am besten
erfllt
Einen Mechanismus um als Endsystem solche Dienste in einem IPNetzwerk zu benut
zen bietet zB das Ressourcenreservierungsprotokoll RSVP RSVP arbeitet im Gegen
satz zu den meisten anderen Reservierungsprotokollen verbindungslos Es werden die
Ressourcen entlang eines durch herkmmliche RoutingProtokolle bestimmten Weges
reserviert Die IPDatagramme folgen dann diesem Weg und nutzen die fr sie be
stimmten Ressourcen Es handelt sich beim RSVP um empfngerorientierte Reservie
rungen dh der Empfnger initiiert die Reservierung wobei je Empfnger unterschied
liche Dienstanforderungen mglich sind Eine Sitzung beginnt dabei mit dem Initiieren
der Reservierung und endet mit dem Abbau der Reservierung
RSVPfhige Systeme mssen verschiedene Elemente enthalten
  Zugangskontrolle Prft ob der Knoten die Anforderung erfllen kann
  PolicyKontrolle Entscheidet ob eine Anwendung Reservierungen machen darf
  Classier Teilt Pakete einer QoSKlasse zu
  Packet Scheduler Teilt die Ressourcen zu zB Verwaltung der Bandbreite be



























Abbildung  Endsystem und Router eines RSVPfhigen Systems
Ein initialer RSVPProtokollablauf sieht dabei wie folgt aus
Die ISSLLArchitektur 
 Ein Sender schickt periodisch PathNachrichten und baut damit einen Baum auf
wobei die wichtigsten Informationen in jedem auf dem Verkehrspfad liegenden
Knoten gespeichert werden Die PathNachrichten enthalten dabei folgende In
formationen
  Senderbeschreibung zB IPAdresse Port FlowLabel
  Verkehrscharakteristiken des Senders
  Aushandlungsinformationen fr den Empfnger optional
 Ein Empfnger tritt der MulticastGruppe bei
 Der Empfnger erhlt die PathNachricht und sendet ResvNachrichten mit sei
nen Anforderungen Die ResvNachrichten durchlaufen das System auf dem glei
chen Pfad zum Sender auf dem die PathNachricht zum Empfnger gekommen
ist
 Der Sender erhlt die ResvNachricht und beginnt mit Senden
Die IEEE Institute of Electrical and Electronical Engineers hat in ihrem Projekt
Standards fr viele verschiedene LANTechnologien deniert Diese bieten den Proto
kollen auf hheren Schichten wie zB IP typischerweise alle den gleichen MACSchicht
Datagrammdienst an obwohl die Implementierungen oft unterschiedliche dynamische
Verhaltenscharakteristiken aufweisen Die Beachtung dieser Unterschiede ist wichtig
wenn spter die Fhigkeit zur Untersttzung von Realzeitdiensten betrachtet wird IE
EE deniert Standards um mehrere LANSegmente zusammenzuschlieen indem
Gerte wie zB MACBridges oder Switches benutzt werden Zustzlich wurden
Verkehrsklassen Multicast Filtering und virtuelle LANFhigkeiten fr diese Gerte
deniert
Solche LANTechnologien bilden oft den letzten Abschnitt zwischen Internet	Intranet
und dem Endbenutzer genauso wie sie fr ganze CampusNetzwerke den ersten Bau
stein darstellen Aus diesem Grund ist es wichtig standardisierte Mechanismen anzu
bieten um diese Technologien fr EndezuEndeRealzeitdienste zu nutzen Deshalb
mu es Mechanismen geben die Ressourcenmanagement auf der Sicherungsschicht
Data Link Layer untersttzen Ressourcenmanagement beinhaltet in diesem Kontext
auch die Funktionen Zugangskontrolle Scheduling Verkehrsberwachung Trac Po
licing etc Die ISSLL Integrated Services over Specic Link LayersArbeitsgruppe
der IETF wurde mit dem Ziel ins Leben gerufen Mechanismen zur Untersttzung
integrierter Dienste zu erforschen und zu standardisieren
In den nun folgenden Abschnitten werden zuerst die Voraussetzungen und Ziele erlu
tert die mit den Integrierten Diensten erreicht werden sollen Danach wird die Funk
tion des Bandbreitenmanagers am Beispiel des Subnetzbandbreitenmanagers SBM
und seine Einordnung in das Modell der Integrierten Dienste beschrieben
 Die ISSLLArchitektur
In diesem Abschnitt werden die Voraussetzungen und Ziele beschrieben die das Design
einer Architektur beeinussen sollten um Integrierte Dienste ber LANTechnologien
 Jrgen Blaschek Untersttzung integrierter Dienste im LANBereich
untersttzen zu knnen Die Voraussetzungen beziehen sich dabei auf Funktionen und
Eigenschaften die untersttzt werden mssen whrend die Ziele auf Funktionen und
Eigenschaften anspielen die wnschenswert wren aber nicht unbedingt notwendig
sind
Voraussetzungen
  RessourcenReservierung Der Ressourcenreservierungsmechanismus mu imstan
de sein Ressourcen auf einem einzelnen oder auf mehreren Segmenten zu reser
vieren und diese ber Bridges	Switches zu verbinden
  Zugangskontrolle Der Zugangskontrollmechanismus mu in der Lage sein die
Anzahl der bentigten Ressourcen zu berechnen oder zu schtzen um im Voraus
eine nicht erfllbare Anforderung ablehnen zu knnen
  Flow Separation und Scheduling Es ist notwendig einen Mechanismus fr
die Trennung der Verkehrssse anzubieten so da den RealzeitFlssen eine
bevorzugte Behandlung vor den besteortFlssen gegeben werden kann
  berwachung	Verkehrsformung Verkehr mu von den End und Zwischensyste
men Workstations Router geformt und	oder berwacht werden um die ber
einstimmung mit den verhandelten Verkehrsparametern zu garantieren Geform
ten Verkehr zu erzeugen ist dabei das empfohlene Verhalten fr Verkehrsquellen
  Soft State Die Statusinformationen mssen periodisch erneuert werden solange
die Reservierung erhalten bleibt
  Zentrale oder verteilte Implementierung Im Falle einer zentralen Implementie
rung verwaltet eine Station die Ressourcen eines ganzen Subnetzes Dies hat den
Vorteil da es einfacher einzusetzen ist da Bridges und Switches nicht notwendi
gerweise durch zustzliche Funktionalitt erweitert werden mssen Bei der ver
teilten Implementierung hat jede Station eine eigene die Ressourcen verwaltende
Einheit Der Vorteil dieser Implementierung ist die bessere Skalierbarkeit jedoch
mssen nun alle Bridges und Switches diesen Mechanismus auch untersttzen
  Skalierbarkeit Die Mechanismen und Protokolle sollten niedrigen Aufwand ver
ursachen und bis zu den grten Empfngergruppen ezient funktionieren
  Fehlertoleranz und Wiederherstellung Der Mechanismus mu in der Lage sein
auch whrend des Auftretens von Fehlern zu funktionieren
  Interaktion mit existierenden Ressourcenmanagementkontrollen Die Wechselwir
kung mit existierenden Infrastrukturen fr Ressourcenmanagement mu spezi
ziert werden
Ziele
  Unabhngigkeit von Protokollen der hheren Schichten Der Mechanismus sollte
so weit wie mglich von Protokollen hherer Schichten wie zB RSVP und IP un
abhngig sein Diese Unabhngigkeit ist wnschenswert um die Zusammenarbeit
mit anderen Reservierungsprotokollen zu sichern
Die ISSLLArchitektur 
  Empfngerheterogenitt Dies bezieht sich auf MulticastKommunikation wo ver
schiedene Empfnger verschiedene Dienstqualitten beanspruchen knnen
  Untersttzung fr verschiedene Filterarten Es ist wnschenswert fr die ver
schiedenen von RSVP denierten Filterarten Untersttzung anzubieten
  Pfadauswahl In quellgerouteten LANTechnologien wie zB Token Ring	IEEE
 wre es sinnvoll fr den Mechanismus die Funktion der Pfadauswahl mit
einzubeziehen um den Gebrauch der Netzwerkressourcen zu optimieren

 Das Konzept des Bandbreitenmanagers
Die gerade beschriebenen funktionalen Voraussetzungen werden von einem Element
namens Bandbreitenmanager BM  Bandwidth Manager durchgefhrt Der BM ist
dafr zustndig da den Anwendungen oder Protokollen der hheren Schicht die Me
chanismen zur Anforderung der Dienstqualitt eines Netzwerkes angeboten werden
Der BM besteht aus einem Requester Module RM und einem Bandwidth Allocator
BA wobei diese nicht zusammen in einem System realisiert sein mssen
Das RM bendet sich in jedem Endsystem eines Subnetzes Eine seiner Funktionen
ist eine Schnittstelle zwischen Anwendungen mit Protokollen der hheren Schicht wie
RSVP ST SNMP etc und dem BM anzubieten Eine Anwendung kann die ver
schiedenen Funktionen des BM aufrufen indem sie die Schnittstellenprimitive des RM
benutzt und diese mit entsprechenden Parametern versieht Dem gewnschten Dienst
garantierter Dienst oder kontrollierte Last die Verkehrsbeschreibung und die ent
haltene Summe an Ressourcen die reserviert werden sollen Das RM mu danach die
Vermittlungsschichtadressen in Sicherungsschichtadressen bersetzen und die Anfra
ge in ein fr die anderen Komponenten des BM verstndliches Format konvertieren
Desweiteren ist das RM fr die Rckgabe der Statusinformationen der durch den BM
bearbeiteten Anfragen verantwortlich
Der BandwidthAllocator ist fr die Ausfhrung der Ressourcenzuweisung dh Zu
gangskontrolle und aktualisieren des Ressourcenzustands im Subnetzwerk verantwort
lich Ein Endsystem kann verschiedene Dienste wie zB Bandbreitenreservierung 'n
derung einer bestehenden Reservierung Fragen zur Ressourcenverfgbarkeit etc an
fordern Diese Anfragen werden vom BA bearbeitet Die Kommunikation zwischen
Endsystem und BA wird ber den RM abgewickelt
Fr die Kommunikation zwischen den verschiedenen Komponenten des BM mssen
Protokolle speziziert werden
  Kommunikation zwischen Protokollen hherer Schichten und RM Der BM mu
Primitive fr die Anwendungen denieren um Reservierungen zu initiieren An
fragen an den BA wegen verfgbarer Ressourcen stellen Reservierungen ndern
oder lschen etc Diese Primitive knnen als Anwendungsschnittstelle Applica
tion Programming Interface  API implementiert werden
  Kommunikation zwischen RM und BA Ein Signalisierungsmechanismus mu fr
die Kommunikation zwischen RM und BA deniert werden Dieses Protokoll spe
ziziert die Nachrichten die zwischen RM und BA ausgetauscht werden mssen
um verschiedene Anfragen durch die hhere Schicht zu bedienen
 Jrgen Blaschek Untersttzung integrierter Dienste im LANBereich
  Kommunikation zwischen gleichwertigen BAs Fr den Fall da sich in einem
Subnetz mehr als ein BA bendet mu ein Mittel zur Kommunikation zwischen
diesen BAs zur Verfgung gestellt werden BAs sind in der Lage untereinan
der auszumachen wer fr welches Segment welche Brcke oder welchen Switch
verantwortlich ist
Anhand von Beispielen werden zuerst die beiden verschiedenen Implementierungsmg
lichkeiten der zentralen und verteilten Implementierung vorgestellt Beiden Implemen
tierungen ist gemeinsam da das RM in jedem Endsystem das Reservierungen vorneh
men mchte vorhanden sein mu Der BA wiederum ist nun entweder in jeder vermit
telnden Bridge	Switch vorhanden verteilte Implementierung oder es gibt in einem
Subnetz nur einen BA der dann fr die Zugangskontrollentscheidungen des ganzen Sub
































Das Konzept des SubnetzBandbreitenManagers Subnet Bandwith Manager  SBM
ist ein Vorschlag der ein standardisiertes Signalisierungsprotokoll fr LANbasierte
Zugangskontrollverfahren im Zusammenhang mit RSVPDatenssen anbietet
Das SBMProtokoll und sein Gebrauch zur Zugangskontrolle und Bandbreitenmanage
ment basieren auf den folgenden architektonischen Zielen und Annahmen
  Zur Verwaltung der Bandbreite wird ein Signalisierungsprotokoll speziziert das
auch die seit kurzem exisitierenden zustzliche Funktionalitten wie zB die ex
plizite Untersttzung verschiedener Verkehrsklassen und verschiedener Integrierte
Dienste bercksichtigt
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  Durch den SBM ist lediglich eine Signalisierungsmethode und ein Signalisie
rungsprotokoll fr LANbasierte Zugangskontrollen deniert Es werden keine
Verkehrskontrollmechanismen fr die Schicht  angeboten Das Protokoll wurde
entworfen um die schon vorhandenen und durch IEEE  denierten Mechanis
men auszunutzen
  Fehlen Verkehrskontrolle oder priorittengesteuerten Warteschlangenmechanis
men im darunterliegenden LAN beschrnkt der SBMbasierte Zugangskontroll
mechanismus nur die Gesamtmenge der Verkehrslast die durch RSVPDatens
se erzeugt wird
Dabei strebt der SBMVorschlag bei Kombination von Flukontrolle des Endsystems
mit Verkehrskontrolle und PriorittsWarteschlangen auf der Schicht  eine Annhe
rung an die Kontrollierte Last und Garantierte DiensteKlasse an In Umgebun
gen dieser Art ist kein Mechanismus vorhanden der zwischen RSVPDatenssen und
besteortVerkehr unterscheidet Dies stellt die Brauchbarkeit des SBMModells in
einer LANInfrastruktur die das Paketversenden mit einer IEEE p Priorittsstufe
nicht untersttzt in Frage
In jedem von einem SBM verwalteten Segment gibt es einen SBM der dazu bestimmt
wird das LANSegment zu leiten Dieser ausgezeichnete SBM Designated Subnet
Bandwidth Manager  DSBM ist eine Protokolleinheit in einem Schicht oder Schicht
Gert und verwaltet die Ressourcen eines SchichtSegmentes Meistens existieren
DSBMs fr jedes Segment und sind mit Informationen ber die maximal zu reservie
rende Bandbreite jedes UnterSegments versehen
Es gibt zwei Mglichkeiten wie ein SBM zum DSBM bestimmt werden kann Durch sta
tische Konguration in SBMfhigen Gerten oder durch dynamische Auswahl Startet
im Falle der dynamischen Auswahl ein SBM zum ersten Mal seinen Dienst so bleibt
er im Hintergrund und wartet auf eingehende DSBMFunktionsnachrichten bis die
Wahl eines neuen DSBM ntig wird Existiert kein DSBM so sorgt der SBM fr ei
ne Wahl indem er die DSBM*WILLINGNachricht aussendet die seine IPAdresse
und SBMPrioritt als DSBMKandidat enthlt Im folgenden sendet jeder SBM seine
Prioritt und Adresse aus Der DSBM wird nun anhand der Prioritt bestimmt Gibt
es zwei DSBMKandidaten mit gleicher Prioritt so entscheidet ein Wahlalgorithmus
ber die IPAdresse welcher SBM bevorzugt zu behandeln ist Ist der DSBM einmal
gewhlt so sendet er periodisch zB alle  Sekunden eine I*AM*SBMNachricht an
alle SBMs Bleibt diese Nachricht eine bestimmte Zeit lang aus so bedeutet dies da
der DSBM nicht mehr seine Aufgabe erledigen kann Dies lst dann eine neue Wahl
zwischen den bestehenden SBMs aus Wenn kein DSBM zur Verfgung steht knnen
zur Kommunikation die StandardRSVPWeiterleitungsregeln benutzt werden
Sendet ein SBM eine PfadNachricht ber eine an einem verwalteten Segment ange
schlossene Schnittstelle oder gibt diese weiter so schickt er die Nachricht an den DSBM
statt an die RSVPSitzungszieladresse wie dies in konventionellen RSVPProzessen ge
macht wird Als Teil eines Prozesses initiiert und verwaltet der DSBM einen Pfadstatus
fr die Sitzungen und vermerkt den vorherigen Knoten Previous Hop  PHOP der die
Nachricht sendete Mchte ein DSBMClient eine Reservierung fr eine RSVPSitzung
machen folgt er den StandardRSVPRegeln und sendet eine ResvNachricht an die
entsprechende PHOPAdresse die in einer angekommenen PfadNachricht festgelegt
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wurden Die DSBMProzesse erhalten ResvNachrichten mit den mglichen Bandbrei
ten und beantworten diese mit ResvErrNachrichten an den Anfragenden falls die An
frage nicht gewhrt werden kann bzw leiten die ResvNachricht an den PHOP weiter
wenn ausreichend Ressourcen vorhanden sind und die Reservierungsanfrage gewhrt
werden kann Der DSBM verschmelzt und ordnet Reservierungsanfragen in berein















Abbildung  Beispiel eines verwalteten Segmentes
Abbildung  zeigt ein Beispiel eines verwalteten Segments in einer Schicht Domne
die einige Hosts und Router miteinander verbindet Die grundlegende DSBMbasierte
Zugangskontrollprozedur funktioniert wie folgt
 DSBMInitialisierung Als Teil einer initialen Konguration bekommt der DSBM
Informationen wie zB die Grenzen der Fragmentierung von erhltlichen Ressour
cen die in jedem verwalteten Segment unter seiner Kontrolle reserviert werden
knnen ZB ist die Bandbreite eine solche Ressource
 DSBM ClientInitialisierung Fr jedes angehngte Element entscheidet ein
DSBMClient ob ein DSBM an dieser Schnittstelle existiert
 DSBMbasierte Zugangskontrolle Um eine Ressourcenreservierung anzufragen
folgen die DSBMClients den folgenden Schritten
a Wenn ein DSBMClient eine RSVPPfadnachricht ber eine mit dem ver
walteten Segment verbundene Schnittstelle sendet oder weiterleitet sendet
er die Pfadnachricht anstatt zur RSVPSitzungszieladresse zum DSBM des
Segments Nach der Behandlung dieser Nachricht leitet der DSBM diese zur
Zieladresse weiter Als Teil des Prozesses initiiert und speichert der DSBM
einen Pfadstatus fr die Sitzungen und vermerkt den vorigen Schicht  oder
Schicht Hop der ihm die Pfadnachricht gesendet hat
b Wenn eine Anwendung im Host A eine Reservierung fr eine RSVPSitzung
machen mchte folgt der Host A den StandardRSVPProtokollnachrich
tenregeln und sendet eine RSVP ResvNachricht zur Schicht 	Schicht 
Adresse des vorigen Hops
c Der DSBM behandelt die RSVP ResvNachricht basierend auf der verfgba
ren Bandbreite und gibt eine ResvErrNachricht an den Anfragenden Host
A zurck wenn fr die Anfrage keine Garantie bernommen werden kann
Wenn jedoch die bentigten Ressourcen verfgbar sind und fr die Reser
vierungsanfrage eine Garantie bernommen werden kann gibt der DSBM
die ResvNachricht zum PHOP weiter
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d Enthlt die Schicht Domne mehr als ein verwaltetes Segment so knnten
der Requester Host A und der Forwarder Router R durch mehr als ein
verwaltetes Segment getrennt sein In diesem Fall wrde sich die ursprngli
che PfadNachricht durch mehrere	viele DSBMs eines fr jedes verwaltete
Segment auf dem Weg von R nach A fortpanzen und in jedem DSBM
den Pfadstatus verndern Aus diesem Grund wrde sich die ResvNachricht
in umgekehrter Richtung von KnotenzuKnoten durch die vermittelnden
DSBMs fortpanzen und eventuell den ursprnglichen Forwarder Router
R in der Schicht Domne erreichen falls die Zugangskontrolle in allen
DSBMs erfolgreich verlief
Nachdem in diesem Abschnitt die Funktionsweise des Bandbreitenmanager am Beispiel
des SBMs beschrieben wurde folgt nun die Einordnung eines Bandbreitenmanagers in
ein lokales Netzwerk
Im EndsystemModell ist jeder sendende Client siehe Abbildung Client hat hier
die Bedeutung eines auf Schicht  jedoch am bergang zu Schicht  operierenden
Gertes fr die lokale Zugangskontrolle und das PaketScheduling seiner Verbindung
gem der ausgehandelten Dienste selbst verantwortlich Wrde dieser Client einen
RSVPProze starten der folgendes anbietet Eine Schnittstelle zum Einrichten einer
Sitzung fr Anwendungen das Senden von Signalisierungen ber das Netzwerk das
Programmieren eines Schedulers und Classiers im Treiber und Schnittstellen zu ei
nem berwachungskontrollmodul Insbesondere bildet RSVP auch eine Schnittstelle
zu einem lokalen Zugangskontrollmodul das im Mittelpunkt unserer Betrachtungen
stehen soll Sie ist innerhalb des Clients fr die Abbildung von Schicht Session Esta
















Abbildung  RSVP in einem sendenden Host
Die Funktionen des RequesterModuls in einem sendenden Endsystem Abbildung 
knnen wie folgt beschrieben werden Vom IP bzw vom RSVPProtokoll kommt
der Auftrag Daten zu versenden Die vom IPProtokoll mitgelieferte Zieladresse wird
im Adreabbildungsmodul zu einer Schicht Adresse konvertiert und dem Request
Modul bergeben Das RequestModul fragt bei dem lokalen BAModul an ob der
lokale Zugang gewhrt werden kann Desweiteren wird eine SBMAnfrage an weitere
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Abbildung  ISSLL in einem sendenden Endsystem
BA weitergeleitet Diese Anfrage enthlt neben der Schicht Adresse die notwendi
gen RSVPParameter Empfngt das Endsystem die Antwort des Netzwerks dann
wird die Zugangskontrollentscheidung inklusive der durch Aushandlung vernderten
Parameterwerte an die Einheiten der hheren Schicht bergeben Die vom Empfn
ger kommende user*priority wird in der  HeaderTabelle gespeichert Diese wird
benutzt wenn fr die zu sendenden Datenpakete die Schicht Kpfe erzeugt werden
Die BAKomponente ist nur dann vorhanden wenn ein verteiltes BAModell imple
mentiert wurde Wenn sie vorhanden ist hat sie hauptschlich die Funktion die lokale















Abbildung  ISSLL in einem empfangenden Endsystem
Die Ablufe in einem empfangenden System Abbildung  nden wie folgt statt
Das Request Modul beantwortet schon vor der bertragung der eigentlichen Datenpa
kete die Anfragen des Request Moduls des Senders Es handelt mit jedem lokalen BA
die Zugangskontrollentscheidungen aus und gibt die Anfragen an RSVP weiter wenn
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diese zugelassen wurden Nach dem Aushandeln der bertragungsformalitten teilt des
Request Modul dem Packet Scheduler mit unter welchen Bedingungen die Datenpake
te beim Empfnger ankommen werden Der Classier empfngt dann die Datenpakete
identziert sie und gibt sie an den Packet Scheduler weiter Das Strip  Header

































Abbildung  ISSLL in einem Switch
Das SwitchModell Abbildung  benutzt die Terminologie des SBMProtokolls als
Beispiel fr ein Zugangskontrollprotokoll Das Modell ist jedoch genauso anwendbar
wenn andere Mechanismen wie zB statische Konguration oder Netzwerkmanagement
als Zugangskontrolle benutzt werden Innerhalb eines Switches werden die folgenden
Dinge deniert
  Lokales Zugangskontrollmodul Es bendet sich eines an jedem Port und zhlt
die an diesem Port verfgbare Verbindungsbandbreite
  EingangsSBMModul Eines an jedem Port fhrt auf der Netzwerkseite des Si
gnalisierungsprotokolls die Verbindungen mit Clients oder anderen Switches der
gleichen Schicht aus
  SBM Weiterleitungsmodul SBM Propagation Modul Leitet Anfragen welche
die Zugangskontrolle am Eingangsport passiert haben zum relevanten Ausgangs
port des SBMModuls weiter
  AusgangsSBMModul Leitet Anfragen an die nchste Schicht  oder Schicht 
Teilstrecke weiter
  Classier Queue und SchedulerModul Das ClassierModul identiziert die re
levanten QoSInformationen der eingehenden Pakete und benutzt diese um zu
entscheiden an welchem Ausgangsport und an welche Verkehrsklasse das Paket
weitergegeben werden soll Queue und Scheduler stellen die Ausgangswarteschlan
gen fr Ports zur Verfgung und bieten den Algorithmus an mit dem die Pakete
zur bertragung auf die AusgangsVerbindung gegeben werden um damit den
IntServDienst anbieten zu knnen
	  Jrgen Blaschek Untersttzung integrierter Dienste im LANBereich
  Ingress Trac Class Mapping und Policing Module Dieses optional vorkommende
Modul kann die Daten innerhalb von Verkehrsklassen auf die Einhaltung der
verhandelten Parameter berwachen
  Egress Trac Class Mapping Module Dieses optionale Modul knnte das Re
mapping von Verkehrsklassen auf einer Basis pro Ausgangsport vornehmen
Wenn ein zentrales BAModell implementiert ist nehmen Switches am Zugangskon
trollproze nicht teil Die Zugangskontrolle ist durch einen zentralen BA implementiert
zB einem Subnetz Bandbreiten Manager

 Anwendung der Architektur auf verschiedene LANTypen
Das Ausma in dem Netzwerke Dienstgarantien anbieten knnen hngt zu einem
Groteil von der Fhigkeit ab die Hauptfunktionen Fluidentikation und Scheduling
im Zusammenhang mit Zugangskontrolle und berwachung anzubieten Fr die hier
betrachteten Technologien sind geteilte shared halbduplexgeschaltete switched half
duplex und vollduplexgeschaltete LANs die Haupttopologien
In der geteilten Topologie teilen sich mehrere Sender ein einziges Segment Eine halbdu
plexgeschaltete Topologie ist im wesentlichen eine geteilte Topologie mit der Einschrn
kung da nur zwei Transmitter um die Ressourcen jeglicher Segmente konkurrieren
In einer vollduplexgeschalteten Topologie erhlt der Transmitter zu jeder Zeit und an
jedem Ende der Verbindung Zugang zu einem Pfad mit der ganzen Bandbreite Daher
gibt es in dieser Topologie keinen Bedarf fr Zugangskontrollmechanismen wie zB
CSMA	CD oder Token Passing da sich keiner der beiden Transmitter dem anderen
gegenber durchsetzt Oensichtlich bietet diese Topologie die besten QoSFhigkeiten
In einem vollduplexgeschalteten LAN ist das MACProtokoll fr den Zugri unwich
tig Das MACProtokoll mu jedoch die Zugriszeit bercksichtigen die der ber
tragungszeit des grten Paketes entspricht Vollduplex geschaltete Netzwerktopolo
gien bieten sowohl fr kontrollierte Last als auch fr garantierte Dienste gute QoS
Fhigkeiten sofern sie innerhalb der Switches von geeigneten QueuingStrategien un
tersttzt werden
Sobald einem einzelnen
 geteilten CSMACDSegment ein CSMA	CDAlgorithmus
prsentiert wird ist der Versuch einen garantierten Dienst einzufhren aufgrund der
fehlenden Kopplung zwischen mehreren Sendern einer bertragungsstrecke ernsthaft
gefhrdet Es gibt eine Reihe von Grnden weshalb man keine bessere Lsung fr die
ses Problem anbietet Erstens glaubt man nicht da dies ein wirklich lsbares Problem
ist da man dafr eine Reihe von 'nderungen am MACProtokoll vornehmen mte
Zweitens ist man nicht berzeugt da es sich dabei um ein wirklich interessantes Pro
blem handelt Drittens besteht der Kern der CampusNetzwerke typischerweise eher
aus auf Switches basierenden Lsungen als auf durch Repeater verbundene Segmente
Viele der Argumente fr suboptimale Untersttzung von garantierten Diensten im
geteilten Medium Ethernet gelten auch fr das halbduplex geschaltete Ethernet Im
Wesen ist diese Topologie ein Medium das zwischen wenigstens zwei Sendern geteilt
ist Auch wenn diese beiden Sender eng miteinander verbunden sind und kooperieren
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besteht immer die Mglichkeit da der best eortVerkehr des einen den reservierten
Verkehr des anderen verdrngt
In einem halbduplex geschalteten und geteilten Token Ring  Netzwerk ist die Netz
werkzugriszeit fr hochpriorisierten Verkehr in jeder Station an die Formel N  
THTmax gebunden wobei N die Anzahl der hochpriorisiert sendenden Stationen und
THTmax die maximale Token Holding Time ist Dabei ist leicht einzusehen da
die Zugriszeiten durch die Reduzierung von N oder THTmax verbessert werden kn
nen Da die Zugriszeit beschrnkt ist kann eine obere Grenze fr die EndezuEnde
Verzgerung angeboten werden wie dies vom garantierten Dienst bentigt wird Der
an den garantierten Dienst gebundene Verkehr bekommt dabei einfach die fr Benut
zerdaten hchste Prioritt
In halbduplex geschalteten und geteilten IEEE Netzwerken Demand Priority
basiert die Kommunikation zwischen Endknoten und Hubs sowie unter den Hubs selbst
auf dem Austausch von Verbindungskontrollsignalen Diese Signale werden benutzt
um den Zugri auf das geteilte Medium zu kontrollieren Die Netzwerkzugriszeit fr
hochpriorisierte Pakete ist im Grunde die Zeit die gebraucht wird um vor normal
priorisierten Netzwerkdiensten senden zu knnen Diese Zugriszeit ist beschrnkt und
hngt von der Bitbertragungsschicht und der Topologie des geteilten Netzwerkes ab
In den letzten Abschnitten wurde eher nebenbei die Notwendigkeit erwhnt Priori
tten bei der bertragung von Datenpaketen einzufhren Durch die Einfhrung eines
Feldes zur Priorittensteuerung sollte es den Netzwerktopologien TokenRing FDDI
und Demand Priority mglich sein garantierte Dienste anbieten zu knnen In den
folgenden Abschnitten wird nun beschrieben wie in den einzelnen Netzwerktopologi
en ein Feld zur Priorittensteuerung das user*priorityFeld im Rahmen von ISSLL
verwendet werden kann
Das user*priorityFeld ist ein mit allen Rahmen assoziierter Wert im IEEEDienst
modell Je nach Netzarchitektur ist es in den zu bertragenden Rahmen integriert oder
auch nicht In der TokenRingTopologie ist es zB im FCFeld integriert whrend
dieses Feld in einem EthernetRahmen nicht bertragen wird Die DemandPriority
Topologie IEEE  kann je nach benutztem Rahmenformat dieses Feld imple
mentiert haben Wird das Token RingRahmenformat zur bertragung benutzt so ist
das user*priorityFeld implementiert whrend dies bei der Benutzung des Ethernet
Rahmenformats nicht bercksichtigt wird Der IEEE DStandard deniert einen
Weg wie diese Bits ber ein aus Ethernet Token Ring Demand Priority FDDI oder
anderen MACSchichtMedien bestehendes gebridgetes Netzwerk bertragen werden
knnen indem ein erweitertes Rahmenformat benutzt wird Ist ein explizites Feld zur
Aufnahme der user*priority vorhanden so mu die bestehende Hard und Software der
Schicht nicht verndert oder erweitert werden Hherentwickelte SchichtSwitches
wren durch die Nutzung des user*priorityFeldes in der Lage die zu bertragenden
Pakete besser zu klassizieren und dadurch die bestehenden Ressourcen ezienter zu
nutzen Das user*priorityFeld hat eine Gre von  Bit und bietet damit  verschie
dene Kategorien beginnend mit dem Wert  als hchste und wichtigste bis zu dem
Wert  als der unwichtigsten Kategorie Diese Einteilung in Kategorien ist in Tabelle
 beschrieben Desweiteren wird das user*priorityFeld benutzt um die Dienstklassi
zierungen der Schicht auf die Schicht abzubilden Die Einteilung ist ebenfalls in
Tabelle  beschrieben
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Anwendung Benutzerprioritt Dienst
Zeitunkritische Daten  Default Best Eort
 weniger als Best Eort


LANManagement  Kontrollierte Last
Zeitkritische Daten  Garantierter Dienst ms
Realzeitkritische Daten  Garantierter Dienst ms
MACRahmen 
Tabelle  Einteilung der Daten in Prioritten
In EthernetPaketen gibt es kein explizites trac class oder user*priorityFeld
dh dieses Feld mte in einem geeigneten an dem Verkehrspfad liegenden Receiver
oder Switch regeneriert werden oder aus Protokollinformationen einer hheren Schicht
abgeleitet werden Dies bedeutet da es nicht mglich ist in einem EthernetNetzwerk
Integrierte Dienste einzufhren
Der Token RingStandard bietet ein Priorittsmechanismus der sowohl das Queuing
der Pakete vor der bertragung als auch den Zugang der Pakete zum geteilten Medi
um kontrollieren kann Dieser Priorittsmechanismus benutzt dabei Bits im AC Access
ControlFeld und dem FC Frame ControlFeld des LLCRahmens Token Ring be
nutzt auch das Konzept der reservierten Prioritt Reserved Priority das sich auf
den Priorittswert mit dem eine Station den Token fr die nchste bertragung re
serviert sttzt Kreist ein freies Token im Ring dann darf nur eine Station mit einer
Access Priority welches grer oder gleich der reservierten Prioritt ist das Token zur
bertragung im Ring benutzen Desweiteren ist eine Token RingStation theoretisch
in der Lage sofern sie mehrere Rahmen unterschiedlicher Prioritt zu versenden hat
anhand der im user*priorityFeld eingetragenen Prioritt zu versenden
Der FDDIStandard bietet einen Priorittsmechanismus der sowohl fr die Kontrolle
der Paketbertragung als auch fr die Kontrolle des Paketzugris auf das geteilte Me
dium benutzt werden kann Der Priorittenmechanismus ist dem oben beschriebenen
Token Ring hnlich
IEEE  ist ein Standard fr ein geteiltes  Mbps LAN Datenpakete werden
bermittelt indem sie entweder das IEEE  oder der IEEE  Rahmenformat
benutzen Das MACProtokoll heit dabei Demand Priority Die Hauptcharakteristi
ken in Bezug auf QoS sind die Untersttzung von zwei Dienstpriorittsstufen normale
Prioritt und hohe Prioritt und der Dienstauftrag fr jede der beiden Datenpakete
von allen Netzwerkknoten EndHosts und Bridges	Switches werden durch die Benut
zung eines einfachen Round RobinAlgorithmus bedient
Wenn das IEEE  Rahmenformat zur Datenbertragung benutzt wird dann wird
das user*priority im StartDelimiter des IEEE  Datenpakets kodiert Wird je
doch das IEEE  Rahmenformat benutzt dann wird das user*priority zustzlich




Es wurde hier eine Mglichkeit beschrieben integrierte Dienste im LANBereich ein
zufhren Das Reservierungsprotokoll RSVP sorgt dabei auf der Schicht fr die Re
servierung der zur Verfgung stehenden Ressourcen Die dem entsprechende auf die
Schicht abgebildete Ttigkeit bernimmt der Subnetzbandbreitenmanager Um die
integrierten Dienste nutzen zu knnen ist eine Priorittenverwaltung auf der Schicht
unumgnglich An der relativen Einfachheit des EthernetRahmenformats jedoch schei
tert die Priorittenverwaltung im Ethernet

 Bewertung
Da der grte Teil der vorkommenden Netzwerke wohl Ethernet bzw in neuester Zeit
auch FastEthernetNetzwerke sind kommt dort der Einsatz von integrierten Diensten
nicht in Frage Fr die vergleichsweise wenigen TokenRingNetzwerke in denen diese
Technik eingesetzt werden knnte wird die Industrie auf Basis der entstehenden Stan
dards wahrscheinlich keine Soft und Hardware entwickeln oder diese wird so teuer sein
so da deren Einsatz unrentabel ist
	 Jrgen Blaschek Untersttzung integrierter Dienste im LANBereich
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Dierentiated Services sind ein Ansatz um im Internet gewisse Basisdienste ein
zufhren Das Ziel ist es Mechanismen und Standards zur Verfgung zu stellen
die es erlauben die Bandbreite des Internets unterschiedlichen Benutzern in kon
trollierter Weise zur Verfgung zu stellen um heutigen und zuknftigen Anforde
rungen besser gerecht zu werden Da die Dienste der Dierentiated Services einen
aggregierten Datenverkehr und nicht einzelne Datenstr
me betrachten k
nnen
sie ohne Zustandsinformation pro Datenstrom im Inneren des Internets realisiert
werden Zustzlich sollen sie auf die Hilfe von Signalisierung auf jedem Teilab
schnitt verzichten Diese Arbeit beschreibt zwei verschiedene Anstze  zum einen
die Einfhrung eines Dienstes fr burstartigen Verkehr mit statistisch garantierter
Bandbreite und zum anderen die Einfhrung einer Dienstklasse fr Anwendungen
mit konstanter Bitrate Auerdem geht sie auf deren Gemeinsamkeiten und die
Unterschiede ein und stellt eine Architektur zur Integration beider Dienstklassen
im Internet vor
 Motivation
Das heutige Internet baut auf dem IPProtokoll auf Dabei handelt es sich um einen
DatagrammDienst Ein DatagrammDienst ist ein verbindungsloser Dienst Die zu
bertragenden Daten werden in mehrere Pakete segmentiert und dann einzeln bertra
gen Dabei wird jedes Paket vllig unabhngig von den anderen betrachtet Ein Paket
besteht aus einem Kopf und einem Rumpf Der Kopf enthlt verschiedene Kontrollfel
der wie zB die Quell	Zieladressen und den Typ der Daten im Rumpf Der Rumpf
enthlt die Daten Diese Pakete durchlaufen auf dem Weg zum Ziel Router die alle
eingehenden Pakete in einer Warteschlange speichern und sie dann anhand der Ziel
adresse und ihrer internen Routingtabelle zum nchsten Router senden Dabei kann
es vorkommen da eine Warteschlange berluft und alle neu ankommenden Pakete
verworfen werden  ein Stau tritt auf Dies ist ein Grund warum man bei IP auch von
einem unzuverlssigen Dienst spricht Weitere Grnde sind erstens da Fehler in den
Paketen nicht behoben werden und zweitens da die einzelnen Pakete unterschiedli
che Wege durch das Netz nehmen knnen und daher nicht unbedingt in der gleichen
Reihenfolge beim Empnger ankommen wie sie beim Sender weggeschickt wurden
		 Thorsten Pastoors Dierentiated Services
Eine andere Bezeichnung fr den IPDienst ist auch BestEortService Die Eigen
schaften des Dienstes werden durch "gib mir immer soviel Bandbreite wie Du brig
hast und bediene mich so schnell wie Du kannst" sehr gut beschrieben Der Benutzer
kann also nie genau sagen wieviel Bandbreite seinem Datenstrom vom Netz zur Ver
fgung gestellt wird und ob die Pakete berhaupt ankommen Es existiert zwar im
IPKopf auch ein  Bit groes TypeofServiceFeld TOS in dem einzelne Bits fr
"geringe Verzgerung" "hohen Durchsatz" "hohe Zuverlssigkeit" und fr  Prioritts
stufen gesetzt werden knnen doch gibt es fr die Umsetzung dieser Wnsche keinerlei
Garantie Das Feld wird nmlich in der Regel berhaupt nicht ausgewertet
Heutigen und zuknftigen Anforderungen der Benutzer und ihrer Anwendungen wird
das Internet nicht mehr gerecht Es werden vielmehr unterschiedliche Dienstklassen
mit verschiedenen Merkmalen wie zB kurze EndezuEndeVerzgerung garantier
te Bandbreite und geringer Jitter bentigt Es ist die Aufgabe der Dierentiated
ServicesArbeitsgruppe der IETF Internet Engineering Task Force Vorschlge fr
die "schnelle" Einfhrung von Dienstklassen auszuarbeiten Ihre Mitarbeiter haben in
zwischen mehrere Vorschlge ausgearbeitet die im folgenden vorgestellt und diskutiert
werden sollen Ihre Ziele waren hauptschlich
  das bestehende Paketformat  und hier vor allem den Paketkopf  unverndert zu
lassen dh einzelnen Felder hchstens eine neue Bedeutung zu geben
  den Weiterleitungspfad einfach zu halten und
  die Komplexitt so weit wie mglich an die Grenzen des Netzwerkes zu legen
 Grundlagen
Dierentiated Services stellen skalierbare Dienste im Internet dar  NiBl
! Ihr Vorteil
liegt darin da in den Zwischensystemen keine Zustandsinformation pro Datenstrom
gespeichert werden mu und da keine Signalisierung auf jedem Teilabschnitt notwen
dig ist Dies wird erreicht indem in den Routern nur der aggregierte Datenverkehr
betrachtet wird Eine breite Palette von verschiedenen Diensten kann alleine durch die
drei folgenden Aktionen realisiert werden
  Bits im TOSFeld werden an Netzwerk und Verwaltungsgrenzen gesetzt um ber
bestimmte Bitmuster eine Zuordnung der einzelnen Pakete zu Dienstklassen zu
erhalten
  Diese Bitmuster werden dazu benutzt um zu entscheiden wie die Pakete in den
Routern behandelt werden
  An den Netzwerkgrenzen werden die markierten Pakete entsprechend den Ei
genschaften der Dienste berwacht und das Bitmuster wird gegebenenfalls neu
angepat
Das TOSFeld der IPvPakete bzw das ClassFeld der IPvPakete erhlt im Mo
dell der Dierentiated Services eine neue Bedeutung Es wird nun als Dierentiated
Grundlagen 	
ServicesFeld DS benutzt In ihm knnen bestimmte Bits gesetzt werden dh das
Paket wird markiert Das Bitmuster gibt dann an zu welchem Dienst ein Paket ge
hrt und dient in den Routern als Index auf ein bestimmtes PerHopVerhalten Ein
PerHopVerhalten ist die Strategie nach der sich ein Paket beim Weiterleiten in
einem Router verhlt Anders gesagt wird ein PerHopVerhalten im DSFeld ko
diert und anhand der Kodierung eine gewisse Weiterleitungsstrategie in den Routern
ausgewhlt Um Eigenschaften eines Dienstes vorhersagen zu knnen mssen alle Rou
ter auf das kodierte PerHopVerhalten reagieren und zwar mit der jeweils gleichen
Strategie Die dabei angewandten Mechanismen knnen aber durchaus variieren Jeder
Router besitzt einen Satz Parameter mit denen er steuert wie die Pakete weitergeleitet
werden
Um Dierentiated Services realisieren zu knnen sind auer der Markierung noch wei
tere Dinge ntig Folgende funktionale Einheiten werden an den Netzwerkgrenzen und
im Netzinneren gebraucht
  Klassizierer  whlt Pakete anhand bestimmter Felder des Paketkopfes zB
Quell	Zieladresse oder Bitmuster im DSFeld aus und leitet sie entsprechend
an andere Einheiten weiter
  Markierer  setzt Bits im DSFeld
  berwacher  berwacht das Verhalten eines Datenstroms und agiert aufgrund der
Verhltnisse zwischen gemessenen und kongurierten Werten zB Datenrate und
Bursts Bei nicht konformen Paketen wird die Markierung zurckgesetzt oder sie
werden verzgert oder sogar verworfen









Abbildung  Zwei Beispiele fr die Anordnung der funktionalen Einheiten
An verschiedenen Stellen im Netzwerk werden die funktionalen Einheiten kombiniert
um EndezuEndeDienste die durch das Verketten von PerHopVerhalten entlang
des Weges von der Quelle bis zum Ziel realisiert werden anbieten zu knnen siehe
 Thorsten Pastoors Dierentiated Services
Abbildung  Ein Beispiel ist eine berwachungseinheit die an der Grenze eines Netz
werks plaziert ist und aus einem Klassizierer der das DSFeld auswertet und einem
berwacher besteht siehe Abbildung  b
Wie bereits oben erwhnt ist eine Signalisierung auf jedem Teilabschnitt nicht not
wendig Trotzdem mssen manche Parameter der funktionalen Einheiten vor allem an
den Netzwerkgrenzen gesetzt werden damit ein Netzwerk allen Benutzern die ausge
handelte Dienstgte garantieren kann Jedes Verwaltungsgebiet kann dabei die Bereit
stellung der Bandbreite der Dienste in seinem Netz individuell regeln Bei Endezu
EndeDiensten ber mehrere Verwaltungsbereiche hinweg mssen diese Bereiche aber
Signalisierungsinformation austauschen knnen um zB die berwachungseinheiten
zu kongurieren Das kann mit dem Protokoll RSVP mit BandwidthBrokern siehe
Abschnitt  oder manuell durch die Netzwerkadministratoren erfolgen
 Die neuen Dienstklassen
Eine Gemeinsamkeit in den Vorschlgen zu den Dierentiated Services besteht darin
da der existierende BestEortService beibehalten und durch neue Dienstklassen er
gnzt wird Man erwartet da weiterhin ein Groteil des InternetVerkehrs bestmglich
bertragen wird Zum einen weil viele vor allem ltere Anwendungen entsprechend
entwickelt wurden und zum anderen da nicht jeder Benutzer neue Dienstklassen ben
tigt oder bereit ist fr diese extra zu bezahlen Denn es ist klar da mit der Einfhrung
neuer Dienstklassen auch die Abrechnungspolitik im Internet ergnzt oder sogar neu
berdacht werden mu um die Benutzer davon abzuhalten nur noch die neuen Dienste
zu fordern und zu benutzen
In  ClWr
! und  NiJZ
! werden zwei neue voneinander verschiedene Dienstklassen
vorgestellt Ein wichtiges Merkmal von beiden besteht darin da die bestehenden An
wendungen nicht gendert werden mssen dh die Markierung der IPPakete wird
beim Netzzugang und nicht in den Endsystemen vorgenommen
 Der AssuredService
In  ClWr
! wird der AssuredService als Ergnzung zum BestEortService vorge
schlagen Er ist fr burstartigen Verkehr geeignet und wird ber ein Prol beschrieben
Ein Prol besteht aus einer mittleren Datenrate und einer maximalen Burstlnge ZB
 MBit	s mittlere Datenrate und eine Burstlnge von  Byte Die mittlere Da
tenrate wird dem Benutzer aber nur statistisch garantiert Pakete die konform zum
Prol sind werden nur sehr unwahrscheinlich verworfen Pakete die nicht konform
sind werden mit einer hheren Verlustwahrscheinlichkeit ausgeliefert Konforme und
nichtkonforme Pakete erfahren aber in den Routern keine Reihenfolgevertauschung
untereinander Der Dienst sichert dem Benutzer zu da die konformen als IN mar
kierten Pakete den Empfnger mit einer hohen Wahrscheinlichkeit erreichen aber
nicht zu ( da die mittlere Bandbreite nur statistisch garantiert wird  Die nicht
markierten nicht konformen Pakete OUTPakete desselben Datenstroms haben keine
Privilegien Sie werden bei Stausituationen wie normale BestEortPakete behandelt
und knnen daher in den Routern verworfen werden
Die neuen Dienstklassen 
Ein IPDatenstrom des AssuredService besteht also aus einzelnen Paketen die ent
weder als IN oder OUT markiert sind Diese Markierung  ein Bit gengt hier  soll
im DSFeld des IPKopfes geschehen Da bei einem BestEortPaket keine Bits ge
setzt werden soll die Kodierung so gewhlt werden da ein als OUT markiertes
Paket des AssuredService nicht von einem BestEortPaket zu unterscheiden ist
Die Markierung dient nun in den Routern dazu OUTPakete  also auch Pakete
des BestEortService  bei Stausituationen mit einer hherer Wahrscheinlichkeit als
INPakete zu verwerfen Daher kann der Nutzer davon ausgehen da als IN markierten
Pakete selbst bei Stau ziemlich sicher beim Empfnger ankommen und da OUTPakete
ankommen falls kein Stau auftritt Durch die Mglichkeit einen Teil der Daten so gut
wie sicher und einen anderen Teil "auf gut Glck" zum jeweiligen Empfnger zu schicken
und daher die Datenrate berzubelegen ist dieses Dienstmodell besonders fr burstar
tigen Verkehr geeignet
Aber wie wird entschieden welche Pakete als IN oder OUT markiert werden, Jedem
Benutzer ist ein Dienstprol zugeordnet und sein Datenstrom wird dem Prol entspre
chend markiert Die Markierung wird von einer eigenen logischen Komponente dem
sogenannten ProleMeter ausgefhrt Die Plazierung des ProleMeter kann berall
dort erfolgen wo ein Benutzer	ErbringerVerhltnis besteht also zB zwischen End
system und LAN zwischen LAN und Internet Service Provider ISP oder zwischen
ISP und ISP Ein Datenstrom kann von seiner Quelle bis zu seinem Ziel durchaus meh
rere ProleMeter durchlaufen Dabei unterscheidet ein ProleMeter im Netzinnern
an seinem Eingang keine unterschiedlichen Datenstrme zB anhand des IPQuell	
Zieladrepaares sondern betrachtet den aggregierten Datenverkehr und behandelt alle
eingehenden Pakete als zum selben Datenstrom gehrend und markiert diesen entspre
chend dem eingestellten Prol Der erste ProleMeter auf dem Pfad vom Sender zum
Empfnger jedoch enthlt einen Klassizierer der einzelne Datenstrme unterscheidet
und so eine feinere Abbildung der Dienstprole auf Datenstrme bietet
Um tatschlich eine 'nderung gegenber dem BestEortService zu erreichen mu
es auch einen Mechanismus in den Routern geben der die Pakete anhand des IN	
OUTBits unterschiedlich behandelt Im heutigen Internet wird in den Routern zur
Zeit der REDAlgorithmus Random Early Detection eingefhrt  FlJa
! Er geht fol
gendermaen vor es wird nicht gewartet bis die Warteschlange in einem Router voll
ist um dann alle neu ankommenden Pakete zu verwerfen sondern ab einer bestimmten
Fllmenge werden neu ankommende Pakete mit einer kleinen aber zunehmenden Wahr
scheinlichkeit verworfen Dies fhrt ber einen lngeren Zeitraum betrachtet zu einem
besseren Gesamtverhalten Der neue Mechanismus RIO RED with IN and OUT in
den Routern fr den AssuredService ist eine Erweiterung des REDAlgorithmus Wie
bisher werden alle ankommenden Pakete egal ob als IN oder OUT markiert in einer
einzigen Warteschlange gesammelt Auch die Pakete die zu einem BestEortService
gehren landen mit den Paketen des AssuredServices in der selben Schlange Nach
Denition sind die BestEortPakete und OUTPakete gleich markiert so Fr
diese Warteschlange gibt es jetzt zwei REDAlgorithmen je einer fr die IN bzw
OUTPakete Dabei werden die OUTPakete schon bei einem viel kleineren Fllstand
und auch mit einer hheren Wahrscheinlichkeit verworfen als die INPakete Die Pa
rameter des RIOAlgorithmus sind im Idealfall so gewhlt da zu keinem Zeitpunkt
INPakete verworfen werden mssen dh da der Nutzer davon ausgehen kann da
seine INPakete mit hoher Wahrscheinlichkeit beim Empfnger ankommen
  Thorsten Pastoors Dierentiated Services

 Der PremiumService
Der PremiumService  NiJZ
! ist fr alle Anwendungen geeignet die sich darauf ver
lassen da ihnen zu jedem Zeitpunkt eine feste Bandbreite exklusiv zur Verfgung
steht Es ist ein Dienst mit konstanter Bitrate und kurzer Verzgerung und wird ber
die gewnschte maximale Bitrate deniert Diese darf vom Benutzer zu keinem Zeit
punkt berstiegen werden Natrlich darf er aber weniger senden als erlaubt In diesem
Fall steht die brige Bandbreite dann dem BestEortService zur Verfgung Die Zu
gehrigkeit eines Paketes zum PremiumService soll dabei durch ein Bit im DSFeld
angezeigt werden Dieser Dienst kann beispielsweise dazu genutzt werden virtuelle ge
mietete Leitungen zu realisieren
Es werden auch hier die speziellen Komponenten aus Abschnitt  bentigt Den Markie
rer um das PremiumBit in den Paketen zu setzen und den Shaper um den Datenstrom
zu gltten Das Gltten ist wichtig um Bursts zu vermeiden die dazu fhren knnten
da die vereinbarte Datenrate berstiegen wird Diese beiden Aufgaben soll der erste
Router bernehmen den der Datenstrom nach Verlassen des Endsystems passiert der
sogenannte FirstHopRouter der aus einem Klassizierer einem Shaper und einem
Markierer besteht  Um Bandbreite fr einen PremiumService bereitstellen zu kn
nen mssen einzelne Datenstrme die verschiedenen Dienstprolen angehren auch
unterscheidbar sein Diese Unterscheidung sollte anhand der Quell und Zieladresse
oder irgendeiner anderen Kombination der Felder des IPPaketkopfes getroen werden
Es ist aber auch mglich zB die Portnummern in TCP oder UDP mit einzubezie
hen um nicht nur Bandbreite fr die Kommunikation von einem Endsystem zu einem
anderen zu reservieren sondern sogar fr die Kommunikation von zwei Prozessen auf
unterschiedlichen Endsystemen FirstHopRouter mssen die einzelnen Datenstrme



















Abbildung  Der Pfad eines Datenstroms
Ein kritischer Punkt auf dem Pfad von der Quelle zum Ziel stellt die Grenze zwischen
zwei Gebieten die von unterschiedlichen Betreibern verwaltet werden dar Border
Router sind alle die Router die an den Netzwerkgrenzen plaziert sind und sowohl ei
ne Verbindung zu einem Router innerhalb als auch eine Verbindung zu einem Router
Ein Rahmenwerk zur Integration des Assured und des PremiumServices 
auerhalb des selben Verwaltungsbereichs haben Das Problem liegt darin da das Ge
biet in das der Verkehr weitergeleitet wird in seinem BorderRouter berprfen mu
ob der Verkehr auch innerhalb der ausgehandelten Rate liegt Alle Pakete die diese Ra
te bersteigen werden verworfen Die berprfung ist wichtig damit man den anderen
Benutzern ihre ausgehandelte Bandbreite garantieren kann Denn im Gegensatz zum
AssuredService ist die Bandbreite beim PremiumService garantiert und darf nicht
berbelegt werden Der Router des anderen Gebietes aus dem der Verkehr kommt
kann den Datenverkehr der das Gebiet verlt noch einmal gltten um eventuelle
Bursts die durch Verzgerungen in den internen Routern entstanden sind auszuglei
chen und damit dafr zu sorgen da die ausgehandelte Rate nicht berbelegt wird
Abbildung  zeigt einen Teil des Pfades vom Empfnger zum Sender die Router die
passiert werden und deren Aufgaben
 Ein Rahmenwerk zur Integration des Assured und
des PremiumServices
Die beiden neuen Dienstklassen die in den Abschnitten  und  vorgestellt wurden
sind orthogonal zueinander Der AssuredService bietet seinem Benutzer eine statistisch
zugesicherte Bandbreite den INVerkehr die er aber auch berbelegen darf OUTVer
kehr Daher ist er fr burstartigen Verkehr von dem ein bestimmter Anteil unbedingt
den Empfnger erreichen sollte geeignet Der PremiumService bietet zu jeder Zeit eine
feste Bandbreite die aber nicht berschritten werden darf Trotzdem sind beide Dienste
in der Art und der Plazierung ihrer funktionalen Einheiten ziemlich hnlich  NiJZ
!
schlgt deshalb eine ZweiBitArchitektur vor welche die drei Dienste BestEort
Assured und Premium in sich vereinigt Die zwei Bit sind dabei zur Anzeige der jewei
ligen Dienstklasse bestimmt Abbildung  zeigt eine mgliche Kodierung der zwei Bit
im DSFeld des IPPaketkopfes die aber erst in spteren Standardisierungsprozessen






















Abbildung  Eine Kodierungsmglichkeit fr Premium Assured und BestEort
Service
rungen in den Endsystemen ntig sind Die notwendigen Markierungen  das Setzen
der P und ABits  werden im Netzwerk im FirstHopRouter gemacht siehe auch
Abbildung 
 Thorsten Pastoors Dierentiated Services
 Die neuen funktionalen Einheiten im Netz
Die Weiterleitungseinheit fr den Datenu in einem Router der ZweiBitArchitektur
besteht aus zwei Priorittswarteschlangen Einer hochpriorisierten fr den Premium
und einer niederpriorisierten fr den Assured	BestEortVerkehr Die niederpriori
sierte ist wie in Abschnitt  beschrieben mit dem RIOAlgorithmus ausgestattet Die
Pakete werden anhand des PBits klassiziert und in einer der beiden Warteschlangen
gespeichert
Um die weiteren Mechanismen und Einheiten im Netz besser erklren zu knnen
wird anhand der Reihenfolge der Einheiten auf dem Pfad vorgegangen den ein Da
tenstrom von einer Quelle zu einem Ziel durchluft siehe auch Abbildung  Als
erstes durchluft der Strom den FirstHopRouter Zu seinen Funktionen gehren die
Pakete entsprechend ihrem Dienst zu markieren und sie weiterzuleiten Zuerst mssen
alle P und ABits zurckgesetzt werden Dies ist wichtig um garantieren zu kn
nen da alle Pakete richtig markiert werden Auerdem mu man sichergehen da
kein Benutzer seine Pakete schon im Endsystem markiert um eine bessere Dienst
qualitt zu bekommen als er mit dem Netz vereinbart hat Als nchstes werden die
Pakete anhand einer Kombination der Paketkopelder zB des Quell	Zieladrepaa
res klassiziert dh einem bestimmten Datenstrom zugeordnet Fr diesen Strom wei
der FirstHopRouter ob er zu einem Premium oder einem AssuredService gehrt
Entsprechend der Klassikation werden die Pakete dann an den richtigen Markierer
geschickt der mit den im Prol vorgegebenen Parametern den Strom markiert Die
Parameter beim PremiumService die maximale Rate und beim AssuredService die
mittlere Rate und die Burstlnge beschreiben den Datenstrom und mssen vor dem
ersten Datenaustausch dem FirstHopRouter mittels Signalisierung bermittelt oder




















Abbildung  Funktionen des FirstHop Routers
werden konnten sind BestEortPakete und durch das anfngliche Zurcksetzen der
Bits schon richtig markiert siehe Abbildung  Sie werden direkt an den Weiterlei
tungsblock geschickt die anderen Pakete erst nachdem sie die Markierer durchlaufen
haben siehe Abbildung 
Der interne Aufbau der Markierer kann fr beide Dienstklassen den Assured und
den PremiumService durch TokenBuckets realisiert werden Ein TokenBucket wird
mit Token gefllt Die Fllrate entspricht dabei der Rate aus dem Benutzerprol Die
Gre des Bucket mu man beim AssuredService auf die maximale Burstlnge be
grenzen bei Premium sollte sie ein bis zwei Token betragen Beim AssuredService
wird dann das ABit eines Paketes auf  das bedeutet IN gesetzt falls ein Token
vorhanden ist und bleibt auf  das bedeutet OUT falls keiner vorhanden ist Beim
Ein Rahmenwerk zur Integration des Assured und des PremiumServices 
PremiumService wird bei Paketen fr die ein Token bereitsteht das PBit auf  ge
setzt Pakete fr die kein Token bereitsteht mssen solange verzgert werden bis ein
Token vorhanden ist Tritt in dem PremiumDatenstrom ein Burst auf kann es dazu
kommen da die Warteschlange in der die PremiumPakete zwischengespeichert wer
den berluft In diesem Fall werden die neu ankommenden Pakete verworfen Der
Paketstrom der den FirstHopRouter verlt besteht aus einem gegltteten Paket
strom mit gesetztem PBit gemischt mit einem nicht gegltteten BestEortStrom in
dem manche Pakete ein gesetztes ABit haben Es kann brigens nicht vorkommen
da der Datenstrom aus dem FirstHopRouter nur aus PremiumPaketen besteht und
der BestEortService gnzlich unterdrckt wurde da sowohl die Bursts als auch die
Bandbreite des PremiumService berwacht werden Der AssuredService kann im Ge
gensatz dazu den BestEortService ganz unterdrcken Denn auch wenn die Bereit
stellung von Bandbreite konservativ geschieht um das Verhungern des unmarkierten
Verkehrs zu vermeiden knnen Bursts des AssuredVerkehrs bei Stausituationen den
BestEortVerkehr in einer Warteschlange verdrngen
Die nchsten Knoten auf dem Pfad von der Quelle zum Ziel sind die internen Router
Abbildung  die vllig im Inneren eines Netzes liegen das von einem einzigen Netz
betreiber verwaltet wird Die einzige funktionale Einheit die diese Router bentigen

































Abbildung  berwachungseinheit am Eingang der BorderRouter
Eine besondere Betrachtung verlangt der bergang zwischen zwei Netzen die von ver
schiedenen Organisationen verwaltet werden Die Router die eine Verbindung zu einem
benachbarten Netz haben werden BorderRouter genannt Um die Eigenschaften der
Dienste Assured und Premium auch dann beibehalten zu knnen wenn eine Kommuni
kation ber verschiedene Netze erfolgt mu zwischen je zwei benachbarten Netzverwal
tungseinheiten ein gegenseitiger Vertrag abgeschlossen werden Dieser Vertrag mu eine
maximale Rate fr den gesamten von einem Netz zum anderen ieenden Premium
und eine mittlere Rate und Burstlnge fr den AssuredVerkehr beinhalten Die Werte
knnen dabei durchaus fr beide Richtungen unterschiedlich sein Wichtig ist hierbei
da insgesamt nur drei unterschiedliche Verkehrsarten von einem Netz in das andere
ieen dh alle PremiumStrme werden als ein aggregierter Verkehr betrachtet bei
den beiden anderen Diensten ist das ebenso Die Unterscheidung von Verkehrstypen
wird alleine anhand des P	ABitmusters getroen Abbildung  Am Eingang eines
Netzes dh in einem BorderRouter mu sichergestellt werden da die beiden neu
en DierentiatedServiceVerkehrstypen im bereinstimmung mit den vereinbarten
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Raten sind bersteigt der PremiumStrom die ausgehandelte Rate werden alle ber
zhligen PremiumPakete verworfen bersteigt der AssuredStrom die ausgehandelte
Rate wird bei allen berzhligen AssuredPaketen das ABit auf  zurckgesetzt Diese
berwachungseinheit kann sehr leicht mit Hilfe des TokenBucketAlgorithmus model
liert werden siehe Abbildung  Am Ausgang eines Netzes siehe Abbildung  knnte
der ausieende PremiumStrom noch einmal geglttet werden um zu garantieren da
keine Bursts auftreten die den ausgehandelten Vertrag bersteigen Das Gltten kann
wie oben bei den Markieren beschrieben gemacht werden
Es werden zustzlich Mechanismen bentigt um die spezizierten Prole an den First
HopRouter zu bermitteln Spezizierte Prole bestehen aus der Datenrate der Burst
lnge und aus dem Typ des Dienstes also Premium oder Assured Die bermittlung
kann zB mittels den Protokollen RSVP ReSerVation Protocol SNMP Simple Net
work Management Protocol oder manuell durch den Netzwerkadministrator erfolgen
Ein weiteres Problem ist die Zuteilung der Bandbreite des markierten Verkehrs im
Internet Die Zuteilung kann dabei statisch oder dynamisch erfolgen Dabei deckt "dy
namisch" den Bereich von telefonischer oder per eMail bermittelter Anfrage bis hin
zu einem eigenen Signalisierungsmodell ab Fr beide Zuteilungsarten besteht Bedarf
ZB kann ein virtuelles Kaufhaus statisch fr jeden Kunden eine feste Bandbreite in
oder aus seinem WebServer bereitgestellt haben um den Kunden eine gleichbleibende
Geschwindigkeit beim Browsen zu bieten Aber es mu auch die Mglichkeit der dy
namischen Zuteilung geben um auf spezielle Ereignisse reagieren zu knnen wie zB
aktuelle Benachrichtigungen

 Eine Architektur fr BandbreitenZuteilung
In  NiJZ
! wird auch eine Architektur zur BandbreitenZuteilung vorgeschlagen Die
Grundidee liegt darin Agenten die Wissen ber die Prioritten und die Politik der
Netzbetreiberorganisation besitzen die BandbreitenZuteilung vornehmen zu lassen
Es werden absichtlich zentrale Einrichtungen damit beauftragt um den Gesamtber
blick bewahren zu knnen der bei einzelnen Benutzern leicht verloren gehen kann
Die Agenten heien BandwidthBroker Aufgrund der Erfahrungen da multilaterale
Vertrge selten eingehalten werden setzt die hier vorgestellte Architektur darauf da
EndezuEndeDienste auf mehreren bilateralen Abkommen aufgebaut werden Ein wei
terer Vorteil der BandwidthBroker besteht darin da die bentigte Zustandsinforma
tion gering und zentral gehalten werden kann Die beiden Aufgaben eines Bandwidth
Broker sind zum einen die Aufteilung der Bandbreite fr den markierten Datenver
kehr innerhalb seines Zustndigkeitsbereichs und die entsprechende Konguration der
FirstHopRouter und zum anderen die Kommunikation mit benachbarten Bandwidth
Brokern
Der Grund warum nur BandwidthBroker die FirstHopRouter kongurieren drfen
liegt daran da man ein sicheres System haben mchte Die BandbreitenZuteilung
mit Hilfe von BandwidthBrokern mu nicht vollstndig automatisiert sein vor allem
nicht in der Einfhrungsphase der ZweiBitArchitektur Es ist mglich da durch den
manuellen Eingri von auen Parameter gesetzt werden Wenn eine Zuteilung fr einen
bestimmten Datenstrom gewnscht wird wird eine Anfrage an den BandwidthBroker
X geschickt die den Diensttyp dh Premium oder Assured die Datenrate die maxi
male Burstlnge und das Quell	Zieladrepaar beinhaltet Die Anfrage kann von einem
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
Benutzer oder einem benachbarten BandwidthBroker Y kommen Der Bandwidth
Broker X prft die Identitt des Anfragenden und ob die geforderte Bandbreite frei
ist Werden die beiden Tests bestanden wird die verfgbare Bandbreite entsprechend
reduziert Enthlt die Datenstromspezikation eine Zieladresse die auerhalb des Zu
stndigkeitsbereichs des BandwidthBroker X liegt mu der entsprechende benachbar
te BandwidthBroker Y informiert werden Der BandwidthBroker X konguriert den
zustndigen FirstHopRouter mit den Parametern des Datenstroms zB anhand wel
cher Kopelder klassiziert werden soll und mit welcher Rate und welcher maximalen
Burstlnge gesendet werden soll Der BandwidthBroker Y ist dafr verantwortlich
da der entsprechende BorderRouter so konguriert wird da der Datenstrom passie
ren darf Auerdem mu er alle zustzlichen Kongurationen innerhalb und falls ntigt
auch alle Anfragen auerhalb seines Netzes vornehmen Auerhalb dann falls sein Netz
nur als Transitnetz benutzt wird dh weder die Quell noch die Zieladresse in seinem
Zustndigkeitsbereich liegen
	 Schlubemerkungen
Bei Sicherheitsfragen taucht mit den Dierentiated Services ein neues Problem auf Es
kann nun nmlich Bandbreite gestohlen werden wenn Signalisierungsdaten geflscht
oder vorgetuscht werden oder wenn versucht wird durch "bermarkieren" mehr Pakete
als erlaubt in das nchste Netzwerk zu senden Deshalb mssen spezielle Vorkehrungen
getroen werden um die Signalisierung zu sichern und um alle Datenstrme die in ein
Netzwerk ieen zu berwachen
Wie schon angedeutet mu auch ber eine neue Abrechnungspolitik nachgedacht wer
den denn mit der Zuteilung von Bandbreite wird dem BestEortService eine schlech
tere Voraussetzung geboten Daher mssen die Benutzer des Assured bzw Premium
Service mehr bezahlen um dem Benutzer des BestEortService einen Grund zu lie
fern bei dem weniger attraktiven Dienst zu bleiben
Wichtig ist da zuerst Testumgebungen aufgebaut werden mssen um Erfahrung zu
sammeln und um die Akzeptanz der Dienste zu berprfen Denn trotz vieler theo
retischer berlegungen kann man nicht voraussagen wie die Benutzer auf die neuen
Dienste reagieren werden Die in dieser Arbeit vorgestellte Architektur stellt nur eine
Mglichkeit dar viele andere sind denkbar und werden zur Zeit auch in einer mailinglist
der DierentiatedServicesArbeitsgruppe heftig diskutiert Auch sind bisher wichtige
Fragen wie die zur Integration von Multicast und zur empfngerbasierten Bandbrei
tenreservierung noch nicht beantwortet
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