Generating and calibrating forces that are transferable across a range of state-points 6 remains a challenging task in coarse-grained (CG) molecular dynamics (MD). In 7 this work, we present a coarse-graining workflow, inspired by ideas from uncertainty 
I. INTRODUCTION

21
In recent years, the high-throughput capabilities of molecular dynamics (MD) simulations 22 have attracted the interest of companies involved in materials research and development.
1-3 23
In such settings, these tools are becoming an integral component of the decision-making pro-24 cess, given their ability to rapidly search design spaces for novel systems that warrant further 25 experimental study. While it is generally agreed that this procedure can significantly reduce 26 material development costs, a key theme has repeatedly emerged from practical implementa-27 tions thereof: in order to be informative for commercial applications, computational models 28 require techniques that can rapidly calibrate inputs and assess uncertainties in simulated 29 predictions.
2-4 30
In the context of coarse-grained (CG) MD, this theme has proven to be especially ger-31 mane. In particular, high-throughput applications generally require the ability to rapidly 32 customize the level of coarse-graining for arbitrary systems across a range of state points 33 (e.g. temperatures); inexpensive and robust calibration techniques are critical for enabling 34 this degree of flexibility. Often, the key input to be determined is the CG interparticle 35 forcefield f (r, q) as a function of separation r and state-point q, and many techniques have 36 been developed to compute these functions from thermodynamic considerations of atomistic 37 systems.
5-13 However, such methods typically draw information from a limited number of 38 state-points, and the resulting forces can yield incorrect predictions for even small changes 39 away from the calibration conditions (see Fig. 1 ). This has led several authors to consider 40 the following questions:
A central idea that facilitates our analysis is a spectral decomposition of the forces via
w m (q)φ m (r) = w · φ,
where φ m (r) are a set of orthogonal basis functions, w m (q) are q dependent weights, M is a cutoff selected according to the needs of the modeler, and bold letters denote vector representations of the corresponding variables. Several notable works have addressed issues related to development and practical implementation of basis functions φ; see, for example, Refs. 13, 27, and 28. Here we do not advocate for one choice or another, but rather emphasize that appropriately selecting φ allows one to represent f using a modest number M O(10) of weights. This, in combination with the low-cost of running CG simulations, allows us to numerically approximate enough functional derivatives
FIG. 1. Comparison of coarse-grained density-temperature relation (solid line) and atomistic results
(×) for polystyrene. To generate atomistic data, we simulated a roughly 8000 atom system for 10 ns at anchor temperatures T = 100 K, 200 K, ..., 800 K and averaged the densities recorded over the corresponding intervals of time (cf. Appendix A). To generate CG forces, we applied the Force-Matching (FM) algorithm to the respective atomistic trajectories (cf. Appendix B). It was necessary to add a temperature-dependent constant to the CG forces so that they would agree with the atomistic predictions at the anchor temperatures; see Sec. II and Figs. 7 for deeper discussion on this point. For a fixed f computed at anchor T i , we then simulated densities at 10 K intervals in the domain [T i − 50 K, T i + 40 K]. The densities exhibit sharp jumps when the force curve changes. Such behavior is unphysical for systems like polystyrene and indicates that a given f is unsuitable for simulating the density outside of a small window around the temperature at which it was calibrated.
(w(q 1 ), ..., w(q Q )) if q = (q 1 , ..., q Q ).
118
• We use k(q, q ) to denote a scalar function of two variables. If we replace the arguments with Q-dimensional vectors q and q , the object k(q, q ) is a Q × Q matrix
k(q 2 , q 1 ) k(q 2 , q 2 ) . . . k(q 2 , q Q ) . . . . . . . . . . . .
Likewise, k(q, q) and k(q, q) denote the corresponding row and column vectors formed 119 by pairing q with the elements of q.
120
• We indicate elements of a vector v or matrix Σ with the subscripted, non-bold versions
• Unless otherwise noted, we distinguish the meaning of indices according to the parent 126 symbol as follows.
127
-q k refers to the kth state-point in a collection thereof.
128
-w m refers to the mth mode in Eq. (1).
129
-Importantly, w n , f n , P n , and variations thereof refer to the nth updates of (or 130 corrections to) the weights, forces, and probabilities.
131
-The double-indexed symbol w m,n (q) denotes the nth correction of the mth mode 132 evaluated at q.
133
-Superscripts in braces, such as {i} in w {i} , denote the ith independent, identically 134 distributed (i.i.d.) realization of a random quantity.
135
• We sometimes denote a probability over forces using P 
154
These observations suggest the need to augment a typical calibration procedure with systematic correction and uncertainty quantification (UQ) steps that address the limitations of interpolation. To achieve this, we begin by invoking a Bayesian perspective wherein we model our belief that a given f is the best choice to satisfy the criteria (a) and (b) above.
Operationally, we ask: what is the probability P [f ; q] that f is well-calibrated at state-point q.
We caution that this probability should not be understood in the frequentist sense; i.e.
there is no notion of a random draw from a set of optimal force curves. Rather, P quantifies belief in a way that allows for analytical and systematic treatment. 37 This is useful insofar as we can encode information about our initial estimates f 0 (computed, e.g. from coarsegraining or interpolation) and their uncertainties in a prior probability P 0 [f ; q], which we update by comparing CG simulations with the target model. In distinctly Bayesian language,
we compute a posterior P 1 [f ; q] via a relation of the form
where P [T(q)|f ] = L(f |δ, q) is the probability that f yields the target predictions T(q), or 155 equivalently a likelihood function L expressing our belief that f is well calibrated, given that 156 its CG predictions differ from the target by an amount δ(q). Importantly, this procedure can ward to extract an averagef n from P n , which can be input into the CG simulations when a We note, however, that it is useful to express T in the form
whereT is the average value of T and η T (q) is a random process accounting for uncertainty 
wheref 0 (r, q) is a deterministic force curve coming from an ideal (or infinite-resource) GC 
220
In order to generate P 0 for the first correction loop (cf. Fig. 3 ), we generate N ≥ 1 realizations of f {i} 0 at anchor points q k in a vector q = (q 1 , q 2 , ..., q Q ) of Q state-points.
40
Given these, we construct the sample meañ
(which is random !) and, when we can compute it, the sample covariance,
which quantifies correlations between modes and our uncertainty inw 0 when approximating this quantity withw 0 . Given Eqs. (7) and (8), we then postulate that a reasonable prior at each anchor point is
where
Eq. (9) is just the Gaussian probability density with a mean and covariance computed from
222
Eqs. (7) and (8).
223
In order to generate P 0 for input into the second correction loop of Fig. 3 , we must interpolate the weights in q. In general, we would like for P 0 to account for additional uncertainty that arises when q is far from any of the anchor points q k . To achieve this, we use GPR, a common tool in the machine learning and uncertainty quantification communities; 29-31 cf.
App. D for a brief review of the key ideas. What we wish to emphasize is that GPR outputs multivariate Gaussian probabilities of the form
where Σ is a covariance matrix, |Σ| is the corresponding determinant, and thew 0 (q) are 
230
In the special case that the weights w m (q) are uncorrelated, the covariance matrix becomes diagonal (i.e. Σ m,n = λ 2 m δ m,n ), and Eq. (10) takes the simple form
While Eq. (11) we believe the usefulness of our approach here is born out by the results of the following 249 sections and omit more in-depth studies as being beyond the scope of this work. The key idea underlying the construction of our likelihood function is to invoke a linear correction equation based on Taylor's theorem and Newton's method. To motivate this formalism, fix q, denote an initial set of weights asw 0 , and temporarily assume that T(q) is deterministic. 43 Provided T(q) = S[w 0 , q], we can estimate new weights w via an equation of the form
where ∇ w S[w, q] w=w 0 is the gradient of the CG simulations with respect to the weights at 252w 0 , and terms O(|w −w 0 | 2 ) are assumed to be negligible. 44 Equation (13) is equivalent to 253 requiring that S[w, q] = T(q) under a linear approximation of the CG simulations.
254
In order to make use of Eq. (13), we must estimate the functional derivatives ∇ w S[w, q], which we also refer to as the linear sensitivities. Let s = (s 1 , s 2 , ..., s D ) T denote the vector of such sensitivities at fixed q. We formally define these quantities via
In general, it is impossible to evaluate this limit analytically, so we resort to approximating for sensitivities of density-versus temperature simulations.
259
When computing sensitivities for the second correction loop of Fig. 3 , it may be necessary to interpolate their values between a grid of anchor points. We omit discussion of this interpolation, as it can be done by the same steps that lead to the probabilistic models of w 0 and T; see Appendix D. The bottom sub-plot of Figure 6 shows an example of interpolated sensitivities for our running example of density-versus-temperature relations.
Note that while we use the same anchor points as in Sec. II B, this is done entirely for convenience. In principle any set of anchors is acceptable so long as they are chosen where one has estimates ofw 0 . As in the case of T(q), it is useful to express the sensitivities via an expression of the form
where between state-points is given by Eq. (D2) when used in the second correction loop.
265
In order to construct a likelihood function, we first re-write Eq. (13) by replacing deterministic quantities with their probabilistic counterparts. Defining ∆w 0 := w −w 0 , we find that up to first order, corrections must satisfy 
where we equate the likelihood with P [δ | ∆w 0 ], the probability of effecting a change δ in 266 the CG predictions conditioned on ∆w 0 .
267
D. Bayesian update: construction and interpretation
268
Given the prior probability in Eq. (10) and likelihood function in Eq. (18), Bayes theorem yields these observations, we conclude that P 1 is a compromise seeking the smallest change from 279 the originalw 0 while maximizing the effect on S.
280
In practical applications, the inexpense of CG simulations may allow one to characterize the sensitivities s sufficiently well so that we can approximate D = 0. In this case, the posterior takes the simple form of a Gaussian
where thew 1,i are computed with the aid of the formula
due to Miller. 45 The mean weightsw 1 should yield improved predictions when used in place 281 ofw 0 in the CG simulations.
282
We highlight several features of Eq. (22). For one, using the prior Eq. (12) reducesw 1 to the much simplerw
If we further suppose that a single sensitivity s i or uncertainty λ 2 i is much greater than all other terms, then the corresponding differencew 1,i −w 0,i dominates the vectorw 1 −w 0 . Fig. 3 . To generate this plot, we proceeded as follows. First, we generated prior force curves according to Eq. (9) at 8 anchor temperatures. Then, we applied Eq. (4) to update the anchor points individually in the first correction loop (cf. Figs. 2 and 3), recomputing the sensitivities at each iteration. After two iterations in this loop, the anchor densities were within the yellow target region. We then interpolated the weights and sensitivities using a round of GPR to generate a prior and likelihood at 10 K intervals. After one iteration in the second correction loop, the CG densities fell within the target stripe.
FIG. 7. Illustration of the workflow according to
the most uncertain element if λ 2 i dominates. Furthermore, it is possible to show that in the limit σ 2 T → 0,w 1 is the solution to the constrained optimization problem wherein we seek to minimize the norm counterparts.
291 Figure 7 shows the results of correcting force curves for our running example of density- 
302
III. DEPENDENCE ON UNDERLYING ASSUMPTIONS AND
303
ACCELERATED COARSE-GRAINING
304
As is frequently the case with numerical optimization recipes, the Bayesian correction 
A. Dependence on basis set
314
Formally speaking, the posterior probability P 1 [f ; q] that we recover from Eq. (4) should 315 be independent of the basis set φ, provided (i) the latter is complete (in a mathematical shows the results of this process. While each interpolation scheme yields somewhat different 347 predictions, the interpolated forces all converge to acceptable targets within a few updates.
348
In this figure, it is interesting to note that the linear interpolation (µ 0 = bT +c) behaves far 349 worse than the others. While it is not clear why this is so, our workflow nonetheless succeeds 
C. Accelerated coarse-graining
354
In the previous section, we considered how arbitrary changes in the prior affect the To arrive at convergence, we require more iterations of the update procedure applied to 
381
To be more specific, the Bayesian framework illustrates that infinitely many plausible 382 force curves yield the target predictions. This degeneracy (in a mathematical sense) is sampling, numerical error, and uncertainty in target data suggest that it is difficult, if not 387 impossible to identify a unique, optimal force for a given coarse-graining procedure. Thus,
388
any method for determining force curves involves a subjective choice by the modeler at some 389 level.
390
Implementation of UQ throughout a CG procedure is useful in that it assesses the extent to which certain choices are more reasonable than others. This is illustrated by Eq. (25), wherein updates ∆w are computed by minimizing the norm
Within the Bayesian framework, changing modes with small uncertainties would be heavily ing improvements over the simple linear approximation that we invoke.
420
A second extension of this work is to enable calibration of multiple physical properties simultaneously. Within the context of the linear approximation, it should be relatively straightforward to solve such a problem. In particular, one can define a sensitivity vector s k for the kth physical property of interest and construct the corresponding likelihood L k from s k and the difference between the CG and atomistic results. Assuming, for example, independence of these sensitivities, Eq. (4) takes the form
Our analysis is also easily generalized to the case in which the target data and sensitiv- Coulombic nonbonded interactions. Long-range electrostatic interactions were calculated 458 using the particle-particle particle-mesh method with a precision of 1.0 × 10 −6 . Due to ease 459 of implementation, the tabular force fields generated by the Bayesian calibration found in 460 this work (e.g. 
468
To relax the initial atomistic configuration, we first minimized the energy of the amor- 
481
All CG simulations were performed in the NPT ensemble with a timestep of 1.0 fs.
482
Initial configurations were generated from a direct mapping of the atomistic system at each 483 temperature. Equilibration consisted of 100 ps, followed by a 10 ns production run. 
Appendix B: Force Matching
485
The force matching method applied to coarse-grained systems has been described in detail
486
elsewhere.
5,6
Here we only outline specifics as they pertain to the initial guess for the CG 487 force curves.
488
Force matching yields the optimal (in the least-squares sense) pairwise decomposition 489 of the atomistic free-energy surface in CG coordinates. The result is a series of tabular 490 functional-free force curves f {i} (r, T ) that we process via the workflow illustrated in Fig. 3 .
491
Given an ensemble of atomic positions, momenta, and forces, r j , p j , and f j , define the following mappings:
where a J is the number of atoms in the Jth group (in this case 16) and c jJ = m j /M J is the ratio of an atoms mass to the CG total mass; see Fig. 11 . Next, we postulate that the total force on the Jth group can be expressed in the form
is a yet-to-bedetermined function of some free parameters Ω. Here we represent f F M as a cubic spline on a large collection of points that mesh the r-domain out to the cutoff distance; thus Ω correspond to the spline parameters. For N total CG sites, we then determine f F M by minimizing
subject to the constraint that the CG force field also reproduce the atomistic virial, viz.
where P inst is the instantaneous pressure of the reference configuration at a volume V . In (ii) such estimates should also have a quantified uncertainty; (iii) T(q) should be quick to 502 evaluate, so that differences δ(q) are easy to compute.
503
In the case of simulated density-vs-temperature curves, we construct a surrogate by fitting 504 a hyperbola to atomistic data. 
510
Given a hyperbola parameterized by γ, we model uncertainty in the atomistic predictions by a simple stochastic process. Specifically, letting ρ H (γ, T ) denote the densities predicted by the hyperbola, we assume that the atomistic data ρ a (T ) can be modeled via
where η a (T ) is a zero mean, delta-distributed Gaussian random process. In other words, we assume that η a (T ) is uncorrelated across temperatures and has a fixed variance Var[η a (T )] = σ 2 T . In order to estimate σ 2 T , we compute the residuals R(
at the simulated anchor temperatures T k and identify
for Q anchor points. Given this parameter, we identify our target T(T ) = ρ a (T ) according 511 to Eq. (C1).
512
We note in passing that this simple model neglects effects (e.g. correlations) that could 513 be represented by more sophisticated models. Here we do not pursue such models since our 514 focus is on developing tools for updating CG force curves.
515
Appendix D: Gaussian-process regression
516
In the UQ and machine learning communities, Gaussian-process regression is a well-517 known set of techniques that can interpolate data while simultaneously assessing confidence 518 in the interpolated results. As there are many references that provide comprehensive reviews 519 of the subject, we only introduce the main ideas and highlight issues that are relevant for 520 constructing force-curves.
29-31 We confine our discussion to a simple example of interpolating 521 a single weight as a function of temperature, although the formulas we discuss are easily 522 generalized to more complicated scenarios.
523
To begin, let q = (q 1 , ..., q Q ) be a vector of Q state-points andw(q) = (w(q 1 ), ...,w(q Q ))
correspond to an average weight estimated at individual q k . The starting point of GPR is to assume that thew(q) are points sampled from a Gaussian stochastic process, i.e. a random function w(q) of whose joint probabilities between finitely many values of q is multivariate
Guassian. Mathematically, this means that the probability density of w taking values w(q)
is given by
where µ(q) is the average behavior of w as a function of q and K(q, q ) is a covariance matrix 524 element indicating the extent to which w(q) is correlated with w(q ). Loosely speaking, the 525 goal of GPR is to use the data (q,w(q)) to determine the the functions µ and K. In 526 effect, this amounts to finding the stochastic process w that is consistent with the available 527 measurements.
528
Now, it is generally impossible for data to effect a regression by itself; we must invoke some additional or outside information. In the case of GPR, one postulates (i) a prior guess 
1 ≤ p ≤ 2, σ 2 , and 2 are free parameters. The exponent p alters the smoothness properties Eq. (D1) and maximize the probability of finding our data q,w(q) as a function of these 537 two parameters (assuming that p and µ 0 are fixed). Including the term Λ accounts for the 538 uncertainties in the sample estimates ofw(q) when computing the hyperparameters.
539
Given the covariance function K(q, q ), it is a straightforward matter to estimate µ(q)
and Var[w(q)]. Specifically, defineq = (q 1 , ..., q Q , q) T as the vector of state-points q plus the q of interest, and letẁ = (w(q 1 ), ...,w(q Q ), w(q)) be the corresponding vector for w. The joint probability of finding (q,ẁ) is
whereK(q k , q k ) = K(q k , q k ) + Var[w(q k )] for q k = q andK = K for all other pairs of statepoints. Given that w(q) is the only unknown quantity appearing in the above expression, we can rewrite the probability in terms of this single variable to find 
Note that this approach updates the prior µ 0 (q) by taking into account correlations in the 540 data relative to our initial guess for a functional form. Also, when Λ → ∞, note that 541 µ 1 → µ 0 ; that is, data with large uncertainties provide us with no information about how
542
we should update our prior µ 0 .
543
It is straightforward to generalize these results to the case where the w are correlated 544 across modes and/or additional information about uncertainties in our estimates ofw are 545 brought to bear. We refer the reader to Refs. 29 for more information. 
