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Résumé
Le sujet de cette thèse est la recherche des sélectrons, neutralinos et squarks dans le cadre du
modèle GMSB (Gauge Mediated Supersymmetry Breaking) avec le détecteur CMS et l’étude
de la compression sans pertes des données.
Avec une fréquence de 40 MHz des croisements des faisceaux de protons environ interac-
tions proton-proton par seconde se produisent à la luminosité nominale de . La
définition du système de déclenchement et d’acquisition de CMS impose des conditions très
restrictives aux données sortantes. La fréquence moyenne des événements sortants doit être in-
férieure à 100 kHz. La taille moyenne d’un événement provenant du calorimètre électromagné-
tique doit être inférieure à 100 kilo octets. Cette thèse résumera dans quelle mesure il est
possible d’appliquer aux données ainsi obtenues une réduction du volume des données supplé-
mentaire en utilisant les techniques offertes par la compression de données sans pertes
Les grands objectifs du programme de physique du LHC est de comprendre l’origine des mas-
ses des particules et de tester l’hypothèse de l’existence d’une symétrie fondamentale entre les
fermions et les bosons, la supersymétrie (SUperSYmmetry en anglais d’où SUSY). Dans cette
thèse nous montrons comment expérimentalement nous pouvons rechercher, dans le cadre des
modèles GMSB (Gauge Mediated SUSY Breaking), les particules supersymétriques au LHC.
Abstract
The subject of this thesis is the research for the selectrons, neutralinos and squarks in the
GMSB (Gauge Mediated Supersymmetry Breaking) model with CMS detector and the study
of the lossless data compression.
For the nominimal LHC luminosity of , about proton-proton interactions per
second occur at the beam crossing frequency of 40 MHz. This input rate of about Hz has
to be reduced to at most 100 kHz, the maximum rate that can be archived by the on-line com-
puter farm. For the electromagnetic calorimeter, only 100 kilo octets are allocated to the data
per event. Therefore, the complete readout and storage of the signals are not possible. In this
thesis, we report on the investigation of possibility of further reducting the data size by using
the lossless data compression techniques.
The primary objectives of the LHC experimental programme is to elucidate the origin of mass
spectrum of particles and to test a new space-time symmetry interchanging fermions and bo-
sons, SUperSYmmetry (SUSY). In this thesis, we show the potential for discovering the super-
symmetric particles at the LHC in the GMSB model.
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4Introduction
La théorie du modèle standard de la physique des particules décrit les interactions entre
l'ensemble des particules élémentaires. Cette théorie a été merveilleusement confirmée expéri-
mentalement, notamment avec la découverte du quark top au Fermilab a Chicago dans les
expériences CDF et D0 et la découverte des bosons du jauge Z & W de l'interaction électrofai-
ble au CERN . Malgré le formidable accord des prédictions de cette théorie avec les résultats
expérimentaux, il reste encore certaines lacunes qui ne peuvent être expliquées par le modèle
standard. Il existe un grand nombre de modèles au delà du modèle standard susceptibles de
décrire la nouvelle physique.
Cette thèse a été réalisée au sein de l’expérience CMS, l’une des quatre collaborations tra-
vaillant au CERN sur l’anneau du Large Hadron Collider (LHC). Le sujet de cette thèse est la
recherche des sélectrons, neutralinos et squarks dans le cadre du modèle GMSB (Gauge
Mediated Supersymmetry Breaking) avec le détecteur CMS et l’étude de la compression sans
pertes de données provenant du calorimètre électromagnétique.
Cette thèse est articulée autour de 5 chapitres:
Au premier chapitre nous présentons les caractéristiques du LHC. Nous décrivons ensuite le
détecteur CMS en insistant plus particulièrement sur les révisions qui sont intervenues récem-
ment dans la conception de certains sous-détecteurs. Enfin nous présenterons plus en détail le
sous-détecteur appelé calorimètre électromagnétique (ECAL).
Au seconde chapitre nous décrivons la réduction du volume des données par suppression
d’information. Avec une fréquence de 40 MHz des croisements des faisceaux de protons envi-
ron interactions proton-proton par seconde se produisent à la luminosité nominale de
. La définition du système de déclenchement et d’acquisition de CMS impose
des conditions très restrictives aux données sortantes. La fréquence moyenne des événements
sortants doit être inférieure à 100 kHz. La taille moyenne d’un événement doit être inférieure
à 100 kilos octets. Les données provenant du calorimètre électromagnétique sont traités de
manière à fournir des échantillons numérisés à la fréquence de 40 MHz. Avec le nombre des
échantillons maximum, soit 32 échantillons et à raison de 2 octets par échantillon, les 80 000
cristaux du ECAL fournissent un volume de 5 Méga octets par événement. Par conséquent, le
volume des données doit être considérablement réduit avant la transmission vers les étapes
ultérieures de l’analyse. Afin de diminuer ce volume des données, on dispose deux moyens:
(1) la réduction du nombre des échantillons par cristal (2) la suppression des données de cer-
tains cristaux. Dans ce chapitre, nous montrons l’étude du choix du nombre des échantillons
nécessaire par cristal. Les étapes de cette étude sont l’analyse du problème, les méthodes
d’estimation de l’énergie déposée et l’optimisation du nombre des échantillons. Ensuite nous
présentons les méthodes de la suppression des canaux relatifs à ces cristaux puis leurs perfor-
mances sur des données simulées.
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5Le troisième chapitre décrit la compression sans pertes des données. On sait que les techni-
ques de la compression sont courantes dans le domaine des télécommunications et de l’infor-
matique où elles sont utilisées pour augmenter la capacités de transfert des canaux de
transmission et/ou la capacité des supports de stockage. Dans ce chapitre, nous allons voir
dans quelle mesure il est possible d’appliquer aux données ainsi obtenues une réduction du
volume des données supplémentaire en utilisant les techniques offertes par la compression de
données sans pertes. Nous présentons la généralité sur les compressions avec pertes et sans
pertes. Ensuit afin d’introduire les principaux concepts de la compression de données et de
voir dans quelle mesure notre schéma de réduction de données par suppression d’information
suivi d’une compression sans pertes se compare à un système de compression avec pertes nous
présentons succinctement un exemple: le standard JPEG. Nous présenterons successivement
le principe des méthodes retenues puis leurs performances respectives sur des données simu-
lées. Avant de conclure nous présentons les circuits de compression actuellement disponibles
sur le marché ainsi que leurs performances.
Le chapitre quatre décrit les principes généraux qui régissent toutes théories supersymétri-
ques. Nous fournirons les éléments théoriques suffisants pour mieux comprendre les modèles
GMSB, objet d’étude de cette thèse.
Dans le chapitre cinq nous montrons comment expérimentalement nous pouvons rechercher,
dans le cadre des modèles GMSB, les particules supersymétriques au LHC. Les modèles de
supersymétrie prévoient un grand nombre de nouvelles particules qui, à ce jour, n’ont encore
jamais été détectées. Dans un premier temps, nous étudions les sections efficaces de produc-
tion des particules supersymétriques au LHC en fonction des paramètres du modèle GMSB.
Ensuite nous nous attacherons à étudier précisément le spectre de masse des particules super-
symétriques afin d’identifier les caractéristiques du NLSP (Next Lightest Supersymmetric
Particle) qui joue un rôle majeur dans la phénoménologie. Nous serons alors à même de choi-
sir et d’analyser un canal de désintégration, et nous montrerons qu’au LHC avec le détecteur
CMS, la découverte des particules supersymétriques ainsi que la mesure de leur masse est
possible avec une bonne précision.
6Chapitre 1 Le Large Hadron Collider et
CMS
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Dans la première partie de ce chapitre nous présentons les caractéristiques du futur collision-
neur de hadrons du CERN, le Large Hadron Collider (LHC). Nous décrivons ensuite le détec-
teur Compact Muon Solenoid en insistant plus particulièrement sur les révisions qui sont
intervenues récemment dans la conception de certains sous-détecteurs. Enfin nous présente-
rons plus en détail l’électronique du calorimètre électromagnétique (ECAL).
1.1 Le  LHC
L’arrêt définitif de l’accélérateur LEP a été prononcé par le Directeur Général du CERN au
cours du mois de novembre 2000. Cette fermeture, initialement prévue pour la fin du mois de
septembre 2000, avait été différée à la suite de l’annonce par les quatre expériences installées
sur le LEP de l’observation d’événements compatibles avec la production d’un boson de
Higgs de masse égale à environ 115 GeV. Cependant le fait que la production de ces événe-
ments pouvait s’expliquer par d’autres mécanismes a conduit le Directeur Général du CERN
à réaffirmer le rôle fondamental du futur collisionneur dans la recherche du boson de Higgs et
de fait à prononcer l’arrêt de l’exploitation du LEP.
Les grands objectifs du programme de physique du LHC peuvent être résumés de la manière
qui suit. Le LHC a pour ambitions :
• de comprendre l’origine des masses des particules. En effet il existe une dynamique impor-
tante dans le spectre de masse des particules. D’où provient ce phénomène? L’existence
d’un boson de Higgs et l’intensité de ses interactions avec les particules semble être la
réponse théorique à ce mystère. Le cadre théorique décrivant ce phémomène est complète-
ment connu à l’exception notable de la valeur de la masse de ce boson de Higgs
• de tester l’hypothèse de l’existence d’une symétrie fondamentale entre les fermions et les
bosons, la supersymétrie (SUperSYmmetry en anglais d’où SUSY). L’existence de la
supersymétrie conduit de façon naturelle à l’existence de nouvelles particules qui sont les
partenaires supersymétriques des particules décrites par le Modèle Standard. Outre la
découverte de ces nouvelles particules un enjeu important de la physique au LHC sera de
comprendre le mécanisme de la brisure de SUSY. Une présentation des modèles théoriques
des mécanismes altenatifs de cette brisure fera l’objet du chapitre 4
Ces deux volets de la physique sondée au LHC mettent en jeu la production de nouvelles par-
ticules dont la valeur de la masse couvre un domaine de l’ordre de 100 GeV à environ 1 TeV.
Ceci se traduit par le fait que pour produire de telles particules dans une collision proton-pro-
ton il est impératif d’atteindre des énergies dans le centre de masse de la collision supérieure
d’un ordre de grandeur à celle atteinte par le collisionneur installé aux Etats-Unis, le Teva-
tron. La figure1.1 présente l’évolution de la section efficace de divers processus de production
en fonction de l’énergie dans le centre de masse .s
91.1 Le LHC
Figure 1.1 Evolution de la section efficace de divers processus de production en fonction de
l’énergie dans le centre de masse [1].
On remarque, en particulier que la section efficace de production d’un boson de Higgs d’une
masse égale à 500 GeV est de l’ordre de 1 pb. La faiblesse extrême de cette valeur se traduit
par une probabilité de production très faible dans une collision proton-proton. Afin de pro-
duire et d’enregistrer un nombre suffisant d’événements, de manière à mesurer avec une préci-
sion suffisante les caratéristiques des particules produites, le LHC devra délivrer une
luminosité de  .
L’utilisation d’une telle luminosité permettant la découverte de nouvelles particules produites
dans des interactions ayant de très faibles sections efficaces de production permettra de mesu-
rer avec une très grande précision les caractéristiques de phénomènes décrits par le Modèle
Standard. Un certain nombre d’exemples de telles productions est présenté dans le tableau 1.1.
En particulier on peut remarquer que le nombre de paires de particules de beauté produites en
s
1034cm 2– s 1–
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une année de fonctionnement au LHC permettra de mesurer précisément les effets de viola-
tion de la symétrie CP.
TABLE 1.1. Un certain nombre d’exemples de productions au LHC
Enfin, le programme proton-proton du LHC sera complété par un programme de collisions
d’ions lourds relativistes dont l’ambition est de mesurer les caractéristiques du plasma de
quarks et de gluons récemment découvert au SPS du CERN par l’expérience NA50
En 1994 le Conseil Scientifique du CERN a adopté le principe de construction du LHC dans le
tunnel du LEP. Le complexe des accélérateurs du CERN sera utilisé afin d’alimenter le LHC
en protons de 450 GeV via le SPS. Cette énergie sera portée à la suite du cycle d’accélération
à la valeur nominale de 7 TeV. L’obtention de la haute luminosité, expressément demandée
pour détecter les phénomènes nouveaux à faible probabilité de production, sera obtenue en
remplissant la circonférence de l’anneau du LHC par des paquets d’environ séparés dans le
temps par 25 nanosecondes. Afin de maintenir les protons sur leur trajectoire des aimants
supraconducteurs d’un champ de 8 Teslas seront nécessaires et feront appel à une technologie
de construction d’un degré de sophistication jamais employé à ce jour.
Les caractéristiques principales du LHC sont présentées dans le tableau 1.2 Une vue d’ensem-
ble du complexe d’accélération du CERN ainsi que les expériences qui seront installées sur
cet accélérateur est montrée dans la figure 1.2
Deux expériences couvrant tout le domaine de la physique accessible au LHC seront installées
sur cet accélérateur. La première, le Compact Muon Solenoid (CMS) se trouvera au point 5
alors que la seconde, l’Apparatus (ATLAS) occupera le point 1 de l’anneau du LHC. Deux
expériences dédiées l’une à l’étude de la physique de la beauté et en particulier à celle de la
violation de la symétrie CP dans le système de B-meson (LHCb) ainsi qu’une expérience con-
sacrée à l’étude des propriétés du plasma de quarks et de gluons (ALICE) seront installées aux
points 2 et 8 du même anneau.
 Processus  Nombre d’événements par  année
W lυ→ 5 108×
Z ll→ 5 107×
tt 107
bb 1012
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Figure 1.2 Une vue d’ensemble du complexe d’accélération du CERN ainsi que les
expériences qui seront installées sur cet accélérateur
TABLE 1.2. Caractéristiques principales du LHC
Le calendrier initial de mise en fonctionnement du LHC prévoyait que les premières collisions
utilisables pour acquérir des données auraient lieu en 2005. Récemment le comité de pilotage
du projet au niveau des instances du CERN, le LHCC (LHC Committee) a revu sa stratégie
globale et l’établissement d’un nouveau planning[2] est en cours d’élaboration. La date des
premières collisions à basse luminosité se trouve de fait repousser à la fin du premier semestre
Energie dans le centre de masse 14 TeV
Luminosité
Nombre de paquets par faisceau                                                                      2808
Temps de croisement des faisceaux
Rayon r.m.s. du point de collision
Dimension longitudinale du faisceau
1034cm2s-1
25ns
15µm
5.3cm
1.2 L’expérience CMS
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2006. Ce report permettra en principe aux expériences du LHC de consolider leur calendrier
de construction en utilisant de façon optimale leurs ressources financières.
1.2 L’expérience CMS
Les détecteurs, ainsi que l’électronique de lecture de ces détecteurs, constituant l’expérience
CMS seront, comme on l’a dit précédemment, situés au point 5 du LHC à une profondeur de
89 mètres en dessous du niveau du sol naturel près du village de Cessy.
Une première excavation d’une longueur de 53 mètres et de 26.5 mètres de largeur ayant pour
axe la ligne des faisceaux de protons recevra les 12500 tonnes de CMS. Bien que qualifié de
‘compact’ cette expérience aura grossièrement la forme d’un cylindre de 22 mètres de lon-
gueur et de diamètre total égal à 15 mètres.
L’électronique de traitement des signaux générés par les détecteurs sera quant à elle installée
dans une seconde excavation située à environ 40 mètres de la première. Le système informati-
que d’enregistrement des données, situé pour sa part dans un bâtiment en surface, sera relié à
l’électronique des détecteurs au moyen de liaisons par fibres optiques au travers d’un puits de
90 mètres de hauteur.
Les éléments des divers détecteurs seront descendus dans la caverne expérimentale au moyen
d’un puits dont le diamètre sera de 20.4 mètres. A l’heure où nous rédigeons ce document les
travaux de génie civil sont en voie d’achèvement. Ils ont nécessité la mise en œuvre d’une
technique de congélation du sol permettant de forer un puits à travers la nappe phréatique.
Bien que cette technique ait déjà été employée lors de la construction du LEP des difficultés
sont survenues lors de la mise en froid du sol. Ces difficultés, maintenant résolues, ont étés à
l’origine d’un retard sur le planning d’avancement des travaux de génie civil d’environ cinq
mois.
L’ensemble des bâtiments de surface ainsi que la disposition des installation souterraines
constituant l’expérience CMS est présenté dans la figure1.3.
Afin de mener à bien la construction et l’installation de l’ensemble des sous-détecteurs de
l’expérience CMS, dont le coût total a été limité à 435 millions de francs suisses, une très
importante collaboration internationale a été constituée. Celle-ci regroupe pas moins de 1800
chercheurs et ingénieurs provenant de 150 instituts répartis dans 32 pays[3].
Le reste de ce chapitre est entièrement consacré à la description des divers sous-détecteurs
composant CMS. Plutôt qu’une description exhaustive de tous ces sous-détecteurs nous nous
sommes attaché à faire une présentation des faits marquants qui sont intervenus ces derniers
mois en ce qui concerne ces derniers.
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Figure 1.3 Une vue d’ensemble du complexe d’accélération du CERN ainsi que les
expériences qui seront installées sur l’accélérateur LHC
En premier lieu il faut rappeler au lecteur que le principe fondamental qui a prévalu lors de la
conception de CMS est l’optimisation de son système de détection et de mesure des muons.
C’est ainsi que le choix de la collaboration CMS s’est porté sur l’utilisation d’un champ solé-
noïdal de grand volume. Les caractéristiques principales de l’aimant et des détecteurs de
muons seront présentées respectivement dans le paragraphe 1.2.1 et 1.2.5. Nous ferons le
point sur la détection et la mesure très précise des traces dans le paragraphe 1.2.2. La revue
des calorimètres hadronique et électromagnétique sera pour sa part présentée dans les para-
graphes 1.2.4 et 1.2.3. Le paragraphe 1.2.6, sans prétendre faire la description détaillée du
sytème de déclenchement et d’acquisition des données, donnera au lecteur les principes direc-
teurs ainsi que leurs caractéristiques principales. Une vue générale en trois dimensions de
l’ensemble est présentée dans la figure ci-dessous
1.2 L’expérience CMS
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Figure 1.4 Une vue générale en trois dimensions de l’ensemble de CMS
1.2.1  L’aimant
La mesure de la valeur de l’impulsion transverse d’un muon est basée sur la mesure de la
courbure de sa trace dans un champ magnétique. Dans le cas de l’expérience CMS le champ
magnétique est créé par un solénoïde supraconducteur dont la longueur atteint 13 mètres. Ce .
solénoïde délivre un champ de 4 Teslas. Le retour du flux magnétique est assuré par 1.8 mètre
de fer instrumenté avec les chambres à muons (voir le paragraphe 1.2.5). L’ensemble forme un
cylindre aligné le long de l’axe du faisceau et est divisé en deux parties: la partie du tonneau
d’une longueur totale égale à 21.6 mètres subdivisée elle-même en 5 anneaux adoptant une
structure dodécagonale et la partie des bouchons adoptant une géométrie comportant
3 disques. La construction de la partie tonneau est commencée et la figure 1.5 montre une
photo, prise en novembre 2000, du premier anneau en cours d’assemblage dans le hall de
montage de CMS.
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Figure 1.5 Une photo, prise en novembre 2000, du premier anneau en cours
d’assemblage dans le hall de montage de CMS
1.2.2 Le détecteur de traces
Le détecteur de traces a pour mission d’une part de:
• détecter les traces des particules chargées avec une efficacité plus grande que 90 % pour les
traces possédant une impulsion transverse comprise dans l’intervalle de pseudorapidité
défini par et d’autre part;
• mesurer l’impulsion transverse de ces traces avec une très grande résolution c’est-à-dire
 où l’impulsion transverse  est exprimée en TeV.
Ces caratéristiques doivent être maintenue à la plus grande luminosité de fonctionnemnt du
LHC pour laquelle pas moins de 200 traces chargées de toutes impulsions seront produites par
croisement de faisceau. Ce système sera, de plus,  soumis à un fort taux de radiations.
La conception du système adopté par CMS et présenté dans le rapport technique de concep-
tion (Technical Design Report ou TDR)[4] à la fin de l’année 1999 a depuis lors été profondé-
ment remanié à la suite des progès technologiques accomplis sur les éléments de détection et
de traitement électronique du signal en silicium.
η 2.6<
∆ pt Pt⁄( ) 0.1 pt= pt
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Une conception dite ‘Trajectographe Tout Silicium’ est depuis le début de l’année 2000 la
ligne de base nouvellement adoptée par CMS.
En schématisant ce système a grossièrement la forme d’un cylindre de révolution autour de
l’axe du faisceau du LHC et occupe un volume défini par une dimension longitudinale de
5.6 mètres et de diamètre extérieur égal à 2.4 mètres.
On peut définir ainsi trois régions dans ce volume en appliquant un critère de classement lié au
taux de radiations subi par ces régions:
• pour une distance à l’axe inférieure à 20 centimètres subissant en cinq ans de fonctionne-
ment de l’ordre de Grays à Grays le détecteur est équipé d’un système d’environ
canux de détection. Chaque canal est en fait constitué d’un détecteur de 150
par 150 ce qui permet une mesure de la position de l’impact d’une trace chargée dans
ce système avec une résolution d’environ 10 à 15 pour l’intervalle de pseudo-rapidité
 et d’environ 15 à 20  pour l’intervalle .
• pour la région intermédiaire comprise entre 20 centimètres et 70 centimètres subissant pour
sa part de Grays jusqu’à Grays le trajectographe est équipé de détecteurs sous
forme de pistes de silicium d’une longueur égale à 10 centimètres dans la partie du tonneau
et de 25 centimètres dans les parties des bouchons. La mesure de la position de l’impact
d’une trace chargée est dans cette région comprise entre 15  et 70 .
• pour la région extérieur comprise entre 70 centimètres et 115 centimètres subissant pour sa
part de l’ordre de Grays jusqu’à Grays le détecteur est équipé de pistes de sili-
cium d’une longeur égale à 16 centimètres dans la partie du tonneau et dans les parties des
bouchons.
1.2.3 Le calorimètre électromagnétique
La fonction du calorimètre électromagnétique est de détecter et mesurer l’énergie et la posi-
tion des électrons, positrons et photons produits lors des collisions. Il contribue aussi à la
détection des particules hadroniques ainsi qu’à la mesure de l’énergie transverse manquante
en en combinaison avec le calorimètre hadronique.
Ce sous-détecteur jouera un rôle essentiel pour l’étude de la physique électrofaible du modèle
standard. C’est particulièrement le cas dans la recherche du boson de Higgs dans son canal de
désintégration lorsque la masse du boson de Higgs est inférieure à 150 GeV ainsi
que dans les canaux de désintégration ou dans le domaine de masse
compris entre 140 GeV et 700 GeV. Il est fondamental d’avoir une excellente résolution de la
mesure des caractéristiques des photons, électrons ou positrons pour de tels canaux car la
résolution en masse reconstruite du boson de Higgs est effectivement dominée par la résolu-
tion expérimentale.
Le calorimètre électromagnétique sera constitué d’environ 80000 cristaux de tungstate de
plomb (PbWO4) qui du fait de l’homogénéité de ce matériau scintillant assure naturellement
5.105 105
40.106 µm
µm
µm
η 1.6< µm 1.6 η 2.5< <
105 104
µm µm
104 103
H γγ→
H ZZ→ H WW→
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une grande résolution sur la mesure de l’énergie des gerbes électromagnétiques qui se déve-
loppent en son sein.
Une foix le choix du tungstate de plomb comme milieu de détection fait s’est posé le choix du
photodétecteur permettant de transformer la lumière de scintillation du cristal en signal élec-
trique apte à subir un traitement par une chaîne électronique de lecture. Etant donné la faible
quantité de lumière émise par le cristal de PbWO4 et pour tenir compte du fait que le calori-
mètre est plongé dans un fort champ magnétique l’emploi de photodiodes à avalanche (Ava-
lanche PhotoDiode en anglais soit l’acronyme APD) s’est imposé dans la partie tonneau. La
partie des bouchons étant soumise quant à elle à un fort taux de radiations un autre type de
détecteur a été choisi. Des phototriodes à vide (Vaccum PhotoTriodes ou VPT) seront utili-
sées dans cette partie du sous-détecteur pour leur excellent comportement sous fortes irradia-
tions.
La résolution relative en énergie d’une gerbe électromagnétique mesurée dans un calorimètre
est représentée par la formule:
où le paramètre a, dit terme stochastique, décrit essentiellement les fluctuations du nombre de
photons produits par la gerbe. Le terme b représente l’effet de la combinaison de deux sources
de bruit distinctes: le bruit électronique introduit par la chaîne de lecture et l’effet de l’empile-
ment d’événements dans le cristal. La valeur mesurée pour l’électronique de lecture conçue
pour le calorimètre est d’environ 30 MeV pour cristal. Enfin le paramètre c, dit terme cons-
tant, correspond à la limite ultime de la résolution que l’on peut atteindre pour les gerbes de
très haute énergie. Son existence est dû aux fuites longitudinales, aux imperfections de l’inter-
calibration de la réponse des cristaux ainsi qu’à la non uniformité de la collection de la
lumière au sein du cristal. Le tableau 1.3 donne les valeurs des différents termes contribuant à
la résolution du calorimètre électromagnétique de CMS.
Depuis plusieurs années de nombreux prototypes du calorimètre électromagnétique ont été
testés dans des conditions reproduisant celles de l’expérience. Des test en faisceau ont permis
d’étudier les performances intrinsèques des cristaux, les caractéristiques des photodétecteurs
ainsi que celles de l’électronique de lecture. Leurs performances ont continûment progressé
depuis les premiers tests. La figure 1.6 montre la variation de la valeur de la résolution en
énergie des gerbes initées par des électrons en fonction de l’énergie de ces électrons. L’estima-
tion de l’énergie de la gerbe a été faite en sommant les énergies des cristaux formant une
matrice de 3 cristaux par 3 cristaux.
σE
E
------
a
E
-------
b
E
--- c⊕ ⊕=
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TABLE 1.3. Valeurs des différents termes contribuant à la résolution du calorimètre
électromagnétique de CMS
Figure 1.6 Variation de la valeur de la résolution en énergie des gerbes initées par des
électrons en fonction de l’énergie de électrons. L’estimation de l’énergie de la
gerbe a été faite en sommant les énergies des cristaux formant une matrice de 3
cristaux par 3 cristaux[5]
1.2.3.1 Le cristal de tungstate de plomb
Le choix du matériau scintillant satisfaisant aux conditions de fonctionnement dans une expé-
rience au LHC résulte d’un compromis entre les caractéristiques dont nous derssons la liste ci-
dessous. Ces critères sont:
      Tonneau         Bouchon
Terme stochastique
Terme constant
Bruit  (à basse luminosité)
 MeV  MeV
Bruit  (à haute luminosité)
 MeV  MeV
2.7% E⁄ 5.7% E⁄
0.55% 0.55%
155 770
210 155
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• la scintillation : la quantité de lumière produite par le cristal doit être suffisante pour que les
contributions, dues d’une part au terme stochastique et d’autre part au bruit électronique, à
la résolution en énergie soient négligeables
• la densité : afin d’avoir un calorimètre le plus compact possible, c’est-à-dire de volume le
plus petit possible, il est indispensable d’avoir la plus petite longueur de radiation X0 qui
nous le rappelons caractérise le développement longitudinal d’une gerbe
• le temps de déclin de la scintillation : lorsqu’un cristal est touché il faut que l’émission de
lumière de scintillation ne déborde pas ou très peu sur celle d’un événement produit par un
croisement de faisceaux ultérieur afin d’éviter la contamination entre événements
• spectre d’émission : il faut que ce spectre soit tel que les risques de réabsorption de la
lumière de scintillation par des défauts du cristal  qui produisent des bandes d’absorption
soit négligeables
• stabilité en température : une indépendance de la réponse des cristaux vis-à-vis des varia-
tions de température de la zone d’opération du calorimètre serait souhaitable afin de limiter
les effets sur la calibration
• coût : compte tenu du grand volume de cristaux nécessaire il faut que ce coût soit le plus
petit possible
Seulement deux cristaux ont retenu l’attention de la collaboration Crystal Clear qui a mené un
programme de recherche et développement au CERN à ce propos: le fluorure de cérium
(CeF3) et le tungstate de plomb (PbWO4). Le premier type de cristal satisfait positivement à la
majorité des critères cependant sa longueur de radiation (X0 = 1.68 cm) est relativement
grande et des problèmes de coût l’ont fait rejeter par la collaboration CMS qui a décidé en
1994 de choisir le tungstate de plomb comme milieu de détection pour le calorimètre électro-
magnétique. Sa densité élevée permet la conception d’un calorimètre compact et l’existence
en Russie et en Chine de moyens industriels adaptables pour sa production ont été les argu-
ments décisifs pour ce choix. Les propriétés du cristal de tungstate de plomb sont résumées
dans le tableau 1.4.
On remarque dans ce tableau que le temps de déclin est bien adapté à la fré-
quence de croisement des faisceaux du LHC. par contre, la forte dépendance du rendement
lumineux vis-à-vis de la température des cristaux nécessite de prévoir une système de régula-
tion par la circulation d’eau thermalisée afin d’évacuer les calories produites au sein du calori-
mètre.
τ 10 20ns–=
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TABLE 1.4. Propriétés du cristal de tungstate de plomb
Actuellement trois producteurs principaux se partagent la mise au point de la production de
grands cristaux de PbWO4 . Le premier producteur, ‘Bogoroditsk Techno-Chemical Plant’
(BTCP) installé à Bogoroditsk en Russie fournit les premiers cristaux de production alors que
les deux producteurs chinois, ‘Shanghai Institute of Ceramic’ (SIC) et ‘Beijing Glass
Research Institute’ (BGRI) sont encore au stade de développement des moyens de production
industrielle.
Le choix du matériau scintillant étant effectué la définition des dimensions géométriques
découle des propriétés des gerbes électromagnétiques initiées au sein de ce matériau. Ainsi les
cristaux utilisés dans la partie du tonneau ont une forme pyramidale de section 22 X 22 mm2
correspondant à et pour longueur 23 cm. Cette longueur, corres-
pondant à environ 26 X0 , permet de minimiser les fuites des gerbes électromagnétiques de
grande énergie vers l’arrière. La section choisie assure qu’une gerbe, dont le point d’impact
est au centre d’un cristal, dépose environ 75% de son énergie dans ce cristal. Le choix de cette
section permet, de plus, de séparer les photons provenant de la désintégration d’un poduit
au sein d’un jet qui constitue la source de bruit physique la plus importante au niveau du sys-
tème de déclenchement.
La mise au point de cristaux de PbWO4 optimisés pour le calorimètre électromagnétique de
CMS revient à varier les paramètres de la production pour maximiser la quantité de lumière de
scintillation, la transmission optique et la résistance aux radiations afin de garantir un niveau
de qualité suffisant pour les 80000 cristaux. Cette mise au point, reposant principalement sur
les producteurs de cristaux, est réalisée en étroite collaboration avec l’expérience CMS.
L’amélioration des propriétés des cristaux résultant de ce travail de mise au point est claire-
ment illustrée dans la figure 1.7 montrant la transmision optique pour des cristaux produits en
1995 et celle de cristaux produits en 1997. Une amélioration, d’environ 30% à 40% de la
transmission autour d’une longueur d’onde de 400 nm, entre les deux lots a été obtenue gråce
à ce travail.
Propriétés PbWO4
Description
  des
gerbes
Longueur de radiation
Rayon de Molière
Densité
  Scintillation
Rendement lumineux
% Lumière émis en 25 ns
Temps de déclin
Pic d’émission
Dépendance en température (à )
     de à
Xo cm[ ]
RM cm[ ]
g cm3( )⁄[ ]
0.89
2.19
8.29
γ MeV( )⁄[ ]
%[ ]
τ ns[ ]
nm[ ]
20oC
50 120
80
10 20–
440 500–
1.9% Ko⁄–
∆η ∆φ 0.0175=× 0.0175×
pi
0
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La production en grande quantité des cristaux ne peut pas être commencée avant d’avoir
achevé la recherche systématique des paramètres techniques qui influencent les performances
des cristaux et leur coût de production. La pré-production par BTCP de 2700 cristaux qui
seront installés dans le tonneau a commencé en 1999. Par contre, celle des cristaux de SIC et
BGRI a été retardée. Ce retard de la production en Chine a conduit l’expérience CMS à
accroître les capacités de production en finançant la construction d’installations de production
complémentaires.
Figure 1.7 Transmision optique pour des cristaux produits en 1995 et celle de
cristaux  produits en 1997
Le nouveau calendrier de la production des cristaux établi en 2000[6] est résumé dans le
tableau 1.5 ci-dessous
TABLE 1.5. Nouveau calendrier de la production des cristaux établi en 2000
      Producteurs
                                 Production
 1999   2000   2001   2002  2003   2004  2005
 BTCP
tonneau  2700   5900   7900 12000 12000   5000
bouchon     200
SIC
  &BGRI
tonneau     500    3500    4000    3500    3000
bouchon      500    2000    4500    4500   4000
Total dans le tonneau 2700   6400  13300  16000  15500    8000
Total dans le bouchon     200    2000    4500    4500
  4000
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1.2.3.2 Structure mécanique
La structure mécanique du calorimètre électromagnétique a été conçue de façon à dégrader le
moins possible la mesure de l’énergie des gerbes électromagnétiques en limitant le plus possi-
ble les volumes des pièces mécaniques supportant le poids des cristaux ainsi que les volumes
qui séparent les cristaux. La structure choisie résulte du compromis entre les principes ennon-
cés ci-dessus et la nécessité d’avoir une structure mécanique stable avec des déformations
maîtrisées.
Cette structure, présentée dans la figure 1.8, est détaillée pour la partie tonneau. Elle est basée
sur l’assemblage  de:
• sous-unités constituées d’un cristal, d’une pièce mécanique appellée capsule contenant
deux APD (voir figure 1.8.a) collée sur le cristal.
• structures alvéolaires, dites sous-modules, en fibre de verre-epoxy dont les faces internes
recoivent un traitement optique constitué d’une couche mylar aluminisé. Chacun des ces
sous-modules contient 10 cristaux équipés de leurs capsules disposés en une matrice de 5
(suivant la direction η) par 2 (suivant la direction ϕ). La distance entre les cristaux d’une
telle structure est inférieure à 0.5 mm de façon à minimiser la probabilité qu’une particule,
en passant entre deux cristaux, échappe à la détection. Avant l’insertion des cristaux une
fibre optique permettant la distribution de la lumière du système de monitorage est mise en
place et tenue en place grâce à une ferrule en plastique. L’ensemble est fermé par une pièce
en aluminium d’une épaisseur de 20 mm appellée tablette (voir figure 1.8.b). La tablette
comporte 4 rainures qui assurent le positionnement des capsules. Chaque sous-module est
en outre équipé d’un capteur destiné à contrôler  la température.
• d’ensembles comportant 400 cristaux (module de type 2,3 ou 4 dans la figure 1.8.c) ou 500
cristaux (module de type 1 dans la même figure) appelés modules qui sont composés de 40
ou 50 sous-modules. L’assemblage des sous-modules faisait appel, jusqu’ à la fin de
l’année 2000, à une première pièce en fibre de carbone dénommée panier ainsi qu’ à une
seconde pièce en alliage d’aluminium assurant la fermeture du panier et la rigidité de
l’ensemble appellée grille. Les difficultés de réalisation de la grille par une société italienne
pour le coût prévu ont entraîné l’abandon de cette conception des modules. Une solution
alternative est en cours d’élaboration. Nous présentons les résultats de mesures effectués
pour des paniers prototypes produits en 1998[7]. Ceux-ci illustrent bien les difficultés ren-
contrées pour la réalisation d’un panier. La grille, dont l’épaisseur moyenne est de 9 mm,
supporte le poids des cristaux quand le module est en position ‘6 heures’ ou ‘12 heures’ et
la moitié de ce poids dans la position ‘3 heures’, subit des déformations de mm en
position 12 heures ou 6 heures. Les déformations du panier ainsi que les variations de la
distance entre modules suivant les positions sont présentées dans les tableaux 1.6 et 1.7 res-
pectivement.
• d’ensembles de 4 modules dits supermodules contenant 1700 cristaux. La distance entre
supermodules voisins sera inférieure à 6 mm. Chaque supermodule est conçu comme une
unité indépendante avec son propre système de refroissement et son électronique. Une pla-
que d’acier et deux renforts latéraux en fibre de carbone assurent ensemble la rigidité du
supermodule.
0.16±
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TABLE 1.6. Déformations du panier ainsi que les variations de la distance entre modules
TABLE 1.7. Déformations du panier ainsi que les variations des positions
Finalement la partie du tonneau du calorimètre électromagnétique est constituée de 36 super-
modules arrangés en deux demi-tonneaux autour de la pseudorapidité 0.
La partie dite des bouchons est organisée sous forme de deux disques venant fermer la partie
tonneau. Chaque disque, divisé en quarts, est constitué d’un assemblage de sous-modules de
36 cristaux organisés suivant une matrice de 6 par 6 cristaux.
                                  Déformation [mm]
   Position        12 heures        6 heures        3 heurs
           1-2           0.97          1.053        1.0037
            2-3            1.1          0.94        1.0014
            3-4           0.99          1.067        1.0016
    Déformation [mm]                                           Position
       12 heures        6 heures      3 heurs
          0.008         -0.147       -0.067
         -0.026          0.250
          0.080         -0.076         0.211
x
y
z
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Figure 1.8 Structure mécanique du calorimètre électromagnétique (a) sous-unités constituées d’un
cristal (b) structures alvéolaires (dites sous-modules) (c) ensembles comportant 400 cristaux
(module de type 2,3 ou 4)
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1.2.4 Le calorimètre hadronique
Situé à l’intérieur de la bobine de l’aimant il entoure le calorimètre électromagnétique et cou-
vre un domaine de pseudorapidité défini par . Il est complété par une partie dite ‘tail
catcher’ située à l’extérieur de la bobine destinée à contenir la queue des gerbes initiées par les
hadrons dans la partie internedu calorimètre.
Sa structure mécanique fabriquée à l’aide de tuiles de plastique scintillant et de plaques de
cuivre est organisée en tours projectives. La lumière collectée à l’intérieur des tuiles est
extraite par des fibres à décalage de longueur d’onde pour être transformée en signal électri-
que par des convertisseurs de type ‘Hybrid PhotoDiode’.
La construction du premier demi-tonneau de ce sous-détecteur est en cours d’achèvement et la
figure 1.9 en montre la structure mécanique.
Figure 1.9 Structure mécanique de demi-tonneau de HCAL
1.2.5 Le détecteur de muons
Les muons produits dans la collisions p-p interagissent peu avec la matière. Le détecteur de
muons est donc placé à l’extérieur (autour des calorimètre et de la bobine qui les entoure). Au
niveau de la zone central( ), le détecteur consiste en les couches de stations muoni-
ques alternant avec les couches de fer du retour de champ magnétique. Les région des bou-
chons ( ) contiennent également les couches de détecteurs.
Grâce au champ de retour de l’aimant, on peut calculer la courbure de la trajectoire de la par-
ticule et donc en déduire son impulsion. La résolution transverse attendue du détecteur de
muons est comprise entre 6 et 35% pour l’impulsion transverse de 10 à 1000 GeV/c[8].
η 3.0<
η 1.3<
0.9 η 2.4< <
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1.2.6 Le système de déclenchement et d’acquisition
Avec une fréquence de 40 MHz des croisements des faisceaux de protons environ inte-
ractions proton-proton par seconde se produisent à la luminosité nominale de .
Le système de déclenchement de CMS a pour tâche principale de réduire à 100 Hz le taux des
événements conservés pour analyse hors ligne. En considérant la taille moyenne d’un événe-
ment, environ 1 Mbytes, c’est plus de 1 Tbytes de données qui seront produites en une seule
journée de fonctionnement.
La réduction effectuée par le système de déclenchement de 1:400 000 est effectuée suivant le
schéma classique faisant appel à un système de déclenchement multi-niveaux. Pendant le
temps d’élaboration de 3.2 du signal de déclenchement et sa diffusion aux sous-détecteurs,
les informations en provenance de ces sous-détecteurs sont stockées dans des mémoires fonc-
tionnant en mode pipe-line c’est-à-dire que les informations créées au rythme de 40 MHz les
plus jeunes prennent la place des plus anciennes. L’histoire des signaux des sous-détecteurs
est ainsi mémorisée pendant un temps maximum de 3.2 . Au dela de ce temps dit ‘temps
de latence‘ du déclenchement les informations sont perdues.
Le principe adopté dans la conception du système de déclenchement fait appel à un niveau de
traitement des signaux dit ‘niveau 1’ (Level 1 Trigger en anglais, abrégé en L1 Trigger) utili-
sant une électronique spécifiquement conçue tandis que les niveaux supérieurs (High Level
Trigger en anglais dénommé HLT) font appel à des processeurs du commerce utilisés en
réseau.
L’équipe en charge de la conception et le développement du système de déclenchement de
niveau 1 a publié en décembre 2000 son TDR[9] et nous résumons pour le lecteur les quelques
six cents pages de ce rapport dans les quelques lignes qui suivent.
Afin de sélectionner efficacement les événements intéressants pour la découverte du boson de
Higgs ou des partenaires suspersymétriques il est nécessaire que le système de déclenchement
puisse détecter en ligne les collisions satisfairant au moins l’une des conditions suivantes:
• un lepton chargé ou un photon avec une impulsion transverse plus grande que 60 GeV/c
• deux leptons chargés ou deux photons dont l’impulsion transverse est plus grande que
15 GeV/c
• l’énergie transverse manquante est plus grande que 150 GeV/c
• un jet hadronique avec une implulsion transverse plus grande que 250 GeV/c
Les sources de bruit de fond qui proviennent de la production de jets donnant soit des leptons
soit des photons ou alors les désintégrations des bosons Z, W en leptons sont responsables
d’un taux de déclenchement d’environ 100 Hz après l’application des critères de sélection du
HLT pour la lunimosité nominale du LHC. Etant donné que ces critères ne peuvent être modi-
fiés sans changer l’efficacité de détection des événements intéressants pour la recherche du
boson de Higgs ou de la supersymétrie ce taux de déclenchements représente la valeur mini-
male que doit être capable d’absorber le système d’acquisition de CMS.
109
1034cm 2– s 1–
µs
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Les conditions les plus efficaces qui permettent de retenir les interactions proton-proton pro-
duisant des événements intéressants sont celles qui combinent plusieurs objets dès le niveau 1
du déclenchement. A titre d’exemple une telle combinaison est celle formée par un objet élec-
tromagnétique détecté dans les calorimètres et un muon détecté par le système de mesure des
muons. Les conditions portant sur un seul objet soit une gerbe électromagnétique, soit un
muon ou bien la présence d’une grande énergie manquante signalant la présence éventuelle
d’un neutrino de grande impulsion transverse permettent de retenir les événements intéres-
sants n’ayant pas satisafait les conditions précédentes. Ceci a une implication très importante
sur la conception du système de déclenchement de niveau 1. Les objets simples détectés par
les calorimètres ou les détecteurs de muons ne peuvent subir de réjection avant d’être combi-
ner. C’est seulement pour les combinaisons de ces objets individuels que le L1 applique des
coupures sur l’impulsion transverse et ces coupures dépendent de la combinaison envisagée.
Cette conception est reflétée dans la figure 1.10 qui montre un schéma fonctionnel de l’ensem-
ble du système de déclenchement de niveau 1.
Les objets électrons/photons qui ne sont pas distingables par le L1 sont détectés et leur impul-
sion transverse mesurées dans la partie du système notée Global Calorimetry Trigger tandis
que les muons le sont dans celle notée Global Muon Trigger. Le calcul de la valeur de l’éner-
gie transverse manquante est faite dans la partie Global Calorimetry Trigger. La combinaison
entre les objets est faite au niveau, dénommé comme il se doit, Global Trigger et c’est seule-
ment dans cet étage que sont appliquées les comparaisons à des seuils.
Le tableau 1.8 donne en fonction du type d’objets considérés les seuils envisagés pour deux
valeurs typiques de la luminosité (au démarrage et en fonctionnement nominal) de LHC.
Figure 1.10 Schéma fonctionnel de l’ensemble du système de déclenchement de
niveau 1.
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TABLE 1.8. Exemples du type d’objets considérés les seuils envisagés pour deux valeurs
typiques de la luminosité de LHC
1.3 L’électronique  du calorimètre électromagnétique
Les signaux lumineux issus des cristaux doivent être convertis en signaux électriques afin
d’une part de participer à l’élaboration du signal de déclenchement de CMS et d’autre part
d’être mis en mémoire pour une analyse ultérieure par un système de calculateurs réunis en
réseau. Plus précisément, les signaux électriques sont générés par des photodiodes à avalanche
(Avalanche PhotoDiode ou APD) qui outre leur rôle de photodétecteurs possèdent une struc-
ture amplificatrice en leur sein. Le courant des APD est amplifié, mis en forme et converti en
signaux numériques. Finalement les signaux numériques sont traités par un ensemble logique
evolué assurant l’interface avec le système de déclenchement. Ces mêmes signaux numéri-
ques sont mis en mémoire pendant le temps de génération du signal de déclenchement avant
d’être envoyés dans les ordinateurs assurant un traitement plus complet des informations
recueillies par tous les sous-détecteurs constituants CMS.
Nous avons pris le parti de décrire l’électronique de lecture du calorimètre électromagnétique
d’un point de vue géographique: une électronique dite interne qui est placée au sein de la zone
expérimentale contenant les sous-détecteurs et une électronique dite externe qui elle est située
dans la zone souterraine contigue à la zone expérimentale (voir la figure 1.3 ). Les deux types
                  Type  d’objets  Luminosité           Seuils envisagés
Boson de Higgs
 dans le MS
      H
      H
      L
     L.H
Boson de Higgs
 dans le SUSY
       H
      L,H
      L
   Particules
    SUSY
      L,H
     L.H
H γγ→ pT γ( ) 40 25,>
H ZZ∗ 4l→ →
pT e( ) 20 15 10 10, , ,>
pT µ( ) 10 20– 5 10– 5 5, , ,>
pT e( ) 20 15 10 10, , ,>
pT µ( ) 20 10 5 5, , ,>
H WW l+νl-ν→ → pT l( ) 20 10,>
h H γγ→, pT γ( ) 40 25,>
h A H ττ eµX→→, , pT e( ) 20>
pT µ( ) 20>
h bb→ ET
jet 40 ET
miss 400>,>
g˜ g˜ q˜ q˜ 4l 2 jets,→, pT l( ) 10 20–>
ET
jet 40 ET
miss 100>,>
q˜ q˜ 4 jets→ ET
jet 100 100 100 100, , ,>
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d’électronique sont reliés par un faisceau d’environ 96000 fibres optiques dont la longueur est
de 90 mètres environ. La figure 1.11 montre d’une manière très schématique la configuration
de l’électronique du calorimètre électromagnétique dont nous faisons le détail dans les para-
graphes suivants.
Figure 1.11 Manière schématique la configuration de l’électronique du calorimètre
électromagnétique
1.3.1 Electronique interne
Cette électronique est composée principalement d’éléments analogiques. Ce sont, en suivant
le sens de propagation des signaux électriques: l’APD, un ensemble de préamplification-mise
en forme complété par un échantilloneur collectivement dénommé FPPA (Floating Point
PreAmplifier), un convertisseur analogique-numérique et un circuit de multiplexage. Les
signaux numériques multiplexés sont ensuite convertis en un signal lumineux à l’aide de dio-
des. Ce signal numérique lumineux est transporté au moyen de fibres optiques. Il y a une fibre
pour chaque cristal. Outre ces éléments d’ électronique utilisée pour transférer l’information
des gerbes électromagnétiques vers le système d’acquisition et de déclenchement de CMS des
thermistances équipent les cristaux à raison d’une thermitance pour dix cristaux. Elles permet-
tent le suivi de l’évolution de la température des cristaux afin d’étalonner la réponse de ceux-
ci. Cette mesure est primordiale à cause de la variation de la lumière de scintillation en fonc-
tion de la température (voir le tableau 1.4) .
Avant de décrire plus particulièrement divers composants électroniques nos résumons les con-
traintes de fonctionnement de cette électronique interne.
Compte tenu des conditions de fonctionnement du LHC, la lecture interne subira un haut
niveau de radiations et en particulier elle recevra un flux de neutrons de n/cm2 en dix
années de fonctionnement dans la région de pseudorapidité autour de . Toute l’élec-
tronique interne sera donc réalisée en utilisant des technologies devant résister à ces forts taux
de radiations. On parle alors d’électronique durcie aux radiations (RADiation HARD electro-
nics).
2 13×10
η 2.6=
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La chaleur produite par les photodétecteurs ainsi que l’électronique couplée est susceptible de
produire un gradient de température préjudiciable à l’émission de lumière des cristaux et par
voie de conséquence à la résolution de la mesure d’énergie des gerbes électromagnétiques.
Un système de refroissement est donc requis et son intégration dans le reste de la mécanique
de support des cristaux a nécessité une étude longue et complexe.
Etant donnée la dynamique de l’ordre de 105 , correspondant à la mesure de dépôts d’énergie
de 25 MeV à plus de 2 TeV, des signaux du calorimètre électromagnétique enregistrés par le
système d’acquisition et traités par le système de déclenchement ceux-ci doivent être convertis
en signaux numériques codés par des mots de 16 bits. De plus, afin d’éviter les problèmes liés
à la superposition des signaux électriques d’événements, l’ électronique interne devra permet-
tre une numérisation à la cadence du rythme des collisions.
La photodiode à avalanche
Les spécifications du photodétecteur sont très rigoureuses. En effet le photodétecteur doit:
• être capable de travailler dans un champ magnétique de 4 Teslas.
• posséder un gain interne suffisamment grand afin d’être peu sensible au limite électronique.
En outre le gain doit être lui même peu affecté par des variations de température ou de ten-
sion
La trop grande sensibilité des photomultiplicateurs au champs magnétique les a fait rejeter
comme photodétecteur du calorimètre électromagnétique. Seul un photodétecteur à semi-con-
ducteur insensible au champs magnétique, peut répondre à ce cahier des charges très exigeant.
L’utilisation d’une jonction PIN est impossible du fait de l’absence de gain interne. Le seul
photodétecteur semi-conducteur est la photodiode à avalanche qui est peu sensible au champ
magnétique et possède un gain intrinsèque. Les APDs disponibles commercialement depuis
1995 à un prix de plus en plus abordable sont destinées au marché des télécommunications.
Cependant leurs caractéristiques électroniques ne leur permettaient pas de satisfaire les con-
trantes imposées par leur utilisation dans CMS. Une phase de recherche et développement
menée avec deux constructeurs a été démarée en 1994. A l’issue de cette phase le fabricant
industriel Hamamatsu au Japon est parvenu à fabriquer des APDs dont les caractéristiques
sont présentés dans le tableaux 1.9.
TABLE 1.9. Caractéristiques des APDs fabriqués par Hamamatsu et celles souhaitées.
              CMS        Hamamatsu
Suface
Efficacité
 à 400  à 400
Capacité
Gain
Facteur d’excès de bruit
     dM/dT (M=50)
50mm2> 2 25mm2×
80%> nm 80%> nm
100 pF< 2 70× pF
100< 50
2< 2
2– % °C⁄< 2.3% °C⁄–
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Afin d’assurer une bonne efficacité de collection des photons, une surface de est
requise. Elle est obtenue en couplant deux APDs de surface unitaire de . Les APDs
possèdent un bruit propre du au phénomène statistique de multiplication des charges au sein
de l’avalanche. L’exsitence de ce bruit est susceptible d’augmenter le terme stochastique
entrant dans la résolution du calorimètre. Ce limite est caractérisé par un facteur dit ‘d’excès
de bruit’ qui doit avoir une valeur inférieur à 2 afin de ne pas compromettre la résolution.
La variation relative du gain avec la températeur est représentée dans la figure 1.12. Pour le
gain 50 retenu comme de fonctionnement la variation relative de mesurée est plus
grande que celle souhaitée.
Figure 1.12 Variation relative du gain avec la températeur
Le FPPA  et le convertisseur analogique-numérique
La figure 1.13 montre le synoptique du système appelé Floating Point PreAmplifier complèté
du convertisseur. Le permier étage de système est simplement constitué de deux préamplifica-
teurs de gains différents qui transforment le courant généré au sein de l’APD en une tension
proportionnelle. Afin de minimiser les effets de superposition de signaux la contrainte de
temps du signal de sortie des préamplificateurs a été limité à 40 ns. Le seconde étage est pour
sa part constitué d’un ensemble d’échantillonnage bloqueurs qui ont pour rôle de faire une
mesure de la valeur instanée de la tension au rythme de 40 MHz ainsi que de maintenir en
mémoire le résultat de cette mesure pendant une durée suffisante pour que le convertisseur
analogique numérique (ADC) puisse transformer cette mesure en un nombre codé sur 12 bits.
Cet ensemble est complété par un système logique qui permet de coder sur 2 bits la voie de
mesure qui a été choisie dynamiquement. Cet ensemble réalise donc un système multigain qui
50m2
25mm2
2.3%/C–
Gain M
   dM/dT 1/M×
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permet de les signaux analogiques délivrés par l’APD en utilisant un code composé de 14 bits.
Une information numérique est générée par cet ensemble au système de 40 MHZ.
Figure 1.13 Synoptique du système Floating Point PreAmplifier (FPPA) complèté du
convertisseur
Le multiplexeur et le convertisseur optique
Afin de limiter le volume des câbles permettant d’extraire de l’électronique interne les don-
nées numériques une procédure de multiplexage rapide est employée. Elle utilise un circuit
numérique qui met en série à un taux de 800Mbits/seconde les informations numériques géné-
rées par l’ensemble FPPA et ADC. Ce signal est ensuite converti grâce à une diode laser en un
signal lumineux qui se propage sur une fibre optique couplée au convertisseur optique. Il y a
80000 fibres optiques de 90 mètres de longueur qui couplent l’électronique interne à l’électro-
nique extérieur.
1.3.2 Electronique externe
L’électronique externe est un interface entre le système d’acquisition et celui de déclenche-
ment de niveau 1. On appel ce interface au nom du système ULR (Upper Level Readout).
Principalement ce système est composé de deux fonctionnements. Ce sont un système qui
génère des données pour le système de déclenchement, noté, le TPG (Trigger Primitive Gene-
rator) et un système de mis en mémoire des données numériques. La figure 1.14 montre la
représentation schématique du système ULR pour les 100 cristaux. Les signaux numériques
lumineux transportés au moyen de fibres optiques sont suivis un convertisseur optique-numé-
rique et un circuit multiplexage. Les signaux numériques multiplexés sont ensuite séparés en
le TPG pour participer à l’élaboration du signal de déclenchement et le système du mémorisa-
tion. Dans cette section, nous décrivons plus particulièrement le système TPG et le système du
mémorisation.
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Figure 1.14Représentation schématique du système ULR
Le TPG
Les fonctions basiques du système TPG sont:
• la transformation des données numériques en l’énergie transverse.
• le filtrage du signal numérique pour mesurer l’amplitude du signal numérique et identifier
le temps des croisements des faisceaux de protons.
• le calcule d’une somme d’énergie pour les 25 cristaux dit une tour de déclenchement.
• le calcule des sommes d’énergies pour les deux pistes avoisinés (une piste étant orientée
selon la direction azimuthale est composé des 5critaux).
D’après un convertisseur optique-numérique, afin de mettre en parallèle les signaux numéri-
ques en série, une procédure de multiplexage est employée. Elle utilise un circuit numérique
qui fonctionne sur le taux de 800Mbits/second. Les signaux numériques multiplexés représen-
tants un nombre de 16 bits sont ensuite séparés en le TPG et le système de mémorisation.
Principalement le TPG traite 25 cristaux. Alors les 25 signaux numériques de 16 bits entrent
au TPG. Le TPG est composé de quatre fonctionnements (voir également figure 1.15). Ce sont
les 5 additionneurs de la piste, les 5 filtrages de l’amplitude, les 5 filtrages de peak finder et un
additioneur d’une tour. Un additioneur de la piste accumule les énergies transverses pour la
piste de 5 cristaux. D’après un additionneur de la piste, une seule valeur numérique est géné-
rée, dit le signal de la piste. De plus, les 5 additioneurs de la piste calculent les sommes
d’énergies pour les deux pistes avoisinés. Ce calcule est alors effectué aux 4 paires des pistes.
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D’après la comparaison d’énergie des 4 paires, une paire dont l’énergie est la plus grande est
extraite.
Figure 1.15  Représentation schématique du système TPG
Le signal de la piste est ensuite suivi d’un filtrage de l’amplitude qui mesure l’amplitude du
signal de piste et un filtrage de peak finder qui mesure le temps de croisement des faisceaux.
Dans la suite, un additioneur de la tour somme les énergies transverse issus de 5 filtrages de
peak finder. Cette somme est composé d’un nombre de 8 bits. En outre, le rapport entre cette
somme et l’énergie la plus grande parmi 4 paries de piste est calculé. Ceci permettra de con-
naître la présence d’un electron ou photon dans cette tour. Puisque typiquement environ 80%
d’énergie du electron est déposé dans un seul cristal et dans ce cas, la distribution d’énergie
est alors très compacitée. Si ce rapport est typiquement plus grand que 0.9[10], le TPG met à
1 sinon à zéro en utilisant 1 bit, nommé Fine Grain bit. L’issus du TPG un nombre de 9 bits
(composé 8 bits pour la somme d’énergie de la tour et 1 bit pour Fine Grain bit) sort au lieu de
400 bits entrés (25cristaux  16 bits), voir également figure 1.14.
Maintenant, nous décrivons plus en détail le filtrage du signal numérique du TPG. Ce filtrage
est divisé en deux fonctionnements: un filtrage de l’amplitude et celui de peak finder pour
identifier le temps des croisement des faisceaux.
Ces deux filtrages sont effectués en utilisant le signal de piste. Un système TPG est alors cons-
titué de 5 filtrages de l’amplitude et de peak finder. Les figures 1.16(a), (b) et (c)[11] montrent
les architectures du filtrage du TPG: le signal de piste (a) avant et (b) après le filtrage de
l’amplitude puis (c) ceux après le filtrage de peak finder.
•  Filtrage de l’amplitude du signal numériques
Afin de mesurer l’amplitude du signal de la piste, le filtrage de l’amplitude est fonctionné en
utilisant la somme pondérée de 5 échantillons consécutifs du signal de piste. Du fait de la pré-
sence du bruit électronique et de la corrélation des échantillons, cette somme des 5 échan-
tillons est optimisée avec les valeurs de poids calculées. Ces valeurs de poids sont
typiquement (-0.96,-0.22, 0.62, 0.42. 0.14)[11]. Ce filtrage permet non seulement mesurer
l’amplitude du signal mais aussi participer à la deconvoluation du temps du signal pour trou-
25 cristaux
16bits
  5 additionneurs
    de la piste
      5 filtrages
  de l’amplitude
      5 filtrages
  de peak finder
un additionneur
      de la tour
×
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ver le temps que le signal est produit dans la collision proton-proton. La figure 1.16(b) pré-
sente les échantillons après le filtrage de l’amplitude.
• Filtrage de peak finder
Le principe de ce filtrage est de trouver le pic du signal dans le temps évolué en 25 ns. Pour
cela, d’après la génération du filtrage de l’amplitude, le filtrage de peak finder est effectués en
utilisant les 3 échantillons consécutifs du signal de piste. Les valeurs de ces 3 échantillons
sont comparées. Si le deuxième échantillon possède la valeur la plus grand, le filtrage de peak
finder génère cette valeur comme l’amplitude du signal sinon met à zéro pour tous les 3
échantillons (voir également 1.16(c)).
Figure 1.16 Architectures du filtrage du TPG: le signal de piste (a) avant et (b) après le filtrage de
l’amplitude puis (c) ceux après le filtrage de peak finder.
            (b)
            (c)
             (a)
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Le système du mémorisation
Pendant le temps d’élaboration de 3.2 du signal de déclenchement et sa diffusion aux
sous-détecteurs, les signaux numériques multiplexés sont stockées dans des mémoires fonc-
tionnant en mode pipe-line. Dans ce mode pipeline, les échantillons du signal créées au
rythme de 40 MHz les plus récents prennent la place des plus anciennes. Pour éviter la perte
des informations au delà du temps maximum de 3.2 , le temps de mémorisation dans le
mode pipeline est programmable. Ce temps de mémorisation est de 3.2  à 7 .
Si le système de déclenchement ‘niveau 1’ (L1 Trigger, voir section 1.2.6) satisfait les condi-
tions pour sélectionner les événements intéressants (voir également section 1.2.6), les 16
échantillons autour du temps des croisement des faisceaux sont extraités et ensuite transmis à
un tampon. Pour chaque mode de pipeline, il y a 16 tampons qui permettent de stocker 16 évé-
nements au maximum. Avant l’arrive de dix-septième événement au tampons, le tampon le
plus ancien doit être vider en transformant les échantillons vers le système de stockage.
µs
µs
µs µs
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Chapitre 2 Réduction du volume des données
par suppression d’information.
39
Contenu du chapitre
 2. Réduction du volume des données par suppression d’information ............................38
     2.1 Présentation du problème ....................................................................................... . 40
            2.1.1 Propriétés du flux entrant dans ULR.............................................................  40
            2.1.2 Définition d’un événement. ............................................................................41
            2.1.3 Contraintes sur le flux sortant de ULR........................................................... 42
            2.1.4 Critères pour la suppression d’information. ...................................................43
            2.1.5 Conclusion .....................................................................................................43
      2.2 Elimination d’évènements.........................................................................................44
2.2.1 Informations du calorimètre électromagnétique pour le déclenchement...........44
            2.2.2  Algorithmes du déclenchement......................................................................47
      2.3 Choix de la trame......................................................................................................48
2.3.1 Analyse du problème. ...................................................................................48
             2.3.2 Estimation des énergies..................................................................................50
             2.3.3 Meilleurs choix de la trame............................................................................52
       2.4 Suppression de canaux. ...........................................................................................54
              2.4.1 Bruit electronique ..........................................................................................54
              2.4.2  Basse luminosité............................................................................................54
              2.4.3 Haute luminosité............................................................................................55
              2.4.4 Un exemple de supression des canaux...........................................................56
        2.5  Conclusion .............................................................................................................59
40
Les données brutes de CMS seront traitées en temps réel avant leur sauvegarde en vue d’une
analyse finale. La réduction du volume des données sauvegardées sera effectuée selon des
niveaux successifs de traitement. Le sujet considéré ici concerne le premier niveau du calori-
mètre électromagnétique.
2.1 Présentation du problème.
Le volume des données provenant du calorimètre électromagnétique doit être considérable-
ment réduit avant la transmission vers les étapes ultérieures de l’analyse. Cette opération est
effectuée par un système d’électronique numérique dénommé ULR (Upper Level Readout)[1]
dans le jargon de l’expérience CMS (voir également section 1.3.2)
2.1.1 Propriétés du flux entrant dans ULR.
Ce flux est fixé par les caractéristiques du détecteur et du LHC. Les collisions se succèdent à
la fréquence de 40 MHz. A chaque collision, une énergie est susceptible d’être déposée dans
chacun des cristaux.
 Figure 2.1  Echantillonnage du signal d’un cristal.
Le signal résultant est traité de manière à fournir des échantillons numérisés se succédant dans
le temps (figure2.1). La fréquence de cet échantillonnage a été fixée à 40 MHz. Il eût été pos-
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sible mais peu pratique de choisir une fréquence qui ne fût pas un multiple de celle du LHC.
La valeur de chaque échantillon est codée en virgule flottante sur 2 octets. L’utilisation d’une
variable entière aurait nécessité 3 octets. Les 61 200 voies du baril et les 15 800 voies des bou-
chons fournissent donc 6 1012 octets par seconde (voir figure 2.2).
 Figure 2.2  Volume des données envoyées par le baril et les bouchons.
Une fraction de ces informations est un pur bruit de fond. Elle pourra être supprimée. Cette
fraction se réduira quand la luminosité du LHC augmentera. La section efficace des interac-
tions créant des signaux dans les cristaux étant de l’ordre de 70 mb, une moyenne d’une inte-
raction par collision correspond à une luminosité de [1]
2.1.2 Définition d’un événement.
On appellera événement, l’ensemble des informations relatives à une collision. Un événement
est étiqueté par son numéro de collision. L’information est distribuée selon une trame de plu-
sieurs échantillons antérieurs et postérieurs à l’instant de la collision. Les spécifications de
ULR fixent une limite supérieure de 32 à la dimension de la trame. Du fait de l’égalité des fré-
quences du LHC et de l’échantillonnage, deux évènements séparés par un nombre de colli-
sions inférieur à la dimension de la trame ont des informations communes (figure 2.3)
1.4 1032× cm 2– s 1–
BOUCHON
7 900
Cristaux
      BARIL
61 200
Cristaux
BOUCHON
7 900
Cristaux
6  octets /seconde1012
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 Figure 2.3  Trames voisines en temps de 25 ns
2.1.3 Contraintes sur le flux sortant de ULR.
La distribution des étiquettes, c’est à dire des numéros de collision des événements sortants
est stochastique. Ce caractère temporel à l’entrée du ULR ne se reflète pas à la sortie.
La définition du système de déclenchement et d’acquisition de CMS impose des conditions
très restrictives aux données sortantes[2].
• La fréquence moyenne des évènements sortants doit être inférieure à 100 kHz.
• La taille moyenne d’un événement doit être inférieure à 100 kilos octets.
• Le déclenchement global de CMS n’enverra pas de validation pour deux collisions suc-
cessives.
La condition sur la fréquence donne une probabilité de deux évènements sortants successifs
de 1/400. L’élimination de la redondance entre deux événements dont les trames ne sont pas
séparées temporellement entraînerait un gain négligeable sur le volume des données. Même
avec une trame de 32, le gain serait inférieure à 4%. Pour des motifs de simplicité de ULR, il
a été décidé de ne pas éliminer cette redondance.
Le système ULR devra être suffisamment souple pour faire face à des modifications des spéci-
fications. A puissance de traitement égale, les limites sur la fréquence et la taille peuvent
changer, leur produit restant constant. Du fait de l‘évolution des techniques, le flux sortant
acceptable pourra s’accroître au cours des 10 prochaines années.
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2.1.4 Critères pour la suppression d’information.
La suppression d’information étant nécessaire, des choix s’imposent entre diverses coupures
possibles. L’objectif de base est la conservation de la qualité de la physique. La liste des objets
physiques que l’expérience CMS se propose d’étudier est vaste. Parmi ceux-ci, il faut noter le
boson de Higgs, les particules super-symétriques, les quarks lourds et les interactions des
bosons Z et W. En ce qui concerne le calorimètre électromagnétique, tout se ramène à conser-
ver les gerbes électromagnétiques de grande énergie transverse et à préserver l’information
permettant d’identifier et de mesurer en énergie et en position les particules qui leur sont asso-
ciées. Il faudra aussi récupérer les jets à grande énergie transverse et les grandes énergies
transverse manquantes. L’application de ces critères nécessite l’information du calorimètre
hadronique.
2.1.5 Conclusion
On dispose de trois moyens pour diminuer le volume des données :
• éliminer des événements,
• réduire la dimension de la trame,
• supprimer les données de certains cristaux.
La suppression d’information devra préserver la qualité des objectifs de la physique, tout en
respectant les spécifications imposées au système ULR.
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2.2 Elimination d’évènements.
Cette fonction est assurée par le système de déclenchement. Elle est décrite en détail dans le
rapport technique “ CMS TDR 6.1”[1]. Une information condensée relative à chaque collision
est envoyée par ULR. Avec les données en provenance du calorimètre hadronique, une pre-
mière analyse calorimétrique est effectuée. Elle permet la détermination des énergies transver-
ses des gerbes électromagnétiques, des jets et des quadrivecteurs impulsion/énergie
manquants. Un traitement des données du détecteur de muons complète l’information. La
logique finale assemble ces données pour ne conserver en moyenne qu’une collision sur 400.
Le traitement effectué dans ULR sera décrit plus en détail. Il a été conçu au laboratoire PNHE
et j’ai participé activement à son développement.
2.2.1 Informations du calorimètre électromagnétique pour le
déclenchement.
Les cristaux sont regroupés en tours qui sont traitées indépendamment les unes des autres. Les
informations relatives à une tour sont nommées TP (Trigger Primitives) dans le jargon de
CMS. Trois informations sont extraient à chaque collision.
1) La somme des signaux des cristaux de la tour.
2) L’existence d’un maximum de cette somme par rapport aux collisions précédentes et sui-
vantes.
3) La présence d’une accumulation locale d’énergie signalée par un bit dit de compacité.
Si l’information 2 est positive, la somme et le bit de compacité sont envoyés au déclenche-
ment. Sinon, les informations envoyées au déclenchement sont mises à zéro
.
 Figure 2.4  Tour du baril
η
φ
Piste
Cristal
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Dans le baril, une tour est partagée en 5 pistes de 5 cristaux (figure 2.4). Une piste est orientée
selon la direction azimuthale (φ). Dans les bouchons, la situation est plus complexe et il y a de
10 à 25 cristaux par tour (figure 2.5).
 Figure 2.5 Des tours de (a) 10 cristaux  (b) 15 cristaux dans les  bouchons
Algorithmes.
La détermination des primitives se fait en temps réel.
1) Energie déposée dans une tour.
On considère une collision correspondant à un dépôt d’énergie effectué dans une tour. Des
échantillons des cristaux arrivent à peu près en coïncidence avec cette collision. Ces échan-
tillons sont repérés par l’indice 0. La valeur de cet échantillon 0 est une première approxima-
tion de l’énergie déposée dans le cristal. L’estimation de l’énergie déposée dans chaque cristal
sera plus raffinée, faisant appel aux échantillons précédents et suivants ce maximum. La
meilleure estimation est une somme pondérée. La pondération permet d’éliminer le piédestal
surtout mesuré par les échantillons d’indices –3, -4,... Le traitement en temps réel rendrait
hasardeux l’utilisation d’une valeur externe du piédestal. Une méthode de calcul des poids est
donnée en annexe 2.C. Une même pondération peut être appliquée à tous les cristaux. L’esti-
mation de l’énergie déposée dans la tour n’est valable que si l’échantillon d’indice 0 corres-
pond effectivement à un maximum. Elle est alors voisine de celle fournie par l’échantillon
d’indice 0 seul. Si ce n’est pas le cas, l’énergie estimée est nettement plus petite. Les poids
peuvent aussi être individuels de façon à compenser les différences de calibrage et de mise en
temps entre cristaux.
η
φ
η
φ
(a) une tour de 10 cristaux (b) une tour de 15 cristaux
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2)Recherche d’un maximum.
L’application de la pondération précédente à chaque collision donne une estimation de l’éner-
gie déposée dans la tour. Elle a pour effet de renforcer la détection d’un maximum (voir égale-
ment figure 1.16). Les échantillons des cristaux qui ont reçu une énergie appréciable
présentent un maximum qui coïncide avec la collision. Du fait du bruit électronique, il peut
arriver que les échantillons indices 0 des cristaux qui ont reçu une énergie trop petite ne soient
pas maxima. L’empilement de deux dépôts d’énergie du même ordre de grandeur et séparés
par une ou deux collisions biaise cette détermination.
3)Test de compacité
Les énergies des cristaux de chaque piste sont additionnées et les sommes sont comparées
pour effectuer le test de compacité. Si on ne veut pas tenir compte de la compensation de cali-
brage, on peut sommer les échantillons de même indice et appliquer la formule de pondération
à la piste.
Réalisation.
La réalisation d’une électronique sur la base des algorithmes est en cours. Une technologie de
type FPGA sera utilisée. Elle sera donc programmable et tiendra compte des remarques sui-
vantes.
• L’utilisation d’échantillons postérieurs à l’indice 0 retarde les prises de décision ulté-
rieurs.
• L’échantillon 1 est nécessaire pour identifier un maximum.
• L’échantillon 3 est nécessaire pour évaluer le piédestal.
L’utilisation de la suite d’indices 3, -2, -1, 0 et 1 donne une précision sur l’énergie déposée
qui n’est moins bonne que de 20% par rapport à l’estimation la plus raffinée. Cette précision
est suffisante pour les besoins du déclenchement. Dans lhypothèse d’un échantillon d’indice
0 coïncidant avec le maximum du signal analogique et compte tenu de notre connaissance
actuelle de la forme du signal et de la matrice covariante des erreurs, les valeurs des poids sont
[3]. Une désynchronisation de
5 nsec de l’échantillonnage induirait une erreur de 2% sur l’énergie estimée.
w 3– 0.96, w 2– 0.22, w 1– 0.62, w0 0.42, w1 0.14====–=
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2.2.2  Algorithmes du déclenchement.
La méthode d’identification d’une gerbe électromagnétique est appelée “ fenêtre glissante ”.
Une fenêtre de tours est bâtie autour de chaque tour. Cette fenêtre se compose d’une
couche électromagnétique et d’une couche hadronique (figure 2.6).
Figure 2.6 Fenêtre de tours composant d’une couche électromagnétique et d’une
couche hadronique
L’algorithme de la méthode d’identification d’une gerbe électromagnétique est basé sur:
• La reconnaissance d’une grande énergie déposée dans une tour électromagnétique ou deux
tours avoisinées.
• Le bit de compacité de la tour centrale (Fine Grain bit, voir également la section 1.3.2)
complète l’identification.
• Le rapport de l’énergie transverse déposée dans une tour hadronique et électromagnétique
(H/E) complète  l’identification.
• Les gerbes identifiées sont comparées aux informations du détecteur de muons.
Un signal de validation de la collision est envoyé au ULR. Les critères d’acceptation doivent
être ajustés jusqu’à obtenir un taux de 1/400. La durée de ce traitement est d’environ 3 µsec,
dont 2 µsec sont dues aux temps de transmission entre le ULR et le système de déclenche-
ment. Les informations entrant dans le ULR doivent être intégralement mémorisées pendant
ce temps.
3 3×
3 3×
ECAL
HCAL
  ( 5X5 cristaux )
   Tour
η
φ
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2.3 Choix de la trame.
On rappelle qu’une trame est une suite d’échantillons associés à un cristal et à une collision.
Une trame est caractérisée par sa dimension, c’est à dire le nombre de ses échantillons et par
sa position par rapport à la collision associée. Cette section est consacrée à l’étude du choix de
la trame nécessaire pour réduire le volume des données par événement. Ce choix ne doit pas
trop dégrader l’estimation de l’énergie déposée dans le cristal au cours de la collision asso-
ciée. Les étapes de cette étude sont l’analyse du problème, les méthodes d’estimation de
l’énergie déposée et l’optimisation de la trame.
2.3.1 Analyse du problème.
La valeur de chaque échantillon d’une trame est la somme de plusieurs composantes:
• l’énergie déposée au cours de la collision,
• la ligne de base incluant les apports des collisions précédentes,
• le bruit électronique.
Energie déposée.
Les empilements dus à des dépôts d’énergie produits lors de collisions antérieures n’intervien-
nent pas dans cette composante. Les valeurs moyennes des contributions à chaque échantillon
forment une suite discrète. En faisant varier la synchronisation, on peut trouver une fonction
du temps continue permettant de chiffrer ces signaux échantillonnés. Le traitement pour esti-
mer l’énergie déposée à partir de cette fonction n’est pas étudié ici. Pour un cristal, ces valeurs
moyennes peuvent être déterminées par une analyse statistique d’un lot de calibrage. Elles
varient d’un cristal à l’autre du fait des variations des formes des signaux analogiques et de
leurs synchronisations. Ces déterminations sont nécessairement biaisées. Comme elles
s’appliquent à ensemble d’évènements, il y a une composante systématique et une compo-
sante statistique :
• La taille du lot de calibrage est finie. Le biais systématique est inversement proportionnel
au nombre d’événements du lot.
• Le signal analogique qui a généré échantillon a des différences de forme et de synchronisa-
tion par rapport aux moyennes du lot de calibrage. Plus lintervalle de temps entre le lot de
calibrage et l’événement est grand, plus ces erreurs systématiques seront grandes. C’est le
cas des moyennes évaluées pendant le calibrage initial en faisceau.
• Les variations de forme et de synchronisation à l’intérieur de l’ensemble des événements
étudiés sont des fluctuations statistiques.
Ces biais et erreurs dépendent de l’intégrale du signal et de la position de l’échantillon dans la
trame. La qualité des opérations de calibrage du calorimètre est supposée suffisante pour que
ces biais ne déruisent pas la précision intrinsèque du calorimètre. Cette assertion devra conti-
nuellement remise en cause.
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Une modélisation de la fonction d’échantillonnage est traité en Annexe 2.A. Elle permet
d’établir une relation entre les moyennes des échantillons et les signaux analogiques
Ligne de base.
Les résidus des collisions précédentes créent une ligne de base pratiquement constante dans
une trame, mais variable d’un événement à l’autre. Un empilement provenant d’une collision
antérieure proche induira une contribution variable avec les échantillons d’une trame.
1)Estimation externe.
Des mesures de piédestal seront effectuées systématiquement, soit en l’absence de collisions,
soit au hasard pendant les collisions. Ces mesures, associées aux variations de luminosité
fourniront une estimation externe de la valeur moyenne de la scintillation résiduelle. Notre
connaissance des cristaux et de l’électronique permet de prévoir une valeur moyenne de quel-
ques Mev pour une luminosité d’un événement par collision. Elle sera proportionnelle à la
luminosité.
2)Estimation interne.
La connaissance des échantillons précédant l’apparition du signal permet d’évaluer les fluc-
tuations du piédestal et même de prévoir sa variation en fonction des numéros d’échantillons.
Plus globalement, l’ajustement de tous les échantillons par moindre carré donnera une estima-
tion du piédestal. Cette dernière méthode est plus précise mais peut engendrer des biais incon-
trôlables, en particulier, elle nécessite la connaissance de la variance de cette contribution.
Bruit électronique.
Les erreurs introduites par le bruit électronique sur les échantillons sont représentées par une
matrice covariante. La diagonale décrit l’erreur intrinsèque sur chaque échantillon, une valeur
cible du bruit électronique a été fixée à σ = 50 Mev, tout au moins tant que l’électronique
résistera aux radiations. Il faut ajouter quadratiquement l’erreur de quantification, conformé-
ment l’analyse de l’Annexe 2-B. Elle est négligeable avec le gain 33 mais prépondérante avec
le gain 1. Deux échantillons successifs sont relativement corrélés. Cette corrélation persiste
jusqu’à une distance de trois à quatre indices. Cet effet caractéristique du bruit électronique
est analysé en détail en Annexe 2.B. La composante à basse fréquence induit une variation de
la ligne de base de l’ordre de quelques% du bruit haute fréquence. Sa valeur moyenne est zéro.
Sa variance s’ajoute à chaque terme de la matrice covariante, puiqu’il y a une corrélation
totale.
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2.3.2 Estimation des énergies.
Connaissant les valeurs des échantillons et les propriétés de leurs composantes, on peut calcu-
ler les meilleures estimations de l’énergie déposée dans un cristal. La précision dépendra de la
dimension de la trame et de sa position par rapport à l’échantillon d’indice 0. Parmi les diver-
ses méthodes de calcul, l’une d’entre elles est décrite en Annexe 2.C. C’est une analyse glo-
bale. Comme cela a été mentionné, il est plus sûr, mais moins précis, de traiter séparément les
échantillons antérieurs et postérieurs au début du signal. La connaissance des précisions ser-
vira de base à la définition du choix de la trame.
Ajustement global.
L’estimation simultanée de la ligne de base et du signal est la méthode la plus précise, à condi-
tion que la matrice covariante des erreurs soit parfaitement connue. Les résultats sont repré-
sentés dans la figure 2.7. Un gain de 10% sur l’erreur d’estimation n’est pas significatif. Dans
ces conditions, on peut n’utiliser que 5 échantillons, dont 7 avant le signal. On a le sentiment
que ce choix n’est pas le meilleurs. D’une part, il ne tient pas compte de l’estimation externe
de la ligne de base, d’autre part, il sous-entend une confiance absolue dans la matrice cova-
riante des erreurs. Il est préférable, d’utiliser les échantillons précédents le début du signal
pour définir le piédestal et de ne pas chercher à déterminer le piédestal avec les échantillons de
la zone du signal.
Figure 2.7 Erreurs de mesure de l’énergie déposée dans un cristal pour diverses trames.
Les étiquettes donnent le nombre d’échantillons avant le signal
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Echantillonage du piédestal
Comme cela vient d’être étudié, la scintillation résiduelle et le bruit basse fréquence définis-
sent la ligne de base. Ses fluctuations d’écart type v sont à comparer au bruit électronique σ.
Si v est plus petit que σ, on n’a pas avantage à estimer la ligne de base à partir des échantillons
et le nombre d’échantillons précédent le signal pourrait être nul. Dans le cas contraire, le nom-
bre d’échantillons doit être au moins égal à 10. Ce nombre est supérieur à celui de l’ajuste-
ment global, puisqu’on refuse d’utiliser les données sous le signal pour évaluer le piédestal.
La détection d’empilements provenant de quelques collisions précédentes nécessitera en tous
cas, des échantillons antérieurs au début du signal.
Echantillonage du signal.
Une estimation approchée mais simple de l’erreur consiste à ne pas prendre en compte l’erreur
sur le piédestal et à choisir une matrice covariante unité multipliée par σ2. L’erreur sur l’éner-
gie avec n échantillons est alors proportionnelle à :
Les résultats des évaluations des erreurs sont montrés dans la figure 2.9. On peut remarquer
que 5 échantillons sont suffisants, aux quels il faut ajouter les échantillons précédents le signal
et définis au paragraphe précédent. A la limite, 3 seraient acceptables, à la condition de ne
prendre que –1, 0 et 1. Dans ce cas, il n’y a pas de mesure du piédestal. Ces résultats sont
compatibles avec ceux de l’analyse globale.
 Figure 2.8 Estimation simplifiée des erreurs sur l’énergie
1
sn
2----
1
f 2–2 f 1–2 f 02 f 12 … f n2+ + + + +( )
----------------------------------------------------------------------------=
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2.3.3 Meilleurs choix de la trame.
La trame la plus petite consisterait à ne prendre que 3 échantillons (–1,0,1) ou (-2,-1,0). Un tel
choix n’offre aucune sécurité contre les biais non contrôlés.Une étude des biais de désynchro-
nisation est résumée dans la figure 2.9. On remarque que le choix (-1,0,1,2) est particulière-
ment insensible à la désynchronisation. Les variations de l’échantillon 1 sont compensées par
celles cumulées des l’échantillons 1 et 2.
Les variations de forme du signal ont un effet sur l’erreur visible dans la figure 2.10. Les chan-
gements de largeur, c’est à dire αβ2 dans la paramétrisation de l’annexe A, sont très domma-
geables. Ils ne peuvent pas être corrigés par un choix de trame. Il en est de même, évidemment
avec les variations de gain.
Une sécurité sur les empilements nécessite l’échantillon –3. En fin de compte, un choix à 6
échantillons (-3,-2,-1,0,1,2) semble être un choix minimum. Une solution très sûre serait de 16
échantillons dont 10 avant le début du signal (-12,-11,   -4,-3,-2,-1,0,1,2,3).
 Figure 2.9   Effet sur l’erreur d’une désynchronisation
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 Figure 2.10 Effet sur l’erreur d’une variation de forme.
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2.4 Suppression de canaux.
L’objet de cette section est la réduction des données par la suppression des informations des
canaux relatifs à ces cristaux. Un événement en sortie doit avoir une taille moyenne inférieure
à 100 kbytes. Avec la trame de taille maximum, soit 32 échantillons et à raison de 2 bytes par
échantillon, l’événement total fait 5 Mbytes. Avec une trame de 8, on a encore 1,2 Mbytes et
on ne peut conserver que 8% des canaux.
Chaque canal est caractérisé par son adresse en η,φ et les échantillons de sa trame. Cette trame
permet d’extraire une estimation de l’énergie déposée dans le cristal. L’extraction est plus ou
moins sophistiquée selon qu’on utilise l’échantillon d’indice 0, une somme pondérée des
échantillons ou un algorithme raffiné. On peut définir des attributs attachés à ce cristal à partir
de l’ensemble des autres cristaux. A titre d’exemple, on peut en dresser une liste non
exhaustive :
• énergie déposée dans la tour contenant ce cristal,
• bit de compacité de la tour,
• énergie déposée dans les 8 cristaux connexes,
• énergie déposée dans les 8 tours connexes.
La décision de ne pas conserver un canal se bâtit à partir de ses attributs. L’extraction des
attributs et leur analyse se font en temps réel. Ces opérations doivent être simples et adaptés à
l’architecture de ULR. La plus simple consiste à n’utiliser que énergie déposée dans le cris-
tal.
2.4.1 Bruit electronique.
Les canaux d’un événement sans interaction sont constitués de bruit électrique. En utilisant la
formule de pondération pour estimer leur énergie apparente, on obtient ce bruit électrique dont
l’écart type σ est de 50 MeV, s’il est conforme aux spécifications. Avec une coupure à 3 écarts,
soit 150 MeV, on ne conserve que 100 canaux sur les 77000 d’un événement sans interaction.
Si on se contentait de n’utiliser que 3 échantillon, la fluctuation de la ligne de base devrait être
ajoutée quadratiquement à σ.
2.4.2 Basse luminosité
A basse luminosité, il n’y a qu’une interaction en moyenne par événement. Le nombre moyen
de canaux avec plus de 150 Mev est de l’ordre de 6000. Une trame de 8 échantillons permet de
ne pas dépasser les 100 kbytes autorisés. Individuellement, les canaux avec un dépôt effectif
d’énergie inférieur à 150 Mev seraient inexploitables.. L’écart type de la somme des 77000
canaux vaut , soit 14 GeV. Cette information d’énergie manquante est significative.277 σ×
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Pour éviter de la perdre, il faut conserver des sommes de canaux éliminés, en les regroupant
par exemple par tours.
2.4.3 Haute luminosité
A haute luminosité, la proportion de canaux de plus de 150 Mev dépasse 50%. Il faut augmen-
ter le seuil de la coupure. Des cristaux ayant reçu une énergie significativement non nulle
seront élimininés. Une procédure de récupération de certains est à envisager, en fonction des
critères de qualité de la physique. Il s’agit du traitement des gerbes électromagnétiques. Il faut
considérer séparément le cas des photons et celui des électrons ayant provoqué le déclenche-
ment. Comme on ne peut pas distinguer les uns des autres au niveau du calorimètre, il faudra
appliquer les deux algorithmes de récupération.
Photons
Les informations à garder sont celles qui affectent l’estimation de l’énergie et la séparation
d’avec les pi0.
Un photon créé au centre de CMS déposera généralement la majeure partie de son énergie
dans un seul cristal. Exceptionnellement, quand l’impact du photon se situera à la limite de 2
ou 4 cristaux, l’énergie se répartira entre 2, 3 ou 4 canaux. La distribution transversale de
l’énergie résiduelle peut s’étendre assez loin, mais elle est petite et ne fluctue pas beaucoup. Il
suffit de conserver tous les groupes de 9 cristaux ayant une énergie totale supérieure à une cer-
taine valeur. Ce seuil devra être ajusté pour satisfaire à la spécification des 100 kbytes.
Les origines des photons peuvent se situer à 10 cm le long de l’axe du détecteur. L’axe de la
gerbe traversera 2 cristaux adjacents en φ. Alors que les fluctuations transversales de la gerbe
sont petites, les fluctuations longitudinales sont grandes.
La séparation des pi0 nécessite le repérage du deuxième photon. Si celui ci fait un angle θ avec
le premier photon d’énergie E1, son énergie est égale à m2 / 2E1(1-cosθ). Les canaux entou-
rant une zone d’intérêt sont conservés si leurs énergies sont dans une fourchette dépendant de
leur position.
Electrons
Les électrons ont des trajectoires courbées par le champ magnétique. Leur ligne de vol à
l’impact sur le calorimètre est inclinée en φ par rapport aux cristaux. La zone d’intérêt des
photons doit être augmentée dans la direction φ.
La matière du trajectomètre devant le calorimètre est importante. Elle génère des photons de
bremstrahlung dont les énergies doivent s’ajouter à celle de la gerbe électronique. Dans une
zone largement étendue en φ, il faut récupérer les canaux au-dessus du seuil de 150 MeV.
Cette zone est d’autant plus grande, que l’énergie de l’électron incident est petite.
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2.4.4 Un exemple de supression des canaux
Dans cette section, nous voulons montrer les résultats de la réduction du volume des données
par la suppression des canaux en utilisant les événements simulés. Pour cela, nous présentons
tout d’abord un exemple de l’algorithme de suppression des canaux. Dans la suite, nous pré-
sentons la réalisation de l’algorithme dans le programme de simulation. Dans un dernier
temps, nous montrons les résultats de la réduction du volume des données.
Algorithme
Autour de chaque cristal, on définit une zone d’intérêt en une tour de 25 cristaux. Si l’énergie
déposée dans cette zone est supérieure à un seuil, on en garde tous les canaux. Pour chaque
canal, nous prenons une trame de 10 échantillons comme un exemple du choix de la trame.
Chaque tour de 25 cristaux est alors caractérisé par son adresse en , et 25 trames de 10
échantillons,
Réalisation de l’algorithme dans le programme de simulation
Afin de réaliser l’algorithme de suppression des canaux, nous avons utilisé le CMSIM qui est
un programme de simulation pour la géométrie de CMS. Dans ce programme, nous avons tout
d’abord regroupé les cristaux en une tour de 25 cristaux. Finalement, environ 2400 tours
( où et sont le nombre des tours en , ) sont représentés dans le
baril et environ 1000 tours ( ) dans les bouchons. L’autre part, en suppo-
sant que la valeur moyenne de ligne de base ne varie pas d’un cristal à l’autre et d’un événe-
ment à l’autre, nous avons mis 25 coups d’ADC (correspondant à 500 MeV sur )
comme la valeur de ligne de base. Les figures 2.11(a)-(b) montrent la distribution (a) d’éner-
gie transverse des cristaux (b) de coups de l’ADC des cristaux en l’absence de collisions. Pour
illustrer l’algorithme de suppression des canaux dans la géométrie des tours, nous avons uti-
lisé un événement de la désintégration de boson de Higgs en 4 électrons, voir également figu-
res 2.12(a)-(b). La figure 2.12(a) montre la distribution d’énergie transverse des tours. Dans
cette figure, et sont les indices des tours en et . La figure 2.12(b) présente les posi-
tions des tours qui possèdent l’énergie transverse plus grande que 2.5 GeV (en gris) et celle
 (en blanc).
η φ
Nη Nφ× 34 72×= Nη Nφ η φ
Nη Nφ× 14 72×=
η 0=
Iη Iφ η φ
Et
1GeV Et 2.5GeV< <
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Figure 2.11 Distribution (a) d’énergie transverse des cristaux (b) de coups de l’ADC des
cristaux en l’absence de collisions
Figure 2.12 (a) Distribution d’énergie transverse des tours. Dans cette figure, et sont
les indices des tours en et . (b) Positions des tours qui possèdent l’énergie transverse
 plus grande que 2.5 GeV (en gris) et celle  (en blanc).
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Résultat de la réduction du volume des données
Afin de tester la performance de l’algorithme de suppression des canaux, nous avons utilisé
les événements QCD ayants l’impulsion transverse plus grande que 100 GeV qui sont générés
par le programme PYTHIA. Nous avons aussi considéré que 20 interactions de proton-proton
sont superposés sur chaque événement (soit haute luminosité). En utilisant ces événements, le
tableau 2.1 montre le nombre moyen des tours ayant l’énergie transverse supérieur à un seuil
et le volume moyen des données par événement après la suppression des canaux. Dans ce
tableau, nous avons présenté 4 différents résultats en fonction de 4 différents valeurs du
seuil( et 0.3 GeV). Bien évidement que le nombre des tours et
le volume des données augmentent lorsque la valeur du seuil diminue. Dans cet exemple, si
nous gardons les tours ayant l’énergie transverse supérieur à un seuil de 2.5 GeV, les 68 tours
sont restés par rapport aux 3400 tours totales. Ceci signifie que nous obtenons un facteur de
réduction du volume de 50. Par contre, pour un seuil de 0.3 GeV, nous obtenons seulement un
facteur de réduction de 2, voir tableau 2.1. Nous constatons aussi que la valeur du seuil ne
peut pas être plus petite que 1 GeV puisque la taille moyenne d’un événement doit être infé-
rieure à 100 kilos octets. Bien sure que ceci est valable seulement dans cet exemple.
TABLE 2.1 Nombre moyen des tours et le volume moyen des données par événement en
fonction de 4 différents valeurs du seuil pour l’énergie transverse des tours
Valeur du seuil Nombre des
tours
Volume moyen
par événement
(kilos octets)
Facteur de
réduction
68 30 50
330 139 10
908 382 4
1554 663 2
Et 2.5 GeV,1 GeV,0.5 GeV>
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
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2.5 Conclusion
La définition du système d’acquisition de CMS impose que la taille moyenne d’un événement
doit être inférieure à 100 kilos octets. La taille moyenne d’événement peut être caractérisée
par les trois composants: le nombre des canaux, la dimension de la trame par canal et la taille
par échantillons. Afin de réduire le volume des données par événement, nous disposons de
deux moyens: (1) la réduction de la dimension de trame (2) la suppression des certains
canaux. D’après l’estimation des énergies déposée (voir également la section 2.3.2), nous
avons constaté qu’un choix à 6 échantillons semble être un choix minimum qui permet de ne
dégrader pas trop l’estimation de l’énergie déposée dans le cristal. Selon les résultats d’un
exemple de la suppression des canaux, nous avons vu qu’elle peut donner le facteur de réduc-
tion du volume de 50 à 2 en fonction des différentes valeurs du seuil. Ces résultats nous mon-
trent bien cependant que le taux de réduction du volume dépend énormément du choix de la
valeur du seuil. Cependant il nous apparaît que le choix de valeur du seuil va sans doute être
changé selon le choix de la dimension de trame. C’est-à-dire, nous pouvons choisir une valeur
du seuil relativement moins stricte (ou plus stricte) lorsque nous choisissons une dimension de
trame relativement plus petite (ou plus grande).
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Chapter 3  Compression des données sans
pertes
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3.1 Introduction
Au cours du chapitre précédent nous avons étudié la réduction du volume d’information
• par limitation du nombre d’échantillons par canal (cristal)
• par suppression de canaux.
Dans ce chapitre nous allons voir dans quelle mesure il est possible d’appliquer aux informa-
tions ainsi obtenues une réduction supplémentaire en utilisant les techniques offertes par la
compression de données sans pertes.
On sait que ces techniques sont courantes dans le domaine des télécommunications et de
l’informatique où elles sont utilisées pour augmenter la capacités de transfert des canaux de
transmission et/ou la capacité des supports de stockage.
Faisons un certain nombre de remarques :
(1) cette opération a un coût qui doit être comparé au gain obtenu en augmentant les capa-
cités de transmission et/ou de stockage.
(2) L’information comprimée ( nous dirons aussi compactée) n’est utilisable que si elle est
décomprimée (décompactée),. Cela limite le champ d’application de ces techniques.
(3) Le taux de compression (volume d’information avant compression / volume d’informa-
tion après compression ) est l’ordre de 2 à 4.
(4) Le taux de compression dépend de la nature des données.
(5) pour certaines algorithmes le temps de compression dépend également de la nature des
données.
Les techniques de compression sans pertes sont également présentes même dans les techni-
ques de compression avec pertes comme on le verra rapidement ci-dessous. Elles sont presque
toutes issues du domaine des télécommunications et doivent beaucoup aux travaux de Shan-
non  en théorie de l’information.
Les techniques de compression sans pertes appartiennent à des types de base en nombre relati-
vement restreint mais le nombre de variantes à l’intérieur d’un même type peut être parfois
important.
Dans notre application le flux d’information à comprimer est important .La compression n’est
possible que s’il existe (ou si l’on peut développer) des circuits spécifiques suffisamment rapi-
des.
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3.1 Introduction
Cette contrainte de temps réel va limiter le nombre de techniques de compression sans pertes
potentiellement utilisables dans notre domaine.
Les principales d’entre elles, ainsi que leurs performances seront présentées dans ce chapitre à
dominante technique.
Le plan du chapitre sera le suivant :
• Généralités sur les compressions avec pertes et sans pertes.
• Afin d’introduire les principaux concepts de la compression de données et de voir dans
quelle mesure notre schéma de réduction de données par suppression d’information suivi
d’une compression sans pertes se compare à un système de compression avec pertes nous
présenterons succinctement un exemple: le standard JPEG.
• Ensuite nous présenterons successivement le principe des méthodes retenues puis leurs per-
formances respectives sur des données simulées.
• Avant de conclure nous présenterons les circuits de compression actuellement disponibles
sur le marché ainsi que leurs performances.
3.2 Généralités sur les méthodes de compression présenté à partir du standard JPEG
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3.2  Généralités sur les méthodes de compression
présenté à partir du standard JPEG
Depuis les débuts de l’informatique, on a toujours cherché à réduire la taille des fichiers, pour
occuper moins de place sur les dispositifs de stockage, puis aujourd’hui pour transmettre plus
vite ces fichiers à travers les réseaux.
On parle de compression avec pertes quand on accepte une certaine dégradation de la qualité
du signal à transmettre ou à stocker. Ces techniques sont très développées dans le domaine des
télécommunications et sont un domaine de recherche en pleine expansion. Citons juste quel-
ques exemples : les codeurs-décodeurs de la téléphonie mobile (GSM,CELP,…), le codage
MP3 du son qui est la partie codage audio des codeurs multimédia MPEG. Ces codeurs-déco-
deurs peuvent donner des taux de compression supérieurs à 10. Une partie de ce taux de com-
pression est obtenu par une compression sans pertes qui est presque toujours présente dans ces
systèmes. A taux de compression donné la qualité (ici perceptuelle) du signal restitué aug-
mente au fur et à mesure que l’on peut réaliser en temps réel des algorithmes de compression-
décompression de plus en plus sophistiqués.
On parle de compression sans pertes quand l’information restituée est l’exacte réplique de
l’information initiale. En plus des exemples classiques d’utilisation de la compression sans
pertes dans les modems ou les compresseurs de disques durs citons la compression des don-
nées en géophysique, télémétrie et imagerie médicale. On la trouve également dans données
scientifiques issues d’expériences à bord des satellites (système USES développé par la
NASA[1]).
En physique des particules, à notre connaissance, l’utilisation de la compression de données
sans pertes n’a été envisagée que dans l’expérience KLOE[2] et ALICE[3].
La compression est possible quand les données initiales présentent de la redondance.
Considérons par exemple plusieurs mesures bruitées d’une grandeur constante qui manifeste-
ment présentent entre elles une certaine redondance. Dans une approche de compression avec
pertes on va essayer de conserver l’information la plus pertinente qui dans ce cas serait un
estimateur de la moyenne et un estimateur de la variance (plus rarement des estimateurs des
moments d’ordre plus élevés). Dans une approche de compression sans pertes on va conserver
un estimateur de la moyenne ainsi que les écarts par rapport à cette moyenne. Souvent la dis-
tribution des écarts se prête à un codage optimal en terme de nombre de bits, comme on le
verra plus loin.
Une mesure de la redondance peut être donnée, pour un signal unidimentionnel comme les
signaux issus des cristaux, par leur fonction d’autocorrélation. (voir annexe 2.B). Pour des
images numérique elle est donnée par la matrice d’autocorrélation. Pour des images la redon-
dance se manifeste par des valeurs non négligeables de la matrice d’autocorrélation en dehors
de la diagonale principale. Pour décorréler une image il faut lui appliquer la transformation
qui diagonalise la matrice d’autocorrélation. Pour la suite nous avons besoin d’un certain
nombre de définitions et de concepts. Nous avons choisi de les introduire en examinant un
exemple concret : le codage JPEG.
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3.2.1 Architecture du standard JPEG
Le standard JPEG a été créé par le Joint Photographic Expert Group qui en a fixé les chaînes
de compression et de décompression d’images fixes. La chaîne de compression pour les ima-
ges en niveaux de gris est représentée dans figure 3.1. La décompression est tout simplement
effectuée en parcourant la chaîne dans l’autre sens.
Pour pouvoir être traitées par la chaîne de compression, les images sont découpées en blocs de
8x8 pixels, que l’on peut représenter par des matrices de 8 lignes et 8 colonnes dont les élé-
ments sont des entiers (par exemple de 0 à 255 pour une images codées sur 8 bits) codant le
niveau de couleur du pixel concerné. Chaque bloc est ensuite traité par l’encodeur JPEG. On a
choisi de traiter des matrices car la corrélation entre pixels est négligeable pour des
tailles plus grandes. On se limite ici à des images noir et blanc. Nous allons maintenant décrire
chacune des étapes de la compression.
Figure 3.1. Schéma de compression JPEG
Transformation en cosinus discret (DCT)
La transformation optimale qui diagonalise la matrice de corrélation est la transformation de
Karhunen-Loève[4]. Elle est difficile à mettre en œuvre car on ne possède pas d’algorithme
rapide pour la réaliser.
Dans JPEG on applique la transformée en cosinus discret (ou Discrete Cosine Transform)
pour chaque bloc. (Voir sa définition en annexe 3.A). Cette transformation dérive de la trans-
formation de Fourier discrète à 2 dimensions. On possède donc un algorithme rapide (dérivé
de la FFT) pour la réaliser. De plus on montre qu’elle a un pouvoir de décorrélation voisin de
celui de la transformation de Karhunen-Loève.
Après le calcul de la DCT, on obtient une matrice de 64 coefficients représentant la décompo-
sition du bloc original dans l’espace des fonctions cosinus utilisées. Le premier coefficient de
la matrice est le coefficient de “ fréquence nulle”, il est appelé DC. Les 63 autres sont appelés
8 8×
     Image
    original
      DCT Quantification Séquence
     zig-zag
  RLE  Codage
 statistique
          Table
  de quantification
     Table
    de codage
         Image
compresséeCompression avec pertes Compression sans pertes
bloc 8 8×
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AC. Comme le coefficient DC varie peu d’un bloc à l’autre, on transmet lors du traitement la
différence entre le coefficient DC du bloc en cours et celui du bloc précédent.
Pour l’instant, on n’a pratiquement aucune pertes de qualité . En appliquant la DCT inverse,
on retrouve presque exactement l’image originale.
La quantification
Maintenant, on peut commencer la compression en quantifiant chaque élément de la matrice.
La quantification consiste à diviser chaque élément de la matrice par l’élément correspondant
dans la table de quantification, puis à arrondir le résultat pour obtenir un entier. Chaque coeffi-
cient de la matrice de quantification représente donc le pas de la grille de quantification à utili-
ser pour l’élément correspondant de la matrice de DCT. Ce pas est plus ou moins fin suivant
l’importance accordée au coefficient. Le table est en effet calculée en fonction de la qualité de
l’image compressée que désire l’utilisateur. Le table de quantification sélectionnée est stockée
dans l’en-tête du fichier image JPEG afin de rendre la décompression possible.
Le but de la quantification est de faire disparaître les coefficients les plus petits et les moins
importants. C’est typiquement le cas des coefficients relatifs aux hautes fréquence (situés en
bas à droite dans la matrice).
Cette étape de la compression est fondamentale. C’est la seule source de pertes de qualité (si
on néglige les pertes dues à la DCT inverse), c’est elle qui permet d’agir sur la qualité finale
de l’image compressée et donc sur le taux de compression. De plus, cette opération est irréver-
sible.
Séquence zig-zag
Les coefficients sont ensuite réordonnés dans un vecteur en plaçant les éléments représentants
les basses fréquence au début du vecteur et ceux représentant les hautes fréquences à la fin du
vecteur. Cela permet d’obtenir de longues séquences de zéros en fin de vecteur qui pourront
facilement être compressées grâce au codage RLE (Run Length Encoding).La séquence de
remplissage du vecteur est la suivante :
  DC
  AC01   AC07
  AC70
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Run Length Encoding (RLE)
Le principe du RLE consiste à détecter une donnée qui se répète puis à remplacer cette
séquence par deux informations : un chiffre indiquant le nombre de répétitions puis la donnée
elle-même.
On dispose maintenant d’un vecteur de 64 éléments comportant de longues séries de zéros.
Pour le compresser, on va utiliser le RLE (Run length Encoding, ou aussi appelée Run Length
Coding) qui consiste à coder le nombre de coefficients adjacents égaux à zéros.
Ce vecteur sera codé sous la forme : avec les con-
ventions suivantes
•  est le nombre de bits nécessaires pour coder la valeur du premier coefficient du vec-
teur
•  représente le nombre de zéros adjacents entre les deux coefficients non nuls  et .
est codé sur 4 bits, donc est compris entre 0 et 15. S’il y a plus de 15 zéros consécutifs,
on découpe la série en groupes de 15, chacun étant représenté par (15 0). Par exemple, s’il
y a 32 zéros consécutifs, suivis de la valeur 3, on écrira (15 0) (15 0) (2 2) 3.
•  est le nombre de bits nécessaires pour coder la valeur .
Le codage statistique - Codage de Huffman
Pour finir de compresser la représentation de l’image, on va appliquer un dernier codage, un
codage statistique ou codage entropique. Ce nom est dû au fait que le codage consiste à affec-
ter un code d’autant plus court que la valeur est probable.
Le JPEG propose deux codages statistiques : le codage arithmétique et le codage de Huffman.
Le codage arithmétique[5] fournit des résultats meilleurs pour une majorité des images.
Cependant, sa complexité rend sa réalisation difficile et ne permet pas d'attendre la rapidité du
codage de Huffman. Le codage de Huffman est souvent employé dans les divers domaines
comme le traitement des images médicales[6][7] à cause de sa rapidité et sa facilité pour réali-
ser.
Nous allons donc développer ici la méthode de Huffman.
L’algorithme repose sur l’utilisation d’un arbre binaire pondéré. Pour le construire, on doit
parcourir les données à compresser afin de créer une liste des valeurs employées classées dans
l’ordre croissant des fréquences d’apparition. Ensuite, on prend les deux éléments ayant la
plus faible probabilité et on en fait les feuilles d’un arbre en plaçant par exemple la plus
grande probabilité à gauche et l’autre à droite (ou le contraire). Le père de ces deux feuilles est
la somme des fréquences des feuilles. Les deux feuilles utilisées pour construire l’arbre sont
supprimées de la liste. On insère ensuite l’arbre obtenu dans la liste en utilisant la valeur du
père pour savoir où le placer. On continue de la même manière jusqu’à ce qu’il n’y ait plus
qu’un seul élément dans la liste qui sera alors le nœud parent de l’arbre de Huffman.
b0 v0 z1b1( ) v1 z1b1( ) v2 … z1b1( ) vn
b0 v0
zi vi 1– vi
zi
bi vi
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Pour déterminer les codes, on parcourt l’arbre du haut vers le bas en rajoutant un 0 au code
précédent quand on prend la branche de gauche et un 1 quand on prend la branche de droite.
Ce codage est décodable de manière unique, pour un flux de bits ininterrompu (pas besoin de
séparateur).
Nous allons construire l’arbre de Huffman relatif aux données suivantes :
Lettre a b c d e
 Nombre d’apparitions 34 20 25 10 57
                 10          20          25          34          57
                  d            b           c            a            e
       1ère étape
  (éléments classés)
       2ème étape                  25          30          34          57
                  c                         a            e
                          d       b
       3ème étape                  34          55          57
                  a                         e
                          c       30
                                d       b
       4ème étape                               146
                       55             91
                    c      30      a     e
                         d       b
      5ème étape
( rajouter lescodes
        de Huffman)
                              146
                       55             91
                   c      30       a     e
                       d        b
                          0           1
               0        1       0        1
       0          1
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Les codes de Huffman attribuées sont enfin obtenus comme la suivantes:
On devait coder 5 lettres en octets, ce qui comporte 1168 bits (
bits) pour le fichier original par contre le fchier compacté comporte :
 bits
Avec le codage de Huffman, nous obtenons environ un facteur de compression de 3.6.
Pour une image standard, les taux obtenus sont en général de 5 avant Huffman et 10 après
Huffman[8].
Lettre d b c a e
 Code de Huffman 010 011 00 10 11
80 160 200 272 456+ + + +
3 10 3 20 2 25×+×+× 2 34 2 57×+×+ 322=
3.3 Présentation des principales méthodes de compression sans pertes.
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3.3 Présentation des principales méthodes de
compression sans pertes.
Les compresseurs sans pertes qui ne sont pas dédiés à des types de données particulières utili-
sent les codeurs statistiques. Pour des applications spécifiques, ces codeurs statistiques sont
précédés d'un étage de décorrélation pour améliorer les performances. Dans cette section nous
présenterons les compresseurs statistiques ainsi que les méthodes de décorrélation que nous
avons étudiés et qui n'ont pas été introduits dans le paragraphe 3.2 sur JPEG.
3.3.1 Méthodes statistiques.
On appellera caractère une information codée sur un certain nombre de bits. Pour du texte ce
sera 8 bits. Dans notre cas ce sera les échantillons du signal issu des FPPA et codés sur 14 bits.
(voir section 1.3.1). On appellera alphabet l'ensemble des caractères.
Sous le terme de codage statistique on regroupe deux principes relativement différents:
• le codage statistique proprement dit dont le principe est de recoder les caractères en affec-
tant des codes courts aux plus fréquents et des codes plus longs aux moins fréquents. Ce
type de codage est alors appelé codage entropique.
• les codeurs du type dictionnaire qui consistent à remplacer le code du caractère par le code
de son adresse dans une liste qui le contient.
3.3.1.1 Codage de Huffman
Le codage de Huffman est le plus connu des codes statistiques proprement dits. Son principe a
été détaillé au paragraphe 3.2.2. Afin de pouvoir être décodés sans ambiguïté quand ils sont
cocaténés les codes caractères de Huffman doivent posséder la propriété dite de préfixe: une
séquence binaire ne peut jamais être à la fois représentative d'un élément codé et constituer le
début du code d'un autre élément. Le codage généré à l'aide de l'algorithme donné au paragra-
phe 3.2.2. rempli cette condition.
3.3.1.2 Codage de Huffman tronqué
Dans un codeur de Huffman standard, si l'alpahabet est grand, les codes des caractères les
moins fréquents peuvent être très longs. Dans ce cas, pour simplifier en particulier les réalisa-
tions matérielles, on a recours au codage dit de Huffman tronqué dans la principe est le sui-
vant:
On va séparer les caractères de l'alphabet en deux groupes. Le premier va contenir les
caractères les plus probables que l'on choisit de coder en Huffman standard. Les autres carac-
tères seront codés en émettant d'abord un caractère spécial codé également en Huffman
standard et dont la probabilité  est égale à la somme de celles des  restants.
Le code de  sera suivi du code initial du caractère du deuxième groupe.
N n1
CS
PS n2 N n1–=
CS
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Par exemple considérons l'alphabet de 9 caractères ci-dessous classés par ordre décroissant de
probabilité.
   Supposons que le premier groupe que le premier contienne les caractères de  à .
   Le deuxième groupe contiendra le caractères de  à  avec la probabilité totale .
   Un exemple de classement du nouvel alphabet est celui donné par le tableau ci-dessous :
 Le codage de la suite  par exemple sera:
                                       HC2 HC1 HCS code initial de  HC4
où HCi est le code de Huffman du caractère  .
Plus simple, le code de Huffman tronqué peut être moins performant en termes de compres-
sion que le code de Huffman standard.
3.3.1.3 Méthodes de type dictionnaire
On peut considérer le codage de Huffman comme un dictionnaire qui fait correspondre au
code d'entrée le code de Huffman correspondant. Pour le décodage on doit disposer de ce dic-
tionnaire. Entre un émetteur et un récepteur ou ce dictionnaire est connu une fois pour toute
ou il doit être transmis en en tête avec les données codées.
Mais on appelle plus spécifiquement méthodes de dictionnaire les méthodes qui, au codage,
consistent à remplacer des séquences de caractères par leurs adresses dans un dictionnaire
généré dynamiquement.
Cette méthode permet de remplacer des séquences répétitives parfois très longues par leurs
adresses beaucoup plus courtes. Au décodage on régénère le dictionnaire à partir des données
codées. Cette méthode a été découverte en 1978 par A. Lempel et J. Ziv. Il existe actuellement
un très grand nombre d'algorithmes de ce type.
Caractère
 Probabilité
Caractère
 Probabilité
C1 C2 C3 C4 C5 C6 C7 C8 C9
P1 P2 P3 P4 P5 P6 P7 P8 P9
C1 C5
C6 C9 PS
C1 C2 C3 CS C4 C5
P1 P2 P3 PS P4 P5
C2 C1 C7 C4
C7
Ci
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Les caractéristiques essentielles des méthodes de type dictionnaire [10] sont :
• Il n'existe pas de table d'en-tête: le dictionnaire est construit dynamiquement au fur et à
mesure de la lecture du fichier tant au compactage qu'au décompactage.
• L'algorithme ne fonctionne pas sur un nombre fixe de motifs mais apprend les motifs du
fichier durant la lecture du fichier à compacter.
Pour essayer de donner une idée de la construction du dictionnaire et de la création du fichier
compacté, nous allons traiter une chaîne des caractères : 'ARTICART'. Au préalable le diction-
naire contient les codes des caractères individuels soit 256 pour du texte. On cherche ensuite à
rajouter dans le dictionnaire à partir de l'adresse 259, des séquences de deux caractères ou plus
rencontrées dans le fichier à comprimer. Les adresses 257 et 258 continent des caractères de
contrôle. Pour la séquence ci-dessus les étapes sont alors les suivantes (voir le tableau  3.2):
• Le 1ère étape : Le compresseur lit le premier caractère "A". Il est mémorisé dans un tampon.
On n'émet rien sur le fichier à comprimer.
• Le 2ème étape : On lit le caractère suivant "R" puis on l'ajoute à "A" ce qui devient la chaîne
"AR". On regarde si la chaîne de "AR" existe dans le dictionnaire. Elle n'existe pas, donc le
code "A" est émis puis on ajoute la chaîne de "AR" dans le dictionnaire. Le caractère "R"
est ensuite mémorisé dans le tampon.
• Le 3ème étape - 6ème étape : On continue de la même manière jusqu'au sixième caractère
"A" en créant les entrées "RT", "TI", "IC" et "CA"  dans le dictionnaire.
• Le 7ème étape : On lit le septième caractère "R" puis on l'ajoute à "A". La chaîne de "AR"
existe dans le dictionnaire. Donc on émet le code de son adresse sur le fichier à comprimer.
On n'ajoute rien dans le dictionnaire puis met la chaîne "AR" dans le tampon.
• Le 8ème étape : On lit le caractère suivant "T" puis on l'ajoute à "AR". La chaîne de "ART"
n'existe pas dans le dictionnaire. On ajoute donc cette chaîne dans le dictionnaire puis
n'émet rien sur le fichier compacté. Le caractère "T" est mémorisé dans le tampon.
• Le 9ème étape : On émet le code de "T" sur le fichier compacté.
TABLE 3.1.    Construction du dictionnaire et la création du fichier compacté
Caractère lu Tampon
Nouvelle chaîne
du dictionnaire Code émis
"A" "A" rien rien
"R" "R" "AR" "A"
"T" "T" "RT" "R"
"I" "I" "TI" "T"
"C" "C" "IC" "I"
"A" "A" "CA" "C"
"R"  "AR" rien adresse de "AR"
"T"  "T" "ART" rien
rien rien rien  "T"
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La compression apparaît quand dans une étape on ne transmet rien. Dans l'exemple court ci-
dessus cela apparaît une fois sur 8 étapes. Quand le dictionnaire va devenir plus grand ces éta-
pes où on ne transmet rien deviendront plus nombreuses.
3.3.2 Méthodes de décorrélation
3.3.2.1  Décorrélation par prédiction
Quand on possède de l’information à priori sur un signal il est possible de prédire avec une
certaine précision un échantillon à partir d'une combinaison linéaire d'échantillons précédents.
On calcule l'erreur de prédiction et on lui applique un codage entropique. Comme le montre la
figure ci-dessous ce schéma est réversible et constitue donc une méthode de compression sans
pertes. , et sont respectivement le signal à coder, sa prédiction entière et l'erreur
de prédiction.
Figure 3.2. Codeur et décodeur de prédiction
Quand les coefficients sont réacctualisés périodiquement on parle de codage prédictif adapta-
tif. Ce schéma est également utilisé dans les compressions avec pertes : dans ce cas on code
une approximation de l'erreur de prédiction.
f n fˆ n en
f n
Prédicteur
    Entier
    le plus
    proche
fˆ n
 +
  -
     Codage
   statistique
en Cn
                         Codeur
Décodeur
de caractère
Cn
Prédicteur
fˆ n
                         Décodeur
 +
f nen
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3.3.2.2 Décorrélation par comparaison à un modèle de forme du signal
Dans notre cas on connaît en moyenne la forme du signal à comprimer. C'est à une affinité
près la réponse impulsionnelle de l'électronique de front-end. Si les réponses impulsionnelles
des différentes voies ne sont pas trop dispersées on peut disposer d'un modèle moyen repré-
sentatif. On se ramène alors au schéma précédent où les erreurs de prédiction sont obte-
nues en soustrayant aux échantillons les échantillons du modèle dénormalisé en
amplitude avec le plus grand des et en tenant compte du piédestal. S'il y a des empile-
ments et/ou des changements de gain dans le FPPA les erreurs de prédiction seront plus
importantes mais on reste dans un schéma de compression sans pertes.
enf nf n
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3.4 Comparaison  d’un schéma de compression avec
pertes  versus  suppression de données + compression
sans pertes.
Dans la compression avec pertes de JPEG on a les étapes suivantes :
•  Transformation DCT pour décorréler  le signal
•  Quantification non uniforme + seuillage éventuel  (c’est là où s’effectuent les pertes)
•  Lecture en zigzag de la matrice transformée pour faire apparaître des chaînes de valeurs
nulles les plus longues possibles.
•  Codage RLE  codant au mieux la structure particulière de données précédentes.
• Codage de HUFFMAN du résultats du codage RLE.
Si on considère ce qui a été dit au chapitre 2 sur la suppression des données à la lumière du
paragraphe précédent on voit qu’il y a encore sur ces données des possibilités de compression
supplémentaires.
En effet les échantillons successifs du signal d’un cristal sont corrélés. Par ailleurs les signaux
des cristaux voisins sont corrélés dans la détection d’une gerbe.
Cependant ces corrélations seront difficiles à exploiter car pour des contraintes de temps réel
et de coût une transformation préalable (du type prédiction ou autre) de ces données n’est pas
envisageable.
Pour des raison de simplicité nous n’avons pas non plus cherché ni un mode de chaînage des
données favorable à une meilleure compression ni étudié le chaînage d’algorithmes successifs.
(comme dans la suite ZIGZAG, RLE et HUFFMAN de JPEG)
Les schémas de compression sans pertes (voir également figure 3.3) qui vont être proposés
travailleront sur les données brutes après suppressions de canaux avec quelques échantillons
par canal conservé.
Figure 3.3. Suppression d’information +compression sans pertes
    Les données
     du signal
    Suppression
  d’information
    Compression
     sans pertes
Suppression
limitation du nombre de canaux
limitation du nombre d'échantillons par canal
le signal a toujours des corrélations
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Dans figure ci-dessus on rappelle les particularités des signaux que nous avons à traiter :
• les impulsions sont des signaux à variation rapide. Cette caractéristique est encore accen-
tuée quand le FPPA change son gain (voir également figure 3.4 ). Ceci exclut l’utilisation
de techniques de compresssion rudimentaires telles que le codage différentiel.
• dans un même cristal on n’a pas de corrélation entre les signaux d’événements successifs.
Figure 3.4. Signal (a) sans commutation des gains (b)  avec commutation des gains
                  (a)
                  (b)
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3.5 Résultats du simulation
En effet les méthodes de décorréaltion nous séduisent énormément. Puisque l'utilisation de
deux méthodes ensembles : codage par prédiction (ou codage par un modèle) + un codage sta-
tistique permet d'améliorer les performances du codage statistique. Cependant, dans notre
domaine, leur complexité rend leur réalisation difficile et ne permet pas d'atteindre la rapidité
de la fréquence de 40 MHz. Par contre, l'application directe des méthodes statistiques sera
plus simple à réaliser.
L’objectif de cette section est alors de tester les performances respectives des méthodes statis-
tiques. Pour cela nous utilisons les données simulées après la suppression d'information ce
que nous avons généré dans la section 2.4.4 voir également figure.
Figure 3.5. Application des méthodes statistiques sur les données simulées après la
suppression.
Dans la suite, nous allons exposer les résultats de compression obtenus par les méthodes sta-
tistiques ( le codage de Huffman, le codage de Huffman tronqué et les méthodes de type dic-
tionnaire).
Energies des tours
ECAL
Supression d'information
Seuil d'énergie de tour
1.
2.
3.
4.
Et 2.5 GeV>
Et 1GeV>
Et 0.5 GeV>
Et 0.3 GeV>
Codage statistique
 Compression
      sans pertes
LHC
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3.5.1 Codage de Huffman
Pour appliquer le codage de Huffman, nous avons utilisé simplement le compresseur 'Com-
pact' qui est employé dans le système UNIX. D'autre par, nous avons utilisé les fichiers conte-
nant les données simulées après la suppression des canaux (voir également section 2.4.4). Le
tableau 3.2 montre les résultats obtenus par le codage de Huffman. Comme ce tableau l’indi-
que, nous avons obtenu les très bons résultats. Le codage de Huffman nous donne environ le
facteur de compression de 3 pour tous les 4 fichiers.
Nous rappelons que la limité de stockage du calorimètre électromagnétique (100 kilos octets
par événement) ne permet que stocker le premier fichier créé par le seuil de .
Cependant, le codage de Huffman nous permet de stocker le deuxième fichier (le seuil de
) ayant les plus informations des données par rapport au le premier fichier.
TABLE 3.2. Résultats obtenus par le codage de Huffman en utilisant les fichiers que nous
avons obtenu après la suppression des canaux.
3.5.2 Codage de Huffman tronqué
Afin d'appliquer le codage de Huffman tronqué, nous avons utilisé la distribution des valeurs
numériques données par l'ensemble des canaux. Cette distribution est montrée dans la figure
3.6. Le code de Huffman le plus court est associé à la valeur plus probable, noté . Ensuite
les valeurs entre et (autrement dire les 14 valeurs autour de ) ont les code
de Huffman de 2 bits à 9 bits. D'autre part, pour les valeurs numériques plus grandes que
ou plus petites que , nous avons les codé par 4 bits + 16 bits où 4 bits sont
l’en-tête pour indiquer que les suivantes sont codés par un nombre de 16 bits. Les codes de
Huffman et les probabilité pour les valeurs numériques sont présentés dans le tableau 3.3.
Valeur du seuil
Volume moyen
par événement
(kilos octets)
 Après le
compresseur
Compact
(kilos octes)
Facteur de
compression
30 9.5 3.1
139 49 2.8
382 130 2.9
663 221 3.0
Et 2.5 GeV>
Et 1 GeV>
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
PP
PP 7+ PP 7– PP
PP 7+ PP 7–
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Figure 3.6. Distribution des valeurs numériques données par l'ensemble des canaux
TABLE 3.3. Codes de Huffman et les probabilités pour les valeurs numériques
Valeur de l'ADC Probabilité
(%)
Code de Huffman Taille du code
(bits)
 ou plus petite 0.19 0000 4+16
0.22 101101001 9
0.42 10110101 8
0.78 1010101 7
1.72 101100 6
4.42 10111 5
10.10 001 3
17.40 110 3
21.05 01 2
17.69 111 3
10.74 100 3
5.19 0001 4
2.53 10100 5
1.46 101011 6
0.95 1011011 7
0.67 1010100 7
ou plus grande 4.46 0000 4+16
0
500
1000
1500
2000
2500
3000
3500
x 10 2
0 5 10 15 20 25 30 35 40 45 50
ADC counts
N
CMS
ECAL ADC
(a)
PP 8–
PP 7–
PP 6–
PP 5–
PP 4–
PP 3–
PP 2–
PP 1–
PP
PP 1+
PP 2+
PP 3+
PP 4+
PP 5+
PP 6+
PP 7+
PP 8+
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Nous présentons maintenant le résultat obtenu par le codage de Huffman tronqué, voir égale-
ment tableau 3.4. Nous avons enfin obtenu environ le facteur de compression de 4. Ceci nous
permettra de stocker les informations des données encore plus (jusqu'à le troisième fichier cor-
respondant du seuil de ).
TABLE 3.4. Résultats obtenus par le codage de Huffman tronqué en utilisant les fichiers après
la suppression des canaux
3.5.3 Méthodes de type dictionnaire
Dans le système UNIX, les compresseurs COMPRESS et GZIP étants basé l'algorithme des
méthodes de type dictionnaire donnent souvent l'excellent performance de compression. Afin
de savoir les performances des méthodes de type dictionnaire, nous avons donc simplement
appliqué ces deux compresseurs sur les données simulées du calorimètre électromagnétique.
Le tableau 3.5 présente les résultats de compression obtenus par le COMPRESS et GZIP. Nous
avons enfin obtenu au moins le facteur de compression de 3.5 pour les deux compresseurs.
TABLE 3.5. Résultats du facteur de compression obtenus par le compresseur COMPRESS et
GZIP en utilisant les fichiers après la suppression des canaux
Valeur du seuil
Volume moyen
par événement
(kilos octets)
Après le codage
de Huffman
tronqué
(kilos octes)
Facteur de
compression
30 7.6 3.9
139 33 4.2
382 87 4.3
663 148 4.4
Valeur du
seuil
Volume moyen
par événement
(kilos octets)
COMPRESS GZIP
Volume
moyen
(Koctes)
Facteur de
compression
Volume
moyen
(Koctes)
Facteur de
compression
30 8 3.7 8.3 3.6
139 39 3.5 42 3.3
382 100 3.8 106 3.6
663 169 3.9 184 3.6
Et 0.5 GeV>
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
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3.5.4 Conclusion
En ce qui concerne le codage statistique, nous somme très satisfait avec leurs résultats. Tout
d'abord, le codage de Huffman et les méthodes de type dictionnaire marcheront très probable-
ment avec les données du calorimètre électromagnétique en permettant d'avoir le facteur de
compression d'au moins 2. D'autre part, pour le résultat du codage de Huffman tronqué (le fac-
teur de compression de 4), nous ne somme pas très sure. Puisque on n'est pas certain qu'on
peut avoir toujours la même distribution de la fréquence d’apparition des valeurs numérique
du signal pour chaque événement. Si cette distribution est très varie, il est certain que la per-
formance du codage de Huffman tronqué devient être moins bonne car nous appliquons un
tableau fixé (comme tableau 3.3). Néanmoins nous assurons qu'il a pas de problème d'avoir le
facteur de compression de 2 avec le codage de Huffman tronqué même s'il devient être moins
bon.
3.6 Circuits de compression disponible sur le marché
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3.6 Circuits de compression disponible sur le marché
L'objectif principal de cette section est de présenter les circuits de compression sans pertes qui
sont disponibles actuellement sur le marché. Après le teste des performances de méthodes de
compression, nous sommes très intéressant d'appliquer le codage statistique (particulièrement
le codage de Huffman et les méthodes de type dictionnaire) sur les données du calorimètre
électromagnétique de CMS. Cependant dans notre application, une contrainte du temps réels
(la compression doit être exécuté pendant la fréquence de 40 MHz) limite les plusieurs cir-
cuits disponibles.
Nous avons enfin trouvé les trois circuits: ALDC_40S (produits par chez IBM[11]),
AHA3210B (chez AHA -Advanced Hardware Achitecture[12]) et X-Match (chez BTG Elec-
tronics & Telecommunications[13]). Ces trois circuits utilisent l'algorithme étant basé sur les
méthodes de type dictionnaire. Malheureusement nous n'avons pas trouvé les circuits disponi-
bles qui emploient le codage de Huffman. Dans la suite, nous présentons très rapidement ces
trois circuits de compression sans pertes ainsi que leurs performances.
3.6.1  Circuit ALDC_40S
Le circuit ALDC_40S est produit par chez IBM. Les performances essentielles de ce circuit
sont:
• utiliser l'algorithme de ALDC (Adaptive Lossless Data Compresssion) étant basé sur les
méthode de type dictionnaire
• 40 Mbytes par seconde pour la compression
• 40 Mbytes par seconde pour la décompression
• fonctionne sur la fréquence de 40 MHz
• existe le programme de Software disponible sur le système DOS.
Pour savoir la performance actuelle de compression dans notre domaine, nous avons appliqué
son programme de Software sur les fichiers obtenus après la suppression des canaux. Le
tableau 3. montre les résultats de compression obtenu par le programme de ALDC.
TABLE 3.6. Résultats de compression obtenu par le programme de ALDC en utilisant les fichiers du simulation
Avec le programme de ALDC, nous obtenons le facteur de compression de 2.6 à 2.7.
Valeur du seuil
Volume moyen par
événement
(kilos octets)
ALDC
(kilos octes)
Facteur de
compression
30 12 2.7
139 53 2.6
382 139 2.6
663 245 2.7
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
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3.6.2 Circuit AHA3231
Le circuit AHA3231 est produit par chez AHA (Advanced Hardware Achitecture). Les per-
formances essentielles de sont:
• utiliser l'algorithme de DCLZ (Data Compression Lemplel-Ziv)
• 20 Mbytes par seconde pour la compression
• 20 Mbytes par seconde pour la décompression
• fonctionne sur la fréquence de 40 MHz
• existe le programme de Software disponible sur le système WINDOS.
En utilisant les fichiers précédents, nous avons appliqué le programme de Software. Les résul-
tats de compression DCLZ sont présentés dans le tableau 3.7. Le compression DCLZ nous
donne le facteur de compression environ 20% meilleur que celle ALDC.
TABLE 3.7. Résultats de compression obtenu par le programme de DCLZ
3.6.3 X-Match
Le X-Match est une carte commercial de compression sans pertes et produit par chez BTG
Electronics & Telecommunications. Son performances sont:
• utiliser l'algorithme de compression étant basé sur les méthodes de type dictionnaire
• 100 Mbytes par seconde pour la compression
• 140 Mbytes par seconde pour la décompression
• existe le programme de Software disponible sur le système DOS.
• commercialiser licences avec les sources de codes de VHDL (Very high speed integrated
circuit Hardware Description Language)
Selon notre enquête jusqu'à présent, le X-Match est une des meilleurs au niveau de la capacité
de compression. Nous notons aussi que la dernière performance est une avantage pour les uti-
lisateurs. Puisque nous pouvons nous-même développer facilement un circuit configurable
avec ces sources de VHDL.
Le tableau 3.8 montre les résultats de compression obtenu par le programme de Software de
X-Match. Le facteur de compression de environ 3 est obtenu avec le programme de X-Match.
Valeur du seuil
Volume moyen par
événement
(kilos octets)
DCLZ
(kilos octes)
Facteur de
compression
30 9 3.4
139 42 3.3
382 111 3.4
663 193 3.4
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
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TABLE 3.8. Résultats de compression obtenu par le programme de X-Match en utilisant les fichiers après la
suppression des canaux.
Valeur du seuil
Volume moyen par
événement
(kilos octets)
X-Match
(kilos octes)
Facteur de
compression
30 10 3.0
139 48 2.9
382 127 3.0
663 220 3.0
Et 2.5 GeV>
Et 1 GeV>
Et 0.5 GeV>
Et 0.3 GeV>
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3.7 Conclusion
La compression sans pertes permet sur nos données simulées d'obtenir un taux de compres-
sion situé entre 2 et 3. On utilise les codages statistiques : codage de Huffman ou méthodes de
dictionnaires.
Pour ces dernières il existe des circuits commerciaux qui permettent des vitesses de compres-
sion allant jusqu'à 100Mbytes /seconde .L'un d'entre eux éxiste également sous forme de code
VHDL, en propriété intellectuelle (IP : intellectual propriertary) pouvant être intégré dans un
grand FPGA dont il serait une des fontionnalité.
Nous n'avons pas trouvé de circuits commerciaux en codage de Huffman. Si la table des pro-
babilités est fixe nous avons pu vérifier avec un FPGA que la réalisation d'un codeur de Huff-
man tronqué était relativement simple.
Nous pensons que la compression sans pertes n'est pas utilisable au niveau d'un canal de
détecteur mais qu'elle peut trouver sa place à des endroits des détecteurs où les données sont
concentrées avec des flux compatibles avec les performances des compresseurs actuels.
3.7 Conclusion
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4.1 Insuffisances du Modèle standard
La théorie du modèle standard de la physique des particules décrit les interactions entre
l'ensemble des particules élémentaires. Cette théorie a été merveilleusement confirmée expéri-
mentalement, notamment avec la découverte du quark top en 1995 ( GeV)
[1] au Fermilab a Chicago dans les expériences CDF et D0 et la découverte des bosons du
jauge Z & W de l'interaction électrofaible en 1983 au CERN [2]. Malgré le formidable accord
des prédictions de cette théorie avec les résultats expérimentaux, il reste encore certaines lacu-
nes qui ne peuvent être expliquées par le modèle standard. Dans la suite, nous exposerons les
motivations principales tant du point de vue expérimental que théorique, qui poussent les phy-
siciens à formuler de nouvelles théories allant au-delà du modèle standard.
4.1.1 Le point de vue expérimental: oscillation des neutrinos
En 1998 l’expérience KEK au Japon, a mis en évidence la présence d’une oscillation des neu-
trinos solaires [3]. Ceci implique d’un point de vue théorique que les neutrinos ont une masse
non nulle.
Une modification du Modèle standard (postulant une masse nulle aux neutrinos) est donc
nécessaire. On introduit à cet effet un neutrino droit, noté , singlet de [4]. L'expli-
cation la plus simple aux neutrinos massifs fait intervenir un mécanisme dit de “balance”
[5][6][7][8] (seesaw). Dans ces modèles, non seulement le neutrino a une masse, mais on
explique aussi pourquoi les masses des neutrinos gauches sont bien plus faibles que celles des
autres fermions. Si on part d’un terme de masse du type [9][10][11]:
(4.1)
on aboutit en diagonalisant la matrice de masse aux masses des 2 états physiques de chiralité
gauche ( ) et droit ( ):
(4.2)
est de l’ordre de grandeur de la brisure de la symétrie gauche-droite et donc typiquement
celui des modèles de grande unification. Quant au terme de masse de Dirac , il est du
même ordre de grandeur que les autres fermions. Dans ce cas:
, (4.3)
Ce mécanisme de balançoire conduit donc naturellement à des masses de neutrinos gauches
très petites et à l’existence de neutrinos de grande masse ce qui constitue une motivation pour
aller au-delà du modèle standard.
Mtop 175 6±=
NR SU 2( )R
L … νL NR( )c,( )
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4.1.2 Le point de vue théorique
Le modèle standard en tant que théorie fondamentale présente certains aspects peu satisfai-
sants. Citons principalement:
(1) un grand nombre de paramètres libres (19 au total) soit:
- 3 constantes de couplage du jauge
- 2 paramètres dans le secteur du boson de Higgs
- 6 quarks massifs (u, d, c, s, t, d) et 3 leptons chargés massifs (e, , )
- 3 angles de mélange et 1 phase de la matrice CKM
- le paramètre de QCD (couplage du terme )
(2) l’impossibilité d’unifier les constantes de couplage à une échelle commune. Bien que plu-
tôt philosophique, cette volonté d’unification résulte du fait qu’une théorie fondamentale doit
viser la simplification.
(3) la théorie introduit une divergence quadratique à la masse du boson de Higgs au premier
ordre de la théorie des perturbations. Cette divergence provient de la correction radiative élec-
trofaible à une boucle bosonique qui ne peut être compensée que part un ajustement très précis
(de l’ordre de 30 ordres de grandeurs) des paramètres initiaux de la théorie. Une telle préci-
sion bien que mathématiquement possible reste fort peu naturelle.
De plus, le modèle standard n’explique en rien:
(4) la réplication des familles (pourquoi 3?) et l'inter-hiérarchie des masses au sein des
familles avec .
(5) l'origine de la brisure spontanée de l'invariance à l'échelle 246 GeV res-
ponsable du mécanisme de Higgs.
(6) la hiérarchie des intensités de couplage à basse énergie.
L’ensemble de ces arguments conduit à envisager le modèle standard, non pas en tant que
théorie fondamentale mais plutôt en tant que théorie effective valable à basse énergie. Actuel-
lement, plusieurs extensions du modèle standard existent. Chacune possède ses vertus propres
en répondant partiellement à certaines des interrogations précédentes. La supersymétrie cons-
titue l’une de ces alternatives. Le reste de ce chapitre y est consacrée.
µ τ
FµνF
µν
mu d e, , mc s µ, , mt b τ, ,« «
SU 2( )L U 1( )× Y
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4.2 Supersymétrie
L’objectif de cette section est de présenter les principes généraux qui régissent toutes théories
supersymétriques. Nous fournirons les éléments théoriques suffisants pour mieux comprendre
les modèles GMSB, objet d’étude de cette thèse.
4.2.1 Principe
Algèbre
Toute théorie des champs (généralisation de la mécanique quantique à la relativité) a comme
propriété fondamentale d’être invariante sous une transformation du groupe de Poincaré (pro-
duit d’une transformation de Lorentz et d’une translation d’espace temps). Ceci n’est autre
que la traduction mathématique du fait qu’une théorie physique doit pouvoir se décrire de
façon équivalente entre deux repères orientés différemment et animés d’une vitesse relative.
La supersymétrie n’échappe pas à cette règle. Elle introduit de plus une symétrie entre bosons
et fermions en transformant les uns en les autres et vice versa. Ses générateurs Q doivent donc
être à même de modifier le spin et comportent à cette effet un indice spinoriel: , r variant
de 1 à 4 si on adopte une notation de spineur de Majorana. Par soucis de simplification, nous
n’exposerons que des modèles de supersymétrie à un seul générateur. Le générateur étant un
spineur, il obéit donc à des lois faisant intervenir son anticommutateur. L’algèbre s’écrit alors
de la façon suivante [12][13]:
(4.4)
(4.5)
(4.6)
Les deux dernières équations traduisent simplement le comportement d’un spineur vis à vis
d’une transformation de Poincaré ( et étant les générateurs du groupe de Poincaré
soit, respectivement, le tenseur de moment angulaire et l’opérateur énergie-impulsion avec
).
La première relation est plus intéressante puisqu’elle montre que le produit de deux transfor-
mations supersymétriques est équivalent à une translation dans l’espace temps ( étant le
générateur des translations). On peut d’ores et déjà voir la possibilité d’une connexion avec la
gravitation puisque espace-temps et gravitation sont équivalent (en réalité, seul une supersy-
métrie au niveau local autrement dit dépendant du point choisi implique la gravitation). On
peut également montrer [12] que l’équation 4.4 implique un nombre de degrés de liberté boso-
nique et fermionique identique. D’autre part, en multipliant la relation 4.5 par , on cons-
tate que l’opérateur masse-carré commute avec une transformation
supersymétrique. Ainsi, considérons un boson de masse issu d’une transformation
supersymétrique d’un fermion de masse . On a et ,
et étant reliés par . En multipliant par et en utilisant les
relations précédentes, on aboutit à . Autrement dit, bosons et fermions issus
Q
r
Qr Qs,{ } 2 γ
µ( )rsPµ=
Qr P
µ
,[ ] 0=
Qr M
µν
,[ ] 12-- Σ
µν( )rsQs=
Mµν Pµ
Σµν i2-- γ
µγ ν γ νγ µ–( )=
Pµ
Pµ
P2 PµPµ=
b| 〉 mbf| 〉 m f P2 b| 〉 mb b| 〉= P2 f| 〉 m f f| 〉= b| 〉f| 〉 Q b| 〉 f| 〉= P2Q QP2– 0= b| 〉
m f mb– 0=
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d’une transformation supersymétrique ont même masse. Cette conclusion pose évidemment
un problème. On a jamais observé le partenaire supersymétrique de l’électron à 511 eV! Cette
symétrie n’est donc pas respectée et doit être brisée.
Supermultiplets
Une théorie est supersymétrique si elle est invariante sous une transformation supersymétri-
que. Elle doit donc être insensible au changement bosons fermions. Il est alors fort com-
mode de regrouper bosons et fermions dans un même objet nommé supermultiplet. Un boson
et un fermion d’un supermultiplet sont des superpartenaires. Comme nous l’avons vu précé-
demment, au sein d’un même multiplet, bosons et fermions ont même masse. De plus, comme
nous voulons étendre la supersymétrie au modèle standard, les membres d’un supermultiplet
possède les mêmes nombres quantiques sous la symétrie de jauge
. Enfin, rappelons que le nombre de degrés de liberté fermionique
et bosonique doit être identique au sein d’un supermultiplet. Dans le modèle le plus simple,
nous avons donc 1 fermion spineur de Majorana ayant 2 degrés de liberté (les 2 hélicités).
Reste a trouver 2 degrés de liberté bosonique. Il n’y a que deux possibilités puisque une trans-
formation supersymétrique ne peut modifier le spin que d’une valeur demi-entière: soit 2
bosons de spin 0, soit un boson vecteur de spin 1 non-massif (ayant bien 2 hélicités sur sa cou-
che de masse). Dans le premier cas (1 spin 1/2, 2 spin 0), on parle de supermultiplet chiral ou
scalaire, dans le second (1 spin 1/2, 1 spin 1), de supermultiplet vectoriel ou de jauge.
A présent, précisons la nomenclature. Au fermions habituels du modèle standard sont associés
des bosons de spin 0 nommés squarks ou sleptons (le préfixe “s” pour scalaire). Les champs
de jauge sont associés à des fermions auxquels on ajoute le suffixe “ino”: photino etc...Il en va
de même avec le boson de Higgs qui “donne naissance” à des fermions higgsinos.
4.2.2 Lagrangiens supersymétriques
Nous n’allons pas développer la construction de l’ensemble des termes qui interviennent dans
un lagrangien supersymétrique. Nous voulons simplement introduire les notions de champs
auxiliaires et de superpotentiel qui nous serons utiles dans la suite de l’exposé. A cette effet,
seul l’exemple du supermultiplet chiral est détaillé. Le détail des calcules pourra être trouvé
dans les références [14] et [12].
Lagrangien d’un supermultiplet chiral
a) Particule libre:
Un supermultiplet chiral comporte 1 fermion et 2 scalaires (champs complexe). Le spineur
décrivant le fermion (objet à 4 dimensions) peut être décomposé en 2 spineurs de Weyl (à 2
dimensions). En conséquence, il nous suffit juste de considérer une théorie faisant intervenir 1
spineur de Weyl et 1 scalaire complexe . On a bien ainsi l’égalité du nombre de degrés de
liberté. Le modèle le plus simple, de Wess-Zumino [15], fait intervenir ces 2 champs non mas-
sifs et sans interaction. Le lagrangien se résume aux termes cinétiques et s’écrit donc:
(4.7)
désignant les matrices de Pauli. On peut vérifier que si les champs et se transforment
de la façon suivante sous l’action de la supersymétrie:
↔
SU 3( )c SU 2( )L U 1( )×× Y
ψ φ
Llibre ∂
µφ∗∂µφ– iψ–
†
σ
µ∂µψ=
σ
µ ψ φ
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, (4.8)
alors, l’intégrale d’action:
(4.9)
ne subit pas de variation ( ) [14]. Ici, paramétrise la transformation supersymétrique
infinitésimale. Il doit être anti-commutant puisque et obéissent respectivement aux sta-
tistiques de Bose-Einstein et Fermi-Dirac. C’est donc également un spineur de Weyl. Remar-
quons au passage que les transformations 4.8 font bien apparaître les superpartenaires
respectifs. Observons à présent l’effet de 2 transformations successives de paramètres et
. D’après l’algèbre, on doit retrouver le champs initial. Ainsi:
(4.10)
On retrouve bien la dérivé du champs scalaire (à une constante près), n’étant autre que
. Quant au champs du fermion, on trouve:
(4.11)
Les deux derniers termes s’éliminent lorsque le champs est sur sa couche de masse
puisqu’alors l’équation du mouvement (équation de Dirac de masse nulle) est
vérifiée. Bien que le résultat souhaité soit obtenu (une double transformation supersymétrique
pour ayant exactement la même forme que pour ): on ne peut se satisfaire de ce résultat
puisqu’il n’est valable que lorsque le fermion est sur sa couche de masse, c’est à dire sans
aucune fluctuation quantique. A postiorie, cette conclusion était prévisible: le spineur hors
couche de masse n’a plus 2 mais 4 degrés de liberté, ces 2 coordonnées devenant complexes.
Par contre, le champs scalaire complexe reste lui toujours a 2 degrés de liberté. L’égalité
n’est plus vérifiée! Pour remédier à cette situation, on doit donc introduire 2 nouveaux degrés
de liberté, soit un champs scalaire complexe . Cependant ce champs dit “champs auxiliaire”
ne doit pas introduire de nouveau degrés de liberté lorsque le fermion est sur sa couche de
masse. La traduction mathématique de cette dernière condition est d’ajouter un terme au
lagrangien initial, l’équation du mouvement pour se résumant à . Admettons la
transformation suivante de  sous l’action de la supersymétrie [14]:
(4.12)
et modifions celle de  par:
(4.13)
On peut alors vérifier que quelque soit le champs considéré ( , et à fortiori ) une double
transformation supersymétrique conduit à une équation du type de celle de 4.10 et ce, que le
champs soit sur ou hors de sa couche de masse.
b) Particule en interaction:
δφ εαψα= δψα i σµε†( )α ∂µφ=
S d∫ 4x Lchiral=
δS 0= ε
φ ψ
ε1
ε2
δ1 δ2,[ ]φ δ1δ2 δ2δ1–( )φ i ε1σµε† ε2σµε†1–( )∂µφ= =
∂µ
Pµ
δ1 δ2,[ ]ψa δ1δ2 δ2δ1–( )ψ i ε1σµε† ε2σµε†1–( )∂µψa= =
iε1aε†2σ
µ∂µψ– iε2aε†1σ
µ∂µψ+
ψ
σ
µ∂µψ 0=
ψ φ
ψ
φ
F
F∗F
F F 0=
F
δF iε†σµ∂µψ=
ψ
δψα i σ
µ
ε†( )α∂µφ εαF+=
ψ F φ
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Le lagrangien construit jusqu’à présent ne décrit que des particules libres sans interaction
issues d’un même supermultiplet. La généralisation à plusieurs multiplets référencés par leur
indice i est évidente:
(4.14)
Voyons à présent, comment introduire les termes d’interaction entre les différents champs. On
peut montrer [14] par des considérations dimensionnelles, de renormalisabilité de la théorie,
et en appliquant les règles de transformations des champs définis précédemment que le lagran-
gien d’interaction s’exprime en fonction d’un objet nommé superpotentiel de la façon sui-
vante:
(4.15)
où  est une simple fonction analytique des champs scalaires dont la forme générale est:
(4.16)
et étant respectivement des termes de masse et de Yukawa réels et symétriques par
l’échange de leurs indices. On peut éliminer les champs auxiliaires, en utilisant leur équation
du mouvement obtenue à partir du lagrangien total soit:
(4.17)
Ceci montre bien que les champs auxiliaires s’expriment en fonction des champs scalaires
physiques déjà introduits dans la théorie ce qui justifie pleinement leur appellation. Expri-
mons à présent le lagrangien total en substituant les expressions de  et :
(4.18)
Les termes de masse, et nous confirme que nous sommes en pré-
sence de bosons et fermions de mêmes masses. D’autre part, la deuxième ligne du lagrangien
fait apparaître un terme uniquement fonction des champs scalaires: c’est le potentiel scalaire
de la théorie. On remarque que est simplement fonction du superpotentiel et est positif,
puisque:
(4.19)
Llibre ∂
µφi∗∂µφi– iψi
†
σ
µ∂µψi– F∗
iFi+=
W
Lint
1
2--
δ2
δφiδφ j
----------------W  
 
ψiψ j–
δ
δφi
-------W   Fi cc+ +=
W
W 12--M
ijφiφ j 16--y
ijkφiφ jφk+=
Mij yijk
Lchiral Llibre Lint+=
δL
∂Fi
-------- Fi
∗ δ
δφi
-------W  + 0 Fi∗⇒ δδφi-------W 
 
–= = =
W Fi
Lchiral ∂
µφi∗∂µφi– iψi
†
σ
µ∂µψi
1
2--M
ij ψiψ j ψ†iψ† j+( )––=
Mijφ j 12--y
ijkφ jφk+
2
–
1
2--y
ijk φiψ jψk φ∗iψ† jψ†k+( )–
Mij ψiψ j ψ†iψ† j+( ) Mijφ j
V s V s
V s
δ
δφi
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Lagrangien d’un supermultiplet de jauge
La construction de ce lagrangien procède du même raisonnement que précédemment. Néan-
moins, le lagrangien doit respecter en plus l’invariance de jauge. Le supermultiplet de jauge
est constitué d’un boson vecteur , et d’un fermion jaugino superpartenaire . On a bien
égalité des degrés de liberté bosoniques et fermioniques mais on peut d’ores et déjà noter la
nécessité d’introduire un champs auxiliaire scalaire, puisque en dehors de la couche de
masse, le boson vecteur passe de 2 à 3 degrés de liberté alors que le fermion (de Weyl) passe
de 2 à 4.
La généralisation au cas des théories de jauge de Yang-Mills, introduit autant de bosons vec-
teurs que de générateur du groupe de symétrie de jauge (pour , , pour
, et pour , ) et donc également les jauginos correspondant
ainsi que les champs auxiliaires . Le Lagrangien se déduit de celui des particules libres en
introduisant la dérivée covariante tel que
(4.20)
avec , constante de couplage et étant les constantes de structure du groupe. Le lagran-
gien des supermultiplets de jauge s’écrit alors [14]:
(4.21)
désignant le tenseur de Yang-Mills. A nouveau, les
champs auxiliaires peuvent être éliminés en utilisant les équations du mouvements. Le
Lagrangien 4.21 décrit donc des champs de jauge se propageant et en interaction entre eux
(premier terme), des jauginos se propageant et en interaction avec les champs de jauge (via la
dérivée covariante) et des champs auxiliaires statiques.
Lagrangien total
Le lagrangien complet doit rajouter les termes issus de l’interaction entre particules du super-
multiplet de jauge et celles du supermultiplet chiral. Ces termes apparaissent simplement en
utilisant la dérivée covariante dans le lagrangien chiral au lieu des dérivées simples. Ainsi,
pour un champs  quelconque avec  ou , on utilise:
(4.22)
représentant les générateurs du groupe de symétrie de jauge. Cependant, cette simple
substitution n’est pas suffisante. En effet, la procédure précédente n’introduit que des coupla-
ges entre bosons de jauge et champs du supermultiplet chiral. Il manque les couplages respec-
tant l’invariance de jauge avec les autres champs du supermultiplet vectoriel: les jauginos et
les champs auxiliaires. Finalement, le lagrangien total s’écrit [14]:
(4.23)
les termes et étant explicités en 4.18 et 4.21 (mais en utilisant les dérivés cova-
riantes 4.22). On peut à nouveau éliminer les champs auxiliaires en utilisant l’équation du
mouvement (somme implicite sur i). Le potentiel scalaire de la théorie
devient alors [12]:
Aµ λ
D
Aµ
a SU 3( ) a 1…8=
SU 2( ) a 1 2 3, ,= U 1( ) a 1= λa
Da
Dµλ
a ∂µλ
a g f abcAµb λc–=
g f abc
L jauge
1
4--Fµν
a Fµνa– iλa†σµDµλ
a
–
1
2--D
aDa+=
Fµν
a ∂µ Aν
a ∂ν Aµ
a
– g f abc Aµb Aνc–=
X X φ= ψ
∂µX DµX→ ∂µX igAµ
a T aX+=
T a
Lsusy Lchiral L jauge 2g φi∗T aψi( )λa λa
† ψi†T
aφi( )+[ ] g φi∗T aφi( )Da+–+=
Lchiral L jauge
Da
Da g φi∗T aφi( )–=
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(4.24)
où nous avons explicité les sommes sur les différents indices. Lorsqu’il existe plusieurs cons-
tantes de couplage comme dans le cas du modèle standard, les termes en correspondants
doivent être rajoutés. On remarque que les termes-F (ceux portant sur ) se déduisent totale-
ment du superpotentiel et sont donc fonction uniquement de couplages de Yukawa ou de
termes de masse. Par contre, les termes-D (ceux portant sur ) sont uniquement fonction des
interactions de jauge.
4.2.3 Récapitulation
Résumons la situation. Dans une théorie supersymétriques, les particules s’agencent dans des
supermultiplets (chiral ou vectoriel selon la nature des particules). En construisant un lagran-
gien supersymétrique, nous avons introduit le superpotentiel responsable des masses et des
interactions entre scalaires et fermions des supermultiplets chiraux. Quant aux interactions
avec les particules des supermultuplets vectoriels, elles sont fixées entièrement par la symétrie
de jauge.
L’algèbre de la supersymétrie nous a montré qu’il devait y avoir égalité entre le nombre de
degrés de liberté bosonique et fermionique. Ceci nous a conduit à introduire des champs auxi-
liaires, exprimables en fait en fonction des champs scalaires de la théorie. Nous en avons
déduit le potentiel scalaire fonction uniquement des champs auxiliaires. Nous verrons par la
suite que c’est ce potentiel scalaire qui est responsable de la brisure spontanée de la supersy-
métrie.
V s Fi
i
∑ 2 12-- Da 2
a
∑+ δδφi-------Wi∑
2 1
2--g
2 φi∗T aφi
i
∑ 2
a
∑+= =
g2
Fi
W
Da
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4.3  Application de la supersymétrie au Modèle standard
Nous allons appliquer les principes précédents au modèle standard et donc à l’invariance de
jauge . Le nombre minimum de nouvelle particule sera introduit.
4.3.1 Contenu en particule
Supermultiplets chiraux
Les champs de matière habituel (quarks et leptons) se regroupe naturellement en supermulti-
plets chiraux. Les composantes gauche et droite des fermions du modèle standard sont cha-
cune représentées par des spineurs de Weyl à 2 composantes. Chacun des spineurs subit une
transformation de jauge différente dans le modèle standard (les composantes gauches étant
sensibles à ). Par conséquent, chaque composante a un partenaire scalaire complexe
représenté de la même façon que le fermion initial mais avec un symbole “~” supplémentaire.
(si les fermions sont représentés avec des bi-spineurs de Dirac à 4 composantes, il faut bien 2
champs scalaires complexes pour égaler le nombre de degrés de liberté). Ainsi, à l’électron
gauche est associé le selectron . Il va de soit que la notion de chiralité pour le selectron
n’a aucun sens. Elle rappelle simplement celle du fermion initial. On parle alors abusivement
de “selectron gauche”. Par construction, les membres d’un même supermultiplet obéissent aux
même transformations de jauge et se couplent donc de la même façon aux bosons vecteurs. On
les regroupe donc en doublet ou singlet selon le groupe de jauge considéré. Ainsi, pour la pre-
mière famille de quarks, nous avons 3 supermultiplets chiraux:
1)  constitue 1 supermultiplet chiral doublet de .
2)  et  constituent les 2 supermultiplets chiraux singlets de .
Il en va de même pour les autres familles et les leptons. Le cas du boson de Higgs est plus
délicat. Dans le cadre du modèle standard, on dispose d’un doublet de Higgs dont le couplage
donne naissance aux termes de masse des fermions de type “down”. Le couplage avec le dou-
blet conjugué de charge donne naissance aux masses des autres fermions. Cependant, dans
une théorie supersymétrique, ce scénario n’est plus applicable puisque le couplage des
champs entre eux provient du superpotentiel. Or, comme nous l’avons vu, le superpotentiel est
une fonction analytique uniquement des champs scalaires complexes et non de leur conjugué.
Un seul doublet de Higgs ne peut donc pas fournir la masse à tous les fermions! Il est donc
nécessaire d’introduire un second doublet qui donnera naissance à un second supermultiplet
chiral de Higgs. Par ailleurs, si tel n’était pas le cas, la théorie ne serait plus renormalisable à
cause de diagrammes triangulaires non-compensés [14]. Les supermultiplets de Higgs
regroupe les bosons de Higgs “standards” et les fermions higgsino associés. Le secteur de
Higgs est donc constitué ainsi:
1)  premier supermultiplet procurant la masse aux fermions “up”.
2)  second supermultiplet procurant la masse aux fermions “down”
SU 3( )c SU 2( )L U 1( )×× Y
SU 2( )L
eL e˜L
Q Q˜( , ) uLdL  
u˜ L
d˜ L  ( , )= SU 2( )L
uR u˜ R∗( , ) dR d˜ R∗( , ) SU 2( )L
H˜ u Hu( , )
h˜ u
+
h˜ u
0  
hu
+
hu
0  ( , )=
H˜ d Hd( , )
h˜ d
0
h˜ d
-  
hd
0
hd
-  ( , )=
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La table 4.1 résume l’ensemble des supermultiplets chiraux liés à l’extension du modèle stan-
dard. Seule la première famille est représentées. La dernière colonne montre dans quelle
représentation du groupe de jauge se transforme les supermultiplets.
TABLE 4.1. champs contenus dans les supermultiplets chiraux de l’extension supersymétrique minimale du
modèle standard.
Supermultiplets de jauge
Bosons de jauge et jaugino (fermion spin 1/2) se regroupe en supermultiplets de jauge. La
table 4.2 illustre les différents supermultiplets. Notons qu’après brisure de la symétrie électro-
faible, (composante neutre du triplet ) et (boson de jauge de ) se
mélangent pour produire les bosons et . Les jauginos subissent le même sort et devien-
nent  et .
TABLE 4.2. champs contenus dans les supermultiplets de jauge de l’extension supersymétrique minimale du
modèle standard.
4.3.2 Superpotentiel
Le superpotentiel défini en 4.16 constitue la formule générale et comporte un grand nombre
de termes (somme implicite sur les indices). L’application au modèle standard simplifie consi-
     Spin 1/2      Spin 0
quarks
leptons
 Higgs
     Spin 1/2      Spin 1
gluon
bosons
W et Z
boson B
SU 3( )C SU 2( )× L U 1( )× Y
Q= uLdL   Q˜ =
u˜ L
d˜ L   3 2 1 3⁄, ,( )
uR u˜ R∗ 3 1 4 3⁄–, ,( )
dR d˜ R∗ 3 2 2 3⁄, ,( )
L=
νL
eL   L˜ =
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e˜L   1 2 1–, ,( )
eR e˜R∗ 1 1 2, ,( )
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dérablement cette expression. En effet, tout comme le modèle standard, on ne garde que les
termes ne violant ni le nombre baryonique, ni le nombre leptonique. De plus, on veut que les
masses de fermions standards soient générées par le mécanisme habituel de brisure spontanée
de la symétrie électrofaible. Il est donc impossible de garder des termes de masses impli-
quant les particules standards. Au total, il ne reste plus que 4 termes1 [14]:
(4.25)
où on reconnaît 3 termes de Yukawa et 1 terme de masse entre doublet de Higgs. Ici les cou-
plages de Yukawa ne sont pas de simples nombres mais des matrices autorisant ainsi des
couplages entre familles. Les champs devraient alors porter des indices de famille ainsi que les
indices d’isospin, mais nous les avons supprimer pour alléger l’écriture. Le premier terme
s’écrit en fait:
(4.26)
désignant les indices de familles. Par exemple, si on ne s’intéresse qu’au couplage de
Yukawa de la troisième génération, l’équation précédentes ne contient plus que les 2 termes:
dont le premier terme va donner lieu d’après les règles décrites au
paragraphe 4.2.2 aux graphes illustrés dans la figure 4.1 et donc aux couplages higgs-quark-
quark mais aussi higgsino-squark-quark.
Figure 4.1.Diagrammes de Feynman liés au couplage de Yukawa du top
4.3.3 La R-parité
Dans le paragraphe précédent, les termes violant les nombres baryoniques ou leptoniques ont
été interdits. Pour réaliser cette interdiction, on impose en fait la conservation d’une nouvelle
1. l’écriture du superpotentiel est donnée en fonction des champs scalaires. La littérature utilise souvent le formalisme des
superchamps que nous n’avons pas adopté. Il y a bien évidemment équivalence.
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symétrie, la R-parité. A cette symétrie est associé un nombre quantique noté et défini
selon:
(4.27)
et désignant respectivement le spin, le nombre baryonique et le nombre leptonique. La
conservation de la R-parité revient alors à imposer que se conserve multiplicativement. Ce
nombre vaut +1 pour les particules ordinaires et -1 pour leurs partenaires supersymétriques.
D’un point de vue phénoménologique, les conséquences de la conservation de impliquent
que:
• le proton est stable.
• les particules supersymétriques sont produites par paires aux collisionneurs.
• la particule supersymétrique la plus légère nommé LSP (Lightest Supersymmetric Particle)
est stable.
4.3.4 Réponses aux insuffisances du Modèle standard
Nous avons débuté ce chapitre en soulignant les insuffisances du modèle standard. Voyons à
présent en quoi la supersymétrie apporte quelques réponses. La principale d’entres elles con-
cerne certainement le traitement des divergences quadratiques.
Divergences quadratiques
Le seul scalaire du modèle standard est le boson de Higgs. Or, la masse du Higgs ne peut pas
être trop lourde (au plus de l’ordre du TeV) ne serait-ce que pour assurer la convergence (non
violation de l’unitarité) de la section efficace de diffusion des bosons polarisés longitudi-
nalement [16]. Cependant, si on tient compte des corrections quantiques provenant des parti-
cules se couplant au boson de Higgs (figure 4.2.a), sa masse présente une divergence
quadratique (après renormalisation) du type:
(4.28)
où représente l’échelle d’énergie jusqu’à laquelle le modèle standard est considéré comme
valable (permettant un développement en perturbation). peut être par exemple l’échelle de
Plank ( GeV) au delà de laquelle il est nécessaire d’introduire la gravitation en tant que
théorie quantique. Ainsi, après renormalisation, la masse du Higgs devient:
(4.29)
étant la masse “nue” du Higgs (celle intervenant dans le lagrangien) et une constante.
Si est de l’ordre du TeV, il est nécessaire de choisir la valeur de avec une précision de
32 ordres de grandeur! ( GeV). Ceci constitue un problème puisque cela signifie que
si l’on change même très peu les paramètres de la théorie à haute énergie, la physique à notre
échelle sera très différente. Une telle théorie est dite non-naturelle, et ce problème est réfé-
rencé dans la littérature comme le problème de “naturalité”.
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L’incorporation de la supersymétrie au modèle standard évite ce problème. En effet, le cou-
plage avec le partenaire supersymétrique du Higgs (fermion) est également autorisé (figure
4.2.b) Dans ce cas les contributions à la masse deviennent [17]:
(4.30)
Seule la différence de masse entre fermion et boson intervient. Or avec une supersymétrie
strictement réalisée cette différence est nulle, annulant par la même toute divergence. En fait,
nous savons que la supersymétrie ne peut être strictement réalisée puisque il y aurait contra-
diction flagrante avec l’expérimentation. Cependant, si cette différence de masse reste au plus
de l’ordre du TeV, le problème de “naturalité” reste résolue. Cette constatation conduit à sup-
poser que les masses des particules supersymétriques doit être de l’ordre du TeV et donc
accessible au LHC.
Figure 4.2.Corrections radiatives à la masse du Higgs à l’ordre d’une boucle. En (a), n’est
représentée que la boucle liée au Higgs lui même (modèle standard), en (b), on observe la
contribution due au higgsino (modèle supersymétrique).
Unification des constantes de couplages
Si l’on fait évoluer les 3 constantes de couplages du modèle standard en supposant la présence
de partenaires supersymétriques dont la masse est de l’ordre du TeV, on aboutit alors à leur
possible unification à une échelle proche de GeV. Ceci milite en faveur des modèles de
grande unification.
Brisure électrofaible
L'origine de la brisure spontanée de l'invariance responsable du mécanisme
de Higgs est mieux comprise en présence de supersymétrie. Rappelons, que dans le cas du
modèle standard cette brisure intervient en introduisant le potentiel scalaire du Higgs.
(4.31)
est alors brisée spontanément grâce au terme de masse négative ( ).
L’extension du modèle standard à la supersymétrie fait apparaître un potentiel scalaire selon
les règles de construction décrites précédemment (contribution des champs auxiliaires) du
type1 [14]:
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(4.32)
où nous n’avons écrit que les termes liés au champs du Higgs. Ce potentiel peut être minimisé
lorsque les champs acquiert une vev non-nulle, brisant ainsi . Cepen-
dant, dans un scénario étendu au groupe de grande unification (GUT), les termes de masse des
champs sont positifs à l’échelle GUT et deviennent grâce au corrections radiatives (les coupla-
ges évoluant) automatiquement négatifs à notre échelle assurant ainsi la brisure électrofaible
de façon naturelle [12].
1. en fait, il y a également la contribution de termes brisant la supersymétrie (voir paragraphe 4.4.1)
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Nous avons déjà mentionné que dans un modèle supersymétrique exact, fermions et bosons
sont dégénérés en masse, ce qui contredit manifestement nos constatations expérimentales. La
supersymétrie n’est donc pas réalisée à notre échelle d’énergie. Néanmoins, si l’on veut con-
server les avantages apportés par la supersymétrie, on peut malgré tout garder l’espoir qu’à
plus haute énergie, cette symétrie est respectée. Ceci revient à envisager que la supersymétrie
est brisée spontanément. Autrement dit, le lagrangien de la théorie respecte la symétrie, mais
pas l’état fondamental (le vide). Après brisure de la supersymétrie et développement des
champs autour de leur valeur moyenne dans le vide (v.e.v), le lagrangien “effectif” obtenue
n’est alors plus supersymétrique. Le mécanisme invoqué ici est tout a fait analogue à celui
adopté dans le modèle standard pour briser la symétrie électrofaible.
4.4.1 Brisure douce
Principe
Théoriquement, pour connaître le lagrangien effectif à basse énergie, il est nécessaire de dis-
poser de la théorie valable à haute énergie afin d’y appliquer la brisure spontanée. Si on ne dis-
pose pas de cette théorie fondamentale, l’autre approche consiste simplement à rajouter à un
lagrangien supersymétrique des termes violant la supersymétrie: c’est la “brisure douce”.
Cependant, ces termes dit “doux” ne peuvent être quelconques puisqu’on cherche à ce qu’ils
préservent les avantages apportés par la supersymétrie, à savoir, la solution au problème de
divergence quadratique décrit au paragraphe 4.3.4. La forme la plus générale des termes doux
a été décrite dans la référence [18]. Ils comportent des termes de masse des champs scalaires
et des jauginos, et des termes d’interaction trilinéaire entre scalaires. Les termes doux consti-
tuent finalement une paramétrisation de notre ignorance quant au mécanisme réel de brisure
de la supersymétrie.
Le MSSM
Le MSSM constitue l’extension minimale du modèle standard à la supersymétrie. On utilise
donc ce qui a été précédemment décrit lors de l’application de la supersymétrie au modèle
standard (paragraphe 4.3). Il reste à rajouter les termes doux. Le MSSM est donc considéré
comme une théorie effective valable à basse énergie. Les termes doux doivent bien évidem-
ment respecter l’invariance de jauge du modèle standard ainsi que la conservation de la R-
parité. Au total, le lagrangien des termes doux du MSSM s’écrit [14]:
(4.33)
sont respectivement les masses des gluinos, wino et bino. Les couplages tri-
linéaires sont en fait des matrices dès qu’on considère les 3 familles. Il en va de
même pour les matrices de masse . La dernière ligne de ce lagrangien permet
Ldouce
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d’obtenir les contributions dites “douces” au potentiel scalaire 4.32. Au total, on a donc intro-
duit un grand nombre de paramètres indépendants (plus d’une centaine) dont la masse de tou-
tes les particules supersymétriques de la théorie. Seule une théorie plus fondamentale permet
de comprendre l’origine de ces paramètres. On remarquera que les couplages tri-linéaires
autorisent en principe le mélange des sfermions gauches et droits (en combinaison avec les
termes issus de l’équation 4.26). En fait, les matrices de masse peuvent même
induire des mélanges de squarks ou de fermions de différente génération! Les conséquences
sur la non-conservation des nombres leptoniques, les oscillations de mésons et autres change-
ment de saveur par courant neutre peuvent être dramatiques. Fort heureusement, les mesures
expérimentales contraignent en réalité fortement tous ces paramètres.
Pour conclure ce paragraphe, nous allons préciser le contenu en particule et la nomenclature
généralement adoptés dans le MSSM.
TABLE 4.3. Les particules non-standard du MSSM.
Après brisure de la symétrie électrofaible , les jauginos chargés
, et les higgsinos possèdent les mêmes nombres quantiques sous
. Les états physiques, appelés charginos sont donc le résultats de leur
mélange. Pour la même raison, , forment les 4 neutralinos . L’expression
des matrices de mélange peut être trouvée en [19].
Dans le secteur des higgs scalaires, les champs et ont également la possibilité de se
regrouper. Leurs parties réelles se mélangent et forment les 2 états propres de masse: et
. De même, leurs parties imaginaires engendrent les 2 pseudoscalaires et . Le boson
, est un boson de Goldstone “absorbé” par le qui devient ainsi massif. Le même raison-
        Spin Etat propre de masse
   Higgs            0
 squarks            0
 sleptons  0
 neutralino 1/2
 chaginos 1/2
 gluino     1/2
gravitino           1/2
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nement s’applique aux higgs chargés, les champs produisant le champs physique
 et un boson de Goldstone “absorbé” par le  qui devient massif.
Enfin, nous avons précédemment mentionné la possibilité d’un mélange entre les sfermions
droits et gauches. En fait, ce mélange est directement lié à la masse du fermion associé (voir
pas exemple [20]). Si les paramètres de brisure douce reste de l’ordre de la centaine de GeV
(ce qui doit être le cas si on veut éviter que les sfermions aient un masse trop élevée), seul les
sfermions de troisième génération se mélangeront. On note ces sfermions  et .
la table 4.3 résume l’ensemble des nouvelles particules qui apparaissent dans le MSSM.
4.4.2 Brisure spontanée
Les termes de brisure douce introduisent un aspect très arbitraire à la théorie. Il est donc sou-
haitable d’être en mesure d’en comprendre l’origine grâce à une théorie plus fondamentale
supersymétrique mais dont la brisure spontanée serait à l’origine des termes de brisure douce.
Nous allons à présent décrire les façons de briser spontanément la supersymétrie.
Mécanismes
Par définition, il y a brisure spontanée lorsque l’état fondamental (le vide) ne respecte pas
la symétrie. Dans ce cas, l’état n’est pas invariant sous une transformation supersymétrique, et
donc:
(4.34)
étant le générateur de la supersymétrie. D’autre part, à partir de la relation d’anticommuta-
tion 4.4, en contractant par , il reste:
(4.35)
qui représente l’énergie qui ne peut être que positive ou nulle (somme de carré). Or d’après
4.34, la brisure spontanée implique que . L’état d’énergie minimum correspond
donc à une énergie strictement positive. Conclusion: la supersymétrie est brisée spontanément
si et seulement si l’énergie du vide est strictement positive. Or l’état du vide corresponds aux
champs qui minimisent le potentiel scalaire 4.24 (tout comme pour le
modèle standard, dans la brisure spontanée de l’électrofaible, le vide est obtenue en minimi-
sant le potentiel scalaire du Higgs). Plus précisément, moyennant certaines approximations,
l’énergie du vide n’est autre que la valeur du potentiel au minimum [14]. D’après la forme
mathématique de ce potentiel, celui-ci est positif ou nul. Le minimum absolu de ce potentiel
est donc 0. Si le vide correspond à une configuration des champs telle que tous les champs
auxiliaires aient une valeur nulle, le potentiel serait au minimum absolu, l’énergie du vide
serait nulle et il n’y aurait pas brisure spontanée. Conclusion: la supersymétrie est brisée
spontanément si l’un des champs auxiliaires à une valeur non-nulle. Lorsque , on
parle de brisure de type F, tandis que pour , on a une brisure de type D. Dans ce cas,
on peut remarquer d’après les règles de transformation des champs d’un supermultiplet (voir
par exemple pour le supermultiplet chiral 4.13), qu’il apparaît un fermion tel que
. Ce fermion n’est autre que l’analogue des bosons de Goldstone qui appa-
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raissent après brisure d’une symétrie de jauge. C’est un fermion de Goldstone (non massif): le
Goldstino.
A présent, nous allons montrer un exemple de brisure spontanée de type F, connue sous le
nom de brisure de O’Raifeartaigh [21]. En fait, il est nécessaire d’introduire un terme linéaire
au superpotentiel de la supersymétrie 4.16. En effet, avec la formule 4.16, on remarque que si
tous les champs scalaires de la théorie peuvent vérifier , alors d’après les formules
explicites des champs auxiliaires 4.19 et 4.24, on a bien , ce qui défini un
vide supersymétrique. Le superpotentiel ne peux donc pas violer spontanément la supersymé-
trie. Prenons simplement 3 supermultiplets chiraux . Le superpotentiel est alors
défini ainsi [12]:
(4.36)
étant 3 constantes non nulles réelles et positives. Si on ne veut pas briser l’invariance
de jauge dans 4.36, le champs doit être singlet de jauge. On peut d’ores et déjà conclure
que le premier supermultiplet ne peut être l’un de ceux du MSSM, puisque le MSSM ne con-
tient pas de singlet de jauge. Les expressions des 3 champs auxiliaires s’obtiennent par ,
produisant le potentiel scalaire suivant:
(4.37)
Si le minimum vaut lorsque ,
étant quelconque. On a donc bien brisure spontanée de la supersymétrie. Au minimum les
valeurs moyennes dans le vide des champs auxiliaires sont , les 2 autres étant
nulles. Le champs est donc le Goldstino qui apparaît lors de la brisure spontanée. Pour
déterminer le spectre de masse des différentes particules, il suffit de calculer le lagrangien
obtenue et d’identifier les différents termes (voir 4.18). Les 3 champs scalaires complexes
s’interprètent alors comme 6 champs scalaires réels avec pour masse pour ,
pour et pour . Quant aux fermions, on trouve ,
. La supersymétrie est manifestement brisée puisque fermions et bosons ont
des masses différentes! On retrouve bien une masse nulle au fermion de Goldstone . Enfin,
il est clair que le supermultiplet ne peut appartenir au MSSM, car nous aurions
associé au fermion de masse , l’un des 2 bosons avec une masse inférieure à celle
du fermion, ce qui contredit manifestement les spectres expérimentaux! Le même type de rai-
sonnement avec une brisure de type D conduit à des conclusions semblables (voir par exemple
[12]). Par conséquent, lorsque la supersymétrie est brisée spontanément, il est nécessaire
d’introduire de nouvelles particules responsables de la brisure. Cette situation est finalement
semblable à celle de la brisure de symétrie électrofaible où il est nécessaire d’introduire une
nouvelle particule: le Higgs. D’autre part, ces particules ne doivent pas interagir trop forte-
ment avec les particules habituelles pour ne pas contredire les données expérimentales. En ce
sens, elles appartiennent à un secteur qui nous est inaccessible, “caché”. On parle alors de sec-
teur “caché”. Le question est alors la suivante: comment les particules habituelles (celles du
MSSM) qui définissent le secteur “visible”, “apprennent” que la supersymétrie a été brisée?
En effet, n’oublions pas que l’une des motivations de la brisure spontanée est d’être en mesure
de préciser les termes “doux”, reliquats de la brisure. Deux voies principales ont été proposée:
soit les effets de la brisure sont transmis via des interactions non-renormalisables, soit via des
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boucles. L’exemple typique du premier cas, est la supergravité (non renormalisable puisqu’on
ne sait pas encore écrire de théorie quantique de la gravitation). Le second cas concerne les
modèles GMSB, où les interactions de jauge standard joue le rôle de médiateur.
Brisure véhiculée par l’interaction gravitationnelle
Nous n’allons pas donné une description détaillée des modèles dit de supergravité. Le lecteur
intéressé peut consulter les références [12][13][22]. Nous nous bornerons à n’exposer que les
idées principales.
L’interaction gravitationnelle étant universelle, elle se couple naturellement entre les particu-
les du secteur caché et celles du secteur visible. La figure 4.3 présente sous forme de schéma
les différentes composantes du modèle.
Figure 4.3. Schéma de principe de la médiation de la brisure de la supersymétrie par les interactions
gravitationelle.
Les champs du secteur caché sont des singlets de jauge afin de ne pas se coupler au secteur
visible (si ce n’est par interaction gravitationnelle). La brisure de la supersymétrie se fait dans
le secteur caché via une v.e.v non nulle d’un des champs auxiliaires (du secteur
caché). L’échelle de la brisure de la supersymétrie n’est autre que:
(4.38)
Il apparaît alors un fermion de Goldstone, le Goldstino de masse nulle. Dans les modèles de
supergravité, le Goldstino joue un rôle particulier. La supergravité est l’application de la
supersymétrie localement. Autrement dit, la transformation supersymétrique est dépendante
du point de l’espace-temps: le des transformations 4.8 devient . Les lagrangiens
déduits dans la section 4.2.2 ne sont plus invariants. Dans une théorie de jauge locale, l’inva-
Secteur Supergravité
gravitation
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(Brisure SUSY)
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riance est restaurée en introduisant un champs de jauge de spin 1. Dans le cas des transforma-
tions supersymétriques locales, l’invariance est restaurée par un champs de jauge spinoriel de
spin 3/2 [22]: le gravitino. En raison de la structure même de la supersymétrie, ceci n’est pas
encore suffisant (contrairement au théorie de jauge). L’invariance est totalement restaurée si
on introduit un nouveau champs bosonique partenaire du gravitino. Dans le lagrangien appa-
raît alors un terme , étant la métrique de l’espace-temps et , le tenseur d’éner-
gie-impulsion. Le boson de spin 2 est alors interprété comme le graviton ( ). Le graviton
(spin 2) et le gravitino (spin 3/2) forment le supermultiplet de la supergravité. Lors de la bri-
sure de la supersymétrie (et donc de la supergravité), le Goldstino (spin 1/2, masse nulle) a la
possibilité de se “combiner” avec le gravitino (spin 3/2, masse nulle) pour produire un gravi-
tino massif de masse . On notera que le nombre de degrés de liberté fermioniques est
bien respectés: avant brisure, 2 pour le Goldstino ( ) et 2 pour le gravitino
( ); après brisure: 4 pour le gravitino massif ( ). Ce
mécanisme est appelé dans la littérature, mécanisme de super Higgs, par analogie évidente. La
masse du gravitino est reliée à la brisure de la supersymétrie par [22]:
(4.39)
avec GeV. Le graviton de spin 2, reste de masse nulle.
Ainsi, la brisure de la supersymétrie se manifeste par la levée de dégénérescence entre la
masse des 2 partenaires du supermultiplet de la gravitation. Reste à connaître l’effet sur les
masses du secteur visible. On peut montrer que dans la version minimale de la supergravité
[22] tous les scalaires du secteur visible (squarks et sleptons) ont tous la même masse .
Dans ce cas, les termes doux résultants sont donc de l’ordre de . Sachant qu’ils ne doi-
vent pas excéder le TeV (pour ne pas réintroduire le problème des divergences quadratiques),
ceci nous permet d’estimer que dans ces modèles, GeV. Plus généralement, le
lagrangien obtenu pour le secteur visible (équation 4.33) fait apparaître des termes doux de
l’ordre de à l’échelle de Planck (ou du groupe de grande unification). Ces modèles
relient tous les termes doux à simplement 4 paramètres à grande échelle:
•  masse des scalaires:
• masse des jauginos:
•  couplage tri-linéaire entre scalaires  proportionnel au cou-
plages de Yukawa
•  tel que:  (proportionnalité entre le terme doux  et le paramètre de
masse  des Higgs).
Le spectre de masse à l’échelle électrofaible est ensuite obtenue en utilisant les équations du
groupe de renormalisation (on suppose à cet effet qu’il y a un groupe de grande unification
type à l’échelle GeV). On peut alors utiliser la valeur mesurer du pour con-
traindre et remplacer la dépendance en par une dépendance en après brisure
électrofaible ( ). Au total le modèle minimal de supergravité noté
mSUGRA est alors dépendant de 3 paramètres à l’échelle GUT: et de 2
paramètres à l’échelle électrofaible: le signe de et .
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Brisure véhiculée par les interactions du jauge
Une alternative au scénario précédent est d’utiliser les interactions de jauge en tant que
“médiateur” de la brisure de la supersymétrie. Dans ce cas, ce sont les interactions de jauge
ordinaires plutôt que l’interaction gravitationnelle qui sont responsables de l’apparition des
termes “doux” dans le lagrangien 4.33 du MSSM. L’intérêt majeur de ces scénarios réside
dans une plus grande robustesse vis à vis des possibles changement de saveur par courant neu-
tre (FCNC). Précisons ce point. A priori, après brisure de la supersymétrie, il n’y a pas de rai-
son que sparticules et particules soient diagonales dans la même base. Ainsi, la matrice de
rotation qui transforme les fermions états propres des interactions de jauge en fermions
états propres de masse, n’a pas de raison de coïncider avec celle des superpartenaires .
L’interaction d’un jaugino avec un fermion et son partenaire supersymétrique va donc faire
intervenir le produit , ce qui engendrera des changements de saveur. Le modèle
mSUGRA présenté précédemment évite ce problème puisque tous les scalaires ont la même
masse à haute échelle. Après évolution jusqu’à l’échelle électrofaible, les scalaires étant sou-
mis aux mêmes équations (donc ceux se transformant de la même façon sous
) auront toujours la même masse. Dans ce cas, la notion de
mélange devient caduque puisqu’on pourra toujours utiliser un scalaire pour un autre élimi-
nant ainsi les FCNCs. Cependant, rappelons que dans sa version générale, le lagrangien de
supergravité autorise des masses différentes de scalaire. Il semblerait donc plus préférable que
la dégénérescence des masses soient garanti par la nature du mécanisme de médiation de la
brisure de la supersymétrie plutôt que d’être accidentelle. C’est justement ce que permettent
les symétries de jauge du modèle standard. Si les masses des scalaires ne sont fonction que des
charges sous le groupe de jauge, la dégénérescence des masses de sparticules ayant les mêmes
transformations sous le groupe de jauge est garanti. Une autre objection peut être soulevée à
l’encontre des modèles inspirés de supergravité: la nouvelle physique associée au secteur
caché nous est complètement inaccessible puisqu’elle nécessiterait de disposer d’une théorie
de la gravitation quantique.
Nous allons à présent rentrer plus en détail dans les modèles où les interactions de jauge véhi-
culent la brisure de la supersymétrie.
U
U˜
U†U˜ 1≠
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4.5.1 Modélisation
Principe
Les modèles GMSB (Gauge Mediated Supersymmetry Breaking) admettent comme vecteur
principal de la brisure de la supersymétrie les interactions de jauge du modèle standard. Ainsi,
on suppose qu’il y a brisure spontanée de la supersymétrie dans le secteur caché mais la con-
nection entre le secteur caché et le secteur visible se fait par des particules “messagers” ayant
une charge sous . L’idée la plus simple est de supposer que certai-
nes particules des supermultiplets ordinaires du MSSM jouent ce rôle. Malheureusement,
cette possibilité conduit à un spectre de masse de certains scalaires en contradiction avec les
mesures expérimentales [23]. Les particules messagers sont donc de nouvelles particules du
type quarks ou leptons mais suffisamment lourdes pour ne pas encore avoir été détectées expé-
rimentalement. On dit alors qu’elles appartiennent au secteur “messager”. Le secteur messa-
ger est directement couplé au secteur caché (celui où l’un des champs auxiliaire est non-nul).
L’origine du couplage n’est pas précisée. Dans certains modèles, les 2 secteurs sont confon-
dus. Néanmoins, quelque soit l’option choisie, la transmission de la brisure de la supersymé-
trie au secteur visible se fait grâce aux couplages de jauge entre les “messagers” et les
particules du secteur visible. Au total, les interactions de jauge sont donc responsables de
l’apparition des termes “doux” du MSSM. Bien évidemment, l’interaction gravitationnelle est
toujours présente mais elle est considérée comme négligeable vis à vis des interactions de
jauge dans le mécanisme de propagation de la brisure de la supersymétrie.
La figure 4.4 résume sous forme de schéma les différentes composantes du modèle.
SU 3( )C SU 2( )× L U 1( )× Y
Secteur Supergravité
gravitation
Secteur caché
(Brisure SUSY)
Secteur Messager
Secteur Visible
MSSM
interaction du jauge
Figure 4.4. Schéma de principe de la médiation de la brisure de la supersymétrie par les
interactions de jauge.
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Modèle minimal [24][25]
On suppose que la brisure de la supersymétrie est engendrée dans le secteur caché par un
supermultiplet chiral singlet de jauge noté . La composante auxiliaire a alors une valeur
moyenne dans le vide non nulle: mais aussi la composante scalaire . Le
mécanisme engendrant ces v.e.v non nulle n’est pas précisé. De toute façon, il n’intervient pas
directement d’un point de vue phénoménologique. Les champs du secteur messager se com-
posent de générations de supermultiplets chiraux se transformant sous
comme les fermions habituels. On suppose en fait qu’il se trans-
forme comme une représentation d’un groupe de grande unification. Ainsi, dans le modèle
minimal et se transforment selon .
L’interaction entre le secteur messager et le secteur caché est alors décrite par le superpoten-
tiel:
(4.40)
A partir des règles établies dans la section 4.2.2, on peut en déduire les différents termes du
lagrangien. Après brisure de la supersymétrie, si on substitue par et par , on
obtient des termes de masse pour les fermions et les bosons du secteur messager. On trouve
ainsi pour les fermions:
(4.41)
Pour les composantes scalaires, on obtient la matrice de masse [26]:
(4.42)
ce qui donne lieu après diagonalisation à 2 bosons de masse . Défi-
nissons l’échelle caractéristique de la masse des messagers par:
(4.43)
La brisure de la supersymétrie a donc fourni aux fermions messagers la masse et aux
scalaires:
(4.44)
avec:
(4.45)
La brisure de la supersymétrie se manifeste par la différence de masse entre bosons et fer-
mions du secteur messager directement proportionnelle à . En ce sens, on peut donc consi-
dérer que l’échelle de la brisure est simplement:
(4.46)
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L’équation 4.44 impose la condition . Voyons à présent comment cette brisure se
transmet au secteur visible. A l’ordre 0, les sparticules ordinaires sont dégénérées puisqu’elles
ne se couplent pas directement avec le champs S. La levée de dégénérescence se produit au
niveau quantique grâce aux couplages de jauge avec le secteur messager. Les jauginos obtien-
nent leur masse par des corrections à une boucle illustrées sur la figure 4.5, la boucle étant par-
courue par les particules messagers. Lorsque , la masse des jauginos est alors
donnée par [24]:
(4.47)
où est la constante de couplage de jauge ( pour , et ),
et , . Les contributions à la masse des scalaires du modèle standard
font intervenir des diagrammes à 2 boucles (figure 4.6). Pour 1 le calcul donne
[26]:
(4.48)
où est l’hypercharge et pour les scalaires doublets de l’électrofaible et 0 pour
les singlets,  pour les squarks et 0 pour les autres scalaires.
1. l’expression pour  peut être trouvée dans [24]. Les corrections restent cependant faibles.
Λ Mmess<
Λ Mmess«
Mi ki
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αi i 1 2 3, ,= U 1( )Y SU 2( )L SU 3( )C
k1 5 3⁄= k2 k3 1= =
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2 2NΛ2 k1
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Figure 4.5. Diagramme contribuant à la masse des jaugino, la boucle étant
parcourue les particules du secteur messager.
λa λa
Figure 4.6. Exemple de diagrammes contribuant à la masse des scalaires, les
bosons de jauge faisant la jonction entre les scalaires du MSSM et la boucle
parcourue par une particule messager.
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Les équations 4.47 et 4.48 sont générées à l’échelle . et donc avec la valeur des cons-
tantes de couplage calculée à cette échelle. Il est donc nécessaire de les faire évoluer jusqu’à
l’échelle électrofaible avec les équations du groupe de renormalisation. Enfin, les couplages
“doux” tri-linéaires (les termes du lagrangien doux MSSM) ne sont générés qu’à
partir de diagrammes à 2 boucles. Ils font donc intervenir un facteur qui à
l’échelle de  est très faible1. On a donc avec une excellente approximation:
(4.49)
Des valeurs non-nulles à l’échelle électrofaible n’émergent que via l’évolution par les équa-
tions du groupe de renormalisation, les couplages étant alors proportionnels aux couplages de
Yukawa.
Pour compléter la description du modèle, nous devons préciser comment l’électrofaible est
brisée. On cherche a reproduire le mécanisme utilisé dans le MSSM via le secteur du Higgs,
défini par le terme du superpotentiel et le terme doux . On aimerait que
émerge directement du mécanisme de médiation de la brisure de la supersymétrie et donc des
interactions de jauge. Le problème, c’est qu’un terme comme ne peut émerger que
via des graphes comportant au minimum 3 boucles [25]. Dans ce cas, est naturellement très
faible et tend en fait vers 0. Or la masse du Higgs pseudoscalaire est directement proportion-
nelle à puisque (voir par exemple [14]). On aurait donc ce qui
contredit les observations expérimentales! Les modèles minimaux ne peuvent donc pas expli-
quer l’émergence d’une valeur de satisfaisante d’un point de vue phénoménologique. Dans
ce cadre, les paramètres et sont considérés en tant que paramètres libres. En utilisant la
valeur mesurée de la masse du pour contraindre ces 2 paramètres, on remplace la dépen-
dance en et par une dépendance après brisure électrofaible en le signe de et
. Au total le modèle GMSB est alors dépendant de 3 paramètres à
l’échelle messager: et de 2 paramètres à l’échelle électrofaible: le signe de et
.
Contraintes sur les paramètres GMSB
Examinons à présent les ordres de grandeur. En principe, dans le modèle minimal, est
située entre et . Les masses des scalaires et jauginos font apparaître une échelle des
masses “douces” de l’ordre de:
(4.50)
En imposant 1 TeV, on en déduit 100 TeV ( ). est
donc de l’ordre de 100 TeV soit une échelle considérablement plus basse que dans les modèles
de supergravité. Une contrainte supplémentaire entre et peut être obtenue en
demandant que les contributions des particules messager à la l’unification des 3 constantes de
couplages, soient telles que la constante de couplage unifiée reste dans le domaine perturbatif
( 1). On obtient ainsi [24]:
1. Les masses de scalaires émergent également par des diagrammes à 2 boucles. Cependant, dans ce cas, c’est directement
qui est proportionnelle à et donc est linéaire en . Par contre, les couplages tri-linéaires sont homogè-
nes à une masse.
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(4.51)
Ainsi pour les faibles valeurs de TeV, n’est pas plus grand que 5. Ce n’est
qu’en approchant  GeV, que  peut atteindre de fortes valeurs.
4.5.2 Spectre de masse et phénoménologie
Scalaires et jauginos
Bien que la masse des jauginos soient issues de diagramme à 1 boucle et celle des scalaires de
diagrammes à 2 boucle, les masses sont toujours linéaires en , ce qui constitue
l’un des points remarquables des modèles GMSB. Lorsque l’échelle est bien inférieure
à , les constantes de couplages vérifient . Dans ce cas, on aura d’après
4.47:
(4.52)
De même, d’après 4.48, on trouve des masses de sfermions vérifiant:
(4.53)
On peut également estimer l’évolution des masses en fonction de . Lorsque aug-
mente, diminue au profit . En conséquence, la masse des squarks devient de plus en
plus faible et se rapproche de celle des sleptons. Néanmoins, ceci est à tempérer avec la valeur
de . Lorsque est grand, la masse des jauginos est importante (elle est proportionnelle à
alors que celle des sfermions varie en ) et contribue majoritairement dans les équations
d’évolution du groupe de renormalisation [24]. Dans ce cas, les squarks deviennent plus lourd
même quand  augmente!
On peut évaluer la hiérarchie des masses entre jauginos et sfermions. A partir des équations
4.47 et 4.48, on trouve:
, , (4.54)
Le gravitino LSP
Il est naturel d’incorporer les effets de l’interaction gravitationnelle à l’approche des modèles
GMSB ce qui nécessite de promouvoir la supersymétrie comme une théorie locale (paragra-
phe 4.4.2). Nous avons vu qu’après brisure spontanée de la supersymétrie locale, le gravitino,
“ex Goldstino”, devenait massif avec pour masse:
(4.55)
désignant la valeur moyenne dans le vide du champs auxiliaire responsable de la brisure.
Plus généralement, représente l’ensemble des contributions des champs auxiliaires sour-
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ces de la brisure. En ce sens, ne coïncide pas avec qui représente uniquement
l’échelle de la brisure vue par les particules messagers. C’est en effet qui est responsa-
ble de la différence de masse entre les bosons et fermions du secteur messager.
Posons: . La valeur de dépends de la façon dont la brisure de la supersymé-
trie est transmise au secteur messager ce qui nécessité une description plus détaillée du secteur
caché. Dans la plupart des modèles, le secteur caché et le secteur messager sont 2 secteurs
bien distincts. A titre d’illustration nous allons décrire brièvement un exemple significatif issu
de [27]. Due à des effets non perturbatifs, la composante auxiliaire d’un supermultiplet
chiral du secteur caché a une valeur moyenne non-nulle, brisant la supersymétrie dynamique-
ment. On suppose qu’il existe une nouvelle interaction de type qui couple le secteur
caché au secteur messager. Les composantes auxiliaire et scalaire d’un singlet de
jauge du secteur messager “reçoivent” alors une v.e.v non-nulle via le couplage radiatif due à
des boucles avec . On a donc une contribution de l’ordre de:
(4.56)
Le facteur vaut donc soit de l’ordre de pour une constante de cou-
plage proche de 1. D’autre part, le paramètre de brisure effectif
 d’après 4.56. On en déduit donc:
(4.57)
Sachant que les contraintes liées aux termes de brisure douce imposent 100 TeV, on en
déduit keV. Dans les modèles où on ne distingue pas le secteur messager du secteur
caché (modèle à transmission direct [28]) la valeur de devient proche de l’unité. On obtient
donc une masse de gravitino encore plus faible. Ainsi, dans les modèles GMSB, le gravitino
est naturellement la particule supersymétrique la plus légère (LSP).
NLSP
La particule NLSP (Next Lightest Supersymmetric Particle) désigne la particule dont la masse
est immédiatement supérieure à celle du LSP. Si on admet la conservation de la R-parité, le
NLSP va donc se désintégrer selon: , dépendant de la nature du NLSP. Plus
généralement, le couplage avec le gravitino1 autorise les désintégrations , et
étant partenaires supersymétriques. La largeur de désintégration s’écrit alors [29]:
(4.58)
étant une constante différente de 1 si résulte d’un mélange d’état propre d’interaction
de jauge (comme les neutralinos ou le par exemple). Selon la valeur de (ou de ),
la largeur de désintégration et donc la durée de vie peut varier considérablement. Lorsque
est de l’ordre du keV, la durée de vie est suffisamment courte pour autoriser la sparticule
1. On parle en fait du couplage avec la composante longitudinale du gravitino, c’est à dire le goldstino. la composante trans-
versale n’est sensible qu’à l’interaction gravitationnelle et est donc complètement négligeable.
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à se désintégrer dans le détecteur. Dans le cas contraire, la sparticule NLSP s’échappe du
détecteur.
D’après les hiérarchies de masse indiquées aux équations 4.52 et 4.53, des candidats NLSP
possibles sont le ou l’un des . Néanmoins, après la brisure spontanée de l’électrofaible,
le se mélange avec les higgsino pour produire les neutralinos, alors que le stau droit peut se
combiner avec le gauche (voir la description du MSSM au paragraphe 4.4.1). La conséquence
du mélange de staus est de produire un dont la masse est un peu plus faible que celle des
et (rappelons que dans les modèles GMSB, à l’échelle , le et ont la
même masse par construction). Au final, les candidats NLSP se résument donc à: .
Signalons tout de même, qu’il existe une gamme très restreinte de paramètres GMSB (grand
et très petit ) qui favorise comme NLSP le . Nous ne développerons pas cette possibi-
lité marginale. La phénoménologie au collisionneur est très dépendante de la nature du NLSP
et de sa durée de vie. Nous allons distinguer 3 cas:
1)  à dominante
Lorsque la composante bino du neutralino est majoritaire, le couplage faisant intervenir
l’hypercharge va donc dominer. Deux canaux de désintégration sont alors possibles:
ou . Cependant le est plus sensible à l’hypercharge (sa composante liée au
champs de étant contre pour le , et désignant respec-
tivement les constantes de couplage de et ). La désintégration majoritaire est
donc:
(4.59)
l’espace de phase étant également plus favorable. Les particules supersymétrique étant produi-
tes par paire au collisionneur, la signature caractéristique sera donc 2 photons énergétiques et
de l’énergie manquante. Selon la durée de vie du , les 2 photons sont produits au vertex pri-
maire ou bien à des distances macroscopiques.
2)  à dominante
Lorsque la composante higgsino du neutralino est importante, en association avec les 2 canaux
précédents, le canal:
(4.60)
devient possible. Les 3 canaux conduisent donc à des signatures comportant de l’énergie man-
quante et des paires . Le higgs se désintègrent préférentiellement en
jets de et le Z en leptons ou jet de quarks. Les photons, jets ou leptons peuvent être plus ou
moins déplacés en fonction de la durée de vie du .
3)
Lorsque le mélange des staus est suffisant, le est bien plus léger que les autres sleptons
chargés, ce qui autorise cinématiquement les désintégrations du type . En consé-
quence, on aura toujours en fin de chaîne de désintégration un  qui se désintégrera selon:
(4.61)
B˜ l˜R
B˜
τ˜1
e˜R µ˜ R Mmess e˜R µ˜ R, τ˜R
χ˜ 1
0
τ˜1,
N Λ ν˜ L
χ˜ 1
0 B˜
χ˜ 1
0 G˜ γ→
χ˜ 1
0 G˜ Z0→ γ
U 1( )Y g' g'2 g2+( )⁄ g g'2 g2+( )⁄ Z0 g g'
SU 2( )L U 1( )Y
χ˜ 1
0 G˜ γ→
χ˜ 1
0
χ˜ 1
0 h˜
χ˜ 1
0 G˜ h→
hh hγ hZ Zγ ZZ γγ, , , , ,
b
χ˜ 1
0
τ˜1
τ˜1
e˜R τ˜1eτ→
τ˜1
τ˜1 G˜ τ→
4.5 Modèle GMSB
120
On aura donc des événements comportant de l’énergie manquante et des , ces derniers étant
recherchés soit dans les canaux leptoniques beaucoup plus faciles au LHC, soit dans les
canaux hadroniques. Si l’angle de mélange est trop faible, les sleptons droits sont quasiment
dégénérés en masse avec le (dans ce cas principalement ), la désintégration des sleptons
droits en 3 corps devient alors cinématiquement impossibles (il suffit que la différence de
masse soit inférieure à 1.8 GeV). Dans ce cas, on aura pour les 3 sleptons droits:
(4.62)
la signature est donc composée d’énergie manquante et de paire de leptons. Lorsque la durée
de vie du est telle qu’il s’échappe du détecteur, on observera de “faux muons”. La mesure
du dE/dx devrait présenter un excès par rapport au minimum d’ionisation.
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4.6 Résumé
4.6 Résumé
La supersymétrie traite de façon équivalente fermions et bosons. Les particules s’agencent
alors dans des supermultiplets (chiral ou vectoriel selon la nature des particules). Lors de la
construction d’un lagrangien supersymétrique, et compte tenue de l’algèbre de la supersymé-
trie qui établie l’égalité entre le nombre de degrés de liberté bosonique et fermionique, nous
avons été amenés à introduire des champs auxiliaires, exprimables en fait en fonction des
champs scalaires de la théorie. D’autre part, nous avons vu que la supersymétrie était néces-
sairement brisée car sinon, bosons et fermions auraient la même masse en contradiction avec
les observations. Ce sont les champs auxiliaires qui permettent la brisure spontanée de la
supersymétrie. Pour des raisons phénoménologiques, ces derniers font partie d’un secteur
“caché” et nous sont donc encore inaccessibles. Plusieurs scénarios existent pour expliquer la
façon dont les particules supersymétriques standards (squarks, sleptons, gluino etc...) “ressen-
tent” la brisure de la supersymétrie et ont donc une masse différente (et plus élevée) que leur
partenaire standard. L’un d’entre eux que nous avons développé dans cette thèse fait appel à
un mécanisme impliquant les interactions de jauge habituelles du modèle standard. Ces modè-
les dit GMSB ont l’avantage d’expliquer simplement l’absence de changement de saveur par
courant neutre. De plus, ils ne dépendent que de 5 paramètres (dans la version minimale).
Dans le prochain chapitre, nous verrons comment expérimentalement nous pouvons recher-
cher, dans le cadre des modèles GMSB, les particules supersymétriques au LHC.
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5.1 Introduction
Les modèles de supersymétrie (cf. chapitre précédent) prévoient un grand nombre de nouvel-
les particules qui, à ce jour, n’ont encore jamais été détectées. Dans ce chapitre, nous allons
exposer comment dans CMS au LHC, nous pouvons détecter ces nouvelles particules dans le
cadre du modèle GMSB minimal. Dans un premier temps, nous étudions les sections efficaces
de production des particules supersymétriques au LHC en fonction des paramètres du modèle
GMSB. Ensuite nous nous attacherons à étudier précisément le spectre de masse des particu-
les supersymétriques afin d’identifier les caractéristiques du NLSP qui, comme nous l’avons
déjà vue, joue un rôle majeur dans la phénoménologie. Nous serons alors à même de choisir et
d’analyser un canal de désintégration, et nous montrerons qu’au LHC avec le détecteur CMS,
la découverte des particules supersymétriques ainsi que la mesure de leur masse est possible
avec une bonne précision.
5.2  Production des particules supersymétriques
La possibilité d’observer de nouvelles particules dépend bien évidement de la section efficace
de production. Dans cette section, nous discutons la production de particules SUSY dans le
collisionneur hadronique LHC.
D’après la conservation de la R-parité (voir la section 4.3.3), les particules supersymétriques
sont produites par paire. On aura donc productions possibles de paire de gluinos, paire de
squarks, paire de chargino etc.
5.2.1 Mécanisme de production des particules supersymétriques au LHC
Production de gluinos
Selon la nature du constituant du proton qui intervient dans la collision proton-proton (quarks
de valence ou gluon et quark/antiquark de la mer), les gluinos peuvent être produit via l’inte-
raction forte soit par paire soit associés avec des squarks: , , .
L’interaction électrofaible peut également jouer un rôle, et dans ce cas, il y a production asso-
ciée de gluinos et de charginos/neutralinos: , , voir les diagrammes de
Feynman dans l’annexe E1.
Production de squarks
Au LHC, il y a différents processus pour produire les squarks, les processus dominant sont
ceux via l’interaction forte: , , . Mais il existe aussi via l’interac-
tion électrofaible la production un seul squark associé au chargino/neutralino: ,
 comme la production du gluino.
gg g˜ g˜→ qq g˜ g˜→ gq g˜ q˜→
qq χ˜ i
0g˜→ qq χ˜ i
± g˜→
qq q˜ q˜→ qq q˜ q˜→ gg q˜ q˜→
gq χ˜ iq˜→
gq χ˜ i
± q˜→
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Production de neutralino et charginos
Les charginos et neutralinos étant les particules supersymétriques de l’interaction électrofai-
bles peuvent être produit directement via l’échange d’un boson jauge électrofaible ou via
l’échange d’un squark (voir également les diagrammes Feynman dans l’annexe E3):
     Bosons : , ,
     Echange d’un squark: , ,
Production de sleptons
Une paire de slepton peut être produit via l’échange d’un boson jauge électrofaible voir
annexe E4:
, ,
,
5.2.2 Section efficace de production des particules supersymétriques
Pour déterminer les sections efficaces, nous avons utilisé le programme ISAJET[1], qui est un
générateur autorisant la simulation du modèle GMSB minimal. Nous avons distingué les sec-
tions efficaces de production suivante:
• squarks (antisquarks) et gluinos via l’interaction forte:
• gluinos et squarks associés au neutralino ou chargino:   ( )
• charginos et neutralinos via l’interaction faible: ( )
• sleptons via l’interaction faible: ( )
Les figures 5.1(a) et 5.1(b) montrent au LHC les sections efficaces de la production de particu-
les supersymétriques en fonction du paramètre en gardant fixe le rapport , les
autres paramètres étant , et pour la figure 5.1(a) et pour
la figure 5.1(b).
Les section efficaces de production supersymétriques décroissent lorsque les paramètres et
augmentent. Ceci est simplement le reflet que la masse des particules est directement pro-
portionnelle à et . Dans les deux exemples, figure 5.1(a) et (b) la section efficace de pro-
duction des particules supsrsymétriques via l’interaction forte domine. Au LHC, les particules
participants à la collision proton-proton (gluon, quarks) sont toujours sensibles à l’interaction
forte, les quarks étant également sensibles à l’électrofaible. Or la constant de couplage QCD
est bien plus forte que celle de l’électrofaible, ce qui explique globalement la prépondérance
des productions via interaction forte sur l’électrofaible.
Z γ W, , qq W ± χ˜ j
± χ˜ i
0
→ → qq Z0 γ∗⁄ χ˜ j
± χ˜ i
+−→ → qq Z0 γ∗⁄ χ˜ j
0χ˜ i
0
→ →
qq' χ˜ j
± χ˜ i
0
→ qq' χ˜ j
± χ˜ i
+−→ qq χ˜ j
0χ˜ i
0
→
qq Z0 γ∗⁄ l˜L
± l˜L
+−
→ → qq Z0 γ∗⁄ l˜R
± l˜R
+−
→ →
qq' W ± l˜L
±
νl
˜→ → qq Z0 γ∗⁄ ν˜ lν˜ l→ →
g˜ g˜ g˜ q˜ q˜ q˜+ +( )
χ˜ i
0g˜ +χ˜ i
± g˜ +χ˜ i
0q˜ +χ˜ i
± q˜
χ˜ j
0χ˜ i
0
+χ˜ j
± χ˜ i
0
+χ˜ j
± χ˜ i
+−
l˜L
± l˜L
+− l˜R
± l˜R
+− l˜L
±
νl
˜ ν˜ lν˜ l+ + +
Λ Λ M⁄ 20=
βtan 5= signµ 0> N 1= N 3=
Λ
N
Λ N
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Par contre, la section efficace de production des charginos et neutralinos est plus grande que
celle de production des sleptons dans le cadre de , voir figure 5.1(a), et est plus petite
dans à parti de TeV, voir figure 5.1(b). Ceci s’explique puisque les masses de
charginos et neutralinos augmentent rapidement par rapport aux masses de sleptons lorsque le
paramètre croit (les masses de charginos et neutralinos sont proportionnelles à , celles de
sleptons sont proportionnelles à )
Nous avons donc vu dans nos exemples qu’au LHC la section efficace dominante de produc-
tion des particules supersymétriques est celle via l’interaction forte. Le résultat est en fait
généralisable à tous l’espace des paramètres de GMSB. Dans l’exemple de la figure 5.1, la
section efficace est de l’ordre de grandeur du pb, on s’attend donc à quelque dizaine de millier
de particules supersymétriques par an à basse luminosité au LHC. La particule NLSP (soit
ou ) sera donc produite dans la plus part des cas via les processus en cascade.
Figure 5.1 Section efficace de production de , ,
et en fonction de : le rapport ,
,  et (a)  (b)
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5.3  Spectre de masse des particules supersymétriques
L’objectif de cette section est d’étudier plus en détail que dans le chapitre 4, les spectres de
masse des particules supersymétriques en fonction des paramètres ,  et .
5.3.1 Spectre de masse des particules SUSY en fonction du ,  et
Les masses des particules supersymétriques sont proportionnelles au paramètre . De plus,
les masses de jauginos (gluino, charginos et neutralinos) sont proportionnelles au paramètre
, alors que celles des sfermions sont proportionnelles à (voir également équations 4.47,
4.48 et 4.54). Les paramètres et déterminent donc la hiérarchie de masse des particules
supersymétriques. Lorsque et augmentent, les masses de particules supersymétriques
croissent également. Ceci est vérifié sur les figures 5.2 et 5.3 représentant respectivement le
spectre de masse en fonction de (en gardant fixe le rapport et les autres para-
mètres étant , et , figure 5.2) et en fonction de (fixe
, ,  et , figure 5.3)
Figure 5.2 Spectre de masse des particules en fonction de : fixe , ,
 et
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Tout d’abord, nous constatons sur la figure 5.2 la linéarité des masses en fonction de .
D’autre part, la hiérarchie entre squarks et sleptons est toujours puisque les
trois constantes de couplages (QCD, électrofaible, électromagnétique) vérifient toujours la
relation lorsque l’échelle est inférieure à (voir l’équation 4.48). Par
contre, pour la hiérarchie entre jauginos et sfermions, le paramètre joue un rôle important
comme le montrait les relations approchées de l’équation 4.54. Ainsi, on observe d’après la
figure 5.3 que dés que , la masse du gluino est plus grande que celles des squarks. Pour
les mêmes raisons, les masses de neutralinos deviennent plus grandes que celles des sleptons.
Figure 5.3 Spectre de masse des particules en fonction de : fixe , ,
 et
Dans la figure 5.4, nous présentons l’évolution des masses de particules supersymétriques en
fonction du paramètre en fixant les autres paramètres TeV, , et
. Lorsque croit, la constante de couplage QCD diminue, alors que celle de cou-
plage électrofaible augmente. Les masses de squarks et gluinos deviennent donc de plus en
plus faibles et se rapprochent de celles des sleptons, des charginos et des neutralinos.
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Figure 5.4 Evolution de masse des particules supersymétriques en fonction du : fixe
, ,  et
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5.4.1 Discussion
Du point de vue expérimental, la recherche d’une désintégration du NLSP est très dépendante
de sa durée de vie. Il y a deux possibilités:
• est plus grand que la dimension du détecteur ( ) Dans ce cas, le NLSP se
comportera comme un “muon lourd”. Il sera visible aux chambres à muon dans CMS. Par
contre le NLSP  s’échappera de CMS contribuant à l’énergie manquante.
• est très faible ( ). Dans ce cas, les NLSP se désintégreront au vertex en donnant
les signatures  ou .
La détection d’un NLSP de grande durée de vie a été déjà étudié dans CMS[2]. Dans cet
étude, la masse de et sa durée de vie sont et . Le processus
dans le modèle standard est considéré comme le bruit du fond. Selon le résultat de cet étude,
pour découvrir les de grande durée de vie dans les chambres à muon dans CMS, la section
efficace de production des particules supersymétriques doit être plus grande que 1fb. Jusqu’à
présent aucune étude envisageant un NLSP à courte durée de vie ou bien un NLSP n’a
été effectuée dans CMS. Ces 2 possibilités contribuent à des signatures très différentes. Par
exemple, si le NLSP est une composante bino du , on aura au moins un photon de haute
énergie et une énergie manquante via le processus dans le détecteur. Par contre, si le
NLSP est , la signature est un et une énergie manquante via le processus . Dans
cette thèse, nous nous proposons d’étudier le NLSP de durée de vie courte. Pour cette
étude, il y a deux possibilités de recherche des particules supersymétriques:
• En cascade, toutes les particules supersymétriques se désintègrent à terme en avec
. La désintégration leptonique du produit les neutrinos contribuant à l’énergie
manquante. Dans ce cas, un donne un lepton et 3 sources d’énergies manquantes (
et ) dans le détecteur. Lorsque le se désintègre hadroniquement, il y aura au final des
jets et de l’énergie manquante.
• Les particules supersymétriques sauf les sleptons droits ( et ) se désintègrent en .
Si l’angle de mélange est trop faible, les sleptons droits sont quasiment dégénérés en masse
avec le . Les sleptons droits sont alors nommés co-NLSP. La désintégration des sleptons
droits en 3 corps ( et ) devient alors cinématiquement impossible. On
aura donc pour les 3 sleptons ( , et ): . Cette possibilité est intéressante
puisque la seul source d’énergie manquante provient du permettra de mesurer la masse
du et puis éventuellement celles des autres particules qui se désintègrent en cascade
en  ou .
Dans cette thèse, nous nous intéressons à courte durée de vie. Dans un premier temps, nous
déterminerons les espace des paramètres correspondant à ces caractéristiques. Ensuite, nous
distinguerons les espaces des paramètres correspondant à des co-NLSP sleptons droits.
cτ cτ 10m≈ τ˜1
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2γ 2τ
τ˜1
τ˜1 90GeV cτ 10m≈ Z µ
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5.4.2 Espace des paramètres correspondant à un  de durée de vie courte
Limite des paramètres GMSB liées aux contraintes théoriques
Dans le chapitre précédent, en imposant une échelle des masses “douce” de l’ordre de
, on en a déduit , voir équation 4.50. En outre, pour éviter les
valeurs négative de masses des particules supersymétriques, la contrainte est imposée
(voir également équation 4.44). En principe, n’est pas plus grand que . La première
contrainte sur est alors: . La contrainte supplémentaire entre et peut
être obtenue par l’équation 4.51:
(5 .1)
Ainsi pour , doit être plus grand que par contre avec ,
. Nous résumons alors les contraintes des paramètres GMSB liées à la théorie
•
•
Limite des paramètres GMSB liées aux contraintes expérimentales
Nous avons généré avec le programme ISAJET les particules supersymétriques en faisant
varier les paramètres dans une large gamme de valeurs. Pour chaque point de l’espace des
paramètres, nous avons déterminé le NLSP ( ou ) calculé sa masse et sa durée de vie en
utilisant la formule approximative[2][3]:
(5 .2)
Nous n’avons ensuite retenu que les points convenables à une désintégration du NLSP dans
CMS. Les contraintes suivantes ont alors été appliquées:
• la durée de vie du NLSP:
• la masse du NLSP doit être supérieur au limite d’exclusion obtenu par l’expérience LEP
[4]:
 à 95% C.L. si
 à 95% C.L. si
 s’il n’y a pas de contrainte pour
Par soucis de généralité, nous avons donc utilisé la contrainte .
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• La valeur du paramètre doit être supérieure à d’exclusion obtenu par l’expérience
LEP[4].
Identification du NLSP
Les figures 5.5(a) et (b) montrent les identifications du NLSP en fonction de versus en
gardant , et pour la figure 5.5(a) et pour la
figure 5.5(b). Dans ces figures, les points noires sont les NLSP et les blancs les . Nous
avons aussi noté leurs masses en GeV (premières valeurs dans les parenthèses) et leurs durée
de vie (deuxième valeurs dans les parenthèses). Les zones correspondants à
et sont représentés en grisé. Lorsque et augment, la masse du NLSP croit.
Pour ou , le NLSP est par contre pour grand, le NLSP est majoritairement
(figures 5.5(a) et (b)). Dans les deux exemples (figures 5.5(a) et (b)), la masse des particules
supersymétriques varie peu lorsque augmente. Par contre, la durée de vie du NLSP est très
dépendant de .
Figure 5.5 Identification du NLSP en fonction de versus : fixe , et
(a) , (b) Dans ces figures, les points noires sont les NLSP et les
blancs les . Dans les parenthèses, les premières valeurs sont les masses du NLSP en
GeV, les deuxième valeurs leurs durée de vie. Les zones correspondants à
et  sont représentés en grisé.
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Les paramètres , et la masse du NLSP déterminent la durée de vie du NLSP (voir équa-
tion 5.2). Dans la figure 5.6 ( , et ), nous présentons les identifica-
tions du NLSP et les zones liées à ou en fonction de et .
Dans cet exemple, n’est pas retenu puisque la durée de vie du NLSP est trop
longue. est exclus à cause de . Lorsque est supérieur à
, le NLSP est  sinon est
Figure 5.6 Durée de vie du NLSP en fonction de versus : fixe , et
. Dans ces figures, les points noires sont les NLSP et les blancs les . Dans
les parenthèses, les premières valeurs sont les masses du NLSP en GeV, les deuxième
valeurs leurs durée de vie. Les zones correspondants à et sont
représentés par en grisé.
La masse des et dépend du paramètre qui intervient dans l’angle de mélange entre
et . Lorsque augmente, la masse de diminue par contre celle de croit. La
masse de varie peu lorsque augmente. Lorsque et sont fixes, la variation de
peut alors changer l’identification du NLSP . Les figures 5.7(a) et (b) montrent
l’identification du NLSP en fonction de et en gardant , et
pour la figure 5.7(a) et pour la figure 5.7(b). Dans ces figures, nous avons noté
les zones d’exclusion liée à ainsi que les zones correspondant à un NLSP
ou . Dans le premier exemple ( :figure 5.7(a)), devient au NLSP à
pour . Par contre. pour (figure 5.7(b)), lorsque et ,
le NLSP est .
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Figure 5.7 Identification du NLSP en fonction de versus : fixe ,
et (a) ,(b) . Les zones correspondants à
Récapitulation
Résumons la situation. Un NLSP de durée de vie courte se désintègrera dans CMS, si les
paramètres verifient approximativement les contraintes suivantes :
•
•
• . La contrante permettra que la durée de vie du n’est
pas trop grande.
Nous remaquons qu’il y a peu contrainte pour  sauf .
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5.4.3 Espace des paramètres correspondant aux co-NLSP sleptons droits
On appelle co-NLSP, les sparticules dont la masse est quasi dégénérée avec celle du NLSP.
Dans le cas d’un NLSP , lorsque est petit, le est essentiellement un et sa masse
est donc très proche de celle des sleptons droits : et . Ces derniers sont alors les co-
NLSP. Dans ce cas, la désintégration du et en 3 corps ( et )
devient cinématiquement impossible. Les et ne se désintègrent qu’en un lepton et un
via ou . La durée de vie du co-NLSP et est quasiment la même
que celle du puisque l’effet de l’angle de mélange est très faible. Le choix d’un canal
d’analyse correspondant aux co-NLSP sleptons droits est très intéressant puisque la seule
source d’énergie manquante provient du . Ceci nous permettra de mesurer les masses du
et puis éventuellement celles des autres particules supersymétriques qui se désintègrent en
cascade en et . Dans cette section, nous déterminons les espaces des paramètres corres-
pondant aux co-NLSP sleptons droits.
Figure 5.8 (a) Spectre de masse du et (b)Rapport d’embranchement du et
en fonction de : , ,  et
La figure 5.5.4.4 (a) montre le spectre de masse du , , et en fonction de en
gardant , , et . Dans cet exemple, lorsque
varie, le NLSP est toujours . Le est dégénéré en masse avec le . Lorsque aug-
mente, , et varient très peu par contre diminue rapidement. La différence de
masse entre et est d’environ lorsque . La variation de masse du
commence à être très grande des que .
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La figure 5.5.4.4 (b) présente le rapport d’embranchement du et en fonction de
en gardant , , et . Bien évidement le rapport
d’embranchement dépend du spectre de masse du , , . Lorsque , le ( )
ne se désintègre qu’en un électron (un muon) et un puisque la désintégration du ( ) en
( ) est cinématiquement impossible. Par contre, lorsque , le rap-
port d’embranchement du ( ) commence à diminuer, celle du
( ) augmente. La désintégration du ( ) en 3 corps
domine complètement à . on a donc pour , la présence de co-NLSP et
.
Récapitulation
Nous avons vérifié que les sleptons droits deviennent des co-NLSP lorsque , le et
se désintégrant en et dans CMS, si les paramètres vérifient approximativement les
contraintes suivantes:
•
•
•
•
5.4.4 Résumé
La recherche de désintégration du NLSP ( ou ) dans le détecteur est très dépendante de
sa durée de vie. Dans cette thèse, nous avons proposé d’étudier la détection du NLSP à
courte de durée de vie. Pour faire cette étude, il y a deux possibilités dépendant de la présence
des co-NLSP sleptons droits ( , et ). Nous avons choisit un canal d’analyse corres-
pondant à la désintégration du co-NLSP qui permet de mesurer la masse des particules super-
symétriques, comme nous le montrons ultérieurement. Nous avons déterminé tout d’abord
l’espace des paramètres GMSB qui correspondent à un de durée de vie courte. Ensuite
nous avons déterminé l’espace des paramètres correspondant aux co-NLSP sleptons droits.
L’ensemble de ces deux déterminations nous a permis de connaître l’espace des paramètres
GMSB correspondant aux co-NLSP sleptons droits à courte durée de vie: ,
, et .
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5.5 Choix d’un canal de désintégration des particules SUSY
en
5.5.1 Siganl contenant 2 ou1  :
D’après la section précédente, il y a un co-NLSP de durée de vie courte si:
, , et . Pour faire cette étude et
être quantitatif, nous choisissons les paramisres:
• , , ,  et
• la section efficace de production totale des particules supersymétriques étant 27pb.
Au LHC, un  peux être produit soit:
• par production directe d’une paire de dont la désintégration conduit à un electron et un
positron et de l’énergie manquantes via le processus .
• via les désintégrations des particules supersymétriques en cascade ce qui conduit à des
signatures très variées.
Afin d’évaluer les contributions de ces deux possibilités, nous étudions la section efficace de
production et les rapports d’embranchement des particules supersymétriques. Tout d’abord, le
tableau 5.1 montre la section efficace de production des paires de gluino, gluino-squark,
squarks et sélectrons. La production des sparticules via l’interaction forte ( )
représente environ 90% du totale. Bien que la production direct du soiectrès petite (60 fb),
il nous reste à étudier les rapports d’embranchement en à partir des productions en cas-
cade.
TABLE 5.1 Section efficace de production pour les paires des particules supersymétriques aux
paramètres: , , ,  et .
 Production de
SUSY
 (pb) Production de
SUSY
 (pb)
7.2 3.2
6.4 2.6
3.3 1.8
0.06
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D’après les rapports d’embranchement (tableau annexe F), on constate que les sont pro-
duits principalement par la désintégration d’un ou . Les neutralinos sont majoritaire-
ment produits par la désintégration d’un ou . Compte tenu du spectre de masse (voir
tableau annexe G), les squarks peuvent être produit par une désintégration du gluino. La
chaîne principale de désintégration en cascade est donc la suivante:
•
•
•
•
•
Le tableau 5.2 résume les rapports d’embranchement des , , , et qui conduisent
à la production des  (voir également tableau dans l’annexe F).
TABLE 5.2 Rapport d’embranchement des particules supersymétriques correspondant aux
paramètres: , , ,  et .
La combinaison de la chaîne principale de désintégration en cascade en : ( ,
, etc.) produit alors au moins 4 électrons et deux jets et de l’énergie manquante pro-
venant du dans le détecteur. En principe, pour produire , il existe 10
combinaisons possibles:
• la contribution de : ,  et
• la contribution de : ,  et
• la contribution de : , , et
La figure 5.9 montre les diagrammes de Feynman correspondant à la contribution de .
Pour les contributions de et de , nous les avons décrit dans l’annexe H. Il existe
aussi la participation du à la génération de par les processus
, et la désintégration du en un electron. La contribution de ces
processus est d’environ 3%. Elle est petite par rapport à celle des processus contenant les ,
puisque le rapport d’embranchement pour la désintégration de en un electron est seulement
17%. Le tableau 5.3 présente le nombre d’événement attendu par les processus en cascade
pour contenant 2 ou 1 (et 1 ). Nous avons également indiquer le
Mode Br (%) Mode BR(%)
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nombre d’événement attendu par production directe de 2 conduisant à des signatures
. Le nombre d’événement attendu issus de désintégrations en
cascade (966 fb) est beaucoup plus grand que celui de provenant de la production
direct du . De plus, pour , les bruits du fond supposés provenant du modèle stan-
dard et de supersymétrie sont bien plus grands que ceux pour . Ces deux
raisons nous conduisent à sélectionner des événements contenant .
Figure 5.9 Diagrammes de Feynman correspondant à la contribution de à la
génération de ,
e˜R
2e± E/T+ 4e
± 2 jets E/T+ +
2e± E/T+
e˜R 2e
± E/T+
4e± 2 jets E/T+ +
4e± 2 jets E/T+ +
g˜
g˜
q
q
q˜ R
q˜ R
q
q
χ1
0
e
+−
e˜R
±
e
±
G˜
χ1
0
e˜R
±
e
±
e
+−
G˜
     (a) p p g˜ g˜ q˜ Rq q˜Rq→→
q˜ Rq˜ R
4e± 2 jets E/T+ +
q˜ R
q˜ R
q
q
χ1
0
e
+−
e˜R
±
e
±
G˜
χ1
0
e˜R
±
e
±
e
+−
G˜
g˜
q
            (b) p p g˜ q˜ R q˜ Rq q˜R→→
q˜ R
q˜ R
q
q
χ1
0
e
+−
e˜R
±
e
±
G˜
χ1
0
e˜R
±
e
±
e
+−
G˜
                 (c) p p q˜ R q˜R→
5.5 Choix d’un canal de désintégration des particules SUSY en
142
TABLE 5.3 Nombre d’événement attendus pour  contenu 2  et un  puis
pour  provenant de production directe du
Récapitulation
Un peux être produit au LHC soit par production directe d’une paire de ou via les
désintégrations des particules supersymétriques en cascade. La désintégration d’une paire de
conduit à via le processus . D’autre part, les désintégra-
tions des particules supersymétriques en cascade conduisent à des signatures très variées.
D’après la section efficace de production et les rapports d’embranchement de désintégration
des particules supersymétriques, nous avons constaté que les chaînes principales de désinté-
gration en cascade en ( , etc.) produisent au moins 4 électrons, 2 jets et de
l’énergie manquante. D’après le nombre d’événement attendu, nous avons constaté que le
nombre d’événement de produit par désintégration des particules supersy-
métriques en cascade est beaucoup plus grand que celui de provenant de la pro-
duction directe du . En outre, les bruits de fond supposés provenant du modèle standard et
de supersymétrie sont favorables au canal . Ce canal constitue donc notre
canal d’analyse.
Mode contribution 2 1 Production directe
du
653 fb 136 fb
60 fb127 fb 27 fb
19 fb 4 fb
Total 799 fb 167 fb 966 fb
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5.5.2 Bruit de fond
En principe, les bruits de fond possibles provenant du modèle standard sont
et . Les bruits de font provenant de supersymétrie
impliquent un à la génération de par les processus ,
et la désintégration de en un electron. Pour sélectionner le signal, nous faisons
les constatations suivantes
• les électrons du signal sont isolés par rapport à ceux produits via le processus
 et
• les événements du signal ont moins d’énergie manquante (provenant du ) par rapport aux
bruit de fond SUSY (  provenant de  et )
Dans cette section, nous identifions les bruits de fond du modèle standard et supersymétri-
ques.
 Bruit de fond:
La section efficace de production au LHC est d’environ 515 pb. La figure 5.10 présente les
diagrammes de Feynman pour la production de via et . Afin de produire
, les chaînes principales de désintégrations sont
1) ;  et
2) ;  et  puis
3) ;  et  puis  ou
.
 Figure 5.10 Diagramme de Feynman pour la production de
Le tableau 5.4 présente les rapports d’embranchement de désintégration du boson et des
mésons. D’après les rapports d’embranchement, nous constatons que le nombre d’événement
de la chaîne contenant est plus grand que celui de . De plus, en principe,
les électrons produits par la chaîne contenant sont plus énergétiques que ceux de la
chaîne . Ils sont plus isolés et sont donc plus ressemblant aux électrons du signal.
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Ces trois raisons nous conduisent à sélectionner les bruit de fond prove-
nant de la chaîne ; et qui constitue le bruit de fond modèle stan-
dard dominant. La figure 5.11 présente le diagramme de Feynman correspondant.
TABLE 5.4 Rapports d’embranchement de désintégration du boson  et des mésons.
Afin de générer les événements de , nous avons utilisé le programme
PYTHIA[5]. Nous avons tout d’abord présélectionné les électrons qui possèdent une impul-
sion transverse et une pseudo-rapidité dans l’acceptance angulaire ses
calorimètres de CMS. Après cette présélection des électrons, le nombre d’événement de
 attendu est de 27 fb.
 Figure 5.11 Diagramme de Feynman pour
Mode Br (%) Mode BR(%)
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Bruit de fond:
Le deuxième bruit de fond important provenant du modèle standard est le processus
. Le peut être produit via ou . La sec-
tion efficace et les diagrammes de Feynman de production de sont évalué dans la réfé-
rence[6]. La section efficace totale de production de est d’environ 929 pb. Afin de
produire , les chaînes principales de désintégrations sont
1) ,  et
2) ,  et  puis
3) ,  et  puis   et
Le tableau 5.5 présente les rapports d’embranchement de désintégration du boson et des
mésons. D’après les rapports d’embranchement, nous constatons que le nombre d’événement
de la chaîne contenant est plus grand que celui de . De plus, en prin-
cipe, les électrons produits par la chaîne contenant sont plus énergétiques et iso-
lés que ceux de la chaîne . Ces trois raisons nous conduisent à sélectionner les bruit
de fond provenant de chaîne , et . La
figure 5.11 présente le diagramme de Feynman correspondant.
TABLE 5.5Rapports d’embranchement de désintégration du boson , de  et des mésons.
 Figure 5.12 Diagramme de Feynman pour
Mode Br (%) Mode BR(%)
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Pour les événements , nous avons sélectionné les électrons possé-
dant et . Après la présélection des électrons, le nombre d’événement
attendu est 21 fb.
Bruit de fond  SUSY: 2
Les bruits de fond les plus importants provenant de supersymétrie sont les désintégrations des
particules supersymétriques en contribuant à . La chaîne principale de
désintégration en cascade est la suivante:
•
•
•
•
•
•
•
La combinaison de cette chaîne principale produit alors au moins 4 électrons et deux jets et de
l’énergie manquante provenant de et . Comme le signal (voir section 5.5.1), il existe
aussi 10 combinaisons possibles contenant 2 qui produisent . Dans la
figure suivante, nous montrons le diagramme de Feynman pour: conte-
nant 2 .
Figure 5.13 Diagramme de Feynman pour
contenant 2 .
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TABLE 5.6 Nombre d’événement attendus pour  contenu 2
D’après la section efficace de production (voir tableau 5.1) et les rapports d’embranchement
(voir tableau 5.2) des particules supersymétriques, le nombre d’événement attendu
 contenant 2  est d’environ 35 fb (voir également tableau 5.6).
En utilisant le programme ISAJET, nous avons généré en sélectionnant les
électrons qui possèdent et . Après la présélection des électrons
(  et ), le nombre d’événement attendu est 27 fb.
5.5.3 Sélection des  et masse invariante de di-électrons
Sélection des
Le signal est constitué d’événements (au moins 2 , 2 , 2 et ) contenant 2 ou
1 issu très majoritairement des désintégrations en cascade. Après présélection des
( et ), le nombre d’événements attendu du signal est 793 fb. Or les jets du
signal peuvent produire des ( ). Les provenant des jets du signal sont
moins énergétiques que ceux provenant du ou et du signal. Afin de sélectionner les
4 provenant du ou et , nous avons tout d’abord trié les électrons produits selon
les valeurs décroissantes de l’impulsion transverse. Ceci est aussi appliqué aux bruits de fond
du modèle standard et de supersymétrie. Les figures 5.15-16. montrent les distributions de
l’impulsion transverse de 4 du signal superposées à celles des 4 du bruit de fond de
supersymétrie (figure 5.15), (figure5.16) et (figure 5.17). Dans ces figures, les distri-
butions n’est pas être normalisé à une luminosité commune. On ne comparera donc que la
forme des distributions. Les traits pleins représentent les du signal, les traits pointillés
sont ceux du bruit de fond. Nous notons que les 4 du signal sont bien énergétiques par rap-
port à ceux des bruits de fond.
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Figure 5.14 Distributions des 4 du signal (traits pleins) superposées à celles des 4
du bruit de fond de supersymétrie (pointillés).Dans cette figure, il y a autant
d’événements du signal que de fond.
Figure 5.15 Distributions des 4 du signal (traits pleins) superposées à celles des 4
du bruit de fond (pointillés). Dans cette figure, il y a autant
d’événement du signal que de fond.
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Figure 5.16 Distributions des 4 du signal (traits pleins) superposées à celles des 4
du bruit de fond (pointillés). Dans cette figure, il y a autant
d’événement du signal que de fond.
On constate que la présélection des avec , entame peu les distributions du
signal (si ce n’est pour le quatrième ), mais est beaucoup plus sévère à l’égard des bruits
de fond dès le premier électron. Compte tenu des sections efficaces du signal: 793 fb et celles
du bruit de fond totale 75 fb, une sélection plus stricte ne s’avare pas nécessaire.
Masse invariante de di-électrons
Les 4  du signal sont produits très majoritairement par les deux sources:
1)
2)
Selon la masse du ( ) et celle du ( ), la distribution de masse inva-
riante de di-électron (un et un ) produits par le processus est
très différente par rapport à celle produits par . La valeur du maxi-
mum de masse invariante de 2 provenant d’un et un est obtenu lorsque le
emporte une énergie nulle et vaut:
(5 .3)
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Par contre, celle de 2  provenant d’un  et un  est
(5 .4)
La distribution de masse invariante de 2 du signal possède alors deux ruptures une à 49.3
GeV l’autre à 177.2 GeV. La figure 5.17 montre la distribution de la masse invariante de 2
du signal superposée à celles des bruits de fond du modèle standard et de supersymétrie. Ces
distributions représentent le nombre d’événements attendu à la basse luminosité, .
Afin de tenir compte de la résolution finie du calorimètre électromagnétique sur l’énergie des
électrons ( ) nous avons introduit une fluctuation
gaussienne du au niveau générateur paramètrisé . La première rupture à 49
GeV clairement visible. Par contre, le seconde à 177 GeV est difficilement observable compte
tenu du bruit de fond combinatoire.
Figure 5.17 Distributions de la masse invariante de 2 du signal, des bruits de fond du
modèle standard et de supersymétrie. Les distributions représentent le nombre
d’événements attendu à la basse luminosité .
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Compte tenu du section efficace de production des particules supersymétriques correspon-
dants aux paramètres , , , et , l’obser-
vation d’un signal au delà du modèle standard serait évidence. Un critère de “decouvrablité”
fondé sur la significance statistique du signal: ou représente le nombre
d’événements du signal et représente le nombre d’événement des bruits du fond, donnerait
des valeurs nettement supérieur à . ( ). Par contre, la mesure
des ruptures de pente de la distribution di-électron doit permettre de mesurer les masses des
particules et donc donne une indication sur les paramètre de la théorie. La prochaine section
est consacré à en mesures.
Λ 30TeV= M Λ⁄ 20= N 3= βtan 5= signµ 0>
S N B N+⁄( )≡ N
B
S 5= 793 793 75+⁄ 26.9=
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Afin de mesurer la masse des particules, , , , ,  et  du signal, nous avons
• 4  qui sont sélectionnés selon les valeurs décroissantes de l’impulsion transverse.
• au moins 2 : Si , il existe 2  (voir figure 5.9(c))
                               Si , il existe 3  (voir figure 5.9(b))
                               Si , il existe 4  (voir figure 5.9(a))
•  provenant de 2
La masse invariante maximale des différents objets (les jets et ) de l’état final sont obtenus
lorsque le gravitino de l’état final emporte une énergie nulle. Le calcul des masses invariantes
maximales de ces différents objets permet d’accéder à la masse des particules. Ainsi
(1) : la valeur maximale de masse invariante de est liée à l’équation 5.3 et 5.4 à
 (ou ) et
(2) : la valeur maximale de masse invariante d’un jet et un  provenant du
                  processus  ou
     D’après la masse des particules (voir l’annexe G), le calcul de  est exprimé par
(5 .5)
      et
(5 .6)
(3) : la valeur maximale de masse invariante d’un jet et  provenant
                       du processus
                                      ou
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     D’après la masse des particules, le calcul de  est
(5 .7)
              et
En utilisant les valeurs , et , nous pouvons mesurer les masses du ,
, ,  et . Ainsi:
(5 .8)
(5 .9)
(5 .10)
Nous résumons:
• La mesure des trois valeurs , et peut nous conduire à la mesure des mas-
ses des particules supersymétriques de l’état final.
• Les valeurs du maximum des masses invariantes , et provient du pro-
cessus . Elles participent à la mesure des masses de ,
 et .
• Par contre, les valeurs du maximum , et provient du processus
. Elles participent à la mesure des masses de et
Afin de mesurer les masses des particules du signal, il est alors nécessaire de bien mesurer les
valeurs , et dans la distribution de masse invariante de , et
.
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5.6.1 Mesure des valeurs du maximum de masse invariante
Le calcul précédent de masses invariantes maximales a été obtenu lorsqu’on combine les dif-
férents objets de l’état final provenant de la même chaîne de désintégration de squark. Cepen-
dant dans notre signal, il y a toujours deux squarks (soit soit soit ). Par
conséquent, expérimentalement lorsqu’on combine un et un (soit un jet, un , et un
 soit un jet et ), il est possible d’avoir deux combinaisons :
(1) On combine les deux (ou trois) objets de l’état final provenant de la même chaîne (le
signal)
(2) On combine les deux objets provenant des différentes chaînes et on obtient le bruit de
fond combinatoire, voir également figure 5.18.
La figure 5.19 montre la distribution de masse invariante de en représentant le nombre
d’événement attendu à la basse luminosité . Dans cette figure les traits hachurés mon-
trent la contribution des bruits de fond combinatoires. La figure 5.19 possède deux ruptures:
une à environ 49 GeV correspondant à et une autre à 177 GeV correspondant à
(voir équations 5.3 et 5.4). Cependant le deuxième rupture à 177 GeV est difficile à observer
puis statistiquement son nombre d’événement n’est pas suffisant pour mesurer la valeur de
maximum de masse invariante par rapport à celui du bruit de fond combinatoire. Nous
ne mesurons donc que les valeurs du maximum , et (provenant du proces-
sus ). Dans la suite, nous allons alors présenter comment
expérimentalement nous pouvons mesurer les trois valeurs ,  et .
Figure 5.18 Exemple de mauvaise combinaison de dans la production d’une paire
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Figure 5.19 Distribution de masse invariante de de l’état final. Cette distribution
représente le nombre d’événement attendu à la basse luminosité . Dans cette
figure, les traits hachurés montent la contribution du bruit de fond combinatoire.
5.6.1.1 Mesure de la valeur du maximum
La valeur calculée par la théorie est 49.3 GeV (voir équation 5.3). Cependant dans la
distribution de masse invariante de que nous avons simulée (voir également figure
5.19), nous pouvons voir que cette valeur n’est pas exactement celle de la théorie.
Compte tenu des erreurs venues à l’apparreillage, afin de préciser la masse invariante maxi-
male, nous avons fait le test qui permet de faire la comparaison des valeurs simulées et des
valeurs théoriques (voir annexe I). La figure 5.20 montre le meilleur cas du calcul . Par ce
test nous avons enfin obtenu une valeur maximale optimisée (voir également
annexe I):
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Figure 5.20 Distribution de masse invariante de . Les distributions représentent le
nombre d’événements attendu à la basse luminosité
5.6.1.2 Mesure de la valeur du maximum
Nous allons maintenant mesurer la valeur du maximum de masse invariante d’un jet, un et
un provenant d’un , un et un . Cependant avant de mesurer cette valeur, il est
nécessaire de:
• soustraire les bruits de fond combinatoire dans la distribution de masse invariante de
. Ceci nous permettra diminuer la contribution des bruits de fond lorsqu’on combine
un jet, un  et un .
• sélectionner les jets provenant des  en supprimant les jets provenant des  ( )
Soustraction des bruits de fond combinatoires dans la distribution de
Les étapes de cette soustraction sont
(1) une soustraction des valeurs de masse invariante de plus grandes que .
Cette soustraction sera très efficace. Puisque ces valeurs plus grandes que se mani-
festent soit les bruits de fond combinatoire soit les combinaisons de provenant d’un
 et un .
(2) Après la soustraction de première étape, une soustraction supplémentaire peut être
obtenu par la distribution de l’impulsion transverse  de
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Pour la première étape, nous avons coupé les valeurs plus grandes que mesurée
anisi :
(5 .12)
Pour la deuxième étape, la figure 5.21 montre la distribution de l’impulsion transverse
de après la coupure . Cette distribution ne représente pas le nombre d’événe-
ment attendu à la basse luminosité. Dans cette figure la distribution hachurée montre la contri-
bution des bruits de fond combinatoire. Pour soustraire ces bruits de fond et garder les signaux
les plus possibles, nous avons choisit une valeur de coupure
(5 .13)
Figure 5.21 Distribution de l’impulsion transverse de après la coupure .
Dans cette figure, les bruits de fond combinatoire sont présenté par les traits hachurés.
Sélection des jets provenant des
La distribution de l’impulsion transverse des jets de l’état finale peut aider à la sélection des
jets provenant des . Puisque en principe selon le spectre de masse des particules, les jets
provenant de squarks sont beaucoup plus énergétique par rapport aux jets provenant de glui-
nos. La figure 5.22 montre la distribution de l’impulsion transverse des jets provenant de
superposée à celle des jets (hachurés) provenant de . Dans
cette figure, les distributions ne représentent pas le nombre d’événement attendu à la basse
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luminosité intégrale. D’après la distribution de l’impulsion transverse des jets, nous avons
choisit une valeur de coupure pour sélectionner les jets provenant de  ainsi :
(5 .14)
Figure 5.22 Distribution de l’impulsion transverse des provenant de
 superposée à celle des jets (hachurés) provenant de .
Mesure de la valeur du maximum
Après les trois coupures , et , la distribution de
masse invariante d’un jet et un et un sont présenté dans la figure 5.23. Cette distribu-
tion représente le nombre d’événement attendu à la basse luminosité intégrale. Cette figure
possède une rupture à environ 630 GeV coresspondant à . Afin de bien déterminer cette
valeur de maximum, nous avons fait le test et obtenu une valeur du maximum de masse
invariante  (voir également annexe I) :
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Figure 5.23 Distribution de masse invariante de après la coupure ,
et . Cette distribution représente le nombre
d’événement attendu à la basse lunimosité.
5.6.1.3 Mesure de la valeur
La dernière étape est de mesurer la valeur du maximum de masse invariante d’un jet et un
provenant d’un et un . Lorsqu’on combine un jet et un de l’état final, il y a deux
sources du bruit du fond combinatoire:
(1) combinaison un jet avec un  qui appartient à l’autre chaîne.
(2) combinaison un jet avec un  qui appartient à la même chaîne
     mais il est le deuxième  provenant du processus
La figure 5.24 montrent la distribution de masse invariante d’un jet et un en représentant
le nombre d’événements attendu à la basse luminosité . Dans cette figure, nous
voyons une rupture à environ 270 GeV qui correspond à la valeur maximale . Les deux
sources du bruit de fond combinatoire se manifestent sur les valeurs plus grandes que .
Par le test  , nous avons obtenu une valeur  obtimisée :
(5 .16)
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Figure 5.24 Distribution de masse invariante d’un jet et un en représentant le nombre
d’événements attendu à la basse luminosité .
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5.6.2 Mesure de masse des , et
Dans la section précédente, nous avons obtenu les trois valeurs du maximum des masses inva-
riantes ,  et  ainsi:
En utilisant ces trois valeurs , et puis les équations 5.8, 5.9 et 5.10, nous
avons enfin mesuré les valeurs des masses du ,  et . Ainsi
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5.7 Conclusion
Dans ce chapitre, nous avons montré comment expérimentalement nous pouvons rechercher,
dans le cadre des modèles GMSB, les particules supersymétriques au LHC avec le détecteur
CMS.
Dans la première étude nous avons proposé d’étudier la détection du NLSP à courte de
durée de vie. Pour cette étude, il y a deux possibilité de recherche des particules supersymétri-
ques dépendant de la présence des co-NLSP sleptons droits ( , et ). Nous avons choi-
sit un canal d’analyse correspondant à la désintégration du co-NLSP qui permet de mesurer la
masse des particules supersymétriques. Ensuite, d’après la détermination de l’espace des para-
mètres GMSB qui correspondent à un de durée de vie courte et aux co-NLSP sleptons
droits, nous avons constaté l’espace des paramètres GMSB correspondant aux co-NLSP slep-
tons droits à courte durée de vie: , , et
.
Dans la deuxième étude, d’après le nombre d’événement attendu nous avons choisit un canal
de qui constitue notre canal d’analyse. Compte tenu de la section efficace
du signal (793 fb) et celle des bruits de fond totale (75 fb), l’observation
d’un signal au delà du modèle standard serait évidence.
Dans la dernière étude, la mesure des trois valeurs des masses invariantes maximales des dif-
férents objets de l’état final nous a conduit à la mesure de masse du sélectron droit ( ), neu-
tralino ( ) et squark droit ( ). Ces mesures de masse nous donneront une indication sur les
paramètres de la théorie.
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Annexe A - Modélisation de l’échantillonnage
Les valeurs discrètes des échantillons sont des éléments d’une fonction continue. Cette fonc-
tion est obtenue expérimentalement en désynchronisant les mesures. Les paramètres de cette
fonction sont nécessairement empiriques. On a utilisé des données obtenues avec les tests en
faisceau de l’année 2000.
Un exemple des valeurs de cette fonction pour 27 échantillons est montré sur la figure
annexe.1. Deux remarques s’imposent.
• Les échantillons situés avant le commencement du signal décrivent le bruit. Ce bruit
domine les échantillons de la queue du signal.
• Le temps de montée est plus rapide que le temps de descente. Par exemple, dans la figure
2.1, les temps de montée et de descente sont respectivement de l’ordre de 56 ns et 150 ns.
La largeur à mi-hauteur ne semble pas suffisante pour décrire la fonction, il faut représenter
son asymétrie. Ces caractéristiques dépendent des propriétés de l’électronique analogiques
et de la conversion numérique.
Il est pratique de trouver une approximation algébrique de cette fonction. Il se trouve qu’une
formule à 2 paramètres coïncide proprement avec la fonction. Les 2 paramètres choisis sont
et .
       si
                                        si
• le produit  est le temps entre le début et le maximum, il est corrélé au temps de montée
du signal,
•  le paramètre   décrit la descente.
La partie la plus importante de cette paramétrisation se trouve au voisinage du maximum,
c’est à dire pour . Un développement limité en ce point donne :
α
β
f t αβ⁄( )α α t β⁄–( )exp= t αβ–>
f 0= t αβ–<
αβ
β
u t αβ–=
f α 1 u αβ⁄+( ) uβ–ln( )exp=
f [ u2 2αβ2⁄–( ) 1 2u 3αβ⁄–( )]exp∼
165
Le paramètre le plus significatif est . Le produit est le temps entre le début et le maxi-
mum, c’est un terme correctif. L’ajustement de la formule aux données détermine  et .
 et
 et
On aurait pu utiliser une formule à un paramètre en imposant , soit
. Au voisinage du maximum, pour , elle se comporte
comme . Pour coïncider au mieux avec la formule à deux para-
mètres, il faut choisir . Le début du signal est à par rapport au
maximum, au lieu de 2,64. La différence est faible dans la mesure où le début du signal ne
peut pas être finement défini expérimentalement. Cette différence correspond à l’asymétrie du
signal qui est plus forte avec l’ajustement à deux paramètres.
Si on avait impose soit , le développement au voisinage du
maximum aurait été selon , c’est à dire, . Le bon ajus-
tement est tel que , soit un début de signal est à . Ces 3 formulations
sont montrées dans la figure annexe.1. Les formules avec valant 1 et 2, suggèrent une autre
formulation à 2 paramètres  et  :
 avec  et
Cette dernière représentation a l’intérêt d’être conforme aux formules généralement utilisées
par les spécialistes de l’électronique.
Figure annexe.1.  Représentation de quelques fonctions d’échantillonnage.
αβ2 αβ
α β
α 1.5= β 1.76=
αβ2 4.6464= αβ 2.64=
α 1=
f t τ⁄ 1 t τ⁄–( )exp= u t τ–=
f u2 2τ2 1 2u 3τ⁄–( )⁄–[ ]exp∼
τ
2
αβ2 4.6464= = τ 2.15=
α 2= f t 2θ⁄( )2 2 t θ⁄–( )exp=
u t 2θ–= f u2 4θ2⁄ 1 u–( )–[ ]exp=
2θ2 τ2= 2θ 3.05=
α
m τ
f mt τ⁄ 1 t τ⁄–( ) 1 m–( )t2 2τ2⁄ 2 t 21 2⁄⁄ τ–( )exp+exp= m 0.6= τ2 4.6464=
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Annexe B - Matrice de covariance des échantillons
Les mesures des échantillons d’une trame ne sont pas indépendantes. Les biais systématiques
tels qu’un défaut de calibrage ou une désynchronisation engendrent des corrélations. Il en est
de même des fluctuations de la ligne de base. Finalement, la structure du bruit électronique
induit, elle aussi des corrélations. Ce sont ces dernières qui sont étudiées dans cette annexe. La
période de l’échantillonnage étant fixée, les échantillons forment une suite discrète. Leurs cor-
rélations deux à deux sont entièrement décrite par une matrice de covariance. Les éléments de
cette matrice doivent être déterminés expérimentalement. Il est cependant possible de les pré-
voir à partir des caractéristiques de la chaîne électronique en faisant appel au formalisme de la
fonction d’autocorrélation. Pour construire cette fonction, il faut avoir analysé les origines du
bruit dans le système d’amplification et de mise en forme.
Bruit de l’électronique analogique.
Le signal, issu du préamplificateur, est mis en forme par un filtre, selon le schéma de principe
la figure annexe.2. Le bruit à la sortie du préamplificateur se décrit par une densité spectrale.
C’est le carré de la tension, par unité de fréquence , exprimé en volts2 secondes. Cette quan-
tité ne pourra effectivement être mesurée qu’à la sortie du filtre. On considère 3 termes qui se
distinguent par leurs dépendances en fréquence.
• La densité du bruit parallèle associé au courant de fuite est une constante. Ce bruit est intro-
duit dans le schéma comme un générateur de courant noté
• Le bruit série thermique dû à la fluctuation du courant a une densité en . Il est simulé
comme un générateur de courant noté .
• Un troisième bruit dit en ou 'flicker noise' est présent dans tous les semi-conduc-
teurs[1] .
Figure annexe.2. Schéma d'une électronique d'amplification et de mise en forme.
ω
Si
1 ω2⁄
Sv
1 ω⁄
Préamplificateur Filtre (ou Shapper)
Si
Sv
C f
Ci Re
Ct
C jRc
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En fin de compte, la densité spectrale s'écrit, en sortie de préamplification.
Le filtre va multiplier la densité spectrale par un facteur sans dimension H2 qui va couper les
hautes et basses fréquences.
Le paramètre est la constante de temps du filtre et le nombre d'étages, soit 1 ou 2 en pra-
tique. La densité spectrale en sortie de filtre s’écrit, pour  et en posant :
Des exemples de ces fonctions sont représentés dans la figure annexe.3
Figure annexe.3. Exemple de fonction d'amplification, de filtrage et
 de sortie.
S ω( ) a2 b2 ω2⁄ c2 ω⁄+ +=
H ω( )2 ω2τ2 ω2τ2 1+( )⁄ n 1+=
τ n
n 1= u ωτ=
G ω( ) S ω( )H ω( )2 a2 τ⁄( )u2 b2τ c2u+ +[ ]τ u2 1+( )⁄ 2= =
S ω( ) H ω( )2
G ω( ) SH2=
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La variance  du bruit en sortie de filtre est l'intégrale de  avec :
L'optimisation de l'électronique est telle que les termes série et parallèle s'équilibrent. Numéri-
quement en unités d'énergie, avec τ = 50 nsec, on obtient, pour l'électronique des cristaux, les
valeurs suivantes :
•
•
•
Le terme c2 est petit  et nous le négligerons par la suite.
Fonction d'autocorrélation
Les bruits des échantillons successifs sont corrélés. La connaissance de la fonction d'autocor-
rélation ρ(τ) permet d'évaluer cette corrélation.
De façon générale, est la fonction de réalisation d'un processus aléatoire. La moyenne
est nulle et la variance vaut . Quand on dispose de prototypes de l'électro-
nique, avec une période d’échantillonnage , on accède expérimentalement aux valeurs
, , , ... D'un point de vue prévisionnel, le théorème de Wiener-Khintchine[2]
démontre que la densité spectrale de puissance et la fonction d'autocorrélation sont transfor-
mées de Fourier l'une de l'autre. Avec  :
La transformée de Fourier donne la fonction d'autocorrélation   pour  :
On retrouve bien que = .
                                              ............................
dV 2〈 〉 G ω( )dω dω du τ⁄=
dV 2〈 〉 pi 2⁄( ) a2 τ b2+⁄ τ c2+( )=
pi 2 a2 τ⁄⁄ 1250MeV 2=
pi 2 b2 τ⁄⁄ 1250MeV 2=
pi 2c2⁄ 20MeV 2<
ρ ∆t( ) f t( ) f t ∆t+( )〈 〉=
f t( )
f t( )〈 〉 f t( )2〈 〉 ρ 0( )
T 0>
ρ 0( ) ρ T( ) ρ 2T( )
v 1 τ⁄=
G ω( ) v2 a2ω2 b2+( ) ω2 v2+( )⁄ 2=
ρ ∆t( ) ∆t 0>
ρ ∆t( ) pi 2e ∆t τ⁄–⁄ a2 τ 1 ∆t τ⁄–( )⁄ b2τ 1 ∆t τ⁄+( )+[ ]=
ρ 0( ) pi 2⁄ a2 τ⁄ b2τ+[ ]=
ρ 0( ) dV 2〈 〉
ρ T( ) ρ⁄ 0( ) e T τ⁄– a2 1 T τ⁄–( ) b2 1 T τ⁄+( )+[ ] a2 τ⁄ b2τ+( )⁄=
ρ 2T( ) ρ⁄ 0( ) e 2 T τ⁄( )– a2 1 2T τ⁄–( ) b2 1 2T τ⁄+( )+[ ] a2 τ⁄ b2τ+( )⁄=
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Matrice de covariance des énergies mesurées.
Les corrélations entre échantillons sont exprimées dans la matrice de covariance. Les éléments
diagonaux sont pris égaux à 1. Les éléments non diagonaux d'indices ont pour valeur
. Cette matrice sera utilisée pour estimer des énergies. L'erreur prévue dans
les spécifications est de 50 Mev avec le gain 33. Pour d'écrire quantitativement la matrice
covariante des erreurs sur les échantillons mesurés en Mev, il faut multiplier l'ensemble de la
matrice par 2500. Un bit du signal numérisé correspond à 11 Mev, 41 Mev, 73 Mev et 366
Mev pour les gains 33, 9, 5 et 1. Pour tenir compte de l'erreur de quantification, il faut ajouter
sa variance, c'est à dire un douzième du carré de la largeur du bit, à la diagonale, soit respecti-
vement 10, 138, 447 et 11000. L'effet est négligeable avec le gain 33 et prédominant avec le
gain 1.
i j,
ρ i j–( )T( ) ρ⁄ 0( )
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Annexe C - Estimation des énergies déposées
Il s’agit de trouver la meilleure estimation de l’énergie déposée dans le cristal. On dispose des
échantillons d’une trame. La valeur d’un échantillon d’indice est la somme de la con-
tribution de l’énergie déposée et de la ligne de base. La ligne de base peut être donnée de
façon externe. Dans le cadre de cette annexe, on veut déterminer la ligne de base à partir des
échantillons eux-mêmes. On suppose que l’électronique est suffisamment linéaire pour que les
contributions soient proportionnelles à l’énergie déposée. Les valeurs moyennes de ces con-
tributions se déduisent soit de la modélisation de l’annexe A, soit d’un lot de données de cali-
brage. La valeur moyenne d’un échantillon d’indice  s’écrit :
Les erreurs sur les mesures des échantillons sont données par leur matrice covariante des
erreurs calculée en annexe B et qui en décrit les corrélations. Cette matrice inclut le bruit
électronique et la quantification de la conversion analogique-digitale. Les valeurs mesurées
i et  sont telles que :
On définit un ensemble de coefficients , tels que et  Ainsi, on a :
est une estimation de l’énergie dont la valeur moyenne est égale à . L’erreur sur cette
estimation fait apparaître la matrice covariante des erreurs :
La meilleure estimation sera obtenue en minimisant cette erreur, compte tenu des relations
imposées :
N ai i
b
f i
i
ai〈 〉 E f i b+=
σij
ai a j
σij ai ai〈 〉–( ) a j ai〈 〉–( )〈 〉=
wi wi∑ 0= wi f i∑ 1=
wiai
i
∑〈 〉 wi ai〈 〉
i
∑ E wi f i b wi
i
∑+
i
∑ E= = =
wiai
i
∑ E
wiai E–
i
∑   2〈 〉 wiw j ai ai〈 〉–( ) a j ai〈 〉–( )〈 〉
ij
∑=
wi∑ 0=
wi f i∑ 1=
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Numériquement, c’est typiquement un cas d’utilisation des paramètres de Lagrange. On abou-
tit ainsi à un ensemble de coefficients donnant la meilleure estimation de l’énergie dépo-
sée. L’erreur sur cette estimation s’obtient en saturant la matrice covariante par ces
coefficients :
wi
∆E2 wiw jσij
ij
∑=
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Annexe D -Transformation DCT
La première étape de la compression JEPG est le calcul de la transformation en cosinus discret
(ou Discrete Cosine Transform).
Cette transformation dérive de la transformation de Fourier discrète à 2 dimensions.
Pour une image de pixels représentés par , la transformée est calculée selon :
         où  et  pour .
Inversement, on trouve l’image originale avec :
N N× xk l, Xm n,
Xm n,
16
MN
---------CmCn xk l,
mpi 2k 1+( )
2M----------------------------  
npi 2l 1+( )
2N-------------------------  coscos
l 0=
N 1–∑
k 0=
M 1–∑=
C0
1
2
------= C j 1= j 0≠
xk l,
16
MN
--------- Xm n, CmCn
mpi 2k 1+( )
2M----------------------------  
npi 2l 1+( )
2N-------------------------  coscos
n 0=
N 1–∑
m 0=
M 1–∑=
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  Annexe E -Production des particules SUSY
D’après la conservation de la R-parité, les particules supersymétriques sont produites par
paire. On aura donc productions possibles de paire de gluinos, paire de squarks, paire de char-
gino etc. Dans cette annexe, nous montrons les diagrammes de Feynman pour les productions
de parie des particules supersymétriques.
E.1 Production de gluinos
• Production associées avec des squarks : , , .
  (1)
(2)
(3)
qq g˜ g˜→ gg g˜ g˜→ gq g˜ q˜→
qq g˜ g˜→
gg g˜ g˜→
g
g˜
g˜
g
g
g
g
g˜
g˜
g˜
g
g
g˜
g˜
g˜
gq g˜ q˜→
g˜
g
g
g˜
g˜ g˜q q˜
q
q q˜
q
q˜
g
q˜
q
q
g
g˜
g˜ q
q
q˜
q
q
q˜
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• Production associée de gluinos et de charginos/neutralinos
E.2 Production de squarks
il y a différents processus pour produire les squarks, les processus dominant sont ceux via
l’interaction forte: , , . Mais il existe aussi via l’interaction élec-
trofaible la production un seul squark associé au chargino/neutralino: ,
comme la production du gluino.
• Production via l’interaction forte: , ,et
(1)
(2)
q
q χ1 2,
0
g˜ q
q χ1 2,
±
g˜
q˜ q˜ ′
qq q˜ q˜→ qq q˜ q˜→ gg q˜ q˜→
gq χ˜ iq˜→ gq χ˜ i
± q˜→
qq q˜ q˜→ gg q˜ q˜→ qq q˜ q˜→
qq q˜ q˜→
q
q
q˜
q˜
g˜
q
g˜
q˜
q˜
gg q˜ q˜→
g
g
g
g
gq˜
q˜ q˜
q˜
q˜
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(3)
• Production associée de squarks et de charginos/neutralinos
E.3 Production de Charginos et neutralinos
Les charginos et neutralinos étant les particules supersymétriques de l’interaction électrofai-
bles peuvent être produit directement via l’échange d’un boson jauge électrofaible ou via
l’échange d’un squark :
     Bosons : , ,
     Echange d’un squark: , ,
• Production via  l’échange d’un boson jauge électrofaible
qq q˜ q˜→
q
q
g
qq˜
q˜
g
q˜
q˜
q
q χ1 2,
±
g
χ1 2,
0
q˜ g q˜
q˜ q˜
q′
Z γ W, , qq W ± χ˜ j
± χ˜ i
0
→ → qq Z0 γ∗⁄ χ˜ j
± χ˜ i
+−→ → qq Z0 γ∗⁄ χ˜ j
0χ˜ i
0
→ →
qq' χ˜ j
± χ˜ i
0
→ qq' χ˜ j
± χ˜ i
+−→ qq χ˜ j
0χ˜ i
0
→
q
q
Z0
χ1 2,
0
χ1 2,
0
Z0
q
q
χ1 2,
±
χ1 2,
+−
W ±
q
χ1 2,
±q'
χ1 2,
0
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• Production via l’échange d’un squark
E.4 Production de sleptons
Une paire de slepton peut être produit via l’échange d’un boson jauge électrofaible :
, ,
,
q˜
q
q
χ1 2,
0
χ1 2,
0
q'˜
q
q
χ1 2,
±
χ1 2,
+−
q χ1 2,
±
q'
q˜
χ1 2,
0
qq Z0 γ∗⁄ l˜L
± l˜L
+−
→ → qq Z0 γ∗⁄ l˜R
± l˜R
+−
→ →
qq' W ± l˜L
±
νl
˜→ → qq Z0 γ∗⁄ ν˜ lν˜ l→ →
q
q
Z0 Z
0
q
q
W ±
q
q'l˜L
±
l˜L
+−
ν˜ l
ν˜ l
l˜L
±
ν˜ l
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Annexe F -Rapport d’embranchment
Le rapport d’embranchement des particules supersymétriques correspondant aux paramètres:
, , , et sont montré dans le tableau
ci-dessous:
SUSY   Mode  de
désintégration
   Rapport
d’embranche-
ment
 SUSY  Mode  de
désintégration
 Rapport
d’embranche-
ment
   0.0031    0.3085
   0.2820    0.3085
   0.0013    0.3830
   0.0508    0.2174
   0.5741    0.2174
   0.0887    0.2869
   0.9572    0.0911
   0.0313    0.0911
   0.0020    0.0917
   0.0096    0.05363
   0.1685    0.2894
   0.2202    0.0970
   0.2202    0.4285
   0.2238    0.0102
   0.0234
N 3= Λ 30TeV= M Λ⁄ 20= signµ 0> βtan 5=
u˜ L
χ˜ 1
0
u
χ˜ 1
0
e˜R
±
e
+−
χ˜ 2
0
u µ˜ R
± µ+
−
χ˜ 3
0
u τ˜1
±
τ+
−
χ˜ 4
0
u
χ˜ 2
0
e˜Re
±
χ˜ 1
± d µ˜ Rµ
±
χ˜ 1
± d τ˜1τ
±
u˜ R
χ˜ 1
0
u v˜eυe
χ˜ 2
0
u v˜µυµ
χ˜ 3
0
u v˜τυτ
χ˜ 4
0
u
χ˜ 3
0
χ˜ 1
± W +
−
χ˜ 1
±
χ˜ 1
0W ± χ˜ 1
0Z0
v˜ee
± χ˜ 2
0Z0
v˜µµ
±
χ˜ 4
0 χ˜ 1
± W +
−
v˜ττ
± χ˜ 1
0Z0
e˜L
±
e
+−
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   0.0337
   0.2572    0.0967
   0.1865    0.1201
   0.0923    0.2378
   1.0000    0.0135
   1.0000    0.3783
   0.9729    0.1535
  0.9729    0.1700
  0.9875    0.1700
  0.0002 Jet hadronique    0.6500
SUSY   Mode  de
désintégration
   Rapport
d’embranche-
ment
 SUSY  Mode  de
désintégration
 Rapport
d’embranche-
ment
χ˜ 2
±
χ˜ 1
0W ±
χ˜ 2
0W ±
t˜2
χ˜ 1
0
t
χ˜ 1
0Z0 χ˜ 2
0
t
e˜L
±
υe χ˜ 3
0
t
e˜R
±
e
± G˜ χ˜ 4
0
t
µ˜ R
± µ± G˜ χ˜ 1
± b
τ˜1
±
τ
± G˜ χ˜ 2
± b
τ˜2
± χ˜ 1
0
τ
± µ± υµυτ
e˜L
± χ˜ 1
0
e
±
τ
± e
±
υeυτ
χ˜ 2
0
e
±
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 Annexe G  -Masses des particules SUSY
Le tableau ci-dessous présente le spectre de masse des particules supersymétriques correspon-
dant aux paramètres: , , ,  et .
Nous faisons un certain nombre de remarques :
• la hiérarchie entre squarks et sleptons est toujours  puisque les trois cons-
tantes de couplages (QCD, électrofaible, électromagnétique) vérifient toujours la relation
• la masse du gluino est plus grande que celles des squarks.
• les masses de neutralinos sont plus grandes que celles des sleptons.
SUSY Masse
(GeV)
 SUSY Masse
(GeV)
 SUSY Masse
(GeV)
  658  662   662
  658  628   562
  635  634   634
  635  637   670
  192  206   192
  206  192   104
  105  105   207
  697  116   206
 315  355   203
 354
N 3= Λ 30TeV= M Λ⁄ 20= signµ 0> βtan 5=
u˜ L d˜ L s
˜L
c˜L b˜ 1 t
˜1
u˜ R d˜ R s
˜R
c˜R b˜ 2 t˜2
υ˜ e e
˜L ν˜ µ
µ˜ L υ˜ τ τ˜1
e˜R µ˜ R τ˜2
g˜ χ˜ 1
0 χ˜ 2
0
χ˜ 3
0 χ˜ 4
0 χ˜ 1
±
χ˜ 2
±
q˜ L q˜ R l˜L l˜R> > >
α3 α2 α1> >
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      Annexe H -Diagrammes de Feynman
correspondant à la contribution de , et à la génération de
Afin de produire par la désintégration en cascade en : ( ,
, etc.), il existe 10 combinaisons possibles:
• la contribution de : ,  et
• la contribution de : ,  et
• la contribution de : , ,  et
Dans cette annexe, nous décrivons les diagrammes de Feynman correspondant à la contribu-
tion de , de  et de .
H.1 Contribution de
   (1)
q˜ Rq˜ R q˜ Lq˜ L q˜ Lq˜ R
4e± 2 jets E/T+ +
4e± 2 jets E/T+ + e˜R g˜ q˜ R L, q→
q˜ L χ2
0q→
q˜ Rq˜ R p p g˜ g˜ q˜ R q q˜ R q→→ p p g˜ q˜ R q˜ R q q˜ R→→ p p q˜ Rq˜ R→
q˜ Lq˜ L p p g˜ g˜ q˜ L q q˜ L q→→ p p g˜ q˜ L q˜ L q q˜ R→→ p p q˜ Lq˜ L→
q˜ Lq˜ R p p g˜ g˜ q˜ R q q˜ L q→→ p p g˜ q˜ R q˜ L q q˜ R q→→ p p q˜ Rq˜ L→
p p g˜ q˜ L q˜ R q q˜ L q→→
q˜ Rq˜ R q˜ Lq˜ L q˜ Lq˜ R
q˜ Rq˜ R
p p g˜ g˜ q˜ R q q˜ R q→→
g˜
g˜
q
q
q˜ R
q˜ R
q
q
χ1
0
e
+−
e˜R
±
e
±
G˜
χ1
0
e˜R
±
e
±
e
+−
G˜
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(2)
(3)
H.2 Contribution de
(1)
p p g˜ q˜ R q˜ R q q˜ R→→
q˜ R
q˜ R
q
q
χ1
0
e
+−
e˜R
±
e
±
G˜
χ1
0
e˜R
±
e
±
e
+−
G˜
g˜
q
p p q˜ Rq˜ R→
q˜ R
q˜ R
q
q
χ1
0
e
+−
e˜R
±
e
±
G˜
χ1
0
e˜R
±
e
±
e
+−
G˜
q˜ Lq˜ L
p p g˜ g˜ q˜ L q q˜ L q→→
g˜
g˜
q
q
q˜ L
q˜ L
q
q
χ2
0
e
+−
e˜R
±
e
±
G˜
χ2
0
e˜R
±
e
±
e
+−
G˜
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(2)
(3)
H.3 Contribution de
(1)
p p g˜ q˜ L q˜ L q q˜ L→→
q˜ L
q˜ L
q
q
χ2
0
e
+−
e˜R
±
e
±
G˜
χ2
0
e˜R
±
e
±
e
+−
G˜
g˜
q
p p q˜ Lq˜ L→
q˜ L
q˜ L
q
q
χ2
0
e
+−
e˜R
±
e
±
G˜
χ2
0
e˜R
±
e
±
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 Annexe I -Mesure des valeurs du maximum
Dans cet annexe, nous présentons la mesure des valeurs du maximum des masses invariantes
des objets de l’état final ( , et ). Les trois valeurs du maximum peuvent être
obtenues lorsque le gravitino emporte une énergie nulle. Les calculs de ces valeurs par la théo-
rie sont donnés dans les équations 5.5, 5.6 et 5.7 (voir la section 5.6). Selon les erreurs venant
à l’appareillage, ces valeurs calculées par la théorie ne sont pas exactement celles dans les dis-
tributions des masses invariantes , et que nous avons simulées. Afin de préciser
les masses invariantes maximales, nous avons fait le test . Ce test permet de faire la compa-
raison des valeurs simulées et des valeurs théoriques. En fait nous avons comparé deux distri-
butions : la distribution simulée à une distribution d’un modèle mathématique. Compte tenu
des distributions des masses invariantes , et : une descente linéaire autour de la
valeur du maximum et une plat linéaire (soit une autre descente linéaire) après la valeur du
maximum, nous avons utilisé un modèle mathématique possède une fonction
                                    Si
                                    Sinon
où  est ème valeur des masses invariantes  ( soit  ou ).
est le paramètre qui correspond à la valeur du maximum de la masse invariante
( soit  ou ).
 et  sont les paramètres.
Mesure de la valeur du maximum
Les figures annexe.4 présentent les exemples de comparaison de la distribution simulée à la
distribution du modèle mathématique dans la distribution de masse invariante . Dans ces
figures, les parenthèses indiquent une zone qui a été comparée, par exemple (45,100) indique
une zone comparée de 45 GeV à 100 GeV. Le meilleur cas du calcul de où n.d.l. est
le nombre de degré de liberté correspond au nombre de contraintes que l’on introduit dans le
système vaut une valeur proche de 1. La figure annexe.5 montre les résultats du calcul de
en fonction de la dernière valeur dans les zones qui ont été comparées. Par ces
résultats, nous avons obtenu une valeur du maximum  optimisée ainsi :
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Figure annexe.4. Exemples de comparaison de la distribution simulée à la distribution
du modèle mathématique dans la distribution de masse invariante . Dans ces
figures, les parenthèses indiquent une zone qui a été comparée.
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Figure annexe.5. Résultats du calcul de en fonction de la dernière valeur
dans les zones qui ont été comparées.
Mesure de la valeur du maximum
Les figures annexe.6 présentent les exemples de comparaison de la distribution simulée à la
distribution du modèle mathématique dans la distribution de masse invariante . Dans ces
figures, les parenthèses indiquent une zone qui a été comparée. La figure annexe.7 montre les
résultats du calcul de en fonction de la dernière valeur dans les zones qui ont été
comparées. Par ces résultats, nous avons obtenu une valeur du maximum optimisée
ainsi :
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Figure annexe.6.Exemples de comparaison de la distribution simulée à la distribution
du modèle mathématique dans la distribution de masse invariante . Dans ces
figures, les parenthèses indiquent une zone qui a été comparée.
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Figure annexe.7. Résultats du calcul de en fonction de la dernière valeur
dans les zones qui ont été comparées.
Mesure de la valeur du maximum
Les figures annexe.8 présentent les exemples de comparaison de la distribution simulée à la
distribution du modèle mathématique dans la distribution de masse invariante . Dans ces
figures, les parenthèses indiquent une zone qui a été comparée. La figure annexe.9 montre les
résultats du calcul de en fonction de la dernière valeur dans les zones qui ont été
comparées. Par ces résultats, nous avons obtenu une valeur du maximum optimisée
ainsi :
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Figure annexe.8.Exemples de comparaison de la distribution simulée à la distribution
du modèle mathématique dans la distribution de masse invariante . Dans ces
figures, les parenthèses indiquent une zone qui a été comparée.
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Figure annexe.9. Résultats du calcul de en fonction de la dernière valeur
dans les zones qui ont été comparées.
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