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ABSTRACT

Author: Sindhura, Elluri. MS
Institution: Purdue University
Degree Received: December 2017
Title:Computer Based Approach for Identifying the Effectiveness of Simulation Tools for
Conceptual Understanding
Major Professor: Dr. Alejandra Magana.
Interactive learning environments have been identified as promising technologies to
improve teaching and learning in science and engineering. Specifically, simulation tools have
become a vital part of coursework in both K-12 and higher education. It is therefore essential to
identify better ways to integrate simulation tools in the classroom and at the same time provide
teachers and students with feedback capabilities that can support existing assessment methods and
provide opportunities for just-in-time teaching. One effective way to identify how students are
benefiting from the use of computer simulations for conceptual learning is by having them explain
the phenomena being explored. However, such type of qualitative data is difficult to evaluate on
a timely manner. With increase in qualitative data in the form of open-ended responses, the process
of data analysis by human expert is expensive and requires colossal manual effort as well as time.
In this study, we took advantage of machine learning technique to analyze students’ responses
to a set of open-ended questions on pre-test and post-test assessments to identify if the students’
understanding of the concepts improved after using a computer aided design (CAD) simulation
tool called Energy 3D.Basic statistical analysis did not show any significant differences between
pretest and posttest. Other clustering techniques like K-means and random clustering algorithms
did not reveal any significant patterns in the data. This study used random projection clustering to
identify patterns in the data based on the annotated open-ended responses to determine the
characteristics of different student groups. Random projection clustering algorithm provided the
capability to cluster the data into diverse groups and identify the cluster groups which are
statistically significant making it easier to identify the most distinct groups. Many clusters have
been identified and one of the significant clusters has been analyzed to describe the characteristics
of the groups. Two major groups have been identified in this study. A stable group which was a
high performing group but did not show any significant improvement after instructional
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intervention in posttest. An improving group, which was identified as the low performing group,
showed significant improvement after instructional intervention in posttest.

1

CHAPTER 1.

1.1

INTRODUCTION

Background

Computer-based analysis can provide powerful tools for identifying details of individual
student interactions with online learning environments and tools (Martınez, Dimitriadis, Rubia,
Gómez, & De La Fuente, 2003). These types of analyses can provide information to improve
learning as well as provide new lens through which educational researchers can understand
learning processes. Especially when combined with qualitative analysis, computer-based analysis
can offer new ways for educational researchers to understand learning processes (Martınez et al,
2003). This study explores how qualitative research methods can be effectively combined with
computer-based analysis approaches for not only describing learning processes in detail, but also
to help researchers identify patterns and trends in the data that can result in new knowledge of how
students interact with simulation tools for a better conceptual understanding and benefit from
technology.
1.2

Scope

The scope of this research is to identify the effectiveness of a computer-aided design (CAD)
simulation tool in helping students gain conceptual understanding by analyzing the responses of
the students who interacted with the simulation tool during their learning process. This study
involved analyzing the open-ended responses of middle-school students from grade 6, grade 7, and
grade 8 on pre-test as well as post-test data. The study used Random Projection Clustering to
identify different patterns in students’ responses and identify the characteristics of different student
groups.
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1.3

Significance

Simulation tools have become a vital complement to the traditional areas of theoretical and
physical experimentation (Magana, Brophy, & Bodner, 2012). In order to identify the effectiveness
of these tools for conceptual learning, it is essential to analyze the students’ verbal or written
explanations. A computer based approach makes it easier to analyze large number of responses in
open-ended form in turn saving a lot of time and manual effort for the researchers. The algorithm
used for analysis has been made re-usable and will require very minor changes to be used to
analyze other data sets. This type of analysis has a lot of potential in aiding researchers to identify
patterns in big data samples where the data is in the form of text.

1.4

Research Question

The guiding research question is: What are characteristics of students’ explanations about
science concepts before and after solving an educational challenge using an educational CAD
simulation tool?

1.5

Assumptions

This study is based on the following assumptions


Teachers had required knowledge regarding heat transfer and CAD software to
guide the students in solving the challenge as well as to answer pre-test and posttest questions.



When evaluating the pre-test and post-test responses, we assumed that the
simulation tool aided students in their conceptual understanding.



Before instruction, students had a basic knowledge of heat, energy efficiency and
solar panels as renewable source of energy for the house.
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1.6

Limitations

The limitations of this study include:


The data has been manually annotated by multiple people which might have led to
inconsistency in the annotations.



Time constraint might have affected how the students answered the open-ended
questions.

1.7

Delimitations

The delimitations of this study include:


Inter-rater reliability with at least 50% of the data has been assessed during different
phases of data annotation.



The number of students who participated in the survey is large which would
compensate for those responses which haven’t been framed properly by the students.



The required pattern can still be identified since we have large dataset with student
responses

1.8

Summary

This chapter provided scope, significance, and research questions for this study. It also
covered the assumptions, limitations, and delimitations. The next chapter provides a review of
literature, which includes the importance of simulation tools and the need for computer based
approaches for data analysis.
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CHAPTER 2.

LITERATURE REVIEW

2.1

Introduction

Technology-based educational environments, like simulation tools, are a growing resource
for aiding students in improving their understanding about concepts in science and engineering
(Dede, 1996). The goal of this literature review is to provide the reader with a background for
understanding the importance of simulation tools for learning, and the need for computer-based
approaches to aid the evaluation of student learning of their conceptual understanding after or
possibly while using the simulation tools.

2.2

Importance of Simulation Tools

Computational science has been described as the third leg of the 21st century’s
methodologies of science, complementing the traditional areas of theory and physical
experimentation (Magana et al., 2012).“The term “computer simulation” is used to describe a
computer program which incorporates a mathematical or logical model of an engineering system
or process, allowing the user to specify the values of one or more system parameters and, following
computation, to examine the resulting values of other system parameters” (Smith & Pollard, 1986).
Learning with computer simulations in engineering education and practice, can be
characterized as a type of constructivist learning approach for inquiry learning (De Jong & Van
Joolingen, 1998). The use of computer simulations provides opportunities for the students to
explore scientific phenomena through the process of hypothesis generation, design of experiments,
interpretation of data, and making predictions (De Jong & Van Joolingen, 1998b;Diefes-Dux,
Samant, Johnson, & O’Connor, 2004). Benefits of computer simulations on student learning have
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been widely recognized by researchers based on multiple experiments. For example, educational
benefits provided by simulations include:
(a) An opportunity to study abstract and complex physical phenomena that involve many
variables (Salman, Loftin, Sprague, 1999).
(b) The ability to see and, in some ways, manipulate phenomena that is not possible with
other tools (Zacharia, 2007).
(c) An environment that approximates, simplifies, or hypothetically creates reality (de
Jong, 1991).
(d) A safe environment in which to experiment (Bowers, 2007).
Although, inquiry based learning helps engage the students in a knowledge construction
process, studies have found that a lot of students face difficulties with various aspects of the inquiry
learning process. For instance, de Jong and van Joolingen (1998), proved that a lot of students have
trouble with hypothesis generation, design of experiments, and interpreting data. They found that
students have a tendency to relate to the previously known premise rather than researching for
disconfirming data and misinterpreting graphical representation of data (De Jong & Van Joolingen,
1998b). This presents a need for additional supports or feedback during use of simulation tools for
learning.

2.3

CAD Simulations for Learning

Computer Aided Design (CAD) tools are primarily used for creating, modeling, and
analyzing concepts (Robertson & Radcliffe, 2009). CAD simulations enable the users to design,
and construct a possible solution to a given problem (Carberry & McKenna, 2014), and plays an
important role in helping students learn design thinking (Brown, 2009). They can provide feedback
to the users by highlighting the cause-effect relationship between design parameters and output
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parameters. CAD tools support the engineering design by enabling visualization of new ideas,
prototyping, and testing the ideas. (Carberry& McKenna, 2014; Dym, Little, Orwin, & Spjut, 2004;
Robertson & Radcliffe, 2009). Moreover, CAD tools enhance understanding of the problem and
design process (Carberry & McKenna, 2014), and increase efficiency and efficacy in creativity
(Xie, 2014b). These tools allow students to visualize their ideas and design concrete
representations of abstract ideas that aids in effective conceptual understanding (Robertson and
Radcliffe, 2009).

2.4

Research Methods to Investigate Simulation Tools for Learning

Researchers have used several methods to determine the effectiveness of simulation tools
in the learning process. For instance, Greene, Muis & Pieschil (2010), studied the conceptual and
methodological beliefs in students’ learning with simulation tools using think aloud protocols.
Interviews are a rich source of information about how students interact with computer simulations
and what makes an educationally effective simulation (Adams, Reid, Lemaster & Perkins, 2008).
Other forms of assessment data include questionnaires, surveys and surveys with open-ended
responses. For instance Magana, Brophy, & Bodner (2012) explored how did students perceive
and experience the ease of use and usefulness of simulation tools for their learning using an online
survey. In contrast, Hlupic (2000) used open ended responses to identify how simulation tools
were perceived by users in academia and industry. However, a deeper understanding of what
exactly students have learned by only using quantitative data can be a limiting factor. Therefore,
new methods are needed that can help educators and researchers to be able to evaluate qualitative
data more efficiently.
For example Yang, Streveler, Miller, & Slotta (2012) used concept inventories to evaluate
the effectiveness of learning materials that included the use of computer simulations along with
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other online materials to promote conceptual understanding in thermal and transport science. Later
on, based on the same dataset, Yan (2014) utilized students’ explanations of their answers to
further identify conceptual change.

2.5

Qualitative Open-Response Answers

Qualitative text data in the form of brief, open-ended survey responses are often elicited in
organizational research to gather new information about an experience or topic, to explain or
clarify quantitative findings, and to explore different dimensions of respondents’ experiences
(Sproull, 1988). The appeal of this type of data is that it can provide a somewhat rich description
of respondent reality at a relatively low cost to the researcher. In comparison to interviews or focus
groups, open-ended survey questions can offer greater anonymity to respondents and often elicit
more honest responses (Erickson & Kaplan, 2000). They can also capture diversity in responses
and provide alternative explanations to those that closed-ended survey questions are able to capture
(Miles & Huberman, 1994; Pothas, Andries, & DeWet, 2001; Tashakkori & Teddlie, 1998).
The analysis of this type of text, however, poses several challenges. The “free list in
context” nature of the data can make it difficult to choose an appropriate methodology. There has
been considerable debate about which methods give the greatest reliability and validity in
representing content in text (Gerbner, Holsti, Krippendorff, Paisley, & Stone, 1969; Pool, 1959).
Open-ended survey responses are challenging because brief responses (as compared to interview
transcripts or journals) are typically sparse, and the removal of context from concepts is
problematic for coder understanding. The survey format does not allow the opportunity for
immediate follow-up questions to improve understanding. Also, some respondents are more
willing or able to express their answers, respondents typically produce many different kinds of
responses, and responses can generate frequent or infrequent mention of topics that may have
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different importance to the respondents (Geer, 1991; Rea & Parker, 1997; Sproull, 1988).This type
of data makes standardization and reduction into codes very difficult. It can also make the
reporting of frequencies or co-occurrences less meaningful, and requires careful justification of
analysis decisions. The main drawback of open-ended survey data is that it is often timeconsuming to analyze, some respondents do not answer the questions, and coding decisions made
by researchers can pose threats to the reliably and validity of the results (Krippendorff,1980; Seidel
& Kelle, 1995).
Depending on the method chosen for analysis, there are different trade-offs that limit the
type of inference we can draw and the strength of theory we can build from qualitative data
(Fine&Elsbach, 2000). This presents a need for supplemental standard and automated approaches
to analyze large amounts of data which may be more reliable, cost effect, and saves manual effort
as well as time. This also presents a need for computer-based approaches like machine learning
techniques for pattern recognition.

2.6

Machine Learning

Computer-based assessment has been evolved for the last years, and has also been proved
to be an effective tool for learning (Thelwall, 2000). Learning via modern computer technology
makes it possible to assess the performance of large groups of students with effective methods.
The most popular data analysis methods for analyzing large data sets are machine learning
techniques. Machine Learning is the science of getting computers to learn and act like humans do,
and improve their learning over time in autonomous fashion, by feeding them data and information
in the form of observations and real-world interactions. There are two main branches of machine
learning: supervised learning and unsupervised learning. The goal of supervised learning is to
identify patterns within independent variables to explain a dependent variable. The unsupervised
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learning is used when there is no dependent variable and we want to investigate patterns in the
data, most commonly clusters of similar observations.
The most popular supervised learning techniques include linear regression, logistic
regressions, support vector machines, random forest etc. (Lykourentzou, Giannoukos,
Nikolopoulos, Mpardis, & Loumos, 2009) predicted the dropout in the e-learning courses by using
a combination of three machine learning algorithms: feed-forward neural networks, support vector
machines and probabilistic ensemble simplified fuzzy ARTMAP.Kotsiantis, Patriarcheas, &
Xenos(2010) used an online ensemble of classifiers that combines an incremental version of Naive
Bayes, the 1-NN and the WINNOW algorithms using the voting methodology.
The most popular unsupervised technique is clustering. Clustering is an unsupervised or a
semi-supervised learning method that aims to look at different parts of data and group the similar
data. It minimizes intra-cluster distances and maximize inter-cluster distances. There are different
types

of

clustering

techniques

like

connectivity-based

clustering

(Hierarchical-

clustering),centroid-based-clustering,density-based clustering and many more. Several studies
corresponding to education research used clustering to identify patterns in their data. Talavera and
Gaudioso (2004) have used clustering to discover patterns reflecting student behaviors. They
proposed models for collaboration management to characterize similar behavior groups in
unstructured collaboration spaces. Mor and Minguillon (2004) extended the sequencing
capabilities of the SCORM standard to include the concept of recommended itinerary, by
combining educators’ expertise with learned experience acquired by system usage analysis. They
used clustering algorithms for grouping students. Castro, Vellido, Nebot, and Minguillon (2005)
detected a typical behavior of users of a virtual campus. They used a generative topographic
mapping model and a clustering model to characterize groups of online students. The model
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neutralizes the negative impact of outliers on the data clustering process. Though some progress
has already made in identifying groups in the data using clustering techniques, there are efficient
ways to cluster the data using pattern recognition clustering algorithms to identify the hidden
patterns in the data.

2.7

Pattern Recognition

Pattern recognition is the science of making inferences based on data. Many common
pattern recognition algorithms are probabilistic in nature, in that they use statistical inference to
find the best label for a given instance (Pratima & Nimmakanti, 2008). Typical pattern clustering
activity involves the following steps (Jain, Murty, Flynn, Methodologies, & Storage, 2012.):
1) Pattern representation (including feature extraction and/or selection):
2) Definition of a pattern proximity measure appropriate to the data domain
3) Clustering or grouping
4) Data abstraction
5) Assessment of output
Sjölander, Lindström, Ericsson, and Kjellström (2014) used pattern recognition method
for disclosing significant response patterns from questionnaire data and for classifying individual
response profiles into a sequence of significant patterns. Pattern recognition techniques have also
been used in business (e. g., character recognition), medicine (diagnosis, abnormality detection),
automation (robot vision), military intelligence, communications (data compression, speech
recognition), and image processing (Fu & Rosenfeld, 1976).
Although, there are multiple pattern recognition techniques and algorithms which have
been used to identify patterns in their data, most of these techniques only provide limited number
of diverse groups identified by the cluster and these techniques are more effective for data with

11
low dimensionality. This presents a need for a clustering algorithm which can show all the
unlabeled patterns when labeled data is clustered in a high dimensional space. Yellamraju and
Boutin (in review), used random projection clustering algorithm to identify habits of students and
educational outcomes and this study used data set consisting of 27 subjects with 26 dimensions.
This clustering algorithm divides data into two cluster groups based on the withiness value w and
can be repeated multiple times until all the patterns are revealed. This algorithm is capable of
identifying all the statistically significant cluster groups in the data. The data being used in this
study is has large number of dimensions and has a possibility of having multiple unlabeled patterns.
In order to identify all the significant cluster groupings, we are going to leverage the random
projection clustering algorithm

2.8

Summary

This section examined the importance of simulations in helping students understand the
concepts and need for analyzing open-ended responses using a computer based approach. This
study will use approach random projection clustering for pattern recognition in this study
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CHAPTER 3.

METHODOLOGY

The study is guided by the following main research question: What are characteristics of
students’ explanations about science concepts before and after solving an educational challenge
using an educational CAD simulation tool?
This study uses machine learning to identify the effectiveness of simulations for learning.
The objectives of this study are:
1) To find the effectiveness of simulations as well as simulation tools in the learning
process
2) To cluster the data to identify significant groups in the data that contribute to the
research question.

3.1

Pedagogical Approach

Learning by design (Kolodner et al., 2003), was the pedagogical approach that guided the
learning experience for the use of computer simulations. The objective of a learning by design
environment is to engage learners in the simulating a design closely related to real-world context
which enables learners construct their understanding and meaning toward a topic or concept (Han
& Bhattacharya, 2001). The learning environment provides prospects for learners to connect
between “ideas and the world, theories and their application, concepts and their realization, tools
and goals” (Koehler & Mishra, 2005a). Kolodner et al (2003) stated that students should not only
learn knowledge and skills about science, but also transfer their knowledge and skills in solving
real-world problems.
Kolodner et al (2003) created a learning by design model for middle school science
classroom by combining case based reasoning and problem based learning. In the
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investigation/exploration cycle, students investigate scientific issues that emerge from the
design/redesign cycle. According to Han & Bhattacharya (2001), there are seven key components
that constitute the learning by design environment. These components are:


Authenticity: tasks based on real-world applications



Multiple contexts for design activities



A balance of constrained, scaffolded challenges with open-ended design tasks



Rich, varied feedback for designers



Discussion and collaboration



Experimentation and exploration



Reflection

Learning by design imparts students with the skill to address complex problems by
breaking them down into simpler and more manageable problems (Kolodner et al., 2003). It also
creates a connection between the student's own experiences, science, and the world around them
(Kolodner et al., 2003). Students learn key concepts better using this framework as opposed to a
conventional classroom because this enables the students to apply concepts as they learn.
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Figure 1: The Learning by Design Cycle. From “Problem-based learning meets casebased reasoning in the middle-school science classroom: Putting Learning by DesignTM
into practice,” by J. L. Kolodner, P. J. Camp, D. Crismond, B. Fasse, J. Gray, J.
Holbrook, S. Puntambekar, & M. Ryan, 2003, Journal of the Learning Sciences, 12(4),
495-547
3.2

Context and Materials

The context of this study took place in the science class of a middle school in the Midwest.
The study took place along with an implementation of a lesson that integrated design practices in
the context of energy consumption and energy conservation considerations when designing
buildings. Students were therefore exposed to a week-long design challenge to be solved using an
educational CAD simulation tool called Energy3D.
The study was developed to accommodate different aspects related to learning by design
framework for two weeks with 45 minutes instructional activity every day. The students had to
take pre-test before the intervention and a post-test after the intervention. The students explored
the CAD tool in between pre-test and post-test while solving the design challenge. The instructors
provided the students with the background information required to use the software as well as
design aspects before the design challenge. The challenge required students to design a low cost
energy efficient home in Indianapolis use the CAD tool.
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3.3

Energy 3D

Energy3D is a computer-aided simulation tool with solar energy simulation capabilities
which is widely being used in science and engineering education. The students used the Energy3D
tool to design energy efficient houses as a part of intervention. Students had to evaluate different
parameters and variables to determine the best way for designing an energy efficient home. Figure
2 is a screenshot of Energy3D tool.
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Figure 2. Screenshot of Energy3D application

3.4

Participants and Procedures

The participants in this study were middle school students from Grades 6, 7 and 8. The
participants were given a brief overview of concepts related to heat transfer and a demonstration
of Energy3D software. All the students who participated in pre-test also participated in the posttest. The sample consisted of 143 students from Grade 6, 152 students from Grade 7 and 126
students from Grade 8. The students used Enery3D software for solving the design challenge.
Students started by learning how to use the Energy3D software and explored the
affordances of the software individually. They then applied the material taught in lecture regarding
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design cycles and weighted decision making towards their interaction with the Energy3D
simulation tool for solving the design challenge.

3.5

Design Challenge

The intervention between pretest and posttest consisted of a design challenge. The students
were given introduction to energy efficient buildings and also to the Energy 3D software. The
students were asked to review some poor designs and report their findings. The students had to
work on three different design challenges: a big design challenge and two sub challenges. The
students were introduced to the big design challenge which required them to design a low-cost
energy efficient home in Indianapolis. The students were required to learn about solar radiation
for the first sub challenge and had to work on designing a one-story house in Indianapolis that
captures maximum light from sun in winter. The students were further required to learn about heat
transfer for the second challenge and had to design a one-story house in Indianapolis that maintains
a temperature of 20 degrees Celsius (or 68 degree Fahrenheit) inside the house throughout the year
and consumes the least energy. The students had to use their learning from the sub challenges to
design an energy efficient house for the big deign challenge.

3.6

Data Collection Method and Dataset

A pre-test as well as a post-test survey before and after using Energy3D was used as the
data collection method. The students had to answer twelve multiple choice questions along with
an open-ended response to each question explaining why they had chosen a particular option from
the multiple choices offered. The students had to answer the same set of questions used for pretest in post-test as well after using Energy3D to solve a design challenge. Dasgupta, Magana &
Vieira (2017) used the same set of 12 multiple choice questions for both pretest and posttest
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assessment to identify if the performance of the students improved after the intervention where
students interacted with the simulation tool. The 12 questions tested the concepts related to heat
transfer on a pre-test and post-test assessment and there were around 7632 responses in total. The
students also had to provide an open-ended response for each of those questions indicating why
they chose a particular option. Below are some of the questions from the assessment.

1. [Heat Loss] Three windows of the same size but different insulation properties are installed
on the south side of a house located in Indianapolis. The graph shows heat loss through these
three windows throughout the year.
Loss
12
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Which window has the best insulation?
a.
b.
c.
d.

x
y

Window X
Window Y
Window Z
They are all the same
Please explain your choice____________
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[Location and energy consumption] The table below shows the average monthly temperature of
Boston, MA and Tampa, FL.
City

Average Monthly Temperature (°C)
Jan.

April

July

Oct.

Boston, MA

-1.5

9.1

23.3

12.3

Tampa, FL

16.3

21.9

28.1

24.3

The graphs below show the energy consumed by air-conditioning and heater of the same
building (thermostat set at 20°C) over 12 months in four cities.
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2. Which graph is most likely to be set in Boston, MA?
A.
Graph A
B.
Graph B
C.
Graph C
D.
Graph D
3. Which graph is most likely to be set in Tampa, FL?
A.
Graph A
B.
Graph B
C.
Graph C
D.
Graph D

3.7

Data Labeling

A rubric was designed to label all open-response answers. The basic rubric intended to be
used for data annotation and was based on grading the student responses on the scale of 1-5
depending on the accuracy of the response. Further investigation revealed that Contextual
understanding and Conceptual understanding were good measures to evaluate the knowledge of
the student related to science. Context is defined as “A heuristic or phenomenon that is true
independent of the situation/context”. Concept is defined as “A specific situation that defines the
scope for the application of the concept”. The rubric was modified to evaluate student responses
based on the content related to context and concept present in students’ responses on the scale of
1-5.
An in-depth analysis of the responses exposed rich content of the text responses and a
further need for categorizing students based on granular details. This presented the need for more
categories in the rubric. The data has been annotated using a predefined rubric where the measures
have been defined based on the level of knowledge of students related to science concepts. The
final rubric is presented in Table 1. All the multiple-choice responses have been recoded to 0 or 1
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based on the accuracy of the student’s response to the multiple choice question. All the incorrect
responses are marked as 0 and all the correct responses have been marked as 1.

Table 1. Rubric used for Data annotation
Label

Knowledge Level
6

Advanced

Indicators


All parameters related to concept are present in the
response



All parameters related to context are present in the
response

5

Very Proficient



Most of the parameters related to concept are
present in the response



Most of the parameters related to context are
present in the response

4

Proficient



Some of the parameters related to concept are
present in the response



Some of the parameters related to context are
present in the response

3

Basic



Contextual
Understanding

Some of the parameters related to context are
present in the response



No parameters related to concept are present in the
response

2

Basic Conceptual



Understanding

Some of the parameters related to concept are
present in the response



No parameters related to context are present in the
response

1

Below Basic



Science concepts presented in the response are
irrelevant

0

Poor



No conceptual or contextual understanding



Non-Domain responses



No conceptual or contextual understanding
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All the knowledge levels in the rubric are high-level representations of combination of different
levels of conceptual and contextual understanding. Table 1 shows these different combinations

3.8

Data Annotation using the Rubric

The students who participated in this study answered same set of questions on pre-test and
posttest. An expert response was provided by Dr. N.Sanjay Rebello from Purdue University to all
the questions used in the experiment. Dr. N.Sanjay Rebello is a professor of physics with a research
program in discipline-based education research (i.e., physics education). The expert response was
further simplified to identify parameters relevant to concept and context. The student responses
were compared to the parameters related to concept and context from the expert response and
assigned a value between 0-6 based on the indicators defined in Table 2. Below is an example for
a question from pre-test to demonstrate how the data was annotated along with some of the samples
from student responses.

1. [Geographic location] If you are standing in Indianapolis (marked by the arrow), which
side should you face in the winter in order to get more solar energy.
N

E

W

S
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a.
b.
c.
d.

North
East
South
West
Explanation: You should face south in the winter to get more solar energy because the sun

shines on the southern side thus making it hotter than the north side.
Context: winter, geographic location
Concept: Greater the solar energy hotter the surface

Table 2. Samples of Annotated data based on the expert response
Student Response
I selected this answer because I thought that it was the correct answer

Label
0

based on the information given.
You are supposed to look at the area with the coldest temperature.

1

I selected this answer because it says which spot has more solar energy

2

and that the more redness there is than the more solar energy it has
I would stand looking south because that is towards the equator.

3

Because north is colder and more time in winter which mean less sun

4

and less energy. The south has warm conditions so more sun light then
north
Because, down south is where 500 degrees is located and the question

5

states "which side is should you face to get solar energy'. Therefore, it
should be south.
To get the most solar energy, you need to face the south. The south is

6

having summer because the northern hemisphere is having summer.
The student responses presented in Table II with labels 6, 5, 4 represent the student’s
knowledge about the relationship between the seasons, direction and solar energy. The student
response with the label 3 demonstrated knowledge related to only direction and was not able to
provide proper explanation to demonstrate understanding about the relationship with different
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components related to context and concept for this question. Similarly, the student response with
the label 2 demonstrated knowledge related to only solar energy and was not able to provide proper
explanation to demonstrate understanding about the relationship with different components related
to context and concept for this question.
3.9

Inter-rater Reliability

The data has been annotated primarily by two researchers. One researcher is a doctoral
student in cyberlearning. She was directly involved in data collection and has previous experience
in evaluating student responses for her own research. A second researcher, author of this thesis, is
the other annotator. She has been actively working on data analysis in the domain of education
research and has previous experience analyzing data corresponding to the experiments related to
Energy 3D CAD simulation tool. She is also directly involved in the designing the rubric based on
multiple heuristics for annotating the responses. Both the annotators have been trained on the
concepts which were a part of pretest and posttest as well as on how to evaluate responses based
on different heuristics. The training activity was supervised by a postdoctoral associate, who was
directly involved in designing the experiment, questions and the rubric for data annotation. Before
starting the data annotation,20 random responses corresponding to one of the questions from the
assignment have been used in Phase and Phase II. Another have be same set of responses were
annotated by both the data annotators and the consistency of the annotations was evaluated. This
activity was repeated four times until the consistency was 98%. Also the responses were randomly
sampled after the completion of the data annotation activity and verified to ensure consistency in
data annotation.120 randomly responses corresponding to 12 questions have been verified to check
the consistency in the data annotation and the inter-rater reliability is around 91.7%.The annotators
always had discussions throughout the data annotation to ensure that there was no confusion
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regarding the heuristics being used for evaluation for the questions on the assignment. Table 3
shows the percentage of consistency corresponding inter-rater reliability during different phases.

Table 3. Inter-Rater Reliability (%)
Iteration Phase

Inter-rater reliability percentage

Phase I

63.2

Phase II

85.9

Phase III

91.7

Phase IV

98.3

3.10 Data Analysis
The data analysis procedure involved identifying the cluster groups based on the annotated
data. The features were extracted based on the labeled data and the random projection clustering
technique was run on these extracted features to identify different cluster groups and the
performance groups have been further analyzed to determine if using Enery3D (CAD tool) helped
students understand the concepts better and if the students were able to relate concepts to
simulations. The random projection clustering algorithm for data analysis and pattern analysis
methods were programmed in python.
3.10.1 Feature Extraction
The scored data for each student consisted of tags consisting of a letter chosen from the set
{A, B, C, D, E, F) to representing the label corresponding to the student work in the Concept area
and in the Context area. The consecutive vector tags were assumed to be independent. The
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probability model is represented by the discrete probability values: PjTj (k), for k ϵ {A, B, C, D,
E, F} and j= 0, 1, 2. The probability is estimated by
PjTj = Number of times student had a tag k on all questions
Total number of questions
For j= 0, 1, 2 where total number of questions is 12 and the values corresponding to k
represent the 0-6 values from the rubric. The probability values were calculated for pretest and
posttest assessment distinctly. These 6 parameters were used to represent each student and these
were stacked into a 6-dimensional vector.
3.10.2 Random Projection Clustering
Random projection clustering proved to be an efficient method for clustering small number
of points in a high dimensional space (Yellamraju & Boutin (in review)). A modified version of
random projection clustering was used to cluster data (318) in a high-dimensional space (6).
Specifically, a binary clustering was performed using n-Tarp to divide the students into two groups.
This clustering is done in two phases: a training phase and a validity testing phase. Half of the
pretest data was used for the training phase and the other half was used for validity testing phase.

3.10.2.1 Training Phase
The steps (algorithm) followed in the training phase where half of the randomly selected data from
pretest is used are listed below.
1) For i = 1 to n
2) Generate a random vector ri in 6-dimensional space.
3) Project the training data onto this vector ri to form 1D projection values.
4) Use k-means (set k = 2) to find 2 clusters in the 1D projection values.
5) Find the normalized withiness wi for this cluster assignment
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6) End loop.
7) Pick lowest wi among the n measurements and store the random vector r⇤ associated with
it and determine a threshold t⇤ that separates the classes formed in the 1D Projected space.
3.10.2.2 Validity Testing Phase
The other half of the data from pretest was used for validity testing. The steps involved in the logic
implemented are listed below.
1) Import r⇤ and t⇤ from the training phase
2) Project the testing data onto the vector r⇤
3) Use the threshold t⇤ to assign clusters to each of the testing samples
4) Perform permutation test with Monte-Carlo simulations on the projected test data at
statistical significance level of 99%.
3.10.3 Pattern Analysis
The clustering technique yielded multiple binary cluster groups. The statistically
significant cluster groups were identified and were further analyzed to identify distinctive patterns.
The average frequency of each tag for each group was compared to identify significant differences
in the performance of the groups. The characteristics of these cluster groups was further identified
by exploring their performance on multiple choice questions related to the concepts of: heat loss,
direction of the sun, annual energy consumption, solar energy & cost benefit analysis, concept
questions and graph questions.
The average score for each student in the cluster groups was calculated for each of the
elements specified above and the students in each group were further divided into three levels:
Low, Average and High performing groups for each element. The range of the score for different
levels of performance was predetermined as follows. If the average score of the student was
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between 0-30%, then the student was associated to the low performing group. If the average score
of the student was between 30-60%, then the student was associated to the average performing
group. If the average score of the student was between 60-100%, then the student was associated
to the high performing group. The percentage of students in each performance category for each
of the elements for different cluster groups was computed.
The vectors used to produce this cluster were also used to project the posttest data using
threshold value identified from the projection of the pretest data. This was done in order to verify
if the posttest data exhibited similar pattern and if there are any significant differences between the
cluster groups identified based on posttest data. By estimating the bimodality of the projected data,
we verified if the patterns still existed in the new cluster groups. If the patterns still existed, the
percentage of students in each group identified by projecting posttest data were compared with
percentage of students in groups identified by projecting pretest data.

3.11 Ethical Conduct of Research
This study was approved by the Institutional Review Board (IRB) for conducting research
on human subjects. As stated in the application, the user ID was connected to the response in each
single observation, and no other identifiable data was used as part of this study. To maintain the
confidentiality of the subjects, the Student ID of every user was replaced by an internal identifier.
Furthermore, findings of this study were reported in aggregated form where no Student ID was
connected to the data

3.12 Summary
This chapter provided details about the participants, procedures and data analysis techniques used
in this study
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CHAPTER 4.

RESULTS

Several data analysis techniques were used to identify significant patterns in the data. A
basic statistical analysis was performed which did not reveal any difference in students’
performance on pretest and posttest after intervention. K-means clustering algorithm was used to
identify distinct groups based on the labeled and unlabeled open-ended responses, but this
clustering algorithm did not reveal any significant patterns in the data. This presented need for a
clustering algorithm which could reveal statistically significant clustering groups based on
projection of data on different random vectors in order to reveal all the hidden patterns. The
random projection clustering algorithm was chosen for this purpose as it was deemed appropriate.
The algorithm was repeated over 1000 times to identify the statistically significant clusters. One
of the statistically significant cluster was analyzed to identify the characteristics of the students
belonging to those groups. The results of the overall performance of the students are presented
followed by the results corresponding to the each of the groups identified by the clustering
algorithm. The overall performance of students on each group was compared to determine the
basic characteristics of each group. In the next step, the results corresponding to each group on
pretest and posttest are presented individually. Finally, the groups are compared again based on
the results corresponding to in-depth analysis. T-test and Chi-square test were performed on the
results to identify statistically significant differences within the group and between the groups.

4.1

Overall Student Performance

Table 4 shows average frequency of each tag (i.e., rubric label) used in this study. In pretest,
the most frequent tag corresponded to poor knowledge level (33.01%) followed by proficient
knowledge level (25.42%). Overall, a majority (43.59%) of the tags corresponded to below basic
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and poor knowledge level. In posttest, the most frequent tag corresponded to poor knowledge level
(33.8%) followed by proficient knowledge level (20.44%). Overall, a majority (43.59%) of the
tags corresponded to below basic and poor knowledge level. This didn’t reveal any significant
difference in performance of students in pretest and posttest making it difficult to interpret the
effectiveness of intervention using simulation tool.

Table 4. Average frequency of knowledge levels for all 318 students
Knowledge Level

Pretest

Posttest

0.0621

0.0531

0.039

0.0495

Proficient

0.2542

0.2044

Basic Contextual

0.0597

0.0707

0.1488

0.1333

Below Basic

0.1058

0.1506

Poor

0.3301

0.338

Advanced
Very Proficient

Understanding
Basic Conceptual
Understanding

Relationship between Group Performance and Frequency of Tags

The random projection clustering algorithm was repeated 1000 times to identify different
cluster groupings. The cluster with most significant differences between the groups has been
analyzed to characterize the groups. Based on the comparison of the tags corresponding to pretest
between the groups at a high level, Group 2 performed better on pretest compared to Group 1. A
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statistically significant difference between Group 1 and Group 2 has been identified with p < .05.
Group 2 had higher percentage (13.82) for the advanced as well very proficient conceptual and
contextual understanding in comparison to Group 1 (6.32%). Specifically, a significantly better
performance was identified for Group 1 pertaining conceptual or contextual understanding ranging
from basic to advanced level, which was attributed primarily (36.89%) to the proficient knowledge
level. Also, Group 2 had a relatively higher percentage (20.34%) of students having basic
conceptual understanding in contrast to Group 1 (9.28%). On the other hand, Group 2 had
relatively lower percentage (30.22%) on knowledge levels associated with below basic and poor
as compared to Group 1 with a larger percentage on those same categories (35.88%). Since
students in Group 2 performed better compared to Group 1, Group 2 has been classified as high
performers and Group 1 has been classified as low performers. The performance of the groups on
different concepts was analyzed before and after intervention to determine to the characteristics of
the group.

4.2

Low Performing Group

This group consisted of 157 students (Grade6: 53; Grade7: 54; Grade8: 50). Table 5 shows
the average frequency of each tag for this group on both pretest and posttest. Table 6 has the
information related to performance of students in different categories on pretest and posttest. The
results corresponding to characteristics of students in this group on pretest and posttest are
discussed in the sections below.
4.2.1. Pretest
Table 5 depicts the frequency of each tag corresponding to different knowledge levels on
pretest and posttest. The students in the group are mostly likely to be “proficient” based on the
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tags (36.89%) indicating that the large number of students will have both contextual and
conceptual understanding. This group is also likely to have large number (44.43%) of low
performers who had misconception of the science concepts or no understanding of the science
concepts being tested. Further analysis of this group based on their responses to multiple choice
questions revealed that majority of the students (88.53%) were in the low and average performing
categories. The students in this group performed badly on the theoretical questions and a large
number of the students (84.08%) are in the low performing category. The students in this group
performed poorly on the questions related to graph and all the students (100%) were in low
performing category. Further comparison of their average scores on theoretical questions and
graph questions revealed that the students in this group performed well on the theory questions in
contrast to the graph questions. The students performed well on the questions which tested the
concepts related to “Direction of the sun” and majority of the students (68.15%) were in average
to high categories. The students didn’t do very well on the questions related to “Heat loss” and
majority of the students (72.61%) were in low to average performing category. The students
performed very poorly on questions which tested the concepts related to “Annual Energy
consumption” and all the students (98.09%) in this group were in the low performing category.
The students also performed very poorly on questions which tested the concepts related to “Solar
energy and cost benefit” and most of the students (92.36%) in this group were in low performing
category. Based on the overall characteristics, we can determine that this group did not perform
well in the pretest.
4.2.2. Posttest
In posttest, this group exhibited similar patterns in the knowledge levels on both pretest
and posttest but showed a statistically significant improvement from pretest to posttest. Table 6
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has results representing the students’ performance in pretest and posttest corresponding to different
categories discussed in this section. All the results discussed in this section are statistically
significant with p < .05. The number of tags associated with different knowledge levels slightly
increased. The students’ performance improved in multiple choice questions: the number of
students in low performance category decreased 24.2% to 15.92% while the number of students in
the high performing category increased from 11.46% to 20.38%. The students in this group also
showed improvement in the theoretical questions but only showed marginal improvement on graph
questions. The students continued to perform well on theoretical questions as opposed to graph
questions but the percentage of students who performed well on graph questions increased 3.82%
to 18.01%. Most students moved from low performing category to high/advanced category on
questions which tested the concepts related to “direction of the sun and seasons”. The number of
students in low performing category decreased from 72.61% to 60.51% and students in high
performing category marginally increased from 27.39% to 39.49 on questions which tested the
concepts related to “Heat Loss”. The number of students slightly decreased from 98.08 to 95.54%
in low performing category on the questions which tested the concepts related to “Annual Energy
Consumption”. The number of students in high performing category significantly increased from
7.64% to 24.2% and the number of students in low performing category significantly decreased
from 92.36% to 75.8% on questions which tested the concepts related to “Solar energy and cost
benefit”.
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Table 5. Average frequency of knowledge levels of students
in Group 1 on pretest & Posttest
Knowledge Level
Pretest
Posttest
Advanced

0.0387

0.0403

Very Proficient

0.0244

0.0339

Proficient

0.3689

*0.2829

Basic Contextual

0.0307

0.0536

0.0928

0.1162

0.08547

0.1242

0.3588

0.3487

Understanding
Basic Conceptual
Understanding
Below Basic
Poor

* Values are statistically significant at p < 0.05

Table 6. Performance of Students in Group 1 in different categories (%)
Elements
MCQ
Theoretical Questions
Graph Questions
Direction of the sun
Heat loss
Annual Energy
consumption
Solar energy and cost
benefit analysis

Low
Average
High
Pretest Posttest Pretest Posttest Pretest Posttest
24.2 *15.92 64.33
63.69 11.46 *20.38
84.08 *72.61 15.92 *26.75
0
0.64
100 *96.18
0
*3.82
0
0
31.85
29.94 45.22 *40.76 22.93
*29.3
72.61 *60.51 26.75 *34.39
0.64
*5.1
98.09
95.54
1.91
*4.46
0
0
92.36

*75.8

7.64

**All the values are statistically significant at p < 0.05

*24.2

0

Χ2

p

3.6
3.58
2.75
0.94
5.45
0.69

0.1652
0.1655
0.25
0.6241
0.0655
0.7091

0 9.52 0.0085
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4.2.3

Overall Performance
This group performed relatively well on multiple choice questions with only 24.2%

students in low performing category and questions which tested the concept of the “direction of
the sun” with only 31.85% in low performing category in pretest. Although this group showed
improvement in most of the categories in posttest as discussed in the previous section, it showed
statistically significant improvement in the question which the tested the concepts related to “solar
energy and cost benefit analysis” at p < .05.

4.3

High Performing Group

This group consisted of 161 students (Grade 6: 49; Grade 7: 70; Grade 8: 42). Table 7
shows the average frequency of each tag for this group on both pretest and posttest. Table 8 depicts
percentage of students in different categories based on their performance on pretest and posttest.
The results corresponding to characteristics of students in this group on pretest and posttest are
discussed in the sections below.
4.3.1. Pretest
Table 7 has the frequency of each tag corresponding to different knowledge levels on
pretest and posttest. The students in the group are mostly likely to be in the “very proficient to
advanced” level of performance. That is, based on the tags (13.82%) this group had higher number
of students who demonstrated better contextual and conceptual understanding. A substantial
percentage (20.34%) of the tags correspond to only conceptual understanding. Further analysis of
this group based on their responses to multiple choice questions revealed that the majority of the
students (91.3%) were in the average to high performing category. The students in this group
performed relatively well on the theoretical questions and a large number of the students (65.22%)
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are in the medium to high performing category. The students in this group performed poorly on
the questions related to graph and most of the students (86.96%) were in low performing category.
Further comparison of their average scores on theoretical questions and graph questions
revealed that the students in this group performed well on the theory questions in contrast to the
graph questions. The students performed well on the questions which tested the concepts related
to “Direction of the sun” and majority of the students (95.03%) were in average to high category.
The students also did relatively well on the questions related to “Heat loss” and majority of the
students (72.67%) were in average to high performing category. The students performed very
poorly on questions which tested the concepts related to “Annual Energy consumption” and most
of the students (85.71%) in this group were in the low performing category. The students also
performed very poorly on questions which tested the concepts related to “Solar energy and cost
benefit” and half of the students (52.17%) in this group were in low performing category.
4.3.2. Posttest
In posttest, this group exhibited similar patterns with respect to the knowledge levels
reported on the pretest. Table 8 has results representing the students’ performance in pretest and
posttest corresponding to different categories discussed in this section. There was no significant
difference (p > 0.05) between average frequency of most of the tags associated with different
knowledge levels from pretest to posttest. The number of students in the high and advanced
categories increased from 27.33% to 43.48% and number of students in the average performing
category decreased from 63.98% to 46.58% for the multiple-choice questions. The performance
of students in this group in the theoretical questions significantly degraded but showed marginal
improvement on graph questions. The students continued to perform well on theoretical questions
as opposed to graph questions but the percentage of students who performed well on graph
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questions increased from 13.04% to 16.77%. There is no significant difference in performance on
questions which tested the concepts related to “direction of the sun and seasons” but the number
of students in low performance category slightly increased from 4.97% to 13.04%. The number of
students in the average performing category decreased from 61.49% to 54.04%, and students in
low performing category marginally increased from 27.33% to 32.92% on questions which tested
the concepts related to “Heat loss”. The students demonstrated no improvement on the questions
which tested the concepts related to “Annual Energy Consumption” as well as on the questions
which tested the concepts related to “Solar energy and cost benefit.”

Table 7. Average frequency of knowledge levels of students in Group 2
Knowledge Level

Pretest

Posttest

Advanced

0.0849

0.0657

Very Proficient

0.0533

0.0647

Proficient

0.1423

0.1278

0.088

0.0874

0.2034

0.1501

Below Basic

0.1258

0.1765

Poor

0.3022

0.3277

Basic Contextual
Understanding
Basic Conceptual
Understanding

* Values are statistically significant at p < 0.05
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Table 8. Performance of Students in Group 2 in different categories
Elements

Low

Average

High

Χ2

p

Pretest

Posttest

Pretest

Posttest

Pretest

Posttest

8.7

*9.94

63.98

*46.58

27.33

*43.48

6.31

0.042

Theoretical Questions

34.78

*47.2

62.11

*50.93

3.11

1.86

3.02

0.22

Graph Questions

86.96

*81.99

13.04

*18.01

0

0

0.95

0.621

4.97

*13.04

32.3

32.3

62.74

*54.66

4.1

0.129

Heat loss

27.33

*32.92

61.49

*54.04

11.18

13.04

1.32

0.517

Annual Energy consumption

85.71

84.47

14.29

15.53

0

0

0.16

0.925

Solar energy and cost benefit analysis

52.17

51.55

43.48

43.48

4.35

4.97

0

1

MCQ

Direction of the sun

* Values are statistically significant at p < 0.05
4.3.3. Overall Performance
The students in this group performed relative well on multiple choice questions with only
8.7% students in low performing category, on questions which tested the concepts related to
“direction of the sun” with only 4.97% students in low performing category and on question which
tested the concepts related to “heat loss” with only 27.33% students in low performing category in
pretest. The students in this group did not show any significant improvement in the posttest and
the performance slightly degraded instead. Although the student’s performance remained the same
in many categories, there was a statistically significant improvement on posttest corresponding to
multiple choice questions at p < .05.
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CHAPTER 5. DISCUSSION

This chapter discusses the main findings from this study. The overall findings suggest that
there were two main groups of students who benefited differently from the use of the CAD
simulation tool for learning. Group 1 was characterized by low performance in pretest but showed
improved performance on posttest after solving the design challenges using Energy3D. On the
other hand, Group 2 was characterized by high performance in pretest but showed no improved
performance on posttest after solving the design challenges using Energy3D.
Based on the in-depth analysis, Group 2 still performed better in most of the categories in
pretest as well as posttest compared to Group 1.Students from Group 2 performed well on multiple
choice questions, questions which tested the concepts related to direction of the sun and heat loss
in contrast to students from Group 1 who performed well on only multiple choice questions and
questions related to direction of the sun. Although Group 2 consistently performed better than
Group 1, there was no significant improvement in the results after the intervention in posttest and
the performance slightly degraded on posttest in some cases. Group 1 showed improvement in
most of the categories from pretest to posttest even though the overall scores were relatively low
compared to Group 2. Based on these observations, Group 1 can be classified as “Improving group”
and Group 2 can be classified as “Stable group”. The patterns observed in the pretest also prevailed
in posttest. There were 49.37% students in Group 1 and 50.63% in Group2 in pretest. Posttest had
47.48% students in Group 1 and 52.52% students in Group 2.

5.1

Implications for Learning

Implications for teaching and learning relate to 1) factors corresponding to Energy3D
which might have contributed for the improvement of conceptual understanding of the students; 2)
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Reasons for no improvement in performance for Group 2; and 3) Factors that might have
influenced significant improvement in multiple choice questions, graph questions and some
concepts.
5.1.1. Energy3D affordances for conceptual understanding
The students in Group 1 performed very badly on pretest and showed statistically
significant improvement in all the categories in posttest. This improvement can be associated to
the intervention. Energy3D provided the students with a platform to experiment. Solving illstructured problems can help students learn a set of important concepts, ideas, and techniques
(Gallagher, 1997, p. 338). Critiquing the poor design models might have helped students to
understand more about why a certain design is not efficient and might have further spurred them
to think what should be done to make a design better. This activity might have aided students in
understanding the fundamental concepts.
Zacharia (2007) found that the hands on experience applying the concepts and
experimentation led to enhancement of conceptual understanding of the students by helping them
to relate to the concepts better. The students had an opportunity to work on sub challenges related
to individual concepts and integrate all the concepts while solving the final challenge. This might
have enabled students to understand individual concepts better because of the hands on experience
of applying those concepts in the big design challenge. This setting would have not only helped
them understand the right concept but would have also helped them learn about the
rationale/objective of the concept by presenting them with a combination of correct and incorrect
scenarios. The interaction with Energy3D required students to check the energy efficiency based
on the graphs generated corresponding to the students’ design. In order to make the design more
energy efficient, the students modified the position of objects (window/door)/solar panels and
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checked for the efficiency using the graphs. The graphs showed energy consumption based on
months. This required students relate to different concepts like temperature in different months,
solar energy, heat loss, radiation etc. Interaction with Energy3D helped students understand
concepts better and improved their analytical thinking which reflected in their improved
performance in both multiple choice questions and open ended responses on posttest.
The instructional intervention and interaction with the simulation tools is not very
beneficial for Group 2 as it is for Group 1.

5.2

Implications for Teaching

The results suggest that the performance of students from Group 2 did not improve after
the interaction with the simulation tools. The students belonging to this group performed well on
both pretest and posttest but showed no improvement after intervention indicating that their
understanding did not improve after using simulation tools to explore the concepts. Instructors
should make sure that the students engage actively with the tool while learning with simulations
and should also promote discussions to ensure their participation. Instructors should try to
anticipate some scenarios which might hinder students learning process and address those in a prediscussion before interacting with the simulation tool. It will also be helpful to have a post-activity
discussion so that any problems students had while interacting with the tool can be directly
addressed and mitigate the possibility of any misconceptions. It would be ideal to provide
sufficient time for students to reflect on and discuss what they learned from the simulation.
Instructional simulations can be integrated with pedagogies like cooperative learning and
interactive learning.
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5.3

Implications for Education research

Simulation tools have become an integral part of science and engineering education.
Therefore, it is vital to determine how effective the simulation tools are in improving the
conceptual understanding of the students as well as their analytical ability. Several studies have
investigated the effects of computer simulations as a supplement or alternative to traditional
teaching. Rutten, Van Joolingen, & Van Der Veen (2012) focused on two questions: how use of
computer simulations can enhance traditional education, and how computer simulations are best
used in order to improve learning processes and outcomes. The results of their quasi-experimental
research study showed that the computer simulations are effective in improving the conceptual
understanding and better learning outcomes. The results of this study suggest that simulation tools
can help students relate to the concepts better. This type of analysis helps the researchers to identify
gaps in the instructional intervention and determine how to overcome those gaps. Qualitative and
quantitative data analysis are vital instruments in education research. With increase in the amount
of data and complexity of the data, it has become difficult to identify significant patterns in the
data using statistical analysis and other traditional data analysis approaches. Leveraging computer
based techniques like machine learning and data mining for data analysis can save lot of time and
manual effort. Although there are multiple pattern recognition algorithms, most of have limitations
on dimensionality of the data or the number of distinct clusters it can identify. The random
projection clustering algorithm used in this section can provide deep insights about the hidden
patterns to the researchers by identifying the cluster groupings which are statistically significant
which otherwise would have been impossible to identify using traditional data analysis techniques
and some of the popular machine learning algorithms.
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CHAPTER 6. CONCLUSION & FUTURE WORK

This study explored different characteristics of student groups identified by a clustering
algorithm based on different levels of conceptual and contextual understanding. The clustering
technique used in this study enabled the researchers to identify hidden patterns in the data which
are not revealed by statistical analysis or other clustering algorithms which provide clusters which
are not always statistically significant and distinct.

The performance on questions related to

simulations have been closely analyzed to see if the students were able to interpret them correctly
and if there were able to relate to the theoretical concepts when exploring the simulations. This
study also explored how students performed on questions related to different concepts like heat
loss, annual energy consumption, direction of the sun and solar energy, and cost benefit analysis.
The performance of students in Group 1 significantly improved after intervention indicating that
the simulation tools like Energy3D are indeed effective in improving the conceptual understanding
of the students since the intervention required students to think critically and relate to theoretical
concepts to interpret simulations while solving the design challenges using Energy3D which
improved the analytical ability of the students
While the study is limited to identifying the effectiveness of simulation tool based on their
conceptual understanding, it would be interesting see the characteristics of the groups based on the
changes in the curriculum/instructional intervention. Current study provides a future opportunity
to explore the why is there a difference in how students benefited from interacting with the
simulation tool and why the students with high conceptual understanding didn’t improve in
interpreting the graphs after interacting with the simulation tool. Also the state of the art natural
language technology can be leveraged to analyze the text responses. The future work will focus
on:
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1) Developing a deep neural network classifier to automatically classify the text
responses into different classes based on the rubric
2) Leveraging the colossal progress made in the area of the semantic similarity to label
the text responses based on the expert response
3) Developing an automatic feedback system by combined different automatic data
analysis techniques to provide real time feedback in class to both instructors and
students.
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APPENDIX

Assessment
2. [Seasonal \ 1ariation] Assume that the green surface represents the earth's surface and the yellov. circle
represents the sun. Identify seasons 1 & 2.

0
2

1

a. 1-Winter, 2-Summer
b. I -Summer, 2-\Vinter
c. 1-Spring, 2-Summer
d. 1- inter, 2-Spring
!Explanation: Picture 1 indicates the summer season while picture 2 indicates the winter season because
summer the earth's

le tilts toward the sun and the sun's ra ·shit the surface more directl · than at an· otheri

rune of the •ear

ontm: lllllllll~
Concept: pole tilts towards the sun; dinct sun rays
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3. [Geographic location] If you are standing in Indianapolis (marked by the arrow), which side should you
face in the winter in order to get more solar energy.

E

s

e.

orth
East
g. South
h. '\; est
lExP.lanation: You should face souili in the winter to et more solar energy because llie sun shines on the

f.

southern side ilius making it hotter than ilie north side

ontm: wham

hie
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4. [Sun's path] The figure shows a house in Indianapolis on June
set in the summer if you live in this house .

a.
b.
c.
d.

at 5am. Where does the sun rise and

Sunrise: East, Sunset est
Sunrise: ortheast. Sunset est
Sunrise: . ortheast, Sunset: orthwest
Sunrise: Southeast. Sunset: est

Explanation: The sun rises in the ortheast and sets in the Xorthwest in the rummer since the house is in
lis which is in the northern hemis here and geo~a hicall · located between the ma
north and east as shoTI.n in the dia(> am.

ontm:

hie location of home northem

. here

Concept: son rises in the ortheast and sets in the orthwes ·
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5. [Angle of incidence) \Vb.en is platform P recei ·ing the maximum solar energy during the day?
oon

2pm
pm

-

Platfo

a. At noon because the platform directly faces the sun
b. At 2pm because the sun is closer to the platform
c. At 4pm because the platform has been in the sun for the longest time by then
d. Sta s the same because osition of the sun and time of the da doesn't matter
Explanation: Platform P receives the ma.xi.mum solar energy at noon because the incidence ang!e of sun' ·
,ra ·s is the smallest at noon due to the sun being direct! overhead. This results in more concentrated solar energy
falling on a gi\·en area of the earth at noon

on time of
Conce t: smaller itie inciclence an e more ili.itti is ilie s
,un lies hiP-er tem

rature

t, more solir ene

runit area
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6. [Surface Area] :vhich block, rill cool do 10 faster (i.e. ha ·e more heat loss)? Both blocks are made
v.rith the same material and ha ·e been heated up to a temperature of 30 degrees Celsius. Room
temperature is 20 degrees Celsius.

B

a.
b.
c.
d.

Block A because smaller the surface area, more is the heat loss
B lock B because it has more heat so it ,vill cool faster
Block B because larger the surface area, more is the heat loss
Heat loss will be same for both blocks because both the blocks are at 30 degrees Celsius and surface
area does not matter for cooling
E,q~lanation: Block A will cool do,,.,-n faster because it has a smaller surface area and ,·olume than bloc

thus causing less heat to be absorbed and faster heat loss.

etimtotiiliicie

etem

Conce t: smaller the surface area faster is the heat loss smaller the ,·ohune faster is the heat lo
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7. (\ indow insulation] If the inside of th.e house is ·warmer than the air outside, which type of window
·will pre ·ent heat loss from the inside of the house to the air outside?

Single Pane

Double Pane

a. Single pane 'i rill pre\·ent heat loss because the warm air inside the house warms it up quickly and it
does not cool do 1t1 easily
b. Double pane ·ill prevent heat loss because the insulation layer generates heat
c. Heat loss , ,i, 1 be the same for both types of\.vindows because heat loss only depends on the
temperature inside the house and outside air temperature
d. Double pane prevent heat loss because there is an insulation la. er between the panes to trap the
heat
xplanation: Double pane pt"events heat loss because there 1.s an insulating layer of air in between the
1

two anes \Vhich tra s the heat and reduces heat loss \·ia radiation instead of conduction that is common in s!!_lfile
pane windows.

ontm:Wln
Conce t: conduction de ends on the thickness of the mate ·
of the mate ·

conduction de

ds on the u-nlue

conduction is decreased when materials with different R-nlues are la1·e
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8. [Energy efficiency] The graph below represents the total energy used by two different house designs
for one year. The ~
shows months when data was collected. The j:-a.-cis sho rs net energy used in a
single day in that month.. \Vhen does Design 1 perform better than Design 2?

Indian polls, IN

60

D

e • Net (11 ,2n,I )

so
,o

I

D

>,

&

f

30

~o
10

0
~

~

~

~

Using the above information., when does D~

~

1 perform better than Design 2? Select the most accurate

answer.

a)
o ·ember to April because Design 1 s line is below Design 2 's line
b) May to October because Design 1's line is above Design 2' s line which means that Design 1 is
generating energy
c) ovember to April because Design 1 is consuming lower energy per da. than Design 2
d) May to October because Design 1 is consuming 10\~ er energy per day than Design 2

!Explanation: Desi~ 1 ~

onns better than Desi~ 2 betv.-een _ o,·ember to AJ>!il because Desi~ 1 i

consumin lower energy er da , than Desigt_! 2 during that time.

Contest: Com
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8 -9. [Location and energy consumption] The table below shows the average monthl) temperature of
Boston, 1A and Tampa, FL.
AYerage Monthly Temperature (0 C)

City
Jan.

April

July

Oct

Boston, :MA

-1.5

9.1

23.3

12.3

Tampa,FL

16.3

21.9

28.1

24.3

The graphs belo · show the energy consumed by air-conditioning and heater of the same building
(thermostat set at 20°C) over 12 months in four cities.
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8. Which graph is most

·ely to be set in Boston, MA.

E.

Graph A

F.
G.
H.

GraphB
GraphC
GraphD
Please explain your an~ver: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
iE,q~lanation: The table shows that the outside te~ature at Boston is below the required temperature

of20C through the months of Janua1y, A i1 and October. Thus the heater in the house needs energy toke~ the
house wann at the r~ired 20C. The AC is needed of!l) after ~il and before October. Graph A is the closest

no longer neeoeo 6en•,een June ano Augl;!st. During this time tlie AC starts worlciiig. The neater ~a.in s
consuming energy after Au~ t throu~ October

lies more ene
e AC Lower tlie anrage tem

E.
F.
G.
H.

rature in a month: im. lies more ene

· consumed er di ti · the Heate11

9. 'Which graph is most likely to be set in Tampa, FL?
Graph A
GraphB
Graph C
GraphD
Please explain your anm·er: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
ifhe table shows that the outside temperature at Tam~ is below the r~ired 20C only in Jan~• while

tis abo\·e 20C from A i1 onwards. Gia h C is the closest match since it shows that the heater is acti\·e between
:Jan~

• till A · and then between October and December. The AC is required to cool the house dov.n througlj

the months of A ril - October as sho'\vn in Gr

h C.

lies more ene
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10. [SHGC ofwindov.] The graph below sho, 'S the amount of solar energ} radiating through three types
ofv.indows throughout the year. ibich window is the best choice for the energy efficiency of the
house in the , rinter. assuming there are no trees or other buildings around this house?

Solar Energy Gain
12
g

6

i

3

~

~ 0

y

Cl

C

... . 3
-6

.g

Jan F b

a.
b.
c.
d.

,

Al)(

May Jun Jul Au,e Sep O<t

ov Oe<

WindowX
\\ indow Y
\\ indov. Z
The three windows Tu-ill perform the same because the have the same size.
Please
explain
your

1

choice:

xplanation: In the winter, \ indow X will allow the maximum heat to radiate thro~ and heat~ the

ihouse. Thus it is the best choice for the ener_g}· efficienc of the house in the winter.

..._o_n_ce_,.p-t_: _H""'i~..__e_r_th
_ e_ra
_ dia
_· _ted
__en
_e_!"g)
__,·_c_o_ _ _in_t_o_th
_ e_h_o_us
_e _h_.~er is the tem

rature inside the
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11. [Hea Loss] T ree wi dows of he same size but different insulation properties are installed on
the south side of a house ocated ir Indianapolis. TI1e graph shows I ea oss through hese three

windows throug ou the year,
He t loss
11

•
"

0

w

,

I

Which window has the best insulation?
e.
f.

g.
h.

WindowX
WindowY
WindowZ
They are al the same
Please explain your choice_ _ __

Exi>lanation: Window X bas the best insulation since it has the steadiest heat loss throu~out the year. 11
also tra s the maximum amount of heat in the winters shown b · lowest heat loss thus k

Conce t: rate of heat loss is innnel!
the heat lo

in the house warm.

rtional to the insulation, better the insulation lower is

lower the anra e heat loss across a xear im lies better insulatio
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12. [Solar panels & enerID generation] An engineer is asked to determine the best option among two
buildings. The engineer needs to balance trade-offs between energy and cost while making sure enough
light enters the building through ,vindows. The percentages shown next to the building components
highlight the share of the total construction cost due to that component.

■ w

II

.

...

"""
,,,.,

,

·-

Building 1

Building 2

Total cost: $140,439

Total cost: $142,939

et energy consumed: 10074 kWh

et energy consumed: 7486 k\Vh

Using the information pro ·ided above, which building would ) ou suggest the engineer selects?
a) Building 1
b) Building 2

Please explain your choice: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
Explanation: Build~ 2 is a better option since the construction costs is sli~tly more than Build~ 1
but consumes a lot less energy. It also uses solar anels to generate electrici~• which ,vill offset the hi
construction cost in the long run!

ontm: Cost beiaefit

· ofti

· 's construc:do

eti

