Abstract. We express Hitchin's systems on curves in Schottky parametrization, and construct dynamical r-matrices attached to them.
Hitchin's systems with level structures.
We recall this notion from [Be] , [Ma] . Let X be a compact complex curve, D = i [P i ] a divisor on X (all points P i are assumed different). Let G be a complex reductive group, g be its Lie algebra. Let M G,D (X) the moduli space of pairs (P, j i ) of a principal G-bundle over X and of trivialisations of P above each point P i . Then the cotangent space to M G,D (X) at (P, j i ) is identified with H 0 (X, g P ⊗ Ω 1 (−D)), where g P = P × G g (g being viewed as the adjoint representation of G), and Ω 1 being the canonical bundle of X. We have a natural mapping ([Hi] 
0 (X, Ω 1 (−D) ⊗d i ), r being the rank of G and d i the exponents of G (d i = degP i , for (P i ) 1≤i≤r a basis of the invariant polynomials on g), obtained by applying P i on H 0 (X, g P ⊗ Ω 1 (−D)). Functions on T * M G,D (X) obtained from this mapping are in involution, T * M G,D (X) being endowed with its natural symplectic structure.
Schottky uniformisation.
Let l ≥ 1 be an integer, and let on CP 1 , Γ i and Γ
Let us give ourselves l elements γ i of SL(2, C) mapping Γ i to Γ ′ i ; and let X be the Riemann surface
An open subset of the moduli space M G (X) of principal G-bundles over X can be identified with G l /G (where G acts on each factor of G l by the adjoint action), by associating to the class of (g i ) 1≤i≤l the class of the bundle
Assume for simplicity, that ∞ belongs to
Then an open subset of M G, [∞] (X) can be identified with G l : adjoin to the bundle defined above, the identity mapping from the fibre at ∞ to G.
Let us identify now the cotangent bundle to G with G × g * via left invariant one-forms, and accordingly
) are given by twisted holomorphic one-forms, with poles at ∞, that is by one-forms over CP 1 − Λ (Λ is the limit set of the free group Γ generated by the
for all γ ∈ Γ and with only poles at Γ∞. Recall the definition of the multiplier q γ of an hyperbolic element γ of SL(2, C): the transformation defined by γ verifies
, for certain a γ and b γ in CP 1 and q γ ∈ C × , |q γ | < 1. We have:
an algebra norm in End g), the twisted holomorphic one-form corresponding to
given by the Poincaré series (cf. also [B] )
Ad(g
Proof. Let us prove the convergence of (2) under the present hypothesis (see also [Bu] , [Fo] ). Let γ = γ
The norm of γ ′ (z) is then bounded by Cq i 1 ...q i p (C a fixed constant). On the other hand, the norm of Ad(g γ )ξ i is estimated by Ad(g
it follows that the contribution to (2) of elements of Γ, of length equal to p, is bounded by
and the sum of all these terms is bounded by
We prove similarly that the sum (2) is an analytic function of z. Let (X i ) 1≤i≤l be l elements of the Lie algebra of G, and let us view them as infinitesimal left-invariant translations. The pairing between (ξ i ) and (X i ) is simply given by (ξ i ), (
On the other hand, the pairing between ξ(z)dz and (X i ) is given by
Recall that the poles of the one-form
The only possibility for them to be on two different sides of Γ i is γ = e. The contribution of the corresponding term is, by the residues formula, ξ i , X i .
For the rest of the paper, we will work in the open subset defined in prop. 1.
Remarks.
1) The present formalism can be adapted to the situation of Mumford curves, where the q γ i are considered as formal variables. The base ring is then
If the g γ i belong to G(R), and the ξ i to g ⊗ R, the series (2) converges without restrictions; it then has to be interpreted as a formal series of the type dz 1≤i≤l,n≥1
Note that Lax operators of this type (with bounded orders of poles) already appeared in the work of Garnier [Ga] .
2) We cannot use (2) and obtain for expression of the series (2), γ∈Γ Adg
since the last expression does not converge; but we can deduce from it the variation of (2) under replacement of ∞ by a point z 0 close to it. The proper replacement of (2) is then γ∈Γ,1≤i≤l Ad(g
In particular, this variation is zero under the condition l i=1 (Adg γ i ξ i − ξ i ) = 0, which is also the condition for (2) to be regular at ∞ (and also the condition that the image of (g i , ξ i ) by the moment map associated to the adjoint action of G on G l is zero).
3. Dynamical r-matrices.
Consider the "r-matrices" (3)
where P is the split Casimir element of g ⊗ g (differential elements dz and dw will be considered to commute together). The proof of convergence of analyticity of these series is similar to that of the series (2). We wish to prove:
Proposition.-The Poisson brackets of operators ξ are given by
For this we first compare the transformation properties of both sides of (4), under the action of γ i on z. Call the l.h.s. and r.h.s. of (4) respectively A(z, w)dzdw and B(z, w)dzdw, and set C(z, w)dzdw = A(z, w)dzdw − B(z, w)dzdw. We have:
moreover, C(z, w)dzdw has no poles on (CP 1 − Λ) 2 .
Proof. We have
and since
i s(z, w)dw
(the second identity is obtained using
Adg
(1)
We then compute {g
, and find using {g
i P that it is equal to γ∈Γ
This proves (5). (7) is clear, and together with (5) it implies (6). Let us turn to the statement about poles. Let us fix w / ∈ Γ∞. Then A(z, w)dzdw has poles when z ∈ Γ∞. We have for z near ∞,
+reg. The expansion of the first part of B(z, w)dzdw is the same since r(z, w)dz = −P dz ∞ z ∞ +reg. near z = ∞. The second part of B(z, w)dzdw is regular since ξ(z)dz has a pole of order one, whereas s(z, w)dw tends to zero as z → ∞. So C(z, w)dzdw has no poles for z → ∞; it has no poles either for w → ∞ because of (7), and these are all the poles of A(z, w)dzdw. The poles of B(z, w)dzdw are the same, with the possible addition of z ∈ Γw. Because of (5), we can restrict ourselves to the study of the pole at z = w; but this pole does not occur because of the g-invariance of P .
We now show:
Lemma 3.-C(z, w)dzdw = 0, so that (4) is valid.
Proof. Due to our assumptions on (g i ), we know that any twisted (by (g i )) holomorphic one-form on X, with possible pole at [∞] can be written in the form of a Poincaré series (since these series converge, and the dimension of the vector space they form is equal to the dimension of
as it can be computed using the Riemann-Roch formula). It follows that there exist elements C ij of g ⊗ g, such that C(z, w)dzdw = 1≤i,j≤l,γ,δ∈Γ
i ], and
, we integrate first w.r.t. z; expanding r(z, w)dz according to (3), we have to integrate the one-form d z ln(γ(z) − w); it has poles at γ −1 (w) and γ −1 (∞); w being on Γ j , these two points are always on one and the same side of Γ i , so that this term does not contribute to the integral. Exchanging the roles of z and w, we find that
(1) dz] is also equal to zero. Finally, C ij = 0 for i = j.
For i = j, we consider a deformation Γ ǫ i of Γ i , encircling Γ i and within the domain
C(z, w)dzdw, and
Repeating the reasoning above, and due to the relative configurations of Γ i and Γ ǫ i , the first term of the r.h.s. of (8) is again zero. For the second term, we have
and the only non zero contribution is from the term with γ = 1; it gives
So C ii = 0.
Remarks.
1. It is interesting to give a purely algebraic meaning to the r-matrices of (3).
Setting ρ γ i = γ∈Γ
) and defining ρ γ , for γ ∈ Γ by the cocycle condition ρ γγ ′ = Adg
ρ then serves to define an affine spaces bundle over the vector bundle H 0 (X, Ω 1 ⊗ g P (−[∞])) ⊗ g P over X, and also over the bundle with fiber at x ∈ X, H 0 (X, Ω 1 ⊗ g P (−[∞] − [x])) ⊗ g P ; r can then be viewed as a section of the twist of this last bundle. Probably, there is a natural twist of (Ω 1 ⊗ g P ) ⊠ g P (−[∞]) over X × X, for which r could be considered as a section.
2. The result of [BV] states the local existence of an r-matrix for general integrable systems; but it is easy to see that the r-matrices constructed in the situation of Hitchin system, using the methods of this work, would depend on (ξ i ) (and in fact not be defined for ξ i = 0).
Jacobi identity
Writing that (4) satisfies the Jacobi identity, we find the dynamical Yang-Baxter equation: where P = e α ⊗ e α , ∂ x (i) is the vector field on G l , given by the left translation by x ∈ g on the i-th factor and zero on the other factors.
