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1. INTRODUCTION 
In Section 3 of this paper we present a generalization (Theorem 3.1) of 
Filippov’s implicit functions lemma [9]. All assumptions concerning 
boundedness are removed. In addition, the hypothesis that the mapping D 
in Theorem 3.1 is upper semicontinuous is weaker than the assumption that 
Sz is upper semicontinuous with respect to inclusion (see Section 2 for the 
definitions). By a simple device we show that the more general statement 
(Theorem 3.1) is actually a corollary to Filippov’s lemma [9]. Castaing, 
Cesari, McShane and Warfield, and Sonneborn and Van Vleck [3, 6,15, 
and 20, resp.] have all given extensions of Filippov’s lemma which allow 
“restraint sets” Q(t) which may be unbounded. If we restrict ourselves to 
the situation discussed in Theorem 3.1, then McShane and Warfield’s 
result [Z5] implies our result directly, provided Q is independent of the 
parameter t andfis continuous, whereas Castaing’s results [3] imply Theorem 
3.1 if S is a compact set and f is continuous. It should, however, be pointed 
out that both Castaing [3] and McShane and Warfield [15] have posed the 
problem in a more general topological setting, and Castaing [3] does not 
restrict himself to upper semicontinuous mappings Sz. Cesari’s statement [6] 
is equivalent to ours where S is a compact interval and f is continuous. The 
result of Sonneborn and Van Neck [20] is also partially overlapping with our 
Theorem 3.1. 
In Section 2 we give some pertinent results concerning semicontinuous 
functions with range in the complete lattice of closed subsets of Rh (ordered 
by set inclusion). 
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In Sections 4 and 5 we give two applications of the implicit functions 
theorem (Theorem 3.1). Theorem 4.1 is an analog of a result obtained by 
Roxin [19]. The proof is complicated by the fact that the “restraint” sets 
Q(t) may not be bounded. Our use of a combinatorial lemma concerning 
weakly convergent sequences in L, [8, p. 4221 simplifies the proof. When 
the function f  in Theorem 4.1 is continuous, our compactness Theorem 4.1 
can be derived from a more general “closure theorem” of Cesari’s [6, Closure 
Theorem I]. However, our existence theorem (Theorem 4.2) is not explicitly 
included in any of the existence theorems in Cesari’s papers [5, 61. Indeed, 
we assume f  to satisfy property (C*) [ see definition in Section 31 and to be 
Lipschitzian in X, instead of assuming! to be continuous in all the variables 
as in Cesari’s papers, while we assume Q to depend on t only instead of on 
both t and x. However, Cesari’s Closure Theorem I [6] can also be proved 
for mappings satisfying property (C*). In Theorem 5.1 we have given an 
extension (presented at The Conference on the Mathematical Theory of 
Control, 1967, University of Southern California, Los Angeles, California) 
of results obtained by Neustadt [Z6] and Olech [Z7]. 
2. UPPER AND LOWER SEMICONTINUITY 
IN THE SPACE OF CLOSED SUBSETS OF Rh 
Let C(Rh) denote the collection of closed subsets of Rh. Then C(Rh) is a 
complete lattice when ordered by set inclusion. As such upper (Zowtr) 
semicontinuous functions from an arbitrary topological space into C(Rh) can 
be defined [14, pp. 73-741. On the other hand, there is a concept of upper 
(lower) semicontinuity with respect o inclusion (in this context this is something 
of a misnomer) which is commonly used by control theorists [9, p. 761. 
In order to discuss these two different types of semicontinuous functions 
some notation must be introduced here. Let Vbe a subset of Rh x Rh, and let 
A be a subset of Rh. Then we define 
V[A] ={~ER~/~uEA::(u,~)EY}. 
Let e be any metric on Rh which is equivalent to the usual Euclidean metric. 
Denote the set {(x, y)l X, y  E Rh, e(x, y) < c} by Jce where E > 0. When the 
metric e is understood, these sets will just be denoted by Jt , E > 0. If  e is 
one of the bounded metrics which is equivalent to the usual Euclidean metric, 
then the Hausdorff metric dH on C(R”)\{+} is defined by 
d,(A, B) = inf{c > 0 / J,“[A] 3 B and AW 14, 
where A, B E C(R”)\{+}. Actually convergence in the metric space (C(Rh)\(+}, 
dH) is most conveniently discussed by using a uniform structure. 
410 JACOBS 
Let (S, p) be a metric space. Let F be a mapping, F : S + C(Rh). The 
mapping F is upper (resp. lower) semicontinuous with respect to inclusion at 
t, E S (abbreviated: u.s.c.i. at t, E S [resp. Z.s.c.i. at t, E S]) iff for every E > 0 
there is a 6 > 0 such that p(t, to) < 6 implies jJF(t,,)] r) F(t) [resp. 
J,[F(t) IF(t We say that F is upper (resp. lower) semicontinuous at t, E S 
(abbreviated: U.S.C. at t, E S [resp. Z.S.C. at t, E S]) iff lim supt,t,F(t) ,( F(t,) 
[resp. lim supt+t,F(t) > F(t,,)]. S u remums p and infimums are taken in 
C(P) ordered by set inclusion. Requiring that F be U.S.C. at t, E S is equivalent 
to requiring that F have property (U) at t, E S [6, p. 3721. Other definitions 
of “upper and lower semicontinuity” are discussed by Berge [I, pp. 109 ff.]. 
We note that upper and lower semicontinuous functions may be defined as 
long as the range of the function is in a complete lattice and the domain of 
the function is a topological space; e.g., see McShane and Botts [14, pp. 73-741. 
We list below some of the consequences of these definitions which we shall 
make use of in this paper. The proofs can be found in a more general setting 
in [12, Chapter 21. 
THEOREM 2.1. Let (S, p) be a metric space. Let F be a mapping, 
F : s --f C(Rh)\{$}. Th e mapping F is continuous with respect to the Hausdorff 
metric dH on C(RA)\(4} iffF is u.s.c.i. and 1.s.c.i. on S. 
THEOREM 2.2. Let F be a mapping, F : S --+ C(RA), where (S, p) is a 
locally compact metric space. Then the following are equivalent: 
(i) F is U.S.C. at t, E S; 
(ii) if{tn}, {Pn} are sequences in S and RA respectively such that P,, E F(t,), 
n = 1, 2, 3 ,..., and t,, --f t, , 
p?l + PO as n -+ CO, then P,, EF(t,J. 
THEOREM 2.3. Let F be a mapping, F : S + C(RA), where (S, p) is a 
metric space. If F is u.s.c.i. at t, E S, then F is U.S.C. at t, E S. 
THEOREM 2.4. Let F be a mapping, F : S --t C(RA), where (S, p) is a 
metric space. Let F(S) = u,,,F(t) be bounded. Then F is u.s.c.i. at t, E S isf 
F is U.S.C. at t,, E S. 
We shall not make any use of functions which are 1.s.c. or l.s.c.i, but for the 
sake of completeness we include the following theorem: 
THEOREM 2.5. Subject to the hypotheses of Theorem 2.4, we have that ifF 
is 1.s.c. at t,, E S, then F is 1.s.c.i. at t, E S. 
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Theorem 2.2 tells us that upper semicontinuity is precisely the requirement 
we must have in control theory investigations. 
Example. This example shows that an upper semicontinuous function F 
need not be upper semicontinuous with respect to inclusion even when each 
F(t) is compact, Let the mapping F : [0, l] -+ C(P) be defined by 
[ 
{(09 WI if t=O, 
F(t) = Q(n), if t=l/n, n = 1, 2, 3 ,..., 
{(n - 1, n - l)), if l/(n + 1) < t < l/n, n = 1, 2, 3 ,...) 
where SQ(n) is the boundary of the unit square with vertices (n - 1, n - l), 
(n, n - l), (n - 1, n), (n, n), n = 1, 2, 3 ,... . The function F is U.S.C. on 
[0, I], but F is not u.s.c.i. at t = 0. 
Many other properties of upper semicontinuous set-valued function may 
be found in [6]. 
3. IMPLICIT FUNCTIONS THEOREM 
In the remainder of the paper all statements concerning the measurability 
of sets or of functions are to be understood in terms of ordinary Lebesgue 
measure p. Let f be a function f : S x U -+ RP, where S C R and UC P. 
We shall say such a mapping has property (C*) iff for every E > 0 there is a 
measurable set E, contained in S such that p(E,) < r and f is continuous on 
(S\E,) x U. Goodman has pointed out (Conference on The Mathematical 
Theory of Control, Jan. 30 to Feb. 1, 1967, University of Southern California, 
Los Angeles, California) that when S is a compact interval and U is a compact 
set, then a result of Scorza Dragoni [7] can be used to show that property 
(C*) is a consequence of the assumption that f(t, 0): U---t RP is continuous 
for each fixed t in S and f(*, u): S + Rp is measurable for each fixed u in U. 
The same result will be true if U is an arbitrary closed subset of RQ, and S 
is a locally compact subset of R. 
THEOREM 3.1. Let S be a locally compact subset of R. Let J2 be an upper 
semicontinuous mapping 52 : S + C(e), such that Q(t) is nonempty for each t 
in S. Let f be a mapping, f : S x utsS Q(t) ---f RP which has property (C*), and 
let x : S - RP be a measurable function such that x(t) Ef(t, B(t)) for each 
t E S. Then there exists a measurable function u : S -+ RQ such that u(t) E G(t) 
fw each t in S and such that x(t) = f(t, u(t)) for each t in S. 
Theorem 3.1 coincides with Filippov’s theorem [9, p. 781, if S is a compact 
interval and utoS sZ( t) is bounded (cf. Theorem 2.4). The proof of the 
theorem will be given by using two lemmas. 
412 JACOBS 
LEMMA 3.1. Let F be a U.S.C. mapping, F : S - C(R*)\(+}, where S is a 
subset of R. Sefne a function 01 : S -+ R by the relation 
a(t) = min{l u 1 1 u EF(t)}. 
Then. 01 is kc. on S. 
Proof. In spite of the fact that F(t) may not be bounded, the minimum 
of the set {I u 1 ( u eF(t)} exists for each t in S. There is a sequence u, EF(t), 
n = 1, 2, 3 ,...) such that 1 U, / + y as n --+ co, where y is defined to be the 
infimum of the set {I u 1 1 u EF(~)}. Consequently the sequence / u, 1 is 
bounded and thus there is a subsequence (still denoted by {Us}) such that 
u, + some u,, as n + CO. Since F(t) is closed, it follows that u0 EF(t) and 
I u,, I = y. This justifies the definition of the function 01. Let t, be an element 
of S. Suppose lim inf,,, o a(t) = 6, then we have 0 < 6 < $-co. Let 
t, E S, n = 1, 2, 3 ,..., and let t, + t, , oL(t,J + /3 < +cc as n + co. Select 
a sequence u(t,J EF(t,), n = 1,2, 3,..., such that / u(tn)l = a(t,J. Then the 
set {I u(t,J 1 n = 1, 2, 3,...} ’ b IS ounded. Consequently there is a subsequence 
of {tn} (still denoted by {tn}) such that u(t,J --f some u,, as n + 00. By 
Theorem 2.2 u,, E Q(t,) [S locally compact is not necessary in Theorem 2.2 
in order to prove (i) 3 (ii)]. Moreover, / u0 I = ,!3, and therefore / u,, I = /I > 
aft,,). It thereby follows that lim inf,,,O a(t) > a(@, and 01 is kc. at to in S. 
Rq is ordered lexicographically by a relation 2, defined by 
iff 
u = (22, uz,..., u”) > ZJ = (vl, G,..., v”) 
(a) u1 > erl, and 
(b) whenever for any integer m, 1 < m .< q, we have that ui = vi for 
all i such that 1 < i < m, then urn > ZP. 
Let S be a set, and let F be a mapping, F : S + C(Rq)\{+}, such that F(t) is 
compact for each t in S. Then a unique function u : S -+ Rq, such that 
u(t) EF(t) for each t in S, is defined by the condition that u(t) is equal to the 
lexicographic minimum of F(t) for each t in S. This function will be called 
the Filippov function with respect to F [9, p. 791. 
LEMMA 3.2. (Filippov) Let F be a u.s.c.i. mapping, F : S + C(e)\{+}, 
where S is a compact subset of R, and F(t) is compact for each t E S. Then the 
Filippov function with respect to F is measurable. 
The statement of Lemma 3.2 differs slightly from Filippov’s lemma 
[9, pp. 78-791, but the proof that the Filippov function with respect to F 
is measurable follows almost word for word the proof given by Filippov [9]. 
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Proof of Theorem 3.1. We shall denote the set uteS Q(t) by M. We define 
a family of sets r(t), t E S, by the relation that 
r(t) = {u E Q(t) 1 x(t) = f(c u)>, for t E s. 
Since f has property (C*), it follows that there is a set E,, C S of measure zero 
(E, may be empty) such that f(t, *) : M -+ Rp is continuous for each t in 
S\E,, . Let U* denote a definite mapping u* : E,, -+ R’J, such that u*(t) E r(t) 




if t E S\E, 
if tEEo, 
for t in S. That each r*(t), t E S, is actually closed follows from the fact 
that the functionsf(t, a) : M ---f Rp are continuous for t in S\E,, . A mapping 
01 : S -+ R is defined by the condition that a(t) = min{l u 1 1 u E r*(t)} for t 
in S. Finally, a mapping K : S + C(R*)\{+} is defined such that 
K(t) = {u E r*(t) 1 I u / = a(t)}. 
The sets, K(t), t E S, are compact. The Filippov function with respect to K 
(denote this function by u : S -+ R*) is a function fulfilling the requirements 
in Theorem 3.1. Since S is separable and locally compact, there is a sequence 
of compact sets (C,} such that 
Cl c c2 c . . . c c, c . . . . and s = lj c,. 
n=1 
It suffices to demonstrate that the restriction mappings, u 1 C, , are each 
measurable, 11 = 1,2, 3,... . Select a positive integer n, , and let E > 0 be 
given. Since f has property (C*), and since x : C,,, -+ RP is measurable, 
we have by Lusin’s theorem [Z3, p. 2361 that there is a measurable set E,l 
contained in C%, such that p(E,l) < E, and such that x : C,,OJE,l -+ RP, 
f : (CnO\Eel) x M -+ RP are both continuous. We may, moreover, assume 
CnO\Ecl is a closed set [23, p. 1141. Th us it follows immediately from Theorem 
2.2 that the function r* : C,,,\E,l + C(Rg)\{$} is U.S.C. Consequently, by 
Lemma 3.1 the mapping a: : C&?,l -+ R is Z.S.C. By Lusin’s theorem 
[13, p. 2361 there is a measurable set Ec2 contained in C,“\E,l such that 
p(Ec2) < E and such that 01 : (CnO\E,1)\E,2 + R is continuous. The set 
(CnO\Ee1)\Ec2 may be assumed to be closed, and therefore compact. Denote 
the set (CnO\E,1)\E,2 by CnDE . Since the mapping 01 : CnO, - R is continuous, 
we have from Theorem 2.2 that the mapping K : C,, -+ C(R*)\{4}, is U.S.C. 
By the compactness of C& and the continuity of OL on CnO, , we have that 
utsc,+ K(t) is bounded. Therefore, by Theorem 2.4, K : C,, + C(R*)\(+} 
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is u.s.c.i. Lemma 3.2 now applies to give that u 1 CnO, is measurable. Since 
E > 0 is arbitrary we have that u 1 15’~~ is measurable. This completes the 
proof. 
Theorem 3. I is also extensible to more general measure spaces; see Hermes 
[I I, p. 781. 
4. ATTAINABLE SETS IN NONLINEAR CONTROL SYSTEMS WITH 
CONVEXITY ASSUMPTIONS 
The control system is given by a system of real ordinary differential 
equations of the following type, 
&e = f(t, x, u). (4.1) 
The following assumptions are made: 
(A) Sz is a mapping, D : [0, T] + C(R*)\{$}, which is U.S.C. on [0, T]. 
T is a given positive constant, 
(B) The mapping f: [0, T] x Rp x M-t R' :: (t,x,u)+f(t,x,u) 
has property (C*), where M = ~~~[,,r] Q(t). 
(C) A Lipschitz condition is satisfied. There is a constant A > 0 
such that if (t, X, u), (t,~, u) E [0, T] x Rp x M, then 
ll.f(t, x> 4 -.f(t,~, u)ll d A II x -Y IL 
(D) For all u E Q(t) (uniformly) 
Il.&, x9 41 G /-MD + II x Ill, 
where the function p is integrable in every finite interval, and D is a positive 
constant, 
(E) d is a nonempty closed subset of [0, T], 
(F) A set U(Q, d) is defined by saying that (u, tr) E U(G, d) iff u is 
a function, u : [0, tr] -+ Rq such that u is measurable on [0, tr], u(t) E Q(t) 
for t E [0, tr], and t, E d. 
(G) The set f(t, X, Q(t)) is a closed convex subset of lip for each fixed 
(t, X)E [0, T] x R*. 
(H) The set-valued mapping, x E Rp +f(t, x, Q(t)) is U.S.C. for each 
fixed t in [0, T]. 
The conditions (A) through (F) are sufficient to guarantee that corre- 
sponding to each (u, tJ E U(Q, d), there is a unique absolutely continuous 
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function (response) x(*, u) : [0, ti] . --f RP satisfying (4.1) almost everywhere 
(a.e.) on [0, tr] and the initial condition 
[see 13, p. 3491. 
x(0,24) = x0 
A point xi E Rp is said to be att&abZe iff there is a (u, tr) E 
that the corresponding response x(-, u) : [0, ti] + Rv satisfies 
x(t, ) u) = x1 . 
The attainable set 9 is defined to be 
k% = {X E Rp 1 x is attainable}. 
THEOREM 4.1. I f  the system (4.1) with initial condition 
hypotheses (A) through (H), then the attainable set 92 is closed. 
(4.2) 
U(!2, A) such 
(4.2) satisfies 
Proof. For the sake of brevity it is assumed that the reader has Roxin’s 
paper [Z9] at hand while reading the proof. Let 3/r , ya , ya ,..., be a sequence 
of points in 9 such that yk -+ y,, as k + co. We must verify that y,, E 2. By 
the definition of g there is a sequence (Q , tk) E U(Q, d), k = 1,2,3 ,..., 
such that 
* 
44s Y u?J = Yk --+ Yo as k+co. (4.3) 
Since d is compact there is a 7i Ed such that t, < pi , k = 1,2, 3 ,... . 
Let (u*, pi) E U(Q, d). Define 
2$(t) = 
[ 
WC(t) if 0 .< t < t, ; 
u*(t), if tk < t < 7i . 
Then (u: , pi) E U(Q, d), k = 1,2, 3 ,... . It can be established that 
a.e. on [0, ~~1. (4.4) 
From (4.4) and hypothesis (D) it follows that 
a.e. on [0, ri]. (4.5) 
Consequently by (4.5) and a slight extension of Gronwall’s lemma [21, p. 48, 
Exercise l] we have that 
II 44 $911 < (II x0 II + D) exp (I’,’ p(s) A), 0 < t < 71 . (4.6) 
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Thus the sequence of responses {x(*, u$)} is uniformly bounded on [0, ri]. 
We define a sequence pie : [0, TJ --f RP, k = 1, 2, 3 ,..., as follows: 
yk(t) = i 
f(t, 46 %A %a), if 0 <t <t,; 
f(t, x(t, UC), 2$(t)), if t, < t < 7i . 
Then exactly as in Roxin’s paper [19], the functions vr considered as elements 
of L,[O, TJ form a bounded sequence. Moreover, by hypothesis (D) and (4.6) 
the set {vk, lz = 1, 2, 3,...} is weakly sequentially compact in LJO, TJ 
[8, p. 2941. Consequently, there is a subsequence of the vr (still denoted by 
PJ which converges weakly in L, to a certain measurable function p,, . It may 
be assumed without loss of generality that t, -+ some to EA as k -+ CO. It 
follows exactly as in l-291 that the function x,, : [0, or] ---L Rn defined by the 
relation 
x,(t) = ,t To(S) h 0 < t < 71, (4.7) 
has the properties that 
and 
x(t, ,4) = X(&L > 4 -+ xo(t1) = Yo as K+co. (4.9) 
The proof will then be complete if we show that there is a (a0 , to) E U(G, A) 
such that 
x(6 uo) = x,(t), 0 < t < to. (4.10) 
The subsequences {cplc , k > N}, N = 1,2, 3,..., also converge weakly to 
qo. Corresponding to each sequence, {vk, K 3 N}, there is a sequence 
{p)&} of convex linear combinations of the opt, k > N such that each {p)&(N) 
converges to vu in L,-norm (strongly) [8, p. 4221. The sequences {T$~}, 
N = 1, 2, 3, *.., also converge to v. in measure [13, p. 1871. Thus for each 
N = 1, 2, 3 ,..., there is a subsequence of {vpk*N} (still called {v&}) such that 
{its} converges pointwise almost everywhere on [0, or] to v. , N = 1, 2, 3,... . 
Let EN denote the subset of [0, TJ on which && does not converge (pointwise) 
to Vo , N = 1,2, 3 ,... . Then the set E. defined by E, = ug=l Eh has 
Lebesgue measure zero. Let t be an element of [0, 7J\Eo (t is fixed in this 
discussion). Let B be a compact subset of R” which is large enough so that, 
q(t) E B, k = 1,2, 3 ,... . Then by Hypotheses (D), (H), and Theorem 2.4 
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the mapping, x E B + f(t, x, Q(t)) is u.s.c.i. Thus given E > 0, there exists 
a 6, > 0 such that x E B and 1 x - ~s(t)l < 6, imply 
By (4.8) there exists a positive integer Ns, such that k > N, implies 
/ xk(t) - x,,(t)1 < 6, . Thus 
E 
JJf(t* x,(t), QWI ’ f@, X&h -Q(t)), when k 3 NG,. 
Since ~)~(t) ~f(t, xk(t), Q(t)), k = 1, 2, 3,..., and since JJf(t, x,,(t), Q(t))] is 
convex, it follows that 
Consequently va(t) belongs to the closure of JJf(t, x,(t), Q(t))]. Since E > 0 
was arbitrary, we must have that I ~f(t, x,,(t), Q(t)). Hence vO(‘o(t) ~f(t, x,(t), 
Q(t)) a.e. on [0, or]. Thus by Theorem 3.1, there is a measurable function 
u0 : [0, t,,] -+ fi such that u,(t) E Q(t), 0 < t < to , and such that v,,(t) = 
f(t, x0(t), u,(t)) a.e. on [0, t,]. Using (4.7) we have the validity of (4.10), 
thereby completing the proof. 
Let a mapping F : [0, T] -+ C(Rp)\{+} which is U.S.C. on [0, T] be given. 
The mapping F is called the “target mapping”. Let o((s2, d) be the subset 
of U(0, d) defined by the condition that (u, tI) E I&Q, d) iff ~(t, , u) E Y(t,). 
Then we have the following existence theorem: 
THEOREM 4.2. If  hypotheses (A)-(H) are satisfied, if !?(3(sz, A) is nonempty, 
and if g is a continuous function, g : Rp --f R, then there is a (uO , to) E i?(Q, A) 
such that 
g(x(t,, , u,,)) = absolute minimum on o((52, A). 
Proof. The set 
8 = (x / x is attainable from some (u, tJ E l?(L), A)) 
is closed by Theorems 4.1 and 2.2. By Gronwall’s inequality and hypothesis 
(D), 4 is bounded by (11 x0 11 + 0) exp J‘,rp(s)) ds [cf. (4.6)]. Thus & is 
compact, and the conclusion follows. 
5. ATTAINABLE SETS IN LINEAR CONTROL SYSTEMS WITHOUT 
CONVEXITY ASSUMPTIONS 
We assume that the mapping f  in (4.1) has the form, 
f(t, x, u) = A(t) x + p(u, t). (5.1) 
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The set Sz is a fixed nonempty closed subset of Rq, and T is a positive constant. 
The set d is a closed nonempty subset of [0, T]. The p x p matrix-valued 
function A is continuous, and y is a function, v : [0, T] x Q - lip (p’ will 
be identified more specifically later). Define a set U(Q, d) to be the collection 
of all ordered pairs (u, ti) such that t, E A and u is a measurable function, 
u : [0, tr] + RQ, for which the two conditions] 
(a) u(t) E a, 0 < t < t, , and 
(b) the mapping h : t E [0, ti] + p)(u(t), t) is integrable on [0, ti] 
are both satisfied. Thus if (u, tr) E U(Q, A), then there is a unique absolutely- 
continuous function (response) a(*, U) : [0, tr] --+ RP satisfying (4.1) a.e. on 
[0, tJ and the initial condition (4.2). By the method of variation of parameters 
this response is given to be 
44 4 = X(t) [x, + 1: wt9 &(5), 5‘) @I, 0 < t < t, . (5.2) 
The attainable set 3 is defined just as in Section 4. The fixed-time cross 
sections of .% are denoted by a(t,) where t, is in A. Thus given t, E A, the 
set W(tr) is the set of points in R” which are attainable using only controls 
(u, tl) E WQ, 4. 
Neustadt [16] showed that if 52 is compact and if the function v in (5.1) is 
continuous, then 9 is compact. If we add to Neustadt’s hypotheses the 
hypothesis that &Q, t) is convex for each t in [0, T], then Roxin’s results [f9] 
specialize to yield the same conclusion. If the mapping v is continuous in 
u E 52 for each fixed t, if v is Lebesgue measurable in t for each fixed u E SJ, 
if Q is compact, and if there is a function m : R + R which is Lebesgue 
integrable on each finite interval of R such that 1 p)(u, t)l < m(t) for each 
(t, u) E [0, T] x Q, th en Olech [17, Corollary 3.1, p. 791 has proved that .?Z 
is compact. We shall extend the results in [16, Z7] to allow closed sets 52 which 
may not be bounded. A “natural extension” of Neustadt’s theorem would 
seem to be the following: If Q is closed, if v is continuous, and if p(Q, t) is 
closed for each t in [0, T], then J% is closed. This “natural extension” is false, 
however, even in relatively simple examples (cf. Example 5.1). A more 
reasonable conjecture is the following: If Q is closed, if 9) is continuous, if 
v(sZ, t) is closed for each t in [0, T], and if the convex hull of v(sZ, t) is closed 
for each t in [0, T], then 9 is closed. The author has so far been unable 
to give a definite answer to this conjecture. However, by adding some further 
assumptions we are able to extend Neustadt’s [16] and Olech’s [27] results 
to permit unbounded controls and still prove that W is compact. 
The measurable subsets of an interval [a, b] will be denoted by M[a, b]. 
A set function F : M[a, b] --f R” is absolutely continuous if for each e > 0 
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there is a 6 > 0 such that E E M[a, b] and p(E) < 6 imply (F(E)1 < E. For 
any set E the characteristic function of E is denoted by KE . 
LEMMA 5.1. Let 9 denote a family of functions with domain [a, b] and 
range in RP. Let F be a subset of L,[a, b] satisfying the following condition: 
f,  f  E F imply f  * KE + g . K[a.b]\E E F for each E E iIZ[a, b]. Then the set 
{J, f(t) dt 1 f  E 9} is convex. 
Proof. The proof can be obtained by imitating the proof of Proposition 
8.10 in [ZO, pp. 69-701. In Halkin’s proof [IO] each function in F is assumed 
to be bounded. If, however, in Proposition 8.5 [IO, p. 631 __ where it is 
shown that for any bounded, measurable, real-valued function f  on [u, b] 
there exists a set D E M[a, b] such that p(D) = (b - a)/2 and so f(t) dt = 
; J-” f(t) dt __ the assumption that f  is bounded is deleted, then Halkin’s 
pr:of of Proposition 8.5 can still be repeated word for word except in the 
proof of relation (8.19). But (8.19) can be proved by resorting to the fact 
that the set function, E E M[a, b] ---f SE f(t) dt is absolutely continuous 
[13, p. 1561. With this change, Halkin’s proof of Proposition 8.10 [ZO] can 
now be applied to Lemma 2.1. 
THEOREM 5.1. Let the following hypotheses be satisjed: 
(i) The sets A, 52, and cp(Q, t), 0 < t < T are nonempty closed subsets 
of [0, T], B, and RP respectively; 
(ii) The mapping q~ : [0, T] x Q -+ R” has property (C*) and the 
mappings q~(., u) are integrable on [0, T] for each u E 9; 
(iii) The set functions, E E M[O, tJ -+ SE p(u(t), I) dt, (u, tJ E U(0, A), 
are uniformly absolutely continuous; 
Then 9? is compact. 
Remark. It should be noted that in view of Nagumo’s theorem [Z3, p. 1761, 
hypothesis (iii) is implied by 
(iiia) 0 is a mapping, @ : [0, 0~)) -+ [0, co), such that @(Y)/Y -+ co as 
T + co, and there is a constant D > 0 such that 
s h @(I d45),5>1) dE < D, (u, tJE u&Q, 4. 0 
Proof of Theorem 5.1. The proof is a modification of Neustadt’s argument 
[26], and consequently it is modeled after Blackwell’s Theorem 4 [2, p. 3931. 
We shall first prove that a(t,) is compact and convex for each tl in A. Let G 
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denote the family of all integrable functions, g : [0, tr] + RP, such that 
g(f) E v(Q, [) for each [ in [0, tJ. Let a set B be defined by the relation 
B= 1 jr X-W g(t3 dt I g E G/. 
The family of set functions, E E M[O, tJ + SE X-l([) g(f) df, g E G, is 
uniformly absolutely continuous by hypothesis (iii). The applicability of (iii) 
is justified by the definition of U(Q, d) and Theorem 3.1. The set functions, 
E E WO, ~1 - JE I X-V)g(Ol df, g E G, are also uniformly absolutely 
continuous [Z3, p. 1701. Consequently B is bounded, since there is a 6, > 0 
such that E E M[O, tr] and p(E) < 6, imply SE 1 X-l(t) g(t)] d[ < 1 for each 
g E G. Select a positive integer n, such that t&z,, < 6, , and partition [0, ti] 
into n, intervals Zi , I, ,..., Zr,, , each of length t&z,, ; then 
j” 1 x-1(f)&)l @ = F j I X-l(f)g(()l df < n, . 
0 k=l 1, 
The family G evidently satisfies the hypothesis of Lemma 5.1. Therefore B 
is convex. Let a, ,..., a, be a basis for the vector space RD. Define 
4 = ,gI:n,, a, . b, B, = {b E cl(B) I a, + b = A,}, 
and inductively for 1 < i < p 
Ai = rr&n a, * b, 
*--1 
Bc = {b E B,el I ui . b = Ai}. 
Then cl(B), B, ,..., B, is a descending chain of nonempty compact sets; 
consequently there is a b* E cl(B) such that a, * b* = Ai, i = 1,2,...,p. 
Let {b,) be a sequence in B such that b, + b* as n + CO. Let {g,} denote 
a sequence in G such that b, = J: X-l(f)g,(Q dt, n = 1,2, 3,... . Let the 
sequences of functions 6 E [0, tJ --j ui * X-i(f) g,(s), be denoted by di, , 
i = 1,2 )..., p, n = 1,2,3 ,... . Then by mathematical induction one can 
show that the sequences {di,} are Cauchy sequences with respect to conver- 
gence in measure. If {din} is not a Cauchy sequence with respect to convergence 
in measure, then there is an pi > 0, and there is a sequence of integers 
a1 , 1 ,..., % , p By ,..., becoming infinite with v such that 
Ev = (5 E P, hl I 4&3 - d,,,,(5) 3 4 
has measure r(E,) > c1 , v = 1,2, 3 ,... . We have that 
a, . b, = 
I ~4&) 4 - Xl as 
n-+ co. 
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Define a sequence of functions (gf} by the relation that 
2 = go, * G, + &, - FO.tl,\E” , v = 1 , 2, 3 )... . 
Theng: E G, v = 1,2,3 ,..., and consequently the sequence {b:} defined by 
bT = s”’ X-l([)gT(c) df, v = 1,2, 3,..., belongs to B. Moreover, we have 
the ideitity 
b,* = jl’ x-‘(t) cc&!) d5 - I,” X-Wk,(5) - g&)1 8. 
0 
Thus we have the inequality h, < ur * b, < J: dlol (f) d[ - cr2, which implies 
that hr < X, - e1 2. This is a contradiction. Subpose the sequences {d,,}, 
1 < i < m < p are all Cauchy sequences with respect to convergence in 
measure. By appropriately replacing the index 1 with the index m in the 
preceding argument, we obtain the corresponding elements pi > 0, E, , g, , 
and b:, v  = 1, 2, 3 ,... . Also, just as in the case m = 1, we obtain 
a,, . b: < St’ d,, (5) dt - ci2. Furthermore, for 1 < i < m, we have 
ai * b$ = s”‘%,, ([i d[ - SE [di, (5) - di, (f)] df. It follows from the 
definition ‘of ;he di, thk r1 di, (f) yd[ --f hi for 1 < i < m. By the 
induction hypothesis, {die - ?& }” ’ is a null sequence with respect 
to convergence in measure, 1 “< i < m. Denote the set functions, 
E E M[O, tr] -+ JE [diay([) -.- di,jt)] d[ by FV , v = 1, 2, 3 ,... . Then there 
is a positive constant H such that / F,(E)1 < H fE I g,“(t)1 + 1 gsy(tf)l de for 
E E M[O, tr]. Consequently the set functionsF, , v = 1,2, 3,..., are uniformly 
absolutely continuous. Therefore we have for 1 < i < m, 
[13, Theorem 29.8, p. 1751. It thereby follows that ai * b: -+ hi as 
v - co, 1 < i < m. Some subsequence of {b:} converges to a b, E cl(B), 
and we have shown that such a b, must be in B,-, . Hence X, < a, . b, < 
lim sup a, * bT < A, - Ebb, which is a contradiction. Thus each sequence 
{dim}, i = I, 2,..., p is a Cauchy sequence with respect to convergence in 
measure. Consequently, [13, p. 1811 there exist measurable functions 
Di , i = 1,2 ,..., p, such that di, -+ Di in measure as n + CO, i = 1,2 ,..., p. 
Subsequences of the {din), i = 1, 2 ,..., p can be extracted (without changing 
the notation) such that din([) + Di([) a.e. on [0, tr] as n --f c;o [13, p. 1631. 
Since a, ,..., a, are linearly independent, there is a measurable function 
go : [0, tr] -+ Rp such that g, -+ go (a.e.) as n ---f co. By hypotheses (i) and 
(ii) of Theorem 5.1, g,(t) belongs to IJJ(Q, [) a.e. on [0, tr]. Since the sequence 
of set functions, E E M[O, tr] -+ jEgn([) dt, is uniformly absolutely 
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continuous, it follows [13, Theorem 29.8, p. 1751 that g, is integrable on 
[0, tr] and J: X-l(f) g,,(t) -+ s: X-l([) g,(t) d[. Therefore b* belongs to B. 
Hence B is closed by Blackwell’s lemma [2, p. 3951. By Theorem 3.1 we have 
that B = a(tJ, and we thereby conclude that w(t,) is compact and convex. 
By only slight changes in a familiar argument [26], it can now be shown that 
.J?Z is compact. 
An existence theorem analogous to Theorem 4.2 follows immediately 
from Theorem 5.1. 
EXAMPLE 5.1. This example shows that the first conjecture stated at 
the beginning of Section 5 is false. Assume that we have p = q = 2, A 3 0, 
and 
pl(u, t) = ($((u’, u2), t), y2((u1, u2), t)) = u = (ul, u2) E R2. 
Define 9 to be El u E2, where 
and 
El = ((ul, u”)l u2 = I/u’, u1 > 0} 
E2 = {(ul, u”)l u2 = -l/P, u1 < 0). 
We also assume T = 1, and d = {l}. Then r+~ is continuous, 51 is closed, 
and C&J, t) is closed for each t in [0, 11. The initial point x, = (xal, xo2) is 
any point in R2. The attainable set, however, is the set x,, + {(xl, x2)/ x2 > 0} 
which is not closed. 
EXAMPLE 5.2. We assume that p = q = 1. Let the data in Theorem 
5.1 be as follows: Q is the set of nonnegative integers; T = 1, d = (1); 
A is any continuous real-valued function; 
1 - (t)l’22 sin - u 1 , if ut#O; 
p,(u, t) = 0, if t = 0, u # 0; 
L 1 #iii’ if u = 0, t # 0. 
The initial point x0 is any real number. Then Theorem 5.1 applies to show 
that g is compact. 
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