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RÉSUMÉ. Afin de modéliser le comportement d’un système distribué, les analystes utilisent deux
types de langages : les diagrammes de séquence et les diagrammes d’états. Les premiers four-
nissent une vue de haut niveau des interactions entre les objets, alors que les seconds se
concentrent sur le comportement local de chaque objet. Des algorithmes existent pour syn-
thétiser des machines à états à partir des diagrammes de séquence, mais se limitent à des objets
particuliers, en nombre fixe. De nombreux systèmes nécessitent en revanche un nombre d’objets
arbitraire. Nous proposons d’adapter les diagrammes et l’algorithme pour traiter ces systèmes,
en ajoutant simplement des quantificateurs. Nous donnons la syntaxe et la sémantique des deux
langages étendus, puis nous prouvons la correction (faible) de notre algorithme. Comme pour
les algorithmes existants qu’il étend, cette correction est faible car de nouveaux comportements
peuvent être introduits.
ABSTRACT. To model the behavior of a distributed system, analysts often use two types of lan-
guages: Sequence Diagrams and State Diagrams. The former presents a bird’s eye view on
objects interactions, whereas the latter describes the complete local behavior of every ob-
ject. Many algorithms translating scenarios to state machines have been devised. All these
algorithms work at instance-level, i.e. for a fixed finite number of objects. Real-world object-
oriented systems often contain arbitrarily many objects. Modeling languages and synthesis
algorithms need to be adapted to this situation. We propose to add universal and existential
quantifiers. After defining the syntax and semantics of the two extended languages, we extend
also a state of the art algorithm by a novel instantiation step to cope with quantifiers. As the
base algorithm, our correction is weak since it allows implied behaviors.
MOTS-CLÉS : diagramme de séquence, MSC, diagramme d’état, synthèse de classe.
KEYWORDS: sequence diagram, MSC, state diagram, class-level synthesis.
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1. Introduction
Un développement typique de système à objets distribués débute par l’écriture
de scénarios, qui décrivent les comportements les plus importants. Ils sont progres-
sivement enrichis, précisés et composés jusqu’à décrire tous les comportements du
système. Une fois tous les scénarios composés, on obtient une description globale
complète des interactions entre objets. Toutefois, cette spécification n’est pas directe-
ment implémentable. Le but final est d’obtenir une description séparée et exécutable
du comportement de chaque objet, mais qui présente globalement tous les comporte-
ments décrits dans la spécification.
Dans l’esprit de l’architecture dirigée par modèles – Model-Driven Architec-
ture (MDA) – lancée par l’Object Management Group (OMG), de nombreuses ap-
proches (Koskimies et al., 1996 ; Leue et al., 1998 ; Whittle et al., 2000 ; Krüger et
al., 1999 ; Mansurov et al., 1999 ; Uchitel et al., 2001a ; Uchitel et al., 2003 ; Uchitel
et al., 2004b) ont été proposées pour automatiser la traduction des scénarios vers des
modèles exécutables. Le cadre de travail MDA décrit ceci comme une transformation
d’un modèle indépendant de la plate-forme – Platform Independent Model (PIM) –
vers un autre. Les transformations ultérieures vers un modèle spécifique à une plate-
forme – Platform Specific Model (PSM) – puis vers du code exécutable n’entrent pas
dans le cadre de cet article et sont assurées par les outils existants. Pour être utiles,
les modèles utilisés initialement doivent rester proches de l’intuition des participants
à la construction du système et permettre une élaboration incrémentale. Les scéna-
rios (Jarke et al., 1998), qui décrivent des cas d’utilisation du système, ont en pra-
tique ces qualités (Weidenhaupt et al., 1998) : ils permettent de plus un lien facile
avec les tests, facilitent l’évolution, la communication entre participants, le dévelop-
pement agile. Les scénarios sont en général décrits avec des diagrammes de séquence
UML (OMG, 2003) ou des diagrammes de séquence de messages – Message Sequence
Charts (MSC) (ITU, 2004). Mais ces diagrammes fournissent « une histoire de tous
les objets » alors que l’implantation d’un système distribué a besoin de « toutes les
histoires possibles d’un objet » (Harel, 2001), c’est-à-dire une description exécutable
pour chaque classe, par exemple sous forme de machines à états UML (OMG, 2003).
De nombreux algorithmes de synthèse de machines à états à partir de scénarios
ont été proposés durant la dernière décennie. Nous nous limitons aux principaux
d’entre eux, car des comparaisons plus complètes sont disponibles dans (Hélouët
et al., 2001 ; Amyot et al., 2003 ; Liang et al., 2006), et nous les présentons par
ordre croissant de complexité des dialectes traités. Les premières approches (Whittle
et al., 2000 ; Leue et al., 1998) ne traitaient que les diagrammes de base. Yamanaka et
al. (1996) ont initié l’approche par projection que nous suivons ici. Koskimies et al.
(1996) utilisent un algorithme d’apprentissage proche de Biermann-Krishnaswamy
(Biermann et al., 1976) qui génère une machine à états minimale à partir de traces
d’exécution. Whittle et al. (2000) ajoutent des conditions aux messages individuels.
Les scénarios peuvent être considérés comme des exemples d’exécution qu’une ma-
chine à états synthétisée devrait reproduire. Différentes compositions de diagrammes
de base ont ensuite été traitées. Krüger et al. (1999) proposent de spécifier les sé-
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quences possibles de MSC par une pré- et une post-condition, utilisées pour calculer
les collages possibles. Leur traduction préserve la structure dans le Statechart résul-
tant. La façon la plus classique de composer les diagrammes de séquence sont les
diagrammes de haut niveau (HMSC) (ITU, 2000), qui ont une notation graphique
mais que nous notons textuellement dans la suite. En synthèse, ils sont utilisés par
(Mansurov et al., 1999 ; Leue et al., 1998 ; Uchitel et al., 2001a ; Uchitel et al., 2003).
Ziadi et al. (2004) définissent une structure algébrique similaire pour les scénarios,
qu’ils transposent sur les machines à états. Nous suivons et étendons cette approche.
Les Use Case Maps (ITU, 2003 ; Buhr, 1998) sont utilisés par Martínez (2005), Borde-
leau et al. (2000). Les diagrammes de séquence actifs – Live Sequence Charts (LSC)
(Harel et al., 2002) – constituent une autre approche de la combinaison des scéna-
rios. Les diagrammes s’y tiennent prêt à s’exécuter dès que leur condition est satis-
faite, y compris en parallélisme avec eux-mêmes. Nous montrons dans (Bontemps et
al., 2004) que la synthèse est dans ce cas doublement exponentielle, pour une séman-
tique où le système doit éviter les conflits entre MSCs. En pratique, des hypothèses
simplificatrices permettent souvent une synthèse plus efficace (Harel et al., 2005).
Notre approche se limite à la composition séquentielle forte et la communication syn-
chrone. Khendek et al. (1998), Mansurov et al. (1999), Abdalla et al. (1999) et Engels
(2001) étudient le cas asynchrone pour générer des automates SDL.
Toutes ces approches ne traitent que des instances spécifiques. La plupart des
applications nécessitent des classes dont le nombre d’instances n’est pas connu à
l’avance. Marelly et al. (2002) a le premier proposé une extension des LSC de ce
type. Dans (Bontemps et al., 2003), nous l’avons appliquée au problème classique du
système de contrôle aérien CTAS de la NASA (NASA AMES, 2006). Cet exemple
a également été traité avec un nombre fixe d’instances par Whittle et al. (2002), qui
cite comme un important problème ouvert le traitement général que nous proposons
ici. Uchitel et al. (2004a) contournent ce problème en utilisant une architecture de
composants. Chaque composant peut être intégré en plusieurs copies dans des archi-
tectures différentes.
Dans la section 2, nous présentons d’abord la sémantique de traces (2.1) partagée
par nos extensions des diagrammes d’états (2.2) et de séquence (2.3). Après ces défini-
tions, nous pouvons énoncer le problème de la synthèse (3.1) qui est insoluble, et nous
nous restreignons donc au calcul de la meilleure approximation (Uchitel et al., 2001a).
Notre algorithme (3.2) résout ce problème en temps linéaire. Nous illustrons son appli-
cation sur des extraits du problème CTAS (Whittle et al., 2002 ; Bontemps et al., 2003)
dans la section 4.
2. Modèles
Nous présentons tout d’abord le domaine sémantique orienté-objet que nos deux
formalismes partagent. Ceci nous permet ensuite de présenter la syntaxe et la séman-
tique des deux langages que nous proposons. Leur proximité sémantique facilitera leur
traduction.
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2.1. Systèmes d’objets distribués
Ici, nous voulons traiter d’un seul coup toute population d’objets, alors que les
algorithmes connus traitent une population donnée. Nous modélisons ceci par la don-
née d’un diagramme de classes : un graphe fini C muni d’un ordre partiel A v B lu
«A hérite de B », où chaque classe est un ensemble fini d’attributs et de méthodes
(messages synchrones) croissant le long de l’héritage. Il peut également contenir des
associations entre classes.
Une population P est donnée par un ensemble fini d’objets O munis d’une valua-
tion initiale de leurs attributs et d’une classe principale.1
C est un ensemble de noms de classes
O est un ensemble de noms d’objet
Attr est un ensemble de noms d’attribut
Γ est un ensemble de noms de messages
V = {>,⊥} ∪O ∪ 2O , Val = Attr ↪→ V
P ⊂ O ↪→ C× Val
o(∈ ObjExp) ::= nil | x(∈ Attr)
b(∈ BoolExp) ::= true | false | ¬b1 | b1 ∧ b2 | e1 = e2
| x(∈ Attr)
e(∈ Exp) ::= b | o
a(∈ Assign) ::= x(∈ Attr) := e
A = O.Assign, M = O× Γ×O× V
Σ = A ∪M
Figure 1. Système d’objets (domaines)
Les objets communiquent par rendez-vous, c’est-à-dire par envoi synchrone de
messages M. Un message est de la forme (s,m, r, v) : l’objet s envoie le mes-
sage m ∈ Γ avec la valeur de paramètre v à l’objet r. Nous définissons Σr(o) =
{(s,m, o, v) ∈ M} les messages recevables par o, et Σ(o) = {(o,m, r, v) ∈ M}
ceux que o peut envoyer.
Les diagrammes de séquence permettent habituellement aussi de noter des com-
munications asynchrones. Nous ne les traitons pas dans cet article pour ne pas alourdir
davantage la notation.
Une exécution est une suite (finie ou infinie) de messages. Notre sémantique est
donc entrelacée : deux messages ne sont jamais transmis exactement au même mo-
ment. Le comportement potentiel de tous les objets o de même classe principale est
représenté par une stratégie (non déterministe à information partielle) fo : Σr(o)∗ →
2Σ(o). La stratégie détermine les actions possibles de o à partir du passé tel que vu par
1. Nous divergeons ici du modèle UML, où un objet n’a pas de classe principale, pour suivre
celui des langages de programmation à objets.
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l’objet o. On étend la notation sur les histoires du système Σ∗ en retirant de cette his-
toire les messages qui ne sont pas à destination de o. En revanche, lors d’une exécution
γ, le comportement réel γ|Σ(o′) d’un autre objet o′ de même classe principale peut être
différent. Les résultats possibles Out(fo) d’une stratégie fo sont les exécutions γ où
o exécute sa stratégie : ∀e ∈ Σ(o) : ∀u, γ′ : ueγ′ = γ⇒ e ∈ fo(u). Une stratégie
pour un ensemble d’objets O est simplement une famille de stratégies individuelles
(fo)o∈O.
Les systèmes ne sont pas constitués d’un seul objet mais de plusieurs objets co-
opérant. Le comportement global du système émerge de l’interaction entre ces ob-
jets. Nous avons besoin d’un moyen de les composer pour former le système global.
D’abord nous permettons aux stratégies d’être définies pour des ensembles d’objets
(soit A ⊂ O, fA : Σ∗ → 2Σ(A)). Ensuite nous fournissons un opérateur pour compo-
ser les stratégies.
Définition 1 (composition des stratégies). Soient A and B deux ensembles d’objets
(non nécessairement disjoints), avec des stratégies fA : Σ∗ → Σ(A) et fB : Σ∗ →
Σ(B). La composition de fA et fB est la stratégie fA + fB : Σ∗ → 2Σ(A)∪Σ(B),
définie comme
(fA + fB)(w) = fA(w) ∩ (Σ(A) \ Σ(B))
∪ fB(w) ∩ (Σ(B) \ Σ(A))
∪ (fA(w) ∩ fB(w)) ∩ (Σ(A) ∩ Σ(B)).
Les deux stratégies doivent s’accorder sur le moment où les événements visibles
de A et B doivent être déclenchés. Cela correspond au modèle de communication par
rendez-vous que l’on désire.
Définition 2 (système d’objets distribués (DOS)). Un système d’objets distribués
(DOS) σ pour une population p est une fonction associant tout objet o dans dom(p) à
une stratégie σ(o) : Σ∗ → 2Σ(o) telle que :
– σ(o) est locale à o, et
– ∀o′ ∈ dom(p) : p(o) = p(o′)⇒σ(o) est isomorphe à σ(o′), c’est-à-dire le com-
portement de deux objets de la même classe doit être identique modulo un renommage.
Il peut ne pas dépendre de l’identité réelle de l’objet.
Nous dénotons par DOS(p) l’ensemble de tous les systèmes d’objets distribués
pour une population p. Les résultats d’un tel système d’objets distribués σ sont




2.2. Machines à états
Le diagramme de classes (OMG, 2003) de la figure 2 définit les différentes classes
d’un système d’alarme, et donne les attributs de chaque classe. Les associations sont
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dirigées ; leurs rôles définissent également des attributs, avec les cardinalités indiquant
leur type. Remarquez que comme annoncé il y a une infinité de populations possibles,
avec plusieurs Sensor, Alarm, Guard et Input. Le comportement de tous les objets de
Alarm est décrit par la machine à états de la figure 3.
Nos machines à états sont inspirées des Statecharts de Harel (Harel, 1986) :
elles ajoutent la concurrence, la hiérarchie et la quantification aux machines à états
habituelles. Nous les appelons Quantified Hierarchical Concurrent State Machines
ou QHCSM. Nous évitons d’appeler ces machines des Statecharts car bien qu’elles
en soient fortement inspirées, elles n’en possèdent pas toutes les caractéristiques, y
ajoutent d’autres constructions et n’en suivent pas la sémantique.
Figure 2. Diagramme de classes du système d’alarme
Un modèle de machines à états est donc une relation finie associant une machine à
états à toutes les classes (C→ QHCSM). Pour une population donnée, cette machine
à états sera instanciée, c’est-à-dire copiée autant de fois qu’il y a d’instances de la
classe en question et ses étiquettes de transition seront renommées avec le nom de
son possesseur. La sémantique d’un modèle de machines à états m sera donnée par
[[·]] : (C→ QHCSM)→ P→ DOS.
Un QHCSM est constitué d’états, représentés par une boîte arrondie. Les états sont
liés par des flèches appelées transitions, qui sont étiquetées par des éléments de la
forme « événement-garde-action » (e[g]/a), qui sont tous optionnels. Un événement
ne peut se référer qu’à des attributs de cet objet ou à « self » qui dénote l’objet lui-
même.
Les transitions qui franchissent les barrières des états sont interdites dans les
QHCSM, ce qui permet de préserver la compositionnalité de la sémantique (von der
Beeck, 2002). Ces transitions sont simplement décomposées en deux transitions. La
première va vers une porte d’exception d’entrée, représentées par un cercle barré
d’une croix et positionnée sur la frontière de l’état (voir figure 3). La seconde part de
la porte correspondante, dite de sortie, dans l’appelant.
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Définition 3 (QHCSM). Un QHCSM est défini comme un n-uplet
M = 〈Q, I, F,Exc, A, δ, κ, η, h〉, où
Q est un ensemble fini d’états, I ⊆ Q sont les états initiaux et F ⊆ Q les états
finaux,
Exc = Exci ∪ Exco est un ensemble fini où Exci et Exco sont respectivement des
portes d’entrée et de sortie de machine,
A ⊆ Attr est un ensemble d’attributs,
δ ⊆ Q×M× Exp(A)×A×Q ∪ Exco est une relation de transition,
κ ⊆ Q×Q ∪ Exco est une relation de transition de « complétion »,
η : Exci → Q ∪ Exco associe les portes d’entrée aux portes de sortie de machine,
h : Q→ 2QHCSM∪(〈∀x:C:φ〉QHCSM)∪(〈∃x:C:φ〉QHCSM) est une fonction représentant la
hiérarchie des états, associant un état à l’ensemble des machines à états qu’il contient
et qui s’exécutent concurremment à l’intérieur. Ces machines doivent utiliser Exci
comme ensemble de portes de sortie.
Pour définir la sémantique opérationnelle d’un QHCSM, nous avons besoin du
concept de configuration. Une configuration est de la forme (q, c), où q est l’état cou-
rant d’un QHCSM et c associe chaque état à la configuration de ses sous-états, ce qui
donne :
config(M) = (q, config(h(Q))),
qui est étendu à un ensemble de machines :
config({m1,m2, . . . ,mn}) = {config(m1), config(m2), . . . , config(mn)}.
Des quantificateurs universels et existentiels, portant sur les instances d’une classe,
peuvent être utilisés dans des machines à états. Une quantification, portant sur une
classe C, est une expression de la forme suivante, « for all x : C : φ » ou bien
« for some x : C : φ ». Intuitivement, une machine à états universellement quantifiée
signifie qu’il y a autant d’exécutions concurrentes de copies de cette machine qu’il y
a d’instances de la classe C satisfaisant la condition « φ ». La quantification existen-
tielle se résume au choix arbitraire d’une instance de C satisfaisant φ. Étant donné une
population, il est par conséquent possible de transformer tout QHCSM en une grande
machine à états sans quantification, que nous utilisons pour la sémantique, mais évi-
tons en pratique vu son coût. Les extensions que nous venons de présenter étaient
déjà suggérées dans (Harel, 1986). On pourrait aussi penser à introduire la quantifi-
cation dans les transitions, comme c’est le cas dans certaines algèbres de processus.
L’avantage de notre notation est de rendre la portée de la quantification explicite.
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Par exemple, l’état s1 de la figure 3 décrit une situation où l’alarme envoie le mes-
sage « disable » à tous ses senseurs, de façon à les désactiver. Il faut remarquer que ceci
n’impose aucun ordre de parcours particulier sur l’ensemble sensors, évitant ainsi
de recourir à des considérations propres à l’implantation, lors des phases d’analyse et
de modélisation. Ce mécanisme permet donc de créer des spécifications élégamment
abstraites. Lorsque tous les senseurs auront été désactivés, l’alarme pourra entrer dans
l’état off. La transition vers off est une transition de complétion, qui est déclenchée
dès que toutes les sous-machines ont terminé leur exécution.
Figure 3. Machine à états pour la classe Alarm
Nous décrivons les transitions autorisées dans les machines instanciées, autrement
dit nous définissons une Sémantique Opérationnelle Structurée à la Plotkin. La pre-
mière règle est appelée « Top-Level Transition ». Lorsque l’état courant (au niveau le
plus élevé) est q, et qu’il existe une transition étiquetée par e[g]/a allant de l’état q à
l’état q′, la machine peut quitter l’état q et entrer dans l’état q′.
TLT
v, (q, c) ea−→ v′, (q′, c′)
(q, e, g, a, q′) ∈ δ
[[g]]v = true
où :
– c′ = c [q′ ↔ init(q′)] et init(q′) est la configuration initiale de q′,
– v′ = [[a]]v est l’évaluation des attributs de A.
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Si aucune transition n’est disponible au niveau le plus élevé, des transitions
peuvent être tirées dans les sous-machines. Nous modélisons la concurrence par l’en-
trelacement ; une sous-machine dans laquelle une transition est possible est choisie de
manière non déterministe et sa transition est exécutée.
LLT
∃m ∈ dom(c) v, config(m) a−→ v′, (q′, c′)
v, (q, c) a−→ v′, (q, c [m↔ (q′, c′)])
@(q, e, g, a, q′′) ∈ δ
[[g]]v = true
Les portes d’exception sont représentées par des cercles barrés d’une croix et placées
sur les frontières des états. Lorsqu’une porte d’exception est atteinte, la sous-machine
est complètement interrompue et la transition est prolongée vers le niveau supérieur.
Par exemple, dans l’état supérieur droit de la figure 3, dès qu’un senseur signale qu’il
ne fonctionne pas correctement, l’ensemble du protocole de test est avorté et tous les
senseurs sont désactivés. Les transitions d’exception ont une priorité supérieure aux
transitions situées à l’intérieur des machines.
EXCEPTION
∃m ∈ dom(c) v, config(m) a−→ v′, (q′, c′)
q′ ∈ Exci
v, (q, c) a−→ v′, (η(q′), c′) @(q, e, g, a, q
′′) ∈ δ
Les doubles cercles représentent des états terminaux. Lorsque l’exécution d’une sous-
machine atteint un tel état, cette exécution est considérée comme terminée. Certaines
transitions spéciales, appelées transitions de complétion, partant d’un état q, peuvent
être exécutées lorsque toutes les sous-machines de q sont terminées. Syntaxiquement,
ces transitions sont représentées comme des flèches sans étiquettes, partant de la fron-
tière d’un état, mais pas de portes d’exception.
COMPLETION
∀m ∈ dom(c) (config(m) = (q′′, c′′) ∧ q′′ ∈ m.F )
v, (q, c) a−→ v′, (q′, c′) (q, q
′) ∈ κ
Pour chaque objet, on construit une stratégie, en appliquant la règle suivante : après
tout préfixe d’exécution w, l’objet propose d’exécuter les actions {a1, . . . , an} ssi
∀i : 1 ≤ i ≤ n : w mène à un état qi dans lequel une transition étiquetée par ai est
activée. Formellement,
a ∈ f(w) si et seulement si ∃c . init(m) w−→∗ c ∧ ∃c′ . c a−→ c′
Il s’agit d’une sémantique de trace, qui néglige la distinction entre choix interne et
choix externe.
2.3. Diagrammes de séquence
Nos diagrammes de séquence sont proches des MSC (ITU, 2004) et des dia-
grammes d’interaction d’UML 2.0 (OMG, 2003). Les scénarios de base sont décrits
par des diagrammes de séquence, qui peuvent être ensuite combinés à l’aide d’opéra-
teurs de contrôle de flux, de façon à former des comportements plus complexes.
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La sémantique d’un diagramme de séquence de base est standard. Un ordre partiel
entre les différents événements peut être dérivé de ce diagramme, en appliquant la
règle suivante : si un événement e est dessiné plus haut qu’un événement e′, sur la
même ligne d’instance, e doit nécessairement précéder e′. Ceci revient à dire qu’un
objet n’est autorisé à exécuter une action que si toutes les actions au-dessus de celle-
ci sur sa ligne d’instance ont été exécutées. Puisque nos messages sont synchrones,
l’envoi et la réception constituent un seul événement.
Les scénarios peuvent être combinés en utilisant les opérateurs de contrôle de flux
suivants : l’alternative, la mise en séquence et la composition parallèle. La combinai-
son de l’alternative et des conditions logiques permet d’exprimer des choix de type
« if-then-else ».
Nous autorisons également la quantification existentielle et universelle des ins-
tances d’objet. Graphiquement, la quantification universelle se représente par un rec-
tangle à ligne continue, tandis que la quantification existentielle est décrite par un
rectangle à ligne discontinue. Par exemple, dans la figure 6a, la ligne d’instance dé-
nommée c : Client représente un objet de la classe « Client ». Cette figure illustre
également l’utilisation de « conditions de liaison » : celles-ci sont dessinées comme
des flèches liant une instance (x) à une instance quantifiée (y). Cette flèche est décorée
d’une expression booléenne, locale à x. Elle signifie que seuls des objets satisfaisant
cette condition sont autorisés à être liés à y.
Définition 4 (QHMSC). La syntaxe abstraite de QHMSC est définie par la gram-
maire suivante, dans laquelle B représente un diagramme de séquence de base :
M ::= B
| M1 ‖M2 |M1 +M2 |M1 ;M2 |M∗1
| φ⇒M | φ ∧M
| ∀x : C : φ (M1) | ∃x : C : φ (M1) .
Toutes les instances apparaissant dans un QHMSC doivent se trouver sous la por-
tée d’un quantificateur. Graphiquement, les variables libres, telles que server, sont
par conséquent implicitement universellement quantifiées. On suppose qu’elles appar-
tiennent à leur propre classe Server.
La signification d’un QHMSC ne peut se définir que par rapport à une population
d’objets donnée. La signature de la fonction sémantique est donc [[·]] : QHMSC →
P → 2Σ∗(p). Lorsqu’une population est donnée, tous les quantificateurs sont rempla-
cés par de véritables valeurs d’objet, ce qui revient à lier l’ensemble des variables et,
ainsi, à ce que toutes les lignes d’instances se réfèrent à de véritables objets. Nous
donnons une sémantique classique des opérateurs de contrôle de flux, similaire à celle
des expressions rationnelles : les diagrammes de base décrivent des langages finis,
le choix correspond à l’union de langages, la composition parallèle à l’entrelacement
(shuffling), la boucle à l’étoile de Kleene, la séquence à la concaténation de langages ;
nous nous écartons ici de la sémantique faible de l’ITU (2000) pour une sémantique
forte plus classique. La construction φ⇒M signifie « exécuter M si φ est vraie, ne
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rien faire sinon ». Enfin φ ∧M signifie « φ doit être vraie et M est exécuté ». Si φ
n’est pas vraie, le langage décrit est vide. La sémantique d’un HMSC clos (où toutes
les variables sont liées) est donnée par [[·]] : HMSC→ (O→ Val)→ 2Σ∗ . Cette fonc-
tion dépend évidemment des valeurs des attributs, puisqu’il est nécessaire d’évaluer
les conditions de garde (φ).
Seule l’opération de suppression des quantificateurs est détaillée ci-dessous, car
il s’agit de la partie la plus originale de notre langage ; la formalisation des autres
opérations est sans surprise, sinon fastidieuse. Considérons une population p fixée et
posons {o1, . . . , on} = {o|cl(o, p) v C}. Nous définissons alors :
i(∀x : C : φ (M) , p) = (φ⇒ i(M,p))[x/o1]‖ . . . ‖(φ⇒ i(M,p))[x/on]
i(∃x : C : φ (M) , p) = (φ ∧ i(M,p))[x/o1] + . . .+ (φ ∧ i(M,p))[x/on]
Comme expliqué ci-dessus, i supprime tous les quantificateurs et renvoie un HMSC
clos, dont toutes les lignes d’instances sont étiquetées par des noms de véritables
objets. Nous pouvons alors simplement écrire la fonction sémantique d’un QHMSC
comme [[·]] : QHMSC→ P→ Σ∗, avec :
[[M ]]p = [[i(M,p)]]val(p).
3. Synthèse
Nous considérons l’élaboration des modèles de comportement d’un objet comme
une activité incrémentale. D’abord, l’analyste décrit les interactions souhaitées entre
les objets avec des scénarios. Tous ces scénarios sont combinés dans un unique
QHMSC pour former une description inter-objet complète du système. Ensuite, l’ana-
lyste conçoit une machine à états qui doit exhiber le comportement décrit par ce
QHMSC pour chaque classe. Dans cette section, nous proposons un algorithme pour
réaliser cette activité. Nous définissons d’abord le problème de la synthèse d’une ma-
chine à états à partir d’un QHMSC puis nous présentons l’algorithme résolvant ce
problème.
3.1. Problème
Notre algorithme prend un QHMSC et retourne pour chaque classe sa machine à
états, synth() : QHMSC→ C→ QHCSM. Notre but idéal serait d’obtenir, pour toute
population, les mêmes comportements pour le QHMSC et ses machines à états.
∀p ∈ P : [[M ]]p = Out ([[synth(M)]]p)
Par définition, le système d’objets instanciés à partir d’une machine à états est dis-
tribué, c’est-à-dire que le comportement de chaque objet est uniquement déterminé par
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sa vue locale de l’exécution. Les stratégies sont locales. Cependant, il y a une diffé-
rence inévitable entre la vue globale (inter-objet) et la vue locale (intra-objet). On peut
concevoir une spécification inter-objet qui nécessite une information d’un autre objet,
et donc ne peut être réalisée par une spécification intra-objet (Uchitel, 2003 ; Uchitel et
al., 2001b ; Alur et al., 2000). Nous suivons l’état de l’art des algorithmes de synthèse,
et résolvons un problème plus réaliste : construire la meilleure sur-approximation dis-
tribuée d’une spécification inter-objet.
Définition 5 (sur-approximation optimale). Étant donné une population p, un sys-
tème d’objets distribué σ ∈ DOS(p) est la sur-approximation optimale d’un langage
L ⊆ Σ∞(p) ssi
1) L ⊆ Out(σ) (σ produit au moins toutes les traces de L),
2) ∀σ′ ∈ DOS(p) : L ⊆ Out(σ′)⇒Out(σ) ⊆ Out(σ′) (σ est minimal).
Notre problème de synthèse est alors simplement :
Définition 6 (problème de la synthèse). Le problème de la synthèse est, un QHMSC
M et un ensemble fini de classes C étant donnés, de retourner un modèle sous forme
de machine à états synth(M) : C → QHCSM tel que ∀p ∈ P : [[synth(M)]]p est la
sur-approximation optimale de [[M ]]p.
Remarquons d’abord que la seule façon d’obtenir une sur-approximation optimale
du QHMSC est de laisser chaque objet effectuer une action e, après une exécution par-
tielle w, quand w ressemble localement à une autre exécution w′ de laquelle e pourrait
être une continuation possible. La meilleure sur-approximation distribuée d’un lan-
gage L est donc obtenue quand chaque objet ne fait rien de plus que ce lemme. Un
objet décide d’effectuer l’action e après le préfixe w si et seulement s’il y a un mot
w′ qui est équivalent à w du point de vue de cet objet (w|Σ(o)= w′|Σ(o)), et w′e est le
préfixe d’un mot de L.
Lemme 1 (critère d’optimalité pour la sur-approximation). Soient σ ∈ DOS(p)
et L ⊆ Σ∞(p), σ est la meilleure sur-approximation L ssi ∀o ∈ dom(p), ∀e ∈ Σ(o),
∀w ∈ Σ∗, e ∈ σ(o)(w) ⇐⇒ (∃w′, w′′ ∈ Σ∗ : w′|Σr(o)= w|Σr(o)∧w′ew′′ ∈ L).
3.2. Algorithme
Nous suivons les techniques habituelles pour synthétiser des machines à états à
partir de HMSC (Krüger et al., 1999), mais nous ajoutons une nouvelle étape pour
traiter la quantification. Notre but est de synthétiser une machine à états optimale (au
sens du lemme 1) pour une classe donnéeC à partir d’un QHMSC. Pour ce faire, notre
algorithme effectue successivement les étapes suivantes :
1) Instanciation du QHMSC. On insère une instance, appelée « self », partout où
une instance de classe effective C apparaît dans le QHMSC. La propriété essentielle
préservée par cet algorithme, présenté dans le tableau 1, est donnée dans le lemme 2.
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rclinst(C,B) = B où B ∈ MSC
inst(C,M1 ‖M2) = inst(C,M1) ‖ inst(C,M2)
inst(C,M1 ;M2) = inst(C,M1) ; inst(C,M2)
inst(C,M1 +M2) = inst(C,M1) + inst(C,M2)
inst(C,M∗) = inst(C,M)∗
inst(C,∀x : C ′ : φ (M)) =
 if C v C
′ (φ⇒ inst(C,M))[x/self]
‖ ∀x : C ′ : φ ∧ x 6= self (inst(C,M))
else ∀x : C ′ : φ (inst(C,M))
inst(C, ∃x : C ′ : φ (M)) =
 if C v C
′ (φ ∧ inst(C,M))[x/self]
+ ∃x : C ′ : φ ∧ x 6= self (inst(C,M))
else ∃x : C ′ : φ (inst(C,M))
Tableau 1. Algorithme d’instanciation
2) Projection du QHMSC sur l’instance « self ». Cette étape élimine toutes les
lignes de vie qui n’appartiennent pas à « self » dans le QHMSC. Cette opération abs-
trait donc le QHMSC, conservant uniquement la vue locale de l’instance « self ».
3) Traduction du projeté du QHMSC vers une machine à états, associant chaque
structure de contrôle à la construction correspondante dans les machines à états. Cette
étape est simple s’il y a suffisamment de constructions dans le langage des machines
à états (Ziadi et al., 2004). Comme nous avons ajouté la notation de quantification
dans les deux langages, nous évitons les difficultés rencontrées dans les précédents
algorithmes de synthèse (Whittle et al., 2002).
Notre algorithme d’instanciation n’altère pas la sémantique du QHMSC, pour des
classes non vides. Il insère une nouvelle instance « self », qui n’est jamais quantifiée.





Ainsi self peut être n’importe quelle instance deC dans une population quelconque
sans changer la sémantique du diagramme.
La construction d’une machine à états à partir d’un QHMSC est inspirée de la
construction d’automates à partir d’expressions rationnelles (Hopcroft et al., 2001).
La fonction sm qui synthétise cette machine à états est définie inductivement sur la
structure du QHMSC et présentée figure 4. Elle procède par cas :
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sm(M1 ;M2) sm(M∗) sm(M1 +M2)




































Figure 4. Définition de la fonction sm
– M est un diagramme de base : puisque M est fini, il a un nombre fini d’exécu-
tions. Celles-ci peuvent être aisément reconnues par une machine à états, qui les énu-
mère toutes. Les états de cet automate sont les coupures (ou idéaux) du diagramme ;
– M = M1 ;M2 : sm(M2) est exécutée dès que sm(M1) termine, grâce à une
transition de complétion ;
– sm(M∗) : soit sm(M) n’est pas exécutée (sans itération), soit elle est exécutée et
quand elle termine la machine choisit de manière non déterministe de relancer sm(M)
ou de terminer ;
– M = M1 ‖M2 : dans ce cas, sm(M1) et sm(M2) produisent deux machines à
états S1 et S2. Une nouvelle machine possédant uniquement une région orthogonale
est construite. Cette région contient S1 et S2. Grâce aux préconditions énoncées plus
haut, on a [[sm(M1 ‖M2)]] p = [[M1 ‖M2]] p ;
– M = M1 +M2 : la nouvelle machine à états choisit de manière non détermi-
niste entre sm(M1) et sm(M2). Cela correspond à des -transitions dans la théorie
classique des automates. Notre sémantique étant linéaire, on obtient alors l’égalité
[[sm(M1 +M2)]] p = [[M1 +M2]] p ;
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– M = ∀x : C : ϕ (M) : simplement quantifier universellement sm(M), avec
l’expression for all x : C : ϕ. Encore une fois, la sémantique est préservée grâce aux
préconditions ;
– M = ∃x : C (M) : quantifier de manière existentielle sm(M) avec l’expression
for some x : C : ψ. La sémantique est également préservée ;
– ϕ⇒M : signifie « si la condition ϕ est vraie, se comporter comme M , sinon ne
rien faire ». Sa traduction repose sur des invariants, voir la section 2.2 ;
– ϕ ∧M : signifie que ϕ est vraie avant de lancer M . Des invariants sont aussi
utilisés.
Par construction, la machine à états résultant est la meilleure implantation possible
du QHMSC.
4. Exemple
Nous avons appliqué notre algorithme à un extrait du problème CTAS (NASA
AMES, 2006), le « Simple Update System » (SUS). C’est un système très simple dont
la structure est présentée à la figure 5. Il est constitué d’un serveur central auquel les
clients se connectent. Certains opérateurs sont autorisés à accéder à ce serveur ; ils
peuvent actionner manuellement une mise à jour. Quand cela se produit, le serveur
doit envoyer une requête à tous les clients connectés, leur demandant de récupérer des
données à partir de leur source de données (scénario « update », voir figure 7a). Les
clients choisissent un de leurs miroirs de téléchargement et commencent à recevoir
ces nouvelles données. Si le transfert échoue, ils notifient le serveur qui déconnectera
tous les clients après avoir reçu la réponse de tous. Si tous les clients réussissent à
obtenir les données mises à jour, tout va bien. Bien que ce soit un petit exemple, il
comporte les principales particularités du système TRACON du CTAS (Whittle et
al., 2002 ; Bontemps et al., 2003) qui nous ont conduits à étendre la notation des
machines à états et des scénarios.
Figure 5. Diagramme de classes pour SUS
Les deux principaux scénarios, c’est-à-dire « connection » et « update », sont pré-
sentés dans les figures 6a et 7a. Ces scénarios référencent un autre scénario nommé
« Disconnect All », non représenté ici. Notre algorithme de synthèse a été appliqué au
scénario « connection » pour la classe Client (voir figure 6b) et au scénario « update »
pour Server (voir figure 7b).
812 RSTI - TSI – 26/2007. AFADL 2006










for some d : DataSrc : d in mirrors
sm_refuse_connect_client
server.ack/
(b) Machine à états pour « Client »
Figure 6. Synthèse du client à partir du scénario « Connection »
Dans cet exemple, les comportements induits ne présentent pas de surprise. Ceci
indique que les machines reçoivent l’information nécessaire à leur tâche. L’élaboration
des MSCs nécessaires est ici simple, mais ne nous permet pas d’extrapoler pour des
exemples plus complexes.
5. Conclusion
Nous avons présenté une extension simple de deux notations de comportement
pour les systèmes orientés objet, pour permettre des descriptions de tels systèmes
au niveau de leurs classes. Cette extension ajoute la quantification universelle et
existentielle sur les instances aux notations usuelles des machines à états hiérar-
chiques/concurrentes (Statecharts) et des scénarios de haut niveau (HMSC). Les algo-
rithmes de synthèse classiques, construisant un ensemble de machines à états à partir
d’un modèle structuré composé de scénarios, ont été subséquemment modifiés pour
fonctionner au niveau classe. Nous avons illustré l’application de cet algorithme avec
un petit exemple.
Des questions importantes sont toutefois encore ouvertes : Comment peut-on dé-
tecter et énoncer les scénarios induits dans les QHMSC ? Quelles contraintes syn-
taxiques sont nécessaires pour s’assurer qu’aucun scénario induit n’apparaît, comme
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(a) Scénario « Update »














for all c : Client : c  in connected
sm_update_server 
(b) Machine à états pour « Server »
Figure 7. Synthèse du serveur à partir du scénario « Update »
pour les MSC d’instance chez Finkbeiner et al. (2001) ? Quelle méthode doit être
suivie pour prendre plusieurs scénarios de classe indépendants et dériver un scéna-
rio intégré nécessaire pour notre algorithme ? Les utilisateurs produisent souvent des
scénarios instanciés, quelle méthode utiliser pour les généraliser ? Nous devons géné-
rer du code exécutable à partir de nos modèles, pour que notre algorithme soit vrai-
ment utile au sein de l’approche MDA ou pour faire du prototypage rapide. Dans ce
cas, comment peut-on surmonter la différence entre les programmes générés et une
implantation existante, un problème déjà soulevé par Whittle et al. (2002) ? Est-il
possible d’intégrer d’autres constructions utiles comme la variabilité (pour les lignes
de produits logiciels), les contraintes temps-réel, les communications asynchrones,
la composition séquentielle faible ou la préemption ? Peut-on modifier d’autres nota-
tions, comme les diagrammes d’activité, pour prendre en compte le comportement au
niveau classe ?
Finalement, notre notation est limitée car elle ne permet pas de créer ou détruire
des instances. Il est possible de contourner ce problème en ajoutant des objets initiale-
ment inactifs et en introduisant une classe spéciale de construction d’objets (Factory)
qui implante la création et la destruction, mais une solution plus élégante serait bien-
venue.
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