Machine Learning algorithms, such as Boosted Decisions Trees and Deep Neural Network, are widely used in High-Energy-Physics. The aim of this study is to apply Bayesian Optimization to tune the hyperparameters used in a machine learning algorithm. This algorithm performs an energy regression process on photons and electrons detected in the electromagnetic calorimeter at the Compact Muon Solenoid experiment operating at the Large Hadron Collider at CERN. The goal of this algorithm is to estimate the energy of photons and electrons created during the collisions in the Compact Muon Solenoid, from the measured energy.
Introduction
The reconstruction of the true energy of a photon or an electron from the measured energy in the electromagnetic calorimeter (ECAL) at the Compact Muon Solenoid (CMS) experiment is a complex task, because it depends on many parameters. Because of this, a good strategy is to employ machine learning algorithms to build efficient models. These machine learning algorithms depend on, so called, hyperparameters. Here the algorithm that we use is a boosted decisions trees (BDT) based algorithm. In this study, we test the bayesian optimization strategy on a BDT which reconstructs the energy of photons and electrons and check if it is relevant to use it in the context of Higgs searches at the CMS experiment.
From the measured signals in the ECAL and in the silicon tracker, we want to reconstruct the energy of the particles which emerged from the collision with the best possible precision. As the geometry of the CMS detector is well-known, it is possible to reconstruct the initial energy of a photon after the collision from the reconstructed ones. The reconstructed features are the different physical quantities that are measured for each particle. The reconstruction algorithm is developed using Monte Carlo (MC) simulations. We generate e − and γ with a given energy and simulate their passage through the detector and the electric signal generated in the ECAL. The true energy, E gen of the simulated particles are exactly known. The simulated measured energy E raw is then computed after that the passage of the particle in the detector has been simulated. The boosted decision trees algorithm is then used to build a model which maps the measured energy to the generated energy.
We will first study the physical context of the CMS experiment, focusing on the detectors useful for this study. A description of the Large Hadron Collider and the CMS experiment can be found in section 2. We then introduce machine learning and bayesian optimization in section 3. After that, we describe, in section 4, the study and the data set that is used. Finally we expose the results in section 5.
Physical Context
The study focuses on applications for Higgs searches. We consider photons coming from a H → γγ decay. In the following sections, the features of the CMS experiment and the ECAL are been explained in more details.
Large Hadron Collider (LHC)
The Large Hadron Collider (LHC), at CERN laboratory in Geneva, is a proton-proton (pp) collider designed to operate at a center of mass energy of √ s = 13 TeV. The LHC is placed in the same tunnel before occupied by the previous Large Electron Positron collider (LEP).
First, the proton beams are accelerated with a linear accelerator up to an energy of 50 MeV and then reach 1.4 GeV by passing through the Proton Synchroton Booster (PSB). The beams continue their path through the Proton Synchroton (PS) and Super Proton Synchroton to finally reach the LHC with an energy of 450
GeV. An overview of the set up can be seen in Figure 1 . In the LHC, dipole magnets generating a magnetic field up to 8.3 T set the particles into curvilinear trajectories. The two beams then run in two contiguous pipes and collide in the CMS detector. More details can be found in [12] .
Compact Muon Solenoid (CMS)
The CMS experiment records data from the collisions of two protons or ions in the LHC at CERN. The CMS detector is built around a solenoid magnet which generates a strong magnetic field (approximately 4 Tesla). When the protons collide, the resulting unstable particles decay in different types of particles which are detected in different regions of CMS. The detector has different layers. Each layer has a different function and detects different type of particles. A schema of the CMS is shown in Figure 2 . The first layer is composed by a silicon tracker. Each silicon sensor (pixel or strip) sends an electric signal when it interacts with a charged particle, giving information about the passage of the particle by this point. By knowing a few points and the intensity of the magnetic force, it is possible to fit the trajectory of the particle through the silicon tracker and to measure his charge and momentum. Because photons are uncharged, they are not affected by the magnetic field and therefore are following a straight line through the silicon tracker. Nevertheless, the interaction with the matter composing the tracker and the particles results in bremsstrahlung and photon conversion. After passing through the silicon tracker, the particles arrive in the electrocalorimeter, which detects photons and electrons. It is in this region that the energy of the photons and electrons are measured. 
Electromagnetic Calorimeter (ECAL)
ECAL is a homogeneous calorimeter of almost 76000 Lead Tungstate P bW O 4 scintillating crystals grouped in array, composed of a barrel and two endcaps. A schematic view of the detector is shown in figure 3 . In High-Energy-Physics, a calorimeter is a device which measures the energy of particles. Photons and electrons, when entering the ECAL, initiate particle showers. Each photon can convert into a pair of electron-positron in presence of matter, and each electron/positron can emit then a photon and loses energy. In addition to photon conversion, the presence of material also induces bremsstrahlhung for e − and e + . This also causes that the particles lose energy. The crystals absorb this energy and convert it into light. Consequently it is possible to measure it. As the photon initiates a shower, the energy spreads out and is absorbed by different crystals.
This group of crystals is called a cluster and the operation of grouping crystals is called clustering. So, in order to reconstruct the true energy, all the absorbed energy as to be taken into account. In order to achieve this, we consider a cluster of clusters, called supercluster or (SC). We need to build a SC because of the photon conversions and bremsstrahlung due to the presence of the silicon tracker. From the energy deposit on the array of crystals and the bending of the path in the silicon tracker the energy of the photons and electrons can be reconstructed.
Service material for the tracker located around |η| ∼ 1.5 (mainly cables and cooling pipes) are interacting with the particles. This presence of material results in more bremsstrahlung and photon conversions. This has as consequence that the reconstruction is more difficult in this area than in the middle of the barrel. Further information, also for the endcaps, can be found in [12] .
Machine Learning (ML)
We want to perform an energy regression on the measured energy in order to infer the true energy. This is done by using a machine learning algorithm. In this section, the theoretical background to understand how to solve the regression problem, i.e. the energy reconstruction of the photons using machine learning and bayesian optimization to choose the hyperparameters, is introduced.
Machine Learning (ML) algorithms are used in a wide range of tasks: from classification and regression problems (supervised learning) to density estimation (unsupervised learning). A ML algorithm is a function approximation which is mapping a set of data, the input, to a set of results, the output. It uses the data to A simple example of an application of a machine learning algorithm is the iris model, treated for example in [15] . The ML algorithm takes as features the length and the width of the sepals and the petals. The algorithm builds a model which maps each data composed of four values, one for each features, to a type of iris. Here the features are the input and the iris type is the output. This is a classification example since the output is a categorical (generally discrete) variable. If the output is continuous, as it is the case in this study, the problem is called "regression".
In this study, we used a supervised ML algorithm to reconstruct the energy of a photon/electron measured in the ECAL at the CMS detector. Supervised learning is used when the input and the output, labeled data, are both known. The goal of the algorithm is to build a mathematical model which relates the input to the output in the most precise way. This model can then be applied on new, similar, data set in order to make predictions. In this study, the data set was generated from a Monte Carlo simulation. This means that the correspondence between the input and the output is known. Consequently, it is possible to check the accuracy of the model. The way this is done is the following: the data set is cut into two different sets, the training and the testing set. The model is built using the training set. When this is done, we test it on the testing set and measure the accuracy.
The intuition to have about a ML algorithm, is that it is a system whose efficiency is improving over the experience it acquires when exploring the training data set. The algorithm does not follow explicit instructions, but is instead using statistical patterns and inferences of the data set in order to understand how the data are distributed and to be able to build a model which describes the data correctly.
In this study, a regression problem has to be solved. The model takes as input the electromagnetic shower features, and gives as output the true energy. We have used a boosted decision trees for this task.
Decision Trees
A decision tree is a decision support tool that uses a tree-like graph to model cuts on input. It is a binary choosing algorithm to partition variables structured in nodes, branches and leaves. Each internal node represents a test on a feature, the branches are the possible results and the leaves the outcome. As an example, consider Figure 4 . This example studies if it is possible to know for a given customer, if she/he is going to buy a given product. At the end of each branch, a count of how many customers with this profile bought or Figure 5 : Classification example, image taken from [4] did not buy the product and the class with the largest population is assigned as class for the leaf. That means that, if in the mode >55 years old, there is more people who did not buy the product, customers with more than 55 years old are less likely to not buy the product, as it is the case in this diagram.
To be more general, consider a set of data composed of two features. The algorithm takes a feature and makes a binary test of type pass/fail and then draw a corresponding line which divides the data set into two zones. The feature is chosen such that the division is optimal. The algorithm tries every features and chooses the one which permits the best separation. The algorithm continues with an other test, making more cuts. At the end, each zone is assigned to a class by majority vote. As an example, consider the set of two variables x 1 and x 2 , as in Figure 5 . Here the data are of the type signal/noise and the goal is to predict for each point (x 1 ,x 2 ), if the point in question is signal or noise. In the step b), the algorithm tests if x 2 is larger than 1.5 and makes a cut there. Then it repeats the procedure with different tests to get a partition of the 2 dimensional plane. Then each zone is assigned the class signal/noise by counting each data and by taking a majority vote. The class with the largest population is assigned to the zone.
These two examples are classifications examples. Classification treats discrete data set. The goal of a classification algorithm is to find a label for each data. In a regression problem, the data and the output (the results on the leaves) are continuous values. A regression model predicts a quantity for each data point. The model is a continuous function from the input space to the output space. Despite the conceptional difference between classification and regression algorithms, the implementation does not differ much. A regression algorithm is after all a continuous classification algorithm. More details can be found in [4] .
Boosted Decision Tree (BDT)
Boosted Decisions Trees (BDT) are used to stabilize a ML algorithm, which could be too sensitive to statistical fluctuations (noise) of the training set.
The idea behind the boosting strategy is to train several trees sequentially, where each one learns from the previous one, and then to sum over all trees to get the final model. To each data a weight is assigned. This weight is then decreased or increased depending on the classification. If the data point is correctly classified, the weight is decreased; if it is not, it is increased. After making a decision on the first tree, the weight of each data which were not correctly assigned is increased, and the one of the correctly assigned data points are decreased. The decision tree algorithm is then applied on the second tree, but using the weights computed previously on the first tree. At each step, the number of correctly classified data is increased because the algorithm gives more importance to the data points which have been misclassified in the past, and therefore have The process is illustrated in Figure 6 , from [4] . Consider a set of data composed of background (blue) and signal (red). The subfigure a) shows the set of data that have to be classified. In the step b), the decision algorithm makes a test on x 2 and cuts. By majority vote, the algorithm assigns the bottom to the background region and the top to the signal region and identify the misclassified data. In step c), the algorithm increases the weights of the misclassified data (with larger letter), and decreases the weight of the correct one. This three steps form the first tree. In the step d), the decision algorithm trains a new tree but is taking in account the weight of each data and makes therefore a new decision. It repeats the procedure for a certain number of trees, which is 3 in this example.
After the algorithm has trained several trees, it takes all the cuts from all the trees and put them together to form a new tree, as in Figure 7 . The obtained tree is more complex and performing than any previous one.
In this study we used the eXtreme Gradient Boosting (XGBoost) package to assign the weights correctly. This uses gradient descent to optimize the weights. Documentation on the XGBoost package can be found in [8]. 
Overfitting
One possible problem of decision trees based algorithms is overfitting. The model learns about statistical fluctuations (noise) and tends to loose the ability to generalize the results on new data set. An overfitted model tends to be very accurate on the training set but performs badly on any other data set. As example, consider the Figure 8 from [10] . This scenario presents a set of data which are quadratically distributed. The figure on the left is under trained. The model does not get the quadratic form of the data. The model tries to fit the quadratic distribution with a linear function, and as shown in the figure, this gives incorrect results for most of the data points. On the right, the model is overtrained as it takes into account the statistical fluctuations of the data and the measurement errors. This usually gives excellent results on this sample but will generally perform badly on any other data set coming from the same distribution. The fluctuations are not the same for an other sample and therefore, all the information learned about the fluctuations are useless and make that the model performs incorrectly on any other data set. In the middle the model is good. This gets the quadratic shape and is still enough general to be applied for other data set coming from the same distribution.
Hyperparameters
Machine learning algorithms depend on parameters, called hyperparameters, which regulate the algorithm itself. These hyperparameters define the ML algorithm. For the BDT based ML algorithm, the hyperparameters that we used are:
colsample_bytree, default value=1
=⇒ colsample_bytree is the percentage of features used for each tree. It goes from 0 to 1.
max_depth, default value=6
=⇒ Maximum depth of a tree. Increasing this value makes the model more complex and more likely to overfit.
3. gamma, default value=0, alias: min_split_loss =⇒ Minimum loss reduction required to make a further partition on a leaf node of the tree. The larger gamma is, the less flexible the algorithm will be.
min_child_weight, default value=1
=⇒ Minimum sum of instance weight (hessian) needed in a child. If the tree partition step results in a leaf node with the sum of instance weight less than min_child_weight, then the building process will give up further partitioning. In linear regression task, this simply corresponds to minimum number of instances needed to be in each node. The larger min_child_weight is, the less flexible the algorithm will be.
reg_lambda, default value=1
=⇒ L2 regularization term on weights. Increasing this value makes the model less flexible.
n_estimator =⇒ number of trees
More details about these hyperparameters can be found in [9] .
These hyperparameters have a non negligible influence on the performance of the model. For example, training a single tree is not a good strategy because the model will not be enough trained and will tend to be imprecise. On the other hand, using a high number of trees can lead to overtraining. So it makes sense to optimize the hyperparameters.
Several strategies exist. Two of the most common one are the random and the grid search. In both cases, the hyperparameters space is divided into a grid and the hyperparameters are location on this grid. In a random search, the hyperparameters are randomly chosen, and in a grid search we just go systematically over the whole grid. These optimization methods give correct results but can also be sub-optimal because time is used to explore regions where the ML algorithm performs possibly badly. This can be a problem because a machine learning algorithm often takes a lot of time to be computed. In this study, we choose Bayesian Optimization in order to choose the next hyperparameters to evaluate.
Bayesian Optimization (BO)
The problem we are trying to solve is to find the global minimum of a function f (x). In this case, f (x) is the error function which quantifies how much the ML algorithm, as function of the hyperparameters, mismodels the testing data set. In order to have a better performance, x has to be chosen such that f (x) is as small as possible. Therefore, the aim of the BO is to minimize the error function, f over the hyperparameters space. We want to solve: min
where A is the space of the hyperparameters, in our case a 6 dimensional hyper-rectangle. We want to find the minimum of f (x) without doing a random search, but by deciding which other point to sample according to the observations. The specificity of this problem compared to other optimization problems is that:
1. The function f is time consuming to evaluate.
2. The derivatives are unknown. We observe only f (x) and no higher order derivative when evaluating f .
3. We are looking for a global rather than a local minimum.
To summarize we have to solve a derivative-free global optimization problem [3].
A BO process builds a statistic model for f (x) and then exploits this to make a choice about where to explore next. In order to build the statistical model, we choose a prior over functions. In many cases, as in here, the prior defined by a Gaussian Process (GP) (see [6] for more details) is chosen due to his flexibility. A way to interpret a GP is that it is a distribution over functions. The principal characteristic of GP, is that any finite set of N points B induces a multivariate gaussian distribution in R N through GP(B). The multivariate gaussian distribution is defined as:
where µ is the mean, K the covariance matrix and k the dimension of x. K is specified through a Kernel function. In this study, the Matérn covariance (see [7] ) is used. The Matérn covariance function between two points separated by d distance unit is given by:
where σ is the standard deviation, Γ the Gamma function, B ν the modified Bessel function of the second kind, and ρ and ν are non-negative parameters of the covariance. The prior is defined as:
Given the observations D=(A ⊂ A, f ) and the set of parameters Θ, the likelihood distribution conditioned on D is:
The posterior is then constructed from the prior and the observations with the use of Bayesian Statistic 1
To decide the next step to explore, the BO strategy is to design an acquisition function a, which is typically inexpensive to evaluate and build to quantify the chance of improvement when evaluating f at the point x. So the minimization problem on f is replaced by a maximization problem on a, which is easier because a is inexpensive to evaluate.
The acquisition function (ac)
The acquisition function, a: A → R + , gives us the point in A we should evaluate next. The performance of the algorithm depends on the previous observation, the prior and on the hyperparameters as well. The next point to evaluate is obtained through:
x next = arg max x∈A a(x).
There are different type of acquisition functions. What we used here is the Expected Improvement (EI) acquisition function, which maximizes the expected improvement over the current best estimate. The minimal value of f observed so far is denoted by f * . Expected improvement evaluates f at the point that, in expectation, improves upon f * the most. This corresponds to the following utility function:
If f (x) turns out to be less than f * , a reward of (f * − f ) is perceived and none otherwise. The expected improvement acquisition function is then defined as:
Where N (f, µ, K) is the normal distribution on f with mean µ and covariance K and Φ is the cumulative distribution of N .
Let say we have to maximize an unknown function (in orange dashed in the following Figure 9 , 10 and 11, from [5] ). We first impose a gaussian process as a prior over the function (in dark blue) and then evaluate the function at a few points (the dark points in the figures). The zone in light blue represents the 95% confidence interval calculated with the covariance matrix K. There is no confidence region on the black points because the noise is not taken into consideration here.
The second step is to build the acquisition function, i.e. the function which gives us the next point to evaluate. The probability of improving on points near those we already evaluated are low. Consequently, the acquisition should be low next to these points. It then uses the points (the previous observations) and the dependency on the hyperparameter (the confidence interval) to give us the next point to evaluate (the maximum of a).
Then we evaluated the point given by a and repeat the procedure until we get stable results or after a certain number of iterations. More details can be found in [1] and [3].
Energy Regression with Bayesian optimization
In this section, the features of the experiment and the MC simulation data are presented in more details. Then the energy regression algorithm is treated. Finally we explain the concept of quantile and box plot which permit to quantify the improvement of the model due to BO. 
Energy Regression
We want to use a BDT for doing the regression and then optimize it with bayesian optimization. The measured energy is recomputed twice using the energy regression ML algorithm. The first time, the default hyperparameters of XGBoost were used. The second time, the algorithm has been optimized using BO. The BDT is trained on 1.5 million data. The sample we are using is called "Simulated photons with uniform pt distribution flat in the pt range [0,300 GeV] and with an eta distribution flat in the ECAL barrel".
We then consider two features in more details: η and pt. η is the pseudorapidity of the super cluster. The parameter pt is the transverse momentum of the detected particle in GeV unit.
We want to improve the performance throughout the whole range of pt and η, so we bin the measured energy in these two features. The range of pt is [20, 310] and the range of η [-1.5,1.5]. For each bin we look at the histogram of the data and extracted the mean, Q 2 and the IQR, Q 3 -Q 1 . The Q i is the i th quartile of the distribution. More information about the quartile can be found in the next section. A good sign for the improvement is that the peak is narrower in the case with the corrected energy than in the uncorrected case. We also tried to fit the histogram with a double crystal ball function (DCB) but the parametric estimation of the distribution was not accurate, so we used quantiles as a measurement of the improvement. We used an effective root-mean-square test (eff-rms-test) as the function to minimize.
Monte Carlo Simulation
Since the events considered in this study are coming from a Monte Carlo simulation, the true energy is known and we can compare it with the energy computed with the regression algorithm. Then a detailed simulation algorithm, including physical processes and experimental effects, is used in order to simulate the path of the particles through CMS. It is then possible, using the measured features, to perform an energy regression on the measured energy in order to estimate the true energy. Finally we can compare the results with the true energy and quantify the efficiency of the algorithm. Roughly 2 Millions events have been used in this study.
Two features that are important in this study are pt and η, whose distribution can be seen in Figure 12 . More details about MC generator can be found in [11] . 
Features of the event
In this section, the features of the event are described. The features are the different physical quantities that are measured for each photon. With the values of these features it is possible to reconstruct the true energy. First we introduce the coordinate system at the CMS. The origin of the coordinate system is fixed at the collision point. The y-axis is pointing vertically upward, and the x-axis pointing radially inward toward the center of the LHC. This can be seen in Figure 13 .
The angle θ is defined as the polar angle measured from the z-axis. It is the inclination angle with respect to the beam trajectory. The azimutal angle φ is the signed angle measured from the x axis to the orthogonal projection of the measured particle on the reference plane x-y. The Hadronic Calorimeter (HCAL) is situated after the ECAL. It is possible that a photon goes through the division between the crystals of the ECAL and reaches the HCAL (this process is called leakage). Consequently, the HCAL has to be taken into account in the features. The goal of the HCAL is to measure the energy of hadrons, i.e. particles made of quarks, but can also measure the energy of other particles like photons and electrons in our case.
The features are related to the kinematics and the shower shape of photon with respect to fake photons. The features are:
1. The pseudorapidity η is defined as η=-ln tan θ 2 . 2. The transverse momentum pt=psin θ, with p being the momentum of the particle. 
The Quantiles of a distribution
Quantiles are a useful tool to describe distributions. The x quantile is the value Q ∈ R where the probability
of getting a smaller value q ≤ Q are of x (with x ∈ [0,1]). More formally, the quantile function is defined as the inverse of the cumulative distribution. Let say we have a Probability Density Function (PDF) P : R −→ [0,1]. Then the cumulative distribution is defined as:
So C(x) gives the probability to get a results below x. Now we define Q as:
Hence Q(p) gives the data point x where the chance of being below are of p.
In this study, the quartiles defined as
are used.
The median, Q 2 , gives us information about the average value of the distribution. In order to track the width of the distribution, we compute the InterQuartile Range (IQR) defined as:
The IQR, also called midspread, is a measure of variability. It tells us how much the data differ from the media. Low IQR means that the data are really centered around the middle. Distribution with a higher IQR tend to be more spread out. In this study, we will use the IQR to give quantitative results about the improvement of the different trainings.
Box Plot
In order to inspect the quantiles of the data distribution, we computed the box plots of the uncorrected and the corrected event in bins of η and pt. Box plots are a useful tool to graphically describes data through their quartiles. The box plots of the uncorrected events are shown in Figure 15and 16. Each green box shows the first and third quartile (Q 1 and Q 2 ) with the median (Q 2 ) in the middle. The green lines above and below each box are the whiskers representing 1.5 times the interquartile range interval. Finally, the black line above and below the whiskers are composed of dot representing data outside this range. From this plots, it can be seen that the box are more aligned in the corrected event (with the optimized hyperparameters) and that the distribution is narrower. 
Results
In this section we show that the use of BDT improves the energy resolution and the BO leads fast to these results.
Hyperparameters Evolution
In this section, the evolution of the hyperparameters during the bayesian optimization process are presented. The interest of these plots is to know which regions of the hyperparameters space A are leading to a better performance.
The first iteration point is the default hyperparameters point. Then 4 random points are computed in order for the algorithm to explore the hyperparameters space. All next steps were computed with bayesian optimization. Using the acquisition function we calculate the expected improvement (EI) for each point and then evaluate the function in the point with the largest EI value. In the following figures (Figure 17, 18, 19 , 20, 21 and 22) the evolution for each hyperparameter is presented.
The black line represents the allowed range for the hyperparameters. The color axis shows the value of the effective rms (root mean square) of the test on the testing data set. A big number of iteration has been done to check the evolution of the hyperparameters. A low value, red on the color axis, means that the model performed well on the testing data set. For some hyperparameters, max_depth for example, we observed that it was blocked at the boundary that we fixed at the beginning. So we decided to extend the range of exploration. The change of boundaries can be seen in the plots from the black lines, which represent the boundaries.
Colsample by Tree
Figure 17: Colsample_bytree evolution: the value of colsample_bytree is plotted against the number of iteration of the bayesian optimization procedure. The black lines are the boundary of the hyperparameter. The green dot is the default value and the big orange one is the best value. The color axis shows the root mean square of the testing on the test sample. A red value means that the ML algorithm performed better on the test sample than a blue value.
Maximal Depth
Figure 18: Max_depth evolution: the value of max_depth is plotted against the number of iteration of the bayesian optimization procedure. The black lines are the boundary of the hyperparameter. The green dot is the default value and the big orange one is the best value. The color axis shows the root mean square of the testing on the test sample. A red value means that the ML algorithm performed better on the test sample than a blue value. Figure 19 : Gamma evolution: the value of gamma is plotted against the number of iteration of the bayesian optimization procedure. The black lines are the boundary of the hyperparameter. The green dot is the default value and the big orange one is the best value. The color axis shows the root mean square of the testing on the test sample. A red value means that the ML algorithm performed better on the test sample than a blue value. The green dot is the default value and the big orange one is the best value. The color axis shows the root mean square of the testing on the test sample. A red value means that the ML algorithm performed better on the test sample than a blue value. Figure 21 : reg_lambda evolution: the value of reg_lambda is plotted against the number of iteration of the bayesian optimization procedure. The black lines are the boundary of the hyperparameter. The green dot is the default value and the big orange one is the best value. The color axis shows the root mean square of the testing on the test sample. A red value means that the ML algorithm performed better on the test sample than a blue value.
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Figure 22: n_estimator evolution: the value of n_estimator is plotted against the number of iteration of the bayesian optimization procedure. The black lines are the boundary of the hyperparameter. The green dot is the default value and the big orange one is the best value. The color axis shows the root mean square of the testing on the test sample. A red value means that the ML algorithm performed better on the test sample than a blue value.
Comparison of the models
Using a BDT oriented machine learning algorithm, a model to correct the raw energy into the generated energy is built. The boxplot of the corrected events is shown in Figure 23 and 24. We observe that the median is more flat in the corrected case than in the uncorrected case and that the IQR is also smaller in the corrected case with respect to the uncorrected case. This is the first sign that the regression gives a better energy resolution. The ratio E raw /E gen without (blue) and with (red and black) the correction is shown in Figure 25 . The Figure 25 : Distribution of the raw energy divided by the generated energy. We observe that the corrected energy (red with optimized hyperparameters and black with the default setting) peak is narrower and more centered than the uncorrected one (blue). The figure to the right is the same as the first figure but zoomed around one. Figure 26 : Comparison of the energy reconstruction for two different bins of η. We observed that for η around 0 (left), the raw energy is already close to the generated energy. But for η at the edge of the interval (right), the two energy differs significantly. black histogram represents the corrected event using the default hyperparameters. The red represents the corrected event using the bayesian optimized hyperparameters and the blue one represents the uncorrected event. We observe that the corrected energy distribution is higher and narrower than the uncorrected energy distribution. The height of the peak gets higher and the width smaller in the corrected case because a larger portion of the events are reconstructed in the correct way. We expect the uncorrected energy to have a more populated tail on the left because the generated energy is larger than the raw energy since the particles lose energy in the detector which is not reconstructed.
Comparison of the reconstruction of the energy
Comparison of the reconstruction of the energy in binning of η
We also wanted to compare the performance as a function of η and pt. One can observe that for η=0, the correction is smaller than for η = ±1.5. This is because in the region η = ±1.5, there are cables and cooling pipes that cause more bremsstrahlung and photon conversions which make the particles more difficult to track. Consequently the raw energy differs stronger in these regions from the generated energy.
As an example, we compare the reconstruction for two different intervals of η. Figure 26 shows on the left the event in the η interval [0.2,0.4]. On the right of Figure 26 , the event in the η interval [1.4,1.6] is shown. Figure 27 : Comparison of the energy reconstruction for two different bins of pt. We remark that for high pt (left), the correction is larger. For low pt (right), the correction is smaller but still significant, in particularly in the optimized case.
Comparison of the reconstruction of the energy in binning of pt
The resolution of an ECAL is better at high energy. Consequently. For low pt, the reconstruction is more difficult than for high pt. Therefore we only consider data with pt ≥ 20.
For the bins in pt, the correction is larger for low pt in comparison with high pt. Figure 27 shows the event in two different pt intervals. On the left, there is a high pt interval between 290 and 300. On the right, the figure shows the event in the pt interval [40, 50] . The fact that the correction is larger at low pt is caused by the fact that particles with larger momentum lose a larger fraction of energy than particles with smaller momentum.
Quantification of the Model's Improvement
This section shows the median (Q 2 ) and the IQR for the three modes in bins of η and pt. This is the metric we used to quantify the improvement of the model. We wanted to study the improvement in each bin of η and pt, so we divided these two features in intervals and inspected the improvement for each interval.
We divided the Barrel into 16 intervals in function of η and computed from the histogram the median (Q 2 ) and the IQR. We plotted all these values against η for the three modes. We expect that the IQR to be smaller in the region around 0, i.e. in the middle of the barrel. Hence, the reconstruction is more complex in the endcap (η = ±1.5), and we expect less good results. This is caused by the barrel-endcap transition and by the more abundant presence of materials. It is indeed what was observed in the plots. The IQR for the corrected energy are always lower than those for the uncorrected energy and the IQR for the corrected energy using the optimized hyperparameters are below the corrected energy with the default hyperparameters in all bins of η and pt. That means that bayesian optimization gives hyperparameters which perform better in this context than the default ones. The IQR as function of η is shown in Figure 29 .
We also observed that the median of the uncorrected energy is around one in the middle of the barrel and dropping slightly at the end of the barrel. The fact that it is roughly constant around 1 is good because that means that the algorithm takes in account the presence of material and is able to reconstruct the energy properly in all regions. The algorithm learns the η dependency and is able to reconstruct correctly the energy for all values of η. The median as function of η can be seen in Figure 28 .
We divided the transverse momentum in 29 intervals in function of pt and computed from the histogram the median (Q 2 ) and the IQR. This two values are plotted against pt for the three modes. In figure 30, one can see the mean as function of pt. The data for the uncorrected case is much closer to 1 at high pt but the data for the corrected case are more constant as a function of pt. As explained before, this is good because it shows that the algorithm reconstructs the energy correctly for all values of pt. Figure 28 : The median of the distribution is plotted for the three models. We observe that the median of the corrected energy are almost flat.
The IQR in function of pt is shown in Figure 31 . We observed that the IQR was decreasing when pt increases. This is a consequence of the fact that the ECAL performs better at high energy.
In the different plots, three colors were used: blue for the uncorrected events, black for the corrected events, using default hyperparameters, and red for the corrected events, using optimized hyperparameters.
To quantify the rate of improvement, we computed the ratio
where the index is referring to default (de) or bayesian optimized (bo) and plotted it against pt. Figure 32 shows the improvement of the optimized model with respect to the default model in bin of pt. We remark that the improvement is greater at low and high pt. These are the regions where the reconstruction is more difficult so we expect the probability of improvement to be higher in these regions, as shown by the plot. By computing the improvement over the whole sample we get an improvement of 11.04%.
Rapidity of the Improvement
Machine learning algorithms are usually time consuming, it is also important to get good hyperparameters in a small number of iterations. In Figure 33 , one sees the mean of the effective root mean square (effrms) on the testing sample over the iteration. The figure shows for each iteration, the distance between the estimate energy and the true energy, in the effrms metric. The points are the effrms on the testing sample. The blue vertical lines represent the change in the hyperparameters range. That means on each blue line, the range of a hyperparameter was extended. The red dots are the best iteration in each regions and the red line is the best iteration. We observe that with a few rounds of bayesian optimization, we are already close to the best iteration. In this study we computed a lot of points because we wanted to be sure that we were not blocked in a local minimum. The figure shows that one can run only a few points and still be close to the best iteration. We although observe that after each change in the hyperparameters' boundaries, the algorithm improves. Hence the choice of extending the boundaries is justified. Figure 29 : Difference of the third and first quartile in bins of η. The IQR for the corrected event is smaller for every bins of η than the uncorrected event. Figure 30 : The median of the distribution is plotted for the three models. We observe that the median of the corrected energy are almost flat. Figure 31 : Difference of the third with the first quartile. We observe that the IQR of the corrected event is smaller for almost every bin of pt, except at low pt. Figure 32 : Improvement of the energy reconstruction in bin of pt. We remark that the improvement is better at low and high pt. These are the regions where the reconstruction is more difficult, that means where there is more to correct. Figure 34 shows the histogram of the test-effrms-mean. It shows that there is a lot of points very close to the minimum. That means the algorithm tries only points which have great probability of giving good results, in contrast with the random or grid search where the algorithm can try hyperparameters which do not give accurate results. The Bayesian Optimization strategy does not converge in the usual way but tries instead hyperparameters which have a good probability of giving accurate results. In this sens, the bayesian optimization strategy is a strong one because it gives good hyperparameters in a small number of iterations.
Conclusion
In this study, bayesian optimization is used in order to choose the hyperparameters of a machine learning algorithm whose purpose is to reconstruct the true energy of a photon or an electron from his measured energy in the ECAL of the CMS experiment at CERN. The goal of the study is to show that the use of bayesian optimization leads to a good performance in the energy reconstruction. By comparing the interquartile range, one can observes a better performance for the optimized model in comparison with the default model or the uncorrected model. Hence, the IQR value for the optimized model is always smaller in all bins of η and pt than for the two other models.
We also observe that the median is almost a constant function of η and pt, which is not the case for the uncorrected model. This shows that the correction get rid of the dependency of these two features.
The improvement of the optimized model with respect to the default model is of 11.04%.
Thanks to bayesian optimization, we were able to get faster to an optimal performance compared to random or grid search. These two techniques are widely used but are often not optimal because they explore regions where the algorithm performs possibly badly and is therefore time consuming. With BO, we get in a few iteration already good results. The BO strategy gives a lot of hyperparameters which are giving accurate results in a small number of iterations. We studied in details the range of the hyperparameters to be sure that we were not blocked in a local minimum and to see how the boundaries influence the results. We observe that by looking where the hyperparameter tends to be blocked and by extending the range accordingly, we get directly better results. Figure 34 : Histogram of the effective root-mean-square on the testing sample. We observe that there is a lot of event very close to the minimum.
