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Abstract
In this article, we develop a new technique to construct primitive stable rep-
resentations from F2 to PGL(V ). As a consequence, we produce new examples
of non-discrete, primitive stable representations from F2 to PGL(V ). For any
primitive stable representation j ∶ F2 → PGL2(R) and any irreducible repre-
sentation ι ∶ PGL2(R) → PGL(V ), we also describe explicit neighborhoods in
Hom(F2,PGL(V )) of ι ○ j that consists only of primitive stable representations.
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1 Introduction
In his seminal paper [Min13], Minsky defined the notion of a primitive stable repre-
sentation from a finite rank free group to PSL2(C). He proved that the set of con-
jugacy classes of primitive stable representations is a domain in the character variety
of representations from Fd to PSL2(C) that is invariant under the natural Out(Fd)-
action, and on which the Out(Fd)-action is proper. This notion was extended by
Guichard-Gueritaud-Kassel-Weinhard [GGKW17] to allow for PSL2(C) to be replaced
by any semisimple algebraic group G. Using techniques from Kapovich-Leeb-Porti
[KLP,KLP17,KLP18], one can also prove that in this more general setting, the set of
conjugacy classes of primitive stable representations is an Out(Fd)-invariant, open set,
on which the Out(Fd)-action is proper.
Primitive representations have been relatively well-studied in the setting when
G = PSL2(C) or PSL2(R), but almost nothing is known about them (aside from the
facts mentioned above) for other Lie groups. Also, when d ≥ 3, primitive stable repre-
sentations, even when G = PSL2(R) are notoriously difficult to find; the only examples
we have are holonomies of coned hyperbolic structures on punctured surfaces. In this
article, we specialize to the case when d = 2 and G is the projective linear group
PGL(V ) of a real vector space V of dimension n, where we address some of these
issues.
Let us recall the definition of a primitive stable representation. Choose an inner
product on V . For any g ∈ PGL(V ) and any k = 1, . . . , n− 1, let µk(g) denote the k-th
singular value of some (equiv. any) volume-preserving representative g¯ ∈ GL(V ) of g.
Recall that an element γ ∈ F2 is primitive if there is some γ′ ∈ F2 such that {γ, γ′}
generates F2. Also, if we fix a word metric on F2, we say that a geodesic ray in F2
is primitive if it lies in the axis of a primitive element in F2. Then a representation
ρ ∶ F2 → PGL(V ) is (Borel) primitive stable if for some (equiv. any) word metric on
F2, there are constants κ,κ
′ > 0 such that
log
µk
µk+1 (ρ(ηi+j)) − log µkµk+1 (ρ(ηi)) ≥ κj − κ′ (1.1)
for all primitive geodesic rays (ηi)∞i=0 in F2, all integers i, j ≥ 0 and all k = 1, . . . , n − 1
(see Definition 6.1 for a more general notion).
There are two known ways to construct primitive stable representations from F2
to PGL(V ). The first way is to construct (Borel) Anosov representations from F2
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to PGL(V ). These are representations for which (1.1) holds for all geodesic rays in
F2. Such representations can be constructed by choosing a generating set {γ, γ′} of
F2 and applying ping-pong lemma type arguments to the chosen generating set (see
[Ben97,DKL19]). A feature of this construction is that for any representation ρ ∶ F2 →
PGL(V ) constructed this way, the quantities log λk
λk+1 (ρ(γ)) and log λkλk+1 (ρ(γ′)) must
be sufficiently large for all k = 1, . . . , n−1. Here, for any g ∈ PGL(V ), λ1(g) ≥ ⋅ ⋅ ⋅ ≥ λn(g)
denote the absolute values of the (generalized) eigenvalues of g. Precisely how large
these quantities need to be depends on the relative position of the attractors and
repellors of ρ(γ) and ρ(γ′) in the space of complete flags F(V ) of V .
The second way to construct primitive stable representations from F2 to PGL(V )
is to use the irreducible representation ι ∶ PGL2(R) → PGL(V ) (see Section 3.1 for a
more detailed description). It is straightforward to verify that for all k = 1, . . . , n − 1
and any g ∈ PGL2(R),
log
µk
µk+1 (ι(g)) = log µ1µ2 (g).
It follows that if j ∶ F2 → PGL2(R) is a primitive stable representation, then ι○j ∶ F2 →
PGL(V ) is also primitive stable. Observe that the images of all such representations
lie in a rank 1 Lie subgroup of PGL(V ). Of course, since primitive stability is an open
condition, there is a neighborhood U ⊂ Hom(F2,PGL(V )) of ι ○ j that consists only of
primitive stable representations, some of which are Zariski dense. In the case when j
is convex cocompact, such a nieghborhood can be described explicitly using positive
representations. However, prior to this paper, there are no explicit descriptions of such
a neighborhood of ι ○ j when j is not convex cocompact.
The main goal of this article is to introduce a new method to construct primitive
stable representations from F2 to PGL(V ). This involves the notion of a weakly positive
representation. To define weak positivity, we first need the notion of an admissible set
in PGL(V ). Let (F ′, F,H,H ′) be a positive quadruple of flags in F(V ) (see Definition
3.8 for the definition of a positive tuple of flags). The forward domain (resp. backward
domain) of (F ′, F,H,H ′), denoted U+ (resp. U−), is the set of flags G ∈ F(V ) such
that (F ′, F,G,H,H ′) (resp. (F ′, F,H,H ′,G)) is positive. The forward and backward
domains of (F ′, F,H,H ′) are certain distinguished connected components of the set of
flags in F(V ) that are in general position with {F ′, F,H,H ′}. We say that a subset
S ⊂ PGL(V ) is admissible for (F ′, F,H,H ′) if there is an integer l > 0, such that the
following hold.
1. For all g ∈ S and all K ∈ U−, (F ′, g ⋅ F, g ⋅H,H ′,K) is positive up to switching
the roles of g ⋅ F and g ⋅H.
2. For all g ∈ S and all K ∈ U+, (g−1 ⋅F ′, F,K,H, g−1 ⋅H ′) is positive up to switching
the roles of g−1 ⋅ F ′ and g−1 ⋅H ′.
3. For all g ∈ S, g ⋅ U+ ⊂ U+ and g−1 ⋅ U− ⊂ U−.
4. For all g ∈ Sl, g ⋅ U+ ⊂ U+ and g−1 ⋅ U− ⊂ U− .
Now, let Γ be a group and R ⊂ Γ a finite subset. We say that a representation
ρ ∶ F2 → PGL(V ) is R-weakly positive if ρ(R) is admissible for some positive quadruple
of flags in F(V ). Also, if R1, . . . ,Rk ⊂ Γ are finite subsets, we say that a representation
ρ ∶ F2 → PGL(V ) is (R1, . . . ,Rk)-weakly positive if ρ is Ri-weakly positive for all
i = 1, . . . , k. The following is the main theorem of this paper.
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Theorem 1.2 (Theorem 5.4 and Proposition 6.3). Let R ∶= {γ1, γ2} be a gener-
ating pair of F2, and let γ3 ∶= γ−12 γ−11 . Let R′ ∶= {γ−11 , γ2}, R′′ ∶= {γ−12 , γ3}, and
R′′′ ∶= {γ−13 , γ1}. If ρ ∶ F2 → PGL(V ) is (R,R′)-weakly positive or (R′,R′′,R′′′)-weakly
positive, then ρ is primitive stable.
We also prove that when V = R2, the converse of Theorem 1.2 is true.
Theorem 1.3 (Theorem 6.4). If ρ ∶ F2 → PGL2(R) is primitive stable, then there is
some pair of generators R of F2 such that ρ is (R′,R′′,R′′′)-weakly positive.
Theorem 1.2 has several consequences. First, we use it to prove an easily verified
condition under which a representation is guaranteed to be primitive stable. Hence-
forth, for any loxodromic g ∈ PGL(V ), g− and g+ will denote its repelling and attracting
fixed point in the space of (complete) flags in V .
Theorem 1.4 (Theorem 6.5). Let b ∈ PGL(V ) be positive loxodromic, and let a ∈
PGL(V ) be loxodromic. If (b−, a ⋅ b−, a+, a ⋅ b+, b+, a−) is positive up to switching a ⋅ b−
and a⋅b+, then {a, b} and {a, b−1} are both admissible. In particular, if R ∶= {γ1, γ2} is a
generating pair for F2 and ρ ∶ F2 → PGL(V ) is the representation defined by ρ(γ1) = a
and ρ(γ2) = b, then ρ is primitive stable.
Using Theorem 1.4, we give, for every primitive stable j ∶ F2 → PGL2(R) that is not
convex cocompact, an explicit description of a neighborhood U ⊂ Hom(F2,PGL(V ))
of ι ○ j that consists entirely of primitive stable representations, see Corollary 6.22.
One striking feature of Theorem 1.4 is that, unlike the ping-pong lemma arguments,
it guarantees primitive stability of a representation without any eigenvalue conditions.
As a consequence, we can construct, given a generating pair {γ1, γ2} of F2, an explicit
family of primitive stable representations ρt ∶ F2 → PGL(V ) that converge to the
trivial representation, with the property that ρt(γ1)± and ρt(γ2)± do not vary with t,
see Section 6.6.2. We also ensure that the image of ρt also does not lie in ι(PGL2(R)).
Another important feature of Theorem 1.4 is the ease with which its hypothesis can
be verified. This allows us to exhibit explicit families of primitive stable representations
from F2 to PGL(V ) whose images do not lie in ι(PGL2(R)). Examples include non-
positive representations, see Section 6.6.1, as well as non-discrete and non-faithful
representations Section 6.6.3.
Finally, in the case when V = R3 and both a and b are positive loxodromic, we have
the following stronger version of Theorem 1.4.
Theorem 1.5 (Theorem 6.6). If a, b ∈ PGL3(R) are positive loxodromic elements such
that (b−, a+, b+, a−) is positive, then {a, b} and {a, b−1} are both admissible.
The proof of Theorem 1.2 has two broad steps. The first step uses arguments
from the theory of positive flags to deduce some geometric properties of the action
of R-weakly positive representations on the PGL(V )-Riemannian symmetric space X.
The second step uses the geometric properties proven in the first step to deduce that
R-weakly positive representations are primitive stable. The techniques used to prove
both of these steps are general, and might be used in other contexts. We highlight
some of them here.
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1.1 Implications of weak positivity for the orbits in X
In the first step of the proof of Theorem 1.2, we prove a pair of key geometric properties
that any R-weakly positive representation must satisfy. To state these key properties,
we use the following notions.
Let dX denote the distance function on X induced by its Riemannian metric. Recall
that we have chosen an inner product on V . This determines a base point o ∈X. Also,
for any group Γ and any finite subset R ⊂ Γ, we say that η ∈ Γ is a positive power of
R if η can be written as a product of the elements in R, and we say that a sequence(ηi)∞i=0 is R-directed if for all integers j > i ≥ 0, η−1i ηj is a positive power of R. Using
R, we may also define a word length ∣η∣R for every positive power η of R.
Theorem 1.6 (Theorem 4.10 and Theorem 4.11). Let ρ ∶ Γ→ PGL(V ) be an R-weakly
positive representation.
1. There is a constant C > 0 with the following property: If (ηi)∞i=0 is an R-directed
sequence in Γ, then there is a maximal flat F in X such that dX(ρ(ηi) ⋅o,F) ≤ C
for all i ≥ 0.
2. If (ηi)∞i=1 is a sequence of positive powers of R such that lim
i→∞ ∣ηi∣R =∞, then
lim
i→∞ log µkµk+1 (ρ(ηi)) =∞
for all k = 1, . . . , n − 1.
These two properties are the key ingredients needed for us to use Step 2 to prove
that R-weakly positive representations are primitive stable. The crux of the proofs of
both these properties is summarized in the following technical theorem.
Theorem 1.7 (Theorem 4.12). Let S ⊂ PGL(V ) be admissible for (F ′, F,H,H ′), and
let U+ be the forward domain of (F ′, F,H,H ′). Fix a sequence (gi)∞i=1 of elements in
S. For all i ≥ 0, let vi ∶= g1 . . . gi (v0 ∶= id) and let Ui ∶= vi ⋅U+. Then the following hold:
1. For all integers i ≥ 0 and j ≥ l, the tuple(F ′, vi ⋅ F, vi+j ⋅ F, vi+j ⋅H,vi ⋅H,H ′)
is positive up to switching vi ⋅ F and vi ⋅H, and switching vi+j ⋅ F and vi+j ⋅H.
2. lim
i→∞ vi ⋅ F = limi→∞ vi ⋅H. In particular, the intersection ∞⋂i=0Ui is a singleton.
This theorem in turn relies on a result stated as Theorem 3.37, which relates the
Labourie cross ratio to limits of positive sequences of flags.
1.2 Forward and primitive stability
The second step of the proof is most easily described by introducing the notion of
a forward stable representation. Let Γ be a group and R ⊂ Γ be a finite subset. A
representation ρ ∶ Γ → PGL(V ) is R-forward stable if there exists constants κ,κ′ > 0
such that (1.1) holds for all R-directed or R−1-directed sequences (ηi)∞i=0 in Γ, all
integers i, j ≥ 0, and all k = 1, . . . , n − 1. If R1, . . . ,Rk are finite subsets of Γ, then we
also say that ρ ∶ Γ → PGL(V ) is (R1, . . . ,Rk)-forward stable if ρ is Ri-forward stable
for all i = 1, . . . , k. The following theorem relates R-weakly positive representations
with R-forward stable representations.
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Theorem 1.8 (Theorem 5.4). If ρ ∶ Γ → PGL(V ) is an R-weakly positive representa-
tion, then it is R-forward stable.
Theorem 1.8, combined with a result of Cohen-Metzler-Zimmermann [CMZ81],
implies Theorem 1.2 (see Proposition 6.3).
The key tool used to prove Theorem 1.8 is a result that gives sufficient conditions
under which a family of sequences W of elements in PGL(V ) admit constants κ,κ′ > 0
such that
log
µk
µk+1 (wi+j) − log µkµk+1 (wi) ≥ κj − κ′. (1.9)
for any sequence (wi)∞i=1 in W, and integers i, j > 0, and any k = 1, . . . , n − 1. To state
this theorem, we introduce the following terminology. A sequence (wi)∞i=1 in PGL(V )
is (C,C ′)-well-behaved if there is a maximal flat F in X such that dX(wi ⋅o,F) ≤ C and
dX(wi ⋅ o,wi+1 ⋅ o) ≤ C ′ for all integers i > 0. Then we say a collection W of sequences
in PGL(V ) is uniformly well-behaved if there are constants C,C ′ > 0 such that every
sequence in W is (C,C ′)-well-behaved. Also, we say W is regulated if for every D > 0,
there is an integer N(D) > 0 such that
log
µk
µk+1 (w−1i wi+j) ≥D
for all sequences (wi)∞i=1 in W, all integers i > 0 and j ≥ N(D), and all k = 1, . . . , n− 1.
Theorem 1.10 (Theorem 5.7). If W is a regulated and uniformly well-behaved col-
lection of sequences in PGL(V ), then there exists constants κ,κ′ > 0 such that (1.9)
holds for all sequences (wi)∞i=1 in W, all integers i, j > 0 and all k = 1, . . . , n − 1.
1.3 Organization of the paper
The rest of this paper is organized in the following way. In Section 2, we introduce
the necessary background from projective geometry and the theory of Riemannian
symmetric spaces. Then, in Section 3, we recall the notion of a positive tuple of flags
and their basic properties, as well as prove a key technical result (Theorem 3.37) that
is used to prove Theorem 1.7. In Section 4, we prove Theorem 1.6 and Theorem 1.7,
and in Section 5, we prove Theorem 1.8 and Theorem 1.10. Finally, in Section 6, we
finish the proof of Theorem 1.2, and use it to prove Theorem 1.3, Theorem 1.4, and
Theorem 1.5. In Section 6, we also describe all the explicit examples of primitive stable
representations mentioned above.
2 Background
In this section, we recall the necessary background and terminology needed to discuss
the results in this paper. This is divided into two parts: the first part comes from the
study of projective geometry, while the second comes from the theory of Riemannian
symmetric spaces. The former is discussed in Section 2.1, while the latter is discussed
in Section 2.2.
2.1 Projective geometry
First, we recall the required background from projective geometry.
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2.1.1 Projective subspaces, flags, and affine charts
Let V be an n-dimensional real vector space, and let P(V ) denote the projectivization
of V , i.e. P(V ) ∶= (V ∖ {0})/R×. It is well-known that P(V ) is a compact, smooth
manifold of dimension n − 1. Observe that the linear GL(V )-action on V descends to
a smooth, transitive PGL(V )-action on P(V ) called projective transformations.
If W ⊂ V is a non-zero vector subspace, then P(W ) is naturally a subset of P(V ).
We refer to all such subsets as projective subspaces of V . In the case when P(W )
is 1-dimensional (resp. (n − 2)-dimensional), P(W ) is called a projective line (resp.
projective hyperplane) in P(V ). For all k = 1, . . . , n− 1, let Grk(V ) denote the space of
k-dimensional linear subspaces of V . Then Grk(V ) is canonically identified with the
set of (k − 1)-dimensional projective subspaces of P(V ). Thus, we think of a point in
Grk(V ) both as a linear subspace of V and as a projective subspace of P(V ); it will
be clear from context which we are referring to.
A (complete) flag in V is a nested sequence of subspaces in V , one of each di-
mension. Let F(V ) denote the space of flags in V . For all k = 1, . . . , n − 1, there
is an obvious projection Θk ∶ F(V ) → Grk(V ). If F is a flag in F(V ), we denote
F (k) ∶= Θk(F ) when k = 1, . . . , n − 1, F (0) ∶= {0}, and F (n) ∶= V . It is well known that
Grk(V ) and F(V ) are compact, smooth manifolds, and that the PGL(V )-action on
P(V ) by projective transformations induces a smooth, transitive PGL(V )-action on
Grk(V ) and F(V ).
Let H be a projective hyperplane in P(V ) and let A ∶= P(V ) ∖H. Choose a linear
map α ∶ V → R whose kernel is H, and a non-zero real number c. Then
Aα,c ∶= {v ∈ V ∶ α(v) = c}
is an affine subspace of V , and thus has a natural affine structure. The map
φα,c ∶ A→ Aα,c given by φα,c ∶ [v]↦ c
α(v)v (2.1)
is a diffeomorphism, so we can pull back the affine structure on Aα,c onto A. One can
verify that this affine structure does not depend on the choice of α or c, and is thus
canonical to A. In fact, the subgroup of PGL(V ) that leaves A invariant acts on A as
the group of automorphisms of the affine structure on A. For these reasons, we refer to
the complement of any projective hyperplane as an affine chart of P(V ). One readily
sees that if P(W ) is a projective subspace of P(V ) that intersects an affine chart of
P(V ), then this intersection is an affine subspace of the affine chart.
2.1.2 Simplices in projective space
Let (p1, . . . , pn) be an n-tuple of points in P(V ) that do not lie in a projective hyper-
plane. For all k = 1, . . . , n, there is a unique projective hyperplane Hk in Grn−1(V )
that contains {p1, . . . , pk−1, pk+1, . . . , pn}. Note that pk = ⋂
j≠kHj , and
P(V ) ∖ ( n⋃
k=1Hk)
is a disconnected open set with 2n−1 connected components, each of which is called a
simplex with vertices p1, . . . , pn. These can be described as follows.
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Choose a basis (e1, . . . , en) of V such that ei is a vector representing the point
pi ∈ P(V ). Then for every vector v ∈ V , and every k = 1, . . . , n, there is some real
number ak(v) such that
v = n∑
k=1ak(v)ek.
Let p ∈ P(V ) be the line in V spanned by v. Note that if p lies in P(V ) ∖ ( n⋃
k=1Hk),
then the quantity
bk(p) ∶= ak(v)
ak+1(v) (2.2)
is a well-defined, non-zero number for all k = 1, . . . , n − 1. We refer to the function
bk ∶ P(V ) ∖ ( n⋃
k=1Hk)→ R
as the k-th projective coordinate with respect to (e1, . . . , en) on P(V ) ∖ ( n⋃
k=1Hk). The
simplex with vertices {p1, . . . , pn} that contains p is then precisely the set
{q ∈ P(V ) ∖ ( n⋃
k=1Hk) ∶ bk(q)bk(p) > 0 for all k = 1, . . . , n − 1} . (2.3)
This description does not depend on the choice of basis (e1, . . . , en).
A finite collection of flags {F1, . . . , Fl} in F(V ) is in general position if F (m1)1 +⋅ ⋅ ⋅ +F (ml)l is a direct sum for all integers m1, . . . ,ml ≥ 0 such that l∑
j=1mj ≤ n. If a pair
of flags {F1, F2} is in general position, we also say that they are transverse. In this
article, we will mainly be interested in simplices whose vertices come from a pair of
transverse flags. For convenience, we use the following terminology.
Definition 2.4. For any transverse pair of flags {F1, F2}, let pk ∶= F (k)1 ∩ F (n−k+1)2
for all k = 1, . . . , n. We say that a simplex is associated to {F1, F2} if its vertices are
p1, . . . , pn.
Every transverse pair of flags has 2n−1 pairwise disjoint simplices associated to it.
An element g ∈ PGL(V ) is loxodromic if there is some representative g¯ ∈ GL(V ) of
g that is diagonalizable over R, and whose eigenvalues have pairwise distinct absolute
values. If these eigenvalues are all of the same sign, then g is positive loxodromic. The
following observation is immediate.
Observation 2.5. An element g ∈ PGL(V ) is loxodromic if and only if g has a unique
attracting and repelling fixed point in F(V ), which we denote by g+ and g− respectively.
In this case, {g+, g−} is a transverse pair of flags. Furthermore, g is positive loxodromic
if and only if g leaves some (equiv. every) simplex associated to {g+, g−} invariant.
2.1.3 Cross ratio
For any integer k such that 1 ≤ k ≤ n − 1, define
Qk(V ) ∶= {(U1, U2,W1,W2) ∈ Grn−k(V )2 ×Grk(V )2 ∶ Ui +Wj = V for all i, j = 1,2}.
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Definition 2.6. The k-th cross ratio is the function Ck ∶Qk(V )→ R ∖ {0} defined as
follows. For any (U1, U2,W1,W2) ∈ Qk(V ), choose a basis {ui,1, . . . , ui,n−k} of Ui, and
a basis {wj,1, . . . ,wj,k} of Wj . Also, choose a linear identification Ω ∶ n⋀V → R. Then
Ck(U1, U2,W1,W2) ∶= Ω(u2,1, . . . , u2,n−k,w2,1, . . . ,w2,k)Ω(u1,1, . . . , u1,n−k,w1,1, . . . ,w1,k)
Ω(u2,1, . . . , u2,n−k,w1,1, . . . ,w1,k)Ω(u1,1, . . . , u1,n−k,w2,1, . . . ,w2,k) .
It is straightforward to verify that Ck is well-defined, and does not depend on any
of the choices made. Furthermore, Ck is continuous, and the following identities hold:
• Ck(U1, U2,W1,W2) = Ck(U2, U1,W2,W1),
• Ck(U1, U2,W1,W2) = Cn−k(W1,W2, U1, U2), and
• Ck(U1, U2,W1,W2) ⋅Ck(U1, U2,W2,W3) = Ck(U1, U2,W1,W3).
The following observations follow easily from the definition of the cross ratio.
Observation 2.7. Let U1, . . . , Un ∈ Grn−1(V ) such that n⋂
k=1Uk = {0}, and let W1,W2 ∈
Gr1(V ) such that Uk ∩Wj = {0} for all k = 1, . . . , n and all j = 1,2. Then W1 =W2 if
and only if C1(Uk, Uk+1,W1,W2) = 1 for all k = 1, . . . , n − 1.
Proof. Let e∗1 , . . . , e∗n ∈ V ∗ be covectors whose kernels are U1, . . . , Un respectively. Ob-
serve that (e∗1 , . . . , e∗n) is a basis of V ∗. Let (e1, . . . , en) denote the dual basis of V . By
a straightforward computation in this basis, one obtains
C1(Uk, Uk+1,W1,W2) = bk(W1)
bk(W2) ,
where bk is the k-th projective coordinate with respect to (e1, . . . , en). Thus, W1 =W2
if and only if bk(W1) = bk(W2), or equivalently C1(Uk, Uk+1,W1,W2) = 1, for all k =
1, . . . , n − 1.
Observation 2.8. Let (U1, U2,W1,W2) ∈Qk(V ), and let W ⊂W1 ∩W2 be a subspace
such that l ∶= dim(W ) < k. If pi ∶ V → V /W is the obvious quotient map, then
Ck−l(pi(U1), pi(U2), pi(W1), pi(W2)) = Ck(U1, U2,W1,W2),
where Ck−l on the left and Ck on the right are cross ratios on Qk−l(V /W ) and Qk(V )
respectively.
Proof. Choose a basis (e1, . . . , en) of V , such that W = SpanR(e1, . . . , el). Then by
identifying V /W ≃ SpanR(el+1, . . . , en) =∶ U , we may think of the quotient map pi ∶
V → V /W as a projection map pi ∶ V → U whose kernel is W . The observation follows
immediately from a straightforward calculation in this basis.
In the case when n ∶= dim(V ) = 2, the cross ratio C1 can also be described as
follows. Let (p1, p2, q1, q2) be a quadruple of points in P(V ) such that pi ≠ qj for all
i, j = 1,2. Choose an affine chart A of P(V ) that contains p1, p2, q1, and q2, and choose
an affine identification R ≃ A. Then
C1(p1, p2, q1, q2) = (q2 − p2)(p1 − q1)(q1 − p2)(p1 − q2) . (2.9)
With this description, one can prove the following well-known proposition.
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Proposition 2.10. Suppose that n = 2. Let a, p1, p2, q1, q2 be a quintuple of points
along the projective line P(V ), such that a < p2 < q1 < q2 < p1 < a. Let A ∶= P(V )∖ {a},
and choose an affine identification A ≃ R. If C1(p1, p2, q1, q2) ≤D for some D > 1, then
∣ q1 − q2
p1 − p2 ∣ ≤
√
D
1 +√D.
Proof. By post-composing the affine identification A ≃ R with the negation map R→ R
if necessary, we may assume that p2 < q1 < q2 < p1 as real numbers. Let C ∶= √D1+√D and
let k ∶= p1 − p2. Suppose for contradiction that q2−q1p1−p2 > C, then
q2 − p2, p1 − q1 > q2 − q1 > Ck.
On the other hand,
p1 − q2, q1 − p2 < q1 − p2 + p1 − q2 = k (1 − q2 − q1
k
) < k(1 −C).
Thus, C1(p1, p2, q1, q2) > C2k2k2(1−C)2 = C2(1−C)2 =D, which is a contradiction.
The cross ratio will mainly be applied to flags in the following two ways.
Definition 2.11. Let (F1, F2, F3, F4) be a quadruple of flags in F(V ).
1. If {F1, F2, F3, F4} is pairwise transverse, then for all k = 1, . . . , n − 1, define the
k-th Labourie cross ratio
Bk(F1, F2, F3, F4) ∶= Ck(F (n−k)1 , F (n−k)2 , F (k)3 , F (k)4 )
2. If {F1, F2, F3, F4} is in general position, then for all k = 1, . . . , n − 1, define the
k-th edge invariant
Sk(F1, F2, F3, F4) ∶= C1(F (k)1 + F (n−k−1)3 , F (k−1)1 + F (n−k)3 , F (1)2 , F (1)4 ).
2.1.4 Triple ratio
For i = 1,2,3, let Ui be a hyperplane in V , and let U ′i ∈ Grn−2(V ) be a (n − 2)-
dimensional subspace of Ui. We say that the sextuple (U1, U2, U3, U ′1, U ′2, U ′3) is well-
positioned if
• W ∶= U1 ∩U2 ∩U3 is a (n − 3)-dimensional subspace of V ,
• W ⊂ U ′i for all i = 1,2,3, and
• U ′i does not lie in Uj for all i ≠ j.
Let W(V ) denote the set of well-positioned sextuples in Grn−1(V )3 ×Grn−2(V )3.
Definition 2.12. The triple ratio is the function T ∶ W(V ) → R ∖ {0} defined as
follows. For any U ∶= (U1, U2, U3, U ′1, U ′2, U ′3) ∈W(V ), choose a basis w1, . . . ,wn−3 for
W ∶= U1 ∩ U2 ∩ U3. Also, for i = 1,2,3, let u′i be a vector in U ′i that is not in W ,
and let ui be a vector in Ui that is not in U
′
i . Finally choose a linear identification
Ω ∶ n⋀V → R. Then define
T (U) ∶= Ω(w1, . . . ,wn−3, u′1, u1, u′2)Ω(w1, . . . ,wn−3, u′2, u2, u′3)Ω(w1, . . . ,wn−3, u′3, u3, u′1)
Ω(w1, . . . ,wn−3, u′2, u2, u′1)Ω(w1, . . . ,wn−3, u′3, u3, u′2)Ω(w1, . . . ,wn−3, u′1, u1, u′3) .
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As in the case of the cross ratio, one can verify that the T is well-defined, and does
not depend on any of the choices made. Also, it is clear that T is continuous, and the
following identities hold:
• T (U1, U2, U3, U ′1, U ′2, U ′3) = T (U2, U3, U1, U ′2, U ′3, U ′1), and
• T (U1, U2, U3, U ′1, U ′2, U ′3) = T (U3, U2, U1, U ′3, U ′2, U ′1)−1.
We can also apply the triple ratios to flags in the following way. If j ∶= (j1, j2, j3) is
a triple of positive integers that sum to n, and {F1, F2, F3} is a triple of flags in F(V )
that are in general position, then we define the triangle invariant
Tj(F1, F2, F3) ∶= T (U1, U2, U3, U ′1, U ′2, U ′3), (2.13)
where U ′i ∶= F (ji−1−1)i−1 + F (ji)i + F (ji+1−1)i+1 and Ui ∶= F (ji−1−1)i−1 + F (ji+1)i + F (ji+1−1)i+1 for
i = 1,2,3. Here, arithmetic involving i is done modulo 3.
2.2 The PGL(V )-Riemannian symmetric space
Next, we recall some basic results from the theory of Riemmannian symmetric spaces,
specialized to the PGL(V )-Riemannian symmetric space. For a more thorough and
general exposition of this topic, we refer the reader to Chapter 2 of Eberlein [Ebe96]
and Chapter VI.3 of Helgason [Hel78].
2.2.1 Roots and Weyl chambers
Recall that V is an n-dimensional real vector space. For any integers i, j = 1, . . . , n
such that i ≠ j, the (i, j)-th root of PGL(V ) is the linear map αi,j ∶ Rn → R given by
αi.j ∶ (x1, . . . , xn)↦ xi − xj . Collectively, the set
Φ ∶= {αi,j ∶ i, j = 1, . . . , n and i ≠ j}
is called the set of roots of PGL(V ). A root αi,j is positive if i < j and negative if
i > j. Also, any root of the form αk,k+1 for some k = 1, . . . , n − 1 is simple. We often
denote the k-th simple root αk,k+1 simply by αk, and denote the set of simple roots of
PGL(V ) by θ0. Note that every positive (resp. negative) root can be written uniquely
as a linear combination of the simple roots where all the coefficients are non-negative
(resp. non-positive) integers.
For k = 1, . . . , n − 1, let rαk be the reflection about the kernel of αk. Explicitly,
rαk ∶ Rn → Rn is given by
rαk ∶ (x1, . . . , xn)↦ (x1, . . . , xk−1, xk+1, xk, xk+2, . . . , xn).
The Weyl group of PGL(V ) is then the subgroup of GL(Rn) that is generated by{rα ∶ α ∈ θ0}. Observe that the W -action on Rn leaves the subspace
Fn−1 ∶= {(x1, . . . , xn) ∈ Rn ∶ n∑
i=1xi = 0}
invariant, and the set
∆ ∶= {x ∈ Fn−1 ∶ α(x) ≥ 0 for all α ∈ θ0}
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serves as a fundamental domain for the W -action on Fn−1. We refer to ∆ as the
fundamental Weyl chamber, and any subset of Fn−1 of the form ω ⋅∆ for some ω ∈W
as a Weyl chamber of Fn−1.
The longest element ω0 in the Weyl group W is the unique element that sends the
fundamental Weyl chamber ∆ to the Weyl chamber
∆opp ∶= {x ∈ Fn−1 ∶ α(x) ≤ 0 for all α ∈ θ0} = −∆.
Observe then that −ω0 ∶ Rn → Rn is an involution that leaves the fundamental Weyl
chamber invariant, so its induced action on (Rn)∗ preserves the set of simple roots θ0.
We refer to this action on θ0 as the opposition involution, and denote it by ι ∶ θ0 → θ0.
2.2.2 Flats in the PGL(V )-Riemannian symmetric space
Let X denote the PGL(V )-Riemannian symmetric space, i.e. X is the unique (up
to scaling) Riemannian symmetric space whose isometry group is PGL(V ). As a
PGL(V )-space, X is isomorphic to X̃/ ∼, where X̃ is the set of inner products on V ,
and two inner products are equivalent under ∼ if they are multiples of each other.
In a Riemannian metric space, a flat is a totally geodesic subspace whose sectional
curvatures are all zero. In the case of X, every flat is isometric to Rk for some k =
1, . . . , n− 1, and the maximal flats are of dimension n− 1. These maximal flats can be
described as the orbits of certain subgroups of PGL(V ) in the following way.
A subgroup of PGL(V ) is semisimple if every element in that subgroup is diag-
onalizable over R. Let A ⊂ PGL(V ) be a maximal, semisimple, connected, abelian
subgroup of PGL(V ), and let o ∈ X be a point. We say that a basis (e1, . . . , en) of V
is an appropriate basis for (A,o) if it has the following properties:
• every a ∈ A is represented in the basis (e1, . . . , en) by a diagonal matrix.
• (e1, . . . , en) is an orthonormal basis for some inner product in the scalar class of
inner products corresponding to o ∈X.
Such a basis (if it exists), is unique up to permuting the vectors in the basis, replacing
each vector in the basis with its negative, and scaling all the vectors in the basis by
the same positive number. We refer to such a basis as an appropriate basis for (A,o).
If an appropriate basis for (A,o) exists, then FA ∶= A ⋅ o ⊂ X is a maximal flat.
Furthermore, for every maximal flat F ⊂X, there is a maximal, semisimple, connected,
abelian subgroup A ⊂ PGL(V ) such that F = FA. As such, when convenient, we also
refer to an appropriate basis for (A,o) as an appropriate basis for (FA, o). This basis
defines a parameterization
φ(e1,...,en) ∶ Fn−1 → FA
by (x1, . . . , xn) ↦ diag(ex1 , . . . , exn) ⋅ o. We refer to the image under φ(e1,...,en) of any
Weyl chamber of Fn−1 as a Weyl chamber of (FA, o) respectively. Note that the Weyl
chambers of (FA, o) do not depend on the choice of appropriate basis for (FA, o).
Given a transverse pair of flags {F1, F2} in F(V ), there is a unique maximal,
semisimple, connected, abelian subgroup A ⊂ PGL(V ) that stabilizes both F1 and
F2. In this case, we denote F(F1, F2) ∶= FA, and we say that F(F1, F2) is the flat
asymptotic to the transverse pair of flags {F1, F2}. Also, if g ∈ PGL(V ) is loxodromic,
then g lies in a unique maximal, semisimple, abelian subgroup of PGL(V ). Denote
the identity component of this abelian subgroup by Ag. Note that Fg ∶= FAg is the
unique maximal flat that is invariant under the action of g ∈ PGL(V ) on X.
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2.2.3 The Weyl chamber valued distance
The PGL(V )-action on X by isometries induces a transitive PGL(V )-action on the
space of pointed maximal flats, i.e. pairs (F, o) such that F ⊂X is a maximal flat and o
is a point in F. It turns out that the stabilizer in PGL(V ) of (F, o) is a finite group W ′.
Furthermore, the image of the obvious representation W ′ → Isom(F) is isomorphic to
the Weyl group W . In fact, by choosing an appropriate basis (e1, . . . , en) for (F, o) as
we did above, the parameterization φ(e1,...,en) ∶ Fn−1 → F intertwines the Weyl group
action on Fn−1 and F.
Now, for any pair of points (p1, p2) in X, choose a maximal flat F containing p1
and p2, and choose an appropriate basis (e1, . . . , en) for (F, p1). By permuting the
vectors in the chosen basis, we can ensure that p2 lies in φ(e1,...,en)(∆) where ∆ is the
fundamental Weyl chamber. Then define d∆(p1, p2) ∶= φ−1(e1,...,en)(p2) ∈ ∆. One can
verify that d∆(p1, p2) does not depend on any of the choices made, and is entirely
determined by the (ordered) pair of points (p1, p2). This thus defines a map
d∆ ∶X ×X →∆
called the Weyl chamber valued distance.
It follows from the definition of the opposition involution ι ∶ θ0 → θ0 that for any
p1, p2 ∈X and any α ∈ θ0, we have
α(d∆(p1, p2)) = ι(α)(d∆(p2, p1)). (2.14)
More generally, if p1, p2, p3 ∈X lie in the same flat, then
d∆(p1, p2) − d∆(p1, p3) = ω ⋅ d∆(p2, p3) (2.15)
for some ω ∈ W . Let dX ∶ X ×X → R denote the distance function on X induced by
the Riemannian metric. Note that for all p1, p2 ∈ X, dX(p1, p2) = ∥d∆(p1, p2)∥, where∥⋅∥ ∶ Rn → R is the standard norm. Furthermore, it follows from Kapovich-Leeb-Millson
[KLM09, Theorem 1.1] that d∆ is 1-Lipschitz in each entry, so
∥d∆(p1, p2) − d∆(p′1, p′2)∥ ≤ ∥d∆(p1, p2) − d∆(p′1, p2)∥ + ∥d∆(p′1, p2) − d∆(p′1, p′2)∥≤ dX(p1, p′1) + dX(p2, p′2). (2.16)
for all p1, p2, p
′
1, p
′
2 ∈X.
2.2.4 Jordan and Cartan projections
For any linear map g¯ ∈ GL(V ), let λ1(g¯) ≥ ⋅ ⋅ ⋅ ≥ λn(g¯) be the absolute values of the
eigenvalues of g¯. The Jordan projection of GL(V ) is the map
λ¯ ∶ GL(V )→ {v ∈ Rn ∶ α(v) ≥ 0 for all α ∈ θ0}
defined by λ ∶ g¯ ↦ (logλ1(g¯), . . . , logλn(g¯)). Using this, define the Jordan projection
of PGL(V ) to be the map
λ ∶ PGL(V )→∆
given by λ ∶ g ↦ λ¯(g¯), where g¯ ∈ GL(V ) is a linear representative of g ∈ PGL(V ) such
that ∣det(g¯)∣ = 1. It is straightforward to verify that λ is well-defined.
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To define the Cartan projection, one needs to first choose an inner product on V .
For any linear map g¯ ∈ GL(V ) and every non-zero vector v ∈ V , the stretch factor of
v under g¯ is the quantity σv(g¯) ∶= ∣∣g¯(v)∣∣∣∣v∣∣ , where ∣∣ ⋅ ∣∣ is the norm on V induced by the
chosen inner product. Then for any i = 1, . . . , n, the i-th singular value of g¯ is
µi(g¯) ∶= max
W⊂V,dimW=i(minv∈W σv(g¯)) = minW⊂V,dimW=d−i+1(maxv∈W σv(g¯)) .
It is clear that µi(g¯) ≥ µi+1(g¯) > 0 for all i = 1, . . . , n−1 and all g¯ ∈ GL(V ). The Cartan
projection of GL(V ) is then the map
µ¯ ∶ GL(V )→ {v ∈ Rn ∶ α(v) ≥ 0 for all α ∈ θ0}
given by µ¯(g¯) = (logµ1(g¯), . . . , logµn(g¯)), where µ1(g¯) ≥ ⋅ ⋅ ⋅ ≥ µn(g¯) are the singular
values of g¯ in the chosen inner product. With this, we define the Cartan projection of
PGL(V ) to be the map
µ ∶ PGL(V )→∆
given by µ ∶ g ↦ µ¯(g¯), where g¯ ∈ GL(V ) is a linear representative of g ∈ PGL(V )
such that ∣det(g¯)∣ = 1. As before, one verifies that µ is well-defined. Also, note that
replacing the chosen inner product by a scalar multiple of itself leaves the singular
values of any g¯ ∈ GL(V ) unchanged. Thus, the choice of a point o ∈ X determines a
Cartan projection µ ∶ PGL(V )→∆.
There is the following more algebraic description of the singular values. The singu-
lar value decomposition theorem tells us that every g¯ ∈ GL(V ) can be decomposed as
g¯ = k¯1a¯k¯2, where k¯1, k¯2 ∈ GL(V ) preserve the chosen inner product, and a¯ is diagonal-
izable with eigenvalues µ1(g¯), . . . , µn(g¯), and whose eigenvectors can be chosen to be
orthonormal with respect to the chosen inner product. Thus, the singular values of g¯
are the square roots of the eigenvalues of g¯T g¯, where g¯T ∈ GL(V ∗) is viewed as linear
transformation in GL(V ) by identifying V and V ∗ via the chosen inner product.
Using d∆, we can give interpretations of the Cartan projection and Jordan projec-
tion in terms of the geometry of X. One can verify that for any isometry g ∈ PGL(V ),
d∆(o, g ⋅ o) = µ(g),
where o ∈ X is the point that determines the Cartan projection µ. In particular,
if ∥ ⋅ ∥ is the standard norm on Rn, then dX(o, g ⋅ o) = ∥µ(g)∥. On the other hand,
if g ∈ PGL(V ) is loxodromic, then g lies in a unique maximal, semisimple, abelian
subgroup of PGL(V ). Denote the identity component of this subgroup by Ag, and
note that Fg ∶= FAg is the unique maximal flat that is invariant under the action of g
on X. One can then verify that if x is a point that lies in Fg, then
d∆(x, g ⋅ x) = λ(g).
Since X is non-positively curved, the closest point projection piFg ∶ X → Fg is 1-
Lipschitz, so
inf
x∈X dX(x, g ⋅ x) = ∥λ(g)∥.
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3 Positive flags in F(V ).
In this section, we recall the notion of total positivity for unipotent elements in PGL(V )
and the related notion of positivity for tuples of flags. These notions were first devel-
oped in Lusztig [Lus94] and Fock-Goncharov [FG06] respectively. The main goal of
this section is to prove Theorem 3.37 below, which relates the Labourie cross ratios
to the limits of certain sequences of positive flags. The material in Section 3.1–3.4 is
well-known to experts; we include it for lack of a good reference. On the other hand,
the results in Section 3.5–3.6 are new technical properties of positive tuples of flags
that we use in the proof Theorem 3.37, which is given in Section 3.7.
3.1 Total positivity
First, we define what it means for a unipotent element in PGL(V ) to be totally positive
with respect to an ordered basis (e1, . . . , en).
Definition 3.1. A unipotent element u ∈ PGL(V ) is totally positive with respect to
an ordered basis (e1, . . . , en) of V if in this basis, u is represented by a (necessarily
unique) upper-triangular matrix Mu with ones on the diagonal, and all the minors of
Mu are positive except for those that are forced to be zero by virtue of Mu being upper
triangular. We denote by U>0(e1, . . . , en) the set of such elements.
Remark 3.2. Upper triangular, real valued matrices M with ones along the diagonal,
and where all minors are positive except for those that are forced to be zero by virtue of
M being upper triangular, are called totally positive upper triangular matrices. These
were introduced by Lusztig [Lus94], and have since then been heavily studied. For
our purposes, we will often be changing the basis with which our unipotent elements
in PGL(V ) are upper triangular with respect to. This choice of a basis is equivalent
to the choice of a pinning as described in Lusztig [Lus94]. In this paper, it is more
convenient to work with bases as opposed to pinnings, so we use the notion of totally
positive with respect to a chosen basis.
If (f1, f2) is the standard basis on R2, then (fn−1−i1 ⋅f i2)n−1i=0 is a basis of the (n−1)-th
symmetric tensor of R2, denoted Symn−1(R2). Thus, any choice of basis (e1, . . . , en)
for V identifies V with Symn−1(R2) as vector spaces. Observe that the GL2(R)-action
on R2 induces a linear GL2(R)-action on Symn−1(R2) given by
g¯ ⋅ (v1 ⋅ ... ⋅ vn−1) ∶= (g¯ ⋅ v1) ⋅ ⋅ ⋅ ⋅ ⋅ (g¯ ⋅ vn−1).
Thus, we have a linear representation
i = i(e1,...,en) ∶ GL2(R)→ GL(Symn−1(R2)) ≃ GL(V ).
Projectivizing this gives a representation ι ∶ PGL2(R)→ PGL(V ).
Remark 3.3. It is a standard result from the representation theory that up to post-
composition with a projective automorphism of V , ι is the unique irreducible repre-
sentation from PGL2(R) to PGL(V ).
The following is a well-known proposition, which gives the simplest examples of
elements in U>0(e1, . . . , en). See [FG06, Proposition 5.7] for a proof.
Proposition 3.4. Let (e1, . . . , en) be a basis of V . Then
i(e1,...,en)(U>0(f1, f2)) ⊂ U>0(e1, . . . , en).
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We now describe a natural partial order on U>0(e1, . . . , en). For any k = 1, . . . , n,
let i1, . . . , ik, j1, . . . , jk be positive integers such that
1 ≤ i1 < ⋅ ⋅ ⋅ < ik ≤ n and 1 ≤ j1 < ⋅ ⋅ ⋅ < jk ≤ n.
Then define the (i1, . . . , ik), (j1, . . . , jk)-minor map to be the map
εi1,...,ikj1,...,jk ∶ U>0(e1, . . . , en)→ R
that assigns to every u in U>0(e1, . . . , en) the minor of Mu corresponding to the i1, ..., ik
rows and the j1, ..., jk columns. Since Mu is an upper triangular matrix with 1’s along
the diagonal, observe that
• if js < is for some s = 1, . . . , k, then the image of εi1,...,ikj1,...,jk is 0, and
• if is = js for all s = 1, . . . , k, then the image of εi1,...,ikj1,...,jk is 1.
As such, we say that the (i1, . . . , ik), (j1, . . . , jk)-minor map is
• trivial if js < is for some s = 1, . . . , k, or is = js for all s = 1, . . . , k.
• non-trivial if js ≥ is for all s = 1, . . . , k, and js > is for some s = 1, . . . , k.
With this, we can describe the partial order ≺ on U>0(e1, . . . , en).
Definition 3.5. If u, v ∈ U>0(e1, . . . , en), we say that u precedes v, denoted u ≺ v, if
ε(u) < ε(v) for every non-trivial minor map ε.
The following observation is an easy consequence of the definition of ≺ and the
continuity of the minors.
Observation 3.6. Let (ui)∞i=1 be a sequence in U>0(e1, . . . , en).
1. If there is some v1, v2 ∈ U>0(e1, . . . , en) such that v1 ≺ ui ≺ v2 for all integers i > 0,
then there is a subsequence of (ui)∞i=1 that converges in U>0(e1, . . . , en).
2. If there is some v1, v2,w1,w2 ∈ U>0(e1, . . . , en) such that v1 ≺ v2 ≺ ui ≺ w2 ≺ w1
for all integers i > 0, then for any convergent subsequence of (ui)∞i=1, its limit u∞
satisfies v1 ≺ u∞ ≺ w1.
3. If there is some v ∈ U>0(e1, . . . , en) such that ui ≺ ui+1 ≺ v for all integers i > 0,
then (ui)∞i=1 converges in U>0(e1, . . . , en).
The partial order ≺ also has the following well-known properties.
Proposition 3.7. Let u, v ∈ U>0(e1, . . . , en).
1. If w ∶= uv, then w also lies in U>0(e1, . . . , en), and u, v ≺ w.
2. If w ∈ U>0(e1, . . . , en), then w ⋅ u ≺ w ⋅ v if and only if u ≺ v.
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Proof. Observe for all k = 1, . . . , n−1, there is a natural GL(V )-action on k⋀V defined
by g ⋅ (v1 ∧ ⋅ ⋅ ⋅ ∧ vk) = (g ⋅ v1) ∧ ⋅ ⋅ ⋅ ∧ (g ⋅ vk). Furthermore, the ordered basis (e1, . . . , en)
induces a basis {ei1∧⋅ ⋅ ⋅∧eik ∶ 1 ≤ i1 < ⋅ ⋅ ⋅ < ik ≤ n} of k⋀V . A straightforward calculation
proves that for all basis elements ej1 ∧ ⋅ ⋅ ⋅ ∧ ejk and for all u ∈ U>0(e1, . . . , en), we have
u ⋅ (ej1 ∧ ⋅ ⋅ ⋅ ∧ ejk) = ∑
1≤i1<⋅⋅⋅<ik≤n ε
i1,...,ik
j1,...,jk
(u)ei1 ∧ ⋅ ⋅ ⋅ ∧ eik ,
where εi1,...,ikj1,...,jk ∶ U>0(e1, . . . , en) → R is the (i1, . . . , ik), (j1, . . . , jk)-minor map. From
this, it is clear that
εi1,...,ikj1,...,jk(uv) = ∑
1≤l1<⋅⋅⋅<lk≤n ε
i1,...,ik
l1,...,lk
(u)εl1,...,lkj1,...,jk(v).
Both (1) and (2) follows from this and the definition of ≺.
3.2 Positive tuples of flags
We recall the notion of positivity that was introduced in Fock-Goncharov [FG06].
Definition 3.8. Let l ≥ 3, and let (F1, . . . , Fl) be an l-tuple of flags in F(V ) such that
F1 and Fl are transverse. We say that (F1, . . . , Fl) is positive if there is
• an ordered basis (e1, . . . , en) of V such that ek ∈ F (k)1 ∩F (n−k+1)l for all k = 1, . . . , n,
• an (l − 2)-tuple of elements (u1, . . . , ul−2) in U>0(e1, . . . , en),
such that (F1, . . . , Fl) = (F1, u1u2⋯ul−2 ⋅ Fl, . . . , u1u2 ⋅ Fl, u1 ⋅ Fl, Fl).
The following is a basic example of a positive tuples of flags.
Example 3.9. Recall that in Section 3.1, we defined, using the basis (e1, . . . , en), a
linear representation i = i(e1,...,en) ∶ GL2(R) → GL(V ). This projectivizes to a homo-
morphism ι ∶ PGL2(R) → PGL(V ), which is up to conjugation the unique irreducible
representation from PGL2(R) to PGL(V ). Let F± ∈ F(V ) be the flags defined by
F
(i)+ = SpanR(e1, . . . , ei) and F (i)− = SpanR(en−i+1, . . . , en) for all i = 1, . . . , n− 1, and let
ν ∶ P(R2)→ P(V ) be the map given by
ν ∶ [1
0
]↦ F+,
ν ∶ [x
1
]↦ i([1 x
0 1
]) ⋅ F−.
It is straightforward to check that ν is ι-equivariant. Thus it follows from Proposition
3.4 that if x1 < ⋅ ⋅ ⋅ < xk < x1 is a k-tuple of points in the cyclic order on P(R2) or its
reverse, then (ν(x1), . . . , ν(xk)) is a positive tuple of flags.
The following is a well-known theorem in Fock-Goncharov [FG06]. It gives a
coordinate-free description of a positive tuple of flags in terms of the edge and tri-
angle invariants defined in Section 2.1.3 and Section 2.1.4 respectively.
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Theorem 3.10. [FG06, Theorem 9.1(a)] Let (F1, . . . , Fl) be an l-tuple of flags. Let
M be a convex planar polygon with l vertices, v1 < ⋅ ⋅ ⋅ < vl < v1 in this cyclic order
along the boundary of M , and let Fvl ∶= Fl. Choose a triangulation T of M , where
the vertices of each triangle of T is a vertex of M . For each triangle S of T , let(vS,1, vS,2, vS,3) be the vertices of S. Also, for each interior edge e of T , let ve,1 and
ve,2 be the endpoints of e, and let ue,1 and ue,2 be the vertices of M such that both(ue,1, ve,1, ve,2) and (ue,2, ve,1, ve,2) are vertices of some triangle of T . (See Figure 1.)
Then (F1, . . . , Fl) is positive if and only if both of the following statements hold:
1. For all triples of positive integers j ∶= (j1, j2, j3) that sum to n, and all triangles
S of T ,
Tj(FvS,1 , FvS,2 , FvS,3) > 0.
2. For all k = 1, . . . , n − 1 and all edges e of T ,
Sk(Fve,1 , Fue,1 , Fve,2 , Fue,2) < 0.
S
e
vS,1vS,2 = ve,1
vS,3 = ue,2
ve,2
ue,1
Figure 1: Triangulation T in Theorem 3.10.
The following proposition states some basic properties of positive tuples of flags.
We omit its proof as they are all easy consequences of Theorem 3.10.
Proposition 3.11. The following are equivalent
1. (F1, F2, . . . , Fl) is a positive l-tuple of flags.
2. (g ⋅ F1, g ⋅ F2, . . . , g ⋅ Fl) is a positive l-tuple of flags for some g ∈ PGL(V ).
3. (Fl, . . . , F2, F1) is a positive l-tuple of flags.
4. (F2, F3, . . . , Fl, F1) is a positive l-tuple of flags.
5. (F1, . . . , Fl−1) is a positive (l − 1)-tuple of flags and (F1, Fi, Fl−1, Fl) is a positive
quadruple of flags for all i = 2, . . . , l − 2.
6. (F1, g ⋅F2, F3, . . . , Fl) is a positive l-tuple of flags for some g ∈ PGL(V ) that fixes
F1 and F3, and whose eigenvalues all have the same sign.
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For our purposes, there are two important applications of the positivity of flags.
The first is to ensure the convergence of a sequence of flags.
Proposition 3.12. Let (Fi)∞i=1 be a sequence of flags in F(V ). Suppose that there
are flags F,G ∈ F(V ) such that (F1, . . . , Fi, F,G) is a positive (i+ 2)-tuple of flags for
all integers i > 0. Then (Fi)∞i=1 converges to some flag F∞ in F(V ). Furthermore,(F1, . . . , Fi, F∞,G) is a positive tuple of flags for all integers i > 0.
Proof. Let H ∈ F(V ) be a flag such that (F1, F2, F,G,H) is a positive tuple of flags.
By Proposition 3.11(1)⇔(5), we see that (F1, . . . , Fi, F,G,H) is positive for all integers
i > 0. Thus, there exist
• an ordered basis (e1, . . . , en) such that ei ∈H(k) ∩ F (n−k+1)1 for all k = 1, . . . , n,
• a sequence (vi)∞i=1 in U>0(e1, . . . , en) such that Fi+1 = v1 . . . vi ⋅ F1 for all integers
i > 0,
• elements u1, u2 ∈ U>0(e1, . . . , en) such that F = u1 ⋅ F1 and G = u1u2 ⋅ F1.
Set wi ∶= v1 . . . vi, u ∶= u1, and u′ ∶= u1u2. By Proposition 3.7(1), wi ∈ U>0(e1, . . . , en),
and wi ≺ wi+1 ≺ u ≺ u′ for all integers i > 0. Observation 3.6(3) then implies that the
sequence (wi)∞i=1 converges to some w∞ ∈ U>0(e1, . . . , en), and Observation 3.6(3) im-
plies that w1 ≺ ⋅ ⋅ ⋅ ≺ wi ≺ w∞ ≺ u′ for all integers i > 0. Thus, if we set F∞ ∶= w∞ ⋅ F1,
then the sequence (Fi)∞i=1 converges to F∞, and (F1, . . . , Fi, F∞,G) is positive.
The second is to verify whether a tuple of flags is in general position.
Proposition 3.13. For any l ≥ 3, the set of positive l-tuple of flags in F(V ) is a union
of connected components of the space of l-tuple of flags in F(V ) that are in general
position.
Proof. It is well-known that every positive l-tuple of flags is in general position; a proof
can be found in [SWZ, Appendix A]. Thus, to prove the proposition, one needs to check
that the condition of being a positive l-tuple of flags is an open and closed condition in
the space of l-tuples of flags that are in general position. That this condition is open
is immediate from its definition.
To see that it is also closed, consider a sequence of positive l-tuples ((F1,i, . . . , Fl,i))∞i=1
that converge to an l-tuple (F1, . . . , Fl) that is in general position. We need to show
that (F1, . . . , Fl) is positive. Since (F1, . . . , Fl) is in general position,
• Tj(Fa1 , Fa2 , Fa3) is well-defined and non-zero for all pairwise distinct a1, a2, a3 ∈{1, . . . , l} and all triples j ∶= (j1, j2, j3) of positive integers that sum to n.
• Sk(Fa1 , Fa2 , Fa3 , Fa4) is well-defined and non-zero for all a1, a2, a3, a4 ∈ {1, . . . , l}
such that a1 < ⋅ ⋅ ⋅ < a4 < a1 in the cyclic order on Zl, and all k = 1, . . . , n − 1.
On the other hand, Theorem 3.10 implies that
• Tj(Fa1,i, Fa2,i, Fa3,i) > 0 for all pairwise distinct a1, a2, a3 ∈ {1, . . . , l}, all integers
i > 0, and all triples j ∶= (j1, j2, j3) of positive integers that sum to n.
• Sk(Fa1,i, Fa2,i, Fa3,i, Fa4,i) < 0 for all a1, a2, a3, a4 ∈ {1, . . . , l} such that a1 < ⋅ ⋅ ⋅ <
a4 < a1 in the cyclic order on Zl, all integers i > 0and all k = 1, . . . , n − 1, the
quantity is well-defined and non-zero.
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Thus, the continuity of the triangle and edge invariants imply that
• Tj(Fa1 , Fa2 , Fa3) > 0 for all pairwise distinct a1, a2, a3 ∈ {1, . . . , l} and all triples
j ∶= (j1, j2, j3) of positive integers that sum to n.
• Sk(Fa1 , Fa2 , Fa3 , Fa4) < 0 for all a1, a2, a3, a4 ∈ {1, . . . , l} such that a1 < ⋅ ⋅ ⋅ < a4 <
a1 in the cyclic order on Zl, and all k = 1, . . . , n − 1.
Apply Theorem 3.10 again to see that (F1, . . . , Fl) is positive.
3.3 Positive flags and Frenet curves
Next, we recall the notion of a Frenet curve. Let S1 denote the topological circle. For
any map ξ ∶ S1 → F(V ) and for any integer k = 1, . . . , n − 1, let ξ(k) ∶ S1 → Grk(V ) be
the map defined by ξ(k)(x) = ξ(x)(k).
Definition 3.14. A map ξ ∶ S1 → F(V ) is Frenet if the following hold:
• Let k > 0 be an integer. If (x1, . . . , xk) is a pairwise distinct k-tuple of points in
S1, then the k-tuple of flags {ξ(x1), . . . , ξ(xk)} is in general position.
• Let (n1, . . . , nk) be a k-tuple of positive integers such that n1 + ⋅ ⋅ ⋅ + nk =m ≤ n.
If x ∈ S1, and ((xi,1, . . . , xi,k))∞i=1 is a sequence of k-tuples of pairwise distinct
points in S1 such that lim
i→∞xi,l = x for all l = 1, . . . , k, then
lim
i→∞ ξ(n1)(xi,1) + ⋅ ⋅ ⋅ + ξ(nk)(xi,k) = ξ(m)(x).
Choose one of the two natural cyclic orderings on S1. The following pair of theorems
gives a relationship between Frenet curves and positive tuples of flags. The first is
proven in the third author’s thesis [Zha15b, Proposition 2.4.7] and Labourie-McShane
[LM09, Appendix B]. The second follows easily from combining the main theorems in
Labourie [Lab06, Theorem 1.4], Guichard [Gui08, Theorem 1], and Bonahon-Dreyer
[BD14, Theorem 17].
Theorem 3.15. Let ξ ∶ S1 → F(V ) be a Frenet curve and let x1 < ⋅ ⋅ ⋅ < xk < x1 be
points in S1 in this cyclic order. Then (ξ(x1), . . . , ξ(xk)) is a positive k-tuple of flags.
Theorem 3.16. Let (F1, . . . , Fk) be a positive k-tuple of flags. Let < be any one of
the two cyclic orders on S1. Then there is
• a Frenet curve ξ ∶ S1 → F(V ), and
• a k-tuple of points x1 < ⋅ ⋅ ⋅ < xk < x1 that lie in S1 in this cyclic order,
such that ξ(xi) = Fi for all i = 1, . . . , k.
Recall that Bk denotes the k-th Labourie cross ratio as defined in Definition 2.11.
Our next goal is to prove, as an application of Theorem 3.15 and Theorem 3.16, the
pair of inequalities stated below as Proposition 3.17 and Proposition 3.21. These are
used in the proof of Theorem 3.37.
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Proposition 3.17. If (F1, F2, F3, F4) is a positive quadruple of flags in F(V ), then
Bk(F1, F2, F3, F4) > 1
for any integer k = 1, . . . , n − 1. In particular, if (F1, F2, F3, F4, F5) is a positive quin-
tuple of flags in F(V ), then
Bk(F1, F2, F3, F4) < Bk(F1, F2, F3, F5) and Bk(F1, F2, F4, F5) < Bk(F1, F2, F3, F5)
for all k = 1, . . . , n − 1.
To prove Proposition 3.17, it is useful to consider more general classes of projective
invariants, which we now define.
Definition 3.18. Choose a linear identification Ω ∶ n⋀V → R. For any quadruple
of flags (F1, F2, F3, F4) in F(V ), choose bases (ui,1, . . . , ui,n) of V such that F (k)i =
SpanR(ui,1, . . . , ui,k) for all k = 1, . . . , n and i = 1, . . . ,4. Then let Ui,k be the k-tuple
of vectors (ui,1, . . . , ui,k).
1. Suppose that {F1, F2, F3} and {F1, F2, F4} are in general position. For any triple
of non-negative integers k ∶= (k1, k2, k3) such that k3 > 0 and k1 + k2 + k3 = n − 1,
define
Dk(F1, F2, F3, F4) ∶= Ω(U1,k1+1, U2,k2 , U3,k3)Ω(U1,k1 , U2,k2+1, U4,k3)
Ω(U1,k1+1, U2,k2 , U4,k3)Ω(U1,k1 , U2,k2+1, U3,k3) ,
2. Suppose that {F1, F2, F3, F4} are in general position. For any quadruple of non-
negative integers j ∶= (j1, j2, j3, j4) such that j1 + j2 + j3 + j4 = n − 2, define
Aj(F1, F2, F3, F4) ∶= Ω(U1,j1+1, U2,j2 , U3,j3+1, U4,j4)Ω(U1,j1 , U2,j2+1, U3,j3 , U4,j4+1)
Ω(U1,j1+1, U2,j2 , U3,j3 , U4,j4+1)Ω(U1,j1 , U2,j2+1, U3,j3+1, U4,j4) .
One can verify that the quantities Dk(F1, F2, F3, F4) and Aj(F1, F2, F3, F4) are
well-defined and do not depend on any of the choices made.
The functions Aj were studied by the third author, who proved the following.
Proposition 3.19. [Zha15a, Proposition 2.12(1)] Let ξ ∶ S1 → F(V ) be a Frenet curve,
and let x1 < x2 < x3 < x4 < x1 lie in S1 in this cyclic order. Then
Aj(ξ(x1), ξ(x2), ξ(x3), ξ(x4)) > 1
for any quadruple of non-negative integers j ∶= (j1, j2, j3, j4) that sum to n − 2.
The following lemma was previously observed in Martone-Zhang [MZ16, Lemma
3.6]; its proof is a straightforward computation that we omit.
Lemma 3.20. Let (F1, F2, F3, F4) be a generic quadruple of flags in F(V ).
1. For all k = 1, . . . , n − 1,
Bk(F1, F2, F3, F4) = ∏
k∈AkDk(F1, F2, F3, F4),
where Ak ∶= {(k1, k2, k3) ∶ k3 = k, k1 ≥ 0, k2 ≥ 0, and k1 + k2 + k3 = n − 1}.
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2. For all k ∶= (k1, k2, k3) such that k3 > 0 and k1 + k2 + k3 = n − 1,
Dk(F1, F2, F3, F4) = ∏
j∈BkAj(F1, F2, F3, F4),
where Bk ∶= {(j1, j2, j3, j4) ∶ j1 = k1, j2 = k2, j3 ≥ 0, j4 ≥ 0, and j3 + j4 = k3 − 1}.
In particular, for all k = 1, . . . , n − 1, we have
Bk(F1, F2, F3, F4) = ∏
j∈CkAj(F1, F2, F3, F4),
where Ck ∶= {(j1, j2, j3, j4) ∶ j1 + j2 = n − k − 1 and j3 + j4 = k − 1}.
Proof of Proposition 3.17. The first statement is an immediate consequence of Theo-
rem 3.16, Proposition 3.19, and Lemma 3.20. To prove the second, recall that
Bk(F1, F2, F3, F4) ⋅Bk(F1, F2, F4, F5) = Bk(F1, F2, F3, F5).
Since (F1, F2, F3, F4) and (F1, F2, F4, F5) are both positive, Bk(F1, F2, F3, F4) > 1 and
Bk(F1, F2, F4, F5) > 1.
Proposition 3.21. Suppose that (F1, F2,G,H2,H1) is a positive quintuple of flags inF(V ). Fix h = 1, . . . , n − 1, and let GF and GH be the flags in F(V ) defined by
G
(l)
F = { G(l) if l ≤ h;G(h) + F (l−h)2 if l > h, and G(l)H = { G
(l) if l ≤ h;
G(h) +H(l−h)2 if l > h.
Then Bk(H1, F1,GF ,GH) ≤ Bk(H1, F1, F2,H2) for all k = 1, . . . , n − 1.
To prove Proposition 3.21, we use the following lemma.
Lemma 3.22. Let (F1, F2, F3, F4, F5) be a positive quintuple of flags in F(V ), and fix
h = 1, . . . , n − 1. If G ∈ F(V ) is the flag defined by
G(l) = ⎧⎪⎪⎨⎪⎪⎩ F
(l)
3 if l ≤ h;
F
(h)
3 + F (l−h)2 if l > h,
then (F1,G,F4, F5) is a positive quadruple of flags.
Proof. By Theorem 3.16, there are points x1 < x2 < x3 < x4 < x5 < x1 along S1 in this
cyclic order, and a Frenet curve ξ ∶ S1 → F(V ), such that ξ(xi) = Fi for i = 1, . . . ,5.
For any t ∈ S1 such that x2 ≤ t < x3, let G(t) ∈ F(V ) be the flag defined by
G(t)(l) = { ξ(l)(x3) if l ≤ h;
ξ(h)(x3) + ξ(l−h)(t) if l > h,
and let G(x3) ∶= ξ(x3). The Frenet property of ξ implies that t ↦ G(t) is continuous,
and that {ξ(x1),G(t), ξ(x4), ξ(x5)} is in general position for all x2 ≤ t < x3. Since(F1, F3, F4, F5) = (ξ(x1),G(x3), ξ(x4), ξ(x5)) is positive, Proposition 3.13 implies that(F1,G,F4, F5) = (ξ(x1),G(x2), ξ(x4), ξ(x5)) is positive.
22
Proof of Proposition 3.21. By Theorem 3.16, there are points x1 < x2 < z < y1 < y2 < x1
along S1 in this cyclic order, and a Frenet curve ξ ∶ S1 → F(V ), such that ξ(z) = G,
and ξ(xj) = Fj and ξ(yj) = Hj for j = 1,2. Let (ai)∞i=1, (bi)∞i=1, (ci)∞i=1, and (di)∞i=1 be
sequences of points in S1 such that lim
i→∞ai = x2, limi→∞ bi = z = limi→∞ ci, limi→∞di = y2, and
x1 < a1 < ⋅ ⋅ ⋅ < ai < x2 < b1 < ⋅ ⋅ ⋅ < bi < z < ci < ⋅ ⋅ ⋅ < c1 < y2 < di < ⋅ ⋅ ⋅ < d1 < y1 < x1
for all integers i > 0. Then let Ai and Di be the flags defined by
A
(l)
i = { ξ(l)(bi) if l ≤ h;ξ(h)(bi) + ξ(l−h)(ai) if l > h, and D(l)i = { ξ(l)(ci) if l ≤ h;ξ(h)(ci) + ξ(l−h)(di) if l > h.
By Theorem 3.15 and Lemma 3.22, we see that for all integers i ≥ 2, the tuple(ξ(x1), ξ(ai−1),Ai,G,Di, ξ(di−1), ξ(y1)) is positive. Then Proposition 3.17 implies that
Bk(ξ(y1), ξ(x1),Ai,Di) < Bk(ξ(y1), ξ(x1), ξ(ai−1), ξ(di−1))
for all k = 1, . . . , n − 1. Since ξ is Frenet, (Ai)∞i=1 and (Di)∞i=1 converge to GF and GH
respectively, and (ξ(ai))∞i=1 and (ξ(ai))∞i=1 converge to F2 and H2 respectively. Thus,
Bk(H1, F1,GF ,GH) = lim
i→∞Bk(ξ(y1), ξ(x1),Ai,Di)≤ lim
i→∞Bk(ξ(y1), ξ(x1), ξ(ai−1), ξ(di−1))= Bk(H1, F1, F2,H2).
3.4 Emulating the n = 2 case
Note that when n ∶= dim(V ) = 2, P(V ) is a topological circle, and thus admits two
natural cyclic orders which are reverses of each other. If (Fi)∞i=0 and (Hi)∞i=0 are
sequences of points in P(V ) such that for all integers i ≥ 2,
F0 < F1 < Fi <Hi <H1 <H0 < F0
lies in P(V ) in either of the cyclic orders, then the sets
Ui ∶= {F ∈ F(V ) ∶ F0 < Fi < F <Hi <H0 < F0}
are open intervals, and we immediately have the following pair of statements:
1. For all positive integers i, Ui ⊂ U1.
2. If lim
i→∞Fi = limi→∞Hi =∶ G, then limi→∞Ui = {G}.
When n ≥ 3, there is no natural cyclic order on P(V ), so (1) and (2) above does
not even make sense. However, observe that when n = 2, F(V ) = P(V ), and it is
straightforward to see that a tuple of flags (F1, . . . , Fn) in F(V ) is positive if and only
if F1 < F2 < ⋅ ⋅ ⋅ < Fn < F1 in one of the two cyclic orders on P(V ). Using the notion
of positivity of flags, we can generalize statements (1) and (2) to F(V ). These are
described as Proposition 3.23 and Proposition 3.24 respectively.
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Proposition 3.23. Let (F0, F1, F2,H2,H1,H0) be a positive tuple of flags in F(V ).
For j = 1,2, denote Uj ∶= {F ∈ F(V ) ∶ (F0, Fj , F,Hj ,H0) is positive}. Then U2 ⊂ U1.
Proof. Let (e1, . . . , en) be a basis of V such that ej ∈ F (j)0 ∩H(n−j+1)0 for all j = 1, . . . , n.
Let G be a flag in U2, and let (Gi)∞i=0 be a sequence of flags in U2 that converges to
G. Since (F0, F1, F2,Gi,H2,H1,H0) is positive for all integers i > 0, Proposition 3.7(1)
implies that there exists w1,w2, ui, v2, v1 ∈ U>0(e1, . . . , en) such that Fj = wj ⋅H0 and
Hj = vj ⋅H0 for j = 1,2, Gi = ui ⋅H0 for all i ≥ 0, and v1 ≺ v2 ≺ ui ≺ w2 ≺ w1 for all
i ≥ 0. Observation 3.6(1) then implies that by taking subsequences, we may assume
that the sequence (ui)∞i=1 converges to some u∞ ∈ U>0(e1, . . . , en). Also, Observation
3.6(2) implies that the limit u∞ of (ui)∞i=1 satisfies v1 ≺ u∞ ≺ w1. Furthermore,
G = lim
i→∞Gi = limi→∞ui ⋅H0 = u∞ ⋅H0,
so (F0, F1,G,H1,H0) is positive.
Proposition 3.24. Let (Fi)∞i=0 and (Hi)∞i=0 be sequences of flags in F(V ) such that(F0, F1, Fi,Hi,H1,H0) is a positive tuple of flags for all integers i ≥ 2. Let
Ui ∶= {F ∈ F(V ) ∶ (F0, Fi, F,Hi,H0) is positive}
for all integers i > 0. If lim
i→∞Fi = limi→∞Hi =∶ G, then limi→∞Ui = {G}.
To prove Proposition 3.24, we use the following lemma.
Lemma 3.25. Let {L1, . . . , Ln, F} and {L1, . . . , Ln,H} be tuples of flags that are in
general position, and satisfy the property that
n−k+1⋂
j=1 (L(n−k)j + F (k−1)) = F (k−1) and n−k+1⋂j=1 (L(n−k)j +H(k−1)) =H(k−1) (3.26)
for all k = 1, . . . , n. Fix l = 1, . . . , n − 1. If Bk(Lj , Lj+1, F,H) = 1 for all j = 1, . . . , n − 1
and all k = 1, . . . , l, then F (k) =H(k) for all k = 1, . . . , l.
Proof. Suppose for contradiction that F (k) ≠ H(k) for some k = 1, . . . , l. We may
assume without loss of generality that k is the smallest such integer. Let W ∶= F (k−1) =
H(k−1) (if k = 1, then W = {0}), and let pi ∶ V → V /W be the obvious quotient map.
Note that pi(F (k)) ≠ pi(H(k)).
Since {Lj , F} is a transverse pair for all j = 1, . . . , n, it follows that pi(L(n−k)j ) ∈
Grn−k(V /W ). Also, by the assumption (3.26),
n−k+1⋂
j=1 (L(n−k)j +W) =W.
Thus, {pi (L(n−k)1 ) , . . . , pi (L(n−k)n−k+1)} is a collection of hyperplanes in V /W such that
n−k+1⋂
j=1 pi (L(n−k)j ) = n−k+1⋂j=1 pi (L(n−k)j +W) = 0.
By Observation 2.8, for all j = 1, . . . , n − k + 1, we have
C1 (pi (L(n−k)j ) , pi (L(n−k)j+1 ) , pi (F (k)) , pi (H(k))) = Bk(Lj , Lj+1, F,H) = 1.
Then Observation 2.7 implies that pi (F (k)) = pi (H(k)), which is a contradiction.
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Proof of Proposition 3.24. Pick any flag K in lim
i→∞Ui, and let (Ki)∞i=1 be a sequence
of flags in F(V ) that converges to K, such that Ki ∈ Ui for all integers i > 0. Let
L1, . . . , Ln be flags in F(V ) such that
(L1, . . . , Ln, F0, F1,H1,H0)
is a positive tuple of flags, and
n−k+1⋂
j=1 (L(n−k)j +K(k−1)) =K(k−1) and n−k+1⋂j=1 (L(n−k)j +G(k−1)) = G(k−1). (3.27)
This is possible because (3.27) is a generic condition on F(V )n, and the positivity of(L1, . . . , Ln, F0, F1,H1,H0) is an open condition on F(V )n. Proposition 3.23 implies
that (L1, . . . , Ln,G) and (L1, . . . , Ln,K) are positive tuples, and hence are in general
position. By Lemma 3.25, it suffices to show that Bk(Lj , Lj+1,K,G) = 1 for all k, j =
1, . . . , n − 1.
Proposition 3.23 also implies that (L1, . . . , Ln,Ki) is a positive tuple for all integers
i > 0. Then according to Proposition 3.17,
1 < Bk(Lj , Lj+1,Ki,Hi) ≤ Bk(Lj , Lj+1, Fi,Hi).
for all j, k = 1, . . . , n − 1. Thus
1 ≤ lim
i→∞Bk(Lj , Lj+1,Ki,Hi) ≤ limi→∞Bk(Lj , Lj+1, Fi,Hi) = Bk(Lj , Lj+1,G,G) = 1,
which implies that Bk(Lj , Lj+1,K,G) = lim
i→∞Bk(Lj , Lj+1,Ki,Hi) = 1.
3.5 Quotients of positive tuples of flags
Let k = 1, . . . , n−1. For any k-dimensional subspace W ⊂ V , let piW ∶ V → V /W be the
obvious quotient map. We abuse notation by also denoting by piW the induced map
piW ∶ F(V )→ F(V /W )
that sends the flag F in F(V ) to the flag F ′ in F(V /W ) defined as follows. For any
j = 1, . . . , n − k − 1, let lj be the integer such that F (lj) ∩W has dimension lj − j. In
other words, if we write F (lj) as the direct sum
F (lj) = (F (lj) ∩W) +U
for some U ⊂ F (lj), then dim(U) = j. Then F ′ is the flag defined by F ′(j) = pi(F (lj))
for all j = 1, . . . , n − k − 1.
Observe that if F has the property that F (j)∩W = {0} for all j = 1, . . . , n−k−1, then
pi(F ) is the flag defined by pi(F )(j) = pi(F (j)) = (F (j)+W )/W for all j = 1, . . . , n−k−1.
On the other hand, if W = F (k), then pi(F ) is the flag defined by pi(F )(j) = pi(F (j+k)) =
F (j+k)/W for all j = 1, . . . , n − k − 1.
The next proposition states that the positivity of flags is preserved under the quo-
tient map piW for certain W .
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Proposition 3.28. Let (F1, F2, . . . , Fl,G,Hl, . . . ,H2,H1) be a positive tuple of flags
in F(V ), let k = 1, . . . , n − 1, and let W ∶= G(k). If piW = pi ∶ V → V /W denotes the
quotient map, then
(pi(F1), pi(F2), . . . , pi(Fl), pi(G), pi(Hl), . . . , pi(H2), pi(H1))
is a positive tuple of flags in F(V /W ) for all l ≥ 2.
To prove Proposition 3.28, we use the following lemma.
Lemma 3.29. Let e1, . . . , en be a basis of V . Fix k = 1, . . . , n − 1, and set W ′ ∶=
SpanR(ek+1, . . . , en) and W ∶= SpanR(e1, . . . , ek). Let P = PW ∶ V →W ′ be the projec-
tion with kernel W . If u ∈ U>0(e1, . . . , en), and u′ ∈ PGL(W ′) is defined by u′ = P ○ u,
then u′ ∈ U>0(ek+1, . . . , en).
Proof. LetMu be the matrix representing u in the basis (e1, . . . , en), thenMu is an n×n,
totally positive, unipotent, upper triangular matrix. If Mu′ is the matrix representing
u′ in the basis (ek+1, . . . , en), then Mu′ is the submatrix of Mu corresponding to the
last k+1 rows and the last k+1 columns. It follows that Mu′ is also a totally positive,
unipotent upper triangular matrix.
Proof of Proposition 3.28. Let K be a flag in F(V ) such that
(K,F1, F2, . . . , Fl,G,Hl, . . . ,H2,H1)
is a positive tuple of flags. Then there is some basis (e1, . . . , en) of V such that
ei ∈ G(i) ∩K(n−i+1) for all i = 1, . . . , n, and some u1, u2, . . . , ul ∈ U>0(e1, . . . , en) such
that Fi = u1 . . . ui ⋅K for all i = 1, . . . , l. Similarly, there is some basis (e′1, . . . , e′n) of V
such that e′i ∈ G(i)∩K(n−i+1) for all i = 1, . . . , n, and some v1, v2, . . . , vl ∈ U>0(e′1, . . . , e′n)
such that Hi = v1 . . . vi ⋅K for all i = 1, . . . , l.
Let W ′ ∶= SpanR(ek+1, . . . , en) = SpanR(e′k+1, . . . , e′n). Since V = W +W ′, we may
identify V /W with W ′. Via this identification, the quotient map pi ∶ V → V /W can
viewed as a projection V →W ′ whose kernel is W . Then
pi(G)(j) = SpanR(ek+1, . . . , ek+j) and pi(K)(j) = SpanR(en−j+1, . . . , en)
for all j = 1, . . . , n − k − 1. For all i = 1, . . . , l, let u′i, v′i ∈ PGL(V /W ) be defined
by u′i = pi ○ ui and v′i = pi ○ vi respectively. By Lemma 3.29, u′i ∈ U>0(ek+1, . . . , en) and
v′i ∈ U>0(e′k+1, . . . , e′n). Furthermore, as elements in PGL(W ′), pi○u1○⋅ ⋅ ⋅○ui = u′1○⋅ ⋅ ⋅○u′i
for all i = 1, . . . , l. This implies that for all j = 1, . . . , n − k, we have
pi(Fi)(j) = pi(F (j)i +W ) = pi(u1 . . . ui ⋅ (K(j) +W )) = u′1 . . . u′i ⋅ pi(K)(j),
so pi(Fi) = u′1 . . . u′i ⋅ pi(K). As such, (pi(K), pi(F1), . . . , pi(Fl), pi(G)) is a positive tuple
of flags. Similarly, the tuple (pi(K), pi(H1), . . . , pi(Hl), pi(G)) is also positive.
To prove that (pi(K), pi(F1), . . . , pi(Fl), pi(G), pi(Hl), . . . , pi(H1)) is a positive tuple
of flags, it is sufficient to prove that the quadruple of flags (pi(K), pi(F1), pi(G), pi(H1))
is positive and use Proposition 3.11(1)⇔(5). Since the triples (pi(K), pi(F1), pi(G))
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and (pi(K), pi(H1), pi(G)) are positive, by Theorem 3.10, it suffices to show that for all
j = 1, . . . , n − k − 1, Sj(pi(K), pi(F1), pi(G), pi(H1)) < 0. By Observation 2.8,
Sj+k(G,F1,K,H1)= C1 (G(j+k−1) +K(n−j−k),G(j+k) +K(n−j−k−1), F (1)1 ,H(1)1 )= C1 (pi(G)(j−1) + pi(K)(n−j−k), pi(G)(j) + pi(K)(n−j−k−1), pi(F1)(1), pi(H1)(1))= Sj(pi(G), pi(F1), pi(K), pi(H1))
Since (G,F1,K,H1) is positive, Sj+k(G,F1,K,H1) < 0.
Limits of positive sequences of flags are also well-behaved under the quotient map
piW for certain W .
Proposition 3.30. Let (Fi)∞i=1 be a sequence of flags in F(V ) such that (F1, . . . , Fi, F∞)
is a positive tuple of flags for all integers i ≥ 2. Fix k = 1, . . . , n − 1, set W ∶= F (k)∞ ,
and let pi = piW ∶ V → V /W to be the quotient map. If (Fi)∞i=1 converges to F∞, then(pi(Fi))∞i=1 converges to pi(F∞).
Proof. For all integers i > 0, let Fi,∞ be the flag in F(V ) defined by
F
(l)
i,∞ = ⎧⎪⎪⎨⎪⎪⎩ F
(l)∞ if l ≤ k;
F
(k)∞ + F (l−k)i if l > k.
Observe that pi(Fi) = pi(Fi,∞).
Let (Hi)∞i=1 be a sequence in F(V ) that converges to F∞, such that the tuple(F1, . . . , Fi, F∞,Hi, . . . ,H1)
is positive for all integers i > 0. Let Ui ∶= {F ∈ F(V ) ∶ (F1, Fi, F,Hi,H1) is positive},
and observe that (Ui)∞i=1 is a nested sequence. By Proposition 3.24,
{F∞} = lim
i→∞Ui = ∞⋂i=1Ui.
Lemma 3.22 implies that (F1, Fi−1, Fi,∞,Hi−1,H1) is positive for all integers i ≥ 3, so
we have Fi,∞ ∈ i−1⋂
j=1Uj . Thus, limi→∞Fi,∞ = F∞, which implies that
lim
i→∞pi(Fi) = limi→∞pi(Fi,∞) = pi(F∞).
3.6 Simplices associated to positive flags
The following proposition states a useful nesting property for simplices associated to
pairs in a positive tuple of flags.
Proposition 3.31. If (F1, . . . , Fl) is a positive tuple of flags in F(V ), then for all
pairs of integers i ≠ j such that 1 ≤ i, j ≤ l, there is a (necessarily unique) simplex
τi,j associated to {Fi, Fj} with the following property: If 1 ≤ a ≤ b < c ≤ d ≤ l, then
τb,c ⊂ τa,d. Furthermore, if 1 ≤ a < b < c < d ≤ l, then the closure τb,c of τb,c lies in τa,d.
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The uniqueness of τi,j comes from the following observation.
Observation 3.32. For i = 1,2, let τi and τ ′i be distinct simplices that share the same
vertices. If τ1 ⊂ τ2 and τ ′1 ⊂ τ ′2, then τ1 = τ2 and τ ′1 = τ ′2.
To prove Proposition 3.31, we use the following lemma.
Lemma 3.33. Let (F1, . . . , Fl) be a tuple of flags such that F1 and Fl are transverse.
For k = 1, . . . , n, let ek be a non-zero vector in F (k)1 ∩ F (n−k+1)l . If there are projective
transformations u1, . . . , ul−2 ∈ U>0(e1, . . . , en) such that(F1, . . . , Fl) = (F1, u1u2⋯ul−2 ⋅ Fl, . . . , u1u2 ⋅ Fl, u1 ⋅ Fl, Fl), (3.34)
then for all integers i, j such that 1 ≤ i < j ≤ l, there are simplices τi,j associated to{Fi, Fj} with the following properties:
(i) For all integers a, b, c, d such that 1 ≤ a ≤ b < c ≤ d ≤ l, we have τb,c ⊂ τa,d.
(ii) For all integers a, b, c such that 1 ≤ a < b < c ≤ l, we have F (1)b ∈ τa,c.
(iii) The simplex τ1,l is given by
τ1,l = {[v] ∈ P(V ) ∶ bi(v) > 0 for all i = 1, . . . , n − 1},
where bi is the i-th projective coordinate associated to (e1, . . . , en).
Proof. We will prove this by induction on l. In the base case when l = 3, define τ1,3 to be
the simplex associated to {F1, F3} that contains F (1)2 . This exists because (F1, F2, F3)
is positive, so {F1, F2, F3} is in general position. Then (ii) immediately holds.
Note that (3.34) specializes to (F1, F2, F3) = (F1, u1 ⋅ F3, F3). Let (u1)i,j be the(i, j)-th entry of u1. It follows that (u1)i,j = 0 for all i > j, (u1)i,i = 1 for all i, and(u1)i,j > 0 for all i < j. By a straightforward computation,
qj ∶= F (j)1 ∩ F (n−j+1)2 = ⎡⎢⎢⎢⎣ej +
j−1∑
i=1(u1)i,jei
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
j∑
i=1(u1)i,jei
⎤⎥⎥⎥⎦ (3.35)
for all j = 1, . . . , n. Thus, bi(qn) = bi(F (1)2 ) = (u1)i,n(u1)i+1,n > 0 for all i = 1, . . . , n − 1, so
(2.3) implies that
τ1,3 = {[v] ∈ P(V ) ∶ bi(v) > 0 for all i = 1, . . . , n − 1}.
In particular, (iii) holds.
Since qj lies in the closure of τ1,3 for all j = 1, . . . , n, there is a simplex τ1,2 associated
to {F1, F2} that lies in τ1,3. By Proposition 3.11(1)⇔(3), (F1, F2, F3) is positive if and
only if (F3, F2, F1) is positive. Thus, there is also a simplex τ2,3 associated to {F2, F3}
that lies in τ1,3. This proves that (i) holds.
Next, we prove the inductive step. Let
(F ′1, . . . , F ′l−1) ∶= (F1, u2 . . . ul−2 ⋅ Fl, . . . , u2u3 ⋅ Fl, u2 ⋅ Fl, Fl),
where ui are the elements in U>0(e1, . . . , en) give by (3.34). The inductive hypothesis
implies that for all integers i, j such that 1 ≤ i < j ≤ l − 1, there are simplices τ ′i,j
associated to {F ′i , F ′j} such that
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(i) For all integers a, b, c, d such that 1 ≤ a ≤ b < c ≤ d ≤ l − 1, we have τ ′b,c ⊂ τ ′a,d.
(ii) For all integers a, b, c such that 1 ≤ a < b < c ≤ l − 1, we have F ′(1)b ∈ τ ′a,c.
(iii) The simplex τ ′1,l−1 is given by
τ ′1,l−1 = {[v] ∈ P(V ) ∶ bi(v) > 0 for all i = 1, . . . , n − 1}.
Let τi,j ∶= u1 ⋅ τ ′i,j for all integers i, j such that 1 ≤ i < j ≤ l − 1, and let τ1,l ∶= τ ′1,l−1.
Clearly, τi,j is associated to the pair of flags {Fi, Fj} for all integers i, j such that
1 ≤ i < j ≤ l − 1 or (i, j) = (1, l). The inductive hypothesis gives the following:
(ia) τb,c ⊂ τa,d for all integers a, b, c, d such that 1 ≤ a ≤ b < c ≤ d ≤ l − 1,
(iia) F
(1)
b lies in τa,c for all 1 ≤ a < b < c ≤ l − 1, and
(iii) τ1,l = {[v] ∈ P(V ) ∶ bi(v) > 0 for all i = 1, . . . , n − 1}.
Also, the same argument that we used in the base case but with Fl−1 and Fl in
place of F2 and F3 implies that τ1,l−1 ⊂ τ1,l. Thus, we have the following:
(ib) τb,c ⊂ τ1,l for all integers b, c such that 1 ≤ b < c ≤ l − 1, and
(iib) F
(1)
b lies in τ1,l for all 1 < b < l.
By definition, (F1, . . . , Fl) is a positive l-tuple of flags, so Proposition 3.11(1)⇔(3)
implies that (Fl, . . . , F1) is also a positive l-tuple of flags. This means that there is
an ordered basis (e′1, . . . , e′n) such that SpanR{e′i} = SpanR{en−i+1}, and v1, . . . , vl−1 ∈
U>0(e′1, . . . , e′n) such that(Fl, . . . , F1) = (Fl, v1 . . . vl−2 ⋅ F1, . . . , v1v2 ⋅ F1, v1 ⋅ F1, F1).
The same construction as above then gives simplices σi,j associated to {Fi, Fj} for all
integers i, j such that 2 ≤ i < j ≤ l or (i, j) = (1, l), such that
(ia) σb,c ⊂ σa,d for all integers a, b, c, d such that 2 ≤ a ≤ b < c ≤ d ≤ l,
(ib) σb,c ⊂ σ1,l for all integers b, c such that 2 ≤ b < c ≤ l,
(iia) F
(1)
b lies in σa,c for all 2 ≤ a < b < c ≤ l,
(iib) F
(1)
b lies in σ1,l for all 1 < b < l, and
(iii) σ1,l = {[v] ∈ P(V ) ∶ b′i(v) > 0 for all i = 1, . . . , n−1}, where b′i is the i-th projective
coordinate associated to (e′1, . . . , e′n).
We now show that σi,j = τi,j for integers i, j such that 2 ≤ i < j ≤ l−1 or (i, j) = (1, l).
Observe that σi,j and τi,j share the same vertices, σi,j ⊂ σ1,l, and τi,j ⊂ τ1,l. By
Observation 3.32, it is sufficient to prove that σ1,l = τ1,l. To do so, we need only to
prove that their intersection is non-empty. This is obvious since F
(1)
b lies in both τ1,l
and σ1,l for all 1 < b < l.
With this, we define τi,l ∶= σi,l for all i = 2, . . . , l− 1. By construction, the collection{τi,j ∶ 1 ≤ i < j ≤ l} satisfies (i), (ii) and (iii).
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Another ingredient we need to prove Proposition 3.31 is the following theorem from
Bridgeman-Canary-Labourie [BCL].
Theorem 3.36. [BCL, Theorem 1.6] Let (F1, F2, F3, F4) be a positive quadruple of
flags in F(V ). For k = 1, . . . , n, let pk ∶= F (k)2 ∩ F (n−k+1)3 and let p′k ∶= F (k)1 ∩ F (n−k+1)4 .
Then any n pairwise distinct lines in {p1, . . . , pn, p′1, . . . , p′n} span all of V .
Proof of Proposition 3.31. Since (F1, . . . , Fl) is positive, there is a basis (e1, . . . , en)
of V such that ek ∈ F (k)1 ∩ F (n−k+1)l for all k = 1, . . . , n, and there are projective
trasformations u1, . . . , ul−2 ∈ U>0(e1, . . . , en) such that
(F1, . . . , Fl) = (F1, u1u2⋯ul−2 ⋅ Fl, . . . , u1u2 ⋅ Fl, u1 ⋅ Fl, Fl).
Then define {τi,j ∶ 1 ≤ i, j ≤ l} to be the collection of simplices given by Lemma 3.33.
It is clear from Lemma 3.33 that τi,j is associated to {Fi, Fj}, and τb,c ⊂ τa,d for all
quadruples of integers a, b, c, d such that 1 ≤ a ≤ b < c ≤ d ≤ l. The uniqueness of these
simplices is a consequence of Observation 3.32.
If 1 ≤ a < b < c < d ≤ l, then Theorem 3.36 implies that no vertex of τb,c may lie in
a face of τa,d. Since τb,c ⊂ τa,d, it follows that τb,c lies in τa,d.
3.7 Positive flags and the Labourie cross ratio
Finally, we are ready to state and prove the following, which is the main theorem of
this section.
Theorem 3.37. Let (Fi)∞i=1 and (Hi)∞i=1 be sequences of flags in F(V ) such that for
all integers l ≥ 2, (F1, . . . , Fl,Hl, . . . ,H1) is a positive tuple of flags. Let F∞ ∶= lim
i→∞Fi
and H∞ ∶= lim
i→∞Hi (these exist by Proposition 3.12). If there is some D > 1 such that
Bk(Hi, Fi, Fi+1,Hi+1) ≤D for all integers i > 0 and all k = 1, . . . , n − 1, then F∞ =H∞.
First, we prove a version of Theorem 3.37 for the 1-dimensional part of the flags.
Proposition 3.38. Let (Fi)∞i=1 and (Hi)∞i=1 be sequences of flags in F(V ) such that for
all integers l ≥ 2, (F1, . . . , Fl,Hl, . . . ,H1) is a positive tuple of flags. Let F∞ ∶= lim
i→∞Fi
and H∞ ∶= lim
i→∞Hi. If there is some D > 1 such that B1(Hi, Fi, Fi+1,Hi+1) ≤ D for all
integers i > 0, then F (1)∞ =H(1)∞ .
The proof of Proposition 3.38 requires the following lemma.
Lemma 3.39. Let (F1, F2,H2,H1) be a positive quadruple of flags in F(V ). For
i = 1,2, let τi be the simplex associated to {Fi,Hi} such that τ2 ⊂ τ1 (these exist by
Proposition 3.31), and let τFi and τHi be the closed faces of τi that lie in F
(n−1)
i and
H
(n−1)
i respectively. Let P ∈ Gr2(V ) be the subspace containing F (1)2 and H(1)2 . Then
1. P ∩ F (n−1)1 lies in τF1 and P ∩H(n−1)1 lies in τH1.
2. C1 (H(n−1)1 , F (n−1)1 , x, y) ≤ B1 (H1, F1, F2,H2) for all x and y in τ2.
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Pτ1
τ2
σ
F1
H1
F2
H2
Figure 2: The simplices τ2 ⊂ σ ⊂ τ1.
Proof. By Proposition 3.31, there is a simplex σ associated to {F1,H2} such that
τ2 ⊂ σ ⊂ τ1. Observe that H(1)2 is the vertex of σ that lies in τ1, and all other vertices
of σ lie in τF1 . Since F
(1)
2 lies in σ, this implies that P is transverse to F
(n−1)
1 , and
P ∩F (n−1)1 lies in τF1 , see Figure 2. The same argument, switching the roles of F1 and
H1 with F2 and H2 respectively, proves that P ∩H(n−1)1 lies in τH1 . This proves (1).
Proposition 3.11(1)⇔(6) implies that if x and y are points that lie in τ2, then there
are flags G and K in F(V ) such that (F1, F2,G,H2,H1) and (F1, F2,K,H2,H1) are
positive, and G(1) = x and K(1) = y. By Proposition 3.17, the quantities
B1(H1, F1, F2,G), B1(H1, F1,G,H2), B1(H1, F1, F2,K), and B1(H1, F1,K,H2)
are all strictly larger than 1. Also, since G(1) and K(1) lie in the same connected
component of P(V ) ∖ (F (n−1)1 ∪H(n−1)1 ), one verifies that B1(H1, F1,G,K) > 0. Thus,
B1 (H1, F1, F2,H2) = B1(H1, F1, F2,G) ⋅B1(H1, F1,G,K) ⋅B1(H1, F1,K,H2)> B1(H1, F1,G,K) = C1 (H(n−1)1 , F (n−1)1 , x, y) ,
for all x and y in τ2, which in turn implies that
B1 (H1, F1, F2,H2) ≥ C1 (H(n−1)1 , F (n−1)1 , x, y) .
for all x and y in τ2. This proves (2).
Proof of Proposition 3.38. For any integer j > 0, let Pj ∶= H(1)j + F (1)j ∈ Gr2(V ). Since
the quadruple (Fi, Fj ,Hj ,Hi) is positive for all integers i, j > 0 such that i < j, we
see that Pj does not lie in F
(n−1)
i or H
(n−1)
i . Thus, we may define the points pi,j ∶=
F
(n−1)
i ∩Pj and qi,j ∶=H(n−1)i ∩Pj in P(V ). Let τi be the simplex associated to {Fi,Hi}
such that τi+1 ⊂ τi for all integers i > 0, and let τFi and τHi be the closed faces of τi
that lie in F
(n−1)
i and H
(n−1)
i respectively.
First, we prove that for all integers i, j > 0 satisfying i < j, we have
1 < C1(qi,j , pi,j , pi+1,j , qi+1,j) ≤D. (3.40)
Here, C1 is the cross ratio on Q1(Pj). It is straightforward to verify that
C1(qi,j , pi,j , pi+1,j , qi+1,j) = C1 (H(n−1)i , F (n−1)i , pi+1,j , qi+1,j) ,
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where C1 on the right is a cross ratio on Q1(V ). Also, Lemma 3.39(1) implies that
pi+1,j lies in τFi+1 and qi+1,j lies in τHi+1 for all j > i, so we may apply Lemma 3.39(2)
to deduce that
C1 (H(n−1)i , F (n−1)i , pi+1,j , qi+1,j) ≤ B1 (Hi, Fi, Fi+1,Hi+1) .
Since B1 (Hi, Fi, Fi+1,Hi+1) ≤D by hypothesis, this proves the required upper bound.
By (2.9), to prove the required lower bound, it is sufficient to show that qi,j < pi,j <
pi+1,j < qi+1,j < qi,j lies in Pj in this cyclic order. This follows immediately from Lemma
3.39(1) and the fact that τi+1 ⊂ τi for all integers i > 0, see Figure 3.
F1 H1
F2
H2
Fj
Hjp1,j
p2,j
q1,jq2,j
Figure 3: Triangulation T in Theorem 3.10.
Next, choose an affine chart A of P(V ) that contains τ1, and equip A with an
Euclidean metric d, i.e. d is invariant under translations in A. Let Ai ∶= Pi ∩A be the
induced affine chart on the projective line Pi, and choose an affine isometry Ai ≃ R.
By Lemma 3.39(1), p1,i and q1,i lie in τ1 for all integers i > 0. Since τ1 is compact,
there is a constant A > 0 such that d(p1,i, q1,i) ≤ A for all integers i > 0. Also, since
τi+1 ⊂ τi for all integers i > 0, Lemma 3.39(1) implies that for any integer i > 0,
p1,i < p2,i < ⋅ ⋅ ⋅ < pi,i < qi,i < ⋅ ⋅ ⋅ < q2,i < q1,i < p1,i
lies in Pi in this cyclic order. Thus, (3.40) and Proposition 2.10 together give
d(pi,i, qi,i) ≤ ( √D
1 +√D)d(pi−1,i, qi−1,i) ≤ ⋅ ⋅ ⋅ ≤ (
√
D
1 +√D)
i−1
d(p1,i, q1,i) ≤ ( √D
1 +√D)
i−1
A.
Since pi,i = F (1)i and qi,i = H(1)i , the sequences (pi,i)∞i=1 and (qi,i)∞i=1 converge to F (1)∞
and H
(1)∞ respectively. Thus,
d(F (1)∞ ,H(1)∞ ) = lim
i→∞d(pi,i, qi,i) ≤ limi→∞(
√
D
1 +√D)
i−1
A = 0,
which means that F
(1)∞ =H(1)∞ .
Using Proposition 3.38, we now prove Theorem 3.37.
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Proof of Theorem 3.37. Suppose for contradiction that F∞ ≠H∞. Let k be the small-
est positive integer such that F
(k)∞ ≠ H(k)∞ , and let W ∶= F (k−1)∞ = H(k−1)∞ = F (k)∞ ∩H(k)∞
(W = {0} if k = 1). Let pi ∶ V → V /W be the quotient map. As before, we abuse
notation and denote by pi ∶ F(V )→ F(V /W ) the induced map defined in Section 3.5.
For all integers i > 0, let Fi,∞ and Hi,∞ be the flags in F(V ) defined by
F
(j)
i,∞ = ⎧⎪⎪⎨⎪⎪⎩ F
(j)∞ if j ≤ k − 1;
W + F (j−k)i if j > k − 1, and H(j)i,∞ =
⎧⎪⎪⎨⎪⎪⎩ H
(j)∞ if j ≤ k − 1;
W +H(j−k)i if j > k − 1.
By Proposition 3.21,
Bk(Hi, Fi, Fi+1,∞,Hi+1,∞) ≤ Bk(Hi, Fi, Fi+1,Hi+1) (3.41)
for all k = 1, . . . , n − 1. Also, since F (k)i,∞ =W + F (1)i and H(k)i,∞ =W +H(1)i , observe that
pi(F (k)i,∞) = pi(F (1)i ) and pi(H(k)i,∞) = pi(H(1)i ). This implies that
B1(pi(Hi), pi(Fi), pi(Fi+1), pi(Hi+1)) = B1(pi(Hi), pi(Fi), pi(Fi+1,∞), pi(Hi+1,∞))= Bk(Hi, Fi, Fi+1,∞,Hi+1,∞), (3.42)
where the second inequality follows from Observation 2.8. Together, (3.41) and (3.42)
imply that for all integers i > 0,
B1(pi(Hi), pi(Fi), pi(Fi+1), pi(Hi+1)) ≤D. (3.43)
By Proposition 3.28, the tuple
(pi(F1), pi(F2), . . . , pi(Fi), pi(Hi), . . . , pi(H2), pi(H1))
is positive for any integer i ≥ 2. Also, Proposition 3.30 implies that (pi(Fi))∞i=1 and(pi(Hi))∞i=1 converge to pi(F∞) and pi(H∞) respectively. Since (3.43) holds for all inte-
gers i > 0, we may then apply Proposition 3.38 to deduce that pi(F∞)(1) = pi(H∞)(1).
This implies that F
(k)∞ =H(k)∞ , which is a contradiction.
4 Weakly positive representations
Let Γ be a group. In this section, we introduce the notion of a weakly positive repre-
sentation from ρ ∶ Γ → PGL(V ), which is the central object studied in this paper (see
Definition 4.2). The main goal of this section is to prove Theorem 4.10 and Theorem
4.11, each of which gives a key property of weakly positive representations. These
properties will be used in Section 5 to prove linear growth of the Cartan projection of
ρ evaluated along certain families of escaping sequences in Γ.
4.1 Weak positivity and admissible sets
To define weakly positive representations, we first introduce the notion of an admissible
pair of elements in PGL(V ). Recall that if g ∈ PGL(V ) is loxodromic, we denote its
attracting fixed flag and repelling fixed flag in F(V ) by g+ and g− respectively.
Definition 4.1. Let (F ′, F,H,H ′) be a positive quadruple of flags in F(V ).
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1. The forward domain of (F ′, F,H,H ′) is the set
U+ ∶= {G ∈ F(V ) ∶ (F ′, F,G,H,H ′) is positive}.
Similarly, the backward domain of (F ′, F,H,H ′) is the set
U− ∶= {G ∈ F(V ) ∶ (F ′, F,H,H ′,G) is positive}.
2. Let l > 0 be an integer, and let U+ and U− be the forward and backward domain
of (F,H,H ′, F ′). A finite subset S ⊂ PGL(V ) is l-admissible for (F ′, F,H,H ′)
if the following hold:
(a) For all g ∈ S and all K ∈ U−, (F ′, g ⋅F, g ⋅H,H ′,K) is positive up to switching
the roles of g ⋅ F and g ⋅H (equivalently, switching the roles of F ′ and H ′).
(b) For all g ∈ S and all K ∈ U+, (g−1 ⋅ F ′, F,K,H, g−1 ⋅H ′) is positive up to
switching the roles of g−1 ⋅ F ′ and g−1 ⋅H ′.
(c) For all g ∈ S, g ⋅ U+ ⊂ U+ and g−1 ⋅ U− ⊂ U−.
(d) For all g ∈ Sl, g ⋅ U+ ⊂ U+ and g−1 ⋅ U− ⊂ U− .
We say that S ⊂ PGL(V ) is admissible if there is some integer l > 0 and some positive
quadruple of flags (F ′, F,H,H ′) such that S is l-admissible for (F,H,H ′, F ′).
Using admissible sets, we define weakly positive representations.
Definition 4.2. Let Γ be a group and let R ⊂ Γ be a finite subset. A representation
ρ ∶ Γ → PGL(V ) is R-weakly positive if ρ(R) is an admissible set in PGL(V ). If
R1, . . . ,Rk are finite subsets in Γ, then we also say that ρ ∶ Γ→ PGL(V ) is (R1, . . . ,Rk)-
weakly positive if ρ is Ri-weakly positive for all i = 1, . . . , k.
Observe that S ⊂ PGL(V ) is admissible if and only if S−1 is admissible, so ρ is
R-weakly positive if and only if it is R−1-weakly positive.
This notion of a weakly positive representation is inspired by the notion of a positive
representation introduced by Fock-Goncharov [FG06], that we now recall. Let Σ be
a complete, hyperbolic surface with finite area. Then the universal cover Σ̃ of Σ is
isometric to H2. This isomorphism extends to a homeomorphism ∂∞Σ̃ ≃ ∂∞H2 ≃ S1,
which admits two cyclic orders which are reverses of each other. Furthermore, since
Σ has finite area, every peripheral element in pi1(Σ) has a unique fixed point in ∂∞Σ̃,
and every non-peripheral element γ ∈ pi1(Σ) has a unique attracting fixed point γ+ and
a unique repelling fixed point γ− in ∂∞Σ̃.
Definition 4.3. 1. Let C be a set equipped with a cyclic order <. A map ξ ∶ C →F(V ) is positive if for any finite collection of points x1, . . . , xk ∈ C such that
x1 < x2 < ⋅ ⋅ ⋅ < xk < x1, the tuple of flags (ξ(x1), . . . , ξ(xk)) is positive.
2. A representation ρ ∶ pi1(Σ) → PGL(V ) is positive if it admits a positive, ρ-
equivariant map ξ ∶ ∂∞Σ̃→ F(V ).
Remark 4.4. If Σ and Σ′ are non-homeomorphic surfaces such that pi1(Σ) = pi1(Σ′) =∶ Γ,
then there is no Γ-equivariant isomorphism between ∂∞Σ̃ and ∂∞Σ̃′ that preserves
the cyclic orders. As such, even though we do not emphasize this in the notation
and terminology, whether or not a representation from pi1(Σ) → PGL(V ) is positive
depends on Σ, and not just the abstract group Γ.
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Example 4.5. Observe that if j ∶ pi1(Σ) → PGL2(R) is the holonomy representation
of a complete, geometrically finite, hyperbolic structure on Σ, then j is a positive
representation. It follows from Proposition 3.4 that if ι ∶ PGL2(R) → PGL(V ) is an
irreducible representation, then ι ○ j is also a positive representation.
The following proposition relates positive representations to weakly positive repre-
sentations when Σ is orientable.
Proposition 4.6. Suppose that Σ is an orientable, complete hyperbolic surface with
finite area. Let ρ ∶ pi1(Σ) → PGL(V ) be a positive representation, and let R ∶={γ1, . . . , γd} be a set of non-peripheral elements in pi1(Σ) whose fixed points satisfy
the property that for some σ ∈ Sd,(γ1)+ < (γ2)+ < ⋅ ⋅ ⋅ < (γd)+ < (γσ(1))+ < (γσ(2))+ < ⋅ ⋅ ⋅ < (γσ(d))+ < (γ1)+
in the cyclic order on ∂∞pi1(Σ) (or its reverse). Then ρ is R-weakly positive.
Proof. Since γ1, . . . , γd ∈ pi1(Σ) are non-peripheral, there are points p, p′, q, q′ ∈ ∂∞Σ̃
such that
p′ < p < (γ1)+ < ⋅ ⋅ ⋅ < (γd)+ < q < q′ < (γσ(1))+ < ⋅ ⋅ ⋅ < (γσ(d))+ < (γ1)+ < p′.
From the orientability of Σ, it is then clear that for all i = 1, . . . , d,
γ−1i ⋅ p′ < p′ < p < γi ⋅ p < (γi)+ < γi ⋅ q < q < q′ < γ−1i ⋅ q′ < (γi)− < γ−1i ⋅ p′. (4.7)
Let ξ ∶ ∂∞Σ̃ → F(V ) denote the ρ-equivariant positive map, and set (F,H,H ′, F ′) ∶=(ξ(p), ξ(q), ξ(q′), ξ(p′)). It follows from (4.7) that
(ρ(γi)−1 ⋅ F ′, F ′, F, ρ(γi) ⋅ F, ρ(γi) ⋅H,H,H ′, ρ(γi)−1 ⋅H ′)
is positive. From this, it is straightforward to deduce that {ρ(γi) ∶ i = 1, . . . , d} is
1-admissible for (F,H,H ′, F ′).
Remark 4.8. Later, we prove that if S is admissible, then every element in S is lox-
odromic (see Corollary 4.18 for a more general result). Note however that in general
the fixed points in F(V ) of the elements in S do not need to form a positive tuple, or
even be in general position. For example, if a ∈ PGL(V ) is positive loxodromic, then
one can verify (using Lemma 6.14(1)) that {a, a2} ⊂ PGL(V ) is admissible.
The goal of this section is to prove Theorem 4.10 and Theorem 4.11 below, each
of which states a key property of weakly positive representations. To state these
two theorems, we use the following notions. Recall that X denotes the PGL(V )-
Riemannian symmetric space. Fix a base point o ∈ X with which we define a Cartan
projection µ ∶ GL(V )→ Rn.
Definition 4.9. Let R ⊂ Γ be a finite subset.
1. A sequence (ηi)∞i=0 in Γ is R-directed if η−1i−1ηi ∈ R for all integers i > 0.
2. If η ∈ Γ is a product of elements in R, then the R-length of η, denoted by ∣η∣R, is
the length of the shortest way to write η as a word of R, i.e.
∣η∣R ∶= min{m ∈ Z+ ∶ η = η1η2 . . . ηm and ηi ∈ R for all i = 1, . . . ,m}.
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3. A sequence (ηi)∞i=0 in Γ is rooted if η0 = id.
Theorem 4.10. Let ρ ∶ Γ → PGL(V ) be an R-weakly positive representation. There
is a constant C = C(ρ) > 0 with the following property: If (ηi)∞i=0 is an R-directed
sequence in Γ, then there is a maximal flat F in X such that dX(ρ(ηi) ⋅ o,F) ≤ C for
all i ≥ 0.
Theorem 4.11. Let ρ ∶ Γ→ PGL(V ) be an R-weakly positive representation. If (ηi)∞i=0
is a sequence of products of elements in R such that lim
i→∞ ∣ηi∣R =∞, then
lim
i→∞α ○ µ(ρ(ηi)) =∞
for all α ∈ θ0. Here, recall that θ0 denotes the set of simple roots of PGL(V ).
The key step to prove Theorem 4.10 and Theorem 4.11 is the following theorem
about admissible sets in PGL(V ).
Theorem 4.12. Let S ⊂ PGL(V ) be an l-admissible set for (F ′, F,H,H ′), and let U+
be the forward domain of (F ′, F,H,H ′). Fix a sequence (gi)∞i=1 of elements in S. For
all i ≥ 0, let vi ∶= g1 . . . gi (v0 ∶= id) and let Ui ∶= vi ⋅ U+. Then the following hold:
1. For all integers i ≥ 0 and j ≥ l, the tuple
(F ′, vi ⋅ F, vi+j ⋅ F, vi+j ⋅H,vi ⋅H,H ′)
is positive up to switching vi ⋅ F and vi ⋅H, and switching vi+j ⋅ F and vi+j ⋅H.
2. lim
i→∞ vi ⋅ F = limi→∞ vi ⋅H. In particular, the intersection ∞⋂i=0Ui is a singleton.
4.2 Proof of Theorem 4.12
First, we prove Theorem 4.12(1). To do so, we use the following lemma.
Lemma 4.13. Let S ⊂ PGL(V ) be l-admissible for (F ′, F,H,H ′), and let U+ and U−
denote the forward and backward domains of (F ′, F,H,H ′) respectively. Also, let k > 0
be an integer, let g1, . . . , gk ∈ S, and let v ∶= g1 . . . gk. If K ∈ U−, then(F ′, v ⋅ F, v ⋅H,H ′,K)
is positive up to switching v ⋅ F and v ⋅H.
Proof. We prove this by induction on k. The base case when k = 1 follows immediately
from the admissibility of S because v = g1 ∈ S.
Next, we prove the inductive step. Since (F ′, gk ⋅ F, gk ⋅H,H ′) is positive up to
switching the roles of gk ⋅ F and gk ⋅H, we may define
(F ′′,H ′′) ∶= { (gk ⋅ F, gk ⋅H) if (F ′, gk ⋅ F, gk ⋅H,H ′) is positive;(gk ⋅H,gk ⋅ F ) if (F ′, gk ⋅H,gk ⋅ F,H ′) is positive.
Also, since gk ⋅ U+ ⊂ U+, there are sequences of flags (Fi)∞i=1 and (Hi)∞i=1 that converge
to F ′′ and H ′′ respectively, and have the property that
(F ′, F,Fi, . . . , F1,H1, . . . ,Hi,H,H ′)
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is positive for all integers i > 0. Set u ∶= g1 . . . gk−1. Note that u−1 ⋅K ∈ U−, so
(F ′, F,Fi, . . . , F1,H1, . . . ,Hi,H,H ′, u−1 ⋅K),
and hence (u ⋅ F,u ⋅ Fi, . . . , u ⋅ F1, u ⋅H1, . . . , u ⋅Hi, u ⋅H,K),
is positive.
By the inductive hypothesis, (F ′, u ⋅ F,u ⋅H,H ′,K) is positive up to switching F ′
and H ′. This implies that for all integers i > 0,
(F ′, u ⋅ F,u ⋅ Fi, . . . , u ⋅ F1, u ⋅H1, . . . , u ⋅Hi, u ⋅H,H ′,K),
is positive up to switching F ′ and H ′. Since (u ⋅Fi)∞i=1 and (u ⋅Hi)∞i=1 converge to u ⋅F ′′
and u ⋅H ′′ respectively, it follows from Proposition 3.12 that (F ′, u ⋅F ′′, u ⋅H ′′,H ′,K)
is positive up to switching F ′ and H ′, or equivalently, switching u ⋅ F ′′ and u ⋅ H ′′.
The lemma follows from the observation that either (u ⋅ F ′′, u ⋅H ′′) = (v ⋅ F, v ⋅H) or(u ⋅ F ′′, u ⋅H ′′) = (v ⋅H,v ⋅ F ).
Proof of Theorem 4.12(1). For all integers i ≥ 0, let u′i ∶= gi+1 . . . gi+j−l (u′i ∶= id if j = l)
and ui ∶= gi+j−l+1 . . . gi+j . Note that v−1i vi+j = u′iui, and ui ∈ Sl. Since S is l-admissible
for (F ′, F,H,H ′), we have u′i ⋅ U+ ⊂ U+, vi ⋅ U+ ⊂ U+, and ui ⋅ U+ ⊂ U+. This gives
v−1i vi+j ⋅ U+ = u′iui ⋅ U+ ⊂ u′i ⋅ U+ ⊂ U+. (4.14)
Choose a flag K ∈ U−, and note that v−1i ⋅K ∈ U−. Thus, (4.14) implies that(F ′, F, v−1i vi+j ⋅ F,H,H ′, v−1i ⋅K) and (F ′, F, v−1i vi+j ⋅H,H,H ′, v−1i ⋅K)
are positive. According to Lemma 4.13,
(F ′, v−1i vi+j ⋅ F, v−1i vi+j ⋅H,H ′, v−1i ⋅K)
is positive up to switching v−1i vi+j ⋅ F and v−1i vi+j ⋅H. Thus,(F ′, F, v−1i vi+j ⋅ F, v−1i vi+j ⋅H,H,H ′, v−1i ⋅K),
and hence (F, v−1i vi+j ⋅ F, v−1i vi+j ⋅H,H, v−1i ⋅K),
is positive up to switching v−1i vi+j ⋅ F and v−1i vi+j ⋅H. Applying vi to the entire tuple
then gives that (vi ⋅ F, vi+j ⋅ F, vi+j ⋅H,vi ⋅H,K)
is positive up to switching vi+j ⋅F with vi+j ⋅K. By Lemma 4.13, (F ′, vi ⋅F, vi ⋅H,H ′,K)
is positive up to swtiching vi ⋅ F and vi ⋅H. Thus,
(F ′, vi ⋅ F, vi+j ⋅ F, vi+j ⋅H,vi ⋅H,H ′)
is positive up to switching vi ⋅ F and vi ⋅H, and switching vi+j ⋅ F and vi+j ⋅H.
To prove Theorem 4.13(2), we first find an upper bound for Bk(H,F,w ⋅ F,w ⋅H)
and Bk(H,F,w ⋅H,w ⋅ F ) that is uniform over all products w of elements in S.
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Lemma 4.15. Let S ⊂ PGL(V ) be l-admissible for (F ′, F,H,H ′), and let D ∶=
max{D′,D′′}, where
D′ ∶= max{Bk(H,F, g ⋅H,g ⋅ F ) ∶ g ∈ Sl, k = 1, . . . , n − 1}
and
D′′ ∶= max{Bk(H,F, g ⋅ F, g ⋅H) ∶ g ∈ Sl, k = 1, . . . , n − 1}.
Then
max{Bk(H,F,w ⋅H,w ⋅ F ),Bk(H,F,w ⋅ F,w ⋅H)} ≤D
for all w ∈ PGL(V ) that is a product of at least l elements in S and all k = 1, . . . , n−1.
Proof. Since w is the product of at least l elements in S, we may write w ∶= g1 . . . gj ,
where gi ∈ S for all i = 1, . . . , j and j ≥ l. Let u ∶= g1 . . . gj−l. By Theorem 4.12(1),
(F ′, u ⋅ F,w ⋅ F,w ⋅H,u ⋅H,H ′) (4.16)
is positive up to switching w ⋅ F and w ⋅H, and switching u ⋅ F and u ⋅H.
Let (Fi)∞i=1 and (Hi)∞i=1 be sequences in F(V ) such that lim
i→∞Fi = F , limi→∞Hi =
H, and (F ′, F1, . . . , Fi, F,H,Hi, . . . ,H1,H ′) is positive for all integers i > 0. Since
u ⋅ F,u ⋅H ∈ U+, by Proposition 3.23,
(F ′, F1, . . . , Fi, u ⋅ F,H ′) and (F ′, u ⋅H,Hi, . . . ,H1,H ′) (4.17)
are positive for all integers i > 0. Also, Lemma 4.13 implies that (F ′, u ⋅F,u ⋅H,H ′) is
positive up to switching u ⋅ F and u ⋅H. Combining this with (4.16) and (4.17) gives
that (F ′, F1, . . . , Fi, u ⋅ F,w ⋅ F,w ⋅H,u ⋅H,Hi, . . . ,H1,H ′)
is positive up to switching w ⋅F and w ⋅H, and switching u⋅F and u⋅H. Since u−1w ∈ Sl,
it follows from Proposition 3.17 that
Bk(Hi, Fi,w ⋅ F,w ⋅H) ≤ max{Bk(u ⋅H,u ⋅ F,w ⋅ F,w ⋅H),Bk(u ⋅ F,u ⋅H,w ⋅ F,w ⋅H)}= max{Bk(H,F,u−1w ⋅ F,u−1w ⋅H),Bk(F,H,u−1w ⋅ F,u−1w ⋅H)}≤D
for all k = 1, . . . , n − 1. Thus,
Bk(H,F,w ⋅ F,w ⋅H) = lim
i→∞Bk(Hi, Fi,w ⋅ F,w ⋅H) ≤D.
By switching the roles of w ⋅ F and w ⋅H, the same argument also proves that
Bk(H,F,w ⋅H,w ⋅ F ) ≤D.
Proof of Theorem 4.12(2). Since S is admissible, (F ′, vi ⋅F, vi ⋅H,H ′) is positive up to
switching vi ⋅ F with vi ⋅H. Set
(Fi,Hi) ∶= { (vi ⋅ F, vi ⋅H) if (F ′, vi ⋅ F, vi ⋅H,H ′) is positive;(vi ⋅H,vi ⋅ F ) if (F ′, vi ⋅H,vi ⋅ F,H ′) is positive,
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and let Gi ∶= Fil and Ki ∶=Hil for all integers i > 0. Theorem 4.12(1) implies that
(F ′, F,G1, . . . ,Gi,Ki, . . . ,K1,H,H ′)
is positive for all integers i > 0, so Proposition 3.12 implies that there are flags F∞ and
H∞ in F(V ) such that lim
i→∞Gi = G∞ and limi→∞Ki = K∞. Theorem 4.12(1) also implies
that for any integer i ≥ l, if m is the largest integer such that ml ≤ i, then
(F ′,Gm−1, Fi,Gm+1,Km+1,Hi,Km−1,H ′)
is positive. It follows that lim
i→∞Fi = G∞ and limi→∞Hi = K∞. Thus, to prove the first
statement, it is sufficient to show that G∞ = K∞. This is immediate from Theorem
3.37 and Lemma 4.15.
To deduce the second claim from the first, note that (Ui)∞i=1 is a nested sequence,
so lim
i→∞Ui = ∞⋂i=1Ui. Apply Proposition 3.24 and the first claim.
4.3 Consequences of Theorem 4.12
In order to prove Theorem 4.10 and Theorem 4.11, we need two important consequences
of Theorem 4.12. The first states that if S ⊂ PGL(V ) is admissible, then all products
of elements in S are loxodromic.
Corollary 4.18. Let S ⊂ PGL(V ) be l-admissible for (F,H,H ′, F ′), and let U+ and
U− denote the forward and backward domains of (F,H,H ′, F ′) respectively. If w is a
product of elements in S, then w is loxodromic, and w± ∈ U±.
Proof. For any integer i ≥ 0, let Ui ∶= wi ⋅ U+. Theorem 4.12(2) implies that (Ui)∞i=0
is a nested sequence of compact sets and
∞⋂
i=0Ui is a singleton. Since Ui is open, this
singleton is necessarily the attracting fixed point w+ of w in F(V ). Also, Proposition
3.23 implies that w+ lies in U0 = U+. Since S−1 is also an admissible set and w−1 is a
product of elements in S−1, the same argument shows that w−1 has an attracting fixed
point that lies in U−. Apply Observation 2.5.
The second is a generalization of Theorem 4.12(2) to arbitrary sequences of prod-
ucts of elements in R.
Proposition 4.19. Let R ⊂ Γ be a finite subset, let ρ ∶ Γ → PGL(V ) be an R-weakly
positive representation, let (F ′, F,H,H ′) be a seperator for ρ(R), and let U+ be the
forward domain of (F ′, F,H,H ′). If (ηi)∞i=0 is a sequence of products of elements in R
such that lim
i→∞ ∣ηi∣R =∞, then there is a subsequence (ζi)∞i=0 of (ηi)∞i=0 such that
lim
i→∞ρ(ζi) ⋅ F = limi→∞ρ(ζi) ⋅H.
In particular, if Ui ∶= ρ(ζi) ⋅ U0, then (Ui)∞i=1 is a nested sequence of compact sets such
that
∞⋂
i=1Ui is a singleton.
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Proof. By taking a subsequence, we may assume that for all integers i > 0, wi ∶= ρ(ηi)
can be written as
wi = gm1,i1 gm2,i2 . . . gmsi,isi ,
where si > 0 is an integer, ml,i > 0 is an integer for all l = 1, . . . , si, and gl, gl+1 ∈ ρ(R)
are distinct for all l = 1, . . . , si − 1. We consider the following two cases separately:
(i) There is some integer l > 0 such that (ml,i)∞i=1 is not bounded above.
(ii) For all integers l > 0, the sequence (ml,i)∞i=1 is bounded above.
First, suppose that (i) holds. Let t be the smallest integer for which (mt,i)∞i=1 is not
bounded above. By taking a further subsequence, we may assume that ml,i =ml,j =∶ml
for all l < t and all integers i, j > 0, and lim
i→∞mt,i =∞. Let w ∶= gm11 . . . gmt−1t−1 (w = id if
t = 1), and let w′i ∶= gmt+1,it+1 . . . gmsi,isi (w′i = id if t = si) for all integers i > 0. Observe that
wi = wgmt,it w′i. Let Vj ∶= gjt ⋅ U+ for all integers j > 0. By Theorem 4.12(2),
lim
j→∞Vj = ∞⋂j=1Vj = {K}
for some flag K ∈ F(V ). Since w′i ⋅ U+ ⊂ U+ for all integers i > 0, it follows that
lim
i→∞wi ⋅ F = w limi→∞ gmt,it w′i ⋅ F ∈ w limi→∞ gmt,it ⋅ U+ = w ⋅ limi→∞Vmt,i = w ⋅K = limi→∞wi ⋅H.
This proves the first claim in the case when (i) holds.
Now suppose that (ii) holds. By taking a further subsequence, we may assume that
si ≥ i for all integers i > 0, and ml,i =ml,j =∶ml for all i, j ≥ l. For all integers i > 0, let
vi ∶= gm11 . . . gmii , and note that wi = vi ⋅ gmi+1,ii+1 . . . gmsi,isi . Let Vi ∶= vi ⋅U+ for all integers
i > 0. By Theorem 4.12(2),
lim
i→∞Vi = ∞⋂i=1Vi = {K}
for some flag K ∈ F(V ). Since gmi+1,ii+1 . . . gmsi,isi ⋅ U+ ⊂ U+ for all integers i > 0, we have
lim
i→∞wi ⋅ F ′ = limi→∞ vi ⋅ gmi+1,ii+1 . . . gmsi,isi ⋅ F ′ ∈ limi→∞ vi ⋅ U+ = limi→∞Vi =K = limi→∞wi ⋅H ′.
This proves that the first claim is also true in the case when (ii) holds.
The second claim follows immediately from the first claim and Proposition 3.24.
4.4 Proof of Theorem 4.10
The proof of Theorem 4.10 relies on the following lemma.
Lemma 4.20. Let (F,H,H ′, F ′) be a positive quadruple of flags in F(V ), and let U+
and U− denote its forward and backward domains respectively. Then the following hold:
1. Let T denote the set of transverse pairs of flags in F(V ). Then U+ × U− ⊂ T.
2. Fix a base point o ∈X. Then there is some C > 0 such that for all F± ∈ U±,
dX(o,F(F+, F−)) ≤ C.
Here, F(F+, F−) is the maximal flat asymptotic to {F+, F−} (see Section 2.2.2).
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Proof. Let K1 and K2 be flags in F(V ) such that (F ′,K1, F,H,K2,H ′) is positive.
Then U± can be written as
U+ = {G ∈ F(V ) ∶ (K1, F,G,H,K2) if positive}
and
U− = {G ∈ F(V ) ∶ (K2,H ′,G,F ′,K1) if positive}.
Proof of (1). By Proposition 3.23, (K1, F±,K2) is positive, and hence in general
position, for all F± ∈ U±. Thus, Sk(K1, F+,K2, F−) is well-defined and non-zero for
all F± ∈ U±. Since (K1, F+,K2, F−) is positive for all F± ∈ U±, Theorem 3.10 implies
that Sk(K1, F+,K2, F−) < 0 for all F± ∈ U± and k = 1, . . . , n − 1, so the same must also
hold for F± ∈ U±. Then Theorem 3.10 implies that (K1, F+,K2, F−) is positive for all
F± ∈ U±, which implies that U+ × U+ ⊂ T.
Proof of (2). Let φ ∶ T → R be the continuous function given by φ ∶ (F1, F2) ↦
dX(o,F(F1, F2)). The compactness of U+ × U− implies that φ(U+ × U−) is bounded,
and thus has an upper bound C.
Proof of Theorem 4.10. Let ρ(R) be l-admissible for (F ′, F,H,H ′), and let U+ and
U− respectively denote the forward and backward domains of (F ′, F,H,H ′). Also let
C > 0 be the constant given in Lemma 4.20(2). Note that if (ηi)∞i=0 is an R-directed
sequence, then (η−10 ηi)∞i=0 is a rooted, R-directed sequence. Since
dX(ρ(η−10 ηi) ⋅ o,F) = dX(ρ(ηi) ⋅ o, ρ(η0) ⋅F)
for all i ≥ 0 and any maximal flat F, it is sufficient to prove the theorem for rooted,
R-directed sequences in Γ.
First, we prove the theorem in the special case when the rooted, R-directed sequence(ηi)∞i=0 has the property that there is some integer m > 0 such that ηmηi = ηi+m for all
integers i ≥ 0. In this case, for all integers i ≥ 0, we may write ηi = ηkmηi−km, where
k ≥ 0 is the largest integer such that km ≤ i. Then i − km < m, so η−1i−kmηm and ηi−km
are both products of elements in R, which implies that
η−1i ηmηi = η−1i−kmη−km ηmηkmηi−km = η−1i−kmηmηi−km
is a product of elements in R. Thus, if we let vi ∶= ρ(η−1i ηmηi) for all integers i ≥ 0, then
it follows from Corollary 4.18 that vi is loxodromic and (vi)± ∈ U±. Recall that Fvi
denotes the unique maximal flat in X that is vi-invariant. Since Fvi is asymptotic to((vi)+, (vi)−) and (vi)± = ρ(η−1i ) ⋅ v0, this means that ρ(η−1i ) ⋅Fv0 = Fvi . Apply Lemma
4.20(2) to deduce that
dX(ρ(ηi) ⋅ o,Fv0) = dX(o, ρ(η−1i ) ⋅Fv0) = dX(o,Fvi) ≤ C
for all integers i ≥ 0.
Using this, we prove the general case where (ηi)∞i=0 is an arbitrary rooted, R-directed
sequence in Γ. For any integer m > 0, let (ηm,i)∞i=0 be the sequence defined by
ηm,i ∶= ηkmηi−km,
where k is the largest integer such that km ≤ i. Note that ηm,i = ηi for all i ≤ m. Let
wi ∶= ρ(ηi) for all integers i > 0. By the special case we proved above,
dX(wi ⋅ o,Fwm) ≤ C
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for all i = 0, . . . ,m. By Corollary 4.18, (wm)± ∈ U± for all integers m > 0. Lemma
4.20(1) and the compactness of U+ × U− then ensures that there is a subsequence(um)∞m=1 of (wm)∞m=1 such that the pair ((um)+, (um)−) converges to a transverse pair
of flags (u+, u−) in U+ × U−. Thus, for all integers i ≥ 0,
dX(ρ(ηi) ⋅ o,F(u+, u−)) = lim
m→∞dX(wi ⋅ o,Fum) ≤ C.
4.5 Proof of Theorem 4.11.
To prove Theorem 4.11, we need one last lemma that tells us when the ratio of a pair
of singular values grows to infinity along a sequence in PGL(V ).
Fix an inner product ⟨⋅, ⋅⟩ on V , and define the angle between two lines L1 and L2
through the origin in V in the following way: Choose non-zero vectors v1 in L1 and v2
in L2, and define ∠(L1, L2) ∶= cos−1 ( ∣⟨v1, v2⟩∣∥v1∥ ∥v2∥) .
The map ∠ ∶ P(V )×P(V )→ R is a metric on P(V ). Thus, by viewing points in Grk(V )
as closed subsets in P(V ), we can equip Grk(V ) with the induced Hausdorff metric.
We refer to this metric as the angle metric, denoted dk, on Grk(V ).
Lemma 4.21. For k = 1, . . . , n, let dk denote the induced angle metric on Grk(V ).
Also, let (gi)∞i=0 be a sequence in PGL(V ). If there is an open set U ⊂ Grk(V ) such
that the dk-diameter of gi ⋅ U converges to 0 as i goes to ∞. Then
lim
i→∞αk ○ µ(gi) =∞.
Proof. Let g¯i denote a linear representative in GL(V ) of gi. As a consequence of the
singular vector decomposition theorem, we see that for each integer i > 0, there is an
orthonormal basis (e1,i, . . . , en,i) of V such that
• ej,i is a j-th singular vector of g¯i, and
• (v1,i, . . . , vn,i) ∶= ( g¯i ⋅ e1,i
µ1(g¯i) , . . . , g¯i ⋅ en,iµn(g¯i)) is an orthonormal basis of V .
By taking a subsequence of (gi)∞i=1, we may assume that the sequence of orthonormal
bases (e1,i, . . . , en,i)∞i=1 and (v1,i, . . . , vn,i)∞i=1 respectively converge to the orthonormal
bases (e1, . . . , en) and (v1, . . . , vn) of V . Let h¯i and k¯i be the linear transformations in
GL(V ) such that h¯i ∶ ej ↦ ej,i and k¯i ∶ vj,i ↦ vj for all j = 1, . . . , n, and let g′i, hi, and ki
be the projectivizations of g¯′i ∶= k¯ig¯ih¯i, h¯i, and k¯i respectively. Note that the sequences(h¯i)∞i=1 and (k¯i)∞i=1 both converge to the identity in GL(V ), so the dk-diameter of gi ⋅U
converges to 0 as i goes to infinity if and only if the same is true for the dk-diameter
of g′i ⋅ U, and
lim
i→∞αk ○ µ(gi) =∞ if and only if limi→∞αk ○ µ(g′i) =∞.
Thus, we only need to prove the lemma for g′i in place of gi.
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Since U ⊂ Grk(V ) is open, there is some k-dimensional subspace P1 of V in U whose
intersection with the (n − k)-dimensional subspace SpanR(ek+1, . . . , en) is {0}. Then
P1 has a basis (w1, . . . ,wk) such that for all l = 1, . . . , k,
wl = el + n∑
j=k+1al,jej
for some constants al,j . The fact that U is open again implies that it contains some
P2 whose intersection with the (n− k)-dimensional subspaces SpanR(ek+1, . . . , en) and
SpanR(wk, ek+2, . . . , en) are both {0}. Then P2 has a basis (u1, . . . , uk) such that for
all l = 1, . . . , k,
ul = el + n∑
j=k+1 bl,jej
for some constants bl,j , where bk,k+1 ≠ ak,k+1.
Now, suppose for contradiction that the sequence (αk ○µ(g′i))∞i=1 does not converge
to infinity. Since 0 < µj(g¯′i)µl(g¯′i) ≤ 1 for all j ≥ k+1 and l ≤ k, by taking a further subsequence,
we may assume that the sequence (µj(g¯′i)µl(g¯′i) )∞i=1 converges, and
lim
i→∞ µk+1(g¯′i)µk(g¯′i) = c
for some real number 0 < c ≤ 1. This implies that
lim
i→∞ g¯
′
i ⋅wk
µk(g¯i) = vk + n∑j=k+1ak,j limi→∞ µj(g¯i)µk(g¯i)vj = vk + ak,k+1cvk+1 +
n∑
j=k+2ak,j limi→∞
µj(g¯i)
µk(g¯i)vj
and
lim
i→∞ g¯
′
i ⋅ uk
µk(g¯i) = vk + n∑j=k+1 bk,j limi→∞ µj(g¯i)µk(g¯i)vj = vk + bk,k+1cvk+1 +
n∑
j=k+2 bk,j limi→∞
µj(g¯i)
µk(g¯i)vj .
Furthermore, if H1 ∶= SpanR(w1, . . . ,wk−1) and H2 ∶= SpanR(u1, . . . , uk−1) then
lim
i→∞ g′i ⋅H1 and limi→∞ g′i ⋅H2
both lie in K ∶= SpanR(v1, . . . , vk−1, vk+1, . . . , vn). Since P1 = H1 + SpanR(wk), P2 =
H2 + SpanR(uk), and ak,k+1c ≠ bk,k+1c, it follows that
lim
i→∞ g′i ⋅ P1 ≠ limi→∞ g′i ⋅ P2
which in turn implies that
lim
i→∞dk(g′i ⋅ P1, g′i ⋅ P2) = dk ( limi→∞ g′i ⋅ P1, limi→∞ g′i ⋅ P2) ≠ 0.
This contradicts the assumption that the dk-diameter of gi ⋅U converges to 0 as i goes
to infinity.
Proof of Theorem 4.11. Let (F ′, F,H,H ′) be a separator for ρ(R), and let U+ be its
forward domain. For any integer i > 0, let wi ∶= ρ(ηi) and let Ui ∶= wi ⋅U0. Proposition
4.19 implies that by taking subsequences, we may assume that lim
i→∞wi ⋅U0 is a singleton.
Then Lemma 4.21 implies the theorem.
43
5 Forward stable representations
In this section, we introduce forward stable representations, and prove that weakly
positive representations are forward stable. The key tool for proving this is Theorem
5.7. It gives sufficient conditions for when a family of sequences W in PGL(V ) admit
constants κ,κ′ > 0 such that
α ○ µ(wi+j) − α ○ µ(wi) ≥ κj − κ′.
for any sequence (wi)∞i=1 in W and any simple root α of PGL(V ).
5.1 Forward stability
Fix a point o ∈ X with which we define a Cartan projection µ ∶ PGL(V ) → ∆. Recall
that Γ denotes a group and θ0 denotes the set of simple roots of PGL(V ).
Definition 5.1. Let R ⊂ Γ be a finite set and let θ ⊂ θ0 be a non-empty subset.
A representation ρ ∶ Γ → PGL(V ) is (θ,R)-forward stable if there exists constants
κ,κ′ > 0 such that
α ○ µ(ρ(ηi+j)) − α ○ µ(ρ(ηi)) ≥ κj − κ′ (5.2)
for all α ∈ θ, all R-directed or R−1-directed sequences (ηi)∞i=0 in Γ, and all integers
i, j ≥ 0. If R1, . . . ,Rk are finite subsets of Γ, then we also say that ρ ∶ Γ → PGL(V ) is(θ,R1, . . . ,Rk)-forward stable if ρ is (θ,Ri)-forward stable for all i = 1, . . . , k.
For the rest of this paper, we focus on the case when θ = θ0. As such, we will refer
to (θ0,R)-forward stable representations simply as R-forward stable representations.
Remark 5.3. 1. Forward stability makes sense when we replace PGL(V ) with an
arbitrary semisimple Lie group of non-compact type.
2. The notion of a (θ,R)-forward-stable representation is a weakening of the notion
of a θ-Anosov representation from a finitely generated group Γ equipped with a
word metric to PGL(V ). These are representations ρ ∶ Γ → PGL(V ) for which
there exists constants κ,κ′ > 0 such that (5.2) holds for all α ∈ θ, all quasi-geodesic
rays (ηi)∞i=0 in Γ, and all integers i, j ≥ 0.
Note that a representation is R-forward stable if and only if it is R−1-forward stable.
The following is the main theorem of this section.
Theorem 5.4. If ρ ∶ Γ → PGL(V ) is an R-weakly positive representation, then it is
R-forward stable.
A key tool used in the proof of Theorem 5.4 is a general theorem about sequences
in PGL(V ). To describe this, we need several definitions.
Definition 5.5. Let (wi)∞i=1 be a sequence in PGL(V ).
1. Let C > 0. The sequence (wi)∞i=1 is C-bounded from a maximal flat if there is a
maximal flat F such that dX(wi ⋅ o,F) ≤ C for all integers i > 0.
2. Let C ′ > 0. The sequence (wi)∞i=1 is C ′-restrained if dX(wi ⋅o,wi+1 ⋅o) ≤ C ′ for all
integers i > 0.
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If (wi)∞i=1 is C-bounded from a maximal flat and C ′-restrained, we say that it is (C,C ′)-
well-behaved.
Definition 5.6. Let W be a collection of sequences in PGL(V ).
1. W is uniformly well-behaved if there are constants C,C ′ > 0 such that every
sequence in W is (C,C ′)-well-behaved.
2. W is regulated if for every D > 0, there is an integer N(D) > 0 such that
α ○ µ(w−1i wi+j) ≥D
for all sequences (wi)∞i=1 in W, all integers i > 0 and j ≥ N(D), and all α ∈ θ0.
With these notions, we state the key tool needed to prove Theorem 5.4.
Theorem 5.7. If W is a regulated and uniformly well-behaved collection of sequences
in PGL(V ), then there exists constants κ,κ′ > 0 such that
α ○ µ(wi+j) − α ○ µ(wi) ≥ κj − κ′.
for all sequences (wi)∞i=1 in W, all integers i, j > 0 and all α ∈ θ0.
Remark 5.8. Definition 5.5 and Definition 5.6 make sense even when we replace PGL(V )
with any semisimple Lie group of non-compact type. Theorem 5.7 also holds in this
more general setting. Even though we write our proof only for PGL(V ), our proof
generalizes verbatim.
5.2 Proof of Theorem 5.7
We prove Theorem 5.7 via the following sequence of lemmas, each of which is an
estimate required in the proof. As before, fix a base point o ∈ X, with which we
define the Cartan projection µ ∶ PGL(V )→∆. The following pair of lemmas are some
preliminary estimates that we need.
Lemma 5.9. If (wi)∞i=1 is a sequence in PGL(V ) that is C-bounded from a maximal
flat, then for all α ∈ θ0, there is some α′ ∈ θ0 such that
∣α ○ µ(wi+j) − α ○ µ(wi)∣ ≥ α′(µ(w−1i wi+j)) − 6√2C
for all integers i, j ≥ 0.
Proof. Let F be a maximal flat in X such that d(wi ⋅ o,F) ≤ C for all integers i > 0.
Let piF ∶X → F be the closest point projection onto F, let x̂ ∶= piF(x), and observe that
dX(wi ⋅ o, ŵi ⋅ o) ≤ C for all integers i ≥ 0. This implies that for all integers i, j ≥ 0,
∥d∆(wj ⋅ o,wi ⋅ o) − d∆(ŵj ⋅ o, ŵi ⋅ o)∥ ≤ dX(wj ⋅ o, ŵj ⋅ o) + dX(wi ⋅ o, ŵi ⋅ o) ≤ 2C, (5.10)
where the first inequality is (2.16). Hence, if we denote the supremum norm of a linear
map α ∶ Rn → R by ∥α∥, then for all α ∈ θ0, we have
∣α(d∆(wj ⋅ o,wi ⋅ o) − d∆(ŵj ⋅ o, ŵi ⋅ o))∣ ≤ ∥α∥2C = 2√2C. (5.11)
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Let vi,j ∶= d∆(o,wi+j ⋅ o)−d∆(o,wi ⋅ o) and v̂i,j ∶= d∆(ô, ŵi+j ⋅ o)−d∆(ô, ŵi ⋅ o) for all
integers i, j ≥ 0. By (5.10),
∥vi,j − v̂i,j∥ ≤ ∥d∆(o,wi+j ⋅ o) − d∆(ô, ŵi+j ⋅ o)∥ + ∥d∆(o,wi ⋅ o) − d∆(ô, ŵi ⋅ o)∥ ≤ 4C.
It follows that for all α ∈ θ0, and all integers i, j ≥ 0, we have
∣α(vi,j − v̂i,j)∣ ≤ ∥α∥4C = 4√2C. (5.12)
Since ô, ŵi ⋅ o and ŵi+j ⋅ o all lie in F, (2.15) implies that
v̂i,j = ω ⋅ d∆(ŵi ⋅ o, ŵi+j ⋅ o)
for some ω in the Weyl group of PGL(V ). Recall that the Weyl group action on (Rn)∗
leaves the set of roots Φ of PGL(V ) invariant. Thus, for every α ∈ θ0, there is a root
β ∈ Φ such that
α(v̂i,j) = β(d∆(ŵi ⋅ o, ŵi+j ⋅ o)).
Since β = ∑
∈θ0 cβ,, where cβ, are either all non-negative integers (when β is a positive
root) or all non-positive integers (when β is a negative root), we have that
∣α(v̂i,j)∣ = ∣β(d∆(ŵi ⋅ o, ŵi+j ⋅ o))∣= ∑
∈θ0 ∣cβ,∣(d∆(ŵi ⋅ o, ŵi+j ⋅ o)) (5.13)≥ α′(d∆(ŵi ⋅ o, ŵi+j ⋅ o)),
where α′ ∈ θ0 is a simple root with the property that cβ,α′ ≠ 0. The second equality
holds because d∆(ŵi ⋅ o, ŵi+j ⋅ o) lies in ∆, so (d∆(ŵi ⋅ o, ŵi+j ⋅ o)) ≥ 0 for all  ∈ θ0.
Combining (5.11), (5.12), and (5.13) gives
∣α(vi,j)∣ ≥ ∣α(v̂i,j)∣−4√2C ≥ α′(d∆(ŵi ⋅ o, ŵi+j ⋅ o))−4√2C ≥ α′(d∆(wi⋅o,wi+j ⋅o))−6√2C.
The observation that d∆(o,wi ⋅ o) = µ(wi) for all integers i ≥ 0 then gives
∣α ○ µ(wi+j) − α ○ µ(wi)∣ = ∣α(vi,j)∣ ≥ α′(µ(w−1i wi+j)) − 6√2C
for all integers i, j ≥ 0.
Lemma 5.14. If (wi)∞i=1 is a sequence in PGL(V ) that is C-bounded from a maximal
flat and C ′-restrained, then for all integers i > 0, we have
∥µ(wi+1) − µ(wi)∥ ≤ 6C +C ′.
Proof. Let F be a maximal flat such that dX(wi ⋅ o,F) ≤ C for all integers i > 0. Then
let piF ∶ X → F be the closest point projection onto F and let x̂ ∶= piF(x). Also, let
vi,1 ∶= d∆(o,wi+1 ⋅o)−d∆(o,wi ⋅o) and v̂i,1 ∶= d∆(ô, ŵi+1 ⋅ o)−d∆(ô, ŵi ⋅ o) for all integers
i > 0. Since ô, ŵi ⋅ o, and ŵi+1 ⋅ o lie in F, (2.15) implies that
∥v̂i,1∥ = ∥d∆(ŵi ⋅ o, ŵi+1 ⋅ o)∥ = dX(ŵi ⋅ o, ŵi+1 ⋅ o)≤ dX(ŵi ⋅ o,wi ⋅ o) + dX(wi ⋅ o,wi+1 ⋅ o) + dX(wi+1 ⋅ o, ŵi+1 ⋅ o) (5.15)≤ 2C +C ′.
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Also, by (2.16), we have
∥vi,1 − v̂i,1∥ ≤ ∥d∆(o,wi+1 ⋅ o) − d∆(ô, ŵi+1 ⋅ o)∥ + ∥d∆(o,wi ⋅ o) − d∆(ô, ŵi ⋅ o)∥≤ 2dX(o, ô) + dX(wi ⋅ o, ŵi ⋅ o) + dX(wi+1 ⋅ o, ŵi+1 ⋅ o) (5.16)≤ 4C.
Together, (5.15) and (5.16) imply that for all integers i > 0, we have
∥µ(wi+1) − µ(wi)∥ = ∥vi,1∥ ≤ ∥vi,1 − v̂i,1∥ + ∥v̂i,1∥ ≤ 6C +C ′.
The next step of the proof Theorem 5.7 is the following lemma.
Lemma 5.17. Let W be a regulated, uniformly well-behaved family of sequences in
PGL(V ). For any constant L > 0, there is an integer M =M(L) > 0 such that
α ○ µ(wi+j) − α ○ µ(wi) ≥ L
for any sequence (wi)∞i=1 in W, any integers i > 0 and j ≥M , and any α ∈ θ0.
The proof of Lemma 5.17 is broken into two steps. In Lemma 5.18, we prove a
weaker version of Lemma 5.17, where α○µ(wi+j)−α○µ(wi) in the inequality is replaced
with ∣α○µ(wi+j)−α○µ(wi)∣. Then in Lemma 5.19, we prove that α○µ(wi+j)−α○µ(wi)
has the correct sign.
Lemma 5.18. Let W be a regulated, uniformly well-behaved family of sequences in
PGL(V ). For any constant L > 0, there is an integer M ′ =M ′(L) > 0 such that
∣α ○ µ(wi+j) − α ○ µ(wi)∣ ≥ L
for any sequence (wi)∞i=1 in W, any integers i > 0 and j ≥M ′, and any α ∈ θ0.
Proof. Suppose for contradiction that the lemma is false. Then for any integer l > 0,
there is a sequence (wl,i)∞i=1 in W, and integers il > 0 and jl ≥ l, such that∣α ○ µ(wl,il+jl) − α ○ µ(wl,il)∣ < L
for some fixed α ∈ θ0. By Lemma 5.9, there is some α′ ∈ θ0 such that
∣α ○ µ(wl,il+jl) − α ○ µ(wl,il)∣ ≥ α′(µ(w−1l,ilwl,il+jl)) − 6√2C,
which implies that
α′(µ(w−1l,ilwl,il+jl)) < L + 6√2C.
Since lim
l→∞ jl =∞, this contradicts the assumption that W is regulated.
Lemma 5.19. Let W be a regulated, uniformly well-behaved family of sequences in
PGL(V ). There is an integer M ′′ > 0 such that
α ○ µ(wi+j) − α ○ µ(wi) ≥ 0
for any sequence (wi)∞i=1 in W, any α ∈ θ0, and any integers i > 0 and j ≥M ′′.
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Proof. Let C,C ′ > 0 be the constants such that every sequence in W is (C,C ′)-well-
behaved. By Lemma 5.18, there is an integer M ′′ > 0 such that
∣α ○ µ(wi+j) − α ○ µ(wi)∣ ≥ √2(6C +C ′) + 1 (5.20)
for any sequence (wi)∞i=1 in W, any integers i > 0 and j ≥M ′′, and any α ∈ θ0. We now
prove the lemma for this M ′′. Suppose for contradiction that the lemma is false. Then
there exists a sequence (wi)∞i=1 in W, integers i0 > 0 and j0 ≥ M ′′, and some α0 ∈ θ0
such that
α0 ○ µ(wi0+j0) − α0 ○ µ(wi0) < 0. (5.21)
Since µ(wi0) lies in ∆, we have that α0 ○ µ(wi0) ≥ 0. Then Lemma 5.18 implies
that there is an integer K > 0 such that
∣α0 ○ µ(wi0+j) − α0 ○ µ(wi0)∣ ≥ α0 ○ µ(wi0). (5.22)
for any integer j ≥K. On the other hand, since µ(wi0+j) also lies in ∆, it follows that
α0 ○ µ(wi0+j) − α0 ○ µ(wi0) ≥ −α0 ○ µ(wi0) (5.23)
for any integer j > 0. The inequalities (5.22) and (5.23) together imply that
α0 ○ µ(wi0+j) − α0 ○ µ(wi0) ≥ α0 ○ µ(wi0) ≥ 0 (5.24)
for any integer j ≥K.
From (5.21) and (5.24), one then deduces that there exists some integer j ≥ j0 such
that α0 ○ µ(wi0+j) − α0 ○ µ(wi0) < 0 but α0 ○ µ(wi0+j+1) − α0 ○ µ(wi0) ≥ 0. Hence,
0 ≤ α0 ○ µ(wi0+j+1) − α0 ○ µ(wi0) < α0 ○ µ(wi0+j+1) − α0 ○ µ(wi0+j),
which implies that
α0 ○ µ(wi0+j+1) − α0 ○ µ(wi0) ≤ ∥α0∥∥µ(wi0+j+1) − µ(wi0+j)∥.
Since Lemma 5.14 implies that ∥µ(wi0+j+1) − µ(wi0+j)∥ ≤ 6C +C ′, we see that
α0 ○ µ(wi0+j+1) − α0 ○ µ(wi0) ≤ √2(6C +C ′),
which contradicts (5.20) because j ≥ j0 ≥M ′′.
Proof of Lemma 5.17. Let M ′ = M ′(L) > 0 be the integer given in Lemma 5.18, and
let M ′′ > 0 be the integer given by Lemma 5.19. Then M(L) ∶= max{M ′,M ′′} is the
required constant.
Using Lemma 5.17, we finish the proof of Theorem 5.7.
Proof of Theorem 5.7. By Lemma 5.17, there is an integer M > 0 such that
α ○ µ(wi+M) − α ○ µ(wi) ≥ 1 (5.25)
for all integers i > 0 and all α ∈ θ0. Also, according to Lemma 5.14,
∥µ(wi+m) − µ(wi)∥ ≤ m−1∑
l=0 ∥µ(wi+l+1) − µ(wi+l)∥ ≤m(6C +C ′)
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for all integers i,m > 0. This implies that∣α ○ µ(wi+m) − α ○ µ(wi)∣ ≤ ∥α∥m(6C +C ′) ≤M√2(6C +C ′) (5.26)
for all integers i > 0, all integers m ≤M , and all α ∈ θ0.
Let r ≥ 0 be the largest integer such that Mr ≤ j. Then j −Mr ≤M , so
α ○ µ(wi+j) − α ○ µ(wi) = α⎛⎝µ(wi+j) − µ(wi+Mr) + r∑p=1(µ(wi+Mp) − µ(wi+M(p−1)))⎞⎠≥ r −M√2(6C +C ′) ≥ ( j
M
− 1) −M√2(6C +C ′).
Set κ = 1M and κ′ = 1 +M√2(6C +C ′).
5.3 Proof of Theorem 5.4
Using Theorem 5.7, we prove Theorem 5.4.
Proof of Theorem 5.4. Since ρ is R-weakly positive if and only if it is R−1-weakly
positive, it is sufficient to prove that if ρ(R) is an admissible set in PGL(V ), then
there exists constants κ,κ′ > 0 such that
α ○ µ(ρ(ηi+j)) − α ○ µ(ρ(ηi)) ≥ κj − κ′
for all R-directed sequences (ηi)∞i=0 in Γ, all integers i, j ≥ 0 and all α ∈ θ0. We will do
so by showing thatW ∶= {(ρ(ηi))∞i=0 ∶ (ηi)∞i=0 is an R-directed sequence in Γ}
is a regulated and uniformly well-behaved collection of sequences in PGL(V ), and
apply Theorem 5.7.
First, we verify that W is uniformly well-behaved. Let C > 0 be the constant
given by Theorem 4.10 and let C ′ ∶= max{dX(o, ρ(γ) ⋅ o) ∶ γ ∈ R}. Pick any sequence(ρ(ηi))∞i=0 in W, and let wi ∶= ρ(ηi) for all integers i ≥ 0. Theorem 4.10 implies that(wi)∞i=0 is C-bounded from a maximal flat. Also, since
dX(wi ⋅ o,wi+1 ⋅ o) = dX(o,w−1i wi+1 ⋅ o) = C ′,
we have that (wi)∞i=0 is C ′-restrained. Thus, (ρ(ηi))∞i=0 is (C,C ′)-well-behaved. Since(ρ(ηi))∞i=0 was chosen arbitrarily from W, we see that W is uniformly well-behaved.
Next, we show that W is regulated. Suppose for contradiction that it is not. Then
there is some D > 0 with the property that for every integer l > 0, there is a sequence(ρ(ηl,i))∞i=0 in W and integers il ≥ 0 and jl ≥ l such that
α ○ µ(ρ(η−1l,ilηl,il+jl)) <D
for some fixed α ∈ θ0. On the other hand, since η−1l,i ηl,i+j is a positive power of R and∣η−1l,i ηl,i+j ∣R = j for all integers i ≥ 0 and j > 0, we may use Theorem 4.11 to deduce that
lim
l→∞α ○ µ(ρ(η−1l,ilηl,il+jl)) =∞,
which is a contradiction. Thus, W is θ0-regulated.
Since W is θ0-regulated, and uniformly well-behaved, Theorem 5.7 implies that
there are constants κ,κ′ > 0 such that
α ○ µ(wi+j) − α ○ µ(wi) ≥ κj − κ′.
for all sequences (wi)∞i=0 in W, all integers i, j ≥ 0 and all α ∈ θ0.
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6 Applications to primitive stability
The goal of this section is to give an application of Theorem 5.4 in the setting of
primitive stable representations.
6.1 Primitive stable representations and weak positivity
Let Fd denote the free group on d generators. An element γ1 ∈ Fd is primitive if there
are elements γ2, . . . , γd ∈ Fd such that {γ1, . . . , γd} is a generating set for Fd. If we equip
Fd with a word metric, then an axis of a non-identity element γ ∈ Fd is a geodesic in
Fd that is invariant under γ. A primitive geodesic is an axis of a primitive element
in Fd, and a primitive geodesic ray is a geodesic ray that lies in a primitive geodesic.
Recall that θ0 denotes the set of simple roots of PGL(V ).
Definition 6.1. Let θ ⊂ θ0 be a non-empty subset. Equip Fd with a word metric. A
representation ρ ∶ Fd → PGL(V ) is θ-primitive stable if there exists constants κ,κ′ > 0
such that
α ○ µ(ρ(ηi+j)) − α ○ µ(ρ(ηi)) ≥ κj − κ′
for all primitive geodesic rays (ηi)∞i=0 in Fd, all integers i, j ≥ 0 and all α ∈ θ.
The notion of a primitive stable representation was first introduced by Minsky
[Min13] in the setting of representations from free groups to PSL(2,C), and was later
generalized in Guichard-Gueritaud-Kassel-Wiehard [GGKW17] to all non-compact
semisimple Lie groups. Changing the word metric on Fd might result in different
constants κ and κ′, but their existence does not depend on this choice. For our pur-
poses, we will focus exclusively on θ0-primitive stable representations. Henceforth,
we refer to θ0-primitive stable representations simply as primitive stable
representations.
For our application of Theorem 5.4, we focus on the case where d = 2. The reason
for this is the following theorem in Cohen-Metzler-Zimmermann [CMZ81].
Theorem 6.2 ([CMZ81]). Fix a pair of generators R ∶= {γ1, γ2} of F2. Up to replacing
γ1 with γ
−1
1 , replacing γ2 with γ
−1
2 , and switching the roles of γ1 and γ2, every primitive
element in F2 is conjugate to γ1 or an element of the form
γ1γ
m1
2 γ1γ
m2
2 . . . γ1γ
mk
2
where mi ∈ {l, l + 1} for all i = 1, . . . , k, and k, l > 0 are integers.
For any pair of elements R ∶= {γ1, γ2} of F2, let γ3 ∶= γ−12 γ−11 , and define R′ ∶={γ−11 , γ2}, R′′ ∶= {γ−12 , γ3}, and R′′′ ∶= {γ−13 , γ1}. In the case when R is a pair of
generators of F2, the triple {γ1, γ2, γ3} ⊂ F2 is a superbasis of F2, i.e. R′, R′′, and R′′′
are generating sets of F2, and γ1γ2γ3 = id. Using Theorem 5.4 and Theorem 6.2, we
prove the following.
Proposition 6.3. If ρ ∶ F2 → PGL(V ) is (R,R′)-forward stable or (R′,R′′,R′′′)-
forward stable for some pair of generators R of F2, then it is primitive stable. In
particular, if ρ ∶ F2 → PGL(V ) is (R,R′)-weakly positive or (R′,R′′,R′′′)-weakly posi-
tive, then it is primitive stable.
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Proof. Let Y ⊂ F2 denote the set of elements that, up to replacing γ1 with γ−11 , re-
placing γ2 with γ
−1
2 , and switching the roles of γ1 and γ2, are of the form γ1 or
γ1γ
m1
2 γ1γ
m2
2 . . . γ1γ
mk
2 , where mi ∈ {l, l + 1} for all i = 1, . . . , k, and k, l > 0 are integers.
Suppose first that ρ is (R,R′)-forward stable. Equip F2 with the word metric
induced by the generating set {γ1, γ−11 , γ2, γ−12 }, and observe that non-identity elements
in F2 have unique axes in this metric. Let (ηi)∞i=0 be a primitive geodesic ray in F2. This
means that there is some primitive η ∈ F2 whose axis contains (ηi)∞i=0. By Theorem
6.2, there is some γ ∈ F2 such that η′ ∶= γηγ−1 ∈ Y . In particular, η′ is a product
of elements in R¯, where R¯ is either R, R−1, R′, or (R′)−1. This implies that every
geodesic ray in the axis of η′ is R¯-directed or R¯−1-directed. Since (γηi)∞i=0 is a geodesic
ray in the axis of η′, it is a R¯-directed or R¯−1-directed sequence, so the same holds
for (ηi)∞i=0. We have thus proven that every primitive geodesic ray in F2 is R¯-directed
for some R¯ = R,R−1,R′, (R′)−1. Thus, the assumption that ρ is (R,R′)-forward stable
implies that ρ is primitive stable.
Now suppose that ρ is (R′,R′′,R′′′)-forward stable. Equip F2 with the word metric
induced by the generating set {γ1, γ−11 , γ2, γ−12 , γ3, γ−13 }. Again, in this metric, non-
identity elements in F2 have unique axes. Let (ηi)∞i=0 be a primitive geodesic ray in
F2, and let η ∈ F2 be a primitive element whose axis contains (ηi)∞i=0. By Theorem 6.2,
there is some γ ∈ F2 such that η′ ∶= γηγ−1 ∈ Y . If η′ is a product of elements in R′ or
a product of elements in (R′)−1, then (γηi)∞i=0 is a geodesic ray in the axis of η′, so(γηi)∞i=0, and hence (ηi)∞i=0, is R′-directed or (R′)−1-directed. On the other hand, if η′
is not a positive power of R′ or (R′)−1, then there are four other possibilities:
1. If η′ = γ−11 γ−m12 γ−11 γ−m22 . . . γ−11 γ−mk2 , then γ−12 η′γ2 = γ3γ−m1+12 γ3γ−m2+12 . . . γ3γ−mk+12 ,
2. If η′ = γ1γm12 γ1γm22 . . . γ1γmk2 , then η′ = γ−13 γm1−12 γ−13 γm2−12 . . . γ−13 γmk−12 ,
3. If η′ = γ2γm11 γ2γm21 . . . γ2γmk1 , then γ1η′γ−11 = γ−13 γm1−11 γ−13 γm2−11 . . . γ−13 γmk−11 ,
4. If η′ = γ−12 γ−m11 γ−12 γ−m21 . . . γ−12 γ−mk1 , then η′ = γ3γ−m1+11 γ3γ−m2+11 . . . γ3γ−mk+11 .
Thus, η′ is conjugate to a positive power of R′′, (R′′)−1, R′′′, or (R′′′)−1. This implies
that (ηi)∞i=0 is R′′-directed, (R′′)−1-directed, R′′′-directed or (R′′′)−1-directed. We have
thus shown that every primitive geodesic ray in F2 is R¯-directed for R¯ = R′, (R′)−1, R′′,(R′′)−1, R′′′, (R′′′)−1. The assumption that ρ is (R′,R′′,R′′′)-forward stable implies
that ρ is primitive stable.
The second claim of the proposition follows immediately from Theorem 5.4.
The first theorem we prove in this section is a converse to Proposition 6.3 when
n ∶= dim(V ) = 2.
Theorem 6.4. Suppose that n = 2. If ρ ∶ F2 → PGL(V ) is primitive stable, then there
is some pair of generators R of F2 such that ρ is (R′,R′′,R′′′)-weakly positive.
When n ≥ 3, Theorem 6.4 does not hold. However, we can still use Proposition
6.3 to construct new and interesting examples of primitive stable representations. For
that purpose, the following theorem is useful.
Theorem 6.5. Let b ∈ PGL(V ) be positive loxodromic, and let a ∈ PGL(V ) be loxo-
dromic. If (b−, a ⋅ b−, a+, a ⋅ b+, b+, a−) is positive up to switching a ⋅ b− and a ⋅ b+, then{a, b} and {a, b−1} are both admissible. In particular, if R ∶= {γ1, γ2} is a generat-
ing pair for F2 and ρ ∶ F2 → PGL(V ) is the representation defined by ρ(γ1) = a and
ρ(γ2) = b, then ρ is primitive stable.
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When n = 3, we can further strengthen the hypothesis of Theorem 6.5 to obtain
the following theorem.
Theorem 6.6. Suppose that n = 3. If a, b ∈ PGL(V ) are positive loxodromic elements
such that (b−, a+, b+, a−) is a positive quadruple of flags, then {a, b} and {a, b−1} are
both admissible.
When n = 2, the analog of Theorem 6.6 is a consequence of a result of Goldman
[Gol03, Section 3.2 and Lemma 3.4.5]. We do not know if Theorem 6.6 holds for n ≥ 4.
Using Theorem 6.5 and Theorem 6.6, we construct some explicit examples of prim-
itive stable representations in Section 6.6. These examples include non-discrete repre-
sentations and non-faithful representations when n = 3, and non-positive representa-
tions for all n.
6.2 Proof of Theorem 6.4
Recall that if pi1(Σ) ≃ F2, then Σ is either the one-holed torus Σ1,1, the one-holed
Klein bottle C1,1, the one-holed Mo¨bius band C0,2, or the three-holed sphere Σ0,3. For
any such Σ, the Gromov boundary ∂∞pi1(Σ) of pi1(Σ) admits two natural cyclic orders
which are reverses of each other. The following observation lists some well-known
properties of the fundamental group of these surfaces.
Observation 6.7. Recall that for any non-identity element γ ∈ F2, the attracting and
repelling fixed point of γ in ∂∞F2 are denoted by γ+ and γ− respectively.
1. For any pair of generators {γ1, γ2} of pi1(Σ1,1),
(γ1)− < (γ2)+ < (γ1)+ < (γ2)− < (γ1)−
in one of the two cyclic orders on ∂∞pi1(Σ1,1), see Figure 4(i).
2. There is a pair of generators {γ1, γ2} for pi1(C1,1) such that if we denote γ3 ∶=
γ−12 γ−11 and γ′3 ∶= γ−11 γ−12 , then
• each of the conjugacy classes [γ1], [γ2], and [γ3] = [γ′3] corresponds to the
free homotopy class of a simple, oriented closed curve in C1,1,
• γ3 and γ′3 preserve both cyclic orders on ∂∞pi1(C1,1), while γ1 and γ2 switch
them,
• (γ1)− < (γ′3)+ < (γ3)− < (γ1)+ < (γ2)− < (γ3)+ < (γ′3)− < (γ2)+ < (γ1)− in one
of the two cyclic orders on ∂∞pi1(C1,1), see Figure 4(ii).
3. There is a pair of generators {γ1, γ2} for pi1(C0,2) such that if we denote γ′1 ∶=
γ−12 γ1γ2, γ′′1 ∶= γ2γ1γ−12 , γ′2 ∶= γ−11 γ2γ1, γ′′2 ∶= γ1γ2γ−11 , γ3 ∶= γ−12 γ−11 , γ′3 ∶= γ−11 γ−12 ,
γ4 ∶= γ2γ−11 , and γ′4 ∶= γ−11 γ2, then
• each of the conjugacy classes [γ1] = [γ′1] = [γ′′1 ], [γ2] = [γ′2] = [γ′′2 ], [γ3] =[γ′3], and [γ4] = [γ′4] corresponds to the free homotopy class of a simple,
oriented closed curves in C0,2,
• γ3, γ′3, γ4, and γ′4 preserve both cyclic orders on ∂pi1(C0,2), while γ1, γ′1,
γ′′1 , γ2, γ′2, and γ′′2 switch them,
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• (γ′2)+ < (γ1)− < (γ′2)− < (γ′3)+ < (γ′3)− < (γ′′1 )+ < (γ2)+ < (γ′′1 )− < (γ4)+ <(γ4)− < (γ′′2 )− < (γ1)+ < (γ′′2 )+ < (γ3)− < (γ3)+ < (γ′1)− < (γ2)− < (γ′1)+ <(γ′4)− < (γ′4)+ < (γ′2)+ in one of the two cyclic orders on ∂pi1(C0,2), see
Figure 4(iii).
4. There is a superbasis {γ1, γ2, γ3} for pi1(Σ0,3) such that
• each of the conjugacy classes [γ1], [γ2], and [γ3] corresponds to the free
homotopy class of a simple, oriented closed curve in Σ0,3,
• (γ1)− < (γ1)+ < (γ3)− < (γ3)+ < (γ2)− < (γ2)+ < (γ1)− in one of the two
cyclic orders on ∂pi1(Σ0,3), see Figure 4(iv).
(γ1)−(γ2)+
(γ1)+ (γ2)−
(γ1)−
(γ′3)+
(γ3)−
(γ1)+ (γ2)−
(γ3)+
(γ′3)−
(γ2)+
(γ1)−
(γ′3)+(γ′3)−(γ2)+
(γ4)+
(γ4)−
(γ1)+
(γ3)− (γ3)+
(γ2)−
(γ′4)−
(γ′4)+
(γ1)−
(γ1)+
(γ3)− (γ3)+
(γ4)−
(γ4)+
(i) (ii)
(iii) (iv)
Figure 4: Cyclic orders of points along ∂∞pi1(Σ) when (i) Σ = Σ1,1, (ii) Σ = C1,1, (iii)
Σ = C0,2, (iv) Σ = Σ0,3.
When n = 2, choose a basis of V to identify V ≃ R2. The PGL2(R)-Riemannian
symmetric space is the hyperbolic plane H2 ∶= {z ∈ C ∶ Im(z) > 0}, and the standard
inner product on R2 corresponds to the base point i ∈ H2. Also, F(R2) = P(R2),
which one can identify as the visual boundary of H2. Furthermore, there is a unique
simple root α of PGL2(R), and for any g ∈ PGL2(R), α(g) is simply the distance in
H2 between i and g ⋅ i.
Observe that there is a well-defined trace map
tr ∶ {[g, h] ∶= ghg−1h−1 ∶ g, h ∈ PGL2(R)}→ R
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given by tr([g, h]) ∶= tr(g¯h¯g¯−1h¯−1) for any (equiv. some) representatives g¯, h¯ ∈ GL2(R)
of g and h respectively. This defines a function
k ∶ Hom(F2,PGL2(R))→ R
by k ∶ ρ ↦ tr([ρ(γ1), ρ(γ2)]), where {γ1, γ2} is any pair of generators of F2. One can
verify by direct calculation that if k(ρ) = 2, then ρ is reducible, and hence not primitive
stable (see [TWZ08, Theorem 1.4] for a more general result).
The following theorem is a summary of results due to Goldman [Gol03] and Goldman-
McShane-Stantchev-Tan [GMST15]. Informally, it says that primitive stable represen-
tations from F2 to PGL2(R) arise as holonomies of (possibly singular) hyperbolic struc-
tures on the four surfaces whose fundamental group is F2, namely the one-holed torus
Σ1,1, the three-holed sphere Σ0,3, the one-holed Klein bottle C1,1, and the one-holed
Mo¨bius band C0,2.
Theorem 6.8. Let ρ ∶ F2 → PGL2(R) be a primitive stable representation.
1. [Gol03, Section 3] Suppose that ρ(F2) ⊂ PSL2(R) and k(ρ) < 2. Then there is
an identification of F2 ≃ pi1(Σ1,1) such that ρ is the holonomy of a hyperbolic
structure on Σ1,1 (possibly with a cone point at the hole). Furthermore, for any
pair of generators {γ1, γ2} of pi1(Σ1,1), gi ∶= ρ(γi) is loxodromic for i = 1,2, and
((g1)−, (g2)+, (g1)+, (g2)−) (6.9)
is a positive tuple in P(R2).
2. [GMST15, Proposition 5.2, Section 8] Suppose that ρ(F2) /⊂ PSL2(R) and k(ρ) >
2. Then there is an identification F2 ≃ pi1(C1,1) such that ρ is the holonomy of a
hyperbolic structure on C1,1 (possibly with a cone point at the hole). Furthermore,
if γ1, γ2, γ3, γ
′
3 ∈ pi1(C1,1) are as given by Observation 6.7(2), set gi ∶= ρ(γi) for
i = 1,2,3, and set g′3 ∶= ρ(γ′3). Then g3, g′3 ∈ PSL2(R) and g1, g2 ∉ PSL2(R) are
loxodromic, and
((g1)−, (g′3)+, (g3)−, (g1)+, (g2)−, (g3)+, (g′3)−, (g2)+) (6.10)
is a positive tuple in P(R2).
3. [GMST15, Proposition 5.1, Section 9] Suppose that ρ(F2) /⊂ PSL2(R) and k(ρ) <
2. Then there is an identification F2 ≃ pi1(C0,2) such that ρ is the holonomy of a
convex cocompact hyperbolic structure on C0,2. Furthermore, if
γ1, γ2, γ3, γ4, γ
′
1, γ
′
2, γ
′
3, γ
′
4, γ
′′
1 , γ
′′
2 ∈ pi1(C0,2)
are as given by Observation 6.7(3), set gi ∶= ρ(γi) for i = 1, . . . ,4, set g′i ∶= ρ(γ′i)
for i = 1, . . . ,4, and set g′′i ∶= ρ(γ′′i ) for i = 1,2. Then g3, g′3, g4, g′4 ∈ PSL2(R) and
g1, g
′
1, g
′′
1 , g2, g
′
2, g
′′
2 ∉ PSL2(R) are loxodromic, and((g′2)+, (g1)−, (g′2)−, (g′3)+, (g′3)−, (g′′1 )+, (g2)+, (g′′1 )−, (g4)+, (g4)−, (6.11)(g′′2 )−, (g1)+, (g′′2 )+, (g3)−, (g3)+, (g′1)−, (g2)−, (g′1)+, (g′4)−, (g′4)+)
is a positive tuple in P(R2).
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4. [Gol03, Theorem 5.2.1] Suppose that ρ(F2) ⊂ PSL2(R) and k(ρ) > 2. Then there
is an identification F2 ≃ pi1(Σ0,3) such that ρ is the holonomy of a convex cocom-
pact hyperbolic structure on Σ0,3. Furthermore, if {γ1, γ2, γ3} is the superbasis for
pi1(Σ0,3) given by Observation 6.7(4), then gi ∶= ρ(γi) is loxodromic for i = 1,2,3,
and ((g1)−, (g1)+, (g3)−, (g3)+, (g2)−, (g2)+) (6.12)
is a positive tuple in P(R2).
Remark 6.13. The results of Goldman [Gol03] and Goldman-McShane-Stantchev-Tan
[GMST15] were stated for representations that satisfy the Bowditch Q-conditions.
However, it is easily seen from the definitions that primitive stable representations
satisfy Bowditch Q-conditions. Our proof of Theorem 6.4, together with Proposition
6.3, in fact imply that representations from F2 to PGL2(R) that satisfy the Bowditch
Q-conditions are primitive stable. This was previously proven by Lupi [Lup15], and
was later generalized to representations from F2 to PSL2(C) independently by Lee-Xu
[LX20] and Series [Ser19].
Proof of Theorem 6.4. By Theorem 6.8, ρ arises as the holonomy representation of a
hyperbolic structure on one of the four surfaces whose fundamental group is isomorphic
to F2. We consider the four cases separately.
Case 1: ρ(F2) ⊂ PSL2(R) and k(ρ) < 2. Choose any superbasis {γ1, γ2, γ3} of
F2, and let R ∶= {γ1, γ2}. It is sufficient to show that ρ is R′-weakly positive; replacing(γ1, γ2) with (γ2, γ3) (resp. (γ3, γ1)) proves that ρ is R′′-weakly positive (resp. R′′′-
weakly positive). Let gi ∶= ρ(γi) for i = 1,2. By the positivity of (6.9), there exists
points F ′, F,H,H ′ ∈ P(R2) such that
((g1)−, (g2)+, F,F ′, (g1)+, (g2)−,H,H ′)
is a positive tuple of flags in P(R2), see Figure 5. It is straightforward to verify that
ρ(R′) is 1-admissible for (F ′, F,H ′,H), so ρ is R′-weakly positive.
(g1)−(g2)+
F
F ′
(g1)+ (g2)−
H′
H
Figure 5: Case 1.
Case 2: ρ(F2) /⊂ PSL2(R) and k(ρ) > 2. Let R ∶= {γ1, γ2} be the pair of generators
given by Observation 6.7(2). Let gi ∶= ρ(γi) for i = 1,2,3, and let g′3 ∶= ρ(γ′3). By
the positivity of (6.10), it is straightforward to verify that ρ(R′) is 1-admissible for
55
((g3)−, (g′3)+, (g′3)−, (g3)+), so ρ is R′-weakly positive. It now suffices to show that ρ
is R′′′-weakly positive; replacing (g1, g3) with (g−12 , g−13 ) proves that ρ is R′′-weakly
positive. By the positivity of (6.10), there are points K,K ′, F,F ′ ∈ P(R2) such that
((g1)−, (g′3)+,K ′,K,F ′, F, (g3)−).
is a positive tuple in P(R2), see Figure 6. Set H ∶= g1 ⋅ K and H ′ ∶= g1 ⋅ K ′. It is
straightforward to verify that ρ(R′′′) is 1-admissible for (F ′, F,H,H ′), so ρ is R′′′-
weakly positive.
(g2)+(g1)−
(g′3)+
K′
K
F ′
F
(g3)−
(g1)+
H
H′
(g2)−
(g3)+
(g′3)−
Figure 6: Case 2.
Case 3: ρ(F2) /⊂ PSL2(R) and k(ρ) < 2. Let R ∶= {γ1, γ2} be the pair of generators
given by Observation 6.7(3). Let gi ∶= ρ(γi) and g′i ∶= ρ(γ′i) for i = 1, . . . ,4, and let g′′i ∶=
ρ(γ′′i ) for i = 1,2. The positivity of (6.11) implies that ((g4)+, (g4)−, (g′4)−, (g′4)+) is a
positive tuple of flags, and it is easy to verify that both g−11 ⋅ (g4)± = (g′4)± = g−12 ⋅ (g4)±.
Choose K ∈ F(V ) such that ((g4)+,K, (g4)−, (g′4)−, (g′4)+) is positive. The fact that
g1 and g2 both switch the orientation on P(R2) then implies that the tuples((g4)+, (g4)−, (g′4)−, g−11 ⋅K, (g′4)+) and ((g4)+, (g4)−, (g′4)−, g−12 ⋅K, (g′4)+)
are both positive. Since g′4 = g−11 g2 and g′4 preserves the orientation on P(R2), it follows
that the tuple ((g4)+,K, (g4)−, (g′4)−, g−12 ⋅K,g−11 ⋅K, (g′4)+)
is also positive. Thus, there are points F ′, F,H,H ′ ∈ P(R2) such that
((g4)+, F,F ′, (g4)−, (g′4)−, g−12 ⋅ F ′,H ′, g−11 ⋅ F ′, g−12 ⋅ F,H, g−11 ⋅ F, (g′4)+)
is positive, see Figure 7. From this, one deduces that ρ(R′) is 1-admissible for(F ′, F,H,H ′), so ρ is R′-weakly positive.
It now suffices to show that ρ isR′′′-weakly positive; replacing (g1, g3) with (g−12 , g−13 )
proves that ρ is R′′-weakly positive. By the positivity of (6.11), there are points
G′,G ∈ P(R2) such that
((g1)−, (g1)+, (g3)−,G,G′, (g3)+)
is positive. One easily verifies that ρ(R′′′) is 1-admissible for (G′,G, (g4)−, (g4)+), so
ρ is R′′′-weakly positive.
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(g2)+
(g4)+
F
F ′(g4)−
(g1)+
(g3)−
G G′
(g3)+
(g2)−
(g′4)−
H′
H
(g′4)+
(g1)−
Figure 7: Case 3.
(g1)−
F
F ′
(g1)+ (g2)−
H′
H
(g2)+
Figure 8: Case 4.
Case 4: ρ(F2) ⊂ PSL2(R) and k(ρ) > 2. Let {γ1, γ2, γ3} be the superbasis given
by Observation 6.7(4), and let R ∶= {γ1, γ2}. It is sufficient to show that ρ is R′-weakly
positive; replacing (γ1, γ2) with (γ2, γ3) (resp. (γ3, γ1)) proves that ρ is R′′-weakly
positive (resp. R′′′-weakly positive). Let gi ∶= ρ(γi) for i = 1,2,3. By the positivity of
(6.12), there are points F,H,H ′, F ′ ∈ P(R2) such that((g1)−, F,F ′, (g1)+, (g2)−,H ′,H, (g2)+)
is positive, see Figure 8. It is easy to verify that ρ(R′) is 1-admissible for (F ′, F,H,H ′),
so ρ is R′-weakly positive.
Using arguments similar to the proof of Theorem 6.4, one can verify that:
• In Case 1, ρ is (R,R′)-weakly positive for any pair of generators R of F2.
• In Case 2, ρ is (R,R′)-weakly positive for the pairs of generators R = {γ1, γ3}
and R = {γ2, γ3}, where γ1, γ2, γ3 are given by Observation 6.7(2).
• In Case 3, ρ is (R,R′)-weakly positive for the pair of generators R = {γ1, γ2},
where γ1, γ2 are given by Observation 6.7(3).
However, in Case 4, ρ is not (R,R′)-weakly positive for any pair of generators R of F2.
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6.3 Proof of Theorem 6.5
As a preliminary step to prove Theorem 6.5, we use the following lemma.
Lemma 6.14. Let a ∈ PGL(V ) be positive loxodromic.
1. There is a flag F ∈ F(V ) such that (a−, F, a ⋅ F,a+) is positive.
2. If F,G,H ∈ F(V ) are flags such that (a−, F, a+,H) and (a−,G, a+,H) are posi-
tive, then there is some integer N > 0 such that (a−, F, ai ⋅G,a+,H) is positive
for all i > N .
Proof. Proof of (1). Let Σ be a closed, orientable, hyperbolic surface. Recall that a
Hitchin representation is a representation ρ ∶ pi1(Σ) → PGL(V ) for which there is a
positive, ρ-equivariant map ξ ∶ ∂∞Σ̃ → F(V ). It is an immediate consequence of a
result by the third author [Zha15a, Proposition 3.5] that there is some γ ∈ pi1(Σ), and
a Hitchin representation ρ ∶ pi1(Σ) → PGL(V ) such that ρ(γ) = a. Choose p ∈ ∂∞Σ̃ ∖{a−, a+}, and set F ∶= ξ(p). Since Σ is orientable, observe that γ− < p < γ ⋅ p < γ+ < γ−
in one of the cyclic orders along ∂∞Σ̃. Thus, (a−, F, a ⋅ F,a+) is positive.
Proof of (2). Since positivity is an open condition on F(V )4 and lim
i→∞ai ⋅G = a+,
there is an integer N > 0 such that (a−, F, ai ⋅G,H) is positive for all integers i ≥ N .
At the same time, since a is positive loxodromic, (a−, ai ⋅G,a+,H) is positive for all
integers i. Thus, (a−, F, ai ⋅G,a+,H) is positive for all i ≥ N .
The following lemma is the main geometric input needed to prove Theorem 6.5.
Lemma 6.15. Let b ∈ PGL(V ) be positive loxodromic and a ∈ PGL(V ) be loxodromic.
1. If (a−, a−1 ⋅ b−, b−, a ⋅ b−, a+, b+) is positive, then for every neighborhood U ⊂ F(V )
of b−, there is a flag K ∈ U such that the tuples (a−, a−1 ⋅K,K,a ⋅K,a+, b+) and(a−, b−, b−1 ⋅K,K, b ⋅K,b+) are positive.
2. If (a−, b−, a+, a ⋅ b−, b+, a−1 ⋅ b−) is positive, then for every neighborhood U ⊂ F(V )
of b−, there is a flag K ∈ F(V ) such that the tuples (a−,K, a+, a ⋅K,b+, a−1 ⋅K)
and (a−, b−, b−1 ⋅K,K, b ⋅K,b+) are positive.
Proof. Let K ′ be a flag such that (a−, b−, b−1 ⋅K ′,K ′, b+) is positive. This exists by
Lemma 6.14(1). Fix a neighborhood U of b−. By Lemma 6.14(2), there is an integer
N > 0 such that b−i−1 ⋅K ′, b−i ⋅K ′, b−i+1 ⋅K ′ ∈ U and(a−, b−, b−i−1 ⋅K ′, b−i ⋅K ′, b−i+1 ⋅K ′, a+, b+)
is positive for all i ≥ N .
Proof of (1). Since (a−, a−1 ⋅ b−, b−, a ⋅ b−, a+, b+) is positive and lim
i→∞ b−i ⋅K ′ = b−,
there is an integer N ′ > 0 such that(a−, a−1b−i ⋅K ′, b−i ⋅K ′, ab−i ⋅K ′, a+, b+)
is positive for all i ≥ N ′. Let k ∶= max{N,N ′}, and set K ∶= b−k ⋅K ′.
Proof of (2). Since (a−, b−, a+, a ⋅ b−, b+, a−1 ⋅ b−) is positive and lim
i→∞ b−i ⋅K ′ = b−,
there is an integer N ′ > 0 such that(a−, b−i ⋅K ′, a+, ab−i ⋅K ′, b+, a−1b−i ⋅K ′)
is positive for all i ≥ N ′. Let k ∶= max{N,N ′}, and set K ∶= b−k ⋅K ′.
58
The next lemma deduces the conclusions of Theorem 6.5 from the conclusions of
Lemma 6.15.
Lemma 6.16. Let b ∈ PGL(V ) be positive loxodromic and a ∈ PGL(V ) be loxodromic.
1. Suppose that there are flags F ′′,H ′′ ∈ PGL(V ) such that
(i) (a−, a−1 ⋅ F ′′, F ′′, a ⋅ F ′′, a+, b+) is positive,
(ii) (a−, b−, b−1 ⋅ F ′′, F ′′, b ⋅ F ′′, b+) is positive,
(iii) (a+, a ⋅H ′′,H ′′, a−1 ⋅H ′′, a−, b−) is positive, and
(iv) (a+, b+, b ⋅H ′′,H ′′, b−1 ⋅H ′′, b−) is positive.
Then {a, b} is admissible.
2. Suppose that there are flags F ′′,H ′′ ∈ PGL(V ) such that
(I) (a−, a−1 ⋅H ′′, F ′′, a ⋅H ′′, a+, b+) is positive,
(II) (a−, b−, b−1 ⋅ F ′′, F ′′, b ⋅ F ′′, b+) is positive,
(III) (a+, a ⋅ F ′′,H ′′, a−1 ⋅ F ′′, a−, b−) is positive, and
(IV) (a+, b+, b ⋅H ′′,H ′′, b−1 ⋅H ′′, b−) is positive.
Then {a, b} is admissible.
Proof. We only give the proof of (1); the proof of (2) is very similar.
Proof of (1). Note that (i) and (ii) imply that (a−, b−, F ′′, a+, b+) is positive, and
(iii) and (iv) imply that (a+, b+,H ′′, a−, b−) is positive. Thus,(b−, F ′′, a+, b+,H ′′, a−)
is positive. As such, there are sequences (Fi)∞i=1, (F ′i )∞i=1, (Hi)∞i=1, and (H ′i)∞i=1 in F(V )
such that lim
i→∞F ′i = F ′′ = limi→∞Fi, limi→∞H ′i =H ′′ = limi→∞Hi, and(b−, F ′1, F ′2, . . . , F ′i , F ′′, Fi, . . . , F2, F1, a+, b+,H1,H2, . . . ,Hi,H ′′,H ′i , . . . ,H ′2,H ′1, a−)
is positive for all integers i > 0, .
Since positivity is an open condition, by (i)–(iv), there is some integer N > 0 such
that for all integers i ≥ N
(i’) (a−, a−1 ⋅ F ′i , F ′i , Fi, a ⋅ Fi, a+, b+) is positive,
(ii’) (a−, b−, b−1 ⋅ F ′i , F ′i , Fi, b ⋅ Fi, b+) is positive,
(iii’) (a+, a ⋅Hi,Hi,H ′i , a−1 ⋅H ′i , a−, b−) is positive,
(iv’) (a+, b+, b ⋅Hi,Hi,H ′i , b−1 ⋅H ′i , b−) is positive.
Since (b−, F ′i , Fi, a+, b+,Hi,H ′i , a−) is positive for all integers i > 0, (i’)–(iv’) imply
that the tuples
(F ′i , Fi, a ⋅ Fi, a+, a ⋅Hi,Hi,H ′i , a−), (b−, F ′i , Fi, b ⋅ Fi, b+, b ⋅Hi,Hi,H ′i)(b−, b−1 ⋅ F ′i , F ′i , Fi, b+,Hi,H ′i , b−1 ⋅H ′i), (a−1 ⋅ F ′i , F ′i , Fi, a+,Hi,H ′i , a−1 ⋅H ′i , a−)
are all positive for all integers i ≥ N . Set F ∶= FN , H ∶= HN , F ′ ∶= F ′N , and H ′ ∶= H ′N .
It follows that {a, b} is 1-admissible for (F ′, F,H,H ′).
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Proof of Theorem 6.5. We prove the two cases of this theorem separately.
Case 1: (b−, a ⋅ b−, a+, a ⋅ b+, b+, a−) is positive. This implies that(a−1 ⋅ b−, b−, a ⋅ b−, a+, a ⋅ b+, b+, a−1 ⋅ b+, a−),
and hence (a−1 ⋅ b−, b−, a ⋅ b−, a+, b+, a−), is positive. Then Lemma 6.15(1) implies that
there is a flag F ′′ ∈ F(V ) such that (i) and (ii) in the statement of Lemma 6.16(1)
hold. Also, since (b−, a+, a ⋅b+, b+, a−1 ⋅b+, a−) is positive, Lemma 6.15(1) applied to a−1
and b−1 (in place of a and b), ensures that there is a flag H ′′ ∈ F(V ) such that (iii) and
(iv) in the statement of Lemma 6.16(1) holds. By Lemma 6.16(1), {a, b} is admissible.
Finally, note that (b−, a−1 ⋅ b−, a−, a−1 ⋅ b+, b+, a+) is also positive, so the same argument
as above, with a−1 in place of a, implies that {a−1, b} is also admissible.
Case 2: (b−, a ⋅ b+, a+, a ⋅ b−, b+, a−) is positive. This implies that(a−1 ⋅ b+, b−, a ⋅ b+, a+, a ⋅ b−, b+, a−1 ⋅ b−, a−),
and hence (b−, a+, a ⋅ b−, b+, a−1 ⋅ b−, a−) is positive. Then Lemma 6.15(2) implies that
for any neighborhood U ⊂ F(V ) of b−, there is a flag F ′′ ∈ U such that(a−, F ′′, a+, a ⋅ F ′′, b+, a−1 ⋅ F ′′) (6.17)
and (a−, b−, b−1 ⋅ F ′′, F ′′, b ⋅ F ′′, b+) (6.18)
are positive. Also, since (a−1 ⋅b+, b−, a ⋅b+, a+, b+, a−) is positive, Lemma 6.15(2) applied
to a−1 and b−1 (in place of a and b), implies that for any neighborhood V ⊂ F(V ) of
b+, there is a flag H ′′ ∈V such that(a+,H ′′, a−, a−1 ⋅H ′′, b−, a ⋅H ′′) (6.19)
and (a+, b+, b ⋅H ′′,H ′′, b−1 ⋅H ′′, b−) (6.20)
are positive.
It follows from the positivity of (6.17) and (6.18) that (a−, b−, F ′′, a+, b+) is positive.
Similarly, the positivity of (6.19) and (6.20) imply that (a+, b+,H ′′, a−, b−) is positive.
Together, these imply that (b−, F ′′, a+, b+,H ′′, a−) is positive. Hence, by choosing U
and V to be sufficiently small, the positivity of (6.17) and (6.19) imply that (I) and
(III) in the statement of Lemma 6.16(2) holds. Since the positivity of (6.18) and
(6.20) are exactly (II) and (IV) in the statement of Lemma 6.16(2), Lemma 6.16(2)
implies that {a, b} is admissible. Finally, because (a−1 ⋅ b+, b−, a+, b+, a−1 ⋅ b−, a−) is also
positive, by the same argument as above, with a−1 in place of a, proves that {a−1, b}
is admissible.
The second statement follows from the first and Proposition 6.3.
6.4 Consequences of Theorem 6.5
As a first consequence of Theorem 6.5, we prove the following corollary.
Corollary 6.21. Let a ∈ PGL(V ) be positive loxodromic, let {γ1, γ2} be a generating
pair for F2, and let ϕ ∶ F2 → PGL(V ) be the elementary representation given by
ϕ(γ1) = a and ϕ(γ2) = id. Then ϕ is the limit of a sequence of primitive stable
representations in Hom(F2,PGL(V )).
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Proof. By Lemma 6.14(1), there are flags K,K ′ ∈ F(V ) such that
(a−,K, a ⋅K,a+, a ⋅K ′,K ′)
is positive. For all t > 0, let bt ∈ PGL(V ) be a positive loxodromic element such that(bt)+ =K and (bt)− =K ′, and has the property that
λi
λi+1 (bt) = et
for all i = 1, . . . , n − 1. Here, recall that λiλi+1 (bt) ∶= λi(b¯t)λi+1(b¯t) , where b¯t ∈ GL(V ) is some
(equiv. any) representative of bt, and λ1(b¯t) > ⋅ ⋅ ⋅ > λn(b¯t) are the eigenvalues of b¯t.
Let ρt ∶ F2 → PGL(V ) be the representation such that ρt(γ1) = a and ρt(γ2) = bt. By
Theorem 6.5, ρt is primitive stable for all t > 0, and it is clear that lim
t→0 ρt = ϕ.
Recall that ι ∶ PGL2(R) → PGL(V ) is the irreducible representation. We now
describe, for every primitive stable j ∶ F2 → PGL2(R), an explicit open neighborhoodU ⊂ Hom(F2,PGL(V )) containing ι○j, such that every representation in U is primitive
stable. If j ∶ F2 → PGL2(R) is primitive stable, then Theorem 6.8 implies that j satisfies
one of the following:
1. There is some identification F2 ≃ pi1(Σ1,1) such that j ∶ pi1(Σ1,1) → PGL2(R) is
the holonomy of a hyperbolic structure on Σ1,1 with possibly a cone point at the
hole.
2. There is some identification F2 ≃ pi1(C1,1) such that j ∶ pi1(C1,1) → PGL2(R) is
the holonomy of a hyperbolic structure on C1,1 with possibly a cone point at the
hole.
3. There is some identification F2 ≃ pi1(C0,2) such that j ∶ pi1(C0,2) → PGL2(R) is
the holonomy of a convex cocompact hyperbolic structure on C0,2.
4. There is some identification F2 ≃ pi1(Σ0,3) such that j ∶ pi1(Σ0,3) → PGL2(R) is
the holonomy of a convex cocompact hyperbolic structure on Σ0,3.
If (3) holds, we can simply set U ⊂ Hom(F2,PGL(V )) to be the set of positive
representations from F2 ≃ pi1(C0,2) to PGL(V ). It follows from Bonahon-Dreyer
[BD14, Theorem 17] that U is open and can be explicitly parameterized (this re-
sult is stated for closed surfaces, but also works for compact surfaces with holes, as
long as the peripheral holonomy is positive loxodromic). Also, by Labourie-McShane
[LM09, Appendix B] and every representation ρ ∈ U can be doubled to a Hitchin rep-
resentation on a closed surface, which is Anosov by Labourie [Lab06, Theorem 6.1].
This implies that ρ is Anosov, and hence primitive stable. We now need only to show
that ι ○ j ∈ U . Since j ∶ pi1(C0,2) → PGL2(R) is convex cocompact, it is positive with
loxodromic peripheral holonomy. Hence, by Proposition 3.4, ι ○ j is positive, and one
can verify from the definition of ι that ι ○ j also has loxodromic peripheral holonomy.
This implies that ι ○ j ∈ U . The same happens when (4) holds.
On the other hand, if (1) or (2) holds, we can use Theorem 6.5 to describe U .
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Corollary 6.22. 1. Let j ∶ F2 ≃ pi1(Σ1,1) → PGL2(R) be the holonomy of a hyper-
bolic structure on Σ1,1, with possibly a cone point at the hole. Let {γ1, γ2} be any
pair of generators of F2, and let
U ∶= {ρ ∈ Hom(F2,PGL(V )) ∶ a ∶= ρ(γ1), b ∶= ρ(γ2) are positive loxodromic,and (b−, a ⋅ b−, a+, a ⋅ b+, b+, a−) is positive } .
Then U ⊂ Hom(F2,PGL(V )) is open and ι ○ j ∈ U .
2. Let j ∶ F2 ≃ pi1(C1,1) → PGL2(R) be the holonomy of a hyperbolic structure
on C1,1, with possibly a cone point at the hole. Let γ1, γ3 ∈ F2 be as given by
Observation 6.7(2), and let
U ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩ρ ∈ Hom(F2,PGL(V )) ∶
a ∶= ρ(γ1) is loxodromic, b ∶= ρ(γ3)
is positive loxodromic, and(b−, a ⋅ b+, a+, a ⋅ b−, b+, a−) is positive
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Then U ⊂ Hom(F2,PGL(V )) is open and ι ○ j ∈ U .
Proof. Proof of (1). The fact that U is open is clear, and Theorem 6.5 implies that
every representation in U is primitive stable. Also, it follows easily from Observation
6.7(1) that ι ○ j ∈ U .
Proof of (2). Replace Observation 6.7(1) in the proof of (1) by Observation 6.7(2).
6.5 Proof of Theorem 6.6
Next, we prove Theorem 6.6. Observe that given the proof of Theorem 6.5, it is
sufficient to prove the following lemma, which is a strengthening of Lemma 6.15(1) in
the case when n = 3.
Lemma 6.23. Suppose that n = 3. Let a, b ∈ PGL(V ) be positive loxodromic elements
such that (b−, a+, b+, a−) is positive. Then there is a flag K ∈ F(V ) such that the tuples(a−, a−1 ⋅K,K,a ⋅K,a+, b+) and (a−, b−, b−1 ⋅K,K, b ⋅K,b+) are positive.
Indeed, if we prove Lemma 6.23, then the same proof used to prove Theorem 6.5,
but with Lemma 6.23 used in place of Lemma 6.15(1), will also prove Theorem 6.6.
The following is the key geometric lemma needed to prove Lemma 6.23. Suppose
that n ∶= dim(V ) = 3. Let g ∈ PGL(V ) be positive loxodromic. For any point p ∈ P(V )
such that p ∉ g(i)+ + g(2−i)− for i = 0,1,2, the g-invariant osculating flag map through p is
the map
ξg,p ∶ R→ F(V )
defined by ξ
(1)
g,p (t) ∶= gt ⋅ p and ξ(2)g,p (t) ∶= lim(s,s′)→(t,t) ξ(1)g,p (s) + ξ(1)g,p (s′), where the limit is
taken over all distinct pairs of real numbers (s, s′). By an explicit computation, one
can verify that ξ
(1)
g,p is differentiable map, so ξ
(2)
g,p is well-defined.
Lemma 6.24. Suppose that n = 3. Let g ∈ PGL(V ) be positive loxodromic.
1. If p ∉ g(i)+ + g(2−i)− for i = 0,1,2, then the quadruple (g−, ξg,p(s), ξg,p(t), g+) is
positive for all s < t.
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2. Let L be a projective line through g
(1)+ that intersects the interior of a simplex
τ associated to {g+, g−}. Then there is a sequence (pi)∞i=1 in τ and a sequence(ti)∞i=1 ∈ R such that the sequence (ξg,pi(ti))∞i=1 in F(V ) converges to the flag F
defined by F (1) = g(1)+ and F (2) = L.
3. Let q ∈ P(V ) be a point in g(2)+ that lies in the boundary of a simplex τ associated
to {g+, g−}, but is not a vertex of τ . Then there is a sequence (pi)∞i=1 in τ and
a sequence (ti)∞i=1 ∈ R such that the sequence (ξg,pi(ti))∞i=1 in F(V ) converges to
the flag G defined by G(1) = q and G(2) = g(2)+ .
Proof. Proof of (1). Choose a basis (e1, e2, e3) of V such that ei ∈ g(i)+ ∩ g(4−i)− for
i = 1,2,3, and let p = ⎡⎢⎢⎢⎢⎢⎣
1
1
1
⎤⎥⎥⎥⎥⎥⎦ ∈ P(V ) (when written as a column vector in this basis). One
can compute that
ξ(1)g,p (t) = ⎡⎢⎢⎢⎢⎢⎣
λ1
λ3
(gt)
λ2
λ3
(gt)
1
⎤⎥⎥⎥⎥⎥⎦ and ξ(2)g,p (t) =
⎡⎢⎢⎢⎢⎣1 ∶ −
log λ1λ3 (g)
log λ2λ3 (g) λ1λ2 (gt) ∶
log λ1λ2 (g)
log λ2λ3 (g) λ1λ3 (gt)
⎤⎥⎥⎥⎥⎦ .
With this, the first statement follows from an easy computation (using Theorem 3.10).
Proof of (2). The assumptions on L implies that L is neither of the projective lines
ξ(2)(g+) and ξ(1)(g+) + ξ(1)(g−). Thus, we may choose a basis (e1, e2, e3) of V such
that ei ∈ g(i)+ ∩ g(4−i)− for i = 1,2,3, and L = [0 ∶ −1 ∶ 1] ∈ P(V ∗). By replacing e1 with−e1 if necessary, we may assume that
τ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
x
y
1
⎤⎥⎥⎥⎥⎥⎦ ∶ x, y > 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Let pi ∶= ⎡⎢⎢⎢⎢⎢⎣
1
1
i
1
⎤⎥⎥⎥⎥⎥⎦ ∈ P(V ) for any integer i > 0, and observe that
ξ(1)g,pi(t) = ⎡⎢⎢⎢⎢⎢⎣
λ1
λ3
(gt)
1
i
λ2
λ3
(gt)
1
⎤⎥⎥⎥⎥⎥⎦ and ξ(2)g,pi(t) =
⎡⎢⎢⎢⎢⎣1 ∶ −i
log λ1λ3 (g)
log λ2λ3 (g) λ1λ2 (gt) ∶
log λ1λ2 (g)
log λ2λ3 (g) λ1λ3 (gt)
⎤⎥⎥⎥⎥⎦ .
Thus, if we let ti ∶= 1
log
λ2
λ3
(g) log(i log λ1λ3 (g)log λ1
λ2
(g)) for all integers i > 0, then
lim
i→∞ ξ(1)g,pi(ti) = limi→∞
⎡⎢⎢⎢⎢⎢⎣
λ1
λ2
(gti)
1
i
λ3
λ2
(gti)
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎦ .
because lim
i→∞ ti =∞. Also, by a straightforward computation,
−i log λ1λ3 (g)
log
λ2
λ3
(g) λ1λ2 (gti)
log
λ1
λ2
(g)
log
λ2
λ3
(g) λ1λ3 (gti)
= −1,
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and
lim
i→∞
log λ1λ2 (g)
log λ2λ3 (g) λ1λ3 (gti) =∞
because lim
i→∞ ti =∞. Thus, limi→∞ ξ(2)g,pi(ti) = L.
Proof of (3). The assumptions on q implies that q is neither of the points ξ(1)(g+)
and ξ(2)(g+) ∩ ξ(2)(g−). Thus, we may choose a basis (e1, e2, e3) of V such that ei ∈
g
(i)+ ∩g(4−i)− for i = 1,2,3, and q = ⎡⎢⎢⎢⎢⎢⎣
1
1
0
⎤⎥⎥⎥⎥⎥⎦ ∈ P(V ). By replacing e3 with −e3 if necessary, we
may assume that
τ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
x
y
1
⎤⎥⎥⎥⎥⎥⎦ ∶ x, y > 0
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Let pi ∶= ⎡⎢⎢⎢⎢⎢⎣
1
i
1
⎤⎥⎥⎥⎥⎥⎦ ∈ P(V ) for any integer i > 0. Then observe that
ξ(1)g,pi(t) = ⎡⎢⎢⎢⎢⎢⎣
λ1
λ3
(gt)
iλ2λ3 (gt)
1
⎤⎥⎥⎥⎥⎥⎦ and ξ(2)g,pi(t) =
⎡⎢⎢⎢⎢⎣1 ∶ −1i
log λ1λ3 (g)
log λ2λ3 (g) λ1λ2 (gt) ∶
log λ1λ2 (g)
log λ2λ3 (g) λ1λ3 (gt)
⎤⎥⎥⎥⎥⎦ .
Thus, if we let ti ∶= log i
log
λ1
λ2
(g) for all integers i > 0, then one computes that
λ1
λ3
(gti)
iλ2λ3 (gti) = 1.
Since lim
i→∞ log λ1λ3 (gti) =∞, this implies that limi→∞ ξ(1)g,pi(ti) = q. At the same time,
lim
i→∞
−1i log λ1λ3 (g)log λ2
λ3
(g) λ1λ2 (gti)
log
λ1
λ2
(g)
log
λ2
λ3
(g) λ1λ3 (gti)
= − log λ1λ3 (g)
log λ1λ2 (g) limi→∞ 1i λ3λ2 (gti) = 0
and
lim
i→∞
log λ1λ2 (g)
log λ2λ3 (g) λ1λ3 (gti) =∞,
so lim
i→∞ ξ(2)g,pi(ti) = [0 ∶ 0 ∶ 1] = g(2)+ .
Using this, we prove Lemma 6.23.
Proof of Lemma 6.23. To simplify notation, we will denote the point a
(1)+ ∈ P(V ) sim-
ply by x. The proof proceeds in three different cases.
Case 0: The image of ξ
(1)
b,x is tangent to a
(2)+ . In this case, ξb,x(0) = a+, and
there is some t > 0 such that ξb,x(−t) = b−1 ⋅a+ and ξb,x(t) = b ⋅a+, see Figure 9(i). Thus,
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Lemma 6.24(1) implies that (b−, b−1 ⋅ a+, a+, b ⋅ a+, b+, a−) is positive. Also, Lemma
6.14(1) implies that there is a flag K ′ ∈ F(V ) such that (a−, a−1 ⋅K ′,K ′, a ⋅K ′, a+, b+)
is positive. Thus,
(a−, a−1 ⋅ (ai ⋅K ′), (ai ⋅K ′), a ⋅ (ai ⋅K ′), a+, b+)
is positive for all integers i. Since positivity of a tuple of flags is an open condition
and lim
i→∞ai ⋅K ′ = a+,
(b−, b−1 ⋅ (ai ⋅K ′), ai ⋅K ′, b ⋅ (ai ⋅K ′), b+, a−)
is also positive for sufficiently large integers i. Set K ∶= ai ⋅K ′.
b− b+
a+
b− b+
a+ ξ(2)b,x(0)
b− b+
a+
q
(i) (ii) (iii)
Figure 9: Proof of Lemma 6.23.
Case 1: The image of ξ
(1)
b,x intersects a
(2)+ at some t > 0. Let τ be the simplex
associated to {a+, a−} that contains b(1)− . Since ξ(1)b,x intersects a(2)+ at some t > 0,
observe that the line ξ
(2)
b,x (0) passes through the interior of τ , , see Figure 9(ii). Thus,
Lemma 6.24(2) implies that there is a sequence (pi)∞i=1 in τ and a sequence (ti)∞i=1 ∈ R
such that
lim
i→∞ ξa,pi(ti) = ξb,x(0).
By Lemma 6.24(1), (b−, b−1 ⋅ ξb,x(0), ξb,x(0), b ⋅ ξb,x(0), b+, a−) is positive, so
(b−, b−1 ⋅ ξa,pi(ti), ξa,pi(ti), b ⋅ ξa,pi(ti), b+, a−)
is positive for sufficiently large integers i. Also, Lemma 6.24(1) implies that
(a−, a−1 ⋅ ξa,pi(ti), ξa,pi(ti), a ⋅ ξa,pi(ti), a+, b−)
is positive. Set K ∶= ξa,pi(ti).
Case 2: The image of ξ
(1)
b,x intersects a
(2)+ at some t < 0. Let τ be the simplex
associated to {a+, a−} that contains b−. Since the image of ξ(1)b,x intersects a(2)+ at some
t < 0, observe that there is some point q in the interior of τ ∩ a(2)+ such that the image
of ξ
(1)
b,q (0) = q and ξ(2)b,q (0) = a(2)+ at q, see Figure 9(iii). Thus, Lemma 6.24(3) implies
that there is a sequence (pi)∞i=1 in τ and a sequence (ti)∞i=1 ∈ R such that
lim
i→∞ ξa,pi(ti) = ξb,q(0).
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By Lemma 6.24(1), (b−, b−1 ⋅ ξb,q(0), ξb,q(0), b ⋅ ξb,q(0), b+, a−) is positive, so
(b−, b−1 ⋅ ξa,pi(ti), ξa,pi(ti), b ⋅ ξa,pi(ti), b+, a−)
is positive for sufficiently large integers i. Also, Lemma 6.24(1) implies that
(a−, a−1 ⋅ ξa,pi(ti), ξa,pi(ti), a ⋅ ξa,pi(ti), a+, b−)
is positive. Set K ∶= ξa,pi(ti).
6.6 Explicit examples of primitive stable representations
In this section, we use weak positivity to construct several explicit examples of primitive
stable representations.
6.6.1 Non-positive examples in all dimensions.
As our first example, we construct a non-positive, primitive stable representation from
F2 to PGL(V ) whose image does not lie in ι(PGL2(R)) for any irreducible represen-
tation ι ∶ PGL2(R)→ PGL(V ).
Let Un be the n × n upper triangular matrix whose entries are given by
(Un)i,j ∶= { 0 if i > j;(j−1
i−1) if i ≤ j, (6.25)
and let Wn be the n × n upper triangular matrix whose entries are given by
(Wn)i,j ∶= { 0 if i > j;(−1)j+i(j−1i−1) if i ≤ j. (6.26)
The matrix Un is usually called the n-th upper triangular Pascal matrix.
Choose a basis (e1, . . . , en) of V . For all t > 1, let at ∈ PGL(V ) be represented
by a diagonal matrix whose diagonal entries are 2
n−1
2 ,2
n−3
2 , . . . ,2
3−n
2 , 2
3−n
2
t down the
diagonal. Then let b ∈ PGL(V ) be the positive loxodromic element given by the
following conditions:
• The eigenvalues of b (up to scaling by a non-zero number) are 2
n−1
2 , 2
n−3
2 , . . . ,
2
3−n
2 , 2
1−n
2 .
• For all i = 1, . . . , n − 1, b(i)+ is spanned by the last i columns of Un.
• For all i = 1, . . . , n − 1, b(i)− is spanned by the last i columns of Wn.
Let R ∶= {γ1, γ2} be a generating pair for F2, and let ρt ∶ F2 → PGL(V ) be the
representation defined by ρt(γ1) ∶= at and ρt(γ2) ∶= b.
Proposition 6.27. 1. For all t > 1, ρt is primitive stable.
2. For all 1 < t < 32 , the triple (b+, at ⋅b+, (at)+) is not positive. In particular, for any
identification pi1(Σ) ≃ F2, ρt ∶ pi1(Σ)→ PGL(V ) is not a positive representation.
3. If t ≠ 2, then ρt(F2) does not lie in ι(PGL2(R)) for any irreducible representation
ι ∶ PGL2(R)→ PGL(V ).
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Proof. Proof of (1). Recall that in Section 3.1, we defined, using the basis (e1, . . . , en),
a linear representation i = i(e1,...,en) ∶ GL2(R) → GL(V ). This projectivizes to an
irreducible representation ι ∶ PGL2(R) → PGL(V ). Let ν ∶ P(R2) → P(V ) be the map
given by
ν ∶ [1
0
]↦ (at)+,
ν ∶ [x
1
]↦ ι([1 x
0 1
]) ⋅ (at)−.
As observed in Example 3.9, ν is ι-equivariant and positive.
Let b′ ∈ PGL(R2) be the element whose eigenvalues are √2 and 1√
2
, and whose
attracting and repelling fixed points in P(R2) are [1
1
] and [−1
1
] respectively. Then b′
preserves both cyclic orderings on P(R2), so
([−1
1
] , [1
0
] , b′ ⋅ [1
0
] , [1
1
] , b′ ⋅ [0
1
] , [0
1
])
is positive. It is straightforward to check that
ν ([−1
1
]) = b−, ν ([11]) = b+, ν ([10]) = (at)+, and ν ([11]) = (at)−.
Furthermore, ι(b′) = b. Thus, the fact that ν is positive and ι-equivariant then implies
that (b−, (at)+, b ⋅ (at)+, b+, b ⋅ (at)−, (at)−) is positive. The fact that ρt is primitive
stable now follows from Theorem 6.5.
Proof of (2). A straightforward computation (in the basis (e1, . . . , en)) yields
T(1,1,n−2)(b+, at ⋅ b+, (at)+) = 1
2t − 3 .
Thus, T(1,1,n−2)(b+, at ⋅ b+, (at)+) < 0 for all 1 < t < 32 , so Theorem 3.10 implies that(b+, at ⋅ b+, (at)+) is not a positive triple of flags. This implies that ρt is not a positive
representation for any identification pi1(S) ≃ F2.
Proof of (3). From the definition of ι (see Section 3.1), one sees that if g ∈
ι(PGL2(R)), then λkλk+1 (g) = λjλj+1 (g) for all k, j = 1, . . . , n − 1. But the eigenvalues
of at do not satisfy this condition unless t = 2.
6.6.2 Examples that converge to the trivial representation.
Next, we construct a family ρt ∶ F2 → PGL(V ) of non-positive, primitive stable repre-
sentations that converges to the trivial representation, and whose images do not lie in
ι(PGL2(R)) for any irreducible representation ι ∶ PGL2(R)→ PGL(V ).
Choose a basis (e1, . . . , en) of V . For all t > 0, let at ∈ PGL(V ) be represented by
a diagonal matrix whose diagonal entries are 2
t(n−1)
2 ,2
t(n−3)
2 , . . . ,2
t(3−n)
2 ,2t(1−n) down
the diagonal. Then let bt ∈ PGL(V ) be the positive loxodromic element given by the
following conditions:
• The eigenvalues of bt (up to scaling by a non-zero number) are 2
t(n−1)
2 , 2
t(n−3)
2 ,
. . . , 2
t(3−n)
2 , 2
t(1−n)
2 .
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• For all i = 1, . . . , n − 1, (bt)(i)+ is spanned by the last i columns of Un.
• For all i = 1, . . . , n − 1, (bt)(i)− is spanned by the last i columns of Wn.
Here, Un and Wn are the n×n matrices given by (6.25) and (6.26) respectively. Let R ∶={γ1, γ2} be a generating pair for F2, and let ρt ∶ F2 → PGL(V ) be the representation
defined by ρt(γ1) ∶= at and ρt(γ2) ∶= bt.
Proposition 6.28. 1. For all t > 0, ρt is primitive stable.
2. For all s, t > 0 and both j = 1,2, ρt(γj)± = ρs(γj)±.
3. The family ρt converges to the trivial representation as t→ 0.
4. For all t > 0, ρt does not lie in ι(PGL2(R)) for any irreducible representation
ι ∶ PGL2(R)→ PGL(V ).
Proof. The same arguments used to prove (1) and (3) of Proposition 6.27 also prove
(1) and (4) respectively. (2) and (3) are obvious from the definition of ρt.
6.6.3 Non-discrete and non-faithful examples when n=3
Choose a basis (e1, e2, e3) of V to identify V ≃ R3. For any real number t, let a, bt ∈
PGL3(R) be projective transformations given by
a ∶= ⎡⎢⎢⎢⎢⎢⎣
1/2 0 0
0 1 0
0 0 2
⎤⎥⎥⎥⎥⎥⎦ , bt ∶=
⎡⎢⎢⎢⎢⎢⎣
2t + 5 −4t + 2 2t − 3−2t + 1 4t + 2 −2t + 1
2t − 3 −4t + 2 2t + 5
⎤⎥⎥⎥⎥⎥⎦ .
Let R ∶= {γ1, γ2} be a pair of generators of F2, and let R′ ∶= {γ−11 , γ2}. Also, let
ρt ∶ F2 → PGL(R3) be the representation defined by ρt(γ1) = a and ρt(γ2) = bt.
Proposition 6.29. 1. If t > 1, then ρt is (R,R′)-weakly positive.
2. If t < 352 and cos−1 (−35+306t−32t2256t ) ∈ Q ⋅ pi, then ρt is non-faithful,
3. If t < 352 and cos−1 (−35+306t−32t2256t ) ∉ Q ⋅ pi, then ρt is non-discrete,
4. If t ≠ 2, then ρt(F2) does not lie in a conjugate of PO(2,1).
Proof. Proof of (1). Let λ1(a) ≥ λ2(a) ≥ λ3(a) (resp. λ1(bt) ≥ λ2(bt) ≥ λ3(bt)) denote
the eigenvalues of a (resp. bt). It is easy to calculate that λ1(a) = 2, λ2(a) = 1,
λ3(a) = 12 , and λ1(bt) = t, λ2(bt) = 1, λ3(bt) = 12 . It follows that a is loxodromic, and bt
is positive loxodromic when t > 1. Also, one can calculate that
• a(1)+ = ⎡⎢⎢⎢⎢⎢⎣
0
0
1
⎤⎥⎥⎥⎥⎥⎦, a
(2)+ = [1 ∶ 0 ∶ 0],
• a(1)− = ⎡⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎦, a
(2)− = [0 ∶ 0 ∶ 1],
and that when t > 1,
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• (bt)(1)+ = ⎡⎢⎢⎢⎢⎢⎣
1−1
1
⎤⎥⎥⎥⎥⎥⎦, (bt)
(2)+ = [1 ∶ 2 ∶ 1],
• (bt)(1)− = ⎡⎢⎢⎢⎢⎢⎣
1
1
1
⎤⎥⎥⎥⎥⎥⎦, (bt)
(2)− = [1 ∶ −2 ∶ 1],
From this, it is a straightforward calculation (using Theorem 3.10) to verify that
when t > 1, ((bt)−, a+, (bt)+, a−) is positive. Thus, Theorem 6.5 implies that ρt is
primitive stable.
Proof of (2) and (3). Consider the commutator [a, bt] ∶= abta−1b−1t of a and bt. An
explicit computation gives that the characteristic polynomial Pt(x) of [a, bt] is
Pt(x) = (1 − x)(x2 + 35 − 306t + 32t2
128t
x + 1) =∶ (1 − x)Qt(x)
The discriminant of the polynomial Qt(x) is
1225 − 21420t + 30340t2 − 19584t3 + 1024t4
16384t2
,
which is negative if and only if 116 < t < 352 . Thus, when 1 < t < 352 , the commutator[a, bt] is conjugate to the projective matrix⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 cos θ − sin θ
0 sin θ cos θ
⎤⎥⎥⎥⎥⎥⎦ , where θ ∶= cos−1 (
−35 + 306t − 32t2
256t
) .
Obviously, if θ is rational, then ρt is a non-faithful representation, and if θ is irrational,
then ρt is a non-discrete representation.
Proof of (3). Every loxodromic element g ∈ PO(2,1) has the property that λ1(g) =
1
λ3(g) . Since bt does not have this property when t ≠ 2, (3) follows.
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