Abstract-This correspondence proposes a new algorithm for the OFDM joint data detection and phase noise (PHN) cancellation for constant modulus modulations. We highlight that it is important to address the overfitting problem since this is a major detrimental factor impairing the joint detection process. In order to attack the overfitting problem we propose an iterative approach based on minimum mean square prediction error (MMSPE) subject to the constraint that the estimated data symbols have constant power. The proposed constrained MMSPE algorithm (C-MMSPE) significantly improves the performance of existing approaches with little extra complexity being imposed. Simulation results are also given to verify the proposed algorithm.
I. INTRODUCTION
The phase noise (PHN) in an orthogonal-frequency-division multiplexing (OFDM) system arises from the imperfections at the receiver's oscillator, damaging the orthogonality among subcarriers [1] , [2] . A typical PHN consists of two parts: the common PHN and the random PHN [3] . Most existing PHN cancellation algorithms (e.g., [3] and [4] ) mainly consider the common PHN which is an averaging effect over the OFDM transmission and can be mitigated with the help of pilot symbols. The random PHN, on the other hand, is much more difficult to handle as it varies from one symbol to another even for slowly fading channels. Recently, a family of algorithms for joint data detection and PHN cancellation based on the probabilistic approach of variational inference have been proposed [5] .
In general, a joint estimation process may suffer from the "overfitting" problem so that the estimate is too close to the received samples and fits into the noise. The overfitting problem is particularly serious in the joint OFDM data detection and PHN cancellation. This is because for an OFDM symbol with N subcarriers, there are N data symbols and N PHN to be determined from 2N observations including N from the receiving data model and another N from the PHN model. On another front, the PHN must be mitigated at every symbol since it varies from one symbol to another. This describes a very special case of parameter estimation problem: unlike the classic parameter estimation whereby the estimates can be improved by increasing the number of data samples, here the number of unknown parameters (i.e., the symbols and PHN) always equals the number of the "observation" samples, making it particularly vulnerable to overfitting which thus must be carefully handled as otherwise the whole joint process may be invalidated.
We note that, although it was not explicitly identified, the algorithms described in [5] are in fact equivalent to the Bayesian regularization utilizing the Gaussian distributions as the priors, a common method to combat overfitting [6] . This, however, may not be sufficiently effective for the OFDM PHN cancellation. In our recent correspondence [7] and further in [8] , we proposed a new joint data detection and PHN cancellation algorithm based on minimum mean square prediction error (MMSPE), where the hard decision is applied to the symbol estimates at the end of each iteration. The hard decision process can effectively filter the noise out of the symbol estimates and remove the associated uncertainties due to the overfitting which would otherwise be carried forward over the iterations. However, the hard decision imposes as a nonlinear constraint on the iterative procedure which may sometimes be too strong such that some symbol estimates are forced into the wrong direction over the iterations, resulting in performance loss. As will be shown in the simulation later in this correspondence, the MMSPE algorithm has close performance to, if not worse than, those proposed in [5] when the SNR is high (in which case there is little noise to be removed and the negative effect of the hard decision becomes more dominant). This motivates us to explore new methods to combat overfitting problem.
In this correspondence, we focus on the OFDM system with constant modulus modulations such as the PSK. Embedding the deterministic a priori information from the modulation that the data symbol must have constant power into the MMSPE cost function as a constraint, we propose a constrained MMSPE (C-MMSPE) algorithm to jointly detect the data symbol and cancel the PHN. The C-MMSPE algorithm can better handle the overfitting and has significantly superior performance to both the MMSPE algorithm and the algorithms described in [5] . The idea of using constant modulus has been well understood in many communications applications such as the Godard blind equalization [9] , but this is the first time to be applied to the OFDM PHN cancellation. Although in general any prior information about the system, especially deterministic knowledge, should greatly help to improve the modelling performance, it usually leads to some complicated constrained optimization problems with large computational complexity. Luckily in the case of the OFDM PHN cancellation, we will show that the derived 1053-587X/$25.00 © 2009 IEEE C-MMSPE has negligible additional complexities involved, in comparison to the unconstrained algorithms including the MMSPE algorithm in [7] and the algorithms described in [5] . The main contribution of this correspondence, over our previous work in [7] , is the use of the constant modulus constraint to combat overfitting.
Similar to many existing approaches (e.g., in [5] ), this correspondence assumes the channel coefficients and noise variance are a priori known not only for simplicity but also to isolate the effect of the PHN cancellation. In practice, the channel estimation is necessary and actually becomes more difficult in presence of the phase noise. More discussion of joint channel estimation and phase noise cancellation can be found in literatures (e.g [10] ). Another issue raised by one of the reviewers of this correspondence is the channel coding across multiple sub-carriers which can to some extent help cope with the PHN. Discussion about the joint decoding and PHN cancellation can be found in literatures (e.g., [11] ). Finally, we assume in this correspondence that the PHN is sufficiently small as otherwise it is beyond the capability of any existing signal processing approaches to cancel. Due to the effectiveness of the hardware implementation, fortunately, the PHN is usually small in practice.
In this correspondence, we use 3 to denote the conjugate of a complex signal, H to denote conjugate transpose, and jxj = p x 3 1 x to represent the norm of a signal x.
II. SYSTEM MODEL
For an OFDM system with N subcarriers, the transmitted baseband OFDM signal can be written as
where T is the OFDM symbol period, and S k is the kth data symbol which is modulated by a constant modulus modulation such that jS k j 2 = E s for all k, and E s is the symbol power. For better exposition, we assume the OFDM cyclic prefix is longer than the channel spread so that it can be clearly removed at the receiver without causing any intersymbol interference. We also assume the channel is slow fading that the channel coefficients remain unchanged within one OFDM symbol period.
With the presence of the PHN, the received signal sequence becomes
h k S k e j2km=N + m ; m=0; 1 1 1 ; N 0 1 (2) where h k is the channel frequency response at subcarrier k, m is the complex white noise with mean zero and variance 2 , and m is the mth sample of the PHN. Since the channel coefficients are assumed to be known in this correspondence, the task is to jointly detect S m and m given r m and h m for m = 0; 1 1 1 ; N 0 1.
There are two types of PHN, namely the Wiener PHN and the Gaussian PHN ( [2] , [5] , [12] ). Both can be represented in a general form of m = K i=1 a i m0i + " m ; m= 0; ... ; N 0 1 (3) where " m is a zero mean white noise sequence with variance 2 " , K is the order size and a i is the ith regressive factor. For the Wiener PHN, we have K = 1 and a1 = 1 in (3) so that it forms a random walk process which is nonstationary. While for the Gaussian PHN, K is generally larger than one, and the polynomial D(z) = 1 0 K i=1 a i z 0i has all roots inside the unit circle, corresponding to a stationary autoregressive (AR) process. Particularly for the Gaussian PHN, the coefficients a i and the order K can either be estimated by applying the least squares (LS) and the Akaike's information criterion (AIC) on the PHN samples m [13] , or be obtained from the correlation matrix of the Gaussian PHN matrix which is assumed to be known [5] .
III. JOINT DATA DETECTION AND PHN CANCELLATION

A. Constrained Minimum Mean Square Prediction Error
From (2) (4) as r = diagfe j ; 1 1 1 ; e j g 1 P 1 diagfh0;11 1 ; hN01g 1ŝ +
where P is the IFFT matrix with P H P = I and p m;k = (1= p N)e j(2(m01)(k01))=N which is the mth row and kth column element of P, and I is an identical matrix with appropriate dimension. Similar to that in [7] , we use the Padé approximation e j 2 + j m 2 0 jm (6) to replace the term e j , so that we have 
In theory, there exist local minima for the cost function of (13) which is not convex due to the nonlinear nature of the phase noise term. When the phase noise is sufficiently small, however, (13) is locally convex and an iterative approach can be applied to search for the optimum solution. Fortunately in practice, the phase noise is usually small thanks to the effectiveness of the local oscillators, as otherwise the phase noise error is too large to be canceled by signal processing approaches.
B. Iterative Approach
The Lagrangian expression for the constrained optimization problem in (13) is formulated as:
where k is the kth Lagrange multiplier needed to be updated iteratively. Since L is quadratic with respect to s for a fixed Similarly letting (@=@ŝ)L = 0 and making use of (5) The solutions of (16), (17) , and (20) form the iterative procedure for the joint data detection and PHN cancellation. It can be seen from (19) that the Lagrange multiplier, k , can be regarded as a special parameter regularization factor to overcome the overfitting. As was stated in the Introduction, the algorithms in [5] effectively applied the parameter regularization factor to overcome the overfitting. There are however basic differences between the two approaches: First, the regularization factor for the algorithms in [5] was based on a statistical prior information that the channel noise and PHN are Gaussian, while k in the above proposed approach is derived from the constant modulus constraint which is a deterministic prior information. It is intuitive that deterministic prior information leads to better performance than the statistical one. Secondly, rather than having a single and fixed regularization factor for every symbol estimate in [5] , the proposed algorithm applies multiple and adjustable regularization factors for different symbol estimate, or equivalently, i 6 = j for i 6 = j. This makes the proposed algorithm much more effective in handling the overfitting.
As was suggested by one of the reviewers of this correspondence, the above approach can be further simplified by substituting (20) k b k which is actually an intermediate estimate of the data S k with the estimated PHN being removed. This gives an interesting insight into the proposed approach: the effect of the constant modulus constraint is equivalent to normalizing the magnitude of each estimated data to the constant modulus before they move forward to the next iteration.
C. The Algorithm
The algorithm of the C-MMSPE algorithm for the joint data detection and PHN cancellation is summarized as below, where the superscript (l) denotes the corresponding parameters at the lth iteration, 8 8 8 is
given by (11), P is the IFFT matrix, and accordingly Q and z defined in (10) and (9) are denoted as Q(ŝ (l01) ) and z(ŝ (l01) ) respectively. 
1 There exists another solution: = 0(1= p E )jh b j 0 jh j . It is obvious j j > j j. Since the Lagrange multiplier can be regarded as a parameter regularization factor which should be small in absolute value, is discarded. 
End
In the C-MMSPE algorithm, the symbol estimateŝ (0) is initialized as the output of the traditional OFDM detector with the PNH being ignored. This makes the iterative procedure begin at a fair good level so that the convergence can be reached. For a better initialization, a hard decision procedure can also be applied toŝ (0) to remove the noise from the initial stage. We particularly point out that, however, the hard decision has not been applied within the iterations in C-MMSPE as otherwise the C-MMSPE and the MMSPE algorithms [7] have close performance. This is because once the hard decision is applied, the constraint of the constant modulus is automatically satisfied, but not vice versa. Thus, the hard decision is a stronger constraint than the constant modulus and will override the latter.
Comparing the C-MMSPE and MMSPE algorithms shows that they have almost identity computational complexity, except that the C-MMSPE algorithm needs to normalize the data estimate which only requires a group of simple scalar calculations (24). Similar to that in [7] , fast algorithm based on Givens rotation can be applied to calculate the matrix inversion in (22), the main complexity of the iterative approach. It has been shown in [7] that the Givens Rotation based fast algorithm not only is more robust but also has less complexity than the conjugate gradient (CG) method used in [5] .
IV. NUMERICAL SIMULATION
In this section, we compare the proposed C-MMSPE algorithm with the MMSPE algorithm ( [7] ) and the ICM algorithm described in [5] . Since the comparison based on the Wiener PHN and Gaussian PHN shows similar results, only the results for the Wiener PHN are reported here due to the space constraint of this correspondence. The parameters of the simulation system are set as follows:
1) an OFDM symbol size of 64 subcarriers with each subcarrier modulated by 16-PSK; 2) a Rayleigh mutlipath fading channel with a delay of 10 taps and an exponentially decreasing power delay profile having a decay constant of 3 tap; 3) the Wiener PHN generated by the random walk described in (3) with the standard deviation of " m being at " = 0:75 . 4) four iterations applied for all of the iterative algorithms including the C-MMSPE, MMSPE and the ICM algorithms. Fig. 1 compares the BER performance for different approaches, where the hard decision is applied on the symbol estimate at the initial stage for all of the three algorithms. For better comparison, the BER curves for the classic OFDM detector with the PHN being ignored and the detector with perfect PHN cancellation are also plotted. It is shown that the MMSPE algorithm has better performance than the ICM algorithm when the SNR is smaller than 32 dB, but performs slightly worse than the latter when the SNR is higher than 32 dB. This observation well matches our previous statement that the hard-decision is sometimes too strong a constraint that "drags" the iteration into the wrong directions especially when the SNR is very high. Among all of the approaches, the C-MMSPE algorithm has obviously the best performance such that it has similar performance to the MMSPE algorithm when the SNR is low (e.g., SNR <24 dB), but has significantly better performance than the other two when the SNR is high (e.g., SNR >24 dB). We highlighted before that, in the proposed C-MMSPE approach, the hard decision is only applied at the initialization stage but not within the iterations, because the hard decision as a stronger constraint will override the constant modulus constraint. The numerical simulation does verify this statement that the C-MMSPE and MMSPE algorithms have identical BER performance if the hard decision is applied at every iteration. The results are not shown here in this short correspondence. This further confirms that the constant modulus constraint can better handle the overfitting than the hard decision procedure.
In the next experiment, we show how the above PHN cancellation approaches perform under the scenario that the channel coefficients are also estimated online. We consider a simple case here that the channel is estimated every five OFDM symbols (each OFDM symbol contains 64 data), and the channel coefficients remain unchanged between any two adjacent channel estimation events. Further for simplicity, the channel estimation is performed by regarding the PHN as noise. Fig. 2 shows the BER performance for different approaches. It is clear that the proposed C-MMSPE algorithm still has better performance than both the ICM and MMSPE algorithms, though the improvement becomes less significant due to the channel estimation error which can be regarded as another source of noise. This simple example further verifies the effectiveness of the proposed C-MMSPE algorithm which does not collapse under the channel estimation error. In practice, rather than treating the PHN as noise, a joint approach of channel estimation and PHN cancellation is normally required so that the channel estimation would become much more accurate (e.g., [10] ). And we would then expect significantly better performance than that shown in Fig. 2 . This topic is beyond the scope of this correspondence.
V. CONCLUSION
This correspondence proposed a new algorithm for joint OFDM symbol detection and PHN cancellation based on MMSPE cost function subject to the constant modulus constraint of the symbol estimate. The proposed C-MMSPE can better handle the overfitting problem than existing approaches, significantly improving the performance. Although the C-MMSPE algorithm was derived for constant modulus modulations, it is possible to be extended to more general modulation methods, and this is left as a future research topic.
I. INTRODUCTION
Given two correlated, equiprobable independent and identically distributed (i.i.d) sources X and Y , Shannon's source coding theorem states that, if the sources are encoded together, a lower bound on the total coding rate is given by the joint entropy H(X; Y ) [1] . On the other hand, if X and Y are separately encoded and jointly decoded, the problem becomes more complicated. In [2] Slepian and Wolf proved that it is possible to reach the same bound even if the sources are separately encoded.
Unfortunately, the Slepian-Wolf (S-W) theorem is an asymptotic nonconstructive statement that requires the use of Shannon style infinite codelength arguments. The first result on a practical construction of an architecture able to achieve this performance was presented by Wyner in [3] . This work was the first to establish the relationship between channel coding and source coding with side information.
In recent years, due to the development of wireless networks, which typically involve a number of independent source nodes, the interest in the distributed source coding (DSC) problem has increased. In [4] and [5] the authors propose a method based on syndrome encoding. They partition data into cosets, labeled by syndromes, so that each coset contains symbols such that the Hamming distance among them is maximal. In [6] - [8] the authors propose schemes based on turbo codes. The basic idea of these works is to encode the source X using a standard turbo code and achieve the desired rate by puncturing the systematic part and some bits of the parity part of the encoded data. The application of
