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ABSTRACT
We proposed in previous articles a qualitative approach to
check the compatibility between a model of interactions and
gene expression data. The purpose of the present work is to
validate this methodology on a real-size setting. We study
the response ofE.coliregulatory network to nutritional stress,
and compare it to publicly available DNA microarray expe-
riments. We show how the incompatibilities we found reveal
missing interactions in the network, as well as observations
in contradiction with available literature.
Keywords: Transcriptional networks, systems biology, qua-
litative modeling.
1. INTRODUCTION
There exists a wide range of techniques for the analysis of
gene expression data. Following a review by Slonim [1],
we may classify them according to the particular output
they compute: 1. list of significantly over/under-expressed
genes under a particular condition, 2. dimension reduc-
tion of expression profiles for visualization, 3. clustering of
co-expressed genes, 4. classification algorithms for protein
function, tissue categorization, disease outcome, 5. inferred
regulatory networks.
The last category may be extended to all model-based
approaches, where experimental measurements are used to
build, verify or refine a model of the system under study.
Following this line of research, we showed in previous
papers (see [2, 3, 4]) how to define and to check consistency
between experimental measurements and a graphical regula-
tory model formalized as an interaction graph. The purpose
of the present work is to validate this methodology on a real-
size setting. More precisely, we show 1. that the algorithms
we proposed in [4] are able to handle models with thousands
of genes and reactions, 2. that our methodology is an effec-
tive strategy to extract biologically relevant information from
gene expression data.
For this we built an interaction graph for the regulatory
network ofE. coli K12, mainly relying on the highly accu-
rate database RegulonDB [5, 6]. Then we compared the
predictions of our model with three independant microarray
experiments. Incompatibilities between experimental data
and our model revealed:
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• either expression data that is not consistent with results
showed in literature –i.e. there is at least one publication
which contradicts the experimental measurement,
• or regulatory interactions are missing from the network
model
We are not the first to address this issue. Actually, in the
work of Gutierrez-Rios and co-workers [7], an evaluation
of the consistency between literature and microarray expe-
riments ofE. coli K12 was presented. The authors designed
on-purpose microarray experiments in order to measure gene
expression profiles of the bacteria under different conditions.
They evaluate the consistency of their experimental results
first with those reported in the literature, second with a rule-
based formalism they propose. Our main contribution is the
use of algorithmic tools that allow inference/prediction of
gene expression of a big percentage of the network, and




We choose as an illustration a model for the lactose meta-
bolism in the bacterium E.Coli (lactose operon). The inter-
action graph corresponding to the model is presented in Fig.
1. This is a common representation for biochemical systems
where arrows show activation or inhibition. Basically, an
arrow betweenA andB means that an increase ofA tends to
increase or decreaseB depending on the shape of the arrow
head. Common sense and simple biological intuition can be
used to say that an increase of allolactose (nodeA on Figure
1) should result in a decrease ofLacI protein. However, if
bothLacI andcAMP −CRP increase, then nothing can be
said about the variation ofLacY .
The aim of this section is first, to provide a formal inter-
pretation for the graphical notation used in Figure 1; second,
to derive constraints on experimental measurements, which
justify our small scale common sense reasoning; finally
apply these constraints to the scale of data produced by high
throughput experimental techniques. For this, we resort to
qualitative modeling ([8]), which may be seen as a principled
way to derive a discrete system from a continuous one.
2.2 Equilibrium shift of a differential system
Let us consider a network ofn interacting cellular consti-
tuents (mRNA, protein, metabolite). We denote byXi the
concentration of theith species, and byX the vector of con-
centrations (whose components areXi). We assume that the
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system can be adequately described by a system of differen-
tial equations of the formdX
dt
= F(X,P), whereP denotes
a set of control parameters (inputs to the system). Asteady
stateof the system is a solution of the system of equations
F(X,P) = 0 for fixedP.
A typical experiment consists in applying a perturbation
(changeP) to the system in a given initial steady state con-
dition eq1, wait long enough for a new steady stateeq2, and
record the changes ofXi. Thus, we shall interpret the sign






The particular form of vector functionF is unknown in
general, but this will not be needed as we are interested only
in the signs of the variations. Indeed, the only information
we need aboutF is the sign of its partial derivatives∂Fi
∂Xj
. We
call interaction graph, the graph whose nodes are the con-
stituents{1, . . . , n} and where an edgej → i only exists if
∂Fi
∂Xj
6= 0. An arrow j → i in the interaction graph, means
that the rate of production ofi depends onXj . As soon asF
is non linear,∂Fi
∂Xj
may depend on the actual stateX. In the
following, we will assume that thesign of ∂Fi
∂Xj
is constant,
that is, that the interaction graph is independent of the state.
This rather strong hypothesis, can be replaced by a milder
one specified in [2, 3] meaning essentially that the sign of the
interactions do not change on a path of intermediate states
connecting the initial and the final steady states.
2.3 Qualitative constraints
In the following, we introduce an equation that relates the
sign of variation of a species to that of its predecessors in the
interaction graph. To state this result with full rigor, we ned
to introduce the following algebra on signs.
We call sign algebra the set{+, −, ?} (where? stands for
indeterminate), endowed with addition, multiplication and
qualitative equality, defined as:
+ + − = ? + + + = + − + − = − + × − = − + × + = + − × − = +
? + − = ? ?+ + = ? ?+ ? = ? ?× − = ? ?× + = ? ?× ? = ?
≈ + − ?
+ T F T
− F T T
? T T T
Some particularities of this algebra deserve to be mentio-
ned:
• the sum of+ and− is indeterminate, as is the sum of
anything with indeterminate,
• qualitative equality is reflexive, symmetric but not tran-
sitive, because? is qualitatively equal to anything; this
last property is an obstacle against the application of
classical elimination methods for solving linear systems.
To summarize, we consider experiments that can be model-
led as an equilibrium shift of a differential system under a
change of its control parameters. In this setting, DNA chips
provide the sign of variation in concentration of many (but
not necessarily all) species in the network. We consider the
signss(Xeq2i − X
eq1
i ) of the variation of some speciesi bet-
ween the initial stateXeq1 and the final stateXeq2. Both
states are stationary and unknown.
In [2], we proved that under some reasonable assumptions,
in particular if the sign of ∂Fi
∂Xj
is constant in states along
a path connectingeq1 andeq2, then the following relation












wheres : R → {+, −} is the sign function, and wherepred(i)
stands for the set of predecessors of speciesi n the interac-
tion graph. This relation is similar to a linearization of the
systemF(X,P) = 0. Note however, that as we only con-
sider signs and not quantities, this relation is valid even for
large perturbations (see [2] for a complete proof).
2.4 Analyzing a network: a simple example
Let us now describe a practical use of these results. Given
an interaction graph, say for instance the graph illustrated in
Figure 1, we use Equation 1 at each node of the graph to
build a qualitative system of constraints. The variables ofthis
model are the signs of variation for each species. The qua-




















LacI ≈ −A (1)
A ≈ LacZ (2)
LacZ ≈ cAMP − LacI (3)
Li ≈ Le + LacY − LacZ (4)
G ≈ Li + LacZ (5)
cAMP ≈ −G (6)









Fig. 1. Interaction graph for the lactose operon. Arrows ending with
”>” or ”−|” imply that the initial product activates or represses the
production of the product of arrival, respectively.
In order to take into account observations, measured varia-
bles should be replaced by their sign values. Aolutionof the
qualitative system is defined as a valuation of its variables,
which does not contain any ”? (otherwise, the constraints
would have a trivial solution with all variables set to ”?”) and
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that, according to the qualitative equality algebra, will sati fy
all qualitative constraints in the system. If the model is cor-
rect and if data is accurate, then the qualitative system must
posses at least one solution.
A first step then is to check theself-consistencyof the
graph, that is to find if the qualitative system without observa-
tions has at least one solution.Checking consistencybetween
experimental measurements and an interaction graph boils
down to instantiating the variables which are measured with
their experimental value, and see if the resulting system still
has a solution. If this is the case, then it is possible to
determine if the model predicts some variations. Namely, it
happens that a given variable has the same value in all solu-
tions of the system. We call such variable ahard component.
The values of the hard components are the predictions of the
model.
Whenever the system has no solution, a simple strategy to
diagnose the problemis to isolate a minimal set of inconsi-
stent equations. In our experiments, a greedy approach was
enough to solve all inconsistencies (see next section). Note
that in our setting isolating a subset of the equations is equi-
valent to isolating a subgraph of the interaction graph. The
combination of the diagnosis algorithm and a visualization
tool is particularly useful for model refinement.
Finally, let us mention that we provided in [4] an efficient
representation of qualitative systems, leading to effectiv
algorithms, some of them could be used to get further insight
into the model under study. We shall see in the next sec-
tion, that these algorithms are able to deal with large scale
networks.
3. RESULTS
3.1 Construction of theEscherichia coli regulatory
network
For building E.coli regulatory network we relied on the
transcriptional regulation information provided by Regu-
lonDB ([5, 6]) on March 2006. From the file containing
transcription factor to gene interactionswe have built the
regulatory network ofE.coli as a set of interactions of the
form A → B sign wheresign denotes the value of the inter-
action:+, −, ?(expressed, repressed, undetermined), andA
andB can be considered as genes or proteins, depending on
the following situations:
• The interactiongenA → genB was created when both
genA andgenB are notified by RegulonDB, and when
the proteinA, synthesized bygenA, is among the tran-
scriptional factors that regulategenB. See Figure 2
A.
• The interactionTF → genB was created when we
found TF as an heterodimer protein (protein-complex
formed by the union of 2 proteins) that regulatesgenB.
See Figure 2 B. InE.coli transcriptional network we have
found 4 protein-complexes which are: IHF, HU, RcsB,
and GatR.
• The interactiongenA → TF was created when we
found the transcriptional factor TF as an heterodimer
protein andgenA synthesizes one of the proteins that







Fig. 2. Representation of genetical interactions.(A) Negative regu-
lation (repression) of genefiu by the transcription factorFur
represented asfur → fiu −. (B) Biological interaction of genes
ihfA and ihfB forming the protein-complex IHF represented as
ihfA → IHF + and ihfB → IHF +, positive regulation of
geneaceA by the protein complex IHF represented byIHF →
aceA +.
3.2 Adding sigma factors to obtain self-consistency
Using the methods and the algorithms described with detail
in [4] we built a qualitative system of equations for the
interaction graph obtained fromE.coli network. For sol-
ving qualitative equations we have used our own tool, the
PYTHON module PYQUALI. The system was not found
to be self-consistent and we used a procedure available in
PYQUALI library to isolate a minimal inconsistent subgraph
(see Figure 3). A careful reading of the available literature led
us to consider the regulations involving sigma factors which
were initially absent from the network. Once added to com-
plete the network, we obtained a network of3883 interactions
and1529 components (genes, protein-complexes, and sigma-










IHF ≈ ihfA + ihfB (1)
ihfA ≈ - IHF (2)
ihfB ≈ - IHF (3)
IHF ≈ ihfA + ihfB (1)
ihfA ≈ - IHF + rpoS + rpoD (2)
ihfB ≈ - IHF + rpoS + rpoD (3)
Fig. 3. (Top) A minimal inconsistent subgraph, isolated from the
whole E.coli regulatory network using PYQUALI. (Bottom) Cor-
rection proposed after careful reading of available literature on ihfA
and ihfB regulation.
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3.3 Compatibility of a network with a set of
observations
A compatible network can be tested with different sets of
observations of varied stresses: thermal, nutritional, hypoxic,
etc. An observation is a pair of values of the formgene =
sign wheresign can be+ or − indicating that the gene is
expressed or respectively repressed under certain conditi.
To test the global network ofE. coli, we have chosen a set of
40 observations for the stationary phase condition provided
by RegulonDB (Table 1).
Table 1. Table of the 40 variations of products observed under














































The set of 40 observations of the stationary phase was
found to be inconsistent with the global network ofE. coli.
We found a direct inconsistency in the system of equations
caused by the values fixed by the observations given to ihfA
and ihfB: {ihfA = −, ihfB = −}, implying repression
of these genes under stationary phase. This mathematical
incompatibility agreed with the literature related to genes
ihfA andihfB expression under stationary growing phase.
Studies [9, 10, 11, 12] agree that transcription ofihfA and
ihfB increases during stationary phase. Supported by this
information, we have modified the observations ofihfA and
ihfB and the compatibility test of the global network of
E.coliwas successful.
3.4 Predictions over a compatible network from a set of
observations
As mentioned earlier, a regulatory network is said to be
consistent with a given set of observations when the associa-
ted qualitative system has at least one solution. If a variable is
fixed to the same value in all solutions, then mathematically
we are talking about a hard component, which is aprediction
or inferencefor this set of observations.
We have mentioned that the regulatory network including
sigma factors is consistent with the set of 40 observations fr
stationary phase, after some correction. Actually there are
about2, 66·1016 solutions of the qualitative system which are
consistent with the 40 observations of stationary phase. Fur-
thermore, in all these solutions,381 variables of the system
have always the same value (they are hard components, see
Fig. 4. Core of the globalE.coli regulatory network with trans-
criptional and sigma-factors interactions. Blue and red interactions
represent activation or, respectively, repression. Greenand red
nodes correspond to some of the initial positive and negative obser-
vations. Yellow nodes are part of the total inferred variations of
products under stationary growth phase condition. Diagramlayout
is performed automatically using the Cytoscape package.
Figure 4). In other words, we were able to predict the varia-
tion: expressed (+) or repressed (−) of 381 components of our
network (25% of the products of the network). We provide a
subset of these predictions in Table 2.
















































3.5 Validation of the predicted genes
In order to verify whether the 381 predictions obtained
from stationary phase data were valid, we have compared
them with three sets of microarray data related to the expres-
sion of genes ofE.Coli during stationary phase. The result
obtained is showed in Table 3. The number of compared
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Table 3. Validation of the prediction with microarray data sets
Source of microarray data Compared genes Validated genes (%)
Gutierrez-Rios and co-workers [7], stationary phase 249 34%
Gene Expression Omnibus [13,14], stationary phase after 20minutes 292 51.71%
Gene Expression Omnibus [13,14], stationary phase after 60minutes 281 51.2%
genes corresponds to the common genes, the validated genes
are those genes which variation in the prediction is the same
as in the microarray data set.
From the sets of microarray data provided by GEO (Gene
Expression Omnibus) for stationary phase measured after 20
and 60 minutes, we have taken into account gene expressions
whose absolute value is above a specific threshold and com-
pared only these expression data with the 381 predictions.
The percentage of validation obtained for different valuesof
thresholds is illustrated in Figure 5. This percentage incre-
ases with the threshold, which is normal because stronger
variations are more reliable.
Fig. 5. (Top) Percentage of validation of the 381 predicted variati-
ons of genes with microarray data sets from GEO (Gene Expression
Omnibus) for stationary phase after 20 and 60 minutes. For both
experiments we validate the 381 predictions with differentsets of
microarray observations considering only those genes which abso-
lute value of expression is above certain value (threshold). (Bottom)
Number of genes considered for the validation for the different used
thresholds of both microarray data sets.
The percentage of our predictions that does not agree with
the microarray results is due to:
• Erroneous microarray indications for certain genes. The
genesxthA, cfa, cpxA, cpxR, gor are predicted as
expressed by our model and as repressed by the microar-
ray data [7]. Nevertheless, there is strong evidence
that they are expressed during the stationary phase (see
[13, 14]).
• Incompleteness of our network model. Our model pre-
dicts that the geneilvC is expressed, which contradicts
microarray data. More careful studies [15] document the
decrease of the proteinIlvC due to an interaction with
clpP which is absent in our model. Indeed, under the
introduction of a negative interaction between these spe-
cies,ilvC is no longer a hard component, which lifts the
conflict with data.
4. CONCLUSIONS
Given an interaction graph of a thousand products, such
as E.coli regulatory network, we were able to test its self-
consistency and its consistency with respect to observations.
We have used mathematical methods first exposed in [2, 3, 4].
We have found that theE.coli transcriptional regulatory
network, obtained from RegulonDB site [5, 6] is not self
consistent, but can be made self-consistent by adding to
it sigma-factors which are transcription initiation factors.
The self-consistent network (including sigma-factors) isnot
consistent with data provided by RegulonDB for the statio-
nary growth phase ofE.coli. Sources of inconsistency were
mistaken observations.
Finally, a step of inference/prediction was achieved being
able to infer 381 new variations of products (25% of the total
products of the network) fromE.coli global network (tran-
scriptional plus sigma-factors interactions). This inference
was validated with microarray results, obtaining in the best
case that 40% of the inferred variations were consistent (37%
were not consistent and 23% of them could not be associa-
ted to a microarray measure). We have used our approach to
spot several imprecisions in the microarray data and missing
interactions in our model.
A main further development relies on the application of
these methods to the correction of models by using several
sets of experimental variations. A first approach will consist
in using variation datasets to validate or correct inferredinter-
action graphs such as those derived in [16] from ChIP-chip
data for yeast. A second approach will consist in systemati-
cally add interactions to the model to identify the one that fits
the most with several observation sets. A last approach will
be to use these methods to compute the set of nodes that cons-
trains the most the model in order to do further validations
[17].
All the tools provided to arrive to these results were packa-
ged in a Python library calledPYQUALIwhich will be soon
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publicly available. All scripts and data used in this article are
available upon simple request to the authors.
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