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Abstract— Gaussian process state-space model (GP-
SSM) is a probabilistic dynamical system that represents
unknown transition and/or measurement models as Gaus-
sian process (GP). The majority of the approaches to learn-
ing GP-SSM are focused on handling given time series data.
However, in most dynamical systems, data required for
model learning arrives sequentially and accumulates over
time. Storing all the data requires large amounts of mem-
ory, and using it for model learning can be computationally
infeasible. To overcome these challenges, we propose an
online inference method, onlineGPSSM, for learning the
GP-SSM by incorporating stochastic variational inference
(VI) and online VI. The proposed method can mitigate
the computation time issue without catastrophic forgetting
and supports adaptation to changes in a system and/or a
real environments. Furthermore, we propose an applica-
tion of onlineGPSSM to the reinforcement learning (RL)
of partially observable dynamical systems by combining
onlineGPSSM with Bayesian filtering and trajectory opti-
mization algorithms. Numerical examples are presented to
demonstrate the applicability of the proposed method.
I. INTRODUCTION
System identification is learning dynamical systems
from measured data by representing unknown transition
and/or measurement mappings as parameterized models
[1]. The models obtained through system identification
have enabled regenerating or predicting the measure-
ments as well as controlling the system [2]–[10]. State-
Space Model (SSM) is the most general representation
of dynamical systems with a transition model and a
measurement model. It has been successfully applied
in a variety of applications such as robotics, ecology,
finance, and neuroscience [11,12].
For non-linear probabilistic SSM, Gaussian processes
(GP) have been popularly employed as they can robustly
learn dynamics models with a small number of data.
Many GP-based algorithms assume that the states are
fully observable and learn a regression model between
the state and its changes over time. However, in real
systems, the state cannot be measured directly but is
inferred from a series of noisy measurements. This
partially observable and noisy dynamical system can
be represented by Gaussian process state-space model
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(GP-SSM) by modeling unknown transition and/or mea-
surement models as GPs [2,8]–[10]. GP-SSM is non-
parametric, so it is effective in learning from a small
number of time series data that may be partially ob-
servable. By using GPs for latent transitions and/or
measurement models, we can get away with an approxi-
mate model and learn a distribution over functions. This
formulation allows us to account for model uncertainty.
Challenges Learning an unknown dynamical system
accompanies several essential difficulties in practice.
First, the data for the system identification is obtained
sequentially and accumulates over time in most dynam-
ical systems, because the data is often collected through
interacting with real environments. Secondly, the system
may subject to resource constraints in memory and com-
putation time. Storing all the data for learning the system
requires a large memory, and using it all for model
learning can be computationally infeasible. Lastly, sys-
tem models may change gradually along time due to
unknown factors such as abrasion, temperature, and
humidity, and the systems can also be locally affected by
disturbances such as wind. Mitigating this effect requires
an algorithm that can adapt to changes in the system or
environment without catastrophic forgetting.
Contributions This paper presents the online in-
ference method, onlineGPSSM, to learn the GP-SSM
with tackling the challenges above. Its online learning
approach effectively deals with the sequentially arriv-
ing data without both stacking it in the memory and
consuming a large amount of time to use entire data
in learning. The method enables the online learning by
applying online VI [13]–[15] upon a tractable variational
approximation of true posterior based on stochastic VI
[8,16]. This method constrains the drastic change of the
hyperparameters and, thus, prevents catastrophic forget-
ting without revisiting the previous measurements. We
apply our method to the reinforcement learning of par-
tially observable dynamic systems. The onlineGPSSM
is integrated with trajectory optimization and Bayesian
filtering algorithms, which can generate a robust control
policy for control/planning. The validity of the proposed
method is demonstrated with numerical examples on
a synthetic toy and on a fixed-wing unmanned aerial
vehicle in a wind field.
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Fig. 1: Graphical model of GP-SSM. White and gray
nodes represent latent and observed variables, respec-
tively. The thick lines indicate sets of fully connected
variables, which are jointly Gaussian under the GP prior.
II. RELATED WORK
Online learning is a common approach when it is
computationally infeasible to learn over the entire data.
However, simply employing only recent data for model
learning causes catastrophic forgetting [9]. Streaming
Variational Bayes (streaming-VB) [15] is known as the
most general method to online learning, and applying it
to GP-SSM is conceptually presented in [10]. However,
such a vanilla application of streaming-VB prevents
online updating of hyperparameters in model learning
and, consequently, causes catastrophic forgetting. Our
method solves the issue by employing online VI, instead.
To the best of our knowledge, it is the first time to
apply online VI to the online learning of recurrent state-
space models while it has been successfully utilized in
static settings such as regression, classification, and deep
generative models [17,18].
Recently, stochastic optimization based on the repa-
rameterization trick [19] has been successfully applied
to model inference and learning methods. Doerr et al. [8]
propose an inference scheme by utilizing the stochastic
variational inference for deep GPs presented in [16].
They follow a sparse variational approximation and
incorporate the true dynamics into the approximate pos-
terior by combining sampling/gradient-based learning.
Our framework also adopts the stochastic variational
inference scheme. However, rather than employing a
recognition model to find an informative model initial-
ization as in [16], the proposed framework obtains an
informative prior distribution of the initial state using
Bayesian filtering and the results of online learning.
Gaussian process (GP) has been widely used for
model-based reinforcement learning and control prob-
lems. For instance, the work by Deisenroth et al. [6]
introduces the GP-based policy search framework called
PILCO. Also, various methods have been proposed to
avoid policy parameterization and reduce computation
time [4,5], where GP is combined with the trajectory
optimization method called Differential Dynamic Pro-
gramming (DDP). However, such GP-based algorithms
assume that the states are fully observable, which may
not hold under significant noise [7]. Our RL frame-
work shares some similarities with Probabilistic Dif-
ferential Dynamic Programming (PDDP) [5]. However,
while PDDP learns a fully observable system model
and controls the learned model through iterative Linear
Quadratic Gaussian Regulator (iLQR), our framework
learn a system model from partially observable and/or
noisy measurements and controls the model via iterative
Linear Quadratic Gaussian in belief space (belief space
iLQG) [20] .
III. PROBLEM FORMULATION
We consider a discrete-time partially observable dy-
namical system described by:
xt+1 = f(xt,ut) +wf ,
yt = g(xt) +wg,
(1)
where t indexes time, x ∈ RD is a latent state,
u ∈ RP are control inputs, y ∈ RO are measure-
ments, and w(·) ∼ N (0, σ2(·)Σ(·)) are the Gaussian
system/measurement noises. The goal is learning the un-
known transition model f from the sequentially arriving
data, while the measurement model g is known. Through
GP-SSM, we represent the transition model f(·) as
GP, which is a probability distribution over functions
[10,21].
A GP is specified completely by its mean function
m(·) and covariance/kernel function k(·, ·) [22]. Let
x˜t = [xt,ut] denote the input of the transition model
at time t. Then, for a series of data X = [x˜i]Ni=1, any
finite subset of function evaluations f = [f(x˜i)]Ni=1 are
jointly Gaussian. In this work, we particularly employ
matrix-variate GP, which further consider the covariance
among multi-output [23]:
p(f |X) =MN (f ;mX ,KXX ,V )
= N (vec(f); vec(mX),V ⊗KXX),
(2)
where mX = [m(x˜i)]Ni=1 is the mean matrix, and
KXX and V are the covariance matrices with KXX
involving covariance function evaluations at all pairs of
data points in X . vec(·) and ⊗ denote the vectorization
and the Kronecker product, respectively. In this work,
we utilize the free form covariance approach to represent
the output covariance matrix [23].
In order to specify a GP, we need to define a mean
function m(·) and a covariance function k(·, ·). Gen-
erally, zero mean function is widely adopted. When
a rough model of the dynamics is available, it can
be incorporated, instead, to obtain meaningful distribu-
tions over the state trajectories from the first learning
iteration. A common choice for a covariance function
is the squared exponential kernel. Any differentiable
covariance function can be incorporated instead for the
gradient-based inference scheme (cf. Section IV).
While GP predictive distribution is used for learning,
we adopt a sparse approximation scheme to alleviate the
computational cost. Since the conditional distribution of
a GP is another GP, the true predictive distribution at a
new input point x∗ is given by:
p(f∗ | x∗,f ,X) = N (f∗;µ, σ2V ), (3)
with
µ = m(x∗) + kx∗XK−1XX(f −m(X)),
σ2 = kx∗x∗ − kx∗XK−1XXkXx∗ ,
(4)
where kA,B denotes the |A| × |B| matrix of the covari-
ances evaluated at all pairs of A and B. We approximate
this GP predictive distribution with M pseudo induc-
ing points η = [ηm]Mm=1 and corresponding inducing
outputs z = [f(ηm)]Mm=1, which form a subset of the
function values f = {f 6=z, z}. Thus, the full joint
distribution of the GP-SSM can be represented by:
p(y,x,f) = p(x,f)p(y | x)
= p(x,f 6=z | z)p(z)p(y | x), (5)
where
p(x,f 6=z | z) = p(x0)
[
T∏
t=1
p(xt | f 6=zt )
]
[
T∏
t=1
p(f 6=zt | x˜t−1, z)
]
,
p(z) =MN (z;mη,Kηη,V ),
p(y | x) =
T∏
t=0
p(yt | xt).
(6)
IV. STOCHASTIC VARIATIONAL INFERENCE IN
GP-SSM
This section presents an inference method for learning
the GP-SSM. Learning the GP-SSM is generally in-
tractable due to the nonlinearity and non-Gaussianity of
the dynamics model in a latent state. However, instead of
directly optimizing the log marginal likelihood log p(y),
its tractable Evidence Lower BOund (ELBO) can be in-
corporated. In the following, we form an approximation
of true posterior of GP-SSM based on the stochastic
variational inference scheme [8,16] and derive ELBO
via Jensen’s inequality.
Following [8,16], we form a variational approximation
to the true posterior distribution p(x,f | y) with re-
flecting the true transition model through the sparse GP
approximation from (5). We approximate the posterior
for z as q(z) = MN (z;µ,Σ,V ) with parameters
{µ,Σ,V }. Then, the variational distribution is:
q(x,f) = p(x,f 6=z | z)q(z)q(x0)
=
[ T∏
t=1
p(xt | f 6=zt )
][ T∏
t=1
p(f 6=zt | x˜t−1, z)
]
q(z)q(x0),
(7)
with q(x0) = N (x0 | µx0 ,Σx0). Note that
the variational distribution does not impose indepen-
dence between output dimension, unlike the mean-
field variational approximation [23] in existing ap-
proaches. We learn these hyper-parameters ϑ =
{µx0 ,Σx0 , σ2g , σ2f ,η,µ,Σ,V , θ} through maximizing
ELBO where θ denotes the hyperparameters of the
kernel model in GP.
1) Evidence Lower Bound (ELBO) and Stochastic
ELBO evaluation: With the standard variational
inference methodology, the evidence lower bound
(ELBO) is given by:
log p(y | ϑ) ≥ Eq(x,f |ϑ)
[
log
p(y,x,f | ϑ)
q(x,f | ϑ)
]
= log p(y | ϑ)−DKL(q(x,f | ϑ)‖p(x,f | y, ϑ)).
(8)
Then, we maximize the ELBO by finding the closest q to
the posterior in terms of KL divergence. From equations
(5) and (7), the ELBO can be transformed into:
L(ϑ) =
T∑
t=0
Eq(xt)
[
log p(yt | xt)
]
−DKL(q(x0)‖p(x0))−DKL(q(z)‖p(z)).
(9)
where q(xt) denotes the marginalized distribution of
(7). The first term encourages state trajectories that give
high probability to the measured data. The second term
encourages the state trajectory to start in a region of the
state space where the prior is high. The last part of the
ELBO regularizes the approximate posterior to remain
close to the GP prior. For a more detailed explanation,
we refer readers to [8,16] and the references therein.
Learning ϑ is done through the gradient descent
method. The second and third terms of the ELBO can
be analytically computed as they are KL-divergences
between two Gaussian distributions. However, the first
term is not analytically tractable with the expectation for
latent state distribution q(x). The Markovian structure
of the latent states and the sparse GP approximation
can be used to enable a differentiable sampling-based
estimation of the expectation term [8].
Samples xt ∼ q(xt) are recursively drawn from an
approximate GP posterior for time t = 1, ..., T . From
the sparse GP approximation, the predictive distribution
for q(xt) is represented as Gaussian with the mean and
covariance given by:
µp = mx˜t−1 + kx˜t−1,ηK
−1
η,η
[
µ−mη
]
,
Σp =
[
kx˜t−1,x˜t−1 − α(x˜t−1)
[
Kη,η −Σ
]
α(x˜t−1)>
]
V ,
(10)
where α(x˜t−1) = kx˜t−1,ηK
−1
η,η . Note that the distribu-
tion of the current latent state q(xt) is independent of
past time steps, given q(xt−1) and the explicit represen-
tation of GP inducing points.
By using the reparametrization trick [19], the oper-
ation of drawing samples can be differentiable for the
hyper-parameters ϑ. We draw ε ∼ N (0, I) and then
compute the following equation:
xˆt+1 = µ(x˜t) + ε
√
σ2(x˜t, x˜t) + σ2f , (11)
where x˜t = (xˆt,ut) and xˆ0 ∼ q(x0). With this trick,
the gradient can be back-propagated along time. From
(11), an unbiased estimator of the first term in the ELBO
is represented by:
Eq(xt)
[
log p(yt | xt)
] ≈ 1
N
N∑
i=1
log p(yt | xˆ(i)t ). (12)
V. MAIN RESULT: ONLINE LEARNING OF GP-SSM
We then present our online inference method, on-
lineGPSSM, to efficiently handle sequentially arriving
data1 in GP-SSM. The method follows a Bayesian
approach but employs online VI to approximate the
intractable posterior distribution.
Storing and utilizing all data is impractical in terms
of memory and computation time. Specifically, for the
time T and M inducing points, the storage demand is
O(TM), and the computational complexity is O(TM2)
for each sample trajectory. They increase in proportion
to the amount of data. Thus, an essential goal of the
online learning is to learn a system model that can be
used for anytime prediction and control.
The method assumes a given prior distribution of
an initial latent state p(x0). Many control/planning
problems of a system are specified with uncertain prior
knowledge of the system’s initial state given by the prob-
ability distribution p(x0), which can be effectively used
to learn the system model. In addition, the informative
prior distribution can be obtained by using Bayesian
filtering and the system model, which is previously
learned via online learning (see Section V and VI).
Following a Bayesian approach, we assume that only
the current measurements y′ (spanning multiple steps)
are directly accessible. The old measurements y affect
the current approximate posterior through the previous
approximate posterior. Based on (8), an approximation
to the true posterior at the previous step is represented
as q(x,f | ϑ), which is propagated to the new approxi-
mation q(x,f | ϑ′):
q(x,f | ϑ) ≈ p(x,f | y, ϑ)
=
p(x,f | ϑ)
p(y | ϑ) p(y | x),
(13)
1In this paper, we use the terms ‘data’ and ‘measurements’ inter-
changeably.
q(x,f | ϑ′) ≈ p(x,f | y,y′, ϑ′)
=
p(x,f | ϑ′)
p(y,y′ | ϑ′)p(y | x)p(y
′ | x). (14)
To update the true posterior p(x,f | y,y′, ϑ′), we use
an approximation of p(y | x) by inverting (13). Then,
(14) is transformed into:
pˆ(x,f | y,y′, ϑ′) =
p(y | ϑ)
p(y,y′ | ϑ′)p(x,f | ϑ
′)p(y′ | x)q(x,f | ϑ)
p(x,f | ϑ) .
(15)
However, this formulation requires intractable computa-
tion. Thus, we consider a variational update that employs
a projection operator through KL minimization. This
approach converts (15) to a tractable form using new
hyperparameters in a similar way to the variational
update in GP [18].
With possibly different inducing points in the new
approximation, let a = f(η) and b = f(η′) be the
function values at the inducing points before and after
obtaining new measurements. The previous approxi-
mate posterior is given by q(x,f | ϑ) = p(x,f 6=a |
a, θ)q(a)q(x0), where q(a) = MN (a;µa,Σa,V a)
and q(x0) = N (x0;µx0 ,Σx0). Similarly, the new
posterior approximation is represented with new hyper-
parameters as q(x,f |ϑ′) = p(x,f 6=b |b, θ′)q′(b)q(x′0)
where q′(b) = MN (b;µb,Σb,V b) and q(x′0) =
N (x′0;µx′0 ,Σx′0). Then the approximate inference prob-
lem can be transformed into minimizing a KL diver-
gence using the variational inference:
DKL(q(x,f |ϑ′)‖pˆ(x,f |y,y′, ϑ′)) = log p(y,y
′ |ϑ′)
p(y |ϑ)
+Eq(x,f |ϑ′)
log q′(b)q(x′0)
p(b |θ′)p(x′0)p(y′ |x)
q(a)q(x0)
p(a |θ)p(x0)

(16)
Since the KL divergence is non-negative, the second
term in (16) is a negative approximate lower bound of
the log marginal likelihood represented as log p(y,y′ |
ϑ′)/p(y |ϑ) ≈ log p(y′ |y). The negative lower bound is
derived similarly as the equations (8) and (9) with slight
difference in which it includes q(x,f |ϑ)/p(x,f |ϑ) =
q(a)q(x0)/p(a |θ)p(x0). The term related to x0 serves
to propagate the effect of the previous initial state x0 to
the current initial state x′0. This term can be neglected
if the initial state is sufficiently broad.
Thus, the negative evidence lower bound (negative
ELBO) of the approximate online log marginal likeli-
hood is represented by:
NL(ϑ′) = −
T∑
t=0
Eq(xt)
[
log p(yt | xt)
]
+DKL(q(x′0)‖p(x′0)) +DKL(q′(b)‖p(b | θ′))
+DKL(q′(a)‖q(a))−DKL(q′(a)‖p(a | θ)),
(17)where
q′(a) =
∫
p(a | b, θ′)q′(b)db,
=MN (a;ma|b,Sa|b,V b),
ma|b = mη +Kηη′K
−1
η′η′
[
µb −mη′
]
,
Sa|b = Kηη −Kηη′K−1η′η′(I + ΣbK−1η′η′)Kη′η.
The first three terms form the variational bound given
if the new measurements are the whole of the training
data, and the last two terms lead the posterior to take
into account the old likelihood through the approximate
posterior and the prior.
Note that the onlineGPSSM generalizes the vanilla
application of streaming variational Bayes (streaming-
VB) [15]. For the GP-SSM setting with fixed hyper-
parameters (i.e., the positions of inducing inputs and
kernel parameters), the previous posterior plays the role
of the new prior for new measurements [10]. Then, the
onlineGPSSM is equivalent to the vanilla application of
streaming-VB.
VI. APPLICATION: GP-SSM-BASED
REINFORCEMENT LEARNING FRAMEWORK
In this section, we introduce our online learning and
planning, i.e., reinforcement learning (RL), framework
that employs a combination of probabilistic inference,
Bayesian filtering, and trajectory optimization.
As in general optimal control problem, our goal of
RL is to find the optimal control policy pi(xt, t) that
minimizes the expected cost:
J pi(x0) = Ex
[
φ(xT ) +
T−1∑
t=0
`(xt, pi(xt))
]
, (18)
where φ(xT ) and `(xt, pi(xt)) are the final and instanta-
neous costs, respectively, and ut = pi(xt, t) maps states
and time to control. The cost J pi(x0) is defined as the
expected total cost accumulated from 0 to T . To compute
(18), it is essential to predict future states given the
initial one.
A. Multi-Step Prediction via Bayesian Filtering
The multi-step prediction can be done through
Bayesian filtering. While the update of state distributions
is formulated as p(xt+1) =
∫
p(f(x˜t) | x˜t)p(xt)dxt
with ut = pi(xt, t), its computation is intractable due
to the non-linearity of p(f(x˜t) | x˜t). Thus, we ap-
proximate the update through linearization based on
the Bayesian filtering scheme as in [3]. Then, given
p(xt) ∼ N (xt;µt,P t), the state distribution at t+ 1 is
represented as a Gaussian with mean and covariance:
µt+1 = mµ˜t + kµ˜t,ηK
−1
η,η
[
µt −mη
]
,
P t+1 = (I −KtHt)P¯ t+1,
(19)
where
P¯ t+1 = AtP tA
>
t + Σf + Σ
′
p,
Kt = P¯ t+1H
>
t (HtP¯ t+1H
>
t + Σg)
−1,
Ht = ∂g(x˜t)/∂x˜t|µ˜t , µ˜t = [µt, pi(µt, t)].
(20)
Σ′p is the latent dynamics uncertainty as in (10) evalu-
ated at µ˜t .
B. Probabilistic Trajectory Optimization
Based on the multi-step prediction, we now consider
the control/planning problem (18) for the system model
learned through onlineGPSSM. In order to incorporate
model uncertainty explicitly, we adopt belief space itera-
tive Linear Quadratic Gaussian (belief space iLQG [20])
and perform trajectory optimization in the belief space.
The belief space iLQG finds a locally optimal trajectory
for known belief dynamics and cost function using
an iterative procedure. It proceeds by, first, linearizing
belief dynamics forward in time around the nominal
trajectory and, then, computing a locally optimal control
law backward in time. These steps are repeated until
convergence to the locally optimal trajectory.
1) Approximate Belief Dynamics and Cost Function:
The belief space iLQG assumes a given dynamics model
and the stochasticity from the process and sensor noises,
but we use the learned dynamics model and nominal
trajectory distribution that is a state distribution-control
pair (p(x¯t), u¯t). To incorporate uncertainty explicitly
into the local model, we define the belief state as bt =
[µt, vec(P t)]
> ∈ RD+D(D+1)/2 (P t is symmetric).
Based on (10) and (19), the belief dynamics with the
augmented state bt is given by:
bt+1 = F(bt,ut). (21)
Then, the original cost function (18) is reformulated as:
J pi(b0) = φ(bT ) +
∑T−1
t=0
`(bt,ut), (22)
where
φ(bT ) = E[φ(xT )]
= tr(QTP T ) + (µT − x+)>Q˜T (µT − x+),
`(bt,ut) = E[`(xt, pi(xt))]
= tr(QP t) + u
>
t Rut + α(µt),
(23)
for given Qt ≥ 0 and Rt > 0. The term tr(QTP T ) +
(µT − x+)>Q˜T (µT − x+) encodes the final cost of
Algorithm 1 Online Learning and Planning
1: Input: Set control horizon Tc, planning horizon Tp,
memory size M.
2: Initialization: Set t = 0 and the prior p(x0).
3: Model learning: Learn GP-SSM hyperparameters ϑ by
maximizing the ELBO (9) based on prior knowledge or
given measurements. . Section IV
4: Trajectory optimization: Generate optimal control policy
in the belief space based on the learned model and obtain
u?t:t+Tp−1. . Section VI-B
5: repeat . Main reinforcement learning loop
6: Interaction: Apply the optimal control policy
u?t:t+Tc−1 to the system. Estimate p(xt) using the
measurements and learned model. Store the measure-
ments and some state estimation results in memory.
Update t = t+ Tc. . Section VI-A
7: Model adaptation: Learn GP-SSM hyperparameters
ϑ′ by minimizing the negative ELBO (17) based on
the measurements and estimation results in memory.
Update ϑ = ϑ′. . Section V
8: Trajectory optimization: Initialize with the previ-
ously optimized trajectory and generate a new optimal
control policy u?t:t+Tp−1 using the learned model
specified as ϑ. . Section VI-B
9: until Operation time remained
arriving at the goal x+, uTt Rtut penalizes the control
effort along the trajectory, tr(QtP t) penalizes the un-
certainty, and α(µt) encodes the state constraints (e.g.,
motion and collision).
C. Summary of Algorithm
Algorithm 1 summarizes the proposed online learning
and planning framework. Here, the receding horizon
scheme (RHC), also known as model predictive control
(MPC), is adopted for real-time operation. After plan-
ning future Tp steps, we execute only the first Tc steps
(Tc ≤ Tp). Tc is determined by the available computa-
tional resources required for trajectory optimization.
Our algorithm consists of offline (line 1-4) and online
(line 5-9) parts. In the former, we optimize GP-SSM
hyperparameters from given data or prior knowledge of
the system. If an approximate model of the system is
given, employing it as a mean prior of the GP-SSM
can improve training time. We then perform trajectory
optimization based on the learned model and obtain the
optimal control policy u?t:t+Tp−1.
In the online part, we first estimate p(xt) while
executing Tc-step plans. To keep the fixed memory
size M, we save only the recent measurements while
deleting old ones. We also store the state estimation
results for the online learning of GP-SSM (p(x′0) at (17))
periodically instead of storing all. Then, the training
is done with the partitioned mini-batches while saving
the memory. The online learning can be performed
concurrently with other procedures, and the updated
model is used again for trajectory planning. The pre-
viously optimized trajectory is utilized in initializa-
tion for warm-start so that the Tp-step initial guess
is u?t+Tc ,u
?
t+Tc+2
, ...,u?t+Tp−1, 0, ..., 0. This warm-start
enables much faster convergence than the offline case
unless the task is too different from the previous one.
Our online learning and planning scheme is particu-
larly suitable for applications with task, environment,
or model variations.
VII. NUMERICAL SIMULATIONS
In the following, we evaluate the onlineGPSSM and
the GP-SSM-based RL framework using two examples:
a toy and the loitering task of a fixed-wing Unmanned
Aerial Vehicle (UAV) in a wind field. In both experi-
ments, the squared exponential kernel with ARD length-
scales is used for GP, while any differentiable kernel
can be incorporated. For the sparse approximation of
GP for the latent transition model, we use 20 pseudo
inducing points. The onlineGPSSM, however, allows the
varying number of pseudo inducing points at each online
learning step.
A. A simple linear system
We start by analyzing the online learning approach
with a simple linear system:
xt+1 = 0.8xt + ut + wf
yt = xt + wg
(24)
with parameters Σf = 0.1, Σg = 1, and known control
inputs ut, which was set to -2 for the first 30 seconds,
3 for the next 30 seconds, and then to -1 for the last 40
seconds. The online learning was performed five times
with successive 20-second intervals. The state at t = 0
is given.
We verify the performance of onlineGPSSM by com-
paring it to other online learning methods: a GP-based
learning without considering noise [18], a vanilla ap-
plication of streaming-VB [21], and learning through
stochastic VI with finite and infinite memories [8]. After
each learning step, the state trajectory from the initial
state x0 is reconstructed through mean propagation
using the learned system model and the known control
inputs. Table. I shows the RMSE for old, new, and total
data at each step, and the final reconstruction results are
shown in Fig. 2.
The result indicates that the proposed method out-
performs most methods and shows similar performance
with learning the entire data with unlimited memory.
For further analysis, we check the efficiency of both
algorithms by comparing the training time as in fig. 3.
The comparison is performed on a 3.4 GHz Quad-Core
Intel(TM) i7 PC. The results show that the onlineG-
PSSM achieves a solution with the same level of RMSE
much faster.
TABLE I: Comparison of the RMSE.
Online learning step
1 2 3 4 5
SSGP [18]
(M = 20)
old – 0.5657 1.8235 1.5026 1.8905
new 0.6829 1.5884 0.6164 0.6380 0.1183
total 0.6829 1.1923 1.5308 1.3398 1.6918
streming-VB [21]
(M = 20)
old – 0.5552 1.0874 1.0842 1.1856
new 0.2584 0.4187 0.5501 0.2032 0.2195
total 0.2584 0.4917 0.9429 0.9445 1.0650
PRSSM [8]
(M = 20)
old – 2.3956 7.0378 9.0272 10.1632
new 0.2584 0.3532 0.3431 0.3179 0.2958
total 0.2584 1.7122 5.7498 7.8194 9.0912
PRSSM [8]
(M = ∞)
old – 0.4049 0.5458 0.4484 0.7023
new 0.2584 0.3121 0.3720 0.1507 0.3682
total 0.2584 0.3765 0.4546 0.3860 0.6421
onlineGPSSM
(M = 20)
old – 0.3868 0.5398 0.4367 0.6915
new 0.2584 0.3316 0.3826 0.1538 0.3505
total 0.2584 0.3557 0.4703 0.3859 0.6381
B. Loitering of fixed-wing UAV in a wind field
In this example, we consider a circular loitering
task of a fixed-wing UAV. Such a task is required for
precise communication relay [24] as well as persistent
monitoring of specific areas. The true dynamics is given
by [25]:
x1,t+1 = x1,t +
(
V cosx3,t +W1(x1,t, x2,t)
)
dt+ wf,1,
x2,t+1 = x2,t +
(
V sinx3,t +W2(x1,t, x2,t)
)
dt+ wf,2,
x3,t+1 = x3,t +
ga tanx4,t
V
dt+ wf,3,
x4,t+1 = x4,t + utdt+ wf,4,
y1,t = x1,t + wg,1, y2,t = x2,t + wg,2,
(25)
where [x1, x2], x3, x4, and V are the position, the
heading angle, and the bank angle of the UAV and the
airspeed (5m/s), respectively. The gravity acceleration is
denoted as ga. The time interval between two successive
states is set as dt = 0.1s. W1 and W2 are the wind
magnitude for the x and y directions, respectively. The
wind cannot be directly observed, and its effect on
the dynamics is assumed unknown. A UAV can only
measure its position information from GPS signals,
which inherently contains noise [26].
The cost function and weights are given by:
QT =Q = 2I, Q˜T = 0, R = 100,
α(µt) =
(√
µ21,t + µ
2
2,t −Rdes
)2
,
(26)
where Rdes is the radius of rotation of the circle centered
on the origin that the UAV should track continuously.
We used the dynamics without wind field as the mean
prior of the GP-SSM. For the storage, we save the state
estimation results every 3 seconds and the measurements
of the latest 12 seconds in memory (M = 120). Online
learning is performed for four mini-batch training sets
consisting of 30 data points. We set Tp and Tc to
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Fig. 2: Reconstruction results after 5-step online learn-
ing.
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Fig. 3: Comparison of the training time.
10s and 3s, respectively. Model learning and trajectory
optimization are performed concurrently.
We verify the effectiveness of the proposed online
learning and planning algorithm by comparing it with
the belief space iLQG [20] in the same environment.
The belief space iLQG computes and executes the
control inputs in the same RHC scheme as the proposed
framework without knowing the influence of the wind.
Fig. 4 shows some snapshots of the resulting trajectories
from both algorithms. The belief space iLQG combined
with the RHC scheme continually reflects changes in the
position of the UAV to generate the control inputs. How-
ever, an inaccurate system model causes a difference
between the planned trajectory and the actual trajectory,
which eventually hinders the performance of the given
task (see Fig. 4 left column). On the other hand, as
shown in Fig. 4 right column, the proposed framework
shows improved performance as the task is repeated by
learning the system model in an online manner while
interacting with an unknown environment.
VIII. CONCLUSION
In this paper, we proposed an online inference method
for learning GP-SSM (onlineGPSSM) that handles se-
quentially arriving data without catastrophic forgetting
and supports adaptation to changes in a system and/or
environment. The onlineGPSSM was shown to mitigate
the memory and computation time issues. By inte-
grating the onlineGPSSM with trajectory optimization
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Fig. 4: Resulting trajectories from the belief space iLQG
[20] (left column) and the proposed algorithm (right
column); the blue line shows the reference trajectory
that the UAV should track continuously, and the black
line represents the actual trajectory of the UAV.
and Bayesian filtering algorithms, the GP-SSM-based
reinforcement learning (RL) framework has been devel-
oped, which can generate a robust control policy for
control/planning. Numerical experiments were presented
to demonstrate the applicability and validity of the
onlineGPSSM and GP-SSM-based RL framework.
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APPENDIX A. DERIVATION OF THE EVIDENCE LOWER BOUND (ELBO) IN SECTION IV
The full joint distribution of the GP-SSM is given by:
p(y,x,f | ϑ) = p(x0)
[ T∏
t=1
p(xt | f 6=zt )
][ T∏
t=1
p(f 6=zt | x˜t−1, z)p(z)
][ T∏
t=0
p(yt | xt)
]
. (27)
With the approximate distribution for the variational posterior defined in (10), the variational distribution is defined
by:
q(x,f) = q(x0)
[ T∏
t=1
p(xt | f 6=zt )
][ T∏
t=1
p(f 6=zt | x˜t−1, z)q(z)
]
, (28)
Based on equations (27) and (28), the ELBO is derived by:
log p(y | ϑ) ≥ Eq(x,f |ϑ)
[
log
p(y,x,f | ϑ)
q(x,f | ϑ)
]
= Eq(x,f |ϑ)
log p(x0)
[∏T
t=1
XXXXXp(xt | f 6=zt )
][∏T
t=1
hhhhhhhp(f
6=z
t | x˜t−1, z)p(z)
][∏T
t=0 p(yt | xt)
]
q(x0)
[∏T
t=1
XXXXXp(xt | f 6=zt )
][∏T
t=1
hhhhhhhp(f
6=z
t | x˜t−1, z)q(z)
]

= Eq(x,f |ϑ)

log
p(x0)p(z)
[∏T
t=0 p(yt | xt)
]
q(x0)q(z)

= Eq(x,f |ϑ)
[
log
T∏
t=0
p(yt | xt)
]
− Eq(x,f |ϑ)
[
log
q(x0)
p(x0)
]
− Eq(x,f |ϑ)
[
log
q(z)
p(z)
]
= Eq(x0:T )
[
log
T∏
t=0
p(yt | xt)
]
− Eq(x0)
[
log
q(x0)
p(x0)
]
− Eq(z)
[
log
q(z)
p(z)
]
=
T∑
t=0
Eq(xt)
[
log p(yt | xt)
]−DKL(q(x0)‖p(x0))−DKL(q(z)‖p(z)).
(29)
For a more detailed explanation, refer to [8,16] and the references therein.
APPENDIX B. DERIVATION OF THE NEGATIVE ELBO IN SECTION V
The new approximate posterior q(x,f | ϑ′) = p(x,f 6=b | b, θ′)q′(b)q(x′0) can be obtained by minimizing the
KL divergence:
DKL(q(x,f | ϑ′)‖pˆ(x,f | y,y′, ϑ′)) = log p(y,y
′ | ϑ′)
p(y | ϑ) + Eq(x,f |ϑ′)
log q(x,f | ϑ′)
p(x,f | ϑ′)p(y′ | x)q(x,f | ϑ)
p(x,f | ϑ)
 .
(30)
Since the KL divergence is non-negative, the second term in (30) is the negative approximate lower bound of the
log marginal likelihood. Thus, the negative evidence lower bound (negative ELBO) of the approximate online log
marginal likelihood is represented by:
NL(ϑ′) = Eq(x,f |ϑ′)
log q(x,f | ϑ′)
p(x,f | ϑ′)p(y′ | x)q(x,f | ϑ)
p(x,f | ϑ)

= Eq(x,f |ϑ′)
[
log
q(x,f | ϑ′)
p(x,f | ϑ′)p(y′ | x)
]
+ Eq(x,f |ϑ′)
[
log
p(x,f | ϑ)
q(x,f | ϑ)
]
.
(31)
The first term of (31) is obtained in the same way as in (29). From equations (5) and (28), p(x,f | ϑ)/q(x,f | ϑ)
in the last term of (31) is given by:
p(x,f | ϑ)
q(x,f | ϑ) =
p(x0)
[∏T
t=1
XXXXXp(xt | f 6=at )
][∏T
t=1
hhhhhhhhp(f
6=a
t,d | x˜t−1,a, θ)p(a | θ)
]
q(x0)
[∏T
t=1
XXXXXp(xt | f 6=at )
][∏T
t=1
hhhhhhhhp(f
6=a
t | x˜t−1,a, θ)q(a)
] = p(x0)p(a | θ)
q(x0)q(ad)
. (32)
Substituting this, the last term of (31) is given by:∫∫
q(x,f | ϑ′)
[
log
p(x,f | ϑ)
q(x,f | ϑ)
]
dx df
=
∫∫
p(x,f 6=b | b, θ′)q′(b)q(x′0)
[
log
p(x0)p(a | θ)
q(x0)q(a)
]
dx df
=
∫∫
p(x | f 6=b, b, θ′)p(f 6=b | b, θ′)q′(b)q(x′0)
[
log
p(x0)
q(x0)
+ log
p(a | θ)
q(a)
]
dx df
=
∫
p(x | f 6=b, b, θ′)q(x′0)
[
log
p(x0)
q(x0)
]
dx+
∫
p(f 6=b | b, θ′)q′(b)
[
log
p(a | θ)
q(a)
]
df
=
∫
q(x′0) log
p(x0)
q(x0)
dx+
∫
q′(a) log
p(a | θ)
q(a)
da
=
∫
q(x′0) log
p(x0)
q(x0)
dx+
∫
q′(a)
(
log
q′(a)
q(a)
+ log
p(a | θ)
q′(a)
)
da
=
∫
q(x′0) log
p(x0)
q(x0)
dx+DKL(q′(a)‖q(a))−DKL(q′(a)‖p(a | θ)),
(33)
where
q′(a) =
∫
p(a | b, θ′)q′(b)db
=
∫
MN (a;ma|b,Sa|b,V b)MN (b;µb,Σb,V b)db
=MN (a;mη +Kηη′K−1η′η′
[
µb −mη′
]
,Sa|b +Kηη′K
−1
η′η′ΣbK
−1
η′η′Kη′η,V b),
p(a | b, θ′) =MN (a;ma|b,Sa|b,V b)
=MN (a;mη +Kηη′K−1η′η′
[
b−mη′
]
,Kηη −Kηη′K−1η′η′Kη′η,V b),
q(b) =MN (b;µb,Σb,V b).
(34)
The first term in (33) can be neglected if the initial state is sufficiently broad. Thus, the negative evidence lower
bound (negative ELBO) of the approximate online log marginal likelihood is represented by:
NL(ϑ′) =−
T∑
t=0
Eq(xt)
[
log p(yt | xt)
]
+DKL(q(x′0)‖p(x′0)) +DKL(q′(b)‖p(b | θ′))
+DKL(q′(a)‖q(a))−DKL(q′(a)‖p(a | θ)).
(35)
APPENDIX C. CONTROL POLICY OPTIMIZATION IN SECTION VI-B
By linearizing the belief dynamics around the nominal trajectory distribution, the approximate dynamics are
expressed as:
bt+1 − b¯t+1 ≈ Fb,t(bt − b¯t) + Fu,t(ut − u¯t),
W(i)(bt,ut) ≈ eit + F (i)b,t(bt − b¯t) + F (i)u,t(ut − u¯t),
(36)
where
Fb,t = ∂F
∂b
(b¯t, u¯t), Fu,t = ∂F
∂u
(b¯t, u¯t), e
i
t = W(i)(b¯t, u¯t), F ib,t =
∂W(i)
∂b
(b¯t, u¯t), F iu,t =
∂W(i)
∂u
(b¯t, u¯t).
W(i)(bt,ut) is the i-th column of matrix W (bt,ut). Note that W(i)(bt,ut) has n columns, where n is the dimension
of the state. For a general nonquadratic cost function, we approximate it as a quadratic function along the nominal
belief and control trajectory (b¯, u¯),
`(bt,ut) ≈ 1
2
[
δbt
δut
]> [
`bb,t `bu,t
`ub,t `uu,t
] [
δbt
δut
]
+
[
δbt
δut
]> [
`b,t
`u,t
]
+ `0,t, (37)
where `0,t = `(b¯t, u¯t). δbt = bt − b¯t, δut = ut − u¯t are deviations from the nominal trajectory and the terms
with subscripts denote Jacobian and Hessian matrices of their respective functions.
Given the linear dynamics (36) and quadratic cost (37), we can obtain a quadratic approximation of the value
function along the nominal trajectory b¯t:
V t(bt) ≈ 1
2
δb>t V bb,tδbt + δb
>
t V b,t + V 0,t. (38)
Following the dynamic programming principle [27], the Bellman equation for the value function V t(bt) and control
policy pit(bt) in discrete-time are specified as:
V t(bt) = min
ut
(
`(bt,ut) + E
[
V t+1(F(bt,ut) + wt)
])
= min
ut
(
`(bt,ut) +
1
2
δb>t+1V bb,t+1δbt+1 + δb
>
t+1V b,t+1 + V 0,t+1 +
1
2
tr
[
W (bt,ut)
>V bb,t+1W (bt,ut)
])
= min
ut
Q(bt,ut),
pit(bt) = argmin
ut
(
`(bt,ut) + E
[
V t+1(F(bt,ut) + wt)
])
,
(39)
where
tr
[
W (bt,ut)
>V bb,t+1W (bt,ut)
]
=
m∑
i=1
W(i)(bt,ut).
By substituting equations (36) and (37) into (39), the Q-function is given by:
Qt(b¯t + δbt, u¯t + δut) =
1
2
[
δbt
δut
]> [
Qbb,t Qbu,t
Qub,t Quu,t
] [
δbt
δut
]
+
[
δbt
δbt
]> [
Qb,t
Qu,t
]
+Q0,t, (40)
where
Qbb,t = `bb,t + F>b,tV bb,t+1Fb,t +
m∑
i=1
F i>b,tV bb,t+1F ib,t,Qb,t = `b,t + F>b,tV b,t+1 +
m∑
i=1
F i>b,tV bb,t+1eit,
Quu,t = `uu,t + F>u,tV bb,t+1Fu,t +
m∑
i=1
F i>u,tV bb,t+1F iu,t,Qu,t = `u,t + F>u,tV b,t+1 +
m∑
i=1
F i>u,tV bb,t+1eit,
Qub,t = `uv,t + F>u,tV bb,t+1Fb,t +
m∑
i=1
F i>u,tV bb,t+1F ib,t,Q0,t = `0,t + V 0,t+1 +
n∑
i=1
ei>t V bb,t+1e
i
t.
(41)
In order to find the optimal control policy, we compute the local variations in control δuˆ that minimize the
quadratic approximation of the Q-function in (39):
δu?t = argmax
[
Qt(b¯t + δbt, u¯t + δut)
]
= −Q−1uu,tQu,t −Q−1uu,tQub,tδbt. (42)
The optimal control can be found as u?t = u¯t + δu
?
t . Substituting (42) into (39) gives the value function V t(bt)
as a function of only bt in the form of (38):
V bb,t = Qbb,t −Q>ub,tQ−1uu,tQub,t,V b,t = Qb,t −Q>ub,tQ−1uu,tQu,t,V 0,t = Q0,t −Q>u,tQ−1uu,tQu,t. (43)
This recursion continues by computing a control policy for time step t− 1.
APPENDIX D. ADDITIONAL SIMULATION RESULTS IN SECTION VII-A
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Fig. 5: Reconstruction results after each online learning.
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Fig. 6: The prediction results of onlineGPSSM (M=20) after each online learning: mean (left column) and variance
(right column).
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Fig. 7: The prediction results of (a)-(b) VB (M=20), (c)-(d) PRSSM (M=20), (e)-(f) PRSSM (M=∞) after 5-step
online learning.
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Fig. 8: Comparison of the RMSE w.r.t. the training time.
