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For operation and scheduling of power systems, AC Optimal power flow is needed. To obtain 
an optimal solution to optimal power flow (OPF) problem, convex relaxation methods are 
used. It is essential to recover to feasible solution when exactness of convex relaxation is not 
guarantee. In this paper, second order cone programming SOCP which will be alternative 
solution for convex optimization method. A penalty convex procedure used for first 
formulated for Difference-of-convex programming problem. Linearization of concave parts of 
power flow constraints gives solution for convex approximation of DCP problem. Global 
optimal solution can be obtained by using a solution of tightened SCOP OPF model as initial 
point. By the conduction of numerical tests, this method outperforms same as semi definite 
based algorithms. 
 




The determination of operating point is needed in the AC optimal power flow (OPF) which is 
for power systems to minimize generation cost, power losses, voltage fluctuations, and other 
crucial outcomes. In the power flow equations among nonconvex and NP-hard problems, 
non-convexity lies due to lack of Feasibility and non-assurance of optimality, linear 
approximations, the Newton-Raphson method and some heuristic algorithms cannot be used 
to solve optimal flow problems. Stochastic optimization and decentralized dispatch problems 
also require Convex formulation by which power flow equations can be solved since 
increasing penetration of renewable energy. In the fast five years. The convex relaxation of 
OPF problems has become research topic as mentioned by X bai et. al. and BC Lesieutre at. 
al. [1, 2]. 
 
Semi definite programming (SDP) relaxation and Second-order cone programming (SOCP) 
relaxation are two convex relaxation methods. From the convex relaxation methods feasible 
solution of the original problem and also with the solution of lower bound of minimization of 
original problem. By satisfying rank one condition SDP relaxation, with zero duality gap 
feasible solution can obtained as in study by J Lavaei et. al.[3]. When the quadratic and 
arctangent equalities both hold the feasible solution can obtain in the case of SOCP relaxation 
SH Low at. al.[4, 5]. Solution is the global optimum of the original OPF problem when 
convex relaxation is exact. For finding sufficient conditions for ensuring the exactness of, or 
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If over-satisfaction of the loads was permitted in R Madani et. al. [6], a sufficient zero-
duality-gap condition was found for resistive networks with active loads. Sufficient 
conditions for radial and mesh networks were discussed in study done by R Madani at. al. and 
B Kocuk et. al. [7, 8]. Mesh networks were related to the modeling of the capacity of a power 
line with exactness of SDP is in study by C Chen et. al. [9]. The maximum rank of the SDP 
solution was bounded by the tree width of the network was in study done by M Farivar [10]. 
Inequalities and variable bounds to strengthen the convex relaxation was introduced to satisfy 
the conditions as in research done by L Gan et. al. and M Farivar et. al.[11, 12] for over load 
satisfaction. SOCP in radial networks with sufficient condition was proposed by B Kocuk et. 
al. [13], solution of SOCP is exact for radial networks when if the objective function of the 
OPF problem is non-increasing in load, and there are no upper limits on load. Power 
injections, voltage magnitudes, and voltage angles were three sufficient conditions were 
discussed in research done by T Liu et. al. [14]. The power injection was proposed with a 
mild condition that only limits power injections. Besides the sufficient conditions, its 
tightness can be checked by SOCP relaxation is excellent for solving OPF problems in radial 
networks. Study of performance of SOCP in mesh networks is done by DK Molzahn et. 
al.[15]. With angle constraints cycle based formulation in study carried out by DK Molzahn 
at. al. [16]. 
 
The angle constraints were transformed into bilinear constraints by exploring the fact that 
angle differences sum up to zero over each cycle. In order to enhance SOCP relaxation, 
replacement of arctangent envelopes for the angle constraints will be alternate method to 
SOCP relaxation. To get the feasibility of the SOCP solution in mesh networks, the conic 
relaxation and the angle relaxation must both be exact. But there has not been a method that 
guarantees the exactness of SOCP relaxation in mesh networks. It is difficult dealt with 
trigonometric functions of angle constraints.   
 
The introduction of finding local optimum of DCP problems was done in study by DK 
Molzahn et. al.[17]. Linearization of concave parts of all the constraints is done iteratively 
and now getting the solution of DCP problem with convex approximation. An initial feasible 
point in the iteration will negated by penalty CCP which is available in research by AS 
Zamzam et. al. [18]. Good use of the solution solved by SOCP has been used in penalty CCP 
to obtain the benefits of warm-start point.  
The outcomes of this paper are: 
 In Mesh networks, a feasible solution from result of SCOP relaxed OPF problem can be 
obtained by using a proposed alternative convex optimization (ACP) algorithm. The 
convergence of the proposed algorithm is proved by iteration of penalty CCP which is 
obtained from solution of DCP, where formulation of OPF problem is done by proposed 
ACP algorithm. 
 ACP OPF algorithm to recover a feasible solution from the good initial point which is 
from the solution of relaxed model. In mesh networks, the proposal of the tightened 
SOCP relaxation of the OPF problem is done. 
 
In order to obtain feasible solutions for SDP relaxation, with ACP OPF algorithm, numerical 
tests are conducted on some Benchmark systems and compared with other methods. Within a 
few iterations, global or near-global optimal solution can be obtained from the proposed 
algorithm compared other methods which yields worst results. In SDP-based recover 
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mesh networks, in order to recover a feasible solution of original OPF problem with no 
guarantee of exactness of convex relaxation were discussed as an important issue in many 
literatures. By employing convex relaxed power flow equations, a feasible solution can be 
recovered with control effect guaranteed for stochastic optimization and distributed control 
problems. In order to make the objective to force the rank one, the total amount of reactive 
power was added to objective with proposed penalized SDP method as in study by S Merkli 
et. al. [19]. In the objective function, matrix rank is penalized and approximated by a 
continuous function as in study by W Wei et. al. [20], penalized SDP problem iteratively by 
maximization-minimization method. 
Using polynomial optimization theory, a global optimal solution can be obtained by moment 
relaxation which was proposed for the OPF problem as a generalization of SDP relaxation by  
J Park at. al.[21]. Since the matrix size of semidefinite constraints is large in moment 
relaxation is computationally in efficient compared to SDP relaxation. In order to reduce the 
computational burden of moment relaxations, the sparsity of power systems was exploited in 
study done by L Yuille et. al. [22]. When SDP had a small optimality gap, a Laplacian-based 
approach was proposed to yield near-globally optimal solutions as in study done by J Smola 
et. al. [23]. QCQP formulation of OPF problems adopted for forcing matrix rank other than 
one indefinite coefficient matrix is dealt with successive convex approximation as in study by  
T Lipp et. al. and Z Tian et. al. [24, 25]. The OPF problem in radial networks was first 
formulated as a difference-of-convex programming problem DCP and then solved by 
sequence of convexified penalization problems, When the SOCP relaxation is inexact. 
 
For the SOCP relaxation in mesh networks, there is no method yet available to recover a 
feasible and optimal or near-optimal solution. A feasible and local optimal solution for SOCP 
relaxation.is obtained from the convex concave procedure (CCP) to the OPF problem in mesh 
networks. Powerful heuristic method is CCP method [26]. 
 
The remainder of this paper is organized as follows. Description of original non-convex 
model of OPF In mesh networks and tightened SOCP relaxation in section II. OPF problem 
with DCP formulation and for feasible solution recovery, ACP OPF algorithm details is in 
section III. 9 bus IEEE test systems results using algorithm in section IV. Conclusions are 
stated in section V. 
 
OPF PROBLEM AND CONVEX RELAXATION 
Original OPF Problem  
The OPF problem usually consists of convex functions of generator output, denoted by C (pi 
g
). This is described as:  
(Model 1) min ∑C(pi 
g
 )                                                                                                   (1) 
Subject to  
Branch power flow constraints 
pij  = Gij  
 
  –GijViVjcos ij – Bij ViVjsin ij, ij  Փl                                                                     (2)      
qij = -Bij  
 
 +BijViVjcosθij – GijViVjsinθij, ij  Փl                                                                      (3) 
             , i  Փi                                                                                                            (4) 
 
Active and reactive power balance constraints for  
    
 
 -   
 =Gsh,i  
 
 + ∑          , i  Փb                                                                                   (5)  
  
 
 -   
 =-Bsh,i  
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Generator operation constraints 
    
  ≤    
 
 ≤    
 ,  i  Փb                                                                                                           (7)  
    
  ≤    
 
 ≤    
 ,  i  Փb                                                                                                           (8)  
 
Phase angle difference limits 
          ≤      ≤    
 , ij  Փl                                                                                                         (9)  
 
Branch thermal limits 
     
  +    
  ≤     2,  ij  Փl                                                                                                      (10)
 
Bus voltage limits 
   ≤     ≤    
 , i  Փb                                                                                                             (11)  
      
The original formulation of OPF problem is nonconvex and the non-convexity comes from 
branch power flow constraints (2) and (3). The challenge of non-convexity in realistic power 
systems OPF also comes from transformer taps, capacitor, etc., which has been discussed in 
[28] and [29]. So, in this paper, we mainly focus on the nonconvex power flow constraints. 
 
By defining new variables   =           ,     =            and Ui = Vi
2
, constraints (2) and 
(3) can be transformed into an alternative form:    
    =         -      -       , ij  Փl                                                                                       (12) 
   =        +      -       , ij  Փl                                                                                                                               (13) 
   
  +    
  =     ,  ij  Փl                  (14) 
   =arctan(       ⁄  , ij  Փl                                                                                                  (15) 
For the OPF of a radial network, constraints (4) and (15) are not necessary because the 
optimal solution Kij and Lij will always recover a set of     and     that satisfy these two 
constraints. However, for the OPF of a meshed network, constraints (4) and (15) are 
necessary to ensure that    sums to zero over all cycles [16].   
 
Constraint (15) is equivalent to: 
      =         ,  ij  Փl                                                                                                     (16) 
By introducing new variables sij, cij, (16) is equivalent to: 
    =      ,   ij  Փl                                                                                                                (17) 
         =      ,   ij  Փl                                                                                                                 (18) 
   
  +    
 =1,   ij  Փl                                                                                                                (19) 
      =      ,  ij  Փl                                                                                                              (20) 
 
With the above transformation, the OPF problem (Model 1) is equivalent to:  
 (Model 2)  min ∑C (  
                                                                                                   (21)  
Subject to  
(4)–(11), (12)–(14), (17)–(20)  
 
B. Tightened SOCP relaxation  
The OPF problem (Model 2) is nonconvex due to constraints (14) and (17)–(20). Constraint 
(14) can be relaxed to an inequality [13]: 
   
 +   
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which can also be written as a second order cone constraint 
    
    
     
≤          ij Փi                                                                                                       (23) 
Constraints (17) and (18) can be relaxed by convex envelops for sine and cosine functions 
[30]: 
      ≤ cos(
  
 






)  ij  Փl                                                                            (24)                       
      ≥ cos(
  
 
) (    
  
 
) -  sin(
  
 
)  ij  Փl                                                                             (25)                       
      ≤ 1-(1-cos( 
 ))   
      ⁄   ij  Փl                                                                                  (26)                       
    ≥ cos( 
 ),  ij  Փl                                                                                                                (27) 
 
 Constraint (19) can be related to: 
   
  +    
 ≤ 1  ,  ij  Փl                                                                                                              (28) 
 
For constraint (20), by introducing new variables S    and C   , it is equivalent to: 
S   =       ,  ij  Փl                                                                                                              (29) 
C   =       ,  ij  Փl                                                                                                              (30) 
S   = C    ,  ij  Փl                                                                                                               (31) 
Constraints (29) and (30) can be relaxed by McCormick 
Envelops for bilinear terms [31]: 
S   = 〈      〉
 ,  ij  Փl                                                                                                        (32) 
C   = 〈      〉
 ,  ij  Փl                                                                                                        (33) 
 
Where the McCormick envelops in (32) are defined as: 
SKij  s
l K  sij K 
l  sl K l                                                                                                 (34)                                                                                                                                                      
SKij  s
u Kij  sij K
u  su K(                                                                                               (35)                     
SKij  s
l K  sij K
u  sl Ku                                                                                                 (36) 
 SKij  s
u Kij s K
l  su Kl                                                                                                                                                  (37) 
Thus, the convex related OPF problem as follows: 
(Model 3)   ∑  I(Pi)                                                                                                          (38)  
  
RECOVERY ALGORITHM 
Difference of Convex Formulation 
The relaxation exactness is barely guaranteed by convex relaxed Model 3, because the 
equality (20) is hard to be satisfied by McCormick relaxation (32) and (33), so that a feasible 
solution cannot be recovered from the solution of Model 3 directly. On the other hand, if the 
bilinear constraints (14), (19) and (20) are satisfied and the trigonometric functions (17) and 
(18) are well approximated, then the solution will be feasible to the original OPF problem. 
Thus, we can formulate (14), (19) and (20) as difference-of-convex constraints, which can be 
solved by DCP algorithms effectively. Therefore, the equalities are not easy to loosen as in 
convex relaxation, and a feasible solution can be recovered for the convex relaxed model. 
Take constraint (20) as an example, it can be written in an alternative form: 
(sij Kij )
2 (si  Kij )
2 (cij  Lij )
2 (cij  Lij )
2                                                                (39) 
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(sij Kij )
2(cij  ij )
2 sij  Kij)
2(cij + L)
2≤ 0                                                                   (40) 
(sij  Kij )
2 (cij  Lij)
   (sij  Kij)
2(cij Lij)
2≤ 0                                                               (41) 
Considering constraints (14), (19), and (20), we can define 
The following convex functions: 
fij,1 (x) = (Ui Uj )
2                                                                                                           (42) 
fij,2 (x) = 1                                                                                                                    (43) 
fij (x) =  (sij   Kij  )
2 (cij  Lij  )







                                                                                          (45) 




                                                                                                              (46) 
gij,3 (x)= (sij  Kij)
2 (cij + Lij )
2                                                                                       (47) 
Thus constraints can be expressed as difference 
of convex constraints. 
  gij,m (x)-f
 
ij,m (x) ≤ 0 ij  Փl,,m=1,2                                                                                     (48) 
gij,3 (x)-f
 
ij,3 (x) ≤ 0 ij  Փl,                                                                                                                                                       (49) 
gij,m (x)-f
 
ij,m (x) ≤ 0 ij  Փl,,m=1,2,3                                                                                     (50) 
Here, the constraints in (48) are convex, and the constraint corresponding to m=1 is actually a 
second order cone constraint. However the constraints in (49) and (50) are nonconvex.With 
difference of convex constraints (48)-(50), the OPF problem (Model 2) can be formulated as 
a DCP problem. 
(Model 4) min ∑C (  
                                                                                                           (51)  
Subject to 
 (4)-11, (12), (13), (24)-(27) and (48)-(50). 
Comparing Model 2 and Model 4, the only different constraints are (17), (18) and (24)–(27). 
Since (24)–(27) are convex envelopes for (17) and (18). Model 4 can be approximated to 
Model 2.The exactness of Model 4 is depend on tightness of these convex envelopes. The 
tightness of convex envelopes (24)–(27) is related to the bounds of the phase angle 
differences [30]. As  u grows larger, these constraints will become weaker; the maximum 
estimation error of sine function is as shown in Fig. 1. It can be seen that the error is less than 
10
-3
 when  <15°, which applies power systems in most of cases. 
 
 
Figure 1: Maximum estimation error of sine function. 
 
There is an alternative approach to approximate  
Constraints and (18) that utilizes the Taylor series. For example, the fourth-order Taylor 
expansion of the cosine function is as follows: 
 
         =1-    
2
/2+    
4
/24                                                                                                (52) 
By introducing Փij=   
2
 (52) can be written in a difference Of convex form: 
-cij+1- Փij/2+ Փij
2
/24 ≤ 0                                                                                                 (53) 
cij-1+ Փij/2- Փij
2





37 Page 31-42 © MAT Journals 2019. All Rights Reserved 
 
Journal of Analog and Digital Communications 
Volume 4 Issue 3  
Փij-   
2
 ≤ 0                                                                                                                            (55)                                                                                             
   
2
- Փij≤ 0                                                                                                                           (56) 
In a case where,     is very small, directly using 
        =    will also be a good choice to ensure the exactness of Model 4. 
 
Penalty Convex-Concave Procedure 
The OPF problem is formed as a DCP problem (Model 4) in part A; thus, penalty CCP can be 
applied to find a local optimum of Model 4. The procedure for penalty CCP is in two parts: 
Tighten the difference-of-convex constraints via partial Linearization. For example, gij,m (x) 
can be linearized around point x
(0)
 as: 
gˆijij,m (x, x(0) )  gij,m (x
(0) )  gij,m (x
(0) )T (x  x(0) )                                                   (57) 
since gij,m(x)is convex, we have gij,m(x)≥ gˆijij,m((,m(x-  - x
(0)
),  
and(50)can tightened into a convex constraint 
ACP OPF removes the need for an initial feasible 
fij,m(x)≥ gˆijij,m((,m(x-  - x
(k)
) ≤ 0                                                                                               (58) 
constraint (58) reduces the feasible region of the 
 original problem which may lead to infeasibility, so part(2)is needed 
(2)Relax content (58)by adding slack variables 
 
fij,m(x)≥ gˆijij,m((,m(x-  - x
(k)
) ≤ €                                                                                               (59) 
 
and penalize the sum of constraint violations in the objective function. By doing so, the 
problem is always feasible. 
 
Algorithm 1: ACPOPF 
Initialization 
 Set the value of x(0)to the solution of model 3. 
 Set (0)>0, 𝜏max, µ>1 and k=0. 
 Repeat 
 Convexify 
gˆijij,m(x, x(0) )  gij,m (x
(0) )  gij,m(x
(0) )T (x  x(0) )m=1,2,3 
 fffijij,m(x, x
(0) ) ij,m (x
(0))ij,m(x
(0) )T (x  x(0) ) 
 
Set the valueof x
k+1
to the solution of  
 (Model 5)  min ∑C (  
    𝜏k ∑ ij




(k)   
  subject to (4)-(11),(12),(13),(24)-(27),(48) 
gij,3(x)-gij,m^(x,x
(k)
) ≤  (k)ij,m  ij  Փl,m=1,2,3                                                                    (61) 
gij,m(x)-fij,m^(x,x
(k)
) ≤  (k)ij,4  ij  Փlj                                                                                  (62) 
          k)
ij,m ≥0 ij  Փlj  ij  Փim=1,2,3,4                                                                              (63) 
 Update 𝜏k+1=min(µ 𝜏k, 𝜏max) 
 Update iteration k=k+1 
 
Until stopping criterion is satisfied. 
Model 5 is convex, and the number of second-order cone constraints, as well as quadratic 
constraints, grows linearly with the number of branches in the system. Although the objective 
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problem if the slack variables are not equal to zero. The convergence behavior of ACP OPF 
depends mainly on two points: 
The penalty parameter  max. 
max should not be too small, because this leads easily to nonzero slack variables, nor too 
large, which may cause numerical problems. 
The initial point. 
Point of the original problem by introducing slack variables. However, a good starting point 
helps ACP in finding the local optima. Since ACP aims to recover a feasible solution for 
SOCP relaxation, the initial point is chosen to be the result of convex relaxed OPF Model 3, 
which is actually a good choice considering both optimality and computation speed. 
 
NUMERICAL RESULTS 
9-Bus Test System 
As shown in Fig. 2, this test system is an IEEE 9-bus system, including three generators and 
nine branches. The branch, bus, generator and generator cost data of the system were taken 
from MATPOWER. There were three generators connected to buses 1, 2, and 3, and the total 
real and reactive power capacity were 0 to 820 MW and -900 to 900 MVar, respectively. The 
voltage of bus 1 was set to 1.0∠0°. The lower and upper bounds of system bus voltages were 
0.9 p.u. and 1.1 p.u., and the maximum phase angle difference was 10°. 
 
 
Figure 2: IEEE 9-bus system. 
 
The solution of MATPOWER is assumed to be a benchmark solution to the original OPF 
problem, and the sub-optimality gap of the heuristic methods are defined as: 
 
Gap=(ͺγother-γMP)/| γMP| *100                       (72) 
To demonstrate effectiveness of the proposed algorithm, where different objective functions 
were tested:  
 
Loss Minimisation 
Table 1: Numerical results of 9bus system. 
Obj. Value Gap (%) Rank Iteration Solver time (s) 
ACP 3.546 0.00 - 3 0.06 
PSDP1 3.546 0.00 1 - 0.63 
PSDP2 3.550 0.11 1 6 4.71 
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Table 2: Optimal voltage of 9 bus system. 
Bus 
MATPOWER ACP 
V (p.u.) θ (degree) V (p.u.) θ (degree) 
1 1.000 0 1.000 0 
2 1.012 -3.634 1.012 -3.626 
3 1.002 -3.931 1.002 -3.920 
4 0.964 -5.312 0.964 -5.303 
5 0.937 -8.867 0.937 -8.856 
6 0.980 -6.443 0.980 -6.432 
7 0.958 -9.172 0.958 -9.160 
8 0.979 -6.901 0.979 -6.890 
9 0.926 -10.040 0.926 -10.026 
Maximum absolute error (%) 0.00 0.22 
 
 
Figure 3: Convergence behavior of ACP for loss minimization. 
 
Iteration             
Table 1 shows that ACP was able to recover a feasible solution to the original OPF problem 
from the result of DSDP, which were able to recover feasible solutions form SOCP 
relaxations. The lower bound of the objective value derived by SDP relaxation was 
3.546MW, indicated that the benchmark solution of MATPOWER (MP) was actually a 
global optimal solution. The voltage magnitude and phase angle data of each bus are shown 
in Table 2. Comparing the results of MATPOWER and ACP, the mismatches in voltage 
magnitudes and phase angles were both very small, which proved that the solution recovered 
by ACP was a feasible solution. 
 
Fig. 3 shows the objective values and sums of slack variables generated by ACP in each 
iteration: the parameters were set to  (0) max 10 and 110
4
. The initial point of ACP 
was provided by SOCPT, denoted by iteration 0. It can be seen that ACP converged in three 
iterations, while the sum of slacks converged to zero. 
 
Generator Cost Minimization 
In this test case, we considered the cost of generators. Table 3 shows that ACP, as well as 
PSDP1 and PSDP2, successfully recovered feasible solutions the same as MATPOWER, but 
DSDP failed to find a feasible solution with high quality. The lower bound of the objective 
value derived by SDP relaxation and was 5329.53$/h, which showed that the feasible solution 
derived by ACP was a global optimal solution. In this test case, ACP performed as well as 
PSDP2 and DSDP, but had much faster computation speed. The convergence behavior of 
ACP is shown in Fig. 4, with  (0)  x100 and   105, the proposed algorithm converged 
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Table 3: Numerical results of 9 bus system. 
 Obj. Value Gap (%) Rank Iteration Solver time (s) 
ACP 5329.53 0.00 - 5 0.16 
PSDP1 5329.53 0.00 1 - 1.04 
PSDP2 5329.53 0.00 1 25 5.43 
DSDP 5897.41 10.66 1 4 3.22 
 
 
Figure 4: Convergence of behavior of ACP for generation cost minimization. 
 
CONCLUSION 
In this paper for mesh networks, when the convex relaxation method is not exact, an ACP 
OPF algorithm was proposed to recover a global or near-global optimal solution for SOCP 
relaxed OPF problem. To maintain equality in the non-convex power flow equations, 
formulation of OPF problem to DCP problem. To obtain a good initial point for the ACP 
OPF algorithm, proposal of tightened SOCP relaxation of the OPF problem in mesh 
networks. In solution quality, the proposed algorithm was able to recover global or near-
global optimal solutions for SOCP relaxation with various objective functions from various 
numerical results. In proposed method,, computational efficiency is quite comparable to  
SOCP which was far beyond the SDP methods. 
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