A polynomial time approximation scheme for embedding hypergraph in a weighted cycle  by Yang, Chaoxia & Li, Guojun
Theoretical Computer Science 412 (2011) 6786–6793
Contents lists available at SciVerse ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
A polynomial time approximation scheme for embedding hypergraph in
a weighted cycle
Chaoxia Yang a, Guojun Li a,b,∗
a School of Mathematics, Shandong University, Jinan 250100, PR China
b Department of Biochemistry and Molecular Biology, University of Georgia, GA 30602, USA
a r t i c l e i n f o
Article history:
Received 7 January 2010
Received in revised form 30 July 2011
Accepted 5 August 2011
Communicated by X. Deng
Keywords:
Hypergraph embedding
Weighted cycle
Minimum congestion
NP-hard
Polynomial time approximation scheme
a b s t r a c t
The problem of Minimum Congestion Hypergraph Embedding in a Weighted Cycle
(MCHEWC) is to embed the hyperedges of a hypergraph as paths in a weighted cycle such
that the maximum congestion is minimized. This problem is NP-hard. In this paper, we
present a polynomial time approximation scheme (PTAS) for this problem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The problem of Minimum-Congestion Hypergraph Embedding in a Cycle (MCHEC) was proposed by Ganley and Cohoon
[3]. In MCHEC, we want to embed the m-hyperedges of an n-vertex hypergraph as paths in an n-vertex cycle, such that
the maximum congestion (defined below) is minimized. The problem of Minimum-Congestion Hypergraph Embedding in a
Weighted Cycle (MCHEWC) is aweighted version of theMCHEC problem forwhich the objective is to embed the hyperedges
of a hypergraph as the paths in a weighted cycle, such that the maximum congestion of the edges in the weighted cycle
is minimized. The congestion of an edge in a weighted cycle is defined as the product of its weight with the number of
embedded paths which pass through the edge. The MCHEWC problem is a challenging problem with many applications in
electronic design automation, computer networks, parallel computing and computer communication.
Several studies related to theMCHEWCproblemhave been performed. The optimal solution for the problem ofMinimum
Congestion Graph Embedding in a Cycle (MCGEC) is solved in polynomial time by an algorithmdeveloped by Frank [1], Frank
et al. [2]. Ganley and Cohoon [3] showed that the MCHEC problem is NP-hard in general, but solvable in polynomial time
when the congestion is at most k. For any fixed k, a solution can be computed in O((nm)k+1) time. Other approximation
algorithms have been proposed subsequently. Gu and Wang [4] presented an algorithm for solving the MCHEC problem
with an approximation ratio 1.8 which was further reduced to 1.5 by Lee and Ho [7]. Very recently, Li et al. [8] presented
a polynomial time approximation scheme for solving the MCHEC problem. Lee and Ho [6] showed that the problem of
Weighted Hypergraph Embedding in a Cycle (WHEC) and the problem of Weighted Graph Embedding in a Cycle (WGEC)
are both NP-hard. They proposed a 2-approximation algorithm using the idea of removing the longest adjacent paths. Later,
they reduces the approximation ratio to 1.5 in [5]. For the weighted problem, a PTAS was proposed by Nong et al. [10] for
the case that each hyperedge consists of only two vertices.
∗ Corresponding author at: School of Mathematics, Shandong University, Jinan 250100, PR China. Tel.: +86 706 583 5543.
E-mail address: guojun@csbl.bmb.uga.edu (G. Li).
0304-3975/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2011.08.014
C. Yang, G. Li / Theoretical Computer Science 412 (2011) 6786–6793 6787
In this paper, we present for the first time a polynomial time approximation scheme to the MCHEWC problem.
2. Preliminaries
In this section,we introduce somenotation and terminology required to design a PTAS for solving theMCHEWCproblem.
A weighted cycle C of n nodes is an undirected graph G = (V , EG) with the node set V = {i|1 ≤ i ≤ n} and the weighted
edge set EG = {ei|1 ≤ i ≤ n}, where ei represents the edge of weightwi connecting the nodes i and i+ 1 for i = 1, 2, . . . , n.
Throughout this paper, we assume that all nodes are uniquely labeled using nonnegative integers after performing modulo
n operation. Without loss of generality, we assume that the numbers on the nodes are ordered in the clockwise direction.
A hypergraph H = (V , EH) is defined over the same node set V = {i|1 ≤ i ≤ n} with the set EH = {h1, h2, . . . , hm} of the
hyperedges, where each hyperedge hj is a subset of V with two or more nodes.
For each j(1 ≤ j ≤ m), we define a connecting path (or c-path) Pj for hyperedge hj, where Pj is a minimal path in the
weighted cycle C containing all nodes in hj. Therefore, there are exactly |hj| possible c-paths for each hyperedge hj. Choosing
one c-path for each hyperedge of H , we have an embedding of the hypergraph H in a weighted cycle that is a set of c-paths
in C . Given an embedding of a hypergraph, the congestion of each edge of C is the product of its weight and the number of
c-paths that contain the edge. For a given hypergraph and a weighted cycle on the same node set, the MCHEWC problem is
to find an embedding of the hypergraph such that the maximum congestion in the weighted cycle is minimized.
Formally, we introduce the following notations. For each j (1 ≤ j ≤ m), we let the hyperedge hj = {ij1, ij2, . . . , ij|hj|} be
such that nodes, ij1, i
j
2, . . . , and i
j
|hj|, are ordered in the clockwise order along the cycle C . Then hj partitions the cycle C into
|hj| segments: E jl , l = 1, 2, . . . , |hj|, where E jl = {ei|ijl ≤ i ≤ ijl+1 − 1}. Note that the arithmetic operations involving the
subscripts of the indices are performed by modulo |hj|.
A c-path is called an E jl -embedding for hyperedge hj if the c-path consists of edges of EG \ E jl . An embedding of the
hypergraph is a set of m c-paths, one c-path for each hyperedge. There are |hj| different embeddings for each hyperedge
hj and the total number of feasible solutions to the MCHEWC problem is therefore |h1||h2| . . . |hm|.
We use a vector x = (x1, x2, . . . , xm) to denote a solution, where xj represents an E jlj-embedding of the hyperedge hj for
some lj (1 ≤ lj ≤ |hj|), and call it an x-embedding of the hypergraph. For an edge ei in the cycle C , we use ei(x) to denote the
number of c-paths passing through the edge ei regarding the x-embedding . Then the MCHEWC problem can be modeled as
the following optimization problem.
min z;
wiei(x) ≤ z, i = 1, 2, . . . , n. (2.1)
Since the problem is known to be NP-complete, our interest is to find an algorithm which returns a solution with
guaranteed nearly minimized congestion. By copt we denote theminimum congestion of theMCHEWC problem, i.e. solution
of the problem (2.1). By capp we denote the congestion of the embedding given by an algorithm. For any fixed ϵ, we want to
find a polynomial time approximation scheme (PTAS) such that
capp ≤ (1+ ϵ)copt.
Given a weighted cycle C , we takewmax = max{wi|1 ≤ i ≤ n} and renormalize the weights by takingwi := wi/wmax for
1 ≤ i ≤ n. Then the new embedding problem is equivalent to the original embedding problem. For the sake of convenience,
from now on, we may assume that each edge in the cycle C has a weight in (0, 1].
3. Development of PTAS for a special case I
In this section, we develop a PTAS for the special case such that
m ≤ c ln(n),
i.e. when the number of hyperedges is bounded from above by c ln(n) with c a positive constant. In this case, we have the
following lemma which is similar to Lemma 3.1 in [8]. The proof of the lemma is omitted.
Lemma 3.1. Let r (1 ≤ r ≤ n) be an integer and x = (x1, x2, . . . , xm) an embedding of H where xj is an E jlj-embedding of hj.
Define
Ωi1,i2,...,ir (x) = {j | E jlj ∩ {ei1 , ei2 , . . . , eir } ≠ ∅}
for any indices 1 ≤ i1, i2, . . . , ir ≤ n. Then there exist r indices
1 ≤ m1,m2, . . . ,mr ≤ n
such that for any embedding x
′ = (x′1, x′2, . . . , x′m) of H which satisfies x′j = xj for all j ∈ Ωm1,m2,...,mr (x), the following inequality
wiei(x′)− wiei(x) ≤ 1r wiei(x)
holds for all i.
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Similar to [8], Lemma3.1 leads to a polynomial time approximation scheme to theMCHEWCproblemunder the condition
where m ≤ c ln(n). For completeness, we rephrase it here. For any prespecified positive number ϵ > 0, we take an
integer r such that 1/r < ϵ. Note that if we replace x by an optimal solution x∗ in Lemma 3.1, then x′ described there is
an approximation within a factor of 1 + ϵ of the optimum. Now we show that such an approximation scheme x′ can be
obtained within polynomial time.
In Lemma 3.1, we have defined a set of indices of hyperedges for any 1 ≤ i1, i2, . . . , ir ≤ n as follows,
Ωi1,i2,...,ir (x) = {j|E jlj ∩ {ei1 , ei2 , . . . , eir } ≠ ∅}.
To understand the above definition, readers are referred to the definition of the ‘‘x-embedding’’, where the jth component xj
of the given embedding x is defined as E jlj-embedding of the hyperedge hj. Notice that for fixed x and r,Ωi1,i2,...,ir (x) depends
on the choice of the indices, i1, i2, . . . , ir , of edges on C . ByΩ(x, r)we denote the one of maximum size which is reached at
m1,m2, . . . ,mr , i.e.Ω(x, r) = Ωm1,m2,...,mr (x).
Suppose we are lucky that m1,m2, . . . ,mr appear to us such that Ω(x, r) = Ωm1,m2,...,mr (x) because it is allowed to
enumerate all
n
r

possibilities. For each j (1 ≤ j ≤ m), let
E j = {E jl |E jl ∩ {em1 , em2 , . . . , emr } ≠ ∅, 1 ≤ l ≤ |hj|},
then |E j| ≤min{r, |hj|} for any j.
For each j, we enumerate all |E j| possible embeddings to form a set of solutions which is denoted by X , then we have
|X | ≤ Πj|E j| ≤ rm ≤ nc ln r . Lemma 3.1 makes sure that X contains an embedding x′ such that wiei(x′) ≤ (1+ ϵ)wiei(x). By
enumerating all
n
r

possibilities to findm1,m2, . . . ,mr , an approximation scheme x′ can be obtained within
n
r

nc ln r time.
The algorithm is described schematically as follows.
Algorithm SpecialEmbedding:
Input: G = (V , EG) and H = (V , EH).
Output: an x-embedding of H .
1. for each r-element subset {ei1 , ei2 , . . . , eir } of the n input edges in EG do
(a) E j = {E jl |E jl ∩ {ei1 , ei2 , . . . , eir } ≠ ∅, 1 ≤ l ≤ |hj|}
(b) Create a set of solutions by enumerating all |E j| possible embeddings of hj
2. Output the best solution obtained in Step 1.
We summarize the above results into the following theorem.
Theorem 3.1. The MCHEWC problem can be solved with a PTAS when m ≤ c ln n, where c is a positive constant independent of
m and n.
4. Development of PTAS for a special case II
We define a variable xj,l to be one if xj is the E
j
l -embedding and zero otherwise for 1 ≤ j ≤ m and 1 ≤ l ≤ |hj|; and
further an index functionχj(ei, l) to be zero if ei ∈ E jl and one if ei /∈ E jl . Then (2.1) is equivalent to following 0–1 optimization
problem.
min z :∑|hj|
l=1 xj,l = 1, j = 1, 2, . . . ,m,
wi
∑m
j=1
∑|hj|
l=1 χj(ei, l)xj,l ≤ z, i = 1, 2, . . . , n.
(4.1)
Let x¯j,l, j = 1, 2, . . . ,m; l = 1, 2, . . . , |hj| be its fractional optimal solution, and
τi = wi
m−
j=1
|hj|−
l=1
χj(ei, l)x¯j,l.
Hereafter, by copt wedenote the optimum0–1 solution of (4.1). Then τi ≤ copt for all i. In this section, we restrict ourselves
to the case
m > c ln(n), copt ≥ dm
for some constant d (0 < d ≤ 1). We apply a standard randomized rounding strategy to the fractional optimal solution
x¯j,l, j = 1, 2, . . . ,m; l = 1, 2, . . . , |hj|. For each j = 1, 2, . . . ,m, independently, with probability x¯j,l, set x′j,l = 1 and x′j,h = 0
for any h ∈ {1, 2, . . . , |hj|}− {l}. Then we get a 0–1 solution x′j,l, j = 1, 2, . . . ,m; l = 1, 2, . . . , |hj| to (3.4), hence a solution
to (2.1).
The following lemma is an analogue to Lemma 2 in Li et al. [9].
Lemma 4.1. Let X1, X2, . . . , Xn be n independent random 0–1 variables, where Xi takes 1 with probability pi, 0 < pi < 1. Let
X =∑ni=1 aiXi, 0 < ai ≤ 1, and µ = E[X]. Then for any 0 < δ ≤ 1/2, Pr(X > µ+ δn) < exp{− 13nδ2}.
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Proof. Let X ′ = ∑ni=1 Xi, and µ′ = E[X ′]. Then µ′ = ∑ni=1 pi ≤ n, µ = ∑ni=1 aipi ≤ n, and µ′ ≥ µ. To prove this lemma,
we need to resort to the following Markovian inequality:
Pr(X > µ+ δn) = Pr(etX > et(µ+δn)) ≤ E[e
tX ]
et(µ+δn)
, ∀t > 0.
Note that E[etaiXi ] = pietai + (1− pi) = 1+ pi(etai − 1) ≤ epi(etai−1). Therefore,
E[etX ] = E[e
∑n
i=1 taiXi ] =
n∏
i=1
E[etaiXi ]
≤
n∏
i=1
epi(e
tai−1) = exp

n−
i=1
pietai − µ′

.
Let t = ln(1+ δ) > 0 (∀δ > 0). Then we get
Pr(X > µ+ δn) ≤ e
∑n
i=1 pietai−µ′
et(µ+δn)
= e
∑n
i=1 pi(1+δ)ai−µ′
(1+ δ)(µ+δn) =
 e∑ni=1 pi(1+δ)ai−µ′n
(1+ δ)( µn +δ)
n .
It suffices to show that for 0 < δ ≤ 12 ,
e
∑n
i=1 pi(1+δ)ai−µ′
n
(1+ δ)( µn +δ) ≤ e
−δ2/3.
Taking the logarithm of both sides of above inequality, it suffices to prove
f (δ) :=
∑n
i=1 pi(1+ δ)ai − µ′
n
−
µ
n
+ δ

ln(1+ δ)+ δ
2
3
≤ 0.
for 0 < δ ≤ 12 . By a simple calculation of the derivatives of f , we get
f
′
(δ) =
∑n
i=1 piai(1+ δ)ai−1
n
−
µ
n + δ
1+ δ − ln(1+ δ)+
2
3
δ,
f
′′
(δ) =
∑n
i=1 piai(ai − 1)(1+ δ)ai−2
n
+
µ
n − 1
(1+ δ)2 −
1
1+ δ +
2
3
.
Easy to check that f
′′
(δ) ≤ 0 for δ ∈ (0, 12 ] and so f ′(δ) is nonincreasing in (0, 12 ]. Since f ′(0) = 0, it follows that f ′(δ) ≤ 0
for δ ∈ (0, 12 ]. With f (0) = 0, we derive that f (δ) ≤ 0 in (0, 12 ]. 
Whenm ≥ c ln n and copt ≥ dm, we have
Lemma 4.2. Let xj, l be a 0–1 solution to (3.4) after randomized rounding procedure. Then for any fixed small number ϵ > 0,
with probability at least 1− n1− 13 ϵ2d2c ,
wiei(x) ≤ (1+ ϵ)copt,
for each ei ∈ EG.
Proof. Recall that for each j, xj,l is rounded to 1 only for one index l (1 ≤ l ≤ |hj|). Hence, the variable∑|hj|l=1 χj(ei, l)xj,l
rounds to either 1 or 0, independent to each other for different j,s. Let
wiei(x) = wi
m−
j=1
|hj|−
l=1
χj(ei, l)xj,l, 0 < wi ≤ 1.
The expectation of the sum of variables is
E[wiei(x)] = wi
m−
j=1
|hj|−
l=1
χj(ei, l)xj,l = τi ≤ copt.
For any fixed δ > 0, applying Lemma 4.1 towiei(x), we get
Pr(wiei(x) > τi + δm) < e−δ2m/3,
and thus
Pr(wiei(x) > τi + δm for at least one i) < n× e−δ2m/3.
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By utilizing the assumptionm ≥ c ln n, we obtain
Pr(wiei(x) ≤ τi + δm for all i) ≥ 1− n1−δ2c/3.
If we take δ = dϵ, we get τi + δm ≤ (1+ ϵ)copt. The proof is complete. 
Corollary 4.1. For δ = dϵ and c > 3/δ2 be a constant number. If m > c ln n then there exists an embedding x such that
wiei(x) ≤ (1+ ϵ)copt for all i.
Proof. The existence of such an embedding obtained from the proof of Lemma 4.2 because c > 3/δ2, making sure that
Pr(wiei(x) ≤ (1+ ϵ)copt) ≥ Pr(wiei(x) ≤ τi + δm for all i) > 0.
Recall that x¯j,l is a fractional solution to (3.4). We partition {1, 2, . . . ,m} into L1, L2, . . . , Lk such that c ln n ≤ |Lh| <
2c ln n for h = 1, 2, . . . , k. Let τi,h = wi∑j∈Lh ∑|hj|l=1 χ(ei, l)x¯j, l. For each h, Corollary 4.1 guarantees that there exists an
embedding xh for the hyperedge hj with j ∈ Lh such that
wiei(xh) ≤ τi,h + δ|Lh|
holds for all i.
Applying SpecialEmbedding to Lh, h = 1, 2, . . . , k, we can find an approximation x′h in polynomial time such that
wiei(x′h)− wiei(xh) ≤ δwiei(xh) for all i. Therefore,
wiei(x′h) ≤ τi,h + δ|Lh| + δwiei(xh)
holds for all i.
Let x′ be a concatenation of x′,h s. It follows that
wiei(x′) ≤
k−
h=1
(τi,h + δ|Lh| + δwiei(xh))
= τi + δm+ δwiei(x)
≤ τi + δm+ δτi + δ2m
≤
[
1+

δ + 1
d
+ 1

δ
]
copt
≤
[
1+

1+ 2
d

δ
]
copt
≤ (1+ ϵ)copt,
where ϵ = (1+ 2/d)δ. The proof is complete. 
Theorem 4.1. The MCHEWC problem can be solved with a PTAS when copt ≥ dm and m > c ln n, where c is a constant number.
5. An ultimate PTAS
When the optimal congestion copt is small relative to the number of hyperedges, randomized rounding and
derandomization scheme does not necessarily work. To overcome this obstacle, we define K = {ei|wi ≥ ϵ}. For an integer
r ≤ |K | and edges ei1 , ei2 , . . . , eir in K , we define
Ri1,i2,...,ir = {j | ei1 , ei2 , . . . , eir ∈ E jl for some l (1 ≤ l ≤ |hj|)}
and
Ui1,i2,...,ir = {1, 2, . . . ,m} − Ri1,i2,...,ir .
The following lemma makes the techniques developed in the last section be applicable to Ui1,i2,...,ir .
Lemma 5.1. copt ≥ ϵr |Ui1,i2,...,ir |.
Proof. For each j ∈ Ui1,i2,...,ir , it follows from the definition that these r edges, ei1 , ei2 , . . . , eir must belong to different
segments E jl , l = 1, 2, . . . , |hj|, of the jth hyperedge. Let x = {x1, x2, . . . , xm} be an optimum solutionwhere xj represents an
E jlj-embedding. Since {ei1 , ei2 , . . . , eir } ⊄ E jlj there exists h (1 ≤ h ≤ r) such that eih ∈ xj, which implies that the embedding
xj for j ∈ Ui1,i2,...,ir must contribute one to eih(x). However the optimality of x implies that ϵeih(x) ≤ wiheih(x) ≤ copt, which
further guarantees that |Ui1,i2,...,ir |ϵ ≤ rcopt. This proves the lemma. 
Lemma 5.1 guarantees that it can be approximated onUi1,i2,...,ir for ei1 , ei2 , . . . , eir in K by using the techniques developed
in last section. Now we are going to show that it is able to be approximated either on Ri1,i2,...,ir with special selection of
ei1 , ei2 , . . . , eir . To this end, we use x to denote a putative optimum solution of objective value copt. Let y be an embedding of
H and P a subset of indices of hyperedges of H . We use y|P to denote a partial embedding of ywhose component indices are
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restricted in P . The definition ofRi1,i2,...,ir implies that for each j ∈ Ri1,i2,...,ir , there is an integer lj such that ei1 , ei2 , . . . , eir ∈ E jlj .
Let x∗j be the E
j
lj
-embedding for all j ∈ Ri1,i2,...,ir , and x∗|Ri1,i2,...,ir be a partial embedding vector having component x∗j for all
j ∈ Ri1,i2,...,ir . We will show that there exist indices i1, i2, . . . , ir such that the partial embedding vector x∗|Ri1,i2,...,ir does form
a good approximation to the optimum embedding x on Ri1,i2,...,ir .
Let x = (x1, x2, . . . , xm) be an optimal embedding such that
max
1≤i≤n
wiei(x)
is minimized, and l the index such that
el(x) = min{ei(x)| ei(x) ≠ 0, 1 ≤ i ≤ n}.
We define
pi1,i2,...,ik = |{j ∈ Ri1,i2,...,ik |x∗j ≠ xj}|,
ρk = min
1≤i1,i2,...,ik≤n
pl,i1,i2,...,ik
el(x)
.
Lemma 5.2. There are edges ei1 , ei2 , . . . , eir in K , such that for any ei ∈ EG,
wiei(x∗|Rl,i1,i2,...,ir )− wiei(x|Rl,i1,i2,...,ir ) ≤ ϵcopt.
Proof. The proof is divided into two cases: (1) |K | ≥ 1
ϵ
; (2) |K | < 1
ϵ
.
(1) In this case the integer r can be set to be greater than or equal to 1
ϵ
since |K | ≥ 1
ϵ
. Note that pl,i1 = |{j ∈ Rl,i1 |x∗j ≠ xj}| is
the congestion of el caused by xj for j ∈ Rl,i1 . Therefore, pl,i1 ≤ el(x). It follows from the definition that ρ1 ≤ 1. In addition, ρk
is non-increasing as k increases. Since the sum of r terms (ρ1 − ρ2)+ (ρ2− ρ3)+ · · · + (ρr − ρr+1) = ρ1− ρr+1 ≤ ρ1 ≤ 1
there is k(1 ≤ k ≤ r) such that ρk − ρk+1 ≤ 1r . For all ei ∈ EG, we define
R(i) = {j ∈ Rl,i1,i2,...,ir |x∗j ≠ xj and x∗j ≠ xij}
where xij represents the E
j
l -embedding such that ei ∈ E jl . Then it follows
ei(x∗|Rl,i1,i2,...,ir )− ei(x|Rl,i1,i2,...,ir ) ≤ |R(i)|.
To prove the lemma, we only need to check that wi|R(i)| ≤ 1r copt since 1r ≤ ϵ in this case. To do so, we fix the indices
1 ≤ i1, i2, . . . , ik ≤ n such that pl,i1,i2,...,ik = ρkel(x). Then for any r(k < r < n) and i(1 ≤ i ≤ n), we have
|R(i)| = |{j ∈ Rl,i1,i2,...,ir |x∗j ≠ xj and x∗j ≠ xij}|
≤ |{j ∈ Rl,i1,i2,...,ik |x∗j ≠ xj and x∗j ≠ xij}|
= |{j ∈ Rl,i1,i2,...,ik |x∗j ≠ xj}| − |{j ∈ Rl,i1,i2,...,ik |x∗j = xij and x∗j ≠ xj}|
= |{j ∈ Rl,i1,i2,...,ik |x∗j ≠ xj}| − |{j ∈ Rl,i1,i2,...,ik,i|x∗j ≠ xj}|
= p l,i1,i2,...,ik − p l,i1,i2,...,ik,i
≤ ρkel(x)− ρk+1el(x)
≤ el(x)
r
.
It turns out immediately thatwi|R(i)| ≤ wiel(x)r ≤ wiei(x)r ≤ 1r copt.
(2) Let K = {ei1 , ei2 , . . . , eir } and r < 1ϵ . By T we denote the subset of Ri1,...,ir such that xj ≠ x∗j for each j ∈ T , and thus the
hyperedge hj must be embedded through the edge ek ∈ K withwk = 1 in the partial optimum embedding x|T . It is obvious
that |T | ≤ copt, and that
wiei(x∗|Ri1,i2,...,ir )− wiei(x|Ri1,i2,...,ir ) = wiei(x∗|T )− wiei(x|T ).
Notice that
wiei(x∗|T )− wiei(x|T ) = −wi|T |
when ei ∈ {ei1 , ei2 , . . . , eir }, and
wiei(x∗|T )− wiei(x|T ) ≤ wi|T |
when ei ∉ {ei1 , ei2 , . . . , eir }. Recalling thatwi < ϵ when ei ∉ {ei1 , ei2 , . . . , eir } and |T | ≤ copt, we get
wiei(x∗|Ri1,i2,...,ir )− wiei(x|Ri1,i2,...,ir ) ≤ ϵcopt.
The lemma has finally been proved. 
The above lemma implies that x∗|Ri1,...,ir does approximate the optimal embedding x as good as we want. For simplicity,
we write U = Ui1,...,ir and R = {1, 2, . . . ,m} − U . Now we focus on the hyperedges with indices in U . The combination of
the ideas developed in the last section can be applied to this situation.
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Case 1 |U| ≤ c ln n. Using the techniques developed in Section 3 , we find a partial embedding x′′|U on U in polynomial time
such that
wiei(x′′|U)− wiei(x|U) ≤ ϵcopt
hold for any ei ∈ EG. Recall Lemma 5.2, the whole solution x = (x′1, x′2, . . . , x′m)where
x′j =

x∗j , if j ∈ R,
x′′j , if j ∈ U
such that
wiei(x′) ≤ (1+ 2ϵ)copt
hold for any ei ∈ EG.
Case 2 |U| > c ln n. Lemma 5.1 implies that the techniques developed in Section 3 are applicable toU . Lemma 5.2 guarantees
that the following optimization problem
min z;∑|hj|
l=1 xj,l = 1, j = 1, 2, . . . , |U|,
wi
∑|U|
j=1
∑|hj|
l=1 χj(ei, l)xj,l ≤ z − wiei(x∗|R), i = 1, 2, . . . , n.
(5.1)
has a fractional solution x¯j,l(1 ≤ j ≤ |U|, 1 ≤ l ≤ |hj|)with cost d¯ ≤ (1+ 2ϵ)copt. From the proof of Lemma 4.2, we have
Lemma 5.3. Let x′|U be a 0–1 solution of (5.1) after randomized rounding. Then for any δ > 0, with certain probability> 0,
wiei(x′|U)+ wiei(x∗|R) ≤ τi + wiei(x∗|R)+ δ|U|,
hold for all ei ∈ EG, where τi = wi∑|U|j=1∑|hj|l=1 χj(ei, l)x¯j,l.
By using the standard derandomization procedure used in Section 3, we can find an approximation x′′ onU in polynomial
time such that
wiei(x′′|U)+ wiei(x∗|R) ≤ (1+ λϵ)copt,
where λ is a finite positive integer. Let x′ be a concatenation of x∗|R and x′′|U . Then
wiei(x′) = wiei(x∗|R)+ wiei(x′′|U) ≤ (1+ λϵ)copt.
Finally, we have developed a PTAS for a solution of the problem. We recapitulate it in a chart box and conclude it as a
theorem (see Fig. 1).
Algorithm general Embedding
Input: G = (V , EG) and H = (V , EH).
Output: an x-embedding of H .
1. Calculate K = {ei|wi ≥ ϵ}.
If |K | ≥ 1
ϵ
, then
for each r-element subset {ei1 , ei2 , . . . , eir } ⊆ K do
(a) R = {j | ei1 , ei2 , . . . , eir ∈ E jl }, and U = {1, 2, . . . ,m} − R.
(b) Let x∗|R be a partial approximation on Rwith x∗j being E jl -
embedding for j ∈ R.
(c) find a partial embedding x′|U using techniques developed in §4.
(d) concatenate x∗|R and x′|U to get an approximation x′.
else K = {ei1 , . . . , eik}, R = {j|ei1 , ei2 , . . . , eik ∈ E jl }, U = {1, 2, . . . ,m} − R,
do (b), (c) and (d).
2. Output the best solution obtained in Step 1.
Fig. 1. Outline for the ultimate PTAS.
Theorem 5.1. There is a PTAS to the MCHEWC problem.
6. Conclusions
By modifying the method of [8], we proposed a PTAS for the problem of minimum congestion hypergraph embedding in
a weighted cycle. The general problem in which both the hypergraph and the cycle are weighted remains open.
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