We deploy numerical semidefinite programming and conversion to exact rational inequalities to certify that for a positive semidefinite input polynomial or rational function, any representation as a fraction of sums-of-squares of polynomials with real coefficients must contain polynomials in the denominator of degree no less than a given input lower bound. By Artin's solution to Hilbert's 17th problems, such representations always exist for some denominator degree. Our certificates of infeasibility are based on the generalization of Farkas's Lemma to semidefinite programming.
Introduction
The Farkas Lemma of linear programming can be employed to construct certificates of infeasibility, in its simplest form of an inconsistent system of linear equations [Giesbrecht, Lobo, and Saunders 1998 ], in linear programming of a system of linear inequalities, and in semidefinite programming of a system of linear equations with semidefiniteness constraints on the solution. A polynomial is not a sum-of-squares of polynomials (SOS) if the corresponding semidefinite program is infeasible. Thus the Farkas Lemma produces a certificate that a polynomial is not an SOS, the separating hyperplane [Ahmadi and Parrilo 2011] .
Motivated by our SOS certificates for global optima of polynomials and rational functions [Kaltofen, Li, Yang, and Zhi 2012; Kaltofen, Yang, and Zhi 2009; Hutton, Kaltofen, and Zhi 2010] (see also [Powers and Wörmann 1998; Harrison 2007; Peyrl and Parrilo 2008] for earlier work), we extend those impossibility certificates to Hilbert-Artin representations of a given denominator degree: by Emil Artin's Theorem [Artin 1927 ], every real positive semidefinite rational function is a fraction of two sums-of-squares of polynomials. We write for an f (X 1 , . . . , X n ) ∈ K(X 1 , . . . , X n ), where K ⊇ Q is a subfield of the real numbers, f 0 if ∀ξ 1 , . . . , ξ n ∈ R : f (ξ 1 , . . . , ξ n ) < 0.
Note that at a real root of the denominator of f its value is undefined, hence < 0. Artin's original theorem stipulates that ∀f 0 : ∃u 1 , . . . , u l , w ∈ K[X 1 , . . . , X n ] :
If f is a polynomial ∈ K[X 1 , . . . , X n ], one may eliminate one variable from the denominator w, that is, construct from (1) a representation with w new ∈ K[X 1 , . . . , X n−1 ], which Artin in his 1927 paper attributes to Edmund Landau. The reduction can be accomplished with the same number of l new = l squares, which in [Rajwade 1993 ] is attributed to J. W. S. Cassels. In both constructions the degree of w new is substantially larger than that of w. As is customary, if a positive semidefinite polynomial f allows a representation (1) with w = 1, we shall call f a sum-of-squares (SOS). In general, however, as already David Hilbert has shown in 1888, positive semidefinite polynomials are not SOS [Chesi 2007; Blekherman 2009] . In order to minimize the numerator and denominator degrees, we seek
We shall call (2) a Hilbert-Artin representation of f , which constitutes an SOS proof for f 0. By allowing an SOS as the denominator polynomial, one then can construct such proofs with a possibly smaller degree than the common denominator w 2 in (1). For instance, for the Motzkin polynomial max j {deg(v j )} ≤ 1 suffices in (2), but deg(w) ≤ 1 is impossible in (1) [Kaltofen, Li, Yang, and Zhi 2012, Section 1] .
It is not known if minimal degree denominator SOSes can always have coefficients in K, as is the case in Artin's original theorem (1). A special case is when f is an SOS of polynomials (w = 1), and the existence of u i with all coefficients in K for all i is conjectured (Sturmfels; cf. [Hillar 2009; Kaltofen 2009; Quarez 2009; Scheiderer 2009] ). Our method can certify "absolute" impossibility by SOSes, that is, for coefficients from all possible subfields of R. Our certificates are rational, that is, they have their scalars in Q. The problem whether there exists a representation of a given degree with coefficients in Q appears to be decidable [Safey El Din and Zhi 2010] .
As in [Kaltofen, Li, Yang, and Zhi 2012] , we compute our certificates, the separating hyperplanes in Farkas's Lemma, by first computing a numerical approximation numerical semidefinite program solver and then converting the numerical scalars to exact rational numbers. For ill-posed polynomials (see Example 5.4 below), high-accuracy semidefinite program solver [Guo 2009 ] is needed. The separating hyperplane is the strictly feasible solution to a semidefinite program whose objective function tends to −∞. We compute such a strictly feasible solution by the Big-M method [Vandenberghe and Boyd 1996] . The semidefinite programs in [Ahmadi and Parrilo 2011] and ours certify infeasibility of SOSes, which has been generalized to infeasibility of arbitrary linear matrix inequalities [Klep and Schweighofer 2011] .
We have tested our method on polynomials from the literature. In particular, we show that the SOS proofs of positive semidefiniteness in [Kaltofen, Yang, and Zhi 2009] indeed require denominators for three polynomials. The ArtinProver program [Kaltofen, Li, Yang, and Zhi 2012] successfully introduced denominators not only for purpose of handling inequalities that do not allow a polynomial SOS proof, but also for avoiding possible non-rational SOSes, to which the semidefinite program solvers may have converged in the case where the Gram matrix is intrinsically rank deficient (our "hard case" [Kaltofen, Li, Yang, and Zhi 2012] ). Our impossibility certificates show that for the proof of the Monotone Column Permanent conjecture in dimension 4, actually the former is the case.
A final problem is to explicitly construct a positive semidefinite polynomial for which the Hilbert-Artin representation (2) must have deg( j v 2 j ) ≥ 4. Bruce Reznick in 2009 has kindly provided us with the challenges raised in [Choi, Lam, and Reznick 1987, Section 7] : how necessarily high must be the powers (x
r in the (uniform) denominators such that a family f n,k (see Example 5.3 below) of even symmetric sextics in n variables is an SOS, where 2 ≤ k ≤ n − 2? In [Choi, Lam, and Reznick 1987] it is proven that for f 4,2 one has r = 2. We can compute certificates that show that for f 4,2 , f 5,2 , f 6,2 , the degree lower bound ≥ 4 and for f 5,3 , f 6,4 , the lower bound ≥ 6 even hold for any denominator j v 2 j in (2).
Notation Throughout this paper, N denotes the set of nonnegative integers and we set N
. . , X n ] denotes the ring of polynomials in variables X = (X 1 , . . . , X n ) with real coefficients. Given a polynomial
e., the set of the support terms of f . Denote by deg(f ) the total degree of f . Given n ≥ 1 and e ≥ 0, let Terms[X; deg≤e] = {X e 1 1 . . . X en n | n i=1 e i ≤ e}, i.e., the set of all terms of total degree ≤ e in the n variables X. For a given subset T ⊆ Terms[X; deg≤e], we introduce the following notation for a term-restricted SOS,
, supp(v j ) ⊆ T }, and the following notation for a denominator term-restricted Hilbert-Artin representation, 
Consider the following set:
where m T and m Terms[X;deg≤d ] denote the column vectors which consist of the elements in T and Terms[X; deg≤d], respectively. Here and hereafter, we let d = ⌈e + deg(f )/2⌉, and therefore,
Proposition 2.1 We have f / ∈ SOS/SOS T if and only if the set (4) is empty.
Now we review the following standard Semidefinite Program (SDP) (see [Vandenberghe and Boyd 1996] 
For symmetric matrices C, W , the scalar product in R n×n space is defined as
where G [α] are scalar symmetric matrices and X α are all possible terms appearing in the polynomial of degree ≤ 2d. Similarly, let
where H [β] are symmetric matrices and X β are all possible terms appearing in the product of (−f (X)) with a polynomial of degree ≤ 2e. Now we consider the following block SDP:
where
, A := 0 I and α ranges over N n 2d . The matrix C can be chosen as a random symmetric matrix. We set it to be a zero matrix only for the convenience of discussions below. For all block positive semidefinite matrices appearing in the present paper, we use the symbol * to indicate that the associated elements could be any real numbers such that the whole matrices are still positive semidefinite and leave some positions blank to indicate that the associated blocks are zero matrices.
Proposition 2.2 We have f /
∈ SOS/SOS T if and only if SDP (7) is infeasible.
Dual Problem and Certification
Before we consider the dual problem of (7), let us review some definitions about moment matrices and localizing moment matrices. Given a sequence y = (y α ) α∈N n ∈ R N n , its moment matrix is the (infinite) real symmetric matrix M(y) indexed by N n , with (α, β)th entry y α+β , for α, β ∈ N n . Given an integer t ≥ 1 and a truncated sequence y = (y α ) α∈N n 2t ∈ R N n 2t , its moment matrix of order t is the matrix M t (y) with (α, β)th entry y α+β , for α, β ∈ N n t . For a given polynomial q ∈ R[X], if the (i, j)th entry of M t (y) is y β , then the tth localizing moment matrix of q is defined by
More details about moment matrices, see [Lasserre 2001 [Lasserre , 2009 Laurent 2009 ]. According to (5), the dual problem of (7) is
is a truncated moment matrix of order d and M e ((−f )y) is the eth localizing moment matrix.
The next lemma shows that the problem (8) is strictly feasible. The proof is similar to the one given in [Lasserre 2001, Proposition3 .1].
Lemma 2.3 There exists
Proof. Let µ be a probability measure on R n with a strictly positive density h with respect to Lebesgue measure such thatỹ
For any polynomial q(X) ∈ R[X] with supp(q) ∈ Terms[X; deg≤d], let vec(q) denote its sequence of coefficients in the monomial basis Terms[X; deg≤d]. We have
then M e (−fỹ) +sI ≻ 0. For standard SDPs in (5), we have the following important duality fact. 
2. There exists a vectorŷ ∈ R l such that
We call the vectorŷ Farkas's certificate vector of infeasibility. For other forms of the Farkas Lemma, see [Dattorro 2011, Section 4.2] . Note that Lemma 2.3 implies that the assumption in the Farkas Lemma 2.4 is satisfied in SDPs (7) and (8). Then we have our main result:
Theorem 2.5 Given a polynomial f ∈ Q[X] and an integer e ≥ 0, let d = ⌈e + deg(f )/2⌉, then for any subset T ⊆ Terms[X; deg≤e], the following are equivalent:
There exists a rational vectorŷ
= (ŷ α ) ∈ Q m with m = n+2d 2d such that M d (ŷ) 0 and M e (fŷ) ≺ 0.
Proof.
By employing the Farkas Lemma 2.4 to SDPs (7) and (8), we have that f / ∈ SOS/SOS T if and only if there exists p ′ = (y ′ , s ′ ) ∈ R m+1 for (8) such that M(y ′ , s ′ ) 0 and s ′ < 0. Now we prove that p ′ can be chosen to be rational. Letp = (ỹ,s) be the strictly feasible point constructed in Lemma 2.3. For 0 < t ≤ 1, letȳ = (1 − t)y ′ + tỹ ands = (1 − t)s ′ + ts, then M(ȳ,s) ≻ 0. Since s ′ < 0, it is always possible to choose a rational number t such thats < 0. Then there exists ε > 0 such that for all p = (y, s) ∈ Bp(ε) where Bp(ε) is a ball with centerp and radius ε, we have M(y, s) 0. Taking ε < 1 2 |s|, there always exists a pointp = (ŷ,ŝ) ∈ Bp(ε) such that
Moment matrices and linear forms on R[X]
In this section, we give an interpretation of our infeasibility certification using linear forms
where vec(f ) denotes its sequence of coefficients.
* the associated linear form, and let f, g, h ∈ R[X].
(hy)vec(g).
Now we have the following statement which is equivalent to Theorem 2.5:
Theorem 2.7 Given a polynomial f ∈ Q[X] and an integer e ≥ 0, let d = ⌈e + deg(f )/2⌉, then for any subset T ⊆ Terms[X; deg≤e], the following are equivalent:
2. There exists a rational vectorŷ ∈ Q m with m = n+2d 2d
, and the associated linear form Lŷ ∈ (R[X] 2d ) * such that for any polynomials v, u ∈ R[X] with supp(v) ∈ T and supp(u) ∈ Terms[X; deg≤d], we have Lŷ(f v 2 ) < 0 and Lŷ(u 2 ) ≥ 0.
Proof. By (8) and Theorem 2.5, we have that f / ∈ SOS/SOS T if and only if there existŝ y ∈ Q m such that M d (ŷ) 0 and M e (fŷ) ≺ 0. According to Lemma 2.6, the conclusion follows. Now one has a better understanding that the existence of a certificateŷ in Theorem 2.5 implies f / ∈ SOS/SOS T . In fact if f = u Remark 2.1 One special case is e = 0, i.e. we certify that f can not be written as a rational SOS. According to Theorem 2.7, f is not an SOS if and only if there isŷ ∈ Q m and the associated linear form Lŷ, such that ∀u ∈ R[X] with supp(u) ∈ Terms[X; deg≤⌈deg(f )/2⌉], Lŷ(u 2 ) ≥ 0 and Lŷ(f ) < 0. This special case has also been studied in [Ahmadi and Parrilo 2011] , in whichŷ is referred as the separating hyperplane.
Computational aspects of the certification

Findingŷ by Big-M method
Given a polynomial f ∈ Q[X] and an integer e ≥ 0, note that f / ∈ SOS/SOS T if and only if (7) is infeasible. From the proof of Theorem 2.5, we have
To find a certificateŷ in Theorem 2.5, we need find a feasible point of the dual problem (8) at which the value of its objective function s is negative. We employ the Big-M method [Vandenberghe and Boyd 1996] to (7) and (8), and solve the following two modified SDPs
where matrices C, A [α] , A, M(y, s) in (10) and (11) are defined as in (7) and (8). Note that any feasible point of (11) is also feasible to (8). As shown in [Vandenberghe and Boyd 1996] , (10) and (11) are always strictly feasible and r * = s * → −∞ as M → ∞. Hence a certificatê y is obtained by solving (10) and (11) using interior-point methods. I. Reduce the problem to SDPs (7) and (8).
II. Fix a big M ∈ Z and modify (7), (8) to (10), (11).
III. Solve (10) and (11) by interior-point methods until a solution
p k = (y k , s k ) with s k < 0 is obtained.
IV. Find a strictly feasible pointp = (ỹ,s) of (8).
V. Fix 0 < t ≤ 1 andp = (1 − t)p k + tp = (ȳ,s) such thats < 0.
VI. Choose a rational pointp = (ŷ,ŝ) ∈ B ε (p) where ε < 1 2 |s|.
Remark 3.1 In Step III, provided that the problem is of large size and not ill-conditioned, we can solve (10) and (11) using SDP solvers in Matlab like SeDuMi [Sturm 1999 ] which is very efficient. If the problem has small size and an accurate solution is needed, Maple package SDPTools [Guo 2009 ] is a better choice. SDPTools, in which the above algorithm has been implemented, is a high precision SDP solver based on the potential reduction method in [Vandenberghe and Boyd 1996] .
Remark 3.2 In practice, if (10) and (11) in Step III are precisely computed by interiorpoint methods, then the floating-point solution (y k , s k ) is a highly accurate approximation of a strictly feasible point of (8). Hence, without Step IV, V, VI, one can expect that an exact certificate can be obtained by simply rounding (y k , s k ) to a rational feasible solution to (8).
Exploiting the sparsity
To reduce computation cost, we can replace m Terms[X;deg≤d ] in (4), 
, we write the shorthand G f,deg≤e . ;deg≤d ] and that f ∈ SOS/SOS T if and only if
By Theorem 3.2, we have
Thus the sizes of the SDPs (7) and (8) decrease. We show a sparse version of Theorem 2.7 below.
Corollary 3.3 Given a polynomial f ∈ Q[X] and an integer e ≥ 0, let d = ⌈e + deg(f )/2⌉, then for any subset T ⊆ Terms[X; deg≤e], the following are equivalent:
2. There exists a rational vectorŷ ∈ Q m and the associated linear form Lŷ ∈ (R[X] 2d ) * such that for any polynomials v, u ∈ R[X] with supp(v) ∈ T and supp(u) ∈ G f,T , we have
where m is the number of elements in the set {X α+β | X α , X β ∈ G f,T }.
Hilbert-Artin representation of positive semidefinite rational functions
We generalize our method for solving the following problem: Given a rational function f /g ∈ Q(X) with g(X) 0 an integer e ≥ 0 and T ⊆ Terms[X; deg≤d], certify f /g / ∈ SOS/SOS T . Consider the following set
Proposition 4.1 We have f /g / ∈ SOS/SOS T if and only if the set (12) is empty.
We assume that Γ 1 ⊇ Γ 2 , otherwise f /g / ∈ SOS/SOS T . The following analysis is similar to the one given in Section 2.
The primal block SDP considered here has the same form as (7) but we use
to define matrices G [α] . Its dual problem is
and m is the number of elements in the set Γ 1 . M d (gy) and M e ((−f )y) are localizing moment matrices. Similar to Lemma 2.3, we have
Proof. Takingỹ α to be the one defined in the proof of Lemma 2.3, since g(X) is nonnegative, for any polynomial q(X) ∈ R[X] with supp(q) ∈ Terms[X; deg≤d], we have
then M e (−fỹ) +sI ≻ 0. Based on the Farkas Lemma 2.4 and Lemma 4.2, similar to Theorem 2.5 and Theorem 2.7, we have the following results.
Theorem 4.3 Given a rational function f /g ∈ Q(X) with g(X) 0 and an integer e ≥ 0, let d = e + (⌈deg(f ) − deg(g)⌉)/2, then for any subset T ⊆ Terms[X; deg≤e], the following are equivalent:
where m is the number of elements in the set Γ 1 .
With a view towards linear forms in R[X], Theorem 4.3 is equivalent to
Theorem 4.4 Given a rational function f /g ∈ Q(X) with g(X) 0 and an integer e ≥ 0,
, then for any subset T ⊆ Terms[X; deg≤e], the following are equivalent: 
Examples and Experiments
Example 5.1 We prove that the well known Motzkin polynomial
is not an SOS. Set n = 2, e = 0 and d = 3. By exploiting the sparsity, we have G f,deg≤0 = {1, X 1 X 2 , X 2 1 X 2 , X 1 X 2 2 }. According to Corollary 3.3, m = 10 and we need to find a rational sequenceŷ ∈ Q 10 or its associated linear form Lŷ ∈ (R[X] 6 ) * such that for any polynomial u ∈ R[X] with supp(u) ∈ G f,deg≤0 , we have Lŷ(u 2 ) ≥ 0 and Lŷ(f ) < 0. The certificate we obtained iŝ y =(ŷ 0,0 =ŷ 1,1 =ŷ 1,2 = 0,ŷ 2,2 = 300,ŷ 3,2 =ŷ 2,3 =ŷ 4,2 =ŷ 3,3 =ŷ 2,4 = 0).
Its associated linear form Lŷ satisfies
Lŷ(u 2 ) = 300u and Lŷ(f ) = −3 × 300 = −900 < 0, which implies f can not be written as an SOS.
Example 5.2 In [Kaltofen, Yang, and Zhi 2009] , the monotone column permanent (MCP) conjecture has been proven for dimension 4 via certifying polynomials p 1,1 , p 1,2 , p 1,3 , p 2,2 , p 2,3 , p 3,3 of degree 8 in 8 variables to be positive semidefinite, see [Kaltofen, Yang, and Zhi 2009] for the explicit forms of these polynomials. Among them, the polynomials p 1,1 , p 3,3 are perfect squares. Applying the hybrid symbolic-numeric algorithm in [Kaltofen, Li, Yang, and Zhi 2012] , they proved that the polynomial p 1,3 can be written as an SOS and the polynomials p 1,2 , p 2,2 , p 2,3 can be written as an SOS divided by weighted sums of squares of variables. We certify that all polynomials p 1,2 , p 2,2 , p 2,3 can not be written as an SOS via finding the corresponding certificatesŷ ∈ Q m and the associated linear forms Lŷ ∈ (R[X] 8 ) * . By exploiting the sparsity, for p 1,2 , the matrices W , M(y, s) in (7), (8) Example 5.3 This example comes from the even symmetric sextics in [Choi, Lam, and Reznick 1987] . Let
n,2 , 1 ≤ k ≤ n − 1. Some interesting results about these polynomials have been given in [Choi, Lam, and Reznick 1987] .
(2) the polynomials f n,0 and f n,1 are SOS; (3) the polynomials f n,2 , . . . , f n,n−1 are not SOS; (4) M 3,2 · f 3,2 is an SOS [Robinson 1973 ]; M 2 4,2 · f 4,2 is an SOS; (5) for n ≥ 4, M n,2 · f n,n−1 is an SOS.
For n ≥ 4 and 2 ≤ i ≤ n − 2, we wish to know whether M n,2 · f n,i is an SOS. We have the following results.
Ex.5.3.1 For n = 4, we can certify that the polynomial f 4,2 / ∈ SOS/SOS deg≤2 . By exploiting the sparsity, in (7) Example 5.4 Consider the polynomial f (X 1 , X 2 ) = X 2 1 + X 2 2 − 2X 1 X 2 = (X 1 − X 2 ) 2 . Its minimum is 0. However, for any small perturbation ε > 0, the polynomial f ε (X 1 , X 2 ) = (1 − ε 2 )X 2 1 + X 2 2 − 2X 1 X 2 is not an SOS. Indeed, f ε (C, C) = −ε 2 C 2 which implies that the infimum of f ε is −∞. Hence f is an ill-posed polynomial [Hutton, Kaltofen, and Zhi 2010] . For ε = 10 −1 , . . . , 10 −5 , we can use Matlab SDP solver SeDuMi in Step III in Algorithm 3.1 to certify that f ε is not SOS. But for ε < 10 −5 , Step III does not work out and we are not able to obtain a rational solution at which s k < 0. If we use the command findsos in SOSTOOLS [Prajna, Papachristodoulou, and Parrilo 2002] , it outputs a wrong SOS decomposition. Our method implemented in SDPTools in Maple can give exact certificates for f ε being not an SOS for ε = 10 −8 or smaller! Take ε = 10 −8 for instance. By exploiting the sparsity, we have G fε,deg≤0 = {X 1 , X 2 }. Setting Digits = 45 in Maple, the certificate we obtained iŝ 
