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Abstract—Multi biometric systems exploit different biometric
traits, multiple samples and multiple algorithms to establish
the identity of an individual. Over any single biometric system,
they have the advantage of increasing the population coverage,
offering user choice, making biometric authentication systems
more reliable and resilient to spooﬁng, and most importantly,
improving the authentication performance. However, both the
design and deployment of multi biometric systems raise many
issues. These include system architecture, fusion methodology,
selection of component biometric experts based on their accuracy
and diversity, measurement of their quality, reliability and
competence, as well as overall system usability, and economic
viability. These issues will be addressed and possible ways
forward discussed.
I. INTRODUCTION
The term Multi Biometrics refers to the design of personal
identity veriﬁcation or recognition systems that base their
decision on the opinions of more than one biometric expert
(an algorithm that processes a biometric sample acquired from
the user to determine or conﬁrm his or hers identity). Multiple
opinions can be derived in a number of ways. First of all they
can be generated from the same biometric sample by distinct
algorithms which may differ in the manner the biometric data
is preprocessed, or in terms of the features (representation)
extracted from the preprocessed data, or in the choice of the
algorithm performing the matching of the biometric sample
to one or more user templates. Additional opinions can also
be generated by a repeated application of the same chain of
processing to more than one biometric sample of the same
modality. The range of opinions can further be extended to
collecting more than one types of biometric from the user.
Thus one way or another, multi biometric systems provide
different sources of information about the user which have
to be integrated. Although more information should make
the decision making more reliable, their existence raises a
challenging problem of information fusion.
Information fusion can in principle be performed at data,
feature or decision level. Although there may be merits in
fusing information at low levels, from the multi biometric
system design point of view, it is most appealing to focus
on the decision level fusion, as in this way the construction
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of biometric experts can be delegated to specialist in the
respective biometric modalities to be integrated. The logical
consequence of this argument is that the fusion should be
performed at the symbolic decision level where each expert
has already determined the user’s most likely identity. Some
form of voting would then be sufﬁcient to resolve any conﬂicts
of opinions of a given set of experts. However, it has been
demonstrated that the symbolic level fusion is not as effective
as soft decision fusion, where the fusion process relates to the
scores delivered by the experts for the respective hypotheses.
In this paper we shall constrain our discussion to soft decision
fusion, which is also receiving most of the attention in the
multi biometric fusion literature.
The aim of this paper is to identify and discuss the key
issues and challenges posed by decision level fusion. We
start by presenting a brief survey of the recent literature
on multi biometric expert fusion in Section II. Examples
of some of the beneﬁts that multi biometric system offer
will be illustrated in Section III. However, it will be argued
that in order to optimize the beneﬁts, the issues of multi
biometric system design will have to be understood better
so that more effective design methodology can be developed.
Section V lists and discusses some of the main challenges
that will have to be met to build next generation biometric
systems. These relate to fusion architectures, fusion strategies,
fusion rules, the accuracy-diversity trade off, and measures of
expert conﬁdence, competence and reliability. Before that, our
discussion will focus on system reliability and the dilemma
posed by the exploitation of biometric sample quality in multi
biometric system fusion in Section IV. The open research
issues will be summarized in Section VI.
II. LITERATURE SURVEY
Combining several systems has been investigated in pattern
recognition [1] in general; in applications related to audio-
visual speech processing [2] [3], [4]; in speech recognition
– examples of methods are multi-band [5], multi-stream [6],
[7], front-end multi-feature [8] approaches and the union
model [9]; in the form of ensemble [10]; in audio-visualperson
authentication [11]; and, in multi-biometrics [12], [13], [14],
[15], [16] (and references herein), among others. In fact, one
of the earliest work addressing multimodal biometric fusion
was reported in 1978 [17]. Therefore, biometric fusion has a
history of 30 years.Recent advances in multi-biometrics have been focusing on
quality-based fusion, e.g., [18], [19], [20], [21], [22], where
the quality associated with the template as well as the query
biometric sample are taken into account in decision level
fusion. For this purpose, a plethora of quality measures have
recently been proposed in the literature for various biometric
modalities, e.g., ﬁngerprint [23], [24], iris [25], face [26],
speech [27], signature [28], and classiﬁer-dependent measure
(conﬁdence) [29], [30]. The proposed quality measures, in
general, aim to quantify the degree of excellence or confor-
mance of biometric samples to some predeﬁned criteria known
to inﬂuence the system performance. For instance, for the
face biometrics, these assess image focus, contrast and face
detection reliability.
In quality-based fusion, the match scores of biometric sam-
ples of higher quality are given more important consideration,
i.e., higher weights, in order to compute the ﬁnal combined
score. There are two ways quality measures can be incor-
porated into a fusion classiﬁer, depending on their role, i.e.,
either as a control parameter or as evidence. In their primary
role, quality measures are used to modify the way a fusion
classiﬁer is trained or tested, as suggested in the Bayesian-
based classiﬁer called “expert conciliation” [18], reduced
polynomial classiﬁer [31], quality-controlled support vector
machines [19], and quality-based ﬁxed rule fusion [32]. In
their secondary role, quality measures are often concatenated
with the expert outputs to be fed to a fusion classiﬁer, as
found in logistic regression [20] and the mixture of Gaussians
Bayesian classiﬁer [21].
Other notable work includes the use of Bayesian networks
to gauge the complex relationship between expert outputs
and quality measures, e.g., Maurer and Baker’s Bayesian
network [33] and Poh et al.’s quality state-dependent fu-
sion [34]. The work in [34] takes into account an array of
quality measures rather than representing quality as a scalar.
By means of grouping the multi faceted quality measures, a
fusion strategy can then be devised for each cluster of quality
values.
Other suggestions include the use of quality measures to
improve biometric device interoperability [35], [36]. Such an
approach is commonly used in speaker veriﬁcation [37] where
different strategies are used for different microphone types.
Last but not least, another promising direction in fusion is
to consider the reliability estimate of each biometric modality.
In [38], the estimated reliability for each biometric modality
was used for combining symbolic-level decisions, whereas
in [39], [40], [41], [30], score-level fusion was considered.
However, in [39], [40], [41], the term “failure prediction” was
used instead. Such information, derived solely from the expert
outputs (instead of quality measures), has been demonstrated
to be effective for single biometric modalities [39], fusion
across sensors for a single biometric modality [40], and across
different machine learning techniques [41]. In [30], the notion
of reliability was captured by margin, a concept used in large-
margin classiﬁers [42]. Exactly how the reliability is deﬁned
and estimated for each modality, and how it can be effectively
used in fusion, are still open research issues.
III. BENEFITS OF MULTIPLE BIOMETRIC EXPERT FUSION
The literature on biometrics is abundant with examples of
the beneﬁts of multi biometric fusion. We shall highlight three
examples illustrating different beneﬁts in different contexts.
The ﬁrst case illustrates the potential of multi modal bio-
metrics to provide improved performance compared to the
individual component experts. The second case illustrates the
beneﬁt of using quality measures in fusion. Finally, the third
example demonstrates the possibility of optimizing the cost of
authentication for a given target performance by managing the
choice of multi biometrics. Such a cost-based analysis enables,
for instance, one to decide if combining multiple biometrics is
better than combining multiple samples of the same biometric
(by reusing the same device), as the latter scenario is certainly
less costly.
The ﬁrst case study, which illustrates the merit of both mul-
timodal and intramodal fusion, detailed in [43], involves the
fusion of face, voice and lip dynamics biometric modalities.
The system which used off-the-shelfconventionaltechnologies
was evaluated on the XM2VTS data base [44] producing
the results obtained according to the Lausanne Experimental
Protocol in Conﬁguration I [44], as shown in Table I. Although
the performance of the individual modalities was mediocre to
poor, with the exception of one of the voice modalities, the
fusion of these biometric experts by simple weighted averag-
ing resulted in improved performance, as summarized in Table
II. The results show that multimodal fusion has the potential
to ameliorate the performance of the single best expert, even
if some of the component systems achieve error rates of an
order of magnitude worse than the best expert. Interestingly,
the combination of the three individually best experts is only
marginally better than the best performing voice modality. In
a more detailed look at the face and voice modalities in the
second row of Table II we see that in the two modal fusion
experiment involving multiple algorithms for each modality,
the weights assigned to the weaker algorithms are greater than
those associated with the individually best algorithms for each
modality. Apparently, the diversity offered by these weaker
algorithms led to much better performance than the fusion of
the two algorithms of highest accuracy. Thus, in combination
with the other face and voice based veriﬁcation algorithms
the fusion of the three modalities achieves a factor of ﬁve
improvement over the individually best expert.
Algorithm threshold FRR FAR
Lips 0.50 14.00 % 12.67 %
Face 1 0.21 5.00 % 4.45 %
Face 2 0.50 6.00 % 8.12 %
Voice 1 0.50 7.00 % 1.42 %
Voice 2 0.50 0.00 % 1.48 %
TABLE I
PERFORMANCE OF MODALITIES ON TEST SET (CONFIGURATION I).
The second example, demonstrates the beneﬁts of using
quality measures in fusion [20]. In the referenced study,
logistic regression was used as a fusion classiﬁer, producing an
output that approximates the posterior probability of observing
a vector of match scores (denoted as x) the elements ofModalities weights threshold FRR FAR
lips, face 0.27, 0.23 0.51 0.00 % 1.31 %
and voice 0.50
4 experts 0.02, 0.06 0.50 0.00 % 0.52 %
(no lips) 0.87, 0.05
all 5 experts 0.03, 0.01 0.50 0.00 % 0.29%
0.04, 0.89
0.03
TABLE II
FUSION RESULTS (CONFIGURATION I).
which correspond to the outputs of the baseline systems to
be combined.
Quality measures (denoted as q) are then considered as
additional input to the fusion classiﬁer. The interaction of
quality measures and match scores is explicitly modeled by
feeding three variants of input to the fusion classiﬁer, as
follows: [x,q] (i.e., augmenting the observation of x by q via
concatenation), [x,x⊗q] (where ⊗ denotes a tensor product)
and [x,q,x⊗q]. If there are Nq terms in q and Nx terms in x,
the tensor product between q and y produces Nq×Nx elements,
hence, providing the fusion classiﬁer with an additional degree
of freedom to model the pair-wise product elements generated
by the two vectors.
The results of such architecture, applied to the XM2VTS
database with standard and degraded data sets, are shown in
Figure 1. There are six face systems and a speech system.
As a result, the total number of possible combinations are
26−1 = 63. Each bar in this ﬁgure contains a statistic mea-
suring the relative difference between a fusion system without
using any quality measure with one of the three arrangements
mentioned above. As can be observed, in all cases, using
quality measures can reduce the veriﬁcation error in terms of
Equal Error Rate, over the baseline fusion classiﬁer (without
quality measure), by as much as 40%. Such an improvement
is possible especially when both face and speech biometric
modalities contain signiﬁcantly different quality types. In the
experimental setting, the speech was artiﬁcially corrupted by
uniformly distributed additive noise of varying magnitude
(from 0dB to 20dB) whereas the face data contains either well
illuminated or side illuminated face images (see Figure 3(a)
and (b)). Much research is needed when the noise types are
not well deﬁned or unknown.
The third example casts the fusion problem as an optimiza-
tion problem. Since using more biometric modalities implies
using more hardware and software computation, possibly
requiring additional authentication time, and further inconve-
nience on the part of the user, it is reasonable to attribute
an abstract cost to each addition of a biometric device. The
goal of optimization in this context can be formulated as one
that ﬁnding the subset of candidate biometric systems that
minimize the overall cost of operation.
Ideally, such a cost-sensitive optimization criterion should
be robust to the population mismatch, where one attempts to
design a fusion classiﬁer on a development population of users
and to apply the resultant classiﬁer to a target population of
users. In both the development and the target data sets, the
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Fig. 1. Relative change of a posteriori EER (%) of all possible combina-
tions of system outputs implemented using logistic regression for the four
arrangements, evaluated on the good and degraded XM2VTS face database
according to the modiﬁed Lausanne Protocol Conﬁguration I [20]. Each bar
shows the distribution of 63 values corresponding to the 63 possible face and
speech multimodal fusion tasks obtained by exhaustively matching all face
and all speech systems in fusion. The ﬁrst and thrid quantiles are depicted by
a bounding box and the medium value by a horizontal red bar. In arrangement
[x], the quality information is not used. The mean absolute performance of the
ﬁrst bar is about 3 percent whereas that of the remaining three quality-based
fusion systems is about 2 percent.
users are completely different but may belong to the same
demographics.
Unfortunately, a commonly used empirical evaluation strat-
egy such as cross-validation has been shown to be particu-
larly sensitive to the above population mismatch [45]. As a
possible solution, the Chernoff bound and its special case,
the Bhattarchayya bound was proposed as an alternative. A
word of caution is that such a bound assumes that the class-
conditional match scores of multimodal biometric systems are
normally distributed. Such a weakness can be overcome by
transforming the match scores such that they conform better
to normal distributions. This can be achieved, for instance,
using the Box-Cox transform [46].
In a separate study [47], considering a single dimensional
match score (involving only a single system output), it has
been shown that even if the class conditional match scores of
a biometric system do not conformto a normal distribution, the
predicted performance in terms of equal error rate correlates
very well with the empirically measured error (with correlation
as high as 0.96). The example used here, i.e., [45], is a
generalization of [47] to multimodal fusion. The robustness
of a class-separability criterion with respect to deviation from
the Gaussian assumption can be attributed to the fact that
biases contributed by a positive and a negative class do
not necessarily compound in classiﬁcation; in fact, they may
cancel each other. This is in contrast to the regression problem.
An example of a cost-sensitive performance curve is shown
in Figure 2. This experiment was conducted on the Biosecure
DS2 quality-based fusion1. In order to carry out the experi-
ment, the match score database was divided into two partition
1The data set is available for download at http://face.ee.surrey.ac.uk/qfusionof enrolled users, constituting the development and evaluation
set of users, respectively. For each partition of users, different
sets of individuals are used as zero-effort impostors.
Two theoretical error criteria, i.e., the Chernoff and Bhattar-
charyya bounds, and two empirical error measures of EER
based on Bayesian classiﬁers, i.e., Gaussian Mixture Model
as a density estimator (denoted as GMM) and a Quadratic
Discriminant Analysis classiﬁer (QDA) have been used. These
four measures are applied to both the development and
evaluation data sets, which consist of different genuine and
impostor populations of users. For the theoretical error criteria,
one only needs to ﬁt the match score distributions using the
respective (development or evaluation) data sets and estimate
the error. However, for the empirical error on the development
set (which applies to the GMM and QDA classiﬁers), a two-
fold cross-validation procedure is employed. The average error
of the two folds (in terms of Equal Error Rate) is used as
an indicator of the error on the development set. The trained
classiﬁer on the entire development set is then used to assess
the empirical error of the evaluation set.
For the example fusion problem treated here (see Figure 2),
the cost ranges from 1 (using a single system) to 4.5 (using all
8 systems). The entire search space is therefore 28−1= 255.
We plot here a “rank-one” cost-sensitive performance curve
(performance versus cost). Since the goal here is to achieve
minimum generalization error with minimum cost, a curve
towards the lower left corner is the ideal target. This curve
is called rank-one because only the generalization of the top
recommended system (according to a criterion assessed on the
development set) is shown here. A “rank-two” cost-sensitive
curve would be the minimum of the generalization errors of
the top two candidates found on the development set. With
enough rank order, a performance curve will lead to the oracle
one (the ideal curve with error estimated on the test set).
While the rank-one curve found with the Bhattarcharyya is
satisfactory, the rank-three curve exhibits exactly the same
characteristics as the oracle for QDA and rank-ﬁve curve
for GMM. Comparatively, using the averaged cross-validated
empirical error, a rank-six curve is needed to achieve the
performance of the oracle for QDA and more than rank ten is
needed for GMM.
IV. CONFIDENCE, COMPETENCE, RELIABILITY AND
QUALITY
The beneﬁts of multi biometrics illustrated in the previous
section and in the literature reviewed in Section II are deemed
to stem from the complementarity (diversity) of the component
experts. It is generally true that some experts perform better
than others and the adopted fusion strategy should reﬂect
the reliability of each opinion. However, the term reliabil-
ity has many aspects which are often not distinguished. In
consequence, any counter measures adopted may not be as
effective as expected. First of all, the key factor affecting
reliability is expert accuracy. This terminology usually refers
to the probability of the expert making a correct decision.
It is often considered synonymous with expert conﬁdence.
Statistically speaking, conﬁdence usually refers to the quality
of an estimate. Thus even poor accuracy can be estimated with
1 1.5 2 2.5 3 3.5 4 4.5
0
2
4
6
8
10
cost
E
E
R
 
 
Bhattarchayya−GMM
GMM−GMM
Oracle−GMM
Fig. 2. Rank-one cost-sensitive performance curve using Bayesian classiﬁer
with GMM as a density estimator, assessed on all 255 fusion candidates of the
Biosecure DS2 fusion database. The legend “Bhattarchayya-GMM” refers to
optimization the Bhattarchayya criterion on a development set, and measuring
the performance of the GMM Bayesian classiﬁer on the evaluation set. The
remaining two curves should be interpreted similarly. The experimental results
using the QDA classiﬁer are similar to this ﬁgure (not shown here).
high conﬁdence. The use of conﬁdence as a measure of expert
capability is therefore confusing, if not misleading.
Neither accuracy, nor conﬁdence capture the notion of
expert competence. By competence we understand the ability
of an expert to make decisions. If a biometric sample used
for decision making is an outlier, or some parts of the system
fail in some way, the system should not attempt to deliver its
opinion. Interestingly, a discriminative algorithm may deliver
a very conﬁdent decision without registering that the test
conditions were outside its terms of reference. Thus to assess
reliability, it is important to measure accuracy, conﬁdence and
competence. Ideally such measurements should be carried out
dynamically, for each biometric test. The current interest in
biometric signal quality is motivated by the belief that such
measurements could help to assess the reliability of expert
opinions.
Although biometric signal quality has been shown in Sec-
tion III to provide a scope for performance improvement, there
are a number of issues associated with its application. First
of all, quality measures are multi faceted. There are some
fourteen measures that have been proposed to characterize
(face) image quality [34]. If all these measures are treated as
separate features augmenting the dimensionality of the score
space, then its size may grow disproportionately, potentially
leading to over training problems. The likelihood of poor
generalization is high, especially in view of the fact that
quality measures themselves do not convey discriminatory
information. This is particularly aggravated by the small
sample size problems plaguing multi biometric expert fusion.
Second, signal quality is not an absolute concept. Suppose
a biometric system is designed using a set of training data ac-
quired with a web camera, but an operational test is conducted
using images captured with a camera of much better quality.(a) (b)
(c) (d)
Fig. 3. (a) frontal and (b) side illumination. (c) out-of-plan head pose and
(b) its corresponding corrected head pose to a frontal one using a 3D model.
From the point of view of the template, the better quality
image will actually appear as degradation. Thus a quality
assessment should be carried out in the context of a reference
deﬁned by the system design conditions. In fact the situation
is even worse, as the existing approaches to quality based
fusion do not take into account the properties of the biometric
algorithms. For instance, if one system uses an algorithm that
can correct for illumination or pose problems as shown in
Figure 3(a) vs (b), as well as (c) vs (d), then the supplied image
quality information will be misleading and may affect the
performance of the system adversely. On the other hand, for
algorithms that cannot compensate for changes in illumination
and pose the quality information is likely to be crucial.
Thus biometric sample quality assessment cannot be algorithm
independent either. This raises a fundamental question how
biometric sample quality should be deﬁned, whether it can be
measured directly from the biometric sample, or whether it
should be derived by the biometric algorithm itself using the
internal knowledge about its capabilities.
V. OTHER ISSUES AND CHALLENGES
Architectures There is a huge space of different fusion
architectures that has not been explored. The range of pos-
sible conﬁgurations encompassing serial, parallel and hybrid
structures is immense. While the parallel fusion strategy is
most commonly used in multimodal biometric fusion, there
are additional advantages in exploring serial fusion, where the
experts are considered one at a time. It offers the possibility
of making reliable decisions with only a few experts, leaving
only difﬁcult problems to be handled by the remaining experts.
Fusion strategies An important consideration when adopt-
ing a fusion strategy is to consider the statistical dependency
among the expert outputs. For instance, in intramodal fusion,
several experts may rely on the same biometric sample and so
higher dependency is expected among the expert outputs. On
the other hand, in a multimodal setting, the pool of experts
is likely to be statistically independent. In [20], three types
of frameworks are proposed in order to solve a multimodal
fusion problem involving intramodal experts. The ﬁrst frame-
work simply assumes independence, in which case the fusion
classiﬁer reduces to a Naive Bayes one. The second framework
considers dependency of experts in an intramodal setting (all
observing the same biometric modality) whereas ignores the
dependency at the multimodal setting, hence realizing a two-
stage fusion process. Finally, the third framework makes no
assumption about the expert outputs.
Expert selection Expert selection can be cast as a feature
selection problem, as illustrated in [48]. However, directly ap-
plying such technique to biometric authentication is difﬁcult.
In Section III, for instance, we have seen that the optimal set
of experts found using a development population of users may
not be the best for the target users. The phenomenon, known
as “Doddington’s menagerie”, relates to the fact that each
expert is affected by the differences in the ability of the users’
biometric models to represent their respective identities. These
diverse abilities have been characterized in Doddington et
al. [49] by associating different animal names with the users,
such as sheep and goats. Thus, a much more robust criterion,
taking into account of Doddington’s menagerie, must be
considered in expert selection. Another issue is raised by the
cost considerations. Conciliating both the operational cost and
performance into a single criterion proves to be a difﬁcult task.
A special problem of expert selection, called dynamic expert
selection arises naturally in the serial fusion architecture. In
dynamic expert selection, a fusion classiﬁer may decide which
expert is most informative to query even before the data
is acquired. In the recent Multimodal Biometric benchmark
evaluation, organized by the Biosecure (EU-funded) project 2,
dynamic fusion strategy proved to be very promising in
achieving good performance while minimizing costs.
VI. SUMMARY AND CONCLUSIONS
Multi biometric systems offer the scope for enhancing
the reliability of automatic identity recognition and veriﬁca-
tion. However, the design of such systems poses challenging
problems which the current theories fail to elucidate. The
main design issues of multi biometric system design have
been identiﬁed and discussed with the view of stimulating
research activities that will lead to better understanding of
the multi biometric expert fusion problems. In turn, advances
in the underpinning theories should lead to the development
of effective methodologies for the design of next generation
biometric systems.
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