We study the behavior of epidemic routing in a delay tolerant network as a function of node density. Focusing on the probability of successful delivery to a destination within a deadline (PS), we show that PS experiences a phase transition as node density increases. Specifically, we prove that PS exhibits a phase transition when nodes are placed according to a Poisson process and allowed to move according to independent and identical processes with limited speed. We then propose four fluid models to evaluate the performance of epidemic routing in non-sparse networks. A model is proposed for supercritical networks based on approximation of the infection rate as a function of time. Other models are based on the approximation of the pairwise infection rate. Two of them, one for subcritical networks and another for supercritical networks, use the pairwise infection rate as a function of the number of infected nodes. The other model uses pairwise infection rate as a function of time, and can be applied for both subcritical and supercritical networks achieving good accuracy. The model for subcritical networks is accurate when density is not close to the percolation critical density. Moreover, the models that target only supercritical regime are accurate.
INTRODUCTION
A delay tolerant network (DTN) is a wireless network that provides communication between mobile nodes based on the store-carry-forward paradigm [1] , [2] . DTNs have many applications such as mobile data offloading, opportunistic content sharing, opportunistic experience sharing, and satellite communication [3] , [4] , [5] . There are scenarios in the real world, where many mobile nodes are connected [6] . This can occur in places such as stadiums, shopping malls, airports, and cafeterias where opportunistic contacts can be used to transfer delay tolerant traffic to decrease the load on infrastructure networks [7] . When a wireless network is not sparse, large clusters of nodes can form wherein nodes are connected to each other. One evidence of non-sparse networks is the RollerNet trace [8] that exhibits a dynamic dense network with high connectivity [9] . Furthermore, [10] studies four real-life human mobility traces, namely INFOCOM [11] , SIGCOMM [12] , Reality [13] , and Strathclyde [14] , and discovers a large cluster whose membership varies over time. The store-carryforward paradigm can be used for communication in nonsparse mobile networks. Even in dense networks, if node mobility is high, mobile ad-hoc network (MANET) routing
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schemes cannot be used to provide communication between a subset of nodes since clusters are so dynamic, and paths are momentary.
Non-sparse wireless networks have attracted attention from the research community from both theoretical and practical perspectives [6] , [7] , [9] , [15] , [16] , [17] , [18] . Several studies have shown the existence of phase transitions in such networks [15] , [19] . A phase transition is defined as a sudden radical change in a spatial process that occurs as a parameter changes in a continuous manner [20] . Phase transition phenomena can be exploited to design more efficient networks [21] . Often when a phase transition occurs as a consequence of changing a parameter such as node density, setting the parameter just below or above the critical point can yield much better performance. Gilbert's random disk graph is model of a static wireless network. The random disk graph nodes are placed in a 2-D Euclidean space according to a Poisson point process Φ with density λ. A random disk graph with range R includes an edge between two nodes if their distance is not more than R [19] . Let a cluster of nodes denote a set of nodes such that each pair of nodes are connected directly via an edge or through a path of nodes. The probability of existence of an infinite cluster, i.e., a cluster containing an infinite number of nodes, in Gilbert's random disk graph experiences a phase transition as node density increases [19] . Percolation refers to the property of having an infinite cluster [19] . [17] shows that the delivery delay of epidemic routing scales linearly with the initial distance between the source and destination nodes in a subcritical network, i.e., a network whose density is less than a critical density associated with the existence of an infinite cluster. On the other hand, it scales sublinearly with the initial distance in a supercritical network, i.e., a network whose density is more than the critical density [17] . Based on these results, we believe that performance of epidemic routing may exhibit a phase arXiv:2002.04834v1 [cs.NI] 12 Feb 2020 transition at the critical density associated with the existence of an infinite cluster.
Fluid models (based on ordinary differential equations (ODEs)) and Markov chains are the two main approaches used to study the performance of DTNs. These models have been successfully used to evaluate the performance of routing schemes in sparse networks. To the best of our knowledge, previous ODE and Markov models proposed to evaluate the performance of DTNs are based on the assumption that clusters are typically at most of size two, which is reasonable for a sparse network. These models primarily focus on modeling meetings between one infected node and one uninfected node. When such a meeting occurs, the uninfected node becomes infected after a short delay, which is usually assumed to be zero in the literature [22] , [23] , [24] . Thus, the number of infected nodes increases by one. This modeling approach does not account for the possibility of large clusters that form in non-sparse networks. In the case of a non-sparse network, when an infected node meets a node in an uninfected large cluster, the message transfers to all nodes of the cluster quickly, and more than one node is infected in a small time interval. This raises the question: how does one evaluate the performance of epidemic routing in a non-sparse DTN? Non-sparsity of DTNs impacts network performance in two opposing ways. First, the connectivity of a large cluster enables fast propagation of a recently received message inside a cluster. This has a positive effect on performance in terms of delivery delay. Second, the speed of transmissions is reduced due to interference and the need to share the bandwidth and scheduling transmissions. In this paper, we focus on the performance of epidemic routing in a non-sparse DTN considering the first (positive) effect. Indeed, considering the second effect is challenging, and we leave it for future work.
Measures of interest include the average number of infected nodes at any time and probability of successful delivery within a deadline (PS), which corresponds to the ratio of the average number of infected nodes to total number of nodes excluding the source. It is worth mentioning that the average delivery delay of epidemic routing in the case of no deadline follows in a straightforward manner after the average number of infected nodes as a function of time is computed. According to epidemic routing, each infected node forwards the message to any node within transmission range, but nodes are restricted in forwarding the message under other routing schemes such as spray and focus and K-hop forwarding. Thus, if the network is lightly loaded such that nodes have enough free space in their buffer, epidemic routing achieves the highest PS. Epidemic routing may not be efficient due to its large communication cost when nodes have space/energy constraints. However, studying performance of epidemic routing provides good insights in terms of lower or upper bounds for performance measures such as average delivery delay and average number of infected nodes in the case of using other routing schemes. These results can be used for design, evaluation, and optimization of the routing schemes. Epidemic routing has been extensively considered by the research community in recent years [25] , [26] , [27] , [28] , [29] , [30] .
First, we prove that PS of epidemic routing exhibits a phase transition as node density increases in an infinite network. We study the PS of epidemic routing in large finite networks using simulation. Simulation results indicate that a phase transition happens in PS of epidemic routing as node density or transmission range increases. In addition to studying the performance of finite networks using simulation, we investigate it from an analytical perspective. To this end, we first discuss shortcomings of previous ODE models in the performance analysis of non-sparse networks. This motivates four new ODE models for epidemic routing in non-sparse networks. Three models are designed based on the notion of pairwise infection rate defined as the infection rate per pair of nodes that includes one infected node and one uninfected node. They differ from each other according to how the pairwise infection rate is approximated. In two models, we approximate the pairwise infection rate as a function of the number of infected nodes while in the other models, we approximate the infection rate and the pairwise infection rate as functions of time. These approximations are developed using results obtained from discrete-event simulation. The model using the pairwise infection rate as a function of time can be applied to evaluate the performance of epidemic routing in both subcritical and supercritical networks. However, the other models can be used for either subcritical networks or supercritical networks.
We verify the occurrence of phase transitions and validate the proposed ODE models through discrete-event simulation of non-sparse DTNs. Results obtained from the simulation show that PS of a large finite network exhibits a behavior similar to the phase transition in an infinite network. Comparison of analytic results of PS, computed from the proposed model for subcritical networks that uses the pairwise infection rate as a function of the number of infected node, with results obtained from simulation indicates that this model is very accurate when the density is not close to the percolation critical density, but the accuracy of this model decreases as the density increases. The results computed from the proposed models for supercritical networks are close to results obtained from simulation. Moreover, the proposed model using the pairwise infection rate as a function of time yields good accuracy to evaluate the performance of epidemic routing in both subcritical and supercritical regimes. In order to show the superiority of the proposed models, we compare them with previous ODE model proposed in [22] . All proposed models outperform the previous ODE model.
The main contributions of this paper are
•
We prove that PS of epidemic routing experiences a phase transition at a critical density that is the same as the percolation critical density for the existence of an infinite cluster when nodes move according to independent identically distributed (i.i.d.) stochastic processes with limited speed.
We find that the pairwise infection rate as a function of time, exhibits exponential decay, and we model it as such. On the other hand, we find that the pairwise infection rate of a subcritical or supercritical network as a function of the number of infected nodes, exhibits power law behavior or exponential decay, respectively. Moreover, we show that the infection rate in supercritical networks decays exponentially.
• Comparing results computed from the standard ODE model [22] with results obtained from the simulation, we show that this model is not accurate when used to model a non-sparse network. Afterwards, we propose four ODE models for the analysis of epidemic routing in non-sparse DTNs. We obtain closed form solutions for the models which use the pairwise infection rate and the infection rate as a function of time. Using these solutions, we derive two expressions for the average number of infected nodes at any time under epidemic routing.
This paper is organized as follows. First, a literature review is presented in Section 2. Section 3 is dedicated to explain the target networks and assumptions. We argue phase transition behavior of PS in Section 4. Afterwards, in Section 5, we propose three ODE models for the epidemic routing in non-sparse networks. Section 6 presents numerical results. Finally, Section 7 concludes the paper, and presents future research directions.
RELATED WORK
In this section, we first introduce the literature. Afterwards, we compare our work with previous approaches in Section 2.1, and show how we move the current research forward. Phase transitions in wireless ad-hoc networks have been studied in several papers. [15] proves that a phase transition happens in connectivity of an ad-hoc network when all nodes have a fixed communication range. [31] shows that when a sensor tracking network is modeled as a Bernoulli random graph model, a phase transition occurs in the probability of tracking all targets as the edge probability increases. Furthermore, [31] shows that the probability of delivering a message to all nodes using probabilistic flooding exhibits a phase transition as the forwarding probability increases. [31] assumes that the source forwards the message whenever it meets a node. [32] shows that in an ideal MANET, a phase transition is observed in the average ratio of distinct messages delivered to each node by the total number of distinct messages which are flooded using probabilistic flooding. Furthermore, [32] shows, using simulation, that this ratio does not exhibit a phase transition when realistic effects such as low node mobility and packet collisions are accounted for.
[33] studies a linear network, i.e., nodes are located in a row, where there exists a link between any two successive nodes. At any time instant, each link is in either the down state or the up state, and link dynamics are governed by mutually independent identically distributed stochastic processes. Considering the first and the last nodes as the source and the destination, respectively, [33] proves that the probability of successful delivery within a deadline exhibits a phase transition as deadline increases. [34] shows that the fraction of nodes that receive a given message and the ratio of total number of transmissions of messages and total number of generated messages exhibit phase transitions under probabilistic flooding. These phase transitions occur when the forwarding probability varies from 0 to 0.1. [35] studies phase transition phenomenon in a connected vehicle network, and shows that a phase transition occurs in the average travel time of vehicles as the communication range of a vehicle increases. [36] studies the effect of accounting for temporary multi-hop paths in making forwarding decisions on the performance of WAIT forwarding strategy. [36] suggests that monitoring a node's vicinity up to four hops improves network performance while monitoring overhead is low. Subsequently, [37] studies the predictability of multi-hop opportunities in DTNs. The performance of non-sparse wireless networks has been studied from a percolation theory perspective in [16] , [17] , [38] , [39] , [40] , [41] , [42] . [16] and [38] study a wireless network with static nodes. In [16] , percolation theory was exploited to derive information capacity results for random networks. In [38] , probabilistic broadcast in two cases of using omnidirectional antennas and directional antennas was mapped to site percolation and bond percolation, respectively. Subsequently, these mappings were used to compare the performances of probabilistic broadcast in the aforementioned two cases. [17] assumes that nodes are initially placed according to a Poisson point process in R 2 with density λ, and that they move according to a constrained i.i.d. mobility model. [17] proves that the delivery delay of epidemic routing scales linearly with the initial Euclidean distance between the source and the destination if λ l c < λ < λ p c while it scales sublinearly with the initial distance if λ > λ p c where λ l c and λ p c are critical densities for long-term connectivity and percolation, respectively. [39] assumes that static nodes are placed according to Poisson point process in R 2 , and a link exists between any two nodes located within transmission range of each other, which is active according to a Markov on-off process. [39] proves that the probability of existence of an infinite cluster of nodes in the aforementioned network model experiences a phase transition as the density of nodes increases. Moreover, [39] shows that the subcritical and supercritical regimes exhibit similar delivery delay behaviors as [17] . [40] and [42] model the network as a discrete-time random connection model where at each time, there exists a link between any two nodes that are located in each other's transmission range with a probability that depends on their distance. [40] and [42] study the behavior of the ratio of delay and distance as a function of density. They establish that this function is uniformly bounded and monotone decreasing. Moreover, this function is zero if density is more than the critical density for instantaneous. They obtain lower and upper bounds for the ratio of delay and distance. In [41] , three fundamental measures detection, coverage, and percolation time were studied under the assumption that nodes are initially placed according to a Poisson point process in R d , and move according to a discrete-time brownian motion model. It also presents an upper bound on the time until all nodes have received a message with broadcast in a finite network.
Extensive research has focused on development of analytic models to evaluate the performance of different routing schemes. ODE and Markovian models are two main approaches to analyze the performance of DTNs. [22] and [43] are early works proposing ODEs and Markovian models, respectively. The ODE approach has been extensively applied in the literature [22] , [44] , [45] , [46] , [47] . Many models have been proposed for epidemic-based communication methods [48] . In [45] , a continuous time Markov chain was proposed for epidemic routing in a heterogeneous network with two classes of nodes. [49] uses a system of partial differential equations to study an opportunistic content update system. [24] , [50] , and [51] apply Markov chains to model restricted epidemic routing schemes, spray and wait scheme, and contact avoidance routing, respectively. Furthermore, epidemic routing was studied in [27] , [52] , and [53] . Some approximations for average delay under epidemic routing were derived in [27] . Delay of epidemic routing was analyzed in [52] while taking contention into account. [53] proposes an edge-Markovian dynamic graph model for epidemic routing. It is worth mentioning that epidemic content retrieval scheme in sparse DTNs with restricted mobility was modeled in [30] as two monolithic and folded stochastic reward nets.
Comparison
Unlike [16] , [31] , [38] , [39] , [40] , [42] which assume that nodes are static, we study mobile networks. Moreover, unlike [33] , [40] , [41] , [42] which assume time is discrete, we consider continuous time. In this paper, we first study the phase transition phenomenon in PS of epidemic routing. The closest approaches to this study are [17] , [31] , [32] , [33] , [34] . Although we are inspired by [17] , we prove the occurrence of a phase transition in PS while [17] studies scaling behavior of the delivery delay. [31] and [32] discuss the occurrence of phase transition in probability of delivering a message to all nodes and the average fraction of messages delivered to each node, respectively, under probabilistic flooding in MANETs while we focus on the probability of successful delivery within a deadline, PS, under epidemic routing in DTNs. Furthermore, [34] studies probabilistic flooding. [33] studies the behavior of PS as a function of deadline in a linear random dynamic network while we consider DTNs, and focus on the behavior of PS as a function of node density.
We also propose four ODE models for epidemic routing in non-sparse DTNs. The main difference of our approach with previous approaches [22] , [23] , [24] , [27] , [30] , [43] , [44] , [45] , [46] , [47] , [49] , [50] , [51] , [52] is that we target non-sparse networks in this paper while the aforementioned approaches study sparse networks wherein large clusters of nodes do not exist. In [27] , dense network refers to a contact network wherein each pair of nodes meet with non-zero probability. It is worth mentioning that [53] assumes time is discrete which is an oversimplification. Moreover, the state of each edge in the model proposed in [53] changes independently from states of other edges. This is not realistic.
NETWORK MODEL
In this paper, we target both finite and infinite networks. Let λ denote node density. For the finite case, we consider an L × L square containing M = λ · L 2 nodes placed uniformly at random within the square (M ∈ N). Like [24] and [30] , we assume that nodes move according to the random direction mobility model with reflection at the boundaries [54] , where speed and travel length are chosen uniformly from intervals (v min , v max ] and (0, t r ) (0 < v max , t r < ∞), respectively.
Infinite networks have attracted attention from the network research community in the past years [15] , [17] , [27] , [39] , [40] , [41] , [42] , [55] . We consider an infinite 2-D plane where mobile nodes are initially placed according to a two-dimension homogeneous Poisson point process with density λ as [17] . Nodes move according to i.i.d. stochastic processes such that the speed of each node is always less than or equal to v max . Thus, node placement at any time t is a Poisson point process [56] . Therefore, this infinite network at any time t can be considered as a random geometric graph G t , and the probability of existence of an infinite cluster at time t experiences a phase transition as node density increases. Similarly, node placement at time t in a finite network can be considered as a random graph. Large finite random graphs exhibit a behavior similar to percolation [17] . Thus, the probability of existence of a cluster containing a large fraction of nodes at an arbitrary time t in a large finite network exhibits a phase transition as node density increases.
There is no infrastructure such as Wi-Fi access points in the network, and the network operates on the basis of transmission of messages using short-range communication technologies during opportunistic contacts. Nodes are assumed to transmit to each other whenever they are located in each other's transmission range, which is fixed and denoted by R. As mentioned in Section 1, we do not study the negative effect of high node density on the performance of network due to interference and scheduling transmissions. Thus, we assume that no interference occurs while transmissions are not scheduled. This assumption is also enforced in simulations.
In this paper, we focus on the performance of an epidemic routing scheme where one of the nodes, denoted source, wants to deliver a message to another node, denoted destination. Both source and destination are chosen uniformly from the mobile nodes. We consider a scenario where the message has to be delivered within a finite time T . This can arise in time-sensitive applications such as opportunistic emergency support systems or content update systems where the content becomes outdated and useless after some time. It can be easily implemented by setting the lifetime of the message to deadline T . The measures of interest are the probability of successful delivery (PS) within deadline T , denoted by p(T ), and the average number of infected nodes, i.e., nodes that have the message, at any time t, denoted by N (t). Furthermore, we focus on the delivery of only one message as [24] , [30] , [33] , [57] , and assume that all nodes have sufficient buffer capacity to store the message [22] , [23] , [24] , [28] , [30] , [57] , [58] . However, when the total size of all messages that are simultaneously propagated in the network does not exceed the buffer capacity of each node, our approach works, and our results apply to this case.
PHASE TRANSITION IN THE PROBABILITY OF

SUCCESS
In this section, we show that under epidemic routing, p(T ) experiences a phase transition. As mentioned in Section 1, a phase transition corresponds to a sudden radical change in a spatial process occurring as a parameter changes in a continuous manner [20] . For example, network connectivity and the existence of an infinite cluster experience a phase transition as the transmission range or node density changes in a random geometric graph [59] , which is one model of continuum percolation. The critical transmission ranges and densities for such transitions have been previously studied [15] , [20] , [60] , [61] through simulation or by analytically computing lower and upper bounds.
We focus on p(T ), the probability of successful delivery by time T , which is an important measure of performance for a wireless network, and investigate whether it exhibits a phase transition. To simplify analysis, we first assume that the time to transfer a message from one node to another when within distance R of each other is zero, and then we consider positive transfer delays. This assumption has been extensively used in the literature [17] , [22] , [23] , [24] , [28] , [30] , [33] , [40] , [41] , [43] , [57] . It is reasonable because transfer delays are typically much smaller than meeting durations and inter-meeting times, which are the times until infected nodes meet uninfected nodes [40] . Under the aforementioned assumption, whenever an infected node meets an uninfected node, all nodes belonging to the cluster to which the uninfected node belongs immediately become infected. Fig. 1 presents p(T ) under epidemic routing, obtained from a simulation of a finite network where node density varies from 400 to 650 nodes/km 2 , and the deadline, T , is 25 s. We observe in Fig. 1 the appearance of a phase transition in p(T ). Let λ c denote the percolation critical density, i.e., the critical density at which the phase transition associated with the appearance of an infinite cluster occurs. Simulation studies indicate that 1.43 ≤ λ c ≤ 1.44 with more than 99.99% confidence when the transmission range of each node, R, is 1 [17] , [60] . Thus, the lower and upper bounds represented in (1) can be estimated for the percolation critical density in the general case.
According to (1), 572 nodes/km 2 λ c 576 nodes/km 2 when R = 50 m. As L increases, the curves for different values of L in Fig. 1 intersect around λ = 572. Moreover, the transition of p(T ) becomes sharper and approaches a vertical line in the interval (565, 572) as L increases. Thus, we expect that p(T ) experiences a phase transition when L = ∞ around the percolation critical density. In the following, we prove that under epidemic routing, p(T ) experiences a phase transition at the percolation critical density in an infinite network (described in Section 3). Lemma 1. Let N (t) denote the number of infected nodes at time t. For λ less than the percolation critical density,
almost surely (a.s.).
Proof: Every node moves at most a distance t · v max in the interval [0, t]. Thus, any two nodes with initial distance greater than 2 · t · v max + R do not meet each other in the interval [0, t]. As a result, the initial distance between any two nodes such that one is infected by the other in the interval [0, t] must be less than or equal to 2 · t · v max + R. Now, we construct a new network with density λ that has the same number of nodes as the original network, and the communication range of nodes is 2 · t · v max + R. There is a one-to-one mapping between nodes of this network and those of the original network. The initial position of each node in the new network is the same as the initial position of the corresponding node in the original network.
As mentioned above, in the original network, the initial distance of any two nodes such that one of them is infected by the other in the interval [0, t] must be less than or equal to 2 · t · v max + R. Therefore, in the constructed network, the cluster to which the node corresponding to the source belongs at time 0 contains all nodes that correspond to nodes of the original network that are infected in the interval [0, t]. Thus, if N (t) is infinite, there should exist an infinite cluster at time 0 in the constructed network.
Let λ c (t) denote the critical density corresponding to existence of an infinite cluster in the constructed network. If t = 0, then the communication range of each node is R. Thus, λ c (t) = λ c when t = 0. As t increases, the communication range of nodes in the constructed network, 2 · t · v max + R, increases as well. Thus, λ c (t) is a decreasing function of t, and its global maximum occurs at t = 0. λ c (t) approaches λ c as t decreases. Thus, for each λ < λ c , if we choose t 0 small enough, λ c (t 0 ) is greater than λ. If λ c (t 0 ) > λ, there is no infinite cluster a.s. in the constructed network. Therefore, N (t) is finite for t ∈ (0, t 0 ] a.s. in the original network. Theorem 1. In an infinite network, the probability that epidemic routing successfully delivers a message to the destination by time T , T ≥ 0, experiences a phase transition at the percolation critical density, λ c .
Proof: Label the infected nodes at time t, i 1 , i 2 , . . . , i N (t) . First, we prove that if N (t) is finite a.s. for some t > 0, the number of infected nodes at time 2t, N (2t), is finite a.s. Let N j (t, 2t) denote the number of infected nodes at time 2t under the assumption that only i j and other nodes of the cluster to which i j belongs (if one exists) are infected at time t. Since nodes are initially placed according to a homogeneous Poisson point process, and their mobility processes are i.i.d., node placement at any time t is a Poisson point process [56] . Thus, N j (t, 2t) is equal to N (t) in a second network that has the same set of nodes as the original network, and in which node i j is the source. Moreover, initial positions of nodes in the second network are the same as at time t in the original network. As a result, if N (t) is finite a.s., N j (t, 2t) is finite a.s. Node i j and all infected nodes to which the message has been forwarded along a path from i j in the interval (t, 2t] are counted in N j (t, 2t). Moreover, the message has been forwarded to each node infected by time 2t along a path from a node infected by time t. Thus, the number of infected nodes at time 2t, N (2t), is at most
In a similar way, we can prove that if N (t) and N (l · t) are finite a.s.,
is finite a.s. Thus, N (T ) is finite a.s., and p(T ) in an infinite network with density λ < λ c is zero. On the other hand, for each λ > λ c , there exists a.s. one infinite cluster containing a constant fraction of nodes, ∀t 0 ≤ t ≤ T [20] , [59] . There is a positive probability that this infinite cluster which contains a constant fraction of nodes becomes infected in the interval [0, T ] (if it exists). Therefore, p(T ) in an infinite network with density λ > λ c is positive, and a phase transition occurs at density λ c .
A large finite network exhibits a behavior similar to percolation [19] , and a very large cluster of nodes exists with a high probability in a supercritical large finite network. Thus, one can think that the transition of p(T ) in a finite network always occurs near the percolation critical density as in an infinite network. We present the probability of success for different deadlines, T , in a finite network in Fig. 2 . According to (1), the percolation critical density for the setting applied to derive results presented in Fig. 2 is greater than 572 nodes/km 2 with more than 99.99% confidence. As it can be seen in this figure, for each value of T , the probability of success experiences a sudden change. As T increases, the sudden change in the probability of success moves to the left. As a result, the sudden change corresponding to T ≥ 50 in Fig. 2 occurs completely in the subcritical regime. Thus, when the deadline is large enough, the probability of success experiences a sudden change in a subcritical finite network as density increases.
In Fig. 1 , as L increases, the transition of p(T ) approaches line λ = a where a is in the interval (565, 572) while the percolation critical density is in the interval (572, 576) with more than 99.99% confidence according to (1) . Moreover, Fig. 2 shows some phase transitions occurring in the subcritical regime. Since the results presented in Figs. 1 and 2 are obtained from simulation of finite networks, the aforementioned observations are not in contradiction with Theorem 1 that implies that in an infinite network, the phase transition of p(T ) occurs at the percolation critical density. As it can be seen in Fig. 2 , the deadline affects the range of densities at which p(T ) undergoes a phase transition in a finite network. For example, if we choose value of T sufficiently small to derive results presented in Fig. 1 , the curves for different values of L intersect in the interval (572, 575). However, the transition of p(T ) in an infinite network occurs at the percolation critical density regardless of the value of deadline. According to Theorem 1, an infinite number of nodes cannot be infected within a finite deadline in an subcritical infinite network a.s. Thus, in contrast to a finite network, no phase transition occurs in the subcritical regime when the network is infinite.
As mentioned earlier, simulation results presented in Fig. 2 show that p(T ) exhibits a phase transition when transfer delays are zero. Similar simulation results show that p(T ) exhibits a phase transition when transfer delays are positive. For example, assume that transfer delay, denoted by d, is 0.1 s. Fig. 3 represents PS of epidemic routing when T = 50 s, L = 5 km, R = 50 m, v min = 0, v max = 1 m/s, t r = 120 s, and d = 0.1 s. As observed in this figure, PS, p(T ), exhibits a phase transition as the density of nodes increases even when transfer delays are positive.
If λ is fixed, a phase transition associated with the existence of an infinite cluster occurs as R increases. If R is less (more) than the critical transmission range in an infinite network, the network is subcritical (supercritical), and p(T ) is zero (positive) according to the proof of Theorem 1. Therefore, the probability of success under epidemic routing in an infinite network exhibits a phase transition also as R increases. Similarly, a phase transition can be observed in the probability of success under epidemic routing in a finite network upon increasing the transmission range. For example, Fig. 4 presents the results of the probability of success when T = 50 s, L = 5 km, λ = 550 nodes/km 2 , v min = 0, v max = 1 m/s, t r = 120 s, d = 0.1 s, and R varies from 40 m to 55 m. As observed in this figure, the probability of success exhibits a phase transition as R increases. As mentioned in Section 1, phase transition phenomena can be exploited to improve the efficiency of networks. Although it is hard to control node density, the transmission range can be controlled through changing signal strength.
Discussion
It is interesting to observe how the probability of success behaves under a more realistic mobility model. In this section, we show that the probability of success exhibits a phase transition upon increasing node density when nodes move according to the TVC mobility model proposed in [62] . Some important characteristics, observed in the wireless LAN traces, such as skewed location visiting preferences are captured by this model. According to this model, nodes move in an L × L simulation area. Each community is an L c × L c square in the simulation area and is frequently visited by a node. Communities are chosen with uniform distribution in the simulation area. There are two different movement modes for nodes, called local epoch and roaming epoch, that can be considered a travel of the random direction mobility model in a community and simulation area, respectively. The durations of the local and roaming epochs are exponentially distributed with averages of D l and D r , respectively. When each epoch ends, the node pauses for a duration which is chosen uniformly from [0, P max ]. Afterwards, the node chooses the next movement node according to the Markov chain presented in Fig. 5 . Let consider a node that is outside the community which is assigned to it and has just chosen the local epoch as its next movement mode. In order to preserve continuity of movement of such a node, a transitional epoch is considered in the TVC mobility model. Such a node chooses a random position with uniform distribution in the community that is assigned to this node, and move along the shortest straight path to reach the chosen position during transitional epoch. 
PROPOSED ODE MODELS
Previous ODE models of epidemic routing are based on the assumption that mobile nodes do not form clusters of size greater than two [22] , [44] , [46] , and have been shown to be accurate when networks are sparse. Although this assumption is reasonable for sparse networks, it is not reasonable for non-sparse networks where large clusters can form with non-negligible probability. In this section, we first introduce the standard ODE model proposed in [22] for epidemic routing in sparse networks. We show that it is inaccurate when used to model non-sparse networks. We then propose four new ODE models.
The following ODE model was proposed in [22] for basic epidemic routing,
where β, N (t), and M are the pairwise meeting rate, the average number of infected nodes at time t, and the total number of nodes in the network, respectively. (2) has the following solution,
where N (0) is the number of initial infected nodes, which is one in a network with single source. Recall that we are interested in p(T ), the probability that the message is received by the destination by time T . It can be computed using (3) as follows,
The model given in (2) focuses on modeling meetings between one infected node and one uninfected node. When such a meeting occurs, the uninfected node becomes infected after a short delay, usually assumed to be zero in the literature [22] , [23] , [24] . Thus, the number of infected nodes increases by one. This modeling approach does not account for the possibility of an infected node meets a large cluster as can occur in a non-sparse network. When an infected node meets a node in an uninfected large cluster, the message is distributed to all nodes of the cluster quickly, and more than one node is infected in a small time interval. Moreover, Eq. (2) is valid if the meeting events between one infected node and one uninfected node are independent of each other, and only one node becomes infected during each meeting event. However, neither condition holds in a non-sparse network. In the following, we present some results, obtained from Eq. (2) and simulation, that indicate the model given in (2) cannot be applied to evaluate the performance of epidemic routing in non-sparse networks.
As mentioned earlier, in a non-sparse network, large clusters can significantly accelerate message dissemination. Moreover, the source node may belong to a non-negligible size cluster at time 0 in which case all nodes in the cluster are infected at time 0 when transfer delays are negligible. Thus, N (0) in a non-sparse network is greater than one in the case of zero transfer delay. The ODE given in (2) does not work well for non-sparse networks. For example, Fig. 7 presents the simulation results for p(T ) and results computed by Eq. (4) using a pairwise meeting rate β and N (0) taken from a simulation of a network with parameters λ = 550 nodes/km 2 , L = 5 km, R = 50 m, v min = 0, v max = 1 m/s, and t r = 120 s. Results are presented both for the case of 0 delays and non-zero delays, where nodes use WiFi-direct with transfer rate 50 Mbps for each connection, and message sizes of 25 KB. In the case of nonzero delays, although the probability of success obtained from the simulation is 0 when T = 0, it increases fast as T increases, and approaches that for 0 transfer delay. As Fig. 7 , when β is set to the pairwise meeting rate (PMR), the results computed by Eq. (4) do not match simulation results well. However, motivated by this ODE model, we ask if it can be adapted to a non-sparse network.
One can consider other ways of setting parameter β in (2) . In order to achieve high accuracy, according to (2) β should be a good approximation of function N (t) )). One option is to use β, defined below, in order to model the network in the interval [0, T max ].
where N (t) (dN (t)/dt) and N (t) are obtained from simulation. For example, simulation results for the previously mentioned network suggest β = 4.04 × 10 −6 for T max = 120 s. The results computed by (4) for β = β are presented in Fig. 7 . As observed in this figure, using β in the ODE model (in Eq. (2)) produces a significant error. One can ask if any constant β exists such that the ODE model given in (2) is accurate for non-sparse networks.
In order to answer to this question, we determine the value of β that minimizes the Integrated Squared Error of the results computed from (4) with respect to results obtained from simulation, denoted by β opt . For example, β opt = 6.46 × 10 −6 s −1 for the previously mentioned network and T ∈ [0, 120]. Analytic results computed using β opt in (4) are presented in Fig. 7 . As observed in Fig. 7 , even β opt which minimizes error leads to a poor fit. Therefore, there exists no constant β for which the ODE model given in (2) works for the aforementioned network.
In order to propose a performance model for epidemic routing in non-sparse networks, we introduce the notion of pairwise infection rate, defined as the infection rate per pair of nodes that includes one infected node and one uninfected node. It is computed by dividing the rate at which uninfected nodes become infected, termed infection rate,
dt , by the total number of pairs in the network that include one infected node and one uninfected node.
The infection rate depends on many factors including the number of infected nodes, time, shapes of clusters, relative positions of infected and uninfected clusters, and mobility parameters. The aforementioned parameters, network dynamics, and large number of nodes make deriving an exact formula for the pairwise infection rate too complex. Thus, we aim to approximate the infection rate and the pairwise infection rate. One alternative is to approximate them as a function of the number of infected nodes as defined below,
where R num (N ) is the infection rate as a function of the number of infected nodes. Another alternative is to approximate the infection rate and the pairwise infection rate as a function of time as given below,
where R time (t) is the infection rate at time t as a function of time.
In order to characterize β num and β time , we conducted a set of discrete-event simulations of non-sparse networks. In these simulations, we choose the time step, ∆t, small enough to capture individual meetings of nodes, and transfer delays are neglected. Subsequently, we used the curve fitting toolbox of Matlab to obtain β num and β time . In the rest of this section, we present a detailed description of the simulations and our characterization of β num and β time . We then introduce new ODE models based on the obtained results.
Characterization of β num
We simulate the network from time 0 until the time at which all nodes of the network are infected. We are especially interested in behavior of β num from N = N (0) to N = M − 1. As mentioned earlier, N (0) is the average number of infected nodes at time 0, and is obtained from simulation of non-sparse networks since the source initially infects the whole cluster to which it belongs. Let r 1 , r 2 , . . . , r s denote the simulation runs where s is the number of runs. In simulation run r i , 1 ≤ i ≤ s, for each j ∈ { N (0) , . . . , M − 1}, we record the first and last times at which the observed number of infected nodes is j, denoted by t f i,j and t l i,j , respectively. Moreover, the number of infected nodes at time t l i,j + ∆t is recorded and is denoted by N i,j . There are (t l i,j − t f i,j )/∆t time steps between t f i,j and t l i,j . The change in the number of infected nodes during each of these steps is zero whereas the number of infected nodes increases by N i,j − j during the time step beginning at t l i,j . Let ∆N N =j , N (0) ≤ j ≤ M − 1, denote the average change in the number of infected nodes during the next time step when there are currently j infected nodes in the network. According to the explanation given above, ∆N N =j , can be computed as follows, 
β num (j)= ∆N N =j ∆t · j · (M − j)
.
The results obtained from simulation for β num show that β num exhibits a power law behavior and an exponential behavior in subcritical and supercritical networks, respectively. For example, Figs. 8(a) and 8(b) present results for β num for two networks with densities λ = 500 nodes/km 2 and λ = 600 nodes/km 2 , which are considered subcritical and supercritical, respectively, since the critical density, λ c , is 572 nodes/km 2 for R = 50 m [60] . We note that Fig. 8(b) represents simulation results beginning from N = N (0) = 7722, which is large because the corresponding network is supercritical, and a large fraction of nodes belong to one cluster with high probability [19] . If the source belongs to this cluster, a large fraction of nodes become infected at time 0. As observed in Fig. 8(a) , the simulation results for β num , except when N is close to the total number of nodes, interval (12000, 12500), exhibits a power law behavior, and the curve a·N −b +c fits simulation results. Moreover, as observed in Fig. 8(b) , β num exhibits an exponential behavior excluding interval (14000, 15000), and the curve a · e −b·N fits simulation results. Table 1 represents the values of parameters and error for fitted curves in Fig. 8 .
Thus, we approximate β num (N ) respectively for subcritical and supercritical networks as 
where a, b, and c are obtained from simulation. We have also tried an exponential fit, namely a · e −b ·N + c for subcritical networks and a power law fit, namely a · N −b + c for supercritical networks, but even using the best values for a , b , and c , they produce larger errors than the power law and exponential fits, respectively. Moreover, We have tried to fit an appropriate curve to R num , but the resulting error was significantly more than the case of β num .
Characterization of R time and β time
We simulate the network from time 0 until the time at which almost all nodes of the network (around 99 percent of nodes) are infected, denoted by T l . In each simulation run r i , 1 ≤ i ≤ s, for each time t j = j · ∆t, j ∈ {0, 1, . . . , T l ∆t }, the total number of nodes infected by time t j , denoted by N i (t j ), is logged. Afterwards, we compute the average total number of infected nodes at time
. The average number of nodes that become infected during the interval (t j , t j+1 ], denoted by ∆N t=tj , equals N t=tj+1 − N t=tj , 0 ≤ j < T l ∆t . Thus, R time is estimated as
According to Eqs. (7) and (13) and using N t=tj , β time is estimated as
The results obtained from simulation for β time show that it decays exponentially. For example, Fig. 9 represents the results for β time in the networks with densities λ = 500 nodes/km 2 and λ = 600 nodes/km 2 . As observed in Fig. 9 , simulation results for β time exhibit an exponential decay, and the curve a · e −b·t + c fits the results well. Thus, function β time (t) can be estimated as
where parameters a, b, and c are obtained from simulation. It is worth mentioning that an exponential curve fits β time both when network is subcritical and supercritical unlike β num . We have also tried fitting a power law expression, namely a · t −b + c , excluding t = 0, but it produces larger errors.
It is worth mentioning that the results of R time , obtained from the simulation of supercritical networks, exhibit an exponential decay. For example, Fig. 10 represents the results for R time in the supercritical network with density 600 nodes/km 2 . As observed in this figure, the simulation results for R time exhibit an exponential decay, and the curve a · e −b·t fits the results well. Thus, functions R time (t) for supercritical networks can be estimated as
where a and b are obtained from simulation. We have also tried fitting a curve to the simulation results of R time for subcritical networks, but it yields large errors. Table 2 represents the values of parameters and error for fitted curves in Figs. 9 and 10.
Discussion
As observed in Fig. 9 , β time decreases as time increases. According to this figure, the approximate ranges of β time are (2 × 10 −6 , 9 × 10 −6 ) and (3 × 10 −6 , 15 × 10 −6 ) when node density is 500 and 600 nodes/km 2 , respectively. Note that the range corresponding to λ = 500 is shorter than the range corresponding to λ = 600. In fact, the range of β time becomes shorter as node density decreases such that β time converges to a constant when the network becomes sparse. This constant is the pairwise meeting rate since as represented in the ODE model given in (2) , infection rate in a sparse network is computed by multiplying the pairwise meeting rate by N (t) · (M − N (t)), which indicates that β time is equal to the pairwise meeting rate. Similar to β time , it can be concluded that β num eventually converges to the pairwise meeting rate as node density decreases. Thus, according to Eqs. (11) and (15), parameter b tends to zero as node density decreases. This can be observed in Table  2 where value of parameter b for Fig. 9 (a) is less than that for Fig. 9(b) . Therefore, parameter b shows how much the network is dense in terms of the number of nodes. It is worth mentioning that it is not reasonable to compare the values of parameter b for the fitted curves in Fig 8 since the curve fitted in Fig. 8(a) has a power-law term whereas that fitted in Fig. 8(b) has an exponential term.
As it can be seen in Fig. 10 , R time is a decreasing function of time in supercritical networks. Simulation results show that in supercritical networks, more than half of nodes become infected at time 0 excluding the transfer delays. For example, as mentioned in Section 5.1, the average number of infected nodes at time 0 in the networks with λ = 600 nodes/km 2 and L = 5 km is around 7722. The reason is existence of a cluster containing a large fraction of nodes with high probability [19] . If the source belongs to this cluster, a large fraction of nodes become infected at time 0. The decreasing behavior of the infection rate is also observed in sparse networks after half of nodes are infected. Note that the infection rate in a sparse network with N infected nodes can be computed as N · (M − N ) · β where β is the pairwise meeting rate. Function N · (M − N ) · β is decreasing on the interval ( M/2 , M ).
ODE models
By considering function R num (N ) as an approximation for the infection rate as mentioned earlier,
can be approximated by E t (R num (N )) which equals E t (β num (N ) · N · (M − N )) according to Eq. (6) . Note that E t is the expectation over time, t, and variable N depends on t. According to (11) and (12) , N ) ) and E t (a · e −b·N · N · (M − N )) for subcritical and supercritical networks, respectively. By considering (a · N −b + c) · N · (M − N ) and a · e −b·N · N · (M − N ) as two functions of N and interchanging expectation and these functions, N (t) ) and
a · e −b·N (t) · N (t) · (M − N (t)), respectively. Note that E t (N ) is written as N (t). Thus, we propose the ODE models given in (17) and (18) for subcritical and supercritical DTNs, respectively.
It is worth mentioning that parameters a and b in each of Eqs. (17) and (18) are determined separately from data. Function R time (t) is an approximation for the infection rate at time t. According to (16) , we propose the following ODE model for epidemic routing in supercritical networks.
According to (19) , N (t), t > 0, can be computed as follows, (20) indicates that the average number of infected nodes as a function of time exhibits exponential behavior. Based on (20), the limit of N (t) as t tends to infinity is,
On the other hand, lim t→∞ N (t) should equal the total number of nodes, M . We use lim t→∞ N (t) = M and (21) to derive a single-parameter model for epidemic routing in supercritical networks as follows. Based on lim t→∞ N (t) = M and (21), parameter a can be computed as b · (M − N (0)). Thus, the performance of epidemic routing in supercritical networks can be modeled as
where b is obtained from simulation. It is worth mentioning that the proposed model given in (22) can be written in the following form which is very similar to the previous ODE model given in (2) [22] .
According to (7) , N (t) ). Thus, we propose the following ODE model for epidemic routing in non-sparse subcritical networks,
Using (15) , we rewrite Eq. (25) as
(26) has an exponential term as (18) . (26) 
where
Once N (T ) is obtained from the proposed ODE models, p(T ) = N (T )−1 M −1 . Function p(T ) can be considered as cumulative distribution function of the delivery delay of epidemic routing when there is no deadline. In this case, the average delivery delay can be computed as ∞ 0 (1 − p(t))dt [46] . Parameters a, b, and c of the model given in Eq. (26) can be obtained by fitting curve a.e −b.t + c to β time . In addition to fitting curve to β time , these parameters can be computed if values of N (t) are known at time 0 and three different positive times. Specifically, we show how parameters a, b, and c of the model given in (26) can be computed if N (t) is obtained from the simulation for times 0, t 1 , t 2 = 2t 1 , and t 3 = 3t 1 where t 1 can be any arbitrary time (t 1 > 0). Given that t 1 can be chosen very small, we need only to simulate the network for a short interval of time, [0, t 3 ], in order to obtain N (0), N (t 1 ), N (2t 1 ), and N (3t 1 ). Obtaining the parameters of the ODE models from the simulation is reasonable given that the parameter of the previous ODE model represented in Eq. (2), pairwise meeting rate, should be obtained from the simulation, too.
According to (27) and (28), we have
Let f (t) and z denote M −1 · ln( N (0)·(M −N (t)) N (t)·(M −N (0)) ) and e −b·t1 , respectively. Therefore,
In order to obtain parameters a, b, and c, we solve the following system of equations with the four variables a, b, c, and z.
Let y denote a b · (z − 1), then the system of equations can be written as follows,
Using (39), z 2 can be computed as follows,
On the other hand, subtracting (39) from (40) yields
which results in
According to (41) and (43), the following equality holds.
(
According to (38) , y = f (t 1 ) + c · t 1 . By substituting y with f (t 1 ) + c · t 1 in (44) and simplifying it, c can be computed as follows,
Using Eqs. (38) , (39) , and (45), it is straightforward to compute y and z. Since z = e −b·t1 , b = − ln z t1 . Therefore, b can be computed once z is obtained. Finally, substituting y, b, and z with their values in equation y = a b · (z − 1), we can compute variable a.
PERFORMANCE EVALUATION
In this section, we validate models presented in this paper. Fig. 11 presents p(T ) obtained by the proposed ODE models given in Eqs. (17) , (18) , (22) , and (26) , the original ODE model given in Eq. (2), and simulation for a network with L = 5 km, R = 50 m, v min = 0, v max = 1 m/s, and t r = 120 s considering different densities. Transfer rate of each connection and message size are taken to be 50 Mbps and 25 KB, respectively, as in Section 5. Figs. 11(a), 11(b), 11(c), 11(d), and 11(e) present results for subcritical networks. The density of the network corresponding to Fig. 11(f) is just below the critical density. Furthermore, Figs. 11(g) and 11(h) present results for supercritical networks.
Excluding the estimate of p(T ) computed from the original ODE model in (2), a ramp-up is observed in each curve presented in Figs. 11(a) , 11(b), 11(c), 11(d), and 11(e) unlike curves presented in Figs. 11(f), 11(g), and 11(h). When node density is close to the percolation critical density, or it is higher than the percolation critical density, large clusters consisting of a considerable fraction of nodes can form with non-negligible probability. If the source initially belongs to such a cluster, and transfer delays are neglected, the source infects a large fraction of nodes, belonging to that cluster, at time 0 avoiding the ramp-ups observed in Figs. 11(a), 11(b), . . . , and 11(e). When transfer delays are greater than zero, no node becomes infected at time 0 by the source, and p(0) = 0 as it can be easily observed in curves Simul. + presented in Fig. 11(f when T is close to 0 representing that the source infects a large fraction of nodes in the cluster to which it initially belongs after a short time.
As observed in Fig. 11 , the proposed models given in Eqs. (18) , (22) , and (26) are very accurate. Furthermore, the ODE model given in Eq. (17) is accurate enough to predict p(T ) under epidemic routing in subcritical networks except that node density is 500 or 550. On the other hand, the original ODE model given in (2) cannot predict p(T ), and yields a significant error at all node densities as discussed in Section 5. This indicates the superiority of the proposed ODE models in comparison with the ODE model proposed in [22] . In conclusion, the ODE model given in (26) that uses pairwise infection rate as a function of time is preferred over the ODE models given in (17) , (18) , and (22) since it can be used to evaluate the performance of both subcritical and supercritical networks, and yields good accuracy at all node densities.
One can think that ODE models given in Eqs. (17) and (18) do not work so well because, as mentioned in Section 5.1, β num exhibits neither a power low behavior nor an exponential behavior when the number of infected nodes is close to the total number of nodes. However, it is not the reason since p(T ) is close to one when the number of infected nodes is close to the total number of nodes, and ODE models given in Eqs. (17) and (18) have good accuracy when p(T ) is near one as observed in Fig. 11 . For example, as mentioned in Section 5.1, behavior of β num in the intervals (12000, 12500) and (14000, 15000) respectively for densities 500 and 600 is excluded. When the number of infected nodes belongs to these intervals, p(T ) is more than 0.93. As it can be seen in Figs. 11(e) and 11(g), ODE models given in Eqs. (17) and (18) have good accuracy when p(T ) is more than 0.93.
As mentioned in Section 5.4, the ODE models given in Eqs. (17) and (18) are derived based on interchanging (a · N −b + c) · N · (M − N ) and a · e −b·N · N · (M − N ) as two functions of N and expectation over time, t. This interchange is a major simplification. Probably, the reason the ODE models given in Eqs. (17) and (18) are weaker than the ODE model given in Eq. (26) is this interchange. As mentioned in Section 5, the infection rate depends on many factors such as the number of infected nodes and time. In the ODE model given in Eq. (26) , the infection rate is considered as a function of the time and the average number of infected node at that time while it is a function of only time in the model given in Eq. (22) . This difference might be the reason that the model given in Eq. (26) is more accurate than the model given in Eq. (22) as it can be seen in Figs. 11(g) and 11(h). Another alternative for reason is the difference between the two models in terms of the number of parameters. The model given in Eq. (22) has only one parameter while the model given in (26) has three parameters. Moreover, Table 2 represents that for the same network setting, the RMSE for fitting curve to R time is much more than the RMSE for fitting curve to β time .
CONCLUSION AND FUTURE WORK
The goal of this paper was to analyze the performance of epidemic routing in non-sparse DTNs. We first proved that PS experiences a phase transition as node density increases. This result was validated by simulation of large finite networks. Afterwards, we showed a shortcoming of the standard ODE model [22] in modeling non-sparse networks.
In order to overcome with this difficulty, we proposed four new ODE models to evaluate the performance of epidemic routing in non-sparse DTNs. Two models were proposed for subcritical and supercritical networks, respectively, and use pairwise infection rate as a function of the number of infected nodes. On the other hand, we proposed a model that works for both subcritical and supercritical networks, and uses pairwise infection rate as a function of time. Moreover, we derived a single-parameter model to evaluate the performance of epidemic routing in supercritical networks based on infection rate as a function of time. Comparison of results computed from the proposed ODE models and the results obtained from the simulation showed that the models proposed for supercritical networks and the model using pairwise infection rate as a function of time are accurate. Moreover, the other model, proposed for subcritical networks based on pairwise infection rate as a function of the number of infected nodes, is accurate when density is far from the percolation critical density. As future work, it is a good idea to investigate whether or not a phase transition happens in the performance of other well-known routing schemes such as K-hop forwarding. In addition to PS, it is worth studying some other important performance measures such as delivery delay. Another future research direction can be proposing ODE models for other routing schemes in non-sparse DTNs.
