In this note, we construct an algorithm that, on input of a description of a structurally stable planar dynamical flow f defined on the unit disk, outputs the exact number of the (hyperbolic) equilibrium points as well the locations of all equilibriums with arbitrary precision. By arbitrary accuracy it is meant that the accuracy is included in the input of the algorithm. As a consequence, we obtain a root-finding algorithm that computes the set of all zeros of a continuously differentiable function f defined on the unit ball of R d with arbitrary accuracy, provided that the Jacobian of f is invertible at each zero of f ; moreover, the computation is uniform in f .
Introduction
Consider the autonomous system of ordinary differential equationṡ
(1)
where f ∈ C 1 (K), C 1 (K) is the set of all continuously differentiable functions in an open subset of R d containing K with values in R d , and K = B(0, 1) is the closed unit ball centered at the origin in R d . An equilibrium (or equilibrium point) of (1) is a solution that does not change with time; that is, the system (1) has an equilibrium solution x(t) = x 0 if f (x 0 ) = 0. An equilibrium is the simplest possible solution to a dynamical system, nevertheless, it is fundamentally important because the equilibria form a basis for analyzing more complicated behavior. Yet, finding an equilibrium or, equivalently, solving the equation f (x) = 0 is easy only in a few special cases and, in general, the equilibria of (1) cannot be located exactly but only to be approximated by numerical root-finding algorithms. There are numerous root-finding algorithms such as Newton's method, Bisection method, Secant method, and Inverse Interpolation method, to mention just a few. A numerical algorithm is usually efficient when it is applied to some special classes of functions such as polynomials or augmented with additional pieces of information such as good initial guesses. For example, Newton's or the bisection method can find approximations of a zero in an interval [a, b] with ever-increasing accuracy efficiently when given the condition f (a)f (b) < 0, if f : R → R. Newton's method can also be used on systems of nonlinear equations such as f (x) = 0, when f is vector-valued (the case of interest of this paper). However these methods are essentially local in nature and do not work globally. In other words, they do not guarantee that they will find all the roots nor ensure the arbitrary accuracy of the approximations produced by the algorithms. In contrast with the locality nature of these numerical methods, the root-finding algorithm to be constructed in this note works globally. One may argue that it could be possible to compute all zeros of f in K ⊆ R n by running these numerical methods with several initial guesses over K. But how should those initial guesses be selected so that all zeros can be computed and, meanwhile, no "bad" initial guesses are used? Newton's method provides no answer to the question. It is well known that if an initial guess is chosen near enough to a zero of f then Newton's method will provide a correct zero. But the "near enough" condition presupposes that: (i) one already knows, in a rigorous manner, where the zeros are (even if their locations may not be very precise); (ii) one knows when it is "near enough" to a zero; and (iii) one is able to distinguish zeros which are very close to each other. All that information may well be nontrivial to obtain. For example, for (ii), the classical bound depends on the second derivative of f , which does not exist if f is only C 1 . Moreover, to perform rigorous computations, one needs the information on the exact error at each iteration; but this piece of information is usually not available when applying Newton's method unless the error of the initial guess is obtainable.
Indeed, the following are well-known in computable analysis (see, for example, [BHW08] and references therein): (1) there is a computable function f : [0, 1] → R (see Section 2 for the definition of a computable function) having infinitely many zeros but none is computable; (2) the zero set of a function f is not uniformly computable in f ; i.e. there is no algorithm that outputs an approximation of the zero set of f with error less than 1/n (or 2 −n ) in some measurements when taking as input of a description of f and a natural number n; and (3) given that f has only finitely many zeros, the number of zeros of f is not uniformly computable in f . In fact, (2) and (3) are true even for families of elementary functions.
This implies that any given root-finding algorithm cannot find all the zeros for all continuous functions f . It would then be interesting to clarify which properties f must have so that its zero set (the set of all its zeros) is computable. In this brief paper we show that, on a compact set such as the closed unit ball, it is enough to assume that all zeros of f are invertible and none is on the boundary of the compact set.
For the system (1), intuitively, if an equilibrium changes drastically -disappears for instance -when the system undergoes a small perturbation, then it would be difficult to approximate its location. The equilibrium points which resist the small perturbations are called hyperbolic equilibria. More precisely, an equilibrium x 0 of (1) is said to be hyperbolic if all eigenvalues of the Jacobian matrix of f at x 0 have non-zero real parts. This implies that the Jacobian of f is invertible at each hyperbolic equilibrium. Hyperbolic equilibria are as robust as expected: small perturbations do not change qualitatively the phase portrait near a hyperbolic equilibrium, but only distort the trajectories near it by a small amount. Furthermore, if (1) is a structurally stable planar dynamical system defined on K (with d = 2), then the system has only finitely many equilibrium points and all of them are hyperbolic according to the celebrated Peixoto theorem [Pei59] . The Peixoto theorem also shows that being structurally stable is a generic property in the sense that the set of all structurally stable planar vector fields is an open set of C 1 (K) and it is dense in C 1 (K). Peixoto's theorem however does not contain information on the exact number of the equilibrium points and their locations inside the open unit ball B(0, 1). In this note, we construct an algorithm that gives the exact number of the equilibria of (1) and locates them with arbitrary precision, uniformly in f on the set S(K) = {f ∈ C 1 (K) : f is a structurally stable planar vector field}, where K ⊆ R 2 is the closed unit ball. The following theorem is proved in Section 3.
Theorem 1 (Main result) The operator that assigns to each f ∈ S(K) the set Zero(f ) and the exact size of Zero(f ) is computable, where Zero(f ) is the set of zeros of f in K; i.e., the set of the equilibrium points of (1). More precisely, there is an algorithm E, when given any C 1 -name of f ∈ S(K) and n 0 ∈ N as input, E produces an integer n ≥ n 0 , a set C ⊂ K, and a nonnegative integer #(f ) as output, where C is a finite union of squares (we may view the squares as pixels), such that
is the Hausdorff distance between Zero(f ) and C;
2. #(f ) is the exact number of the equilibrium points of (1).
The above result is specific to structurally stable planar systems. Nevertheless, it can be generalized to a zero-finding algorithm for functions in Z(K), where
∂K denotes the boundary of K, and K ⊆ R d , where d ≥ 1, is the closed unit ball. The statement of the formal result is similar to Theorem 1 and can be found, as well its proof, in Section 4. We note that if (1) is structurally stable, then there is no equilibrium on ∂K.
An interesting related work can be found in [Col08] in which the topological index theory is used to find the zero set of a function. This method is interesting in the sense that it only uses topological techniques, thus not relying on assumptions of differentiability, etc. The technique however does not work in dimension two (the case of Theorem 1) as stated in the conclusion of [Col08] nor it computes the number of zeros.
Definitions
Let · 2 and · ∞ denote the Euclidean norm and the maximum norm of R d , respectively; let K be the closure of the open unit ball B(0, 1) of R d in · ∞ norm; let C 1 (K) be the set of continuously differentiable functions from some open subset of R d containing K to R d ; and let Df (x) denote the (Fréchet) derivative of f at x for x ∈ K, which is a linear transformation between R d . Since f is C 1 , it follows that, for each x ∈ K, the linear transformation Df (x) is continuous (thus bounded) and is the same as the linear transformation induced by the d×d Jacobean matrix of the partial derivatives of f at x; moreover, Df (x) is continuous in x.
Let A = (a ij ) be a square d × d matrix (of real entries). Then the following matrix norms are all equivalent:
The first two norms are called operator norms while the third is called the Hilbert-Schmidt norm. Convention Since the norms · 2 and · ∞ imposed on R d are equivalent, and the three norms defined on the square d × d matrices A are also equivalent, in what follows we use · to denote either of the five norms when there is no confusion in the context.
Next we recall several notions from computable analysis. For more details and rigorous definitions the reader is referred to [Wei00] and references therein. Let (X, d) be a metric space. X is called a represented space if it has a countable dense subset D whose elements are of finite-nature and computer-accessible (such as rational numbers, n-tuples with rational coordinates, polynomials with rational coefficients, and etc). A name (code) of an element x ∈ X is a sequence {α j } satisfying the conditions that α j ∈ D and d(x, α j ) ≤ 2 −j (or d(x, α j ) ≤ 1/j). In this note, a name of x is also called an effective approximation of x.
An element x ∈ X is called computable if it has an effective approximation generated by a computer. An operator Φ : X → Y between two represented spaces is called computable uniformly on X if there is a (Turing) algorithm that outputs an effective approximation of Φ(x) when given as input any effective approximation of x.
Proof of the main result
Let us fix an f ∈ S(K).
· is an operator norm. Then it follows from the discussion in the first paragraph of the previous section that Df (x) is a bounded linear operator for each x ∈ K and is continuous in x. Moreover, since a C 1 -name of f is given as a part of the input to the algorithm to be constructed, the Jacobian matrix of the partial derivatives of f is computable uniformly in x on the compact set K; thus the map Df : K → R + , x → Df (x) , is computable from x and f and, as a consequence, M is a computable number (computed from f and K). Let K 1 be a small disk of R 2 containing the origin such that x + h is in the domain of f for every x ∈ K and h ∈ K 1 ; and let G( 
for all x ∈ K and all h ≤ r m , h = 0. Without loss of generality we may assume that r m ≥ r m+1 . For each m ∈ N,
Then it follows from (2) that the estimate below is valid: for each x ∈ K m Df and every h ≤ r m , h = 0,
The estimate is obtained from the following calculation: since
We note that if det Df (x) = 0 for some x ∈ K, then Df (x) HS = 0 which would then imply that Df (x) ∞ = 0. Therefore, if Df (x) is invertible at some x ∈ K, then det Df (x) = 0 and Df (x) = 0. The lemma below is also needed for the construction of E. The result is an analog of the mean value theorem for vector-valued functions of several variable. Its proof can be found in [Rud06] . Some notations are called upon before presenting the algorithm. Let C n be a set of small squares of side length 1/n, called n-squares which covers exactly K =
We now define the algorithm E. We will explain why the algorithm works after presentation of the algorithm. On input of (a C 1 -name of) f and n 0 (n 0 ∈ N defines the accuracy 1/n 0 of the result), the algorithm E runs as follows:
1. Let n = 3n 0 .
2. For each n-square s ∈ C n , set result(s) = Undefined and counter(s) = 0.
3. For each n-square s ∈ C n , do the following: 4. For each n-square s ∈ C n , do the following:
(4-1) If result(s) = False, then go to step (4-3).
(4-2) Pickñ ≥ n such that for everyñ-square s j ⊆ s, it holds true that M(s j ) ⊂ B(x sj , r n ), where x sj is the center of s j and B(x sj , r n ) is the open ball centered at x sj with radius r n . Note that it follows from (3) that f is injective on M(s j ). Let s j , 1 ≤ j ≤ J(s), beñ-squares such that s = J(s) j=1 s j and any two distinct squares are either disjoint or intersecting along one side. Note that this condition holds only wheñ n = jn for some j ∈ N. We assume without loss of generality that this requirement is satisfied. Set l =ñ. For each s j , 1 ≤ j ≤ J(s), do the following:
(4-2-1) E computes d(0, f (s j )). Set result(j, s) = False if d(0, f (s j )) > 2 −l ; or go to (4-2-2) if d(0, f (s j )) ≤ 2 −l+1 .
(4-2-2) E computes rational points x 1 , x 2 , . . . , x e(j,l) in the interior of s j such that s j ⊆ e(j,l) i=1 B(x i , 2 −l−1 4M ); afterwards, E computes the numbers θ i = d(x i , ∂N (s j )), 1 ≤ i ≤ e(j, l). We note that (4-3) Repeat step (4-1) with a new n-square from C n or proceed to step 5 if there is no more n-square left in C n .
5. Let C = ∅.
6. For all s ∈ C n do: 7. Output C and #(f ).
Next we show that the algorithm E works. In step 1, the accuracy is increased because E may not be able to tell whether a zero is in an n-square s but, nevertheless, it is capable of determining if a zero is in a (1/n)-neighborhood of s. Therefore, in order to get the requested accuracy bound of 1/n 0 , we will have to use smaller squares whose side lengths are at most diameter 1/(3n 0 ). This is why E starts at n = 3n 0 . After step 1, E studies whether or not s contains a zero of f for every s ∈ C n . The result of this investigation is saved into result(s). This is why result(s) is initially set to be undefined in step 2.
In step (3-1) E performs a first test (with accuracy 2 −n ) to check whether f (s) contains a zero. Clearly, a False output at step (3-1) indicates that s contains no zeros of f . If this is the case E proceeds to another n-square. If we instead obtain d(0, f (s)) ≤ 2 −(n−1) , then s may or may not have a zero, and so further investigations are needed. Meanwhile E runs a test to determine whether d(s, ∂K) < 5/n or d(s, ∂K) ≥ 4/n for the purpose of getting rid of those n squares which are too close to the boundary ∂K of K because the further investigations are to be performed on some (3/n)-neighborhood of s. In the case that d(s, ∂K) < 5/n, E increments n and then repeats step (3-1). It follows from Lemma 3 that f has only finitely many zeros and none is on ∂K; therefore, when n is large enough, E will output d(0, f (s)) ≥ 2 −n+1 whenever d(s, ∂K) < 5/n for every s ∈ C n . In other words, E will not going into a loop; it will either output result(s)=False or it will move on to the next step for sufficiently large n; for example, for n that satisfies the condition:
In step (3-2) E tests whether the jacobian Df is invertible on M(s) for those s ∈ C n satisfying d(s, ∂K) ≥ 4/n; i.e., those n squares whose final status result(s) are in need to be updated from Undefined to True or False. In case that min x∈M(s) | det(Df (x))| > 2 −n , the inverse function theorem can be applied to determine whether or not s contains a zero of f . And so we wish to put each nsquare s satisfying d(s, ∂K) ≥ 4/n into one of the two groups: either d(0, f (s)) > 2 −n or min x∈M(s) min{ Df (x) , | det(Df (x))|} > 2 −n . This is achievable because, once again due to Lemma 3, f has only finitely many zeros, say ξ 1 , . . . , ξ k , with the property that | det(Df (ξ i ))| > 0 and Df (ξ i ) > 0 as well (recall that Df (x) is equivalent to Df (x) HS ). By continuity of Df , there exist ρ 1 , . . . , ρ k > 0 such that min{ Df (y) , |det(Df (y))|} > 0 for all y in the closed ball B(ξ i , ρ i ), 1 ≤ i ≤ k. Then min{ Df (y) , |det(Df (y))|} > 0 for all y ∈ B(ξ i , ρ), 1 ≤ i ≤ k, where 0 < ρ = min 1≤i≤k ρ i . Thus when n is large enough meeting the conditions 4/n ≤ ρ and min y∈∪ k i=1 B(ξi,ρ) min{ Df (y) , |det(Df (y))|} ≥ 2 −n+1 , the test of step (3-2) is guaranteed to succeed for all squares s which reach step (3-2).
In step 4 we fix the first n which successfully led us to this step. We observe that if result(j, s) = True, then N (s j ) contains one and only one equilibrium because for every 1 ≤ i ≤ e(j, s), [Spi65] ), and f is injective on M(s j ). However there remains a potential problem of a zero of f being counted multiple times. This may happen when N (s j ) contains a zero of f and s j is adjacent to a portion of a common side shared by s and another n-squares. If E acts oñ s before it picks up s, then the zero of f contained in N (s j ) may already be detected and counted by E at the time when E was working ons. The potential multiple-counting may also happen when the interior of N (s j ) intersects the interior of N (s j ′ ) for someñ-square s j ′ (contained in the n-square s) that is adjacent to s j . If the intersection contains an equilibrium and if E acts on s j ′ prior to picking up s j , then the equilibrium would have been counted by E at the time while working with s j ′ , if not earlier. The step (4-2-3) is a preventive mechanism designed to ensure that an equilibrium is counted exactly once. It is also true that, for each n-square s satisfying min x∈M(s) Df (x) > 2 −n , E will halt and produce either result(s) = False or result(s) = True. To see this let us fix an s j with 1 ≤ j ≤ J(s). If s j does not contain an equilibrium, then the inequality d(0, f (s j )) > 2 −l would appear for l large enough. On the other hand, assume that s j contains an equilibrium x 0 . Let us pick some l such that 2 −l−1 < 2 −n−2 /ñ. Then there is some x i in the interior of s j , 1 ≤ i ≤ e(j, l), such that l) ).
Computing invertible zeros
It is shown in [Wei00] that the multi-valued function f ∈ C[0, 1] → {(f, x) : f (x) = 0} is not continuous and thus not computable. This raises the question: are there topological/regularity conditions which we can impose on the family of functions which ensure the uniform computability of the zero sets and the cardinalities of the zero sets. Here the answer is yes. The problem is to find the right conditions.
The algorithm E suggests that the following conditions can be impose on the family of continuously differentiable functions which will ensure the uniform computability of the zero sets and their sizes: let Z(K) = {f ∈ C 1 (K) : det Df (α) = 0 whenever α is a zero of f and α ∈ ∂K} where ∂K denotes the boundary of K. We note that if (1) is structurally stable, then there is no equilibrium on ∂K. And if we dismiss the condition that α ∈ ∂K, the uniform computability may no longer be guaranteed. For example, let A = {f a (x) : a ∈ R}, where f a (x) = x + a, x ∈ K = [0, 1]. Then f a ∈ C 1 (K) and f ′ a = 1 on K for all a; but the operator A → {0, 1}, f a → # of zero of f a , is not uniformly computable because it is not even continuous. The problem is caused by two "bad" functions f 0 and f 1 -the zero of f 0 and the zero of f 1 lie on ∂K. If we get rid of these two functions, then we can compute the number of zero of f a uniformly on A \ {f 0 , f 1 }.
The algorithm E described in the previous section can be applied, together with the lemma below, to compute the exact number of zeros and the zero set of f ∈ Z(K), uniformly on Z(K), thus showing Theorem 4.
Lemma 3 Let f ∈ Z(K). Then f has at most a finite number of zeros in K.
Proof. Assume otherwise that f has infinitely many zeros α n , n ∈ N, in K. Then since K is compact, it follows that {α n } has a convergent subsequence, say {α n k }, that converges to α ∈ K, which results in the following limit 0 = lim k→∞ f (α n k ) = f ( lim k→∞ α n k ) = f (α).
Note that the limit can be taken into f is due to the fact that f is continuous on a compact set. Thus α is a zero of f . Moreover, since f ∈ Z(K), it follows that Df (α) is invertible, which is equivalent to the condition that the Jacobean determinant of the matrix Df (α) is nonzero. Therefore f itself is invertible in a neighborhood of α. But this is a contradiction because in any neighborhood B of α there is some α n k ∈ B and thus f (α n k ) = f (α) = 0, which implies that f cannot be injective in any neighborhood of α, no matter how small it is.
The construction of the algorithm E ′ is the same as that of the algorithm E.
Theorem 4 (Computing the set of invertible zeros) The operator that assigns to each f ∈ Z(K) its zero set and the cardinality of the zero set is computable. More precisely, there is an algorithm E ′ , when given any C 1 -name of f and n 0 ∈ N as input, E ′ produces an integer n ≥ n 0 , a set C, and a nonnegative integer 2. #(f ) is the exact number of zeros of f .
