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Summary
We utilize the exact factorization of the electron-nuclear wave function [Abedi
et al., PRL 105 123002 (2010)] to illuminate several aspects of laser-driven molec-
ular dynamics in intense femtosecond laser pulses. Above factorization allows
for a splitting of the full molecular wave function and leads to a time-dependent
Schrödinger equation for the nuclear subsystem alone which is exact in the sense
that the absolute square of the corresponding, purely nuclear, wave function yields
the exact nuclear N-body density of the full electron-nuclear system. As one re-
markable feature, this factorization provides the exact classical force, the force
which contains the highest amount of electron-nuclear correlations that can be
retained in the quantum-classical limit of the electron-nuclear system.
We re-evaluate the classical limit of the nuclear Schrödinger equation from the
perspective of the exact factorization, and address the long-standing question of
the validity of the popular quantum-classical surface hopping approach in laser-
driven cases. In particular, our access to the exact classical force allows for an
elaborate evaluation of the various and completely different potential energy sur-
faces frequently applied in surface hopping calculations.
The highlight of this work consists in a generalization of the exact factorization
and its application to the laser-driven molecular wave function in the Floquet pic-
ture, where the molecule and the laser form an united quantum system exhibiting
its own Hilbert space. This particular factorization enables us to establish an
analytic connection between the exact nuclear force and Floquet potential energy
surfaces.
Complementing above topics, we combine different well-known and proven meth-
ods to give a systematic study of molecular dissociation mechanisms for the com-
plicated electric fields provided by modern attosecond laser technology.
iii
Zusammenfassung
Wir verwenden die exakte Faktorisierung der molekularen Wellenfunktion [Abe-
di et al., PRL 105 123002 (2010)], um einige Aspekte der lasergetriebenen Molekül-
dynamik in intensiven Femtosekundenpulsen zu beleuchten. Obige Faktorisierung
ermöglicht die Aufspaltung der vollen molekularen Wellenfunktion, und führt zu
einer zeitabhängigen Schrödingergleichung für das Kernsystem allein. Diese Glei-
chung ist exakt in dem Sinne, daß das Betragsquadrat der zugehörigen Kern-
wellenfunktion die exakte Vielteilchenkerndichte des vollen Systems liefert. Eine
bemerkenswerte Eigenschaft der exakten Faktorisierung ist der Zugang zur ex-
akten klassischen Kraft, d.h. zu der Kraft, die im quantenklassischen Limes des
vollen Systems die Elektronen-Kern Korrelationen bestmöglich erhält.
Wir betrachten den klassischen Limes der nuklearen Schrödingergleichung vom
Standpunkt der exakten Faktorisierung und beschäftigen uns mit der seit längerem
offenen Frage nach der Gültigkeit des beliebten surface hopping Konzepts in laser-
getriebenen Situationen. Vor allem die Kenntnis der exakten klassischen Kraft
ermöglicht uns eine gewissenhafte Bewertung der verschiedenen üblicherweise ver-
wendeten Potentialflächen.
Höhepunkt dieser Arbeit ist eine Verallgemeinerung der exakten Faktorisierung
und ihre Anwendung auf die lasergetriebene Molekülwellenfunktion im Floquet-
bild, in welchem Molekül und Laser ein gemeinsames Quantensystem mit eigenem,
zugehörigen Hilbertraum bilden. Diese spezielle Faktorisierung erlaubt es uns eine
analytische Verknüpfung zwischen exakter Kraft und Floquetflächen aufzuzeigen.
Als Ergänzung zu obigen Themen kombinieren wir verschiedenen wohlbekannte
und bewährte Methoden für eine systematische Diskussion der molekularen Dis-
soziation in den komplizierten von der modernen Attosekunden-Lasertechnologie
bereitgestellten elektrischen Feldern.
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Introduction
What is light? This fundamental question already occupied the philosophers of the
ancient world. For most of the time, it was inseparably connected to color science
and the human vision process, and thus constricted to visible light. After the
outstanding works of physicists like Christiaan Huygens, Thomas Young, Augustin
Jean Fresnel, James Clerk Maxwell, and Albert Einstein, we know that light is an
electromagnetic wave, and at the same time consists of massless photons. Artificial
light sources have advanced our technical and cultural evolution since humanity
gained control over the fire, but the perception of light as electromagnetic radiation
lifted the constraint to the visible spectrum, and thus considerably broadened
our definition of light. The inherent core of the initial question, how does light
interact, became of more scientific interest than ever before. A remarkable part
of the scientific progress during the late 19th and early 20th century is connected
to light-matter interaction. A compilation of the related milestones [1] reads like
a physicists Who’s Who of that time. Today, at least the basics and a little more
about the interaction between light and matter, in particular the interaction of
lasers with atomic systems, are known and well understood.
In the context of their time and measured by their impact on human society, it
is even debatable if the candle, the light bulb, or the laser is the greater scientific
achievement. But what unarguably separates modern light sources like laser and
synchrotron from candles and light bulbs is their remarkable susceptibility for
tuning and shaping. The basic understanding of light-matter interaction and the
availability of modern light sources has opened the path to control over atomic
and molecular excitations on their natural time scales. This leads to the ability to
trigger, to observe, and, ultimately, to steer complicated chemical reactions with
adequately tailored laser pulses [2–4]. The desire for direct access to atomic length
and time scales is accompanied by a steady refinement of the control tools, the
shaped lasers. Obviously, also the theoretical methods must be advanced to keep
pace with the rapid evolution of experimentally available light fields and their
application to atomic systems.
This work consists of four chapters, of which each is concerned with a certain
aspect of laser-driven molecular dynamics. The first chapter is dedicated to a
generalization of the exact factorization of the electron-nuclear wave function to
arbitrary degrees of freedom. The original factorization [5] yields an exact poten-
tial energy surface (EPES) which is piecewise reminiscent of Born-Oppenheimer
surfaces in field-free molecular dynamics, but shows a complicated time-dependent
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behavior in the laser-driven case. The generalization of the original factorization
is motivated by the desire for a clear analysis of this complicated time-dependence
with the help of Floquet theory. Consequently, the highlight of the first Chapter is
an application of the generalized factorization to the laser-driven electron-nuclear
wave function in the Floquet picture, and an extensive discussion of the EPES in
terms of Floquet surfaces. Furthermore, the concept of an exact factorization of
the wave function, and the tools it provides, is made applicable to a broader range
of quantum systems.
The exact factorization of the electron-nuclear wave function allows for a split-
ting of the full wave function into two associated wave functions and leads to a nu-
clear equation of motion which is reminiscent of the time-dependent Schrödinger
equation (TDSE). This nuclear TDSE yields the exact nuclear density and the
exact nuclear current density of the full electron-nuclear system, containing all
electron-nuclear correlations. The EPES, in principle a complicated functional
of the associated wave functions, enters this equation as potential. Access to the
EPES is one of the remarkable features of the exact factorization, since it provides
the exact classical force, the force which contains the highest amount of electron-
nuclear correlations that can be retained in the quantum-classical limit of the
electron-nuclear system. It is thus highly worthwhile to reevaluate the classical
limit of the nuclear Schrödinger equation from the perspective of the exact factor-
ization. We do this in Chapter two, where we compare the classical limit of the
nuclear TDSE using the Wigner-Moyal equation to full Bohmian mechanics and
Bohmian mechanics in the classical limit. We present several numerical examples
and discuss how the role of the Bohmian quantum potential in presence of intense
lasers was misunderstood in recent literature.
The third chapter is concerned with a specific quantum-classical approach to
the electron-nuclear dynamics, the surface hopping methodology. Surface hopping
is an established tool in the field of non-adiabatic molecular dynamics. Originally
developed for field-free scenarios, it was also adapted and successfully applied
to laser-driven molecular dynamics. However, the various resulting surface hop-
ping schemes differ in important conceptual details, like the employed potential
energy surfaces (usually static Born-Oppenheimer surfaces, time-dependent in-
stantaneous Born-Oppenheimer surfaces, or quasi-static instantaneous Floquet
surfaces) and thus the forces acting on classical nuclear trajectories. We present
a comprehensive comparative numerical study to show that the different hopping
schemes are not equally well suited to describe laser-driven molecular dynamics.
Utilizing the EPES, we are able to give a clear recommendation in favor of Floquet
surfaces, at least in the broad regime of laser pulse parameters where the Floquet
picture applies.
In the last chapter, we advance into the regime of attosecond science. Since only
a few years, modern laser technology enables shaping of the sub-cycle electric field,
which gives access to the electronic dynamics on their natural time scale. It is well
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known that the interaction of electrons with an intense attosecond laser pulse will
result in the subsequent excitation of nuclear dynamics, and the ultimate inten-
tion is to purposefully trigger and control specific chemical reactions, including
nuclear motion, with adequately tailored laser pulses. So far, most of the theo-
retical work connected to the interaction of molecules with attosecond pulses is
concerned with the electrons exclusively, since access to the electronic time scale
is new and exciting, and the considered pulses are so short that nuclear motion
during the pulse seems absolutely negligible. Ultimately, however, tailoring lasers
for simultaneous access to the electronic and nuclear time scale is a much more
versatile approach to achieve direct control over chemical reactions. But how does
the laser-induced dissociation, based on field-free nuclear relaxation after an at-
tosecond laser pulse, evolve into the laser-driven dissociation, based on nuclear
motion during a femtosecond laser pulse? We will give a systematic discussion of
molecular dissociation for the region where the pulse duration crosses from the
electronic time scale (attoseconds) to the nuclear time scale (femtoseconds).
In the appendix, we complement our work with an attempt to calculate elec-
tronic observables within quantum-classical molecular dynamics, and a brief in-
vestigation of molecular ionization in few-cycle laser pulses.
This work was started in 2015, the international year of light [6], and finished
around the 16th of May 2018, the first international day of light [7] and the 58th
anniversary of the first successful operation of the laser.
Atomic units (a.u.) are used unless stated otherwise.

1 The exact factorization of
time-dependent wave functions
1.1 Concern and state of the art
Solving the time-dependent Schrödinger equation for multiple particles stands out
as one of the most challenging tasks in theoretical physics. Even with vastly im-
proved computational power, exact numerical solutions of the TDSE are restricted
to small systems with only a few degrees of freedom (DOF). To cope with this,
comprehensive arsenals of approximate approaches and methods have been devel-
oped in different research areas. In molecular dynamics, which in principle requires
the solution of the electron-nuclear TDSE, the idea of an exact factorization of the
electron-nuclear wave function underwent a revival started by the work of Abedi
et al. [5,8], where formally exact equations for the associated wave functions where
derived. Unfortunately, but not surprisingly, these equations share the intimidat-
ing nimbus of the practically unsolvable multi-particle TDSE. However, the exact
factorization approach allows for the definition of an exact potential energy surface
as well as an exact vector potential (EVP). Mainly due to these quantities, the
exact factorization of the electron-nuclear wave function was successfully applied
for practical studies [9–20], as starting point for approximate methods [21–23],
and even for fundamental investigations [24–29].
In this chapter, we present a generalization of the original electron-nuclear fac-
torization [5] to practically arbitrary DOF. The generalized factorization allows
for the exact decomposition of the time-dependent wave function of an arbitrary
quantum system with multiple DOF into two or more parts, as long as the systems
dynamic is governed by the TDSE. Thereby, the concepts of the original factor-
ization, e.g. the EPES and the EVP, are made applicable to a broader range of
quantum systems. The generalized factorization covers known extensions of the
original factorization, like the reverse electron-nuclear factorization [13, 15] and
the electron-electron factorization [30]. Furthermore, it also allows for less obvious
applications. As an example, we factorize the wave function of a laser-driven H+2 -
like molecular model in the Floquet picture, where the periodic time-dependence
originating from the laser is converted into a non-spatial DOF. This allows us
to establish an analytic connection between the EPES and Floquet surfaces of
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the laser-driven molecule, and enables us to substantiate our conclusions about
surface hopping in laser-driven molecular dynamics (see Chap. 3 and [29]).
This chapter is organized as follows. We start with a brief repetition of the exact
factorization of the electron-nuclear wave function in Sec. 1.2 , closely following
the original work [5,8]. In Sec. 1.3 we present our generalized factorization. As a
pedagogical example, we apply the generalized factorization to coupled harmonic
oscillators in Sec. 1.4. We briefly discuss the application of the generalized factor-
ization in case of a spin DOF (Sec. 1.5), and finally present the factorization of a
laser-driven molecular wave function in the Floquet picture (Sec. 1.6). In Sec. 1.7
we summarize and conclude this chapter.
1.2 The exact factorization of the electron-nuclear
wave function
We introduce the Hamiltonian of a molecule, a quantum system with interacting
nuclei and electrons, as
H(R, r, t) = Tn(R) +Wnn(R) + V
ext
n (R, t)
+ Te(r) +Wee(r) + V
ext
e (r, t) +Wen(R, r, t). (1.1)
Tn (Te) is the nuclear (electronic) kinetic energy operator, Wnn (Wee) the
nucleus-nucleus (electron-electron) interaction, Wen is the electron-nuclear inter-
action. V extn and V
ext
e are time-dependent external potentials, e.g., due to the
interaction of the nuclei or electrons with a laser. The vector R (r) contains all
nuclear (electronic) DOF. The exact electron-nuclear wave function Ψ(R, r, t) is
the solution of the TDSE
i∂tΨ(R, r, t) = H(R, r, t)Ψ(R, r, t). (1.2)
This wave function can be factorized to read [5, 8]
Ψ(R, r, t) = χ(R, t)φR(r, t), (1.3)
where the associated wave functions χ and φ are defined as
χ(R, t) = eiS(R,t)
√∫
dr |Ψ(R, r, t)|2, (1.4)
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with a real phase S(R, t), and
φR(r, t) =
Ψ(R, r, t)
χ(R, t)
. (1.5)
At any time and for any nuclear configuration R, the wave function φR(r, t)
satisfies the partial normalization condition (PNC)∫
dr |φR(r, t)|2 = 1, (1.6)
which makes the factorization unique up to within a gauge-like phase transfor-
mation (see below).
Applying the variation principle to the action of the TDSE (1.2) yields, after
(quite) some algebra, equations of motion for the associate wave functions,
i∂tφR(r, t) = (Hel(r,R, t)− ε(R, t))φR(r, t), (1.7)
and
i∂tχ(R, t) =
(
Nn∑
ν=1
(−i∇ν +Aν(R, t))2
2Mν
+ V extn (R, t) + ε(R, t)
)
χ(R, t), (1.8)
where Mν denotes the masses of the Nn nuclei in the system and the electronic
Hamiltonian Hel is given by
Hel(r,R, t) = Te(r) +Wee(r) +Wnn(R) + V
ext
e (r, t) +Wen(R, r, t) + U
enc.
(1.9)
In these equations, the electron-nuclear coupling operator
U enc =
Nn∑
ν=1
1
Mν
[
(−i∇ν −Aν(R, t))2
2
(1.10)
+
(
−i∇νχ(R, t)
χ(R, t)
+Aν(R, t)
)
(−i∇ν −Aν(R, t))
]
, (1.11)
the exact potential energy surface
ε(R, t) = 〈φR(t)|Hel(r,R, t)− i∂t|φR(t)〉r, (1.12)
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and the exact vector potential
A(R, t) = 〈φR(t)| − i∇νφR(t)〉r (1.13)
where introduced. The bracket notation with subscript r denotes the integra-
tion over the electronic coordinates. The absolute values of the associated wave
functions χ and φ have a clear-cut physical meaning, with the marginal probability
distribution |χ(R, t)|2 yielding the nuclear probability density and nuclear current
density of the full system [5, 8], and |φR(r, t)|2 being the conditional electronic
probability density for a given nuclear configuration R. The exact factorization
is invariant under gauge like transformations with a gauge function θ(R, t),
φR(r, t)→ φ̃R(r, t) = eiθ(R,t)φR(r, t) (1.14)
χ(R, t)→ χ̃(R, t) = e−iθ(R,t)χ(R, t). (1.15)
Besides such gauge transformations, the exact factorization is unique (see [5,8]).
Also the equations of motion (1.7) and (1.8) are invariant, given the EVP and the
EPES are transformed in the usual way,
Aν(R, t)→ Ãν(R, t) = Aν(R, t) + ∇νθ(R, t) (1.16)
ε(R, t)→ ε̃(R, t) = ε(R, t) + ∂tθ(R, t). (1.17)
For the various exemplary calculations with the two-dimensional model system
(see Sec. 3.4) during this work, a gauge with vanishing EVP
A(R, t) = −i
∫
dr φ∗R(r, t)∂RφR(r, t) = 0 (1.18)
is chosen. In this gauge, the phase for the nuclear wave function can be obtained
from the full wave function [5, 8] as
S(R, t) =
∫ R
R0
dR′
Im
{∫
dr ψ(R′, r, t)∂R′ψ(R
′, r, t)
}
|χ(R′, t)|2
. (1.19)
In this case, the equation of motion (1.8) for the nuclear wave function simplifies
to
i∂tχ(R, t) =
(
−∆R
2M
+ V extn (R, t) + ε(R, t)
)
χ(R, t), (1.20)
1.3 The generalized exact factorization 9
where we furthermore have V extn (R, t) = 0 for the homo-nuclear system. The
benefit of this gauge is that the exact force for the nuclei in the quantum-classical
limit is given by the gradient of the EPES ε, and thus a direct pictorial com-
parison of the EPES and the various ”conventional” PES of the system (Born-
Oppenheimer surfaces, instantaneous Born-Oppenheimer surfaces, Floquet sur-
faces, see Chap. 3) is helpful to determine the applicability of the latter surfaces
in approximate propagation schemes. Note, however, that gauging the EVP away
is not possible in all cases [26]. Furthermore, exemplary calculations in a gauge
with A 6= 0 also lead to interesting interpretations and discussions in connection
with surface hopping [11,31].
1.3 The generalized exact factorization
To generalize the exact factorization of the electron-nuclear wave function, we
consider a quantum system S(f) with multiple DOF, denoted by f . S(f) is
represented by a wave function Ψ(f , t), note that we already use the coordinate
representation with respect to the DOF. This wave function is a solution of the
TDSE
i∂tΨ(f , t) = H(f , t)Ψ(f , t), (1.21)
with H(f , t) the Hamiltonian of system S. We split S(f) into two interacting
parts Sa(fa) and Sb(fb). Let H, Ha, Hb be suitable Hilbert spaces to describe the
systems S, Sa, and Sb, such that H = Ha ⊗Hb. Assuming separability, there are
orthonormal bases {αi(fa)| i ∈ N} and {βj(fb)| j ∈ N} of Ha and Hb , such that
the set of product states {αi(fa)βj(fb)| i, j ∈ N} yields an orthonormal basis of
H. The full wave function, an element of H, can always be written as a linear
combination of these product states
Ψ(f , t) =
∞∑
i=0
∞∑
j=0
cij(t)αi(fa)βj(fb). (1.22)
However, in general, infinitely many product states are necessary to represent
Ψ. We state that, nevertheless, the full wave function can be written in form of a
single product
Ψ(f , t) = χ(fa, t)φfa(fb, t). (1.23)
The wave function φfa(fb, t) depends parametrically on the DOF fa, and, for
any fixed configuration f̄a, satisfies the partial normalization condition
10
〈φf̄a(t)|φf̄a(t)〉b = 1, (1.24)
where 〈·|·〉b denotes the scalar product in Hb. Similar to [5], we prove this
statement by defining χ as
χ(fa, t) := e
iS(fa,t)
√
〈Ψ(fa,fb, t)|Ψ(fa,fb, t)〉b (1.25)
with a real phase S(fa, t), and
φfa(fb, t) :=
Ψ(fa,fb, t)
χ(fa, t)
. (1.26)
Due to the partial normalization condition, this factorization is unique within
a gauge-like transformation with respect to the DOF fa. The proof for this reads
exactly as in the case of the electron-nuclear factorization [5] and is omitted here.
To derive equations of motion for χ and φfa , we rewrite the full Hamiltonian of
system S
H(fa,fb, t) = Ha(fa, t) +Hb(fb, t) +Wab(fa,fb, t), (1.27)
using the Hamiltonians of the subsystems Sa and Sb, Ha and Hb (appropriately
lifted to act on H), and Wab containing all interactions between Sa and Sb. In-
serting the factorized wave function (1.23) into the action corresponding to the
TDSE (1.21), we get
A =
∫ t2
t1
dt
∫
dfa
∫
dfb χ
∗(fa, t)φ
∗
fa(fb, t)
{
Ha(fa, t) +Hb(fb, t)
+Wab(fa,fb, t)− i∂t
}
χ(fa, t)φfa(fb, t). (1.28)
Variation of the action with respect to the associated wave functions
δA
δφ∗fa(fb, t)
= 0,
δA
δχ∗(fa, t)
= 0 (1.29)
yields the equations of motion
χ∗(fa, t)
{
Ha(fa, t) +Hb(fb, t) +Wab(fa,fb, t)− i∂t
}
χ(fa, t)φfa(fb, t) = 0,
(1.30)
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and
∫
dfb φ
∗
fa(fb, t)
{
Ha(fa, t) +Hb(fb, t) +Wab(fa,fb, t)− i∂t
}
χ(fa, t)φfa(fb, t) = 0.
(1.31)
Splitting the operators Ha = H
l
a + H
nl
a and Wab = W
l
ab + W
nl
ab into a local, i.e.
multiplicative, part (index l) and a non-local part (index nl), allows us to rewrite
these equations as
i∂tφfa =
(
H la +Hb +W
l
ab
)
φfa
+
(Hnla +W
nl
ab)χφfa
χ
+ φfa
−i∂tχ
χ
, (1.32)
and
i∂tχ =χ〈φfa |H la +Hb +W lab − i∂t|φfa〉b
+ 〈φfa|
(
Hnla +W
nl
ab
)
χ|φfa〉b. (1.33)
The equations (1.23), (1.25), (1.26), (1.32), and (1.33) represent the general
factorization of time-dependent wave functions.
The main purpose of the general equations of motion (1.32) and (1.33) is to
serve as a starting point for more explicit considerations. For further progress, as-
sumptions on the form of Hnla and W
nl
ab are necessary, such that the terms H
nl
a χφfa
and W nlabχφfa can be evaluated further. As an example, we may assume that there
are no non-local interactions W nlab = 0, and that H
nl
a only consists of the kinetic
energy Hnla = −
∑
fi∈fa ∆fi/2Mfi ≡ −∆fa/2Mfa . This enables us to rewrite (1.32)
and (1.33) to read
i∂tφfa(fb, t) =
(
Heff(fa,fb, t)− ε(fa, t)
)
φfa(fb, t), (1.34)
i∂tχ(fa, t) =
(
(−i∇fa + A(fa, t))
2
2Mfa
+H la
)
χ(fa, t) (1.35)
+ ε(fa, t)χ(fa, t).
Here we introduced the effective Hamiltonian
12
Heff(fa,fb, t) := Hb +W
l
ab + U
c[χ, φ] (1.36)
with the coupling operator
U c[χ, φ] :=
(−i∇fa −A(fa, t))
2
2Mfa
+
1
Mfa
(
−i∇faχ
χ
+ A(fa, t)
)
(−i∇fa −A(fa, t)) , (1.37)
the exact vector potential
A(fa, t) := 〈φfa | − i∇fa |φfa〉b (1.38)
and the exact potential energy surface
ε(fa, t) := 〈φfa |Heff − i∂t|φfa〉b. (1.39)
Eq. (1.35) is particularly appealing. For vanishing EVP A = 0 and vanishing
EPES ε = 0, (1.35) is the TDSE for the undisturbed subsystem Sa. All effects
due to the presence of and the coupling to subsystem Sb are contained in the
EVP and the EPES, both not explicitly depending on fb
1. Yet the solution of
(1.35) will yield exact results for several observables of the full system, e.g., the
exact probability density for the DOF fa. Besides above assumptions on H
nl
a
and W nlab , especially Hb, and thus the system Sb, is still arbitrary. The original
factorization of the electron-nuclear wave function [5] is achieved by choosing
fa = R as the nuclear DOF and fb = r as the electronic DOF. Any multiplicative
time-dependent external potential, e.g., a laser in length gauge, can be included in
H la and Hb. Appropriate equations of motion for different cases have to be derived
starting over from Eqs. (1.32) and (1.33). Note that the non-local parts of the
Hamiltonian have to be specified in order to define an EVP and an EPES, this is
not possible (in a physical meaningful way) at the level of the general equations
of motion (1.32) and (1.33). In the following sections, we will give examples of
applications for the generalized exact factorization.
1Note that we have defined the effective Hamiltonian Heff in a way, such that H la is not included
in the EPES. This is not consistent with Sec. 1.2, but allows for above interpretation.
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1.4 The exact factorization for coupled harmonic
oscillators
The exact factorization for N + 1 coupled harmonic oscillators
To accustom ourselves with the generalized factorization, we will discuss an ex-
ample of N + 1 coupled one-dimensional harmonic oscillators. We aim for the
factorization
ψ(X,x, t) = χ(X, t)φX(x, t), (1.40)
where ψ(X,x, t) is the full wave function of N + 1 oscillators, and we pick one
oscillator (number N0, mass M , frequency Ω, coordinate X, coupling constants to
the other oscillators ki) to factorize it from the remaining N oscillators (masses
mi, frequencies ωi, coordinates xi, coupling constants kij). This leads to specific
expressions for the various parts of the Hamiltonian:
Ha = −
∆X
2M
+
M
2
Ω2X2, (1.41)
Hb =
N∑
i=1
−∆xi
2mi
+
mi
2
ω2i x
2
i −
1
2
N∑
j=1
j 6=i
kij
2
(xi − xj)2
 , (1.42)
Wab = −
N∑
i=1
ki
2
(X − xi)2. (1.43)
The only non-local operator in Ha is the Laplacian, and all interaction operators
are multiplicative. Thus we may use the equations (1.34) - (1.39) instead of
starting at (1.32) and (1.33). We get equations of motion
i∂tφX(x, t) =
(
Heff(X,x, t)− ε(X, t)
)
φX(x, t), (1.44)
and
i∂tχ(X, t) =
(
(−i∇X + A(X, t))2
2M
+
M
2
Ω2X2 + ε(X, t)
)
χ(X, t), (1.45)
with the effective Hamiltonian
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Heff(X,x, t) =
N∑
i=1
−∆xi
2mi
+
mi
2
ω2i x
2
i −
1
2
N∑
j=1
j 6=i
kij
2
(xi − xj)2
 (1.46)
−
N∑
i=1
ki
2
(X − xi)2 + U c[χ, φ], (1.47)
containing the coupling operator
U c[χ, φ] =
(−i∇X −A(X, t))2
2M
+
1
M
(
−i∇Xχ
χ
+ A(X, t)
)
(−i∇X −A(X, t)) . (1.48)
The exact vector potential reads
A(X, t) = 〈φX | − i∇X |φX〉x, (1.49)
and the exact potential energy surface is given by
ε(X, t) = 〈φX |Heff − i∂t|φX〉x
= 〈φX |Hb +Wab + U c[χ, φ]− i∂t|φX〉x (1.50)
= 〈φX |Hb +Wab +
(−i∇X −A(X, t))2
2M
− i∂t|φX〉x.
Note that the last equality in (1.50) holds, since the last parenthesis in (1.48)
vanishes in the expectation value 〈φX |U c|φX〉x. Any additional external time-
dependent driving of the oscillators N1, . . . , NN can be included in Hb. A driving
of the oscillator N0 can be included directly into (1.45), as long as it acts local,
i.e. multiplicatively. If the driving contains non-local actions with respect to X,
its specific form has to be known to evaluate the effect on the EVP and the EPES.
Discussion
As in the case of the electron-nuclear factorization, equation (1.45) is particularly
appealing. It is an equation of motion for the harmonic oscillator N0, where all
effects due to the coupling to the remaining N oscillators are contained in the
EVP A and the EPES ε. Considering that we may replace the N oscillators
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by a nearly arbitrary environment and the oscillator N0 by a much more compli-
cated system, the generalized exact factorization offers new approaches to describe
system-environment interactions. While the explicit expressions for the EVP and
the EPES will differ from above given example, an equation of motion for χ can
always be derived. Given a specific quantum system, questions of interest are:
• What is the physical meaning of χ for the system under consideration?
Which observables of the full problem (system + environment) can be cal-
culated from it?
• Is it possible to define an EVP and an EPES?
• Are there useful approximations for these quantities?
A different approach is to ”invert” the situation and replace the oscillator N0
with an environment and the remaining N oscillators with the quantum system
of interest. This can be used to derive quantum-classical methods, where the
bath is described with classical trajectories (or Bohmian ”quantum” trajectories)
and the system DOF remain fully quantum-mechanical. Such an approach with
Bohmian trajectories for the bath dynamics was already presented in [32], with
the connection to the exact factorization pointed out by the authors.
Numerical example: two coupled displaced oscillators
We will bring the discussion of the exact factorization for coupled harmonic os-
cillators down to a round figure by a numerical example with just two coupled
displaced oscillators. The Hamiltonian for this system reads
H =−∆R
2M
+
M
2
Ω2R2︸ ︷︷ ︸
Ha
−∆r
2m
+
m
2
ω2(r − d)2︸ ︷︷ ︸
Hb
−k
2
(R− r)2︸ ︷︷ ︸
Wab
. (1.51)
Here R, r, M , m, and Ω, ω are the position operators, masses, and frequencies
of the two oscillators, d is the displacement, and k the coupling constant. By
expanding the the last square and rearranging terms, we get
H =− ∆R
2M
+
M
2
(
Ω2 − k
M
)
R2
− ∆r
2m
+
m
2
(
ω2 − k
m
)
(r − d)2 + k
2
d2 − kdr (1.52)
+ kRr.
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For practical purposes, we want to get rid of the two last terms in the middle
line of (1.52). In combination with the initial condition (1.62), this will lead
to much less complicated dynamics of the full quantum state and thus a much
simpler discussion. We can cancel the terms by adding an external interaction
V extb = −0.5kd2 + kdr to the Hamiltonian to arrive at
H =− ∆R
2M
+
M
2
(
Ω2 − k
M
)
R2
− ∆r
2m
+
m
2
(
ω2 − k
m
)
(r − d)2 (1.53)
+ kRr.
For the present example, we switch to a gauge with A = 0 for the exact factor-
ization. We note that this is not possible in general. E.g., for higher-dimensional
factorizations of the electron-nuclear wave function, the EVP is connected to the
molecular geometric phase and an exact description of the nuclear dynamics using
only an EPES is not possible [26]. A gauge with A = 0 does, however, always
exist long as the EVP is one-dimensional. In this gauge, the equation of motion
for χ
i∂tχ(R) =
(
−∆R
2M
+
M
2
R2Ω2
)
χ(R) + ε(R)χ(R) (1.54)
still contains all effects due to the coupling to the other oscillator in the form
of an additional time-dependent external potential, the EPES
ε(R) = 〈φR| −
∆R
2M
+Hb +Wab + V
ext
b − i∂t|φR〉r. (1.55)
We consider a heavy oscillator with M = 1000 a.u. and Ω = 0.1 a.u. coupled
to a light oscillator with m = 1 a.u. and ω = 0.5 a.u., displaced by d = 1 a.u.
We start by discussing the EPES for the uncoupled system (k = 0) in the ground
state
ψ0(R, r) =
(
MΩ
π
)1/4
exp
(
−MΩ
2
R2
)
︸ ︷︷ ︸
χ(R,t0)
(mω
π
)1/4
exp
(
−mω
2
(r − d)2
)
︸ ︷︷ ︸
φR(r,t0)
. (1.56)
This is a special (and trivial) scenario, where we can identify the associate wave
functions of the factorization χ and φR as
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χ(R, t) =
(
MΩ
π
)1/4
exp
(
−MΩ
2
R2
)
exp
(
−iΩ
2
t
)
, (1.57)
and
φR(r, t) =
(mω
π
)1/4
exp
(
−mω
2
(r − d)2
)
exp
(
−iω
2
t
)
. (1.58)
The EPES,
ε(R) = 〈φR| −
∆R
2M
+Hb +Wab + V
ext
b − i∂t|φR〉r (1.59)
= 〈φR|Hb − i∂t|φR〉r = 0, (1.60)
vanishes, since we chose k = 0, and φR(r, t) does not depend on R and solves
the TDSE for the oscillator with coordinate r.
The EPES as defined above, not including H la, is very well suited for discus-
sions of the resulting equations of motion. For visualizations, however, it is often
beneficial to include the local part of Ha into the EPES. Due to the definition of
H la, this is a trivial step,
ε(R, t) +H la = ε(R, t) + 〈φR|H la|φR〉 → ε(R, t). (1.61)
For convenience we switch between the different versions multiple times in this
work. In Fig. 1.1, the potential wells for the oscillators, the ”nuclear” density
(heavy oscillator), the ”electronic” density (light oscillator), and the resulting
EPES (including H la) are shown. The latter is, of course, identical with the po-
tential for the heavy oscillator and not time-dependent in this trivial example.
The numerical calculation of the factorization and the EPES requires a non-
vanishing density of the heavy oscillator, thus we only show it in regions with
〈ψ(R, r, t)|ψ(R, r, t)〉r ≥ 10−7a.u.
We now spice up our example by an interaction with k = −1 a.u. between the
oscillators. Looking at (1.53), it is suggestive to introduce the effective frequencies
Ω̃ :=
√
Ω2 − k
M
and ω̃ :=
√
ω2 − k
m
. It is also convenient to define Ha as the first,
Hb as the second, and Wab as the last line in (1.53)
2. As initial state for this exam-
ple, we use the ground state of the deformed but not directly interacting potential
wells (same as (1.56), replacing the frequencies with the effective frequencies),
2This was not done for the first part of the example to keep the notation consistent with the
previous sections.
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Figure 1.1: The potential well and probability density for the heavy oscillator
(black lines) and the light oscillator (red lines), and the EPES (dashed orange
line) for the non-interacting oscillators in the ground state.
ψ0(R, r) =
(
MΩ̃
π
)1/4
exp
(
−MΩ̃
2
R2
)(
mω̃
π
)1/4
exp
(
−mω̃
2
(r − d)2
)
. (1.62)
Due to the artificial V extb , all dynamics result directly from the coupling Wab =
kRr. Focusing on the dynamics of the heavy oscillator, we observe an oscillation
of the density between R = 0 a.u. and R = 0.2 a.u. with a period of T ≈ 60
a.u. Additionally, the width of the density is oscillating slightly (”breathing”). In
Fig. 1.2, some snapshots of this density are shown together with the numerically
calculated EPES. The time-dependent EPES is nearly perfectly approximated by
the original potential well, shifted by a displacement of D = 0.1 a.u.,
ε(R, t) ≈ MΩ̃
2
2
(R−D)2. (1.63)
Additionally, it shows a small oscillation of its width, which corresponds to the
observed breathing of the density.
How severe are the consequences when replacing the EPES by the approxima-
tion (1.63)? To answer this question, we compare the time-dependent density of
a quantum-mechanical oscillator with the potential (1.63) to the exact solution.
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Figure 1.2: The modified potential well V = MΩ̃R2/2 (thick black line), the
density of the heavy oscillator (thin black line), and the EPES (dashed orange
line) at t = 1 a.u., t = 30 a.u., and t = 45 a.u. The density is scaled by a factor
of 0.3.
Several snapshots of the resulting densities are presented in Fig. 1.3. On first
sight, we observe a relatively good agreement to the exact solution for small prop-
agation times. At larger times (after three full oscillations, t & 3T = 180 a.u.),
however, the oscillations of the densities are getting noticeably out of phase. On a
closer look, the breathing in the width of the density is missing in the approximate
solution. This is not surprising, since the corresponding behavior in the EPES is
neglected in (1.63). Furthermore, even in the short time dynamics differences can
be found. The densities are in very good agreement at the first few turning points
of the oscillations (c.f. Fig. 1.3 at t = 30 a.u. and t = 60 a.u.). However, the
dynamics between the turning points already differ by more than just the missing
breathing (c.f. position of the maximums of the densities in Fig. 1.3 at t = 45
a.u.).
At least for this relatively simple numerical example, we have seen that the
overall shape of the EPES, in our case the shifted original potential for the heavy
oscillator, can be well understood by physical intuition. Unfortunately, this over-
all time-independent shape is a to crude approximation of the EPES if one is
interested in the detailed dynamics of the heavy oscillator. Developing improved
time-dependent approximations without prior knowledge of the exact solution is
a very challenging task.
For completeness, we will give a brief discussion of the reverse factorization,
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Figure 1.3: Snapshots of the modified potential well V = MΩ̃R2/2 (thick black
line), the density of the heavy oscillator (thin black line), the EPES (dashed orange
line), the approximation for the EPES (gray line), and the resulting approximated
density (dashed red line). The densities are scaled by a factor of 0.3.
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Figure 1.4: The modified potential well V = MΩ̃R2/2 (thick black line), the
density of the heavy oscillator (thin black line), the modified potential well v =
mω̃(r−d)2/2 (thick red line), and the density of the light oscillator (thin red line).
The EPES (dashed orange line) is calculated for the light oscillator. The density
of the heavy oscillator is scaled by a factor of 0.3.
ψ(R, r, t) = χ(r, t)φr(R, t), (1.64)
where an EPES for the light oscillator can be calculated. While we have Ω ≈
Ω̃ for the heavy oscillator, the coupling with k = −1 noticeably changes the
effective potential well v = mω̃(r − d)2/2 for the light oscillator (c.f. Fig. 1.1
and Fig. 1.4). Similar as in the above example, the EPES presented in Fig. 1.4
is closely approximated by a shifted potential well. However, in clear contrast to
the above example, the displacement is time-dependent in a way, such that the
EPES follows the motion of the density of the heavy oscillator. Since this motion
happens on the time-scale of the heavy oscillator, the density of the light oscillator
also follows, basically staying centered in the moving EPES. Also in this case, a
small breathing in the width of the EPES and the density of the light oscillator
can be observed.
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1.5 The exact factorization for a single particle with
spin
In this section, we will discuss the exact factorization of the wave function of a sin-
gle electron. What sounds preposterous at first glance becomes quite interesting,
since the generalized factorization presented in Sec. 1.3 is designed to factorize
between multiple degrees of freedom, no matter the number of particles involved.
In the following, we will discuss the factorization between the spatial DOFs and
the spin DOF of the electron. While we recognize the large potential of the gen-
eral formulation of the exact factorization for systems with spin DOFs, deeper
investigations in this direction are beyond the scope of this work.
The non-relativistic electron with a spin DOF s and spatial DOFs r is repre-
sented by the wave function ψ(s, r, t). We aim for a factorization
ψ(s, r, t) = χ(s, t)φs(r, t). (1.65)
To apply the formalism from Sec. 1.3, we need the Schrödinger(-like3) equation
for the wave function, which for our example reads
i∂tψ(s, r, t) = (Hs +Hr +Wsr)ψ(s, r, t) (1.66)
=
(
(−i∇r + a(r, t))2
2
+ V (r, t) + σ(s)f(r,∇r)
)
ψ(s, r, t). (1.67)
There is no kinetic energy or potential for the spin alone, thus we have Hs = 0.
The electronic Hamiltonian is
Hr =
(−i∇r + a(r, t))2
2
+ V (r, t), (1.68)
with a vector potential a and a scalar potential V . As pointed out during the
previous sections, the specific form of Hr is practically irrelevant for the factor-
ization. What inevitably needs to be specified is the interaction between r and s.
For the purpose of our example, we write the interaction as
Wsr = σ(s)f(r,∇r), (1.69)
where σ(s) is a vector of operators σ = (σx, σy, σz) acting on the spin, and
f = (fx, fy, fz) is a vector of (operator) functions acting on the spatial DOF.
3It is important that the action corresponding to the equation of motion for the wave function
can be written in the form of (1.28).
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We may, for instance, chose f(r) = −B(r)/2, with an external magnetic field
B = ∇r × a, to arrive at the Pauli equation
i∂tψ(s, r, t) =
(
(−i∇r + a(r, t))2
2
+ V (r, t)− σ(s)B(r)
)
ψ(s, r, t). (1.70)
Another interaction covered by (1.69) is the spin-orbit coupling
Wsr ∼ σ(s) (E(r)×−i∇r) , (1.71)
which arise if the electron moves in presence of an electric field E, e.g., the
Coulomb field of a nucleus4. We note that the operator ∇r, non-local with re-
spect to r, is local with respect to s and thus unproblematic for the factorization
considered here. The action of Wsr on the full wave function can be discussed by
writing the latter as Pauli spinor
ψ(s, r, t)→
(
ϕ+(r, t)
ϕ−(r, t)
)
. (1.72)
In this representation, the operators σx, σy , and σz are given by the 2×2 Pauli
matrices. Entirely fixing the representation by choosing σz =
(
1 0
0 −1
)
, we get
σfψ =
(
fx
(
0 1
1 0
)
+ fy
(
0 −i
i 0
)
+ fz
(
1 0
0 −1
))(
ϕ+
ϕ−
)
. (1.73)
This illustrates the non-locality of the interaction with respect to s. The inter-
action flips and mixes spinor components. The spinor representation is generally
helpful to evaluate the action of σ on the wave function. However, also the pic-
ture of the wave function ψ(s, r) as a function depending on one discrete variable
s and three continuous variables rx, ry, and rz is quite convenient for the exact
factorization.
The existence of the factorization
ψ(s, r, t) = χ(s, t)φs(r, t) (1.74)
4As is well known from classical electrodynamics, the splitting of the electromagnetic field into
electric field and magnetic field depends on the frame of reference. A purely electric field in
the frame of reference with the moving electron will have a magnetic component in the rest
frame of the electron, and thus leads to an interaction with the spin.
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was shown in Sec. 1.3, and we may immediately write down the equations of
motion for φs (see (1.32) ) and χ (see (1.33) ) for our present example. This yields
i∂tφs = Hrφs +
σfχφs
χ
− φs
i∂tχ
χ
, (1.75)
and
i∂tχ = χ〈φs|Hr +
σfχ
χ
− i∂t|φs〉r. (1.76)
Is it possible to construct an EVP and an EPES to rewrite the ”nuclear” equa-
tion of motion (1.76)? The interaction term 〈φs|σfχ|φs〉r is still quite compli-
cated, since σ acts on χ and φs. However, we may rewrite it to read
〈φs|σfχ|φs〉r = A(s)σχ, (1.77)
where A = (Ax, Ay, Az) is a function of s. By using the spinor representation
and explicitly comparing terms, we may write
〈φs|σfχ|φs〉r = 〈φs|M1f |φs〉r︸ ︷︷ ︸
A(s)
σχ = [M2〈φs|σf |φs〉r]︸ ︷︷ ︸
A(s)
σχ. (1.78)
We get two different, but equivalent, explicit expressions for the EVP with the
diagonal matrices M1 = diag(σx, σx, 1) and M2 = diag(1, iσz, σz).
We use this EVP to rewrite (1.76) to read
i∂tχ = Aσχ+ εχ. (1.79)
The EPES is determined by comparing (1.76) and (1.79), this yields
ε(s) = 〈φs|Heff − i∂t|φs〉r = 〈φs|Hr − i∂t|φs〉r, (1.80)
with
Heff = Hr +
σfχ
χ
− Aσχ
χ
. (1.81)
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Note that the second and the third term in (1.81) cancel in the expectation value
〈φs|Heff|φs〉r. Including them in the effective Hamiltonian allows us to rewrite the
”electronic” equation of motion for φs (1.76)
i∂tφs = (Heff − ε)φs, (1.82)
such that it has the same functional form as in the previous examples.
Equation (1.79), while being much simpler than (1.66), is still exact. By con-
struction,
|χ(s, t)|2 = 〈ψ(s, r, t)|ψ(s, r, t)〉r (1.83)
holds. To determine what this actually tells us about the dynamics of the spin,
we compare the factorized form of the wave function with the spinor representa-
tion,
(
χ(+, t)φ+(r, t)
χ(−, t)φ−(r, t)
)
=
(
ϕ+(r, t)
ϕ−(r, t)
)
, (1.84)
where we explicitly wrote the two values s may take as + and −. Taking the
absolute value and integrating over the spatial DOF yields
∫
d3r
(
|χ(+, t)|2|φ+(r, t)|2
|χ(−, t)|2|φ−(r, t)|2
)
=
∫
d3r
(
|ϕ+(r, t)|2
|ϕ−(r, t)|2
)
. (1.85)
Since φs satisfies the partial normalization condition 〈φs|φs〉r = 1 ∀s, we see
that |χ(s, t)|2 yields the time-dependent occupation probability |c+(t)|2 (|c−(t)|2)
of the upper (lower) spinor component,
|χ(±, t)|2 = 〈ϕ±(t)|ϕ±(t)〉r = |c±(t)|2. (1.86)
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1.6 The exact factorization of the laser-driven
electron-nuclear wave function in the Floquet
picture
In this section, we present the application of the generalized factorization given
in Sec. 1.3 to factorize the wave function of a one-dimensional H+2 -like molecular
model system interacting with a laser field in the Floquet picture. For an infinitely
long continuous wave laser with constant amplitude F and constant carrier fre-
quency ω, the Hamiltonian of this system in the center of mass frame (bond length
R, electron coordinate r, reduced nuclear mass M = 918 a.u., reduced electronic
mass m = 1 a.u.) is given by
H(R, r, t) =− ∆R
2M
− ∆r
2
+
1
R + 0.03
− 1√
(r −R/2)2 + 1
− 1√
(r +R/2)2 + 1
− µF cos(ωt). (1.87)
The interaction between the electron and the laser field is treated in dipole ap-
proximation and length gauge, µ = −r denotes the electronic dipole moment. In
the center of mass frame, the nuclear DOF of the homo-nuclear dimer does not
couple to the laser. We use softened Coulomb interactions for numerical conve-
nience. Further details of this model system are given in Sec. 3.4. For this strictly
time-periodic system (F 6= F (t)), the Floquet Hamiltonian [33–35] is given by the
sum of H and the (scaled, relative) photon number operator n = −i∂t [35],
K(R, r, t) = H(R, r, t)− i∂t. (1.88)
The Hamiltonian K acts on an enlarged Hilbert space, which is spanned by the
tensor products of the eigenstates of the field free system Hamiltonian H(F = 0)
and the eigenstates of the photon number operator n [35,36]. By construction, t is
a coordinate on equal footing with the spatial coordinates R and r in this Hilbert
space. The Floquet theorem [33] states that, for such a strictly time-periodic
system, the solution of the corresponding TDSE
i∂tψ(R, r, t) = H(R, r, t)ψ(R, r, t) (1.89)
can be written as
ψ(R, r, t) =
∑
α
cαuα(R, r, t) exp (−iεαt) , (1.90)
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where εα are the eigenvalues and uα are the time-periodic eigenstates of the Floquet
Hamiltonian
K(R, r, t)uα(R, r, t) = εαuα(R, r, t), (1.91)
and the expansion coefficients cα are time-independent. Thus, the application of
Floquet theory yields a solution of the TDSE (1.89) in terms of a time-independent
Schrödinger equation in an extended Hilbert space. Furthermore, as is apparent
from (1.90), the Floquet states uα are a promising choice for a basis when dis-
cussing the dynamics of the periodically driven molecule.
Realistic systems, however, are never strictly periodic. The investigation of
laser-driven molecular dynamics usually requires the solution of the TDSE with
a time-dependent laser envelope F (t). At first glance, the application of Floquet
theory in such cases is hampered by the additional time-dependence, and up to
now no exact generalization of Floquet theory to not strictly periodic systems
seems to exist [36]. Nevertheless, the approximate application of Floquet theory
for ”kind of periodic” time-dependent Hamiltonians H(t) ∼ F (t) cos(ωt) allows
for a separation of the usually different time scales originating from the carrier
frequency ω and from the laser envelope F (t). The approximate application of
Floquet theory to not strictly periodic systems has proven its worth in many cases
(see, e.g., the introduction to Chap. 4 and the references therein) and turned out
to be quite robust [37, 38].
In order to separate the different time scales, we relabel the time-dependence
of the strictly periodic cw laser from cos(ωt) to cos(ωs), but still denote the
time-dependence of the envelope F (t) by t. We arrive at a formally extended
Hamiltonian H(R, r, s, t) with two time-dependencies s and t. The dynamics of
the corresponding extended wave function ψ(R, r, s, t) are governed by the TDSE
i∂sψ(R, r, s, t) + i∂tψ(R, r, s, t) = H(R, r, s, t)ψ(R, r, s, t). (1.92)
Setting s = t reduces this equation to the original TDSE (1.89). We may, however,
lift this TDSE to an extended Hilbert space which is spanned by instantaneous
Floquet states u(R, r, s, t) to obtain a working equation in the Floquet picture,
i∂tΨ(R, r, s, t) = [H(R, r, s, t)− i∂s] Ψ(R, r, s, t)
= K(R, r, s, t)Ψ(R, r, s, t), (1.93)
where the t-dependence of the instantaneous Floquet Hamiltonian K and its eigen-
states u originates only from the time-dependent change of the laser envelope F (t).
Basically the same procedure was used in [39] for the more complicated case of
chirped lasers F (t) cosω(t)s. Furthermore, the working equation (1.93) can also be
obtained with the multi-mode Floquet formalism [40,41] or the t− t′ method [42].
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The benefit for our current example is that Ψ(R, r, s, t), the solution of the
TDSE (1.93), depends on the DOF R, r, and s, and thus can be factorize to read
Ψ(R, r, s, t) = χ(R, t)φR(r, s, t). (1.94)
The associated wave functions φR and χ solve the EOM (1.34) and (1.35) with
fa = R and fb = r, s. By using a gauge for the factorization with A = 0, we may
write the EPES (1.39) as
ε(R, t) = 〈φR(t)|Kel −
∆R
2M
− i∂t|φR(t)〉r,s. (1.95)
Note that only in the expectation value with respect to φR(t) and due to A = 0
the complicated coupling operator (1.37) reduces to the nuclear kinetic energy. In
(1.95), we use the instantaneous electronic Floquet Hamiltonian
Kel = K +
∆R
2M
− 1
R + 0.03
, (1.96)
which parametrically depends on the nuclear DOF R. We define instantaneous
electronic Floquet states vi(R, r, s, t) and instantaneous electronic Floquet surfaces
Ei(R, t) for our model system as eigenfunctions and eigenvalues of this Hamilto-
nian:
Kel(R, r, s, t)vi(R, r, s, t) = Ei(R, t)vi(R, r, s, t). (1.97)
Expanding the full wave function Ψ(R, r, s, t) into electronic Floquet states
Ψ(R, r, s, t) =
∑
i
ξi(R, t)vi(R, r, s, t) (1.98)
directly allows us to expand φR into electronic Floquet states
φR(r, s, t) =
Ψ(R, r, s, t)
χ(R, t)
=
∑
i
ξi(R, t)
χ(R, t)
vi(R, r, s, t), (1.99)
such that the EPES (1.95) takes the form
ε(R, t) =
∑
i,j
ξ∗i
χ∗
〈vi|Kel −
∆R
2M
− i∂t|vj〉r,s
ξj
χ
(1.100)
=
∑
i
|ξi|2
|χ|2
Ei +
∑
i,j
ξ∗i
χ∗
〈vi| −
∆R
2M
− i∂t|vj〉r,s
ξj
χ
.
Note that the derivatives also act on the factor ξi(R, t)/χ(R, t). The EPES can
thus be written as a sum over instantaneous electronic Floquet surfaces (single
sum in the second line of (1.100)), and a rather complicated correction term
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depending on the R- and t- dependence of vi, χ, and ξi (double sum in the second
line of (1.100)). The weighting factor for a particular electronic Floquet surface
Ei is given by the nuclear density |ξi|2 in a certain Floquet channel (see (1.98)).
We emphasize that the connection of Floquet surfaces Ei and the prefactors |ξi|2
arises naturally, since the Floquet Hamiltonian appears in (1.95). Expressing the
EPES for the laser-driven case in terms of other surfaces, e.g., Born-Oppenheimer
surfaces, would lead to physically meaningless prefactors.
However, from (1.100) alone it is not yet clear, how the EPES compares to a
single Floquet surface. The correction term (double sum in the second line of
(1.100)) is not easily discussed, but is very likely to become important in the
vicinity of avoided crossings between Floquet surfaces, where the derivatives of
the Floquet states are large. Even with the correction term negligible, the sum of
Floquet surfaces (first term in the second line of (1.100)) can, in principle, take
any shape. To investigate this, we solve the working equation (1.93) numerically
for some exemplary dissociation scenarios. To deal with the s-dependence, we
expand the full wave function into an appropriate basis of plane waves,
Ψ(R, r, s, t) =
∑
n∈Z
ψn(R, r, t)e
inωs, (1.101)
and propagate the resulting coupled EOM for the relevant (nmin ≤ n ≤ nmax)
expansion coefficients ψn(R, r, t) on a grid. We use a λ = 800 nm (ω = 0.057
a.u.) laser, smoothly switched on by a sin2-shaped ramp of 12 fs duration, after
which the intensity I = F 2/2 stays constant. To test the reliability of the working
equation (1.93), we also solve the ”normal” TDSE (not using the Floquet pic-
ture) with the second-order split-operator method. Comparing the total nuclear
probability density obtained with both methods, we observe perfect agreement
for the investigated examples. With the numerical solution of (1.93) available, we
calculate χ via (1.25) and the EPES, using (1.35), as
ε(R, t) = i
∂tχ
χ
+
∆Rχ
2Mχ
. (1.102)
The calculation of the EPES in regions of very small nuclear density is nu-
merically problematic. For this reason, the EPES is only shown for a part of
the R-range in Figs. 1.5-1.7. Furthermore, we include the nuclear repulsion
H la = 1/(R + 0.03) in the displayed EPES and Floquet surfaces. To steer the
molecule into different dissociation channels, we start all calculations in the elec-
tronic ground state, but with different vibrational states.
Starting in the vibrational state ν = 8 and using a laser intensity of I =
5 × 1012 W/cm2, the molecule dissociates via bond softening (see Chap. 3 and
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Figure 1.5: The 1ω FS and the corresponding density |ξ1ω|2 (red lines) as well
as the EPES (black line) at t = 45 fs for the initial condition ν = 8. The total
nuclear density |χ|2 (gray line) and the density in the 1ω Floquet channel, |ξ1ω|2,
are practically identical.
4). This process is very well described by classical nuclear trajectories on a single
surface (see, e.g., [43]), the 1ω Floquet surface (FS, red line in Fig. 1.5). Indeed,
as shown in Fig. 1.5, only the 1ω Floquet channel yields a contribution to the
nuclear density, thus the sum over FSs in (1.100) reduces to the 1ω FS. The
perfect agreement between the EPES and the 1ω FS5 furthermore shows that,
in this case, the correction term (double sum in the second line of (1.100)) is
negligible.
Starting with ν = 4, the molecule is steered into the multi-photon dissocia-
tion channel [44]. For this calculation, we use a laser intensity of I = 1.5 ×
1013 W/cm2 to enhance the relatively weak dissociation effect. As shown in
Fig. 1.6, the total nuclear density is piecewise equal to the nuclear density of
different Floquet channels in different regions of R. In these regions, the EPES
takes the form of the appendant Floquet surface6. In between, where the domi-
5In Chap. 3, we will observe a perfect agreement between the 1ω FS and the EPES averaged
over one optical cycle of the laser. The EPES in Chap. 3 is not calculated within the Floquet
picture and, if not averaged, oscillates around the 1ω FS. The currently discussed EPES,
which is calculated within the Floquet picture, does not oscillate.
6The attentive reader may notice that the 1ω FS in Fig. 1.6 differs from the 1ω FS in Fig. 1.5
and Fig. 1.7. For the initial condition and the weak laser intensity in the first and the third
example, it is safe to ignore the two-photon channel when calculating the Floquet surfaces,
which is not the case for the second example.
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Figure 1.6: The 1ω FS and the corresponding density |ξ1ω|2 (red lines), the 2ω
FS and the corresponding density |ξ2ω|2 (blue lines), and the EPES (black line)
at t = 45 fs for ν = 4. The total nuclear density (gray line) is always dominated
by either the density in the 1ω Floquet channel or the density in the 2ω Floquet
channel. The inset shows the dissociating densities magnified by a factor of 1000.
nant Floquet channel changes from 1ω to 2ω (cf. red and blue line in the inset in
Fig. 1.6), the EPES shows an abrupt step. Again, the correction term in (1.100)
seems to be negligible. As seen in the inset in Fig. 1.6, |ξ2ω|2, calculated from
(1.93), takes slightly larger values than the total density |χ|2, calculated by solv-
ing the ”normal” TDSE. This unphysical behavior is due to our crude numerical
implementation of (1.93) (see App. B).
Starting with ν = 10, we significantly increase the probability for bond hard-
ening [45], i.e. the trapping of probability density at finite R. This enables us
to create a situation, where multiple Floquet channels contribute to the total nu-
clear density in the same region of R. This trapping happens in the vicinity of an
avoided crossing between two FSs, thus the correction term in (1.100) should con-
tribute noticeable to the EPES. We use a laser intensity of I = 5×1012 W/cm2 for
this calculation. As presented in Fig. 1.7, at R & 6 the 1ω Floquet channel (bond
softening) dominates, thus the EPES coincides with the 1ω FS. For 4 . R . 6,
however, the 0ω and the 1ω Floquet channel both contribute considerably to the
total density. The EPES in this region coincides neither with a single FS, nor with
the weighted average given by the single sum in (1.100) (not shown), revealing the
importance of the correction term in (1.100) in some situations.
Above examples are constructed to yield a clear (piecewise) agreement of the
EPES with single Floquet surfaces. However, already the example for ν = 10
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Figure 1.7: The 1ω FS and the corresponding density |ξ1ω|2 (red lines), the 0ω FS
and the corresponding density |ξ0ω|2 (blue lines), and the EPES (black line) at
t = 17 fs. The total nuclear density (gray line) is dominated by the density in the
1ω Floquet channel, except for the region of vibrational trapping (R ≈ 5 a.u.),
where |ξ1ω|2 and |ξ0ω|2 yield comparable contributions.
shows that the complete dissociation dynamics, in this example the simultane-
ous occurrence of bond softening and vibrational trapping, leads to a complicated
EPES that is still governed by equation (1.100), but not easily discussed in terms
of Floquet surfaces. Generally, contributions of multiple dissociation mechanisms
lead to relatively involved nuclear dynamics, connected to an EPES of vastly in-
creasing complexity. However, as long as the Floquet picture applies and ionization
is negligible, the EPES is given by equation (1.100).
1.7 Summary and conclusion 33
1.7 Summary and conclusion
After a repetition of the exact factorization of the electron-nuclear wave function,
we formally extended this formalism to basically arbitrary degrees of freedom. We
gave an example for the factorization of several spatial DOF (coupled harmonic
oscillators), briefly discussed the factorization between spatial DOF and a spin,
and factorized the electron-nuclear wave function in the Floquet picture.
The practical application of the exact factorization is hampered by severe nu-
merical obstacles. The direct propagation of the associated wave functions de-
mands an on-the-fly solution of the complicated coupled equations of motion,
which is a challenging task. An exact solution, which would be equivalent to the
solution of the full TDSE, is out of the question for larger systems. However, the
exact factorization generates new starting points for approximations to an exact
solution, which are conceptually different from approximations to the full TDSE.
First achievements with practical approximate solutions have already been ob-
tained for the factorization of the electron-nuclear wave function (see Sec. 1.1).
In a similar manner, the generalized factorization presented in this work can be
applied to construct equations of motion susceptible to practical approximations
for completely different quantum systems. The success is not guaranteed. It will
depend on the system under consideration, mainly the interaction between the fac-
torized subsystems, and on the creativity of the factorizing scientist, as it should
be.

2 Quantum-classical molecular
dynamics from an exact
factorization perspective
2.1 Concern and state of the art
The combination of classical methods and quantum mechanical methods is a well-
established tool to describe larger quantum systems, especially but not exclusively
in molecular dynamics. For molecules, however, such quantum-classical methods
are exceptionally successful, since the large mass differences between electrons
and nuclei results in a very broad applicability. Combining quantum mechani-
cal electrons with classical nuclei leads to very versatile and, in contrast to the
propagation of the full molecular TDSE, numerically affordable methods to de-
scribe the molecular dynamics. Furthermore, the picture of classical nuclei often
leads to a better and more intuitive understanding of the nuclear dynamics in
complicated molecular processes than the full knowledge of the time-dependent
molecular wave function could do. Quantum-classical methods are developed and
refined since basically the beginning of quantum mechanics.
In molecular processes without electronic excitation, already an adiabatic quan-
tum-classical treatment can give a quite accurate picture of the nuclear dynam-
ics. In this approach, classical nuclear trajectories are propagated on a single
time-independent PES, usually the BO ground state PES. The identification and
calculation of the relevant PES for the molecular process under investigation is
still complicated and involves the solution of the time-independent fixed-nuclei
multi-electron Schrödinger equation for varying nuclear configurations. However,
once the PES is determined, calculating the nuclear dynamics is a simple task.
In absence of electronic excitations, such an adiabatic description is able to cover
wide ranges of chemical reactions.
Once electronic excitations, and thus non-adiabatic effects, play a non-negligible
role, the molecular dynamics become much more interesting. Unfortunately, the
theoretical description in such cases becomes also much more involved1. The de-
1Which is why ”Unfortunately, all too often practice has been to assume that nuclear motion
evolves on a single potential energy surface unless non-adiabatic effects are so blatant they
cannot possibly be ignored.” (J. C. Tully in [46])
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scription of non-adiabatic effects is possible with mean field methods, also known
as Ehrenfest dynamics. The formerly time independent nuclear forces (the gradi-
ent of the PES) are replaced with time-dependent forces, calculated in the spirit
of the Ehrenfest theorem using an electronic Hamiltonian which parametrically
depends on the nuclear DOF. Calculating these forces requires the propagation
of an electronic wave function alongside the classical nuclear trajectories. In such
Ehrenfest methods, the nuclear dynamics still proceed on a single PES. In con-
trast to adiabatic methods, this PES is time-dependent and accounts for electronic
excitation and the connected non-adiabatic effects.
Unfortunately, there are still effects which can not be covered by such mean-
field methods, these are the electron-nuclear correlations. To account for them
in quantum-classical molecular dynamics, various surface hopping methods have
been developed. The single PES is replaced by a whole set of PES, which in most
cases are time-independent. Each classical nuclear trajectory is propagated by the
well-defined force arising from a single surface, but the ensemble of trajectories
can spread out over several PES via hops of trajectories between different PES.
Such an approach naturally allows for the description of non-adiabatic effects and
electron-nuclear correlations, given the set of PES and the hopping algorithm is
chosen adequately (see also Chap. 3). While surface hopping goes beyond the
capabilities of Ehrenfest methods, it is still an approximate approach with limits
and flaws (for a further discussion see Sec. 3.1). Above outlined methods are
well-established and applied in manifold variants to a broad range of molecular
dynamics problems. They are textbook material.
The exact factorization of the electron-nuclear wave function (see Sec. 1.2
and [5]) greatly and uniquely expands the potential of quantum-classical ap-
proaches. The exact factorization leads to a nuclear TDSE which yields the
exact nuclear density of the full electron-nuclear system and a priori contains
all electron-nuclear correlations. In quantum-classical methods, the classical limit
for the nuclei is often inter-weaved with the separation of electronic and nuclear
DOF, which unnecessarily complicates theoretical discussions and aggravates a
systematic improvement. In exact factorization based quantum-classical meth-
ods, in principle, approximations to the exact result only arise from the classical
limit of the exact nuclear TDSE, which can be thoroughly performed. The de-
velopment of practical algorithms is thwarted by the complicated coupled EOM
arising from the exact factorization. However, first investigations [21, 47] have
already shown that an exact-factorization based quantum-classical treatment of
molecular dynamics goes beyond above outlined methods.
We will focus on a discussion of the classical limit of the nuclear TDSE arising
from the exact factorization. We will perform and compare two different classi-
cal limits, and put special emphasis on the arising classical force and the initial
conditions for the classical nuclear trajectories. We do not aim for a detailed
further discussion of quantum-classical molecular dynamics or the development of
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exact factorization based quantum-classical algorithms. As through the rest of this
work, we will employ the exactly solvable H+2 -like molecular model (see Sec. 3.4)
for exemplary calculations, such that the exact solution of the full electron-nuclear
TDSE is available as benchmark.
This chapter is organized as follows. We will review the nuclear TDSE aris-
ing from the exact factorization in Sec. 2.2 and construct its classical limit from
the Wigner-Moyal equation (Sec. 2.3) and within Bohmian mechanics (Sec. 2.4).
We present and discuss comparative calculations between both classical limits in
Sec. 2.5. In Sec. 2.6 we summarize and conclude the chapter.
2.2 The exact nuclear TDSE
The exact factorization of the electron-nuclear wave function (see Sec. 1.2) leads to
an exact equation for the nuclear wave function χ, containing all electron-nuclear
correlations. Using the H+2 -like molecular model of Sec. 3.4 and a gauge for the
factorization with A = 0, the EOM for χ reads
i∂tχ(R, t) =
(
−∆R
2M
+ ε(R, t)
)
χ(R, t). (2.1)
This equation contains the EPES ε, which, in principle, is a complicated func-
tional of the associated wave functions of the exact factorization (see Sec. 1.2). In
our case, however, the EPES is known for all relevant R and t from the solution
of the full electron-nuclear TDSE, such that we may treat the EPES as ”conven-
tional” time-dependent potential. Thus, (2.1) reduces to a TDSE for the nuclear
wave function χ. Solving this TDSE will yield the exact time-dependent nuclear
density and nuclear current density of the full electron-nuclear system [5].
2.3 The Wigner-Moyal equation for the nuclear
TDSE and its classical limit
The first classical limit of the TDSE (2.1) we want to discuss is based on a phase-
space representation of the wave function χ, the Wigner representation [48] (see
also, e.g., [49, 50], and Fig. 2.1 for a picture of the Wigner function of some
vibrational wave functions of the molecular model),
Wχ(R,P, t) = 2π
∫
dQ e−iPQχ(R +
Q
2
, t)χ∗(R− Q
2
, t). (2.2)
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The time-dependent Wigner function Wχ(R,P, t) can be obtained by transform-
ing χ(t) at each desired instance of time, or directly by solving the corresponding
evolution equation, the Wigner-Moyal equation [51] (see also, e.g., [49, 50]),
∂tWχ(R,P, t) =
(
− P
M
∂R +
∞∑
l=0
(−1)l
22l(2l + 1)!
(
∂2l+1R ε(R, t)
)
∂2l+1P
)
Wχ(R,P, t)
(2.3)
with the initial condition given by Wχ(R,P, t0). Equation (2.3) is equivalent to
the TDSE (2.1) and thus yields the exact nuclear probability density
N(R, t) =
∫
dP W (R,P, t) = |χ(R, t)|2 (2.4)
containing all quantum-mechanical effects and all electron-nuclear correlations.
The classical limit of the Wigner-Moyal equation is obtained by neglecting all
terms except for l = 0 in the sum in (2.3). This yields the classical Liouville
equation2
∂tWχ(R,P, t) =
(
− P
M
∂R − (−∂Rε(R, t))∂P
)
Wχ(R,P, t), (2.5)
where we used Ṙ = P/M and and Ṗ = −∂Rε. We recognize that the exact clas-
sical force, the force which directly results from the classical limit and no further
approximations, for the propagation of the phase-space density W is given by the
negative gradient of the EPES. We heavily utilize this fact in Chap. 3, where we
use the EPES as judge in the comparison of quantum-classical surface hopping
methods on various potential energy surfaces. The classical limit performed above
is frequently viewed as a ”~→ 0” limit (read: ~/S → 0 with S a typical action of
the system under consideration), and neglecting higher order terms in (2.3) is usu-
ally justified with their ~l-dependence (for a critical discussion see [50]). However,
the use of atomic units reveals that the terms in the sum in (2.3) are quickly de-
creasing with increasing l whenever the higher order derivatives of the EPES and
the Wigner function are sufficiently small, compared to the strongly l-dependent
prefactor. This makes the classical limit of the Wigner-Moyal equation generally
promising. Furthermore, the resulting EOM can be systematically refined by in-
cluding (non-classical) higher order terms, which, however, leads to a coupling
of different trajectories. For constant, linear, and quadratic potentials, even the
classical limit is still exact, which is an interesting point in the construction and
discussion of approximations to the EPES.
2This equation is also known as quantum Liouville equation, since it is derived from the
quantum-mechanical Wigner-Moyal equation. For non-negative W , however, it is the classi-
cal Liouville equation.
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Figure 2.1: The Wigner function for the vibrational states ν = 0, 1, 2, 3 for the H +2 -
like molecular model. The black line shows the accessible phase space for a classical
trajectory propagated in the BO ground state surface with the corresponding
vibrational energy Eν .
Using the Wigner-Moyal equation to perform the classical limit removes any am-
biguity in the choice of the initial conditions for the classical trajectories. They
have to be sampled from the Wigner function (2.2) of the initial quantum state,
which defines their initial position and momentum. In Fig. 2.1, the Wigner func-
tion of the first four vibrational states of the H +2 -like molecular model is shown.
It becomes apparent that the phase space distribution W (R,P ) is remarkably dif-
ferent compared to the phase space accessible by a single classical trajectory with
conserved energy, in case of Fig. 2.1 a trajectory propagated in the ground state
BO surface with the corresponding vibrational energy Eν . Fig. 2.1 furthermore
reveals that the Wigner distribution is negative in wide phase space regions for
ν = 1, 2, 3. These large regions of negative values are connected to the orthogo-
nality of the vibrational states. The Wigner distributions of orthogonal quantum
states are orthogonal,
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〈ϕ1|ϕ2〉 = 0⇔
∫
dR dP Wϕ1Wϕ2 = 0. (2.6)
Thus, with the positive Wigner distribution of the vibrational ground state
ν = 0, the Wigner distributions of all excited vibrational states will take negative
values in considerable phase space volumes to satisfy (2.6). The role of positive
and negative values in W (R,P ) is crucial when calculating observables, e.g., the
nuclear densities
|χ(R, t)|2 =
∫
dP Wχ(R,P, t), (2.7)
and
|χ(P, t)|2 =
∫
dR Wχ(R,P, t). (2.8)
Even in cases where the higher order terms in the exact Wigner-Moyal equation
(2.3) are only a small correction to purely classical dynamics, they are impor-
tant for the balance of ”positive” and ”negative” trajectories. The predictions for
observables calculated by ensembles of purely classical trajectories become physi-
cally meaningless if this balance is disturbed (see Sec. 2.5.1 for an example). This
practically restricts quantum-classical calculations to initial quantum states with
positive Wigner distributions. A valid choice is the vibrational state ν = 0, or any
wave packet which leads to a positive Wigner distribution, e.g., the initial states
used in Sec. 3.5.
2.4 The Bohmian formulation of the nuclear TDSE
and its classical limit
The second classical limit of the TDSE (2.1) we want to discuss is based on the
Bohmian formulation of quantum mechanics [52] (see also, e.g., [49]). Bohmian
mechanics is an exact way to rewrite the TDSE (2.1) in terms of (quantum)
trajectories. This is achieved by substituting the wave function in polar form
χ(R, t) = |χ(R, t)|eiS(R,t) (2.9)
into (2.1), which yields the coupled equations
∂t|χ| = −
(∂RS)(∂R|χ|)
M
− |χ|∂
2
RS
2M
, (2.10)
and
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−∂tS =
(∂RS)
2
2M
+
(
ε− ∂
2
R|χ|
2M |χ|
)
. (2.11)
Note that, since we set the EVP to zero, the phase S is the same as in (1.19)
in Chap. 1. Equation (2.10) can be rewritten to yield the continuity equation for
the nuclear density N(R, t) = |χ|2,
∂t|χ|2 = −∂R
(
|χ|2∂RS
M
)
. (2.12)
Equation (2.11) is called quantum Hamilton-Jacobi equation, since it takes the
form of the classical Hamilton-Jacobi equation
−∂tS =
(∂RS)
2
2M
+ U(R, t), (2.13)
with the potential U given as the sum of the EPES ε and the quantum potential
εq, both of quantum-mechanical origin,
U(R, t) = ε(R, t) + εq(R, t) = ε(R, t)− ∂
2
R|χ|
2M |χ|
. (2.14)
S can be identified as the action of the system (see Sec. 2.5.1), and its gradient
∂RS = P as a momentum, such that (2.13) reads
−∂tS =
P 2
2M
+ U(R, t). (2.15)
Taking the gradient of this equation, and using P = MV = M∂tR, yields
(∂t + (∂tR)∂R)P = −∂RU(R, t). (2.16)
Above equations are derived in the so-called Eulerian frame, where the veloc-
ity field, in our case P , is observed at a fixed position. The differential operator
∂t + (∂tR)∂R, in continuum mechanics also known as material derivative or sub-
stantial derivative, includes the movement away from this fixed position during
an infinitesimal time step. Transforming (2.16) to the Lagrangian frame, which
yields the trajectory-like description of the dynamics of the velocity field we aim
for, yields
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dtP = −∂RU, (2.17)
which is Newton’s equation of motion for the nuclear coordinate R with the
force along the trajectory R(t) given by the negative gradient of U = ε+ εq.
According to (2.17), which interestingly is still exact and equivalent to (2.1), the
exact force for the (quantum) trajectories is given by the gradient of the EPES
and the quantum potential. The classical limit of the Bohmian formulation is
commonly defined as neglecting the quantum potential, εq → 0. This is again an
”~ → 0” argument, as the quantum potential is proportional to ~2. As in the
previous section, the exact classical force is given by the gradient of the EPES. It
appears as if the gradient of the quantum potential corresponds to the higher order
terms which are neglected in the classical limit of the Wigner-Moyal equation (see
Sec. 2.3). This is, however, misleading as we will see in Sec. 2.5 and also already
below.
The initial conditions for the quantum trajectories are determined by the ini-
tial quantum state in polar form (2.9). The initial positions are sampled from
|χ(R, t0)|, the corresponding initial momenta are given by the gradient of the
phase S(R, t). Thus starting with a spatially constant phase, e.g. with a real wave
function, leads to initially vanishing momenta for the trajectories. We emphasize
that the initial conditions for the trajectories in this approach are fundamentally
different from the approach in Sec. 2.3. Since the exact classical force in both clas-
sical limits is given by the EPES, the different initial conditions will inevitably
lead to differing nuclear dynamics. This problem could be solved by changing the
initial conditions when performing the classical limit. As we will see below, an
acceptable agreement of the classical limit with the exact solution would require
a transformation of the ”classical” initial conditions of this section (sharp P for
fixed R) into the ”quantum-mechanical” initial conditions of the last section (a
whole distribution in P for fixed R), which is counter-intuitive for a classical limit.
2.5 Comparative calculations
2.5.1 Scenario 1: stationary states
In this section, we will compare the classical limits discussed in Sec. 2.3 and
Sec. 2.4 in terms of a simple numerical example, where we propagate the nuclear
density of eigenstates of the H+2 -like molecular model (see Sec. 3.4). The molecule
is in the electronic ground state and there is no external excitation, thus the
EPES is identical to the BO ground state surface, and the exact nuclear density
is stationary. We will calculate the quantum-classical densities in the ”Wigner
limit” (see Sec. 2.3) and in the ”Bohmian limit” (see Sec. 2.4). In both limits, the
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exact classical force is identical and is given by the negative gradient of the EPES.
In the Wigner limit, the classical initial conditions are sampled from the Wigner
distribution of the initial vibrational state. In the Bohmian Limit, the spatial
initial conditions are sampled from the initial nuclear density, the momentum
initial conditions are P = 0 for all trajectories, since the initial vibrational wave
functions are real valued.
We start with a discussion of the nuclear density calculated within full Bohmian
mechanics. First, we transform the quantum Hamilton-Jacobi equation (2.11)
to the Lagrangian frame. Taking proper care of the time derivative and using
M∂tR = P = ∂RS, we get
dtS =
(∂RS)
2
2M
− U = P
2
2M
+
∂2R|χ|
2M |χ|
− ε, (2.18)
which we recognize as the Lagrangian dtS = L = P
2/2M−U . On a side remark
we note that the first term in the right hand side of this equation can be interpreted
as flow kinetic energy and the second term (the negative quantum potential) as
shape kinetic energy (see Sec. 2.5 in [49]). An interpretation of the quantum
potential as part of the kinetic energy is of conceptual interest in our context,
since it promotes the EPES to the exact potential even in full Bohmian mechanics,
instead only in the classical limit. The initial vibrational states considered in the
current example are eigenstates of the TDSE (2.1), they thus solve the time-
independent Schrödinger equation
(
− 1
2M
∂2R + ε
)
χν = Eνχν , (2.19)
with the eigenvalues given by the vibrational energies Eν . The time-dependent
vibrational wave functions are given by
χν(R, t) = χν(R, t0)e
−iEνt. (2.20)
The phase S = Eνt 6= S(R) is spatially constant for all times, such that the
trajectory momenta P = ∂RS stay zero, which is only possible if the gradient of
U = ε + εq vanishes. This is indeed the case. Inserting (2.20) into (2.19) yields
εq = Eν−ε, and thus U is constant. We emphasize that we get the exact stationary
density because all individual trajectories are stationary.
We now calculate the nuclear density for the vibrational ground state ν = 0
in the Bohmian limit. We defined this limit as neglecting the quantum potential
in (2.14). As above, all trajectories start with P = 0. In the exact Bohmian
approach the individual trajectories remained stationary, since the force vanished
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Figure 2.2: The BO ground state surface (black), the quantum-mechanical nuclear
density (gray) and the quantum-classical nuclear density in the Bohmian limit
(green) for ν = 0 at different times. The densities are scaled by a factor of 0.02
and shifted to the vibrational energy of ν = 0.
exactly. In the classical limit, the trajectories are subject to a different force,
given by the gradient of the EPES only. As seen in Fig. 2.2, the trajectories are
driven towards the minimum of the potential. Consequently, the resulting density
shows considerable nuclear motion on the femtosecond time scale and is far from
stationary. The Bohmian limit is clearly unable to reproduce the molecular ground
state.
In clear contrast, the Wigner limit yields a viable approximation of the molec-
ular ground state. Some representative snapshots are shown in Fig. 2.3. At t = 0,
the exact density and the quantum-classical density are identical by definition.
The quantum-classical density changes slightly after some propagation time, it is
not exactly stationary. This is to be expected, since the potential is not quadratic,
and neglecting the higher-oder terms in the sum in (2.3) is an approximation to the
exact dynamics. However, the disagreement between exact density and quantum-
classical density is much less severe than in the Bohmian limit. It is worth noting
that the single trajectories are by no means stationary, since their initial momenta
are sampled from the Wigner distribution (c.f. Fig. 2.1). Nevertheless, the density
calculated via (2.7) is basically stationary.
In Fig. 2.4, we show the quantum-classical nuclear density in the Wigner limit
for ν = 3. Again, at t = 0, the exact density and the quantum-classical density are
identical by definition. In contrast to ν = 0, the Wigner function for ν = 3 takes
negative values in wide regions of the phase space (see Fig. 2.1). The importance
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Figure 2.3: The BO ground state surface (black), the quantum-mechanical nuclear
density (gray) and the quantum-classical nuclear density in the Wigner limit (red)
for ν = 0 at different times. The densities are scaled by a factor of 0.1 and shifted
to the vibrational energy of ν = 0.
of these negative values for the calculation of observables becomes obvious by
calculating the nuclear density using the absolute value of the Wigner function,
|χ(R, t)|2 =
∫
dP |Wχ(R,P, t)| (thin blue lines in Fig. 2.4). The densities obtained
in this naive approach are in complete disagreement with the exact result. As for
ν = 0, and not surprisingly, the quantum-classical density is not exactly stationary.
The deviations from the exact result are within acceptable limits at some times
(c.f. Fig. 2.4 at t = 50 fs), but get quite large at other times (c.f. Fig. 2.4 at t = 25
fs). Even worse, the quantum-classical density takes negative values at some points
(c.f. middle panel in Fig. 2.4 at R ≈ 3 a.u.), which is physically meaningless.
This behavior gets considerably worse for larger vibrational levels (not shown),
where trajectories explore regions with a ”lesser quadratic” potential and higher
order terms of the Wigner-Moyal equation are of supposedly larger importance.
Furthermore, the Wigner function for higher excited vibrational levels shows more
sign changes as function of R and P . The restriction to initial quantum states with
positive Wigner functions partly eliminates the observed problematic behavior.
Another solution is to improve the Wigner limit by including higher order terms
of the Wigner-Moyal equation. This will, however, result in relatively complicated
propagation schemes with coupled trajectories.
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Figure 2.4: The BO ground state surface (black), the quantum-mechanical nuclear
density (gray) and the quantum-classical nuclear density in the Wigner limit (red)
for ν = 3 at different times. The thin blue line shows the nuclear density calculated
by ignoring the sign of the Wigner function. The densities are scaled by a factor
of 0.1 and shifted to the vibrational energy of ν = 3.
It is apparent from the simple example of stationary densities that the Bohmian
limit is very different from the classical limit of the Wigner-Moyal equation. In-
terestingly, the exact classical force in both limits is the same, only the classical
initial conditions for the trajectories differ.
2.5.2 Scenario 2: laser-driven dynamics
In this section, we will give a numerical example for laser-driven molecular dy-
namics, where the EPES is time-dependent. In a recent work [53], the dissoci-
ation dynamics and ionization dynamics of a two-dimensional H+2 -like molecular
model where investigated by solving the electron-nuclear TDSE, propagating ex-
act Bohmian trajectories, and propagating trajectories in the Bohmian limit. The
quantum potential of Bohmian mechanics was found to play an important role.
This comes as little surprise after the discussions in the last section, where we
have seen that full Bohmian mechanics, including the quantum potential, and its
classical limit, neglecting the quantum potential, already heavily disagrees for the
ground state. While we value the work [53], we do not agree with all conclusions
drawn by the authors, since they are based on the rather crude Bohmian limit.
In the following we will show that, even for strong-field molecular dynamics, tra-
jectories propagated on the EPES alone can give reliable results if we use the
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classical limit of the Wigner-Moyal equation. By using the same force but differ-
ent initial conditions for the quantum-classical trajectories as compared to [53],
we will obtain quantum-classical nuclear densities of acceptable quality.
In Figs. 2.5 - 2.7, we present snapshots of the time-dependent nuclear density of
the H+2 -like molecular model exposed to lasers of varying intensity. The densities
are calculated by solving the full electron-nuclear TDSE, by propagating exact
Bohmian quantum trajectories, and by propagating trajectories in the Bohmian
limit and the Wigner limit. We further show the EPES ε and the potential (2.14),
U = ε + εq, in comparison to the ground state BO surface. We use a cw-like
laser with a wavelength of λ = 225 nm, switched on by a sin2-shaped ramp of 10
optical cycles, after which the intensity (I = 2.5×1013 W/cm2 in Fig. 2.5, I = 1014
W/cm2 in Fig. 2.6, and I = 5× 1014 W/cm2 in Fig. 2.7) is constant. The model
and the laser parameters in the calculations for Figs. 2.5 and 2.6 are not exactly
identical, but very close to the calculations presented in [53]. The initial state for
the full TDSE is the ground state of the molecule. The initial conditions for the
Wigner limit are sampled from the Wigner function of the vibrational ground state.
The spatial initial conditions for the Bohmian trajectories are sampled from the
nuclear density of the vibrational ground state, the momentum initial conditions
for the real-valued state are P = 0. These are the same initial conditions as for
the example with ν = 0 in the last section. This time, however, the exact density
is not stationary due to the excitation by the laser.
We start with a discussion of the relevant surfaces, the potential U for the
exact Bohmian trajectories and the EPES for the Bohmian limit and the Wigner
limit. For the stationary state at t = 0, the surfaces are qualitatively extremely
different, as already discussed in Sec. 2.5.1. In the region of fragmenting density
(larger times and larger R in Figs. 2.5 - 2.7), both surfaces agree surprisingly well.
From the definition of the quantum potential (see (2.14)) this is not surprising,
as the second derivative of the density is small. The quantum potential gives
very little contribution to the forces acting on the exact Bohmian trajectories in
this region. This is quite odd from a dynamical point of view, as we will discuss
later. In an intermediate region (larger times and R ≈ 3 a.u. in Figs. 2.5-2.7),
the surfaces are in good qualitatively agreement, but there are some quantitative
differences in features of the surfaces, e.g., the height of (dissociation) barriers.
This has already been discussed in [53]. The particular shape of the surface in
this region, and the force derived from it, is crucial for the dissociation process
and already small differences may considerably affect the dynamics of trajectories
(see also Chap. 3, especially Sec. 3.4).
We now move on to a discussion of the exact nuclear densities. Solving the
electron-nuclear TDSE and the propagation of full Bohmian trajectories are both
exact methods, thus the resulting nuclear densities should agree perfectly within
numerical limits. Indeed, we observe a very good agreement (cf. gray and blue
densities in Figs. 2.5 - 2.7). We attribute the remaining differences to numerical
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Figure 2.5: The BO ground state surface and the exact quantum-mechanical nu-
clear density (gray lines), the EPES and the quantum-classical nuclear density in
the Wigner limit (red lines), the potential U and the exact Bohmian nuclear den-
sity (blue lines), and the quantum-classical nuclear density in the Bohmian limit
(thin green line) at different times. The densities are scaled by a factor of 0.1 and
shifted to the vibrational energy of ν = 0. The laser intensity is I = 2.5 × 1013
W/cm2.
errors. There are some general issues with the practical propagation of Bohmian
trajectories. E.g., the bound part of wave function in the calculation with the
highest intensity (resulting in the small density peak at R ≈ 4 a.u. in the right
panel of Fig. 2.7) is highly excited and oscillates back and forth, forming nodes in
the density by interferences. While this effect is theoretically covered by the quan-
tum potential, the accurate numerical evaluation of the force in such a situation
is extremely demanding if possible at all. This is the reason why, in Fig. 2.7, we
show the density at t = 14 fs instead of 18 fs, as in Figs. 2.5 and 2.6. Such practi-
cal problems can become quite severe, especially since the exact nuclear density is
usually not known beforehand the propagation. There are reasons why Bohmian
mechanics is rarely used in practical applications. Most unfortunately, similar
practical problems are encountered in the exact factorization in the vicinity of
nodes of the nuclear wave function.
We finally compare the exact nuclear density to the quantum-classical densities
obtained in the Bohmian limit and the Wigner limit. Concerning the Wigner
limit, we observe noticeable quantitative differences (cf. gray and red densities in
Figs. 2.5 - 2.7). Qualitatively, however, the agreement with the exact density is
still good, as we get all peak positions and peak shapes in reasonable agreement
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Figure 2.6: The same as Fig. 2.5 for a laser intensity of I = 1014 W/cm2.
with the exact solution. This is in clear contrast to the Bohmian limit (green
densities in Figs. 2.5 - 2.7). As already found in [53], the densities obtained with
this approach are in clear qualitative disagreement with the exact result, especially
for the higher laser intensities. Based on their observations, the authors of [53]
emphasized the importance of the quantum potential in strong-field processes.
However, based on our findings in this section and the last section, we would
rather point out that the Bohmian limit seems to be generally crude if not even
questionable. The poor quality of the resulting density is not due to the presence of
strong fields, but rather ”wrong” initial conditions. The behavior of the density
calculated in the Bohmian limit is reminiscent of the example with stationary
states in Sec. 2.5.1. The laser intensity seems to have no impact on the quality of
the Wigner limit (at least in our examples), as the level of agreement to the exact
density did not change with increasing laser intensity.
We close this section with a brief comparative discussion of the dynamical be-
havior of the exact density calculated with Bohmian trajectories and the density in
the Wigner limit. We note that a direct comparison of single trajectories of both
approaches is obviously pointless, as already seen in the example with stationary
states in the last section. Both trajectory ensembles, the entirety of the Bohmian
trajectories respectively the entirety of trajectories in the Wigner limit, yield the
same density. This holds exactly at t = 0, and approximately at larger times. At
t = 0, the force acting on Bohmian trajectories is very different from the force
acting on trajectories in the Wigner limit. But for larger times, at least for R & 3
a.u., the forces are nearly identical! Thus, the trajectory ensembles propagated
with different initial forces and different initial conditions dynamically evolve in
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Figure 2.7: The same as Fig. 2.5 for a laser intensity of I = 5 × 1014 W/cm2.
The densities are scaled by a factor of 0.3, except for the density calculated in the
classical limit of the hydrodynamical formulation (green line), which is scaled by
a factor of 0.3 in the left panel, and by a factor of 0.1 in the middle panel and the
right panel.
such a way that the forces become nearly identical, and the resulting density is
(approximately) identical for all times. It appears as if the quantum potential
for the whole propagation time is already encoded (approximately) in the initial
conditions of the Wigner limit. This is certainly odd and unexpected. At the
same time, the outcome is absolutely plausible and makes sense, since the TDSE,
Bohmian mechanics, and the Wigner-Moyal equation are equivalent methods to
describe the same physical process.
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2.6 Summary and conclusion
We explicitly discussed and compared two different classical limits of the nuclear
TDSE arising from the exact factorization. The Bohmian approach yields an exact
trajectory-based description of the nuclear dynamics, in which the EPES and the
Bohmian quantum potential have to be known to calculate the exact forces on the
Bohmian quantum trajectories. In the classical limit of this approach, the exact
classical force for nuclear trajectories is given by the gradient of the EPES, which
is the same force as obtained in the classical limit of the Wigner-Moyal equation.
Our comparative examples for the stationary molecular ground state and for laser-
driven molecular dynamics revealed that the Wigner limit yields nuclear dynamics
in reasonable agreement with the exact result. The Bohmian limit clearly failed
to reproduce the exact densities. Similar findings were already reported in [53],
where they were used to emphasize the importance of the quantum potential in
strong-field calculations. The different nature or at least a different aspect of
this failure became apparent by our comparison of the forces in full Bohmian
mechanics and its classical limit for the stationary molecular ground state. The
problem is not solely the force in the classical limit, but a combination of the force
with the initial conditions which, however, are unambiguously determined by the
underlying approach. The Wigner limit, where classical nuclear trajectories are
propagated with different initial conditions but the same force as in the Bohmian
limit, was able to reproduce the stationary ground state and the laser-driven
dynamics in the scenarios investigated in [53], and also for a considerably stronger
laser field.

3 Surface hopping in laser-driven
molecular dynamics
3.1 Concern and state of the art
For more than two decades, surface hopping [54] has been among the most popu-
lar and successful methods to describe non-adiabatic phenomena in atomic many-
body systems (for reviews see [55–58]). From the theoretical point of view, how-
ever, any surface hopping scheme is inherently a phenomenological approach. The
ad hoc assumption of stochastic jumps between electronic potential energy surfaces
has, so far, never been rigorously deduced from the time-dependent Schrödinger
equation for electrons and nuclei, and even the choice of the applied PES is am-
biguous (see below and Sec. 3.2). Very recently, however, first attempts have been
made to justify the surface hopping methodology on Born-Oppenheimer surfaces,
solely for the laser-free non-adiabatic dynamics [9, 59–61]. A close similarity be-
tween the exact wave packet propagation and surface hopping on BO surfaces
has been found in the framework of the exact factorization of the molecular wave
function [9]. In this theory, the so-called exact time-dependent potential energy
surface, together with an exact time-dependent vector potential, governs the true
nuclear wave packet dynamics. The EPES can exhibit nearly discontinuous step-
like features, just in the vicinity of avoided crossings between BO surfaces, leading
simultaneously to acceleration and deceleration of certain parts of the wave packet
and resulting in its splitting. In close analogy, the surface hopping mechanism
can create branches of classical trajectories at avoided crossings. The findings [9]
justify, albeit qualitatively but anyhow convincingly, the surface hopping method-
ology on BO surfaces, in the field-free case.
For the laser-driven dynamics, any validation of surface hopping is still lacking
and the appropriate choice of the applicable PES is discussed controversially, at
present [14, 62–64]. In fact, the hitherto purely intuitively chosen PES in surface
hopping models are fundamentally different from each other, and include BO
surfaces [62,65–69], instantaneous BO surfaces [70–74] as well as Floquet surfaces
[37,43,74]. From the massive differences in definition and properties of these PES,
one can hardly expect that the appendant surface hopping schemes can describe
the same physics. Obviously, the situation requires clarification and the general
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questions persist: Is there any validation of surface hopping methodology at all in
this case, and if yes, what are the adequate PES?
We will provide answers to both questions employing the quantum-classical limit
of the exact factorization [5, 9, 21, 24] and using deliberately an exactly solvable
model system. The exact factorization leads to a TDSE for the nuclear subsystem
alone which is exact in the sense that the absolute square of the corresponding,
purely nuclear, wave function yields the exact nuclear N-body density of the full
electron-nuclear system. Hence, if the true quantum-mechanical nuclear density
is approximated by an ensemble of classical trajectories, the correct classical force
on the nuclei is uniquely given by the gradient of the EPES (see Chap. 2). In
other words, the ”classical” EPES contains all electron-nuclear correlations which
generally can be retained in the quantum-classical limit of the TDSE. Conse-
quently, ensembles of classical trajectories on the EPES can serve as judge for all
the phenomenological surface hopping models. From the comparative numerical
studies presented in this chapter, it will become apparent that the role of the
BO surfaces in the field-free case is taken over by Floquet surfaces in the laser
driven case, although the mechanism is more complex. Ensembles of classical
trajectories, propagated stochastically on Floquet surfaces (Floquet-SH, F-SH)
and deterministically on the EPES (exact surface dynamics, ESD), do describe
the same physics. Moreover, in the considered cases, the results are in excellent
agreement with those of the TDSE. Complementary surface hopping calculations
with BO surfaces (BO-SH) and instantaneous BO surfaces (IBO-SH) deliver un-
physical results.
This chapter is organized as follows. We start with a brief comparative overview
over the considered surface hopping methods in Sec. 3.2 and a brief repetition of
quantum-classical dynamics on the EPES in Sec. 3.3. In Sec. 3.4, we introduce
the H+2 -like molecular model system used through the whole work. We present
and discuss the comparative dynamical calculations in Sec. 3.5. We summarize
and conclude the chapter in Sec. 3.6.
3.2 Surface hopping
The exact and complete description of the strong-field molecular dynamics requires
the solution of the time-dependent Schrödinger equation for electrons and nuclei,
taking into account all degrees of freedom as well as all fragmentation and ioniza-
tion channels. As is well known, this is an inaccessible goal for realistic systems
due to the exponential scaling of the numerical effort with the number of DOF
and the complexity of the contributing reaction channels. Only for the smallest
molecule, H+2 , full-dimensional solutions of the TDSE do exist, restricted, how-
ever, to laser fields where ionization can be neglected [75–81]. Inclusion of this
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channel and, in particular, the description of larger systems requires inevitable
approximations.
In recent years, surface hopping, in particular Tully’s fewest switching algo-
rithm [54], became a very popular method of solving the many-body TDSE, ap-
proximately. In any surface hopping approach, the electrons are treated quantum-
mechanically and the nuclei are propagated by classical trajectories on potential
energy surfaces. The coupling between the quantum and classical systems is medi-
ated by stochastically switching (”hopping”) between these surfaces. In this way,
electron nuclear correlations are approximately included in the otherwise classi-
cal nuclear dynamics. Consequently, surface hopping goes beyond the so called
Ehrenfest dynamics, in which the nuclei are treated solely classically and are de-
terministically propagated on only one, mean, explicitly time-dependent electronic
potential energy surface, obtained, however, non-ambiguously by the variational
principle [82]. In contrast, surface hopping is intuitive, as is the choice of the
electronic surfaces, which should preferably be adapted to the problem at hand.
A number of different surface hopping schemes which can take into account a
laser field explicitly have been developed [37, 62, 65–71, 73, 74, 83–85]. Here, the
hitherto applied surfaces can be divided into two classes:
(1) Field-free potentials, which as a rule represent bare Born-Oppenheimer sur-
faces, calculated on different levels of time-independent electronic (ab-initio)
many-body theories [62,65–69,83–85].
(2) Field-induced potentials, which include the laser field, and therefore are ex-
plicitly time-dependent [37,70,71,73,74].
In the first case, the laser field is taken into account only in the electronic
equations of motion. It induces electronic transitions and nuclear ”hops”, but
will not affect the nuclear motion directly on an actual surface. However, laser-
driven molecular dynamics can realistically be described only if the laser field is
explicitly taken into account in the classical equations of motion of the nuclei.
Unfortunately, the choice of the field induced potentials is ambiguous.
One natural approach is to diagonalize the instantaneous Hamiltonian including
the laser interaction [70, 71, 73, 74]. This yields surfaces arising from so-called
”instantaneous Born-Oppenheimer states” [71], also termed ”instantaneous Stark
states” [37] or ”quasi-static” states [71]. The nuclei are propagated stochastically
on this surfaces, which are called ”quasi-static potentials” [70], or simply ”laser-
induced potentials” [74]. These surfaces oscillate rapidly with the carrier frequency
of the laser, which complicates the construction of a clear physical picture of
the nuclear dynamics and may lead to serious numerical problems within the
hopping [37].
On the other hand, Floquet surfaces have turned out to be extremely use-
ful to illustrate qualitatively different nuclear mechanisms. These, in principle
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time-independent, surfaces are obtained by diagonalizing the Floquet Hamilto-
nian [33–35] (see also Sec. 1.6) for a time-periodic laser field. In case of a fi-
nite laser pulse, however, they are slowly time-dependent via the envelope of the
pulse. For diatomic molecules, Floquet surfaces have been widely used from the
very beginning of strong-field molecular physics to interpret and to understand
effects like bond softening [86] and bond hardening [45], multi-photon dissocia-
tion [44] and zero-photon dissociation [45, 87], dynamical alignment [76, 88] and
anti-alignment [89]. Moreover, dynamical calculations on single Floquet surfaces
predicted and revealed new effects, like ”rotational destabilization” [79] and the
”elevator effect” [90].
So far, there are only very few attempts to treat the laser driven molecu-
lar dynamics directly on Floquet surfaces, including electron-nuclear correlations
via surface hopping [37, 74]. The hitherto investigations are restricted to one-
dimensional model systems, i.e., to diatomic molecules aligned along the laser
polarization axis and neglecting ionization [37, 74]. In our recent work [43], we
presented a Floquet surface hopping approach, and used it to investigate the
laser-driven dynamics of H+2 , taking into account all degrees of freedom as well
as dissociation and ionization, simultaneously. The reliability of the method was
successfully demonstrated by comparing the results with exact solutions of the
TDSE. Furthermore, it was shown that the F-SH calculations are in excellent
agreement with measurements of the dissociation and ionization dynamics of H+2 .
To resolve the ambiguity in the choice of the PES in surface hopping for laser-
driven molecular dynamics, we will compare numerical results obtained with BO-
SH (hopping between BO surfaces), IBO-SH (hopping between IBO surfaces),
and F-SH (hopping between Floquet surfaces). All three hopping methods are
based on Tully’s fewest switching algorithm [54], where the time-evolution of an
electronic wave function determines the hopping probability for classical nuclear
trajectories between different PES. Details of the hopping methods and their nu-
merical implementation are given and discussed in [83–85] for BO-SH1, and in
our previous work [43] for FSH. For IBO-SH, we adopt the method presented
in [71,72].
So far, despite the popularity and success of surface hopping, no direct deriva-
tion from the full TDSE has been given. As discussed in Sec. 3.1, the force on
the classical nuclei, usually discussed in terms of PES, is chosen by intuition. But
not only the various employed PES are quite different, the appendant hopping
schemes differ considerably. A detailed discussion of the hopping algorithms can
be found in the original works cited above. Here, we restrict ourselves to a brief
comparison how the hops are performed:
1Decisive arguments against the use of BO-SH for laser-driven molecular dynamics have been
discussed already in [83,85], albeit qualitatively. Here we use intentionally the general BO-SH
formalism of [83] for the laser-driven case to prove the arguments quantitatively.
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• If a hop occurs in BO-SH, the trajectory is set onto the new BO surface.
The momentum of the trajectory is strictly conserved, assuming that the
energy difference before and after the hop is provided by the laser field2.
• If a hop occurs in F-SH, the trajectory is set onto the new Floquet surface.
The laser-molecule interaction is incorporated into the Floquet surfaces, thus
the energy is strictly conserved. Therefore, the momentum after the hop is
adjusted to match the new kinetic energy. If a hop would result in negative
kinetic energy, it is considered ”classically forbidden” and rejected.
• If a hop occurs in IBO-SH, the trajectory is set onto the new IBO surface.
The use of IBO-SH comes with some peculiarities concerning energy and
momentum conservation. We apply the ”ratio method,” developed in [72].
This method proposes a ”weighted conservation” of energy and momentum,
based on the ratio of different contributions to the hopping probability (see
Sec. 3 in [72]). The ratio method manages to connect special cases of strict
momentum and strict energy conservation, resulting, however, in neither
strict momentum nor strict energy conservation for most cases. Hops which
result in negative kinetic energy are rejected.
The different ways to perform hops strongly contributes to the ambiguity in the
choice of the surfaces and the hopping methods. This is where the EPES of the
exact factorization comes into play as a unprejudiced judge.
3.3 Quantum-classical dynamics on the EPES
To resolve the ambiguity of the choice of the surfaces and the hopping scheme for
surface hopping in laser-driven molecular dynamics, we will present comparative
calculations with BO-SH, IBO-SH, and F-SH in Sec. 3.5. These exemplary cal-
culations will help to determine if the fundamentally different surfaces combined
with fundamentally different ways to perform hops can describe the same physics.
The direct comparison to the exact solution of the TDSE will show, which of the
different surface hopping schemes are applicable for the investigated examples.
With this approach, however, any achievable deeper understanding of the reasons
for success or failure of different hopping schemes remains based on intuition. The
exact factorization of the electron-nuclear wave function [5, 8] provides the tools
to change this.
The exact factorization of the electron nuclear wave function (see Sec. 1.2),
leads to a TDSE-like equation for the nuclear wave function. For the employed
model system (see next section), this equation reads
2In our model system, the non-adiabatic coupling D01 = 〈ϕ0(R)|∂Rϕ1(R)〉 vanishes exactly,
thus all hops in BO-SH are due to the laser. The general case Dij 6= 0 is discussed in [83].
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i∂tχ(R, t) =
(
(−i∇R +A(R, t))2
2M
+ ε(R, t)
)
χ(R, t). (3.1)
The exact force for classical nuclear trajectories in the quantum-classical limit
(we use the classical limit of the Wigner-Moyal equation, see Sec. 2.3) is governed
by the EPES ε and the EVP A. It is convenient to use a gauge with A = 0, such
that the (deterministic!) propagation of classical nuclear trajectories on the EPES
(exact surface dynamics, ESD) yields the optimal obtainable quantum-classical
result. In such a gauge, we can also compare the EPES directly to BO surfaces,
IBO surfaces, and Floquet surfaces. Note that it is not always possible to set
A = 0 [27]. Other gauges can also be very appealing for the discussing of surface
hopping. The action of the EVP can be interpreted as ”kicking” the trajectories
in situations where hops are expected in surface hopping schemes [11,31].
With the numerically exact electron-nuclear wave function available for the
model system, we can calculate the exact factorization as described in Sec. 1.2.
We then calculate the EPES by rewriting the nuclear equation of motion to read
ε(R, t) =
∆Rχ(R, t)
2Mχ(R, t)
+ i
∂tχ(R, t)
χ(R, t)
. (3.2)
With the choice of A = 0, the EPES can still be shifted by a global constant
to fix the gauge entirely. This is used in multiple figures and discussions during
this work when comparing the EPES to various other PES. The calculation of the
EPES for small numerical values of |χ|, e.g., in the vicinity of nodes, is problematic.
However, this affects the visualization of the EPES much more than actual ESD
calculations, since nuclear trajectories practically do not enter regions of very
small |χ| (this is the physical meaning of ”very small |χ|” after all).
When comparing the EPES for laser-driven molecular dynamics to Floquet sur-
faces, there is another practical peculiarity. In the investigated examples, the
EPES shows time-dependent oscillations with approximately double the laser fre-
quency caused by the electronic quiver motion (see supplemental material to [29]).
Such oscillations are inherently not present in Floquet surfaces, which are time-
dependent only via the envelope of the laser. However, for all but very long wave
lengths, these oscillations lead to alternating forces with practically no net ef-
fect on the nuclear dynamics. It is thus convenient to consider an EPES ε̃(R, t),
averaged over one optical cycle of the laser,
ε̃(R, t) =
1
T
∫ T/2
−T/2
dt′ ε(R, t′), (3.3)
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when comparing to Floquet surfaces. The observed sub-cycle time dependence
of the EPES motivated the investigations in Sec. 1.6. Indeed, the EPES obtained
from the exact factorization of the electron-nuclear wave function in the Floquet
picture is, in nearly all investigated cases, extremely close to the time-averaged
EPES obtained from the original factorization. However, even with the analytic
expression for the EPES obtained in Sec. 1.6, we where unable to establish an
exact analytic connection between the averaged EPES (3.3) and the EPES of
Sec. 1.6.
3.4 The benchmark model H+2 and its potential
energy surfaces
In this section we will introduce the two-dimensional H +2 -like molecular model sys-
tem used for several practical investigations throughout this work. The TDSE for
this system can be solved numerically exactly at relatively low computational cost
(see App. B for numerical details). This generally invaluable upside is especially
helpful for our investigations, since access to the electron-nuclear wave function
allows us to directly calculate the exact factorization and circumvents the need to
propagate the complicated coupled equations of motion for the associated wave
functions of the exact factorization (see Sec. 1.2).
In the center-of-mass frame, the soft-core Hamiltonian of the model system
reads
H =− ∆R
2M
− ∆r
2
+
1
R + b
− µE(t)
− 1√
(r −R/2)2 + 1
− 1√
(r +R/2)2 + 1
, (3.4)
with M the reduced nuclear mass, R the internuclear distance, and r the elec-
tronic position operator. The laser-molecule interaction (laser frequency ω) is
included in the length gauge (dipole operator µ = −r). In this Chapter, we only
apply laser fields of the form E(t) = F (t)cos(ωt), where the envelope F (t) does
not change considerably during one optical cycle T = 2π/ω. A nuclear soft-core
parameter of b = 0.03 a.u. was chosen for better comparability with previous
works. However, in our examples, it is not really necessary to soften the nu-
clear Coulomb singularity, it even becomes counterproductive for the calculation
of ionization energy spectra, where we want to project the wave function onto an-
alytically accessible Coulomb scattering states. For this reason, we set the nuclear
soft-core parameter to b = 0 for our calculations in Chap. 4 and App. D.
We calculate Born-Oppenheimer surfaces EBOi (R) by diagonalizing the fixed-
nuclei field-free Hamiltonian
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HBO(R) = −∆r
2
+
1
R + b
− 1√
(r −R/2)2 + 1
− 1√
(r +R/2)2 + 1
. (3.5)
The relatively low laser intensities considered in most parts of this work allow us
to focus on the two lowest BO surfaces EBO0 (R) and E
BO
1 (R). The corresponding
BO states |ϕ0(R)〉 and |ϕ1(R)〉 are strongly coupled to each other via the dipole
matrix element
〈ϕ0(R)|µ|ϕ1(R)〉 = µBO01 (R) ≈ R/2, (3.6)
but only weakly coupled to BO states with i > 1.
The time-dependent instantaneous BO surfaces EIBO0/1 (R, t), eigenvalues of the
fixed-nuclei Hamiltonian including the laser
H IBO(R) = HBO(R)− µF (t) cosωt, (3.7)
can be calculated as
EIBO0 (R, t) =E
BO
0 (R) cos
2 θ(R, t) + EBO1 (R) sin
2 θ(R, t)
+ µBO01 (R)F (t)cos(ωt) sin 2θ(R, t), (3.8)
and
EIBO1 (R, t) =E
BO
1 (R) cos
2 θ(R, t) + EBO0 (R) sin
2 θ(R, t)
− µBO01 (R)F (t)cos(ωt) sin 2θ(R, t), (3.9)
with the mixing parameter
θ(R, t) =
1
2
arctan
2µBO01 (R)F (t)cos(ωt)
EBO0 (R)− EBO1 (R)
. (3.10)
Electronic Floquet surfaces EF(R, t), time-dependent only via the envelope F (t)
of the laser, are calculated by diagonalizing the electronic (fixed-nuclei) Floquet
Hamiltonian [33–35]
HF =− ∆r
2
− µF (t) cos(ωs)− i∂s +
1
R + b
− 1√
(r −R/2)2 + 1
− 1√
(r +R/2)2 + 1
. (3.11)
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Figure 3.1: The two lowest BO surfaces and IBO surfaces (for |cosωt| = 1), the
excited BO surface shifted down by ~ω (light gray), as well as the two Floquet
surfaces (0ω and 1ω Floquet surface) forming the one-photon crossing for a λ =
225 nm laser with I = 1013 W/cm2. The vertical arrow of length ~ω marks the
one-photon resonance between the BO surfaces.
For further remarks, especially concerning the t- and s-dependence, see also
Sec. 1.6.
Fig. 3.1 shows the two lowest BO surfaces, the corresponding IBO surfaces, and
two relevant Floquet surfaces for the model system (3.4) using a laser frequency of
ω = 0.2 a.u. (λ = 225 nm) and an intensity of I=1013 W/cm2. The different time
dependence of the PES is visualized in the supplemental material to our work [29].
The displayed PES look very different, although they do have some common as-
pects: The IBO surfaces are identical with the BO surfaces whenever cosωt = 0.
The Floquet surfaces are piece-wise equal to BO surfaces, appropriately shifted by
the photon energy ~ω (dressed BO surfaces). The decisive difference between the
PES concerns their behavior just at the one photon resonance located at R ≈ 3.5
a.u. Whereas BO surfaces and IBO surfaces do not show any peculiarities, the Flo-
quet surfaces exhibit an avoided crossing. These typical crossings are the crucial
difference to all other PES. The resulting gap size, even tunable by the electric field
strength, allows for both, deterministic evolution on one Floquet surface (with-
out hops) or stochastic dynamics on both Floquet surfaces (with hops). To what
extent this peculiarity favors the use of Floquet surfaces in corresponding surface
62
hopping schemes will be analyzed in the comprehensive dynamical calculations in
Sec. 3.5.
3.5 Surface hopping in laser-driven molecular
dynamics
To validate surface hopping for laser-driven molecular dynamics and to unam-
biguously demonstrate the differences between surface hopping using BO surfaces,
IBO surfaces, and Floquet surfaces, we present exemplary calculations for generic
scenarios of molecular dissociation in this section. In these calculations, we will
consider the most detailed observable quantity of all, namely the resulting nuclear
probability density in position and momentum space. This allows for a direct com-
parison of the quantum-classical dynamics with the exact wave packet dynamics
of the TDSE, and excludes artificial agreement between the different methods
in possibly insensitive integral quantities. Numerical details are given in App. B.
We will consider various dissociation scenarios with initial conditions which ensure
extremely different mechanisms.
Photon absorption
The first scenario (scenario 1) is designed to steer the molecule, initially in the
electronic ground state, into the bond softening dissociation channel. The nu-
clei are in an excited state constructed by providing an additional momentum of
−2.5 a.u. to the vibrational ground state. Due to this initial nuclear excitation,
the dissociating part of the nuclear density forms a peak (see Fig. 3.2), which
makes the example generally more significant. Pronounced bond softening dis-
sociation also can be reached by starting with certain excited vibrational states,
which, unfortunately, is problematic in our quantum-classical calculations (see
Sec. 2.3). The molecule is exposed to a cw-laser with I = 1013 W/cm2 (same as
used for Fig. 3.1), switched on with a sin2-shaped ramp (see inset in Fig. 3.3).
We will first discuss the exact quantum-mechanical propagation of the system.
In Fig. 3.2, the resulting wave packet of the TDSE at t = 25 fs is shown. Most
of the initial wave packet remains bound, localized at the equilibrium distance
at R ≈ 2.5 a.u. The dissociating part exhibits a maximum at R ≈ 9 a.u. In
Fig. 3.3, it is presented together with the momentum distribution, where the
dissociating part is sharply localized at P ≈ 13.5 a.u. The corresponding kinetic
energy release of the fragments of P 2/2M ≈ 0.1 a.u. equals the difference between
the photon energy ~ω = 0.2 a.u. and the binding energy of the molecule in its
vibrational ground state of E0 ≈ 0.1 a.u. This perfect energy balance strongly
suggests (although does not conclusively prove) that one photon absorption is the
dominant dissociation mechanism.
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Figure 3.2: Wave packet of the TDSE for scenario 1 (thin black line), together with
the ground state BO surface, the 1ω Floquet surface and the EPES at t = 25 fs.
The interesting question now is, how the EPES of this scenario, calculated
from the exact solution of the TDSE, compares to the different PES discussed
above and presented in Fig. 3.1. In Fig. 3.2, the ground state BO surface, the 1ω
Floquet surface and the EPES are shown at t = 25 fs. The EPES is averaged over
one optical cycle of the laser, the whole time dependence of the EPES and the
1ω Floquet surface is visualized in the supplemental material to [29]. Evidently,
and indeed surprisingly, the averaged EPES and the 1ω Floquet surface coincide
perfectly at all distances and all times! Hence, the deterministic quantum-classical
dynamics on both surfaces is definitely the same. To a large extent, this should
hold also for an ensemble of trajectories propagated on the EPES and full F-
SH calculations, as long as the average number of hops per trajectory N between
Floquet surfaces remains very small (N  1). This is indeed the case (see Tab. 3.1)
and can also be expected from the discussion of Fig. 3.1. Hence, and now not
surprisingly, the nuclear density obtained with ESD and full F-SH calculations
are nearly equal (see Fig. 3.3). In addition, they do compare nicely with that of
the TDSE in position space as well as in momentum space. Finally, the analysis
of the dynamics in terms of Floquet surfaces confirms directly the upper assumed
one-photon absorption mechanism.
The nuclear densities calculated with BO-SH and IBO-SH are in striking dis-
agreement with that obtained by the other methods (see Fig. 3.3). In position
space, no distinct maximum around R = 9 a.u. is present. In momentum space,
the high-energy peak around P = 13.5 a.u. is missing. Any dissociation of
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Figure 3.3: The nuclear densities for scenario 1 at t = 25 fs, obtained by solving
the TDSE and with the different quantum-classical methods, in position space
(left panel) and momentum space (right panel). In the inset, the electric field and
the envelope of the laser are shown.
the molecule on these surfaces requires stringently a certain number of hops (see
Fig. 3.1), which do occur (see Tab. 3.1) but, at the same time, lead to fundamen-
tally different nuclear dynamics.
Summarizing this part, we found, somewhat surprisingly, that the EPES can
coincide with a single Floquet surface. In this case, the non-adiabatic dynam-
ics proceeds deterministically, i.e., without any hops in the F-SH procedure. In
the following we will consider a scenario where hops between Floquet surfaces
stringently do occur.
Photon emission in a laser pulse
This scenario (scenario 2a) is designed to make hops in F-SH inevitable for an
agreement to the TDSE dynamics. We increase the reduced nuclear mass by a
factor of 23 (M = 23 × 918 a.u.) to mimic a Na +2 -like molecule with slower
nuclear dynamics for this and the next section. The molecule is initially lifted
into its first excited electronic state (first excited BO state). The initial nuclear
state is the Franck-Condon projection of the vibrational ground state onto the
eigenstates of the nuclei in the potential energy surface of the excited electronic
state (see wave packet at t = 0 in Fig. 3.4). The molecule is exposed to a short
Gaussian-shaped laser pulse of 7 fs duration (FWHM of the intensity), wavelength
of λ = 225 nm, and peak intensity of I = 3× 1012 W/cm2 (see inset in Fig. 3.5).
The laser envelope is tuned such that the wave packet passes the one-photon
resonance when the maximal intensity is reached, which itself is chosen such that
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the wave packet splits into two nearly equal parts during the dynamics. For the
Floquet picture to approximately apply, the pulse envelope must not change too
drastically during one optical cycle of the laser. For the H +2 -like model, where
the one-photon resonance is reached very quickly, the approximate validity of the
Floquet picture is questionable. To counter this, we use the Na+2 -like model with
a larger nuclear mass. The slower nuclear dynamics allows us to stretch the pulse
envelope, fitting much more optical cycles into it.
Again, we will first discuss the exact wave packet dynamics resulting from the
TDSE, which is depicted at different times t = 0, 15, 30 fs in Fig. 3.4. The final
nuclear densities of the TDSE in position and momentum space are given in
Fig. 3.5, at t = 40 fs. As clearly seen, the initial wave packet is split into a
fast-moving part (with mean momentum of P ≈ 95 a.u.) and a slow-moving part
(with P ≈ 35 a.u.). The mean kinetic energy of the fast one P 2/2M ≈ 0.21 a.u.
corresponds to the energy difference on the excited BO surface between the initial
mean internuclear distance of R ≈ 2.5 a.u. (E ≈ −0.46 a.u.) and the final one
of R ≈ 8 a.u (E ≈ −0.67 a.u.), reflecting free motion (sliding down) on this
surface as dissociation mechanism. On the other hand, the mean kinetic energy
of the retarded part P 2/2M ≈ 0.03 a.u. is smaller by almost one photon energy
~ω = 0.2 a.u., suggesting (but not definitely proving) stimulated photon emission
as the dissociation mechanism for this fraction of the wave packet.
Figure 3.4: Wave packet of the TDSE for scenario 2a (snapshots at t = 0, 15 and
30 fs; thin black lines with different scales), together with the relevant Floquet
surfaces and the EPES. For R > 5.5 a.u., the EPES is also plotted shifted down
to the 0ω Floquet surface.
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In Fig. 3.4, snapshots of the corresponding EPES as well as of the 0ω and
−1ω Floquet surfaces are presented (a time-dependent visualization is given in
the supplemental material to [29]). Field-free Floquet surfaces are generally iden-
tical with BO surfaces, dressed by a certain number of photons. The EPES,
respectively its gradient, also coincides with BO surfaces, in the field-free case [9].
Thus, at t = 0 the first excited BO surface is equal to the EPES as well as the
−1ω Floquet surface (in our notation). The 0ω Floquet surface equals the ground
state BO surface, dressed (shifted up) by one photon. After the pulse at t = 30 fs,
the Floquet surfaces change their assignment with respect to the (dressed) BO
surfaces. The EPES, however, and indeed somewhat surprisingly, coincides with
the (one photon shifted) ground state BO surface (and the −1ω Floquet surface)
in the range of the retarded part of the wave packet, and with the excited BO sur-
face (and the 0ω Floquet surface) in the region of the fast moving part. We note in
passing that this already proves the interpretation of the dissociation mechanisms
for both parts of the wave packet given above.
During the laser pulse (t = 15 fs in Fig. 3.4), the EPES does not coincide with
one of the other surfaces. Its alternating gradients lead, at the same time, to
acceleration and deceleration of certain parts of the wave packet of the TDSE,
resulting in the splitting of the wave packet. This pure quantum mechanical
effect survives the crude quantum-classical approximation in terms of decelerated
and accelerated classical trajectories in appendant ESD calculations, which is
convincingly demonstrated in Fig. 3.5. The nuclear densities resulting from the
deterministic ESD calculations are in excellent agreement with that of the TDSE
in position space as well as in momentum space.
As an important result of this work, it will be shown in the following that
the same mechanism can be clearly understood and adequately described also
with the stochastic SH methodology, provided Floquet surfaces are applied. In
Fig. 3.4, both relevant Floquet surfaces are shown at t = 15 fs. They exhibit a
typical avoided crossing located at the one photon resonance (R ≈ 3.5 a.u.). This
crossing induces a strong non-adiabatic coupling between both surfaces. Thus,
in classical F-SH calculations, trajectories staying on the upper Floquet surface
are decelerated owing to the loss of one photon. Trajectories performing one hop
between the upper and lower Floquet surface are further accelerated and slide
down the initial excited BO surface. The almost equal partition of both types of
trajectories (see number of hops per trajectory in Tab. 3.1) will lead to an almost
symmetric splitting of the nuclear density in position space with two pronounced
maximums in momentum space. The results of the dynamical F-SH calculations
are in intriguing agreement with ESD calculations as well as the TDSE solution
(see Fig. 3.5).
Avoided crossings, located at photon resonances, basically do not exist between
BO surfaces and IBO surfaces, owing to their photon-less definition. On the other
side, it is just the additional non-adiabatic coupling ∼ Ṙ〈Φ−1ω|∂RΦ0ω〉 between
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Figure 3.5: The nuclear densities for scenario 2a at t = 40 fs, obtained by solving
the TDSE and with the different quantum-classical methods, in position (left
panel) and momentum space (right panel). In the inset, the electric field and the
envelope of the laser pulse are shown.
the Floquet states |Φ〉, which leads to the different dissociation mechanisms [43].
Hence, it is not very surprising that the SH calculations with BO surfaces or IBO
surfaces yield nuclear densities which disagree, even qualitatively, with that of
F-SH (see Fig. 3.5). In these approaches, hops are (mainly) created by the laser-
induced coupling (∼ RF (t) cosωt for BO surfaces [43], see [71] for IBO surfaces)
and do occur at all internuclear distances. Accordingly, the number of hops is
distinctly larger than in the F-SH approach (middle column in Tab. 3.1).
Photon emission in a cw-like laser
To further examine the different SH methods, we repeat the dynamical calculations
of scenario 2a, but replace the short laser pulse by a cw-like laser (scenario 2b, see
inset in Fig. 3.6 for the laser). From the discussion above, the results of the F-SH
calculations are expected to remain largely unaffected by this change, because
the whole dissociation process is determined during a short time interval of about
15 fs where both laser fields are practically equal (cf. insets in Figs. 3.5 and 3.6).
Indeed, the calculated nuclear densities are nearly identical with that obtained for
the short laser pulse (cf. nuclear densities in Figs. 3.5 and 3.6). In addition, they
do agree nicely with that of the TDSE and ESD. In striking contrast, the nuclear
densities calculated with BO-SH or IBO-SH for the cw-like laser are drastically
different from that obtained for the short pulse (cf. Figs. 3.5 and 3.6). This
unphysical behavior results from the artificial large number of hops (see last row
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in Tab. 3.1) which, in addition, will further increase in time (up to N → ∞!) in
both approaches.
Figure 3.6: The nuclear densities for scenario 2b at t = 40 fs, using a cw-like laser
(see inset) instead of a finite pulse.
method scenario 1 scenario 2a (pulse) scenario 2b (cw)
BO-SH 2.6 1.0 15.7
IBO-SH 2.9 2.5 55.9
F-SH 0.01 0.6 0.7
Table 3.1: The average number of hops per trajectory in the different surface
hopping methods for the investigated scenarios.
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3.6 Summary and conclusion
We presented a comprehensive study of the laser-driven dynamics, using differ-
ent quantum-classical approximations of the TDSE for electrons and nuclei. We
showed that the inherently deterministic propagation of the nuclei on the EPES
can be equivalently described by stochastic motion on several surfaces mediated
by hops between them, provided Floquet surfaces are used. Both methods (ESD
and F-SH) deliver comparable results which, in addition, are in reasonable agree-
ment with the exact wave packet dynamics of the full electron-nuclear TDSE.
Complementary to the field free case investigated in [9], our studies justify the
SH methodology for the laser-driven case. At the same time, the investigations
also conclude the present, controversially led debate about the applicability of BO
surfaces or IBO surfaces in SH schemes [14,62–64], because both are not appropri-
ate. These conclusions are valid for (and at the same time limited to) laser fields
where the Floquet treatment of the time-dependent Hamiltonian approximately
applies. Whereas the solution of the full electron-nuclear TDSE is restricted to
small model systems, the SH approach can be applied to realistic systems and
should, as we have shown, reproduce the correct laser-driven dynamics as long as
the stochastic hopping is done between Floquet surfaces.

4 Beyond the limit of the Floquet
picture: molecular dissociation in
few-cycle laser pulses
4.1 Concern and state of the art
Intense laser pulses with durations of several ten to several hundred femtoseconds
are widely available in modern research labs, and even pulses lasting less than
ten femtoseconds have become relatively common. These pulses cover the whole
time scale of nuclear dynamics in molecular systems. The rather crude theoret-
ical approach of neglecting nuclear motion during femtosecond pulses, be it for
vibration or rotation, is a thing of the past, since the intense lasers considerably
change molecular properties on the nuclear time scale and drive the molecular
dynamics, a situation which obviously demands an explicit dynamical description
of the laser-molecule interaction.
For the dissociation of diatomic molecules in femtosecond laser pulses (for topi-
cal reviews see [91–93]), the various dissociation mechanisms, bond softening [86],
bond hardening [45], multi-photon dissociation [44], and zero-photon dissocia-
tion [45, 87] as well as relevant pre-dissociative nuclear dynamics, like dynamical
alignment [76, 88] and anti-alignment [89], are well understood in terms of the
Floquet picture [33–35, 43, 94, 95], where the laser is explicitly considered as an
amendment to the molecule already on the fundamental level of the underlying
Hilbert space [35]. First and foremost, the image of nuclear wave packets or clas-
sical nuclei moving on Floquet potential energy surfaces has led to an illustrious
imagination of the laser-driven dissociation dynamics of diatomic molecules, es-
pecially the benchmark system H+2 (see, e.g., [29,43–45,76,79,80,86–92,96–101]).
During this chapter, we will focus on bond softening dissociation (BSD) as the
most essential mechanism based on the Floquet picture.
In principle, Floquet theory is exact only for periodic systems such as molecules
driven by infinitely long continuous wave lasers. Luckily, the Floquet picture
was shown to be quite robust and useful for conventional pulses, where the laser
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intensity does not change considerably during one optical cycle of the electric
field1.
Meanwhile, however, the advances in modern laser technology allow for the
creation of pulses with durations of only a few hundred attoseconds and in-
tensities high enough to induce dissociation and ionization in a broad range of
molecules [102, 103]. The application of the Floquet picture to these pulses is
inherently bound to fail, since the electric field can no longer be approximated
as periodic. Furthermore, the success of the Floquet picture for conventional
femtosecond pulses is based on the accurate description of the nuclear dynamics
during the laser pulse, and mechanisms like BSD require nuclear motion while the
laser is active. Attosecond pulses, however, grand access to a time scale on which
nuclear motion can be neglected (qualitatively) with (very) quite conscience. In-
stead of driving the nuclear dynamics, attosecond pulses induce them by electronic
excitation and subsequent field-free nuclear relaxation.
Somewhat surprisingly, relatively little has been reported about the dissociation
of diatomic molecules exposed to attosecond laser pulses. Indeed, the expected
mechanism is seemingly known since the beginning of photochemistry or photo-
dissociation physics (see [104,105] and references therein): A single photon excites
the electronic system and lifts the nuclei vertically to an excited repulsive potential
energy surface. Vertically means that this excitation is practically instantaneous
on the nuclear time scale, such that the nuclei are assumed to be static during
the interaction with the laser. Afterwards, the repulsive nuclear forces lead to
molecular dissociation on the inherently field-free Born-Oppenheimer PES. We
will term this mechanism ”vertically excited dissociation” (VED).
Both dissociation mechanisms, VED and BSD, are illustrated in Fig. 4.1 for
the H+2 -like molecular model of Sec. 3.4, and can be elucidated as follows. In the
first case (VED, see upper panel of Fig. 4.1), the extreme short laser suddenly
excites the electron, leading to a vertical transition of the nuclear wave packet to
the first excited BO PES (blue vertical arrow and blue wave packet). Afterwards,
the nuclear wave packet evolves field-free on this PES, leading to dissociation
(blue horizontal arrow). Several transitions can contribute to this excitation, if
the necessary resonance frequencies ωres, given by the differences of the energies
of the involved quantum states, are contained in the laser spectrum.
In the second case (BSD, see lower panel of Fig. 4.1), the femtosecond laser
pulse and the molecule temporarily form an united quantum system exhibiting
its own Hilbert space (see, e.g., [35] for details). The field-free BO states and
corresponding BO PES, determining the field-free nuclear motion, are replaced by
Floquet states and Floquet PES, determining the laser-driven nuclear motion. For
lucidity, we have plotted only the Floquet PES most relevant for BSD in Fig. 4.1.
1A rigorous investigation was given in [38]. Also, most of the works cited above use finite laser
pulses.
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Figure 4.1: Illustration of VED (upper panel) and BSD (lower panel) for a diatomic
model system. In both panels, the black curves represent the ground state and
first excited state BO-PES and the initial nuclear wave packet in the BO ground
state. The black vertical arrow indicates the binding energy Eb of the molecule.
The Floquet PES is calculated for a laser frequency of ωl = 0.2 a.u. and two laser
intensities (full red line for I = 1013 W/cm2 and dashed red line for I = 5× 1013
W/cm2).
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With rising laser intensity, the deformation of this Floquet surface induces nuclear
motion towards larger internuclear distances (bond softening). There are two key
components which determine if the molecule stays bound or dissociates. First,
the laser intensity has to be high enough to lower the dissociation barrier of the
Floquet surface (c.f. full and dashed red line in Fig. 4.1). Second, the nuclear wave
packet has to reach an pass the dissociation barrier while the latter is lowered, i.e.,
at times when the laser intensity is rather high2. Both criteria are met more easily
for longer pulses, where the intensity is sufficiently high for a longer time and the
nuclear wave packet as a chance to pass the dissociation barrier during this time
window. It is apparent that the laser-independent BO surfaces are inadequate to
describe these dynamics.
In both cases, VED and BSD, the difference between the involved frequencies,
ωres and ωl, and the binding energy Eb is a measure of the mean value of the
expected KER of the fragments.
Above discussion naturally rises the following question: How does the mech-
anism of laser-induced VED evolve into the laser-driven BSD when the pulse
duration increases? In this chapter, we will once more utilize the exactly solv-
able H+2 -like molecular model system to systematically investigate the dissocia-
tion dynamics in laser pulses with durations ranging from τ = 250 as, where
VED proceeds without any nuclear motion during the pulse, up to several ten
femtoseconds, where we conscientiously reproduce the well-known BSD case. We
will put a special emphasis on pulses with a duration of τ ≈ 1 fs, because this is
the region where the pulse duration crosses from the electronic time scale to the
nuclear time scale. We will employ theoretical few-cycle pulses for this systematic
investigation, since they allow for clear definition and straight-forward manipula-
tion of the pulse duration. We will then proceed to several exemplary calculations
with realistic electric fields for attosecond pulses, and show that our findings for
theoretical few-cycle pulses can be expanded to these situations.
This chapter is organized as follows. In Sec. 4.2, we define and discuss the
electric field of theoretical few-cycle pulses. In Sec. 4.3, we revise explicit expres-
sions for the dissociation probability in the three cases: for the exact solution of
the time-dependent Schrödinger equation (TDSE), for the pure VED mechanism,
and for a pure BSD model. We then discuss the dissociation in half-cycle pulses
(Sec. 4.4.1) to confirm VED as relevant mechanism in these cases, and move on
to an investigation of the dissociation in longer few-cycle pulses (Sec. 4.4.2). In
Sec. 4.5, we compare a half-cycle pulse to realistic attosecond pulses, and show
that the picture of VED is also applicable to understand the complicated KER
spectra resulting from such lasers. We summarize our findings in Sec. 4.6.
2For a time-dependent visualization see ”scenario1.mov” in the supplementary material to [29].
While the laser parameters and the initial conditions used there differ from the presently
considered scenario, the dissociation mechanism is the same.
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4.2 Theoretical few-cycle pulses
Conventional femtosecond laser pulses with carrier frequencies in or near the range
of the visible spectrum contain a considerable number of optical cycles. The spatial
dependencies of the electric field are frequently neglected (dipole approximation),
and the time-dependence is approximated as a product of an envelope function
F (t) and a carrier wave ∼ cos (ωlt+ ϕ),
E(t) = F (t) cos (ωlt+ ϕ) . (4.1)
The carrier frequency ωl is often chosen time-independent, and if chirps ωl =
ωl(t) are considered, the frequency changes only slowly on the time scale of one op-
tical cycle T = 2π/ωl. The carrier-envelope phase (CEP) ϕ specifies the temporal
position of the carrier wave within the envelope. The envelope itself, in almost all
cases a (colloquially) smooth function of time, gives the pulse the desired shape.
Even for calculations with continuous wave lasers, e.g. the calculations presented
in Sec. 3.5, a time-dependent envelope is necessary to steadily ramp up the laser
intensity, since a sudden turning-on with full intensity leads to an unphysical
reaction of the system.
Various envelope functions are frequently employed. The most commonly used
are linear ramps, cos2-shaped (or sin2-shaped), sinc2-shaped, and Gaussian-shaped
functions. The sinc2-shape and the Gaussian shape are supposed to yield an
electric field closer to the experimental one than the other variants. However, cos2-
shaped pulses have the practical benefit of a well defined pulse start and pulse end,
besides which the electric field is exactly zero. The sech-shaped envelope of the
Rosen-Zener model [106] is noteworthy as an example where the clever choice of
the envelope leads to an analytic solution, in the case of [106] of a two-level system
exposed to a time-dependent magnetic field. For sufficiently long pulses, however,
the specific choice of the pulse shape has only little impact on the outcome of the
calculations, as long as the overall shape of the desired pulse is reproduced.
When advancing into the regime of few-cycle pulses, special care has to be taken
when defining the electric field for numerical calculations. In contrast to longer
pulses, where the envelope changes only marginally during one optical cycle, the
envelope will affect the electric field of a few-cycle pulse noticeably on the sub-cycle
time scale. It is generally questionable if the use of conventional pulse shapes, like
cos2 or Gaussian, is reasonable in such cases. We will further elaborate on the
electric field of a real experimental half-cycle pulses in Sec. 4.5. For the moment,
we will assume that the cos2-shaped pulse envelope is a valid approximation and
only adapt the definition (4.1) such that it fulfills the zero net force condition,
which demands equal values of the vector potential at the beginning and the end
of the laser pulse (see, e.g., [107]). This condition is automatically fulfilled to a
good approximation by (4.1) for long pulses, but noticeably changes the shape of
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the electric field for short few-cycle pulses. A considerable violation of the zero-
net force condition is accompanied by a non-negligible unphysical direct current
component in the electric field of the laser, which will adulterate the molecular
dynamics. Also the CEP, barely affecting the electric field in long pulses, becomes
important in the few-cycle regime. However, mainly for lucidity, we will restrict
ourselves to ϕ = 0 during this chapter.
For the following, we define the electric field of few-cycle pulses as
E(t) = −∂tA(t), (4.2)
with the vector potential
A(t) = A0 cos
2
( ωl
2n
t
)
cos
(
ωlt+ ϕ+
π
2
)
. (4.3)
The cos2-shaped envelope of the vector potential ensures that the resulting
pulses satisfy the zero net force condition exactly. We use the number of optical
cycles n to express the total pulse duration τ = nT . This is very convenient to
keep track of the validity of the Floquet picture. However, since the time span
denoted by one optical cycle depends on the carrier frequency, several n-dependent
arguments given during this work will not hold for arbitrary ωl as soon as a second
time scale, e.g. the time-scale for nuclear motion, plays a role.
In Fig. 4.2, we show the electric field (4.2), the vector potential (4.3), and the
amplitude spectrum
|E(ω)| = 1√
2π
∣∣∣∣∫ dt E(t)e−iωt∣∣∣∣ (4.4)
for half-cycle pulses defined with different carrier frequencies ωl. The laser
intensity is I = (ωlA0)
2/2 = 5×1013 W/cm2. As seen in the left panels of Fig. 4.2,
the envelope of the vector potential heavily affects the shape of the electric field
for two reasons. First, the envelope qualitatively changes the carrier wave of the
vector potential (c.f. dashed green line and full green line in Fig. 4.2). Second,
the time derivative of the envelope even dominates over the time-derivative of
the carrier wave when calculating the electric field via (4.2). Not surprisingly,
the short half-cycle pulse show an extremely broad amplitude spectrum (see right
panels in Fig. 4.2) , covering both frequencies discussed in the introduction, ωl and
ωres. Interestingly, the dominant contributions are given by frequencies distinctly
larger than ωl.
In Fig. 4.3, we show the electric field (4.2), the vector potential (4.3), and the
amplitude spectrum (4.4) for various few-cycle pulses defined with ωl = 0.2 a.u.
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Figure 4.2: Left panels: The electric field (red line), the vector potential (green
line), and the cos2-shaped envelope of the vector potential (black line) for half-
cycle pulses defined with different carrier frequencies. The vector potential and
its envelope are scaled by a factor of ωl. The dashed green line shows the vector
potential without modulation by the envelope. Right panels: The amplitude
spectrum for the half-cycle pulses shown in the left panels. The dashed lines mark
the frequencies ωl = 0.2 a.u. (red) and ωres = 0.31 a.u. (blue).
and a laser intensity of I = (ωlA0)
2/2 = 5×1013 W/cm2. For the extreme case of a
half-cycle pulse, the same discussion as given for Fig. 4.2 applies. Already for the
one-cycle pulse, the effect of the envelope on the carrier wave is less severe. With
further increasing pulse duration, the electric field gets more and more reminiscent
of a continuous wave laser, as the envelope, both its change during one optical
cycle and its time derivative, becomes less significant. For pulses with n & 10, the
time-derivative of the envelope barely contributes to the electric field, thus (4.3)
and (4.2) are nearly identical to the electric field (4.1) discussed at the beginning of
this section. With increasing pulse duration, the amplitude spectrum of the few-
cycle pulses gets narrower and narrower. Furthermore, it quickly shifts towards
the carrier frequency ωl. Already for n = 3, the maximum of the amplitude
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Figure 4.3: Left panels: The electric field (red line), the vector potential (green
line), and the cos2-shaped envelope of the vector potential (black line) for various
few-cycle pulses. The vector potential and its envelope are scaled by a factor
of ωl. For the half-cycle pulse and the one-cycle pulse, we also show the vector
potential without modulation by the envelope (dashed green line). Right panels:
The amplitude spectrum for the few-cycle pulses shown in Fig. 4.3. The dashed
lines mark the frequencies ωl = 0.2 a.u. (red) and ωres = 0.31 a.u. (blue).
spectrum is positioned close to ωl, and the value of the amplitude spectrum at ωl
noticeably exceeds the value at ωres.
The pulse durations in Fig. 4.3 range from τ = 5π a.u. (τ ≈ 0.4 fs) for the
half-cycle pulse up to τ = 100π a.u. (τ ≈ 8 fs) for the ten-cycle pulse. While
the carrier frequency is a characteristic of the electric field of the longer pulses,
ωl is merely a parameter for the definition of the extreme half-cycle pulse, and is
not directly recognized in the resulting vector potential and certainly not in the
electric field (see Fig. 4.2 and Fig. 4.3). Floquet theory is inherently not applicable
to such short lasers, and even if it where, the insignificant nuclear motion during
the pulse would render the discussion in terms of the Floquet picture useless. For
sufficiently long pulses, the envelope changes slowly enough on the time scale of
one optical cycle, and the electric field stays reminiscent of a continuous wave
laser. This indicates that the Floquet picture is meaningful in these situations.
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4.3 Calculation of dissociation probabilities
For our analysis of the dissociation dynamics during this chapter, we introduce
BO states ϕi and BO Energies Ei as eigenstates and eigenvalues of the field-free
BO Hamiltonian HBO,
HBO(R, r)ϕi(R, r) = E
BO
i (R)ϕi(R, r), (4.5)
ϕi(R, r, t) = ϕi(R, r)e
−iEBOi (R)[t−t0], (4.6)
vibrational states χ0ν and vibrational energies E0ν as eigenstates and eigenvalues
of the ground state BO surface,
(
− ∂
2
R
2M
+ EBO0 (R)
)
χ0ν(R) = E0νχ0ν(R), (4.7)
and scattering states χ1l as well as the corresponding energies E1l as eigenstates
and eigenvalues of the first excited BO surface,
(
− ∂
2
R
2M
+ EBO1 (R)
)
χ1l(R) = E1lχ1l(R). (4.8)
Calculation of the dissociation probability from the exact wave function
We calculate the dissociation probability density pdiss as function of the KER with
the time-dependent surface flux method [108],
pdiss
(
KER =
K2
2M
)
=
∑
i
{
2
πMK
∣∣∣∣∫ ∞
t0
dt exp
(
i
K2
2M
[t− t0]− iKR
)
(4.9)
× [K − i∂R]
∫ rs
−rs
dr ϕ∗i (R, r, t)ψ(R, r, t)
∣∣∣∣2
R=Rs
}
.
The use of the field-free BO states ϕi is justified as long as the position Rs of
the integration surface is chosen large enough such that the dissociating density
reaches Rs at times t > τ/2, when the laser pulse is already over. For a detailed
derivation of (4.9) and a discussion of Rs and the electronic integration range
−rs ≤ r ≤ rs see the original work [108]. The dissociation probability Pdiss is
calculated by integration over the KER distribution,
Pdiss =
∫ ∞
0
dKER pdiss(KER). (4.10)
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For all calculations presented in this chapter, the first excited BO state, ϕi=1,
strongly dominates the dissociation. We will thus neglect the contributions of
states with i 6= 1 for the following discussions.
For our analysis of the dissociation probability in Sec. 4.4.2, we introduce the
time-dependent occupation probability of the first excited BO state Pocc(t),
Pocc(t) =
∣∣∣∣∫ ∞
0
dR
∫ ∞
−∞
dr ϕ∗1(R, r)ψ(R, r, t)
∣∣∣∣2 , (4.11)
and the time-dependent probability for nuclear excitation in the electronic
ground state Pvib(t),
Pvib(t) =
∑
ν>0
∣∣∣∣∫ ∞
0
dR
∫ ∞
−∞
dr ϕ∗0(R, r)χ
∗
0ν(R)ψ(R, r, t)
∣∣∣∣2 . (4.12)
Calculation of the VED probability
The VED mechanism allows for a relatively simple approximative calculation of
the dissociation probability density pdiss(KER). The vertical excitation of the
initial nuclear wave packet ψ(R, t0) = χ00(R) yields an excited nuclear wave packet
Φ(R, t),
Φ(R, t) =
∑
l
cl(t)χ1l(R)e
−iE1l[t−t0], (4.13)
as superposition of scattering states χ1l(R). The discrete sum is appropriate
even for in principle continuous scattering energies, since all our calculations are
performed on finite grids anyways. Closely following Chap. 6 and 13 in [105], we
approximate the expansion coefficients cl in first order perturbation theory
cl(t) = −i
∫ t
t0
dt′ E(t′)ei[E00−E1l]t′
∫ ∞
0
dR µ(R)χ∗1l(R)ψ(R, t0). (4.14)
The coefficients are calculated using the explicit shape of the electric field, E(t),
but with the assumption of an undisturbed nuclear wave packet ψ(R, t). The
dipole moment is µ(R) =
∫
dr ϕ∗1(R, r, t0)µϕ0(R, r, t0).
Due to the oscillatory nature of the scattering states χ1l, the spatial integral in
(4.14) can be approximated by µ(Rl)ψ(Rl, t0), where Rl is the classical turning
point EBO1 (Rl) = E1l (see discussion to Fig. 6.2 in [105]). This allows for a simple
calculation of the occupation probability P V EDocc of the first excited BO state as
function of time,
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P V EDocc (t) =
∑
l
|cl(t)|2 (4.15)
=
∑
l
∣∣∣∣µ(Rl)ψ(Rl, t0)∫ t
t0
dt′ E(t′)ei[E00−E1l]t′
∣∣∣∣2 ,
the dissociation probability density pV EDdiss ,
pV EDdiss (E1l) = |cl(t→∞)|2, (4.16)
and the total dissociation probability P V EDdiss ,
P V EDdiss =
∑
l
|cl(t→∞)|2. (4.17)
Calculation of the BSD dissociation probability
To obtain the dissociation probability for the BSD mechanism, we propagate the
initial nuclear wave packet ψ(R, t0) = χ00(R) on the bond softening Floquet sur-
face (see red lines in Fig. 4.1). This Floquet surface is time-dependent via the
envelope of the various laser pulses. At the end of the laser pulse, t = τ/2, we
calculate the dissociation probability as
PBSDdiss = 1−
∫ Rb
0
dR |ψ(R, τ/2)|2, (4.18)
where Rb ≈ 3.3 a.u. is the position of the dissociation barrier for vanishing laser
intensity.
The restriction to a single Floquet surface is an idealization suitable to un-
derstand and discuss the BSD mechanism. Replacing the exact solution of the
two-dimensional TDSE by wave packet dynamics on Floquet surfaces requires, in
principle, coupled dynamics including (infinitely) many Floquet surfaces, with an
exception only given by the case of an exact continuous wave laser and special
initial conditions. In our case, the restriction to a single surface manifests in a
slight dissociation even in field-free benchmark calculations, since the initial state
is not a stationary state of the corresponding Floquet surface. This unphysical
behavior can be substantially corrected by including one additional Floquet sur-
face, the surface relevant for bond hardening or vibrational trapping (see, e.g.,
Fig. 2 in [93]). For simplicity, however, we stick to the propagation on the single
surface and slightly correct the dissociation probability (4.18) by subtracting the
unphysical field-free dissociation probability, which takes values between 0.3% and
7%, depending on the pulse duration τ .
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4.4 Dissociation in few-cycle pulses
4.4.1 Dissociation in half-cycle pulses
We start our investigations with the calculation of the numerically exact dissocia-
tion probability for half-cycle pulses defined with different carrier frequencies 0.02
a.u. ≤ ωl ≤ 0.5 a.u. and a laser intensity of I = 5 × 1013 W/cm2. The disso-
ciation probability, presented in the upper panel of Fig. 4.4, shows a prominent
peak at ωl = 0.1 a.u. This is a consequence of the specific amplitude spectrum
of the considered pulses (see Fig. 4.2). Assuming VED as relevant mechanism,
the frequencies necessary for the vertical transition, ω ≈ ωres, are provided by
all considered half-cycle pulses. However, for the half-cycle pulse defined with
ωl = 0.1 a.u., the amplitude spectrum peaks around ωres, while the other pulses
yield smaller contributions at the relevant frequencies. This leads to a larger exci-
tation probability and consequently a larger dissociation probability for ωl = 0.1
a.u. than for all other carrier frequencies.
The dissociation KER for three exemplary half-cycle pulses is shown in the lower
panels of Fig. 4.4. For ωl = 0.1 a.u., it consists of a single featureless peak centered
at KER ≈ ωres − Eb = 0.2 a.u. With increasing (decreasing) ωl, the position
of this peak shifts to slightly larger (smaller) energies. This shift is, however,
much smaller than it could be expected from the change of the carrier frequency.
Furthermore, for the pulse with ωl = 0.05 a.u., a small additional peak appears
on each side of the main peak. Assuming again VED as relevant mechanism, the
shift of the main peak to larger (smaller) energies can be directly related to the
pronunciation of larger (smaller) frequencies in the amplitude spectrum of the
laser in the closer vicinity of ωres (see Fig. 4.2). The side peaks for ωl = 0.05
a.u. emerge, since for this relatively long pulse, the relevant frequencies for VED
are located in the multi-peaked high-frequency tail of the amplitude spectrum.
Note that the dominant peak in the amplitude spectrum in the upper right panel
of Fig. 4.2 only leads to the small low-energy KER peak in the lower left panel
of Fig. 4.4, since the nuclear density in the ground state favors larger resonance
frequencies.
As seen in Fig. 4.4, the approximative VED probability, calculated as given in
Sec. 4.3, is in qualitatively very good agreement with the numerically exact results.
The quantitative overestimation of the dissociation probability at ωl = 0.075 a.u.,
ωl = 0.1 a.u., and ωl = 0.125 a.u. is not surprising, since the presented VED
probability is calculated in first order perturbation theory, where the assumption
of an undisturbed ground state wave packet becomes less accurate with increasing
dissociation probability. Also the VED KER spectrum is in very good agreement
with the exact result, reproducing the shape, position, and ωl-dependent shift of
the main peak, and even the side peaks for the smaller carrier frequency.
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Figure 4.4: Upper panel: the exact dissociation probability (gray circles) and
the VED probability (blue diamonds) for half-cycle pulses defined with different
carrier frequencies ωl. Lower panels: the exact dissociation probability density
(gray lines) and the VED probability density (blue lines) for the half-cycle pulses
defined with ωl = 0.05 a.u. (VED density plotted with a slight vertical shift),
ωl = 0.1 a.u., and ωl = 0.2 a.u.
The successful discussion of the dissociation probability and dissociation KER
in terms of VED, backed up by the good agreement between exact and VED results
presented in Fig. 4.4, shows that VED is the relevant dissociation mechanism in
the short half-cycle pulses.
4.4.2 Dissociation in few-cycle pulses
With VED confirmed as dissociation mechanism for the extremely short half-cycle
pulses, we now include longer few-cycle pulses in the discussion of the dissociation
dynamics. In Fig. 4.5, we show the dissociation probability calculated for few-
cycle pulses with fixed carrier frequency ωl = 0.2 a.u., a peak intensity of I =
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5 × 1013 W/cm2, and different pulse durations characterized by the number of
optical cycles. Compared to the half-cycle pulse, we observe a significant increase
of the dissociation probability for n = 1 and n = 2. The dissociation probability
drops again for n = 3 and n = 4, and reaches a minimum for the five-cycle pulse,
after which it steadily increases. We stop our discussion at n = 40, since the rising
ionization probability starts to suppress the dissociation in longer pulses.
Figure 4.5: The dissociation probability calculated with the TDSE (gray dots),
VED (blue diamonds), and BSD (red stars) for pulses with ωl = 0.2 a.u. The
number of optical cycles ranges from n = 0.5 to n = 40 (lower scale), which
corresponds to pulse durations from τ = 0.4 fs to τ = 32 fs (upper scale). The
dissociation probability in the transition region between VED and BSD (area
marked by the dashed lines) is shown on a larger scale in Fig. 4.6.
The explicit comparison of the exact dissociation probability to the VED prob-
ability (see Fig. 4.5) shows a good agreement for the shortest pulses, which is in
accordance with the findings in Sec. 4.4.1. The VED probability also reproduces
the peak around n = 2, at least qualitatively, but unarguably fails to represent
the exact result for n > 5. Even for long pulses, VED predicts a non-vanishing
dissociation probability. This is due to the small but non-vanishing density of the
ground state around R ≈ 3.3 a.u., where the molecular resonance frequencies are
close to ωl = 0.2 a.u., a frequency range which is dominantly present in the pulses
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with n ≥ 5. However, the assumption of fixed nuclei during such long pulses,
inherent to VED, is not justified.
The BSD probability, on the other hand, is undoubtedly not compatible with
the observed exact dissociation probability for the shortest pulses (n ≤ 4), but is in
very good agreement with the exact result for pulses with n ≥ 5. The quantitative
agreement for long pulses is expected. However, the quality of the agreement down
to n = 5 is noteworthy for the Floquet-theory based BSD mechanism. The rise of
the BSD probability with increasing pulse duration is a direct sign of the onset of
nuclear motion, and the quantitative agreement of BSD and exact result starting
at n = 5 emphasizes the important role of nuclear dynamics already during such
short laser pulses.
The data presented in Fig. 4.5, combined with the discussion in Sec. 4.4.1,
substantiates that VED is the relevant dissociation mechanism for extremely short
pulses, while BSD applies for sufficiently long pulses. However, it still remains to
analyze the transition region between both mechanisms.
Figure 4.6: The various dissociation probabilities in the transition region between
VED and BSD. The rising occupation probability of excited vibrational states
Pvib(t → ∞) (orange dots) indicates the failure of the fixed-nuclei assumption
inherent to the VED mechanism.
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In Fig. 4.6, we show the dissociation probability for the pulses containing
0.5 ≤ n ≤ 10 optical cycles on a larger scale. We note that similar dissociation
probabilities, for higher laser intensities and excluding half-cycle pulses, where re-
ported in a very recent work [109]. For n = 0.5, n = 1, and n = 2, the dissociation
probability is qualitatively well approximated by VED. This can be understood in
the same way as in Sec. 4.4.1, by utilizing the amplitude spectrum of the specific
pulses (see Fig. 4.2 for the half-cycle pulse and Fig. 4.3 for n = 1 and n = 2).
The amplitude spectrum at the frequencies necessary for the vertical transition,
ω ≈ ωres, shows considerably larger values when increasing the number of optical
cycles from n = 0.5 to n = 1, and a slightly further increase for n = 2. This leads
to the steep increase of the dissociation probability from n = 0.5 to n = 1, and
the slight increase from n = 1 to n = 2. The quantitative difference between the
exact probability and the VED probability can be attributed to the calculation of
the latter in first order perturbation theory, as already observed in Sec. 4.4.1.
For n > 2, the VED probability decreases. This can also be understood with the
amplitude spectrum of the pulses (see Fig. 4.3). Already for n = 2, the frequencies
most relevant for VED are located in the trailing edge of the main peak of the
amplitude spectrum. With increasing n, the main peak of the amplitude spectrum
gets narrower, leading to smaller contributions around ωres for n > 2. However,
the quantitative agreement between the exact dissociation probability and the
VED probability is relatively bad, and, most importantly, does not improve with
decreasing Pdiss. Thus, unlike before, it can not be attributed to a shortcoming of
first order perturbation theory alone. Overall, even with the trend of a decreasing
Pdiss initially reproduced by VED, this mechanism fails to reasonably approximate
the exact dissociation dynamics for n & 2.
An decreasing dissociation probability for 2 . n . 5 was also reported in [109],
and it was shown that the competition between dissociation and excitation of
vibrational states χ0ν , ν > 0, leads to the observed behavior. Indeed, as seen in
Fig. 4.6, the occupation probability of excited vibrational states after the laser
pulse is negligible for the shortest pulses, but becomes significant for n > 2. For
our homo-nuclear model system, the excitation of vibrational states by the laser
is a higher-order process, and thus not included in the approximative calculation
of the VED probability in first order perturbation theory. More importantly, the
increasing relevance of excited vibrational states shows the failure of the central
conceptual ingredient of VED, the approximation of fixed nuclei during the laser
pulse.
To further elaborate this, we exemplary compare the exact occupation probabil-
ity of the first excited BO state Pocc(t), the corresponding VED quantity P
V ED
occ (t),
and the probability for vibrational excitation Pvib(t) for the pulses with n = 1,
n = 3, and n = 5 in Fig. 4.7. For the one-cycle pulse, the exact occupation
probability steadily increases. This is well described by VED, and vibrational
excitation is negligible. Already for n = 3, however, the electron dynamics get
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Figure 4.7: Comparison of the occupation probability of the first excited BO state
as function of time for several few-cycle pulses, calculated from the exact wave
function (gray lines) and with first order perturbation theory (blue lines). The
overestimation of the occupation probability in first order perturbation theory
directly results in the overestimation of the VED probability (cf. gray and blue
markers in Fig. 4.6). The probability for vibrational excitation (orange line) shows
that nuclear motion gets excited already during the short three-cycle pulse.
more involved. The laser drives the electronic population to the exited electronic
state, and subsequently back to the electronic ground state, which results in a
non-dissociating but excited nuclear wave packet. As seen in Fig. 4.7, this pro-
cess happens on a time scale of t ≈ 1 fs. For the five-cycle pulse, the laser still
leads to considerable electronic excitation. However, at the pulse end, most of the
electronic excitation is converted into bound vibrational excitation, resulting in a
very low dissociation probability.
4.5 Dissociation in realistic attosecond pulses
A central ingredient to experimentally obtain laser pulses in the femtosecond
regime is the coherent superposition of a huge number of laser modes with high
accuracy (mode locking). The electric field resulting from (4.3) is known to rea-
sonably approximate these experimental pulses. Unfortunately, mode locking be-
comes extremely demanding for pulse durations of only a few femtoseconds. Es-
pecially for the half-cycle pulses used in Sec. 4.4.1, it is not a priori clear that the
electric field and the corresponding dissociation behavior is realistic.
During the last years, different methods have been developed to advance the
technology of pulsed lasers into the attosecond regime [102, 103, 110–112]. In
[112], an optical attosecond pulse was constructed by the superposition of four
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femtosecond pulses with frequencies ranging from near infrared to ultraviolet wave
lengths, thus spanning over (and slightly beyond) the whole visible spectrum. By
a clever combination of the single pulses, see also App. E, the authors of [112]
managed to shorten the (full width at half intensity maximum) duration of the
resulting pulse to τ = 380 as.
Figure 4.8: Comparison of the electric field (upper panels) and the amplitude
spectrum (lower panel) of the experimental attosecond pulse (black line) and the
half-cycle pulse (red line). The lower scale on each plot applies for the original
pulses, the upper scales belong to the frequency-doubled pulses.
In the upper panels of Fig. 4.8, we compare the experimentally constructed and
measured electric field of this pulse3 to a half-cycle pulse defined by (4.3) with
3The data was kindly provided by M. t. Hassan and E. Goulielmakis, the authors of [112].
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n = 0.5 and ωl = 0.04 a.u. We note that pulses like the experimental one shown
in Fig. 4.8 are also frequently called half-cycle pulses, since they are dominated by
the electric field reminiscent of half an optical cycle of a certain carrier frequency
in the central peak. This (self-evident) characterization as half-cycle pulse is very
different from our current notation (see Sec. 4.2). Nevertheless, the half-cycle
pulse yields a very good approximation of the electric field in the central peak
of the experimental pulse. A decisive difference is the non-vanishing intensity in
the temporal wings of the experimental pulse. Albeit much weaker than in the
central peak, the non-zero electric field might still affect the molecular dynamics
during a time window of nearly 20 fs. It is thus an interesting question, if the VED
mechanism, which is suitable to describe the dissociation in the half-cycle pulse,
applies for the experimental attosecond pulse despite the complicated electric field
in the pulse wings.
In the lower panel of Fig. 4.8, we compare the amplitude spectrum of the ex-
perimental pulse to the amplitude spectrum of the half-cycle pulse. Both spectra
cover a similar frequency range, but are qualitatively quite different. With the
importance of the specific shape of |E(ω)| already recognized during the previous
sections, the differing spectra adumbrate different molecular dynamics.
Unfortunately, as seen in Fig. 4.8, the amplitude spectrum of both pulses lacks
noticeable contributions in the vicinity of ωres. To get a significant reaction of
the molecular model while maintaining the overall shape of the electric field, we
stretch the amplitude spectrum of the experimental pulse by a factor of two,
and define the half-cycle pulse with a carrier frequency of ωl = 0.08 a.u. (see
upper time scales and frequency scale in Fig. 4.8). This results in an extremely
short attosecond pulse with τFWHM ≈ 380/2 as and also shrinks the temporal
wings by a factor of two. The peak intensity of the original pulse from [112] is
I = E2(t = 0)/2 = 1.25 × 1013 W/cm2, which is sufficient to induce dissociation
of the H+2 -like molecular model.
The resulting probability densities as function of the KER are shown in Fig. 4.9.
The half-cycle pulse yields the rather featureless peak already discussed in Sec. 4.4.1.
The frequency-doubled experimental pulse results in a comparably narrow main
peak, accompanied by some structure in its wings. Once again, this can be dis-
cussed with the amplitude spectrum in the vicinity of ωres (see lower panel in
Fig. 4.8 around the dashed blue line). The monotonous amplitude spectrum of
the half-cycle pulse results in one featureless peak. The amplitude spectrum of
the frequency-doubled experimental pulse peaks at ω ≈ ωres itself, leading to a
narrower main peak in the probability density. The substructure in the wings of
the density peak is directly related to the structure of the amplitude spectrum
around ωres. As seen in Fig. 4.9, the VED probability is in very good agreement
with the exact result. Thus, while the temporal wings of the experimental pulse
do affect the dissociation dynamics, it is not due to nuclear motion during these
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Figure 4.9: The dissociation probability density for the half-cycle pulse defined
with ωl = 0.08 a.u. (left panel) and the frequency-doubled experimental pulse
(right panel) calculated from the time-dependent wave function (gray line) and
with first order perturbation theory (blue line).
temporal wings, but due to their effect on the specific amplitude spectrum of the
pulse.
However, this does not mean that nuclear motion during the temporal wings of
attosecond pulses is generally negligible. The aspiration for larger peak intensities
than achievable today will, probably inevitably, result in higher intensities during
the pulse wings, and this will lead to much more involved dissociation dynamics.
Ultimately, it also opens possibilities to tune, control, and prepare chemical reac-
tions by elaborately tailoring the electric field over its whole duration, instead of
only making the central peak extremely narrow. This poses a real challenge for
laser physicists.
As a final investigation in this work, we solve the TDSE for the frequency-
doubled experimental pulse with an intensity of I = 3× 1014 W/cm2. Increasing
the peak intensity by a factor of nearly 25 leads to an intensity during the pulse
wings which is comparable to the peak intensity of the original pulse. The in-
creased intensity leads to noticeable amount of ionization, which, however, can
still be neglected if we restrict ourselves to a brief discussion of the occupation
probability of the first excited BO state and the probability for vibrational exci-
tation.
As seen in Fig. 4.10, for the original peak intensity, the time-dependent oc-
cupation probability of the first excited BO state, calculated from the full wave
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Figure 4.10: The occupation probability of the first excited BO state as function
of time for the frequency-doubled experimental pulse for two different laser inten-
sities, calculated from the exact wave function (gray lines) and with first order
perturbation theory (blue lines). With increasing intensity, the probability for
vibrational excitation (orange line) becomes considerably larger.
function, is approximated very well by P V EDocc (t), and vibrational excitation is neg-
ligible. The same holds for the calculation with increased intensity, however, only
until the central peak is reached at t− t0 ≈ 6 fs. At this point, first order pertur-
bation theory fails due to the large intensity, and P V EDocc (t) becomes meaningless.
The central peak of the laser leads to a sudden increase of the dissociation prob-
ability, and to moderate vibrational excitation. Subsequently, for t − t0 & 8 fs,
during the interaction of the molecule with the electric field in the trailing edge of
the laser pulse, a fraction of the electronic excitation is converted to vibrational
excitation.
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4.6 Summary and conclusion
We investigated the dissociation behavior of a diatomic molecular model in few-
cycle laser pulses. We started with a discussion of two well-known dissociation
mechanisms, VED and BSD, followed by an elaborate analysis of the electric field
of few-cycle pulses. We then solved the TDSE of the molecular model exposed
to these few-cycle pulses to confirm VED as mechanism for very short pulses,
and BSD for sufficiently long pulses. For pulses with durations of only a few
femtoseconds, we observed that neither VED nor BSD is eligible to describe the
dissociation dynamics, since neither does the electron adapt instantaneously to
its environment nor can nuclear motion be completely neglected in this bridging
region between electronic and nuclear time scales. By an exemplary calculation
with an experimentally constructed and measured attosecond pulse, we showed
that also the complicated dissociation KER observed in this case can be under-
stood with the simple mechanism of VED. In all investigated cases, we observed
the tremendous importance of an accurate description of the electric field of the
laser pulse, especially its amplitude spectrum.
We finalize this chapter with some comments on the applicability and general-
izability of our discussions. For few-cycle pulses defined with carrier frequencies
around ωl = 0.2 a.u., one optical cycle lasts approximately one femtosecond, which
is located at the very lower end of the time scale of nuclear dynamics. Utilizing
laser pulses with much larger carrier frequencies leads to a situation where Floquet
theory is still (approximately) valid on the scale of one femtosecond. The Floquet
picture for dissociation, however, is not revalidated by switching to larger carrier
frequencies, since it still requires nuclear motion for all connected mechanisms.
Furthermore, when fitting n & 10 optical cycles into a pulse with τ ≈ 1 fs, the
energy of a single photon will exceed the ionization potential for most molecules,
and Floquet theory including the continuum states of one or several free electrons
is, well, let’s call it challenging.
As for the rest of this work, we used a simple diatomic molecular model for our
investigations. The low nuclear mass accentuates the effect of nuclear motion in
few-cycle pulses. For heavier nuclei, VED is presumably applicable also for longer
pulses than in our work. However, the dimensionality and structure of the BO PES
of larger molecules will heavily affect the discussion in multiple ways. First, multi-
dimensional BO surfaces might obscure the range of relevant resonance frequencies
ωres = ωres(R). Second, the electronic dynamics contributing to a failure of the
simple VED picture will be much more involved. Third, non-adiabatic transitions
during the nuclear relaxation dynamics, absent for our simple model, can lead to
complicated molecular dynamics, and could well necessitate the solution of the
(field-free) TDSE for their understanding. Conceptually, however, the findings
obtained with a small range of laser parameters and for a simple model system
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carry over to more realistic, larger, and more complicated systems, if they are
applied with care.

Outlook
We presented an perspective on laser-driven molecular dynamics from an exact-
factorization point of view, focused on the EPES and its gradient, the exact clas-
sical force. We analyzed the EPES in terms of Floquet surfaces (Chapter 1) and
elucidated how the full quantum-mechanical EPES transforms into a classical po-
tential in the quantum-classical limit of the electron-nuclear TDSE (Chapter 2).
We further used our access to the exact classical force to give a well-grounded
evaluation of several surface hopping schemes applied in laser-driven cases (Chap-
ter 3). The propagation of the complicated coupled equations of motion of the
associate wave functions arising from the exact factorization, direct or approxima-
tive, was not part of this work. A satisfying study of above topics was only possible
with prior knowledge of the exact time-dependent molecular wave function. The
exact solution of the full molecular TDSE was used as benchmark, and enabled
us to calculate the exact classical force without any approximations. Naturally,
this approach is only practicable for relatively simple model systems. However,
it allowed us to show that, even with access to the exact time-dependent wave
function, the exact factorization can be a marvelous interpretative tool.
In future work, the findings of Sec. 1.6, where we derived an expression of the
laser-driven EPES in terms of Floquet surfaces, will help with the development of
practical approximative propagation schemes for larger and more realistic laser-
driven systems, and, very important, with the interpretation and assessment of
the obtained results. The investigations of Chapter 2 deliver an important compo-
nent for the development of such future propagation schemes. While the general
impact of initial conditions is unquestioned, their specific choice for quantum-
classical calculations is (objectively) ambiguous, and the particular choice can
have tremendous impact on the quality of the quantum-classical limit.
The generalization of the exact factorization (Sec. 1.3), originally a byprod-
uct of Sec. 1.6, is of huge potential, which, however, has yet to be harnessed.
The existence of an EPES and an EVP is not guaranteed, and the appearance of
the exact factorization strongly depends on the interaction between the factorized
subsystems. As already seen during Sec. 1.4, 1.5, and 1.6, the results can be struc-
turally quite different, which makes the search for practically useful factorizations
an interesting and challenging task.
The explicit comparison of several surface hopping schemes applied to laser-
driven molecular dynamics, the examination of their validity, and our clear rec-
ommendation for the use of Floquet surfaces (Chapter. 3) will hopefully be helpful
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for the preparation of future research projects based on quantum-classical molec-
ular dynamics. The in principle straight forward adaption of our Floquet surface
hopping method [43] to realistic molecular systems with multiple active electrons
and multiple nuclear DOF is very challenging in practice. On one hand, the in-
vestigations in Chapter 3 clearly show that the much simpler BO surfaces are
no adequate replacement for Floquet surfaces. On the other hand, however, it
remains to check if a Floquet surface hopping based approach for larger systems
even yields reasonable benefits over an exact factorization based quantum-classical
algorithm, which has yet to be developed.
Our excursion into the regime of few-cycle laser pulses in Chapter 4 affirmed
well-known dissociation mechanisms also for these new and still exotic lasers.
Modern attosecond laser pulses grant simultaneous access to the electronic and
the nuclear time scale, and thus are an adequate experimental tool to achieve
the ultimate goal of an on-the-fly steering of molecular dynamics. Unfortunately,
the exact solution of the full molecular TDSE is not feasible for realistic sys-
tems. However, exact-factorization based approaches, quantum-classical or fully
quantum-mechanical, pose an adequate practical replacement, exceeding the pos-
sibilities of so far employed methods. Algorithms based on the exact factorization,
which have yet to be developed for laser-driven systems, are not inherently limited
to a fixed-nuclei description of the electronic excitation process or to the validity of
the Floquet picture. Their future availability will tremendously help to keep pace
with the rapid advancements of attosecond laser science, to face the connected
challenges, and to tap into the full potential of the newly opening opportunities.
Appendices
A List of abbreviations
abbreviation long form remarks
a.u. atomic units see, e.g., [113]
BO Born-Oppenheimer BO surfaces, BO states, BO-SH
BSD bond softening dissocia-
tion
dissociation mechanism based on the
Floquet picture
CEP carrier envelope phase phase relation between carrier wave
and envelope of a laser pulse
DOF degree of freedom
EPES exact PES PES arising from the exact factoriza-
tion
ESD exact surface dynamics propagation of classical trajectories
using the force arising from the
EPES and EVP and initial condi-
tions sampled from the Wigner dis-
tribution of the initial nuclear state
EVP exact vector potential vector potential arising from the ex-
act factorization
F-SH Floquet surface hopping
IBO instantaneous BO IBO surfaces, IBO states, IBO-SH
JES joint energy spectrum the ionization probability density as
function of the nuclear KER and the
photo electron spectrum
KER kinetic energy release kinetic energy of fragmenting parti-
cles
PES potential energy sur-
face(s)
PHES photo electron spectrum synonym for the electronic KER
SH surface hopping
TDSE time-dependent
Schrödinger equation
VED vertically excited disso-
ciation
dissociation mechanism in attosec-
ond pulses
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B Numerical details
Propagation of the electron-nuclear TDSE
We use a two-dimensional H +2 -like molecular model (see Sec. 3.4) as benchmark
system in all chapters of this work. This model has a fairly realistic dissociation
behavior, and the TDSE for the full electron-nuclear wave function can be solved
numerically exact with relatively little effort. We solve the appendant TDSE with
the second order split-operator method on a two-dimensional grid. The parameters
differ from calculation to calculation. A typical grid spans from R = 0.05 a.u. to
R = 30 a.u. for the nuclear bond length and from r = −50 a.u. to r = 50 a.u. for
the electronic coordinate with 512×512 grid points. A typical time step is dt= 0.01
a.u. We use an absorber to prevent unphysical reflections of the wave function at
the grid boundaries. The dissociation KER is calculated with the time-dependent
surface flux method [108], the field-free propagation time and the placement of
the necessary surfaces (see [108]) is thoroughly adjusted to the versatile pulses
employed during this work. The JES presented in App. D is also calculated with
the time-dependent surface flux method [108], implemented similar as in [114].
In Chap. 1, we propagate the wave function of the H+2 -like molecular model
in the Floquet picture. To this aim, we solve the TDSE (1.93) in the extended
Hilbert space, using the expansion (1.101),
Ψ(R, r, s, t) =
∑
n∈Z
ψn(R, r, t)e
inωs,
for the wave function. The coefficients ξ(R, t) for the expansion of the wave
function Ψ(R, r, s, t) into instantaneous electronic Floquet states are easily calcu-
lated from this representation, since the transformation matrix is already known
from the diagonalization of the instantaneous electronic Floquet matrix. Each
expansion coefficient ψn(R, r, t) is of the dimension of the electron-nuclear wave
function in the molecular Hilbert space. We truncate the sum at −7 ≤ n ≤ 2
(coefficients with negative n play a more important role for photon absorption
processes). The resulting TDSE can not be solved directly in terms of the split-
operator method, since the laser coupling of neighboring expansion coefficients
prevents the necessary adaption of the short-time propagator. The application of
standard numerical methods, like a Runge-Kutta scheme, would work, but would
also lead to an unnecessarily high computational cost, since it does not allow us
to exploit the relatively slow time-dependence of the laser envelope. We prop-
agate each expansion coefficient ψn(R, r, t) with the split-operator method on a
two-dimensional grid and a relatively small time step, and couple the neighboring
expansion coefficients with an simple Euler step. In the Floquet picture, the laser
coupling is only slowly time-dependent, such that the time increment for the Eu-
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ler step can be chosen relatively large (of the order of up to 1 a.u.). With such a
large time step, the numerical effort for the occasional Euler step can be basically
neglected, such that the resulting algorithm scales ∼ N logN with the number of
grid points N (this is the scaling of the split-operator method) and linear with
the number of expansion coefficients n. Due to the crude Euler step, we do not
recommended this approach for longer propagation times or very strong lasers.
For the examples presented in Sec. 1.6, however, we found it to be sufficiently
accurate.
Exact factorization and calculation of the EPES
To obtain the EPES utilized in multiple parts of this work, we need to calculate
the exact factorization of the electron-nuclear wave function. To get our hands on
the nuclear wave function (see (1.4) in Sec. 1.2), we use a gauge with A = 0. The
phase factor S(R, t) can then be calculated directly from the full wave function
(see (1.19) in Sec. 1.2). With χ(R, t) known, we calculate the electronic part of
the exact factorization via (1.5). Some of these steps require a division by χ(R, t).
We only calculate the exact factorization in regions where the nuclear density is
sufficiently large (|χ(R, t)|2 & 10−10). This circumvents most numerical problems
arising from nodes in the nuclear density. However, it leads to errors in the phase
S(R, t), where, in principle, integration also over the nodes is required (see (1.19)).
These errors can manifest in the EPES as steps in the vicinity of nodes and have
to be carefully distinguished from steps of physical origin.
The EPES ε(R, t) can be calculated directly from 1.12, or by solving the EOM
for the nuclear wave function (1.8) for ε(R, t) (see Eq. (3.2) in Sec. 3.3). The
second approach is numerically less demanding, since it does not require knowledge
of the electronic part of the factorization. However, calculating the EPES with
both approaches and comparing the numerical result is a straight-forward way to
check the convergence of the calculation. The first approach requires small time
steps, but is not very sensible to the grid spacing. The second approach requires
a relatively narrow nuclear grid spacing, but is not very sensible to the time step.
The second approach reveals that adding the Bohmian quantum potential to the
EPES (see Eq. (2.14)) ”only” cancels several terms which arise due to the product
rule in Eq. (3.2).
Details for the trajectory-based calculations in Chap. 3
To obtain the quantum-classical nuclear densities with BO-SH, IBO-SH, and F-
SH, an ensemble of N = 100.000 independent classical trajectories is propagated
using the respective hopping scheme to mimic the quantum-mechanical wave
packet dynamics. The large number of trajectories is not necessary for conver-
gence, but favorable for binning and displaying the resulting nuclear probability
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densities. The classical initial conditions are discussed in Sec. 2.3. The trajecto-
ries are propagated using the leap-frog algorithm with a time step ∆t = 0.01 a.u.
Simultaneously, for each trajectory, a TDSE for the electronic wave function is
solved in basis expansion. Following Tully’s fewest switching algorithm [54], the
time-evolution of this wave function determines the hopping probability between
different PES. The electronic wave function is expanded into the two lowest BO
states (BO-SH and IBO-SH) or into dressed BO states (F-SH, see [43]). This
wave function is then transformed into the basis of IBO states for IBO-SH, and
into Floquet states for F-SH. For more detailed information on the calculation of
the hopping probabilities and how hops are performed, see Sec. 3.2 and references
therein.
BO-SH is the numerically most efficient of the considered SH schemes, closely
followed by IBO-SH. F-SH requires the use of a larger basis for the propagation
of the electronic wave function, which leads to a larger numerical effort. In the
examples for Sec. 3.5, the computation time for a F-SH trajectory is about three
times larger than for a BO-SH trajectory. However, already the inherent photon
channel resolution of F-SH compensates for the additional numerical effort. Since
all methods are based on the fewest switching algorithm, it is worth noting that
in the examples in Sec. 3.5 the number of hops per F-SH trajectory is distinctly
smaller as compared to BO-SH and IBO-SH (see Tab. 3.1).
For the propagation of classical trajectories on the EPES, the same initial con-
ditions and numerical parameters as for the surface hopping methods are used.
We note that, for the chosen laser parameters and nuclear masses, the nuclear
probability densities obtained with classical trajectories propagated on the EPES
ε and the time-averaged EPES ε̃ (see (3.2) resp. (3.3)) are practically identical.
C Calculating electronic observables within
quantum-classical molecular dynamics
The surface hopping schemes investigated in Chapter 3 utilize independent nu-
clear trajectories, which are propagated classically on certain PES. To determine
the hopping probability between different surfaces, an electronic wave function is
propagated along the classical path for each nuclear trajectory. This is done by
expanding the electronic wave function into only a few (BO, IBO, or Floquet)
basis states and solving the electronic TDSE with the nuclear trajectory R(t) en-
tering the Hamiltonian as parameter (see, e.g., [43] for a detailed discussion for
F-SH). Besides the calculation of the hopping probabilities, no use is made of
the electronic wave functions. Their availability rises the interesting question, if,
how, and to what extent, it is possible to obtain electronic observables of the full
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system from these wave functions. We will address this topic with one exemplary
calculation.
In Sec. 2.5, we presented snapshots of the the nuclear density for the H+2 -
like molecular model in presence of a relatively strong laser with I = 5 × 1014
W/cm2 (see Fig. 2.7). This laser intensity leads to a considerable ionization prob-
ability, which means that the electron-nuclear wave function will spread over a very
large range in the electronic dimension of the propagation grid already during the
first few femtoseconds of the calculation. We use a grid spanning from r = −4.000
a.u. to r = 4.000 a.u. for the electronic coordinate for the calculation presented
in Fig. 2.7. The large grid slows down the calculation considerably. Due to ad-
vanced numerical techniques like the time-dependent surface flux method [108],
much smaller grid sizes are often sufficient to calculate electronic observables from
the full wave function. Using relatively small grids, the part of the wave function
which reaches the grid boundaries is removed by an absorber function. In the
presently discussed example, no absorption happens for the nuclear coordinate R.
When using the large grid, also no absorption happens for the electronic coordi-
nate r. This changes if we reduce the electronic grid to −75 ≤ r ≤ 75 a.u. The
reduced grid still fully supports the bound parts and, for the propagation times
considered here, the dissociating parts of the electron-nuclear wave function. A
fraction of the ionizing part of the wave function is, however, removed from the
grid by the absorber function.
In Fig. C.1, we show the nuclear density calculated on the large grid (same
as presented in the right panel of Fig. 2.7) and on the small grid. Since the
nuclear density is calculated from the two-dimensional wave function ψ(R, r, t),
absorption at the r-boundary will also manifest in the nuclear density. As seen
in Fig. C.1, this absorption dampens the nuclear density differently in different
R-regions, depending on the corresponding molecular dynamics. For the bound
part (peak at R ≈ 3.5 a.u. in Fig. C.1) and the dissociating part (peak at R ≈ 8.5
a.u. in Fig. C.1) of the wave function, the electron stays close to the nuclei and
no noticeable absorption happens when using the small grid. The nuclear density
of the ionization channel (peak at R ≈ 11 a.u. in Fig. C.1, note that this peak
also partly corresponds to multi-photon dissociation channels), however, is clearly
affected when using the small grid. The difference between the nuclear density
in the calculations with small grid and large grid thus strongly depends on the
electronic dynamics. Subtracting the small-grid density from the large-grid density
yields an electronic observable, the probability to find the electron in the range
75 a.u. ≤ |r| ≤ 4000 a.u., conditioned with the nuclear separation R. We neglect
the spatial extension of the absorber function for this interpretation.
The Bohmian formulation of the nuclear TDSE (see Sec. 2.4) yields an exact
trajectory-based method to calculate the nuclear density. Propagating trajectories
in this approach corresponds to the large-grid TDSE calculation. The calculation
contains all electron-nuclear correlations, they are encoded in the EPES. The tra-
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Figure C.1: The nuclear densities calculated by solving the TDSE on the large
grid and the small grid, and their difference. The laser parameters are the same
as for Fig. 2.7, the time is t = 14 fs.
jectories themselves do not contain electronic information. In an attempt to obtain
the small-grid TDSE result, we will propagate an electronic TDSE for each nuclear
trajectory. In contrast to surface hopping, where such an electronic TDSE is prop-
agated for each trajectory to determine the hopping probabilities, the Bohmian
trajectories are not affected. We will solve the electronic TDSE on a grid with
exactly the same layout (size, spacing, absorber function) as the electronic grid in
the full TDSE calculation. For each trajectory, the time-dependent norm of the
electronic wave function will give the probability for the electron to be found at
|r| ≤ 75 a.u. The idea is to use these norms as weights for the individual trajec-
tories when calculating the nuclear density histogram. The result is presented in
Fig. C.2. Based on the large-grid and the small-grid TDSE density, we aim for no
damping for the bound parts (R ≈ 3.5 a.u.) and the dissociating parts (R ≈ 8.5
a.u.), and a strong damping of the ionizing parts (R ≈ 11 a.u.). Comparing the
densities in Fig. C.2, we observe a very small damping for the bound parts, a
moderate damping of the dissociating parts, and a strong damping of the ioniz-
ing parts. While the overall result is encouraging, especially the non-negligible
damping of the dissociating part is not in accordance with the exact result.
During Chap. 2, we recognized that the dynamics of individual Bohmian tra-
jectories are fundamentally different from trajectories in the Wigner limit. Yet
the Wigner limit yields a nuclear density in good agreement with the exact re-
sult. Augmenting every trajectory in this approach with an electronic TDSE and
repeating above discussed calculations yields the nuclear densities presented in
Fig. C.3. The behavior is similar as in Fig. C.2, we observe a very small damping
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Figure C.2: The nuclear densities calculated by solving the TDSE (same as
Fig. C.1, and with the Bohmian approach (direct and weighted as described in
the text).
for the bound parts, a moderate damping of the dissociating parts, and a strong
damping of the ionizing parts. Accidentally, for the peak associated to dissocia-
tion, the damped density fits the exact result very well. This is, however, due to
the overestimation of this peak in the undamped density.
The given example shows that, in principle and to some extent, the calculation of
electronic observables of the full system is possible from multiple trajectory-based
electronic Schrödinger equations. For the investigated case, the incoherent su-
perposition of independent single-trajectory quantities (the time-dependent norm
of the electronic wave functions) was sufficient. The approximate calculation of
more complex observables, e.g., photo electron spectra, if possible at all, will most
likely require more advanced techniques4. It may require a coherent superposition
of single-trajectory results and/or the use of coupled classical nuclear trajecto-
ries. Furthermore, a minimal basis expansions for the electronic wave function,
as done in our surface hopping calculations, will not be sufficient for most elec-
tronic observables and the use of appropriately increased bases is often numerically
prohibitive. However, the access to electronic observables from quantum-classical
calculations would increase the value of such methods considerably, and the results
discussed above encourage further research in this direction.
4We already tested a method to obtain the full photo electron spectra and joint kinetic energy
release by superposition of the corresponding single-trajectory quantities. So far, the quality
of the results is ambiguous, but not disheartening. We are cautiously optimistic that this
can be improved.
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Figure C.3: The nuclear densities calculated by solving the TDSE (same as
Fig. C.1), and in the Wigner limit (direct and weighted as described in the text).
D Ionization in few-cycle pulses
The low dimensionality of the model system utilized in this work allows for a
straight-forward grid-based solution of the TDSE, and thus for a detailed investi-
gation of ionization. So far, we focused on dissociation and ensured that ionization
plays only a minor role, such that it can be neglected in most of our qualitative
discussions. In this appendix, we augment the investigation of the dissociation
dynamics in few-cycle pulses from Chapter 4 with a brief discussion of the ioniza-
tion dynamics. The analysis of the observables connected to ionization is quite
complicated, as we will see below. While a thorough investigation goes beyond
the scope of this work, the ionization dynamics should not go unmentioned. We
start with some preliminary remarks.
In the left panel of Fig. D.4, we plot the four lowest Born-Oppenheimer surfaces
and the Coulomb surface (V = 1/R) of the H+2 -like molecular model system. As
indicated by the arrows, the absorption of six (or more) photons with an energy
corresponding to the carrier frequency ωl = 0.2 a.u. is necessary to ionize the
molecule in the R-region accessible during a half-cycle pulse. As discussed in
Sec. 4.4, the amplitude spectrum of few-cycle pulses spans over a rather broad
frequency range. Thus, ionization should be also possible by the absorption of
fewer than six photons with higher energy. The very broad amplitude spectrum
of the half-cycle pulse (see Fig. 4.2) allows even for the ionization due to the
absorption of a single photon. We raise the laser intensity to I = 1015 W/cm2 for
most calculations presented in this section to enhance the ionization probability.
Not surprisingly, the large intensity also affects the dissociation channel. For
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the lower intensity used in Sec. 4.4, the first excited electronic state absolutely
dominates the dissociation process. In the present calculations, we observe a
more wide-spread population of excited BO states after the pulse. The subsequent
relaxation of the nuclei on the different corresponding BO surface leads to a more
complicated dissociation KER. For the half-cycle pulse, the large peak in the
dissociation KER (right panel in Fig. D.4) looks similar to the KER obtained
with the lower intensity (see lower right panel in Fig. 4.4). This is, however, a
coincidence caused by the PES structure of the molecular model, since the second
excited channel (leading to the KER given by the blue line in Fig. D.4) did barely
contribute to the KER discussed in Sec. 4.4.
Figure D.4: Left panel: The four lowest BO surfaces and the Coulomb surface
for the H+2 -like model system. The arrows mark photon energies with ω = 0.2
a.u. (black) and ω = 0.315 a.u. (gray). Right panel: The dissociation KER
corresponding to the ten lowest BO surfaces combined (black) and the four lowest
BO surfaces (colors as in the left panel) for the half-cycle pulse.
For the discussion of the ionization dynamics, the ionization probability density
as function of the nuclear and electronic kinetic energy, the joint energy spectrum
(JES), is of central importance. This highly differential observable has already
been discussed in various publications under various aspects [108,114–119], always
employing slightly different variations of the H+2 -like molecular model system. The
JES, calculated for a variety of laser parameters in [108, 114–119], has shown to
be quite complex and wealthy of detail. Generally, and not surprisingly, the
JES was found to contain information about electron-nuclear correlations in the
ionization dynamics, which often are obscured when considering only the nuclear
106
ionization KER or the photo-electron spectrum (PHES). It is apparent from the
JES presented in the publications [108,114–119] that this observable bears content
for many further investigations. We calculate the JES, KER, and PHES for a ten-
cycle pulse, a five-cycle pulse, and a half-cycle pulse to give a brief discussion
of how these observables are affected by the pulse duration. The specific pulse
shape is taken as in Sec. 4.4. Our laser parameters are considerably different
from [108,114–119]. We use a carrier frequency of ωl = 0.2 a.u., a CEP of ϕ = 0
5,
and a peak intensity of I = 1015 W/cm2 for all pulses. To estimate how the
resulting different pulse energies affect our qualitative discussion of JES, KER,
and PHES, we also calculate these observables with I = 5 × 1014 W/cm2 for all
pulses as well as with I = 1016 W/cm2 and I = 1017 W/cm2 for the half-cycle
pulse. For a clearer arrangement, we will not discuss the results of these additional
calculations in detail, we will just briefly comment on the intensity dependence
where appropriate. For practical reasons, we present the JES in arbitrary units,
not in a.u.
Of the considered observables, the ionization KER is the most easily discussed.
As seen in Fig. D.5, it is qualitatively nearly identical for the different pulses. We
observe a slight shift towards lower KER with increasing pulse duration. This is
a sign of nuclear motion in the rising edge of the laser pulse, since ionization at
larger bond lengths leads to lower KER values. The center of the KER at ≈ 0.38
a.u. perfectly fits the expected energy for vertical ionization at the ground state
equilibrium distance R0 ≈ 2.6 a.u. and subsequent Coulomb explosion (relaxation
of the nuclei on the Coulomb surface), and the width of the observed KER covers
the KER= 1/R region expected from the width of the ground state density. A
very small widening of the molecular bond of ∆R ≈ 0.01 a.u. prior to ionization is
sufficient to explain the small energy shift with increasing pulse length. Decreasing
the peak intensity in the calculations leads to slightly lower KER values and a
narrower peak (gray line in Fig. D.5). Lowering the peak intensity comes with an
increase of the time window for nuclear motion prior to ionization, since it takes
longer to reach the intensity levels necessary for ionization. The smaller width
of the KER peak is due to the decreasing slope of the ionization potential with
increasing bond length. When increasing the peak intensity (only done for the
half-cycle pulse), ionization happens early in the raising edge of the pulse, and the
position of the KER converges for I ≥ 1016 W/cm2. We note that such a simple
qualitative discussion of position and shape of the ionization KER only holds if
dissociative nuclear motion can be neglected. For longer and weaker laser pulses
the discussion is more complicated, since the nuclei will accumulate kinetic energy
prior to ionization. For relatively weak laser intensities, the nuclear motion is a
5We note that changing the CEP has a huge impact on the observables discussed here, even for
the longer pulses. Especially the directional yield of the ionization fragments and the energy
distribution between fragments emitted in the two possible directions strongly depends on
the CEP.
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Figure D.5: The ionization KER for the ten-cycle pulse (black line for I = 1015
W/cm2, gray line for I = 5 × 1014 W/cm2), the five-cycle pulse (red line), and
the half-cycle pulse (blue line). The peak heights are scaled to each other.
necessary part of the ionization process, since the ionization potential lowers with
increasing bond length (dissociative ionization). The dissociation dynamics will
lead to shifts in the ionization KER and may even cause a rather complicated
structure (see, e.g. [120]).
With the very similar ionization KER for all pulses in mind, the corresponding
JES, shown in Fig. D.7, is astonishing. We observe a complicated, multi-peaked
structure for the ten-cycle pulse, a somewhat clearer multi-peaked structure for
the five-cycle pulse, and a rather featureless structure for the half-cycle pulse. The
observed structures survive the integration over the nuclear energies and manifest
themselves in the PHES shown in Fig. D.6. The PHES spans over a relatively wide
energy range with an exponential decay of the probability density with increasing
electron energy. The PHES for the five-cycle pulse is easiest discussed, since the
dominant feature are above-threshold-ionization (ATI) peaks, well known from
strong-field atomic physics [121]. ATI peaks in molecular PHES were found to
be quite sensitive to nuclear motion and barely survived the integration over the
nuclear energies in some cases [115]. The spacing of the peaks observed for the five-
cycle pulse matches the carrier frequency ωl = 0.2 a.u. Their absolute position is
affected by the intensity-dependent Stark shift of the ionization potential and the
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Figure D.6: The PHES for the ten-cycle pulse (black line for I = 1015 W/cm2,
gray line for I = 5×1014 W/cm2), the five-cycle pulse (red line), and the half-cycle
pulse (blue line).
ponderomotive potential (intensity-dependent energy of the free electron in the
laser field). The somewhat crumbled look of the Einstein peak (ATI peak with
the lowest energy) is caused by depopulation of this peak due to the relatively
high laser intensity. We also recognize ATI peaks in the PHES of the ten-cycle
pulse. However, the structure is more complicated with multiple smaller peaks
emerging at different positions. The smaller peaks can be divided in two series,
where the spacing between neighboring peaks of the same series is given by the
carrier frequency. The smaller peaks are much less pronounced in the PHES
calculated for I = 5 × 1014 W/cm2 (cf. black and gray line in Fig. D.6). The
ATI peaks are generally understood as an interference effect of multiple electronic
wave packets created at different optical cycles during the pulse (see, e.g., [122]).
Since the ten-cycle pulse contains twice as much optical cycles as the five-cycle
pulse (sic), a more structured PHES is to be expected. In the JES presented
in Fig. D.7, the ATI peaks are tilted from the horizontal axis. This tilting is a
sign of energy sharing between electron and nuclei. Differently tilted structures
where observed and discussed in [108, 115, 116, 118, 119] (cf. also the JES for
the five- and the ten-cycle pulse in Fig. D.7, where already different tilts can
be observed). The energy sharing and energy transfer between electrons and
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Figure D.7: The JES for the ten-cycle pulse (right panel), the five-cycle pulse
(middle panel), and the half-cycle pulse (left panel).
nuclei is one of the most interesting and difficult questions in molecular dynamics,
and it turns out that neither of the previous explanations of the electron-nuclear
energy sharing is quantitatively suitable for the tilted structure observed in our
calculations. We started to investigate if the observed electron nuclear energy
sharing, which manifests as a specific tilting of peaks in the JES, can be explained
with an intensity- and bond-length dependence of the ionization potential. While
this is not a new idea (see [108, 115, 116, 118, 119]), the so far employed models
do not fit our observations. Unfortunately, we are not yet ready to present these
investigations.
Compared to the five- and the ten-cycle pulse, the half-cycle pulse shows a
remarkably featureless JES and PHES. The absence of ATI peaks is not surprising
(see above). The broad frequency spectrum of the half-cycle pulse supports the
photon energies for direct one-photon ionization with JES values as observed. The
JES, however, shows no sign of the nodes found in the frequency spectrum of the
pulse at such high photon energies (see Fig. 4.2).
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We conclude this appendix with a brief summary. We discussed the ionization
of the H+2 -like molecular model in relatively strong (I = 10
15 W/cm2) laser
pulses of different duration. The nuclear ionization KER, basically determined by
inverting the bond length distribution of the initial state, revealed that nuclear
motion plays a negligible role during the applied pulses. We were able to identify
small effects of nuclear motion during the pulses, but the resulting KER were
qualitatively basically identical, which came as little surprise. In clear contrast,
the observed PHES did qualitatively depend on the pulse length. We observed ATI
peaks for the five-cycle pulse and a more complicated multi-peaked structure for
the longer ten-cycle pulse. Since ATI peaks are understood as multi-cycle effects,
their absence in the PHES of the half-cycle pulse was not surprising. Although
the half-cycle pulse yields a lower total ionization probability as compared to the
longer pulses, the spanned energy range is comparable due to the broad photon
energy spectrum of the short pulse. The JES, containing all information of the
KER and the PHES, additionally gave hints of various mechanisms of energy
sharing between electrons and nuclei, which requires further investigations.
E Modeling an optical attosecond pulse
A very good approximation to the experimental pulse can be achieved by modeling
the four contributing femtosecond pulses with a sinc2-shaped envelope. In this
approach, the electric field reads
E(t) =
4∑
i=1
Ei(t)
=
4∑
i=1
E0i sinc2 (Ωi[t+ δi]) cos (ωit+ ϕi) .
An elaborate tuning of the specific amplitudes E0i , delays δi, and phases ϕi of
the individual pulses with frequencies Ωi and ωi results in the short pulse duration
(intensity-FWHM) of 380 as. This model for the electric field was already used
by the authors of [112], who provided all necessary parameters. The electric
field of the single pulses and their combination is shown in Fig. E.8. This model
approximates the experimental pulse perfectly in the central peak and, in contrast
to the half-cycle pulse, also shows a non-vanishing electric field in the temporal
wings of several femtoseconds duration.
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Figure E.8: The electric field for the single pulses (colored lines, vertically shifted
for lucidity) and their combination (gray line) of the sinc model in comparison to
the experimental pulse (black line, same as in Fig. 4.8).
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