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Abstract
We develop Wigner - Weyl formalism for the lattice models. For the definiteness we consider Wilson fermions
in the presence of U(1) gauge field. The given technique reduces calculation of the two point fermionic Green
function to solution of the Groenewold equation. It relates Wigner transformation of the Green function
with the Weyl symbol QW of Wilson Dirac operator. We derive the simple expression for QW in the presence
of varying external U(1) gauge field. Next, we solve the Groenewold equation to all orders in powers of the
derivatives of QW . Thus the given technique allows to calculate the fermion propagator in the lattice model
with Wilson fermions in the presence of arbitrary background electromagnetic field. The generalization of
this method to the other lattice models is straightforward.
1. Introduction
The Wigner - Weyl formalism was originally proposed for the reformulation of ordinary quantum me-
chanics. Later it was also adopted in some form both for the quantum field theory and for the condensed
matter physics theory. This formalism in its original form has been developed by H. Groenewold [1] and J.
Moyal [2]. It is based on the notions of the Weyl symbol of operator and the Wigner distribution function.
The authors of [1, 2] used the ideas developed earlier by H. Weyl [3] and E. Wigner [4]. The Wigner - Weyl
formalism in quantum mechanics is often referred to as the phase space formulation. It is defined in phase
space that is composed of both coordinates and momenta. At the same time the conventional formulation
uses either coordinate space or momentum space representations. In the phase space formulation the quan-
tum state is described by the Wigner distribution (instead of a wave function), while the operator product
is replaced by the Moyal product of functions defined in phase space.
The phase space formulation of quantum mechanics reduces the operator formulation in coordinate or
momentum space to the formulation that deals with the ordinary functions of coordinates and momenta
[5, 6]. There are a lot of various applications of the phase space formulation of quantum mechanics (for
the review see, for example, [7, 8]). At the present moment there exist the alternative versions of this
formulation, in which the main notion - the distribution function - is defined differently [9, 10]. The most
popular version mentioned above operates with the Wigner distribution function W (x, p) [4]. Among the
alternative versions we mention those discussed in [11, 12, 13, 14, 15].
In the one - dimensional case the quantum mechanical Wigner distribution function W (x, p) depends on
the coordinate x and on momentum p. Distribution W (x, p) determines the probability that the coordinate
x belongs to the interval [a, b]:
P [a ≤ x ≤ b] = 1
2π
∫ b
a
∫ ∞
−∞
W (x, p) dp dx
In ordinary quantum mechanics each observable is represented by operator. Weyl symbol AW (x, p) of
operator Aˆ is the function in phase space such that the expectation value of the observable with respect to
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the given distribution W (x, p) is [2, 16]
〈Aˆ〉 = 1
2π
∫
AW (x, p)W (x, p) dp dx.
The Wigner function may be expressed through the ordinary wave function ψ(x) as follows
W (x, p) =
∫
dy e−ipyψ∗(x + y/2)ψ(x− y/2)
Time evolution of the Wigner function is governed by the following equation
i∂tW (x, p, t) = H(x, p) ⋆ W (x, p, t)−W (x, p, t) ⋆ H(x, p)
Here the star (or Moyal) product of the two functions f and g is defined as
f ⋆ g = f exp
(
i
2
(
←−
∂ x
−→
∂ p −←−∂ p−→∂ x)
)
g
The left arrow above the derivative means that it acts on f while the right arrow means that it acts on g. By
H(x, p) the Weyl symbol of the Hamiltonian is denoted. In general case the definition of the Weyl symbol
of operator Aˆ is:
AW (x, p) =
∫
dy e−ipy〈x + y/2|Aˆ|x− y/2〉
As it was mentioned above, the Wigner - Weyl formalism has also been extended, at least partially, to
the quantum field theory. Namely, one may consider the analogue of the Wigner distribution function
WΓ(x, p) =
∫
dy e−ipy〈ψ¯(x+ y/2)Γψ(x− y/2)〉
Here ψ is a certain fermionic operator while Γ is an appropriate matrix in spinor and flavor spaces. (Obviously,
the similar construction may be introduced also for bosons.) In particular, in this way the analogue of the
Wigner distribution function has been defined in QCD (see, for example, [17, 18] and references therein).
Besides, the similar notion of the Wigner distribution has been implemented in the framework of the quantum
kinetic theory based on the field theory [20, 21]. It was also used in certain noncommutative field theories
[22, 23]. Applications of the Wigner function formalism to cosmology were discussed in [24]. Another
applications of this formalism may be found, for example, in [26], see also [25].
Recently the Wigner - Weyl formalism has been adopted to the investigation of anomalous transport in
the quantum field theory [27, 28, 29, 30, 31, 32]. The main advantage of this latter approach is that the
response of the nondissipative components of both vector and axial currents to the external field strength
are expressed through the topological invariants in momentum space. These quantities are not changed if
we deform the system smoothly. Thus we are able to calculate the corresponding conductivities within the
simple noninteracting systems connected continuously with the more complicated interacting ones. And
this gives the values of the conductivities for the given complicated systems. In particular, in this way
the absence of the equilibrium chiral magnetic effect [33] in the field theory has been proved [31] while the
anomalous quantum Hall effect has been described rigorously both for the Weyl semimetals and for certain
2D and 3D topological insulators [32]. Besides, the chiral separation effect (proposed in [34]) was rigorously
re - derived [29] and the alternative derivation of chiral anomaly in lattice regularized quantum field theory
has been given [27]. The fermion zero modes on vortices in the color superconductor phase of QCD have
been considered using this technique in [30]. In addition, the scale magnetic effect proposed in [35] has been
considered in the framework of this formalism [28].
It is worth mentioning that previously the momentum space topological invariants expressed in terms
of the Green functions were used mainly in the condensed matter physics theory (for the review see [36,
37, 38, 39, 40]). The momentum space topological invariants protect gapless fermions on the boundaries of
topological insulators [41, 42] and protect the bulk gapless fermions in Dirac and Weyl semi - metals [44, 43].
The gapless fermions associated with topological defects and textures existing in the fermionic superfluids
2
are also described by momentum space topology [45]. In the context of relativistic quantum field theory
momentum space topology has been discussed, for example, in [46, 47, 48, 49, 50, 44, 51, 52, 53]. In [54] the
lattice regularization of QFT with Wilson fermions was discussed from the point of view of the momentum
space topology. Appearance of the massless fermions at the intermediate values of bare mass parameter is
related to the jump of the introduced momentum space topological invariant.
The version of the Wigner - Weyl formalism of [27, 29, 31, 32] deals with the lattice regularized quantum
field theory. Here the two - point fermion Green function G(p,q) in momentum space M (p,q ∈ M) has
been considered. It obeys equation
Qˆ(p− A(i∂p)))G(p,q) = δ(p− q)
where Qˆ(p) is the lattice Dirac operator written in momentum space while A(x) is external electromagnetic
field. Its appearance in momentum representation is given by the pseudo - differential operator A(i∂p)
realizing the so - called Peierls substitution. Notice, that in this formalism the imaginary time of the
Euclidian formulation of the quantum field theory gives one of the components of the (discrete) coordinate
space while the corresponding momentum is the fourth component of momentum vector that belongs toM.
Wigner transformation of the two point Green function plays the role similar to the Wigner distribution
in quantum mechanical formulation of [1] and [2]. It may be defined in continuous momentum space for the
lattice model in the way similar to the Wigner transformation of continuous coordinate space:
GW (x, p) ≡
∫
dqeixqG(p+ q/2,p− q/2) (1)
It obeys the Groenewold equation
GW (x,p) ⋆ QW (x,p) = 1 (2)
with the same star operation as above extended to the D - dimensional vectors of coordinates x and mo-
mentum p, while QW is the Weyl symbol of operator Qˆ(p−A(i∂p)). (Compare Eq. (2) with Eq. (4.38) of
[1] and Eq. (7.10) of [2], where the Weyl symbol of the commutator of two operators is represented.)
In the present paper we proceed with the development of the approach of [27, 29, 31, 32]. For the
definiteness we restrict ourselves with the lattice model with Wilson fermions in the presence of arbitrary
external electromagnetic field. The obtained results may easily be extended to the other lattice models as
well as to various tight - binding models of solid state physics. First of all we derive the precise expression
for the Weyl symbol of the Wilson Dirac operator. Next, we present the complete iterative solution of
the Groenewold equation Eq. (2), which allows to calculate the fermion propagator in the background of
arbitrary external electromagnetic field.
The paper is organized as follows. We start in Sect. 2 from the pedagogical introduction to the con-
ventional notions of Wigner transformation, Weyl symbols of operators and Moyal product. In Sect. 3 we
proceed with the summary of the momentum space formulation of [27, 29, 31, 32]. In Sect. 4 we derive
the Peierls substitution, that allows to calculate easily the Wilson Dirac operator in momentum space in
the presence of arbitrary electromagnetic field. In Sect. 5 we present our results on the Weyl symbol of
Wilson Dirac operator. In Sect. 6 we propose the procedure of the iterative solution of the Groenewold
equation, which allows to calculate completely the propagator of Wilson fermions in the presence of external
electromagnetic field. In Sect 7 we end with the conclusions.
2. Wigner transformation in continuous coordinate space and continuous momentum space
In this section we briefly review the technique of Wigner transformation applied to quantum mechanics
defined in infinite continuous coordinate space.
2.1. Weyl symbol of operator
We start from the definition of the average of operator Aˆ with respect to quantum state Ψ
〈Ψ| Aˆ |Ψ〉 =
∫
dxdy 〈Ψ|x〉 〈x| Aˆ |y〉 〈y|Ψ〉 (3)
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Here by x, y we denote the continuous coordinates. For simplicity we consider the case of one - dimensional
space R1. The generalization of our expressions to the case of D - dimensional space RD is straightforward.
Let us change the coordinates:
x = u+ v/2 y = u− v/2 (4)
Then
dxdy =
∂(x, y)
∂(u, v)
dudv =
∣∣∣∣ ∂x∂u ∂y∂u∂x
∂v
∂y
∂v
∣∣∣∣ dudv = −dudv (5)
This gives
〈Ψ| Aˆ |Ψ〉 = −
∫
dxdy 〈x+ y/2| Aˆ |x− y/2〉 〈Ψ|x+ y/2〉 〈x − y/2|Ψ〉 =
−
∫
dxdydz 〈x+ y/2| Aˆ |x− y/2〉 δ(z − y) 〈Ψ|x+ z/2〉 〈x − z/2|Ψ〉 =
−
∫
dxdydzdp 〈x+ y/2| Aˆ |x− y/2〉 e
−ip(z−y)
2π
〈x− z/2|Ψ〉 〈Ψ|x+ z/2〉 =∫
dxdp
2π
dyeipy 〈x+ y/2| Aˆ |x− y/2〉 dzeipz 〈x+ z/2|Ψ〉 〈Ψ|x− z/2〉
(6)
The Weyl symbol of operator Aˆ is defined as follows
AW (x, p) ≡
∫
dye−ipy 〈x + y/2| Aˆ |x− y/2〉 (7)
or, in terms of the matrix elements in momentum space:
AW (x, p) ≡
∫
dqeiqx 〈p+ q/2| Aˆ |p− q/2〉 (8)
Here
〈x |p〉 = 1√
2π
eipx
Wigner function for the state Ψ is defined as the Weyl symbol of the corresponding density operator:
W (x, p) = ρW (x, p) =
∫
dye−ipy 〈x+ y/2|Ψ〉 〈Ψ|x− y/2〉 (9)
In momentum space we have:
W (x, p) = ρW (x, p) =
∫
dqeiqx 〈p+ q/2|Ψ〉 〈Ψ|p− q/2〉 (10)
Hence,
〈Ψ| Aˆ |Ψ〉 =
∫
dxdp
2π
AW (x, p)W (x, p) (11)
Wigner function for the mixed state with the density matrix
ρˆ =
∑
i
|Ψi〉 ρi 〈Ψi|
may be defined as
W (x, p) = ρW (x, p) =
∫
dqeiqx
∑
i
〈p+ q/2|Ψi〉 ρi 〈Ψi|p− q/2〉 (12)
The vacuum average of operator Aˆ with respect to this mixed state may be written in the similar way
〈Aˆ〉 =
∫
dxdp
2π
AW (x, p)W (x, p) (13)
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2.2. Moyal product
The Weyl symbol of the product of two operators is given by
(AB)W (x, p) =
∫
dye−ipy 〈x+ y/2| AˆBˆ |x− y/2〉 =∫
dydze−ipy 〈x + y/2| Aˆ |z〉 〈z| Bˆ |x− y/2〉
(14)
The transformation of variables
y = u+ v z = x− u/2 + v/2 (15)
gives
dydz =
∂(y, z)
∂(u, v)
dudv =
∣∣∣∣ ∂y∂u ∂z∂u∂y
∂v
∂z
∂v
∣∣∣∣ dudv = dudv (16)
and
(AB)W (x, p) =∫
dudve−ip(u+v)
〈
x+
u
2
+
v
2
∣∣∣ Aˆ ∣∣∣x− u
2
+
v
2
〉〈
x− u
2
+
v
2
∣∣∣ Bˆ ∣∣∣x− u
2
− v
2
〉
=[∫
due−ipu
〈
x+
u
2
∣∣∣ Aˆ ∣∣∣x− u
2
〉]
e
v
2
←−
∂x−
u
2
−→
∂x
[∫
dve−ipv
〈
x+
v
2
∣∣∣ Bˆ ∣∣∣x− v
2
〉]
=[∫
due−ipu
〈
x+
u
2
∣∣∣ Aˆ ∣∣∣x− u
2
〉]
e
i
2
(←−
∂x
−→
∂p−
←−
∂p
−→
∂x
) [∫
dve−ipv
〈
x+
v
2
∣∣∣ Bˆ ∣∣∣x− v
2
〉]
(17)
The Moyal product of the Weyl symbols of the two operators Aˆ and Bˆ is defined as follows
AW (x, p) ⋆ BW (x, p) ≡ (AB)W (x, p) = AW (x, p)e
i
2
(←−
∂x
−→
∂p−
←−
∂p
−→
∂x
)
BW (x, p) (18)
3. Wigner transformation in discrete coordinate space and compact momentum space
In this section we discuss the generalization of the above mentioned constructions to the case, when
coordinate space is discrete and infinite, and, therefore, momentum space is continuous but compact.
3.1. Weyl symbol of operator
Average of an operator with respect to state Ψ is defined as
〈Ψ| Aˆ |Ψ〉 =
∫
dpdq 〈Ψ|p〉 〈p| Aˆ |q〉 〈q|Ψ〉 (19)
Here the integral is over the compact momentum space. The integration measure is defined in such a way,
that ∫
dp = 2π
while
〈xn|p〉 = 1√
2π
eipxn
for any lattice point xn. Again, we restrict ourselves by the one dimensional case. The generalization to the
multidimensional systems is straightforward. Then
〈Ψ| Aˆ |Ψ〉 = −
∫
dpdq 〈p+ q/2| Aˆ |p− q/2〉 〈Ψ|p+ q/2〉 〈p− q/2|Ψ〉
= −
∫
dpdqdk 〈p+ q/2| Aˆ |p− q/2〉 δ(k − q) 〈Ψ|p+ k/2〉 〈p− k/2|Ψ〉
= −
∑
xn
∫
dpdqdk 〈p+ q/2| Aˆ |p− q/2〉 e
−ixn(k−q)
2π
〈p− k/2|Ψ〉 〈Ψ|p+ k/2〉
=
∑
xn
∫
dp
2π
dqeixnq 〈p+ q/2| Aˆ |p− q/2〉 dkeixnk 〈p+ k/2|Ψ〉 〈Ψ|p− k/2〉
(20)
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The Weyl symbol of operator Aˆ is then defined as follows
AW (xn, p) ≡
∫
dqeixnq 〈p+ q/2| Aˆ |p− q/2〉 (21)
And the Wigner function, which is the Weyl symbol of density operator, is
W (xn, p) =
∫
dqeixnq 〈p+ q/2|Ψ〉 〈Ψ|p− q/2〉 (22)
hence
〈Ψ| Aˆ |Ψ〉 =
∑
xn
∫
dp
2π
AW (xn, p)W (xn, p) (23)
3.2. Moyal product
Let us consider the Weyl symbol of the product of two operators Aˆ and Bˆ:
(AB)W (xn, p) =∫
dqdkeixn(q+k)
〈
p+
q
2
+
k
2
∣∣∣∣ Aˆ
∣∣∣∣p− q2 + k2
〉〈
p− q
2
+
k
2
∣∣∣∣ Bˆ
∣∣∣∣p− q2 − k2
〉
=[∫
dqeixnq
〈
p+
q
2
∣∣∣ Aˆ ∣∣∣p− q
2
〉]
e
k
2
←−
∂p−
q
2
−→
∂p
[∫
dkeixnk
〈
p+
k
2
∣∣∣∣ Bˆ
∣∣∣∣p− k2
〉]
=[∫
dqeixnq
〈
p+
q
2
∣∣∣ Aˆ ∣∣∣p− q
2
〉]
e
i
2
(
−
←−
∂p
−→
∂ xn+
←−
∂ xn
−→
∂p
) [∫
dkeixnk
〈
p+
k
2
∣∣∣∣ Bˆ
∣∣∣∣p− k2
〉]
(24)
Hence, the Moyal product may be defined as in the case of continuous space
(AB)W (xn, p) = AW (xn, p)e
i
2
(←−
∂ xn
−→
∂p−
←−
∂p
−→
∂ xn
)
BW (xn, p) (25)
Notice, that Eqs. (21) and (22) define the Weyl symbol of operator Aˆ and the Wigner function as the
functions of the continuous variable xn although the original coordinate space is discrete. This formal
definition allows to use Eq. (25) with the derivative with respect to xn.
As it was mentioned above, all considered expressions may be easily extended to the case of the D
- dimensional system with the compact momentum space of arbitrary form. Then we assume that the
integration measure over momentum space is normalized in such a way, that∫
dp = (2π)D
while the states |xn〉 are defined in such a way that 〈xn|xm〉 = δnm. With this normalization the definitions
of the Weyl symbol of operator and the Wigner function as well as the definition of Moyal product remain
the same. At the same time for the average of operator Aˆ with respect to the given quantum state we have
〈Ψ| Aˆ |Ψ〉 =
∑
xn
∫
dp
(2π)D
AW (xn, p)W (xn, p) (26)
For the mixed states given by the density matrix ρˆ =
∑
i |Ψi〉 ρi 〈Ψi| we have the Wigner function of the
form
W (x, p) = ρW (x, p) =
∫
dqeiqx
∑
i
〈p+ q/2|Ψi〉 ρi 〈Ψi|p− q/2〉 (27)
Again, the vacuum average of operator Aˆ with respect to this mixed state may be written as
〈Aˆ〉 =
∫
dxdp
(2π)D
AW (x, p)W (x, p) (28)
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4. Wilson fermions and Peierls substitution
4.1. Free Wilson fermions
Let us consider the partition function for the lattice model with Wilson fermions written in the discrete
coordinate space:
Z =
∫
DΨ¯DΨexp
(
−
∑
rn,rm
Ψ¯(rm) (−iDrn,rm)Ψ(rn)
)
(29)
Here
Dx,y = −1
2
∑
i
[
(1 + γi)δx+ei,y + (1− γi)δx−ei,y
]
Ux,y + (m
(0) + 4)δx,y (30)
γk are the Dirac gamma matrices, m(0) is the parameter that has the meaning of mass.
Wilson fermions in momentum space correspond to the propagator of the form
G(p) = Qˆ−1(p)
Here the operator Qˆ has the form
Qˆ(p) =
∑
k=1,2,3,4
γkgk(p)− im(p) (31)
where
gk(p) = sin(pk) m(p) = m
(0) +
4∑
ν=1
(1− cos(pν)) (32)
The same system represents the cubic tight - binding model of certain solid state systems if momentum
component p4 is rescaled accordingly in order to represent the discretization of the imaginary time. The
model may be extended in several ways to reproduce the tight - binding models for various real materials.
Below we will show that coupling of this system to the electromagnetic field A(x) results in the so - called
Peierls substitution pˆ→ pˆ−A(i∂p). In momentum space the electromagnetic field appears as the pseudo -
differential operator, in which the dependence of A on coordinate is substituted by the dependence on the
operator i∂p.
4.2. Wilson fermions in the presence of external Abelian gauge field
Let us consider the partition function for the lattice model with Wilson fermions in the presence of the
gauge field written in discrete coordinate space:
Z =
∫
DΨ¯DΨexp
(
−
∑
rn,rm
Ψ¯(rm) (−iDrn,rm)Ψ(rn)
)
(33)
Here
Dx,y = −1
2
∑
i
[
(1 + γi)δx+ei,y + (1− γi)δx−ei,y
]
Ux,y + (m
(0) + 4)δx,y (34)
γk are the Dirac gamma matrices, m(0) is the parameter that has the meaning of mass, while
Ux,y = Pe
i
∫
y
x
dξA(ξ) (35)
We restrict ourselves by the case of the U(1) gauge field A and then this parallel transporter is given by
Ux,y = e
i
∫
y
x
dξA(ξ) (36)
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4.3. Peierls substitution
Let us denote
Drn,rm = −
1
2
∑
i
[
(1 + γi)δrn+ei,rm + (1− γi)δrn−ei,rm
]
Urn,rm + (m
(0) + 4)δx,y (37)
and
I1 =
∑
rn,rm
Ψ¯(rm) (−iDrn,rm)Ψ(rn) (38)
Also we define
Ψ(r) =
∫
M
dDp
|M| e
irpΨ(p) (39)
where |M| = (2π)D is the volume of momentum space.
The above expression for I1 contains the terms proportional to∑
rn,rm
Ψ¯(rm)δrn±ei,rme
i
∫
rm
rn
dξA(ξ)Ψ(rn) =
∑
rn
Ψ¯(rn ± ei)ei
∫
rn±ei
rn
dξA(ξ)Ψ(rn) =
∑
rn
[∫
M
dDp
|M| e
−i(rn±ei)pΨ¯(p)
]
ei
∫
rn±ei
rn
dξA(ξ)
[∫
M
dDq
|M| e
irnqΨ(q)
]
=
∑
rn
∫
M
dDp
|M|
∫
M
dDq
|M| Ψ¯(p)e
irnqei
∫
rn±ei
rn
dξA(ξ)e−i(rn±ei)pΨ(q) =
∑
rn
∫
M
dDp
|M|
∫
M
dDq
|M| Ψ¯(p)e
irnq exp
[
−i
∫ ∓ei
0
dξeie
iξeipA(i∂p)e
−iξeip
]
e−i(rn±ei)pΨ(q) =
∫
M
dDp
|M| Ψ¯(p) exp
[
−i
∫ ∓1
0
dξeiξpiAi(i∂p)e
−iξpi
]
e∓ieipΨ(p)
(40)
Here we used Eq. (116) from Appendix II with x = rn ± ei. Now let us apply Eq. (112) from the same
Appendix. This gives ∑
rn,rm
Ψ¯(rm)δrn±ei,rme
i
∫
rm
rn
dξA(ξ)Ψ(rn) =
∫
M
dDp
|M| Ψ¯(p)e
∓iei(p−Ai(i∂p))Ψ(p)
(41)
We come to the partition function of the form
Z =
∫
DΨ¯DΨexp
(
−
∫
dDp
|M| Ψ¯(p)Q(p−A(i∂p))Ψ(p)
)
(42)
where Q is given by Eq. (31). One can see, that in momentum space the application of the external Abelian
gauge field results in the Peierls substitution
p→ p−A(i∂p)
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5. Weyl symbol for the Wilson fermions
5.1. Weyl symbols of the simplest operators
Below we will be interested in the Weyl symbols of the operators of the form of Q(p−A(i∂p)), where A
is given by Eq. (31). Let us start our consideration from the Weyl symbol for a general function of p
(f(p))W (x,p) =
∫
dqeiqx 〈p+ q/2| f(p) |p− q/2〉 =∫
dqeiqxf(p− q/2) 〈p+ q/2|p− q/2〉 =∫
dqeiqxf(p− q/2)δ(q) = f(p)
(43)
Weyl symbol for a general function of i∂p is
(g(i∂p))W (x,p) =
∫
dqeiqx 〈p+ q/2| g(i∂p) |p− q/2〉 =∫
dqeiqx 〈p+ q/2| g(i∂p) |y〉 〈y|p− q/2〉 dy =∫
dqeiqx 〈p+ q/2| g(i∂p) |y〉 e
i(p−q/2)y
(2π)3/2
dy =∫
dqeiqxg(y) 〈p + q/2|y〉 e
i(p−q/2)y
(2π)3/2
dy =∫
dqeiqxg(y)
e−i(p+q/2)y
(2π)3/2
ei(p−q/2)y
(2π)3/2
dy =∫
dq
eiq(x+y)
(2π)3
g(y)dy = g(x)
(44)
Here we used the fact that i ∂∂p |y〉 = y |y〉. In these expressions for the definiteness we restricted ourselves
by the case of the three - dimensional momentum space.
5.2. Weyl symbol of exp
(
i(pˆk −Ake−ω∂p)
)
Operator Qˆ for the Wilson fermions is composed of the functions of a single momentum component.
Moreover, those functions are sin and cos that are given by the sum of exponents. Therefore, in order to
find the Weyl symbol of Qˆ it is enough to calculate the Weyl symbol of the exponent of the combination
pk −A(p1, ..., pD). We start our calculation from the consideration of F (p, i∂p) = exp
(
i(pk −Ake−ω∂p)
)
Let us calculate the commutator [pk, Ake
−ω∂p ]:
iAke
−ω∂p ipk = i(pk − ωk)iAke−ω∂p (45)
Therefore,
[ipˆk, iAke
−ω∂p ] = iωkiAe
−ω∂p (46)
Using the special case of BCH formula where [X,Y ] = αY , we obtain:
eXeY = e
X+ α
1−e−α
Y (47)
This expression is given, for example, in Eq. (1.5) of [55]. The rather sophisticated derivation of this formula
may be found, for example, in [56]. We present our derivation of this formula in Appendix III. Changing
variables to Y ′ ≡ α1−e−α Y = β−1Y , where β−1 ≡ α1−e−α , and [X,Y ′] = αY ′ , we obtain:
eX+Y
′
= eXeβY
′
(48)
9
In case of exp
(
i(pˆk −Ake−ω∂p)
)
with α = iωk we come to
exp
(
i(pˆk −Ake−ω∂p)
)
= eipˆk exp(−iβAke−ω∂p) (49)
This decomposition allows to calculate the Weyl symbol of F (p, i∂p):[
exp
(
i(pˆk −Ake−ω∂p)
)]
W
=
[
eipˆk exp(−iβAke−ω∂p)
]
W
=∫
dqeiqx 〈p+ q/2| eipˆk exp(−iβAke−ω∂p) |p− q/2〉 (50)
Next, we use that i∂p |y〉 = y |y〉 and
i∂p |p− q/2〉 =
∫
dyi∂p |y〉 〈y|p− q/2〉 = 1
(2π)3/2
∫
dyy |y〉 eiy(p−q/2) = 1
(2π)3/2
∫
dy |y〉 (−i∂p)eiy(p−q/2)
Therefore,
eipˆk exp(−iβAke−ω∂p) |p− q/2〉 = eipˆk
∞∑
n=0
(−iβAk)n
n!
e−nω∂p |p− q/2〉 =
eipˆk
∞∑
n=0
(−iβAk)n
n!
|p− q/2+ nω〉 =
∞∑
n=0
ei(pk−qk/2+nωk)
(−iβAk)n
n!
|p− q/2+ nω〉
(51)
and come to [
exp
(
i(pˆk −Ake−ω∂p)
)]
W
=∫
dqeiqx
∞∑
n=0
ei(pk−qk/2+nωk)
(−iβAk)n
n!
〈p+ q/2|p− q/2+ nω〉 =
∞∑
n=0
einωxei(pk+nωk/2)
(−iβAk)n
n!
= eipk
∞∑
n=0
eni(ωx+ωk/2)
(−iβAk)n
n!
=
exp
[
i(pk − βAkei(ωx+ωk/2))
]
= exp
[
i
(
pk − (1 − e
−iωk)eiωk/2
iωk
Ake
iωx
)]
=exp
[
i
(
pk − sin(ωk/2)
ωk/2
Ake
iωx
)]
(52)
5.3. Weyl symbol of F = exp
(
i(pˆµ −
∑N
J=1 AJµe
kJi∂p)
)
The next step is the consideration of the function F = exp
(
i(pˆµ −
∑N
J=1 AJµe
kJi∂p)
)
, which appears
in the series expansion for arbitrary function (Fourier or Laplace series). As above, we will be using the
following relation:
iAJµe
kJi∂p ipˆµ = i(pˆµ + ikJµ)iAJµe
kJ i∂p (53)
It gives
[ipˆµ, iAJµe
kJ i∂p ] = kJµiAJµe
kJi∂p (54)
Let us define the operator
BˆJµ ≡ AJµekJ i∂p (55)
It obeys the commutation relations
[BˆJµ, BˆIµ] = 0 (56)
and
[ipˆµ, iBˆJµ] = kJµiBˆJµ (57)
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Therefore, we have
[i(pˆµ −BJµ), iBIµ] = kIµiBIµ (58)
and [
i
(
pˆµ −
∑
J
BˆJµ
)
, iBˆIµ
]
= kIµiBˆIµ (59)
As above we are able to use the special case of the BCH formula [55] for [X,Y ] = αY , β = 1−e
−α
α
eX+Y = eXeβY (60)
We come to the following representation:
exp
(
ipˆµ − i
N∑
J=1
BˆJµ
)
= exp
(
ipˆµ − i
N−1∑
J=1
BˆJµ − iBˆNµ
)
=
exp
(
ipˆµ − i
N−1∑
J=1
BˆJµ
)
exp
(
− iβNµBˆNµ
)
=
eipˆµ exp
(
− i
N∑
J=1
βJµBˆJµ
)
= eipˆµ
N∏
J=1
e−iβJµBˆJµ
(61)
where
βJµ =
1− e−kJµ
kJµ
(62)
Hence,
exp
(
i(pˆµ −
N∑
J=1
AJµe
kJi∂p)
)
= eipˆµ
N∏
J=1
exp
(− iβJµAJµekJi∂p) =
eipˆµ
N∏
J=1
∞∑
nJ=0
(−iβJµAJµ)nJ
nJ !
enJkJ i∂p =
eipˆµ
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
e(n1k1+...+nNkN )i∂p
(63)
For imaginary values of k we obtain
〈p′′| exp (i(pˆµ − N∑
J=1
AJµe
kJi∂p)
) |p′〉 =
〈p′′| eipˆµ
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
e(n1k1+...+nNkN )i∂p |p′〉 =
〈p′′| eipˆµ
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
|p′ − i(n1k1 + ...+ nNkN )〉 =
〈p′′|
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
eip
′
µ+(n1k1µ+...+nNkNµ) |p′ − i(n1k1 + ...+ nNkN )〉 =
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
eip
′
µ+(n1k1µ+...+nNkNµ)δ
[
(p′′ − p′) + i(n1k1 + ...+ nNkN )
]
(64)
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The last expression allows to calculate the Weyl symbol of F :
[
exp
(
i(pˆµ −
N∑
J=1
AJµe
kJi∂p)
)]
W
=
∫
dqeiqx 〈p+ q/2| exp (i(pˆµ − N∑
J=1
AJµe
kJi∂p)
) |p− q/2〉 =
∫
dqeiqx
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
ei(pµ−qµ/2)+(n1k1µ+...+nNkNµ)δ
[
q+ i(n1k1 + ...+ nNkN )
]
=
∞∑
n1=0
(−iβ1µA1µ)n1
n1!
...
∞∑
nN=0
(−iβNµANµ)nN
nN !
e(n1k1+...+nNkN )xeipµ+
1
2 (n1k1µ+...+nNkNµ) =
exp
[
i
(
pµ −
N∑
J=1
βJµe
kJµ/2AJµe
kJx
)]
(65)
defining
a(kJµ) ≡ βJµekJµ/2 = 1− e
−kJµ
kJµ
ekJµ/2 =
sinh(kJµ/2)
kJµ/2
(66)
we come to [
exp
(
i(pˆµ −
N∑
J=1
AJµe
kJ i∂p)
)]
W
= exp
[
i
(
pµ −
N∑
J=1
a(kJµ)AJµe
kJx
)]
(67)
This representation has been derived for the imaginary values of k. However, it may be extended to any
complex values of k by analytical continuation.
5.4. Weyl symbol of F = exp
[
i(pˆµ −Aµ(i∂p))
]
For the case of arbitrary function Aµ(i∂p) the Weyl symbol of F = exp
[
i(pˆµ−Aµ(i∂p))
]
may be calculated
using the above obtained expressions. We should represent A in the form of the Laplace transformation:
Aµ(x) =
∫ (
A˜µ(k)e
kx + c.c.
)
dk (68)
that is
Aµ(i∂p) =
∫ (
A˜µ(k)e
ki∂p + c.c.
)
dk (69)
In turn, this integral may be discretized and represented in the form of the series. As a result the Weyl
symbol is given by [
exp
(
ipˆµ − i
∫ [
A˜µ(k)e
ki∂p + c.c.
]
dk
)]
W
= exp
(
ipµ − iAµ(x)
)
(70)
where
Aµ(x) =
∫ [
aµ(k)A˜µ(k)e
kx + c.c.
]
dk
and
aµ(k) =
1− e−kµ
kµ
ekµ/2 =
sinh(kµ/2)
kµ/2
(71)
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5.5. Weyl symbol of Wilson Dirac operator Qˆ(p−A(i∂p))
Now we are in the position to calculate the Weyl symbol of operator Qˆ for the Wilson fermions in the
presence of arbitrary electromagnetic field A(x). For the operator
Qˆ(p) =
∑
k=1,2,3,4
γkgk(p)− im(p) (72)
with
gk(p) = sin(pk) m(p) = m
(0) +
4∑
ν=1
(1− cos(pν)) (73)
we obtain
[
Q(p−A(i∂p))
]
W
=
∑
k=1,2,3,4
γksin(pk −Ak(x)) − i(m(0) +
4∑
ν=1
(1− cos(pν −Aν(x)))) (74)
where A is the following transformation of electromagnetic field:
Aµ(x) =
∫ [sin(kµ/2)
kµ/2
A˜µ(k)e
ikx + c.c.
]
dk (75)
while the original electromagnetic field had the form:
Aµ(x) =
∫ [
A˜µ(k)e
ikx + c.c.
]
dk
6. Propagator of fermionic quasiparticles in the presence of external electromagnetic field
6.1. Wigner transformation of the two point Green function
Let us consider the cubic tight - binding model of Wilson fermions. The two point Green function
G(p1, p2) obeys equation
Qˆ(p− A(i∂p)))G(p,q) = δ(p− q)
The Wigner transformation of G is defined as
GW (xn, p) ≡
∫
dqeixnqG(p+ q/2, p− q/2) (76)
It obeys the Groenewold equation
GW (xn, p) ⋆ QW (xn, p) = 1 (77)
6.2. Iterative solution of the Groenewold equation
The Gronewold equation has the explicit form
1 = GW (xn, p) ⋆ QW (xn, p) = GW (xn, p)e
i
2
(←−
∂ xn
−→
∂p−
←−
∂p
−→
∂ xn
)
QW (xn, p) (78)
Let us introduce the following notation
←→
∆ =
i
2
(←−
∂ xn
−→
∂p −←−∂p−→∂ xn
)
Notice, that the action of this symbol on QW (xn, p) = Q(p−A(xn)) is given by
Q−1(p−A(xn))←→∆Q(p−A(xn)) = −Q−1(p−A(xn)) i
2
←−
∂ pjFjk(xn)
−→
∂pkQ(p−A(xn))
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where Fij is composed of the transformed gauge potential A of Eq. (75) in the way similar to the field
strength:
Fij = ∂iAj − ∂jAi
Let us represent GW (xn, p) as the series
GW (xn, p) = G(0)W (xn, p) + G(1)W (xn, p) + G(2)W (xn, p) + ...
where the term G(i)W (xn, p) has the order i in powers of the derivatives of A with respect to xn. We come to
the following series of equations
1 =G(0)W (xn, p)QW (xn, p)
1 =G(0)W (xn, p)QW (xn, p) + G(0)W (xn, p)
←→
∆QW (xn, p)
+ G(1)W (xn, p)QW (xn, p)
1 =G(0)W (xn, p)QW (xn, p) + G(0)W (xn, p)
←→
∆QW (xn, p) +
1
2
G(0)W (xn, p)
←→
∆ 2QW (xn, p)
+ G(1)W (xn, p)QW (xn, p) + G(1)W (xn, p)
←→
∆QW (xn, p)
+ G(2)W (xn, p)QW (xn, p)
...
1 =
∑
i,k=0...n; i+k≤n
1
k!
G(i)W (xn, p)
←→
∆ kQW (xn, p)
(79)
From this sequence we obtain
G(0)W (xn, p) =Q−1W (xn, p)
G(1)W (xn, p) =−
[
Q−1W (xn, p))
←→
∆QW (xn, p)
]
Q−1W (xn, p)
G(2)W (xn, p) =−
[1
2
G(0)W (xn, p)
←→
∆ 2QW (xn, p) + G(1)W (xn, p)
←→
∆QW (xn, p)
]
Q−1W (xn, p)
...
G(n)W (xn, p) =−
∑
k=0...n−1
1
(n− k)!
[
G(k)W (xn, p)
←→
∆ kQW (xn, p)
]
Q−1W (xn, p)
(80)
In the other words
G(0)W (xn, p) =Q−1W (xn, p)
G(1)W (xn, p) =−
[
Q−1W (xn, p))
←→
∆QW (xn, p)
]
Q−1W (xn, p)
G(2)W (xn, p) =−
[1
2
Q−1W (xn, p)
←→
∆ 2QW (xn, p)−
[
Q−1W (xn, p))
←→
∆QW (xn, p)
]
Q−1W (xn, p)
←→
∆QW (xn, p)
]
Q−1W (xn, p)
...
G(n)W (xn, p) =−
∑
k=0...n−1
1
(n− k)!
[
G(k)W (xn, p)
←→
∆ n−kQW (xn, p)
]
Q−1W (xn, p)
(81)
6.3. The final form of the iterative solution
We represent the results of this iterative solution as follows:
GW (xn, p) =
∑
k
G(k)W (xn, p)
G(n)W (xn, p) =
∑
∑
i=1...M ki=n
Cnk1k2...kM
[
...
[
Q−1W
←→
∆ k1QW
]
Q−1W
←→
∆ k2QW
]
Q−1W ...
←→
∆ kMQW
]
Q−1W
(82)
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Let us substitute this expression to Eq. (81):
G(n)W (xn, p) =−
∑
m=0...n−1
1
(n−m)!
∑
∑
i=1...M ki=m
Cmk1k2...kM
[
...
[
Q−1W
←→
∆ k1QW
]
Q−1W
←→
∆ k2QW
]
Q−1W ...
←→
∆ kMQW
]
Q−1W
←→
∆ n−mQW
]
Q−1W
(83)
Constants Cnk1k2...kM satisfy the following equations, that determine them iteratively:
C00 = 1
Ck1+...+kM+kM+1k1k2...kMkM+1 =−
1
kM+1!
Ck1+...+kMk1k2...kM
(84)
We obtain:
C00 = 1
C11 = −1
C22 = −
1
2
, C21,1 = 1
C33 = −
1
3!
, C312 =
1
2
, C32,1 =
1
2
, C31,1,1 = −1
C44 = −
1
4!
, C413 =
1
3!
, C42,2 =
1
4
, C41,1,2 = −1/2, C43,1 =
1
3!
, C41,2,1 = −
1
2
, C42,1,1 = −
1
2
, C41,1,1,1 = 1
...
Ck1+...+kMk1k2...kM =
(−1)M
k1!k2!...kM !
...
(85)
We obtain the final form of the solution:
GW (xn, p) =Q−1W +
∑
n=1...∞
∑
M = 1...n
k1 + ...+ kM = n
ki 6= 0
(−1)M
k1!k2!...kM !
[
...
[
Q−1W
←→
∆ k1QW
]
Q−1W
←→
∆ k2QW
]
Q−1W ...
←→
∆ kMQW
]
Q−1W
=
∑
M=0...∞
[
...
[
Q−1W (1− e
←→
∆ )QW
]
Q−1W (1− e
←→
∆ )QW
]
...(1 − e
←→
∆ )QW
]
︸ ︷︷ ︸Q−1W
M brackets
=
∑
M=0...∞
[
...
[
Q−1W (1− ⋆)QW
]
Q−1W (1 − ⋆)QW
]
Q−1W ...(1 − ⋆)QW
]
︸ ︷︷ ︸Q−1W
M brackets
(86)
In the first row the sum may be extended to the values M = n = 0, then the first term will be equal to
Q−1W . Let us introduce the product operator •, which works as follows being combined with the star product
introduced above:
A •B ⋆ C = (AB) ⋆ C, A ⋆ B • C = (A ⋆ B) • C
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In the first equation ⋆ acts both on AB and on C while in the second equation it acts only on A and B.
These rules allow to write the above equation in the compact way:
GW (xn, p) =
∑
M=0...∞
Q−1W (1− ⋆)QW •Q−1W (1− ⋆)QW •Q−1W ...(1 − ⋆)QW •︸ ︷︷ ︸Q−1W
M • −products
=
∑
M=0...∞
(
Q−1W (1− ⋆)QW •
)M
Q−1W
(87)
We may write symbolically:
GW (xn, p) =
(
1− Q−1W (1− ⋆)QW •
)−1
Q−1W =
(
Q−1W ⋆ QW •
)−1
Q−1W (88)
The last expression serves also as the alternative proof of Eq. (86) because we started from GW ⋆ QW = 1.
We substitute Eq. (89) to the star product GW ⋆ QW and obtain
GW ⋆ QW =
∑
M=0...∞
(
Q−1W (1 − ⋆)QW •
)M
Q−1W ⋆ QW
= −
∑
M=0...∞
(
Q−1W (1− ⋆)QW •
)M
Q−1W (1 − ⋆)QW +
∑
M=0...∞
(
Q−1W (1− ⋆)QW •
)M
= −
∑
M=1...∞
(
Q−1W (1− ⋆)QW •
)M
+
∑
M=0...∞
(
Q−1W (1− ⋆)QW •
)M
=
(
Q−1W (1− ⋆)QW •
)0
= 1
(89)
7. Summary of obtained results and conclusions
In this paper we develop the Wigner Weyl formalism for the model of lattice Wilson fermions. The main
results specified below are the explicit expression for the Weyl symbol of lattice Wilson Dirac operator and
the explicit expression for the fermion propagator in the presence of arbitrary external electromagnetic field.
The main purpose of the work is to provide the necessary tools for the analytical studies of the lattice models.
Such a study may precede in many cases the numerical simulations and thus may also improve the latter
indirectly. The pure analytical investigation itself of the lattice models is relevant, for example, for the study
of the so - called non - dissipative transport. (It is also called anomalous transport because it reveals the
correspondence with chiral anomaly, scale anomaly, etc.) In [27, 28, 29, 30, 31, 32] the two first terms (in the
expansion in powers of the derivatives) of the present solution of the Groenewold equation were calculated,
which give the linear response of vector/axial currents to the external field strength. It appears that in
many cases the corresponding coefficients are the topological invariants in momentum space, i.e. they are
not changed when the system is changed smoothly. This gives the efficient description of certain anomalous
transport phenomena (chiral magnetic effect, chiral separation effect, anomalous quantum Hall effect, scale
magnetic effect, etc).
Our present study generalizes the approach of [27, 28, 29, 30, 31, 32] essentially and gives the more
powerful method of calculations. In the present paper we represent the complete iterative solution of the
Groenewold equation (to all orders of the derivative expansion) in the presence of arbitrarily varying external
electromagnetic field. It will allow to investigate the anomalous transport in case of varying external field
strength. We foresee, that the intimate relation between topology and the non - dissipative transport will
survive here as well, but its description may, possibly, be governed by the more complicated topological
invariants.
Let us repeat once again the obtained results. The derived expression for the Weyl symbol of the lattice
Wilson Dirac operator in the presence of arbitrary electromagnetic field appears to be surprisingly simple:[
Q(p−A(i∂p))
]
W
=
∑
k=1,2,3,4
γksin(pk −Ak(x)) − i(m(0) +
4∑
ν=1
(1− cos(pν −Aν(x)))) (90)
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where by A we denote the following transformation of the original electromagnetic field:
Aµ(x) =
∫ [sin(kµ/2)
kµ/2
A˜µ(k)e
ikx + c.c.
]
dk (91)
(The original electromagnetic field itself has the form: Aµ(x) =
∫ [
A˜µ(k)e
ikx + c.c.
]
dk.) Eq. (90) is further
used to calculate the Wilson fermion propagator in the presence of arbitrary electronagnetic field. Namely,
we consider first the Wigner transformation GW of the propagator, and solve iteratively the Groenewold
equation. This solution has the form:
GW (xn, p) =Q−1W +
∑
n=1...∞
∑
M = 1...n
k1 + ...+ kM = n
ki 6= 0
(−1)M
k1!k2!...kM !
[
...
[
Q−1W
←→
∆ k1QW
]
Q−1W
←→
∆ k2QW
]
Q−1W ...
←→
∆ kMQW
]
Q−1W
=
∑
M=0...∞
[
...
[
Q−1W (1− e
←→
∆ )QW
]
Q−1W (1− e
←→
∆ )QW
]
...(1 − e
←→
∆ )QW
]
︸ ︷︷ ︸Q−1W
M brackets
(92)
where
←→
∆ = i2
(←−
∂ xn
−→
∂p −←−∂p−→∂ xn
)
. The obtained solution for the Wigner transformation of the two point
Green function allows to reconstruct the Green function itself. In momentum space we have:
G(p+ q/2, p− q/2) = 1
(2π)D
∑
n
e−ixnqGW (xn, p) (93)
while in coordinate space the propagator is given by
G˜(zn, yn) =
∫
dp
(2π)D
ei(zn−yn)pGW
(zn + yn
2
, p
)
(94)
The presented scheme allows to calculate, in principle, the propagator of Wilson fermions on the back-
ground of any external electromagnetic field. It would be interesting to apply it, for example, to the cal-
culation of the propagator in the presence of varying external magnetic field of the particular form or in
the presence of the particular electromagnetic wave. It is also worth mentioning, that the above obtained
expressions may be generalized relatively easily to the case, when the external gauge field is non - Abelian.
Then, those expressions may be used for the calculation of various observables in QCD using numerical sim-
ulations. Many of those observables are expressed through the vacuum average of the products of fermion
Green functions in the presence of dynamical gauge field. We should then first use the expression for the
propagator in the presence of external gauge field. The product of such propagators is represented as a series
in powers of the derivatives of QW . In quenched approximation each term should be averaged over the gauge
field with the weight equal to exp(−S), where S is the pure gauge field action. This is to be done using
numerical simulations of the pure gauge theory. Depending on the particular problem several simplifications
may be made: for example, only a few first terms in the series in powers of the derivatives of QW may be
taken. In order to take into account the dynamical fermions we should also include into the consideration the
fermion Determinant using the hybrid Monte - Carlo (HMC) algorithm. Our expression for the propagator
in the presence of external field may also become the source of a modification of the HMC algorithm. But
this is to be the subject of a separate study.
Another interesting continuation of the presented research is the extension of the Wigner - Weyl formalism
to the more complicated lattice models defined on the rectangular lattices to be used for the regularization of
the continuum quantum field theory. It would be interesting, in particular, to extend the proposed formalism
to the model with overlap fermions that are most suitable for the investigation of QCD in the chiral limit. We
foresee certain difficulties in such an extension related to the calculation of the Weyl symbol of the overlap
Dirac operator caused by the structure of the latter essentially different from that of the Wilson fermions.
The presented results also may be extended to the lattice models with the non - rectangular lattice, that
will allow to calculate analytically the fermionic quasiparticle propagator in various tight - binding models
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of the solid state physics. Unlike the case of the overlap fermions, in this extension in many cases the general
structure of operator Qˆ remains similar to that of Eq. (31) with certain new basis matrices γk instead of the
Dirac matrices and with the arguments of g and m that depend on the projection of momenta to vectors of
reciprocal lattice.
To conclude, in the present paper we propose the extension of the Wigner - Weyl formalism to the lattice
quantum field theory with Wilson fermions. The proposed formalism gives the efficient algorithm for the
calculation of the Wilson fermions propagator in the presence of arbitrary external electromagnetic field.
This technique may be extended in the straightforward way to the wide range of the non - hypercubic lattice
models relevant for the description of the solid state physics. Thus we expect that the proposed technique
may have applications both to the quantum field theory in lattice regularization and to the solid state physics.
Using the lattice Wilson fermion propagator in the presence of arbitrary external electromagnetic field this
will be possible to investigate via numerical simulations, for example, various effects in quark matter in
the presence of in - homogeneous external electromagnetic field. On the solid state physics side the direct
applications will become possible when the similar formalism will be developed for the crystal lattice of more
complicated and more realistic form. Then our formalism will allow to investigate various phenomena typical
for the interaction of electronic quasiparticles with photons.
Both authors kindly acknowledge useful discussions with Z.V.Khaidukov.
Appendix I. Fourier transform
In this Appendix we accumulate for the convenience of the reader the well - known expressions for the
Fourier transform and Fourier series widely used throughout the text of the paper. For simplicity we consider
the one - dimensional constructions.
7.1. Continuous coordinates - continuous momenta
Fourier transform:
f(x) =
1√
2π
∫ ∞
−∞
dkeikxf˜(k) f˜(k) =
1√
2π
∫ ∞
−∞
dxe−ikxf(x) (95)
The integral representation for the delta functions
f(x) =
1
2π
∫ ∞
−∞
dkeikx
∫ ∞
−∞
dx′e−ikx
′
f(x′) =
∫ ∞
−∞
dx′f(x′)
1
2π
∫ ∞
−∞
dkeik(x−x
′) (96)
hence
δ(x− x′) = 1
2π
∫ ∞
−∞
eik(x−x
′)dk (97)
and
f˜(k) =
∫ ∞
−∞
dxe−ikx
1
2π
∫ ∞
−∞
dk′eik
′xf˜(k′) =
∫ ∞
−∞
dk′f˜(k′)
1
2π
∫ ∞
−∞
dxe−ix(k−k
′) (98)
hence
δ(k − k′) = 1
2π
∫ ∞
−∞
e−ix(k−k
′)dx (99)
7.2. Compact coordinates, x ∈ [0, L] - discrete momenta
Fourier series:
f(x) =
∞∑
n=0
eik0nxf˜(kn) kn = k0n k0 =
2π
L
f˜(kn) =
1
L
∫ L
0
dxe−iknxf(x)
(100)
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The representation of the delta functions through the integrals/series:
f(x) =
∞∑
n=0
eik0nx
1
L
∫ L
0
dx′e−ik0nx
′
f(x′) =
∫ L
0
dx′f(x′)
1
L
∞∑
n=0
eik0n(x−x
′) (101)
hence
δ(x− x′) = 1
L
∞∑
n=0
eik0n(x−x
′) (102)
and
f˜(kn) =
1
L
∫ L
0
dxe−ik0nx
∞∑
m=0
eik0mxf˜(km) =
∞∑
m=0
f˜(km)
1
L
∫ L
0
dxe−ik0x(n−m) (103)
hence
δ(kn − km) = 1
L
∫ L
0
dxe−ik0x(n−m) (104)
7.3. Discrete coordinates - the compact region of momenta, k ∈ [0, 2piL ]
Fourier series:
f˜(k) =
∞∑
n=0
e−ikxnf(xn) xn = nL
f(xn) =
1
2π/L
∫ 2pi/L
0
dkeikxn f˜(k)
(105)
The representation of the delta functions as the integrals/series:
f˜(k) =
∞∑
n=0
e−iknL
L
2π
∫ 2pi/L
0
dk′eik
′nLf˜(k′) =
∫ 2pi/L
0
dk′f˜(k′)
L
2π
∞∑
n=0
e−inL(k−k
′) (106)
hence
δ(k − k′) = L
2π
∞∑
n=0
e−inL(k−k
′) (107)
and
f(xn) =
L
2π
∫ 2pi/L
0
dkeiknL
∞∑
m=0
e−ikmLf(xm) =
∞∑
m=0
f(xm)
L
2π
∫ 2pi/L
0
dkeikL(n−m) (108)
hence
δ(xn − xm) = L
2π
∫ 2pi/L
0
dkeikL(n−m) (109)
Appendix II. An expression for the P ordered exponent.
The path-ordering operator is defined as follows
P (f(x)g(y)) ≡ θ(x− y)g(y)f(x) + θ(y − x)f(x)g(y) (110)
This definition is consistent with the following equation
P e
∫
x2
x1
dx f(x) ≡ lim
∆→0
N∏
n=0
e∆f(x1+n∆) (111)
where N = x2−x1∆ .
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Lemma
Let Bˆ and Cˆ be operators. Then
eBˆ+Cˆ = Pe
∫
1
0
dueBˆuCˆe−BˆueBˆ (112)
Proof
After the discretization we come to
I = Pe
∫
1
0
dueBˆuCˆe−BˆueBˆ = lim
∆→0

N= 1∆∏
n=0
e∆e
n∆BˆCˆe−n∆Bˆ

 eBˆ (113)
that is
I =
[
e∆e
0∆BˆCˆe−0∆Bˆ
] [
e∆e
1∆BˆCˆe−1∆Bˆ
]
...
[
e∆e
(1−∆)BˆCˆe−(1−∆)Bˆ
] [
e∆e
BˆCˆe−Bˆ
]
eBˆ (114)
Next, using relation eOˆAˆOˆ
−1
= 1+ OˆAˆOˆ−1+ 12! OˆAˆOˆ
−1OˆAˆOˆ−1+ ... = OˆeAˆOˆ−1, we may rewrite I as follows
I =
[
e∆Cˆ
] [
e∆Bˆe∆Cˆe−∆Bˆ
] [
e∆2ˆBe∆Cˆe−∆2ˆB
]
...[
e(1−∆)Bˆe∆Cˆe−(1−∆)Bˆ
] [
eBˆe∆Cˆe−Bˆ
]
eBˆ = e∆Cˆ
[
e∆Bˆe∆Cˆ
]N
≈
(1 + ∆Cˆ)
[
(1 + ∆(Bˆ + Cˆ) + ∆2BˆCˆ)
]N
≈[
(1 + ∆(Bˆ + Cˆ)
]N
= eBˆ+Cˆ
(115)
Let us also prove the following
Lemma
P exp
[
i
∫ u2
u1
eipuA(i∂p)e
−ipudu
]
e−ipx = exp

i u2−u1∫
0
A(x+ u)du− ipx

 (116)
Proof
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P exp
[
i
∫ u2
u1
eipuA(i∂p)e
−ipu
]
e−ipx =

 lim
∆→0
N=
u2−u1
∆∏
n=0
ei∆e
ipn∆A(i∂p)e
−ipn∆

 e−ipx =

 lim
∆→0
N=
u2−u1
∆∏
n=0
eipn∆ei∆A(i∂p)e−ipn∆

 e−ipx =
[
lim
∆→0
(
ei∆A(i∂p)
)(
eip∆ei∆A(i∂p)e−ip∆
)
...
(
eipN∆ei∆A(i∂p)e−ipN∆
)]
e−ipx =[
lim
∆→0
(
ei∆A(i∂p)
)(
eip∆ei∆A(i∂p)
)
...
(
eip∆ei∆A(i∂p)
)
e−ip(u2−u1)
]
e−ipx =
lim
∆→0
(
ei∆A(i∂p)
)(
eip∆ei∆A(i∂p)
)N
e−ip(x+(u2−u1)) =
lim
∆→0
(
ei∆A(i∂p)
)(
eip∆ei∆A(i∂p)
)N−1
eip∆ei∆A(x+(u2−u1))e−ip(x+(u2−u1)) =
lim
∆→0
(
ei∆A(i∂p)
)(
eip∆ei∆A(i∂p)
)N−1
e−ip(x+(u2−u1)−∆)ei∆A(x+(u2−u1)) =
lim
∆→0
(
ei∆A(i∂p)
)(
eip∆ei∆A(i∂p)
)N−2
e−ip(x+(u2−u1)−2∆)ei∆(A(x+(u2−u1)−∆))+A(x+(u2−u1)) =
lim
∆→0
exp

iN=
u2−u1
∆∑
n=0
∆A(x + n∆)

 e−ipx = exp

i u2−u1∫
0
duA(x+ u)− ipx


(117)
Appendix III. BCH formula for the particular Lie algebra
In this section we derive the particular case of the BCH formula, that corresponds to the Lie algebra of
operators composed of the basis elements X , Y with the commutation relation [X,Y ] = αY . We are going
to prove the following
Lemma
eXeY = exp(X +
α
1− e−αY ) (118)
or, alternatively
exp(X + Y ) = eXeβY (119)
where β = 1−e
−α
α .
Proof
Let us define
A(t) = exp(X + tY ), B(t) = eXeβtY (120)
The Lemma will be proved if we will show, that A(t) and B(t) obey the same first order differential equation,
while A(0) = B(0). The latter requirement is obvious. Let us calculate the derivatives:
∂tA(t) = ∂t exp(X + tY )
= ∂t exp
(
X + tY
N
)N
=
N−1∑
k=0
exp
(
X + tY
N
)k [
∂t exp
(
X + tY
N
)]
exp
(
X + tY
N
)N−k−1 (121)
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taking the limit N →∞, one gets
∂t exp
(
X + tY
N
)
=
Y
N
(122)
and the sum in this case becomes an integral
∂tA(t) =
∫ 1
0
eu(X+tY )Y e(1−u)(X+tY )du (123)
where u = kN .
In the following we will use the identity
eu(X+tY )Y = Y eu(X+α+tY ) (124)
that follows from the obvious relation u(X + tY )Y = Y u(X + α + tY ) based on the commutation relation
of X and Y . Hence,
∂tA(t) = Y e
(X+tY )
∫ 1
0
euαdu = Y A(t)
eα − 1
α
(125)
On the other hand, the derivative of B(t) is given by
∂tB(t) = ∂te
XeβtY = eXβY eβtY = Y eXeβtY βeα = Y B(t)
eα − 1
α
(126)
(Here we used Eq. (124) for u = 1, t = 0.) One can see, that indeed A(t) and B(t) obey the same first order
differential equation. There is only one solution of this equation that obeys the initial condition B(0) = A(0),
and this proves the Lemma.
References
[1] H. J. Groenewold, ”On the Principles of elementary quantum mechanics”, Physica,12 (1946) pp. 405460.
doi:10.1016/S0031-8914(46)80059-4.
[2] J. E. Moyal, ”Quantum mechanics as a statistical theory”, Proceedings of the Cambridge Philosophical
Society, 45 (1949) pp. 99124. doi:10.1017/S0305004100000487.
[3] H. Weyl, ”Quantenmechanik und Gruppentheorie”, Zeitschrift fr Physik, 46 (1927) pp. 146,
doi:10.1007/BF02055756.
[4] E. P. Wigner, ”On the quantum correction for thermodynamic equilibrium”, Phys. Rev. 40 (June 1932)
749759. doi:10.1103/PhysRev.40.749.
[5] S. T. Ali, M. Engli, ”Quantization Methods: A Guide for Physicists and Analysts”. Rev. Math. Phys.,
17 (2005) pp. 391490. doi:10.1142/S0129055X05002376.
[6] Berezin, F.A. and M.A. Shubin, 1972, in: Colloquia Mathematica Societatis Janos Bolyai (North-
Holland, Amsterdam) p. 21.
[7] Curtright, T. L.; Zachos, C. K. (2012). ”Quantum Mechanics in Phase Space”. Asia Pacific Physics
Newsletter. 01: 37. arXiv:1104.5269 doi:10.1142/S2251158X12000069.
[8] C. Zachos, D. Fairlie, and T. Curtright, ”Quantum Mechanics in Phase Space” (World Scientific, Sin-
gapore, 2005) ISBN 978-981-238-384-6.
[9] Cohen, L. (1966). ”Generalized Phase-Space Distribution Functions”. Journal of Mathematical Physics.
7 (5): 781781, doi:10.1063/1.1931206.
[10] G. S. Agarwal and E. Wolf ”Calculus for Functions of Noncommuting Operators and General Phase-
Space Methods in Quantum Mechanics. II. Quantum Mechanics in Phase Space”, Phys. Rev. D,2 (1970)
pp. 21872205. doi:10.1103/PhysRevD.2.2187.
22
[11] E. C. G. Sudarshan ”Equivalence of Semiclassical and Quantum Mechanical Descriptions of Statistical
Light Beams”, Phys. Rev. Lett.,10 (1963) pp. 277279. doi:10.1103/PhysRevLett.10.277.
[12] R. J. Glauber ”Coherent and Incoherent States of the Radiation Field”, Phys. Rev.,131 (1963) pp.
27662788. doi:10.1103/PhysRev.131.2766.
[13] Kdi Husimi (1940). ”Some Formal Properties of the Density Matrix”, Proc. Phys. Math. Soc. Jpn. 22:
264314.
[14] G. S. Agarwal and E. Wolf ”Calculus for Functions of Noncommuting Operators and General Phase-
Space Methods in Quantum Mechanics. I. Mapping Theorems and Ordering of Functions of Noncom-
muting Operators”, Phys. Rev. D,2 (1970) pp. 21612186. doi:10.1103/PhysRevD.2.2161.
[15] K. E. Cahill and R. J. Glauber ”Ordered Expansions in Boson Amplitude Operators”, Phys.
Rev.,177 (1969) pp. 18571881. doi:10.1103/PhysRev.177.1857; K. E. Cahill and R. J. Glauber
”Density Operators and Quasiprobability Distributions”, Phys. Rev.,177 (1969) pp. 18821902.
doi:10.1103/PhysRev.177.1882.
[16] M. Lax ”Quantum Noise. XI. Multitime Correspondence between Quantum and Classical Stochastic
Processes”, Phys. Rev.,172 (1968) pp. 350361. doi:10.1103/PhysRev.172.350.
[17] C. Lorce, B. Pasquini, ”Quark Wigner Distributions and Orbital Angular Momentum”, Phys.Rev. D84
(2011) 014015 , e-Print: arXiv:1106.0139
[18] H. T. Elze, M. Gyulassy and D. Vasak, “Transport Equations for the QCD Quark Wigner Operator,”
Nucl. Phys. B 276 (1986) 706. doi:10.1016/0550-3213(86)90072-6
[19] C. Lorce, B. Pasquini, X. Xiong and F. Yuan, “The quark orbital angular momentum
from Wigner distributions and light-cone wave functions,” Phys. Rev. D 85 (2012) 114006
doi:10.1103/PhysRevD.85.114006 [arXiv:1111.4827 [hep-ph]].
[20] F. Hebenstreit, R. Alkofer and H. Gies, “Schwinger pair production in space and time-dependent electric
fields: Relating the Wigner formalism to quantum kinetic theory,” Phys. Rev. D 82 (2010) 105026
doi:10.1103/PhysRevD.82.105026 [arXiv:1007.1099 [hep-ph]].
[21] E. Calzetta, S. Habib and B. L. Hu, “Quantum Kinetic Field Theory in Curved Space-
time: Covariant Wigner Function and Liouville-vlasov Equation,” Phys. Rev. D 37 (1988) 2901.
doi:10.1103/PhysRevD.37.2901
[22] C. Bastos, O. Bertolami, N. Costa Dias and J. Nuno Prata, “Weyl-Wigner Formulation of Noncommu-
tative Quantum Mechanics,” J. Math. Phys. 49 (2008) 072101 doi:10.1063/1.2944996 [hep-th/0611257].
[23] O. F. Dayi and L. T. Kelleyane, “Wigner functions for the Landau problem in noncommutative spaces,”
Mod. Phys. Lett. A 17 (2002) 1937 doi:10.1142/S0217732302008356 [hep-th/0202062].
[24] S. Habib and R. Laflamme, “Wigner function and decoherence in quantum cosmology,” Phys. Rev. D
42 (1990) 4056. doi:10.1103/PhysRevD.42.4056
[25] M. V. Berry, “Semi-Classical Mechanics in Phase Space: A Study of Wigner’s Function,” Phil. Trans.
Roy. Soc. Lond. A 287 (1977) 237. doi:10.1098/rsta.1977.0145
[26] S. Chapman and U. W. Heinz, “HBT correlators: Current formalism versus Wigner function formula-
tion,” Phys. Lett. B 340 (1994) 250 doi:10.1016/0370-2693(94)01277-6 [hep-ph/9407405].
[27] M. A. Zubkov and Z. V. Khaidukov, “Topology of the momentum space, Wigner transformations, and
a chiral anomaly in lattice models,” JETP Lett. 106 (2017) no.3, 172 [Pisma Zh. Eksp. Teor. Fiz. 106
(2017) no.3, 166]. doi:10.1134/S0021364017150139
23
[28] M. N. Chernodub and M. A. Zubkov, “Scale Magnetic Effect in Quantum Electrodynamics and the
Wigner-Weyl Formalism,” Phys. Rev. D 96 (2017) no.5, 056006 doi:10.1103/PhysRevD.96.056006
[arXiv:1703.06516 [hep-th]].
[29] Z. V. Khaidukov and M. A. Zubkov, “Chiral Separation Effect in lattice regularization,” Phys. Rev. D
95 (2017) no.7, 074502 doi:10.1103/PhysRevD.95.074502 [arXiv:1701.03368 [hep-lat]].
[30] M. A. Zubkov, “Momentum space topology of QCD,” Annals Phys. 393 (2018) 264
doi:10.1016/j.aop.2018.04.016 [arXiv:1610.08041 [hep-th]].
[31] M. A. Zubkov, “Absence of equilibrium chiral magnetic effect,” Phys. Rev. D 93 (2016) no.10, 105036
doi:10.1103/PhysRevD.93.105036 [arXiv:1605.08724 [hep-ph]].
[32] M. A. Zubkov, “Wigner transformation, momentum space topology, and anomalous transport,” Annals
Phys. 373 (2016) 298 doi:10.1016/j.aop.2016.07.011 [arXiv:1603.03665 [cond-mat.mes-hall]].
[33] D. E. Kharzeev, “The Chiral Magnetic Effect and Anomaly-Induced Transport,” Prog. Part. Nucl. Phys.
75 (2014) 133 doi:10.1016/j.ppnp.2014.01.002 [arXiv:1312.3348 [hep-ph]].
[34] “Anomalous Axion Interactions and Topological Currents in Dense Matter”,Max A. Metlitski and Ariel
R. Zhitnitsky,Phys. Rev. D 72, 045011
[35] M. N. Chernodub, “Anomalous Transport Due to the Conformal Anomaly,” Phys. Rev. Lett. 117, no.
14, 141601 (2016) [arXiv:1603.07993 [hep-th]].
[36] M.Z. Hasan and C.L. Kane, Topological Insulators, Rev. Mod. Phys. 82, 3045–3067 (2010).
[37] Xiao-Liang Qi and Shou-Cheng Zhang, Topological insulators and superconductors, Rev. Mod. Phys.
83, 1057–1110 (2011).
[38] G.E. Volovik, Topology of quantum vacuum, draft for Chapter in proceedings of the Como Summer
School on analogue gravity, arXiv:1111.4627.
[39] G.E. Volovik, Quantum phase transitions from topology in momentum space, in: Quantum Analogues:
From Phase Transitions to Black Holes and Cosmology, Eds. W.G. Unruh and R. Schutzhold, Springer
Lecture Notes in Physics 718/2007, pp. 31-73; cond-mat/0601372.
[40] G.E. Volovik, Topological invariants for Standard Model: from semi-metal to topological insulator,
Pis’ma ZhETF 91, 61–67 (2010); JETP Lett. 91, 55–61 (2010); arXiv:0912.0502.
[41] V. Gurarie, Single-particle Green-s functions and interacting topological insulators, Phys. Rev. B 83,
085426 (2011).
[42] A.M. Essin and V. Gurarie, Bulk-boundary correspondence of topological insulators from their Green’s
functions, Phys. Rev. B 84, 125132 (2011).
[43] G. E. Volovik, “Topological invariants for Standard Model: from semi-metal to topological insulator,”
JETP Lett. 91, 55 (2010) doi:10.1134/S0021364010020013 [arXiv:0912.0502 [hep-ph]].
[44] G.E. Volovik, The Universe in a Helium Droplet, Clarendon Press, Oxford (2003).
[45] G.E. Volovik, ”Topological Superfluids”, arXiv:1602.02595
[46] H.B. Nielsen, M. Ninomiya: Absence of neutrinos on a lattice. I - Proof by homotopy theory, Nucl.
Phys. B 185, 20 (1981); Absence of neutrinos on a lattice. II - Intuitive homotopy proof, Nucl. Phys. B
193, 173 (1981).
[47] H. So, Induced topological invariants by lattice fermions in odd dimensions, Prog. Theor. Phys. 74,
585–593 (1985).
24
[48] K. Ishikawa and T. Matsuyama, Magnetic field induced multi component QED in three-dimensions and
quantum Hall effect, Z. Phys. C 33, 41–45 (1986).
[49] D.B. Kaplan, Method for simulating chiral fermions on the lattice, Phys. Lett. B 288, 342–347 (1992);
arXiv:hep-lat/9206013.
[50] M.F.L. Golterman, K. Jansen and D.B. Kaplan, Chern-Simons currents and chiral fermions on the
lattice, Phys.Lett. B 301, 219–223 (1993): arXiv: hep-lat/9209003.
[51] P. Horˇava, Stability of Fermi surfaces and K-theory, Phys. Rev. Lett. 95, 016405 (2005).
[52] M. Creutz, Four-dimensional graphene and chiral fermions, JHEP 04 (2008) 017; arXiv:0712.1201.
[53] D.B. Kaplan and Sichun Sun, Spacetime as a topological insulator, arXiv:1112.0302.
[54] M.A.Zubkov, G.E.Volovik, Momentum space topological invariants for the 4D relativistic vacua with
mass gap, Nucl. Phys. B, 860 (2012) 295-309 doi:10.1016/j.nuclphysb.2012.03.002, arXiv:1201.4185
[55] Masuo Suzuki, ”Decomposition formulas of exponential operators and Lie exponentials with some ap-
plications to quantum mechanics and statistical physics”, J. Math. Phys. 26, 601 (1985)
[56] R. M. Wilcox, ”Exponential Operators and Parameter Differentiation in Quantum Physics ”, J. Math.
Phys. 8, 962 (1967).
25
