Abstract: This paper focuses on the identification and control of an air blower system PT-326. Modelling of the PT-326 system is required before designing the controller. Hence, it is estimated by using system identification toolbox available in MATLAB. The process of identification began with the collection of input and output data from an experiment. The collected data is used for model estimation based on the selection of auto-regressive with exogenous (ARX) model structure of the PT-326 system. Based on the input and output data of the system, best fit criterion and correlation analysis of the residual are analysed to determine the adequate parameters of ARX model representing the PT-326 system. To achieve a good performance for the air blower system, right selection of the PID controller parameters is essential. This paper also presents a simple approach for designing a PID controller using minimum square error tuning scheme and compares it with a conventional Ziegler-tuning method for the identified model via simulation and experiment. The results obtained from both tuning methods show that the outputs of the system with the PID controller in simulation and experiment are almost similar.
Y.A. Alamri is currently working towards his PhD in Electrical
Engineering from the Universiti Teknologi Malaysia, Johor, Malaysia. This paper is a revised and expanded version of a paper entitled 'A PID controller design for an air blower system' presented at 1st International Conference of Recent Trends in Information and Communication Technologies, Johor Bahru, Malaysia, 12-13 September 2014.
Introduction
Temperature is an essential control variable like flow rate and motor velocity in thermal machines. For industrial applications, temperature needs to be finely controlled with consideration of equipment safety Chen and Huang, 2010; Park, 2009; . The air blower system is a common process in our daily life where certain desired temperature is controlled. In industries such as pharmaceutical, the ability to control temperature is critical to ensure the quality of the product always within control. However, most of heating plants are complex with higher-order systems, which leads to unsatisfactory performance. The PT-326 air blower system is selected as a model system which needs to be maintained at a certain level of temperature. Therefore, the model system has to be controlled by a suitable controller to achieve its desired temperature .
To design a very efficient controller with high quality system performance, the system must be modelled in a proper way. The unknown system which has unknown parameters is called a black-box model. The mathematical modelling of this black-box model system can be obtained using system identification (SI) technique. In order to acquire the highest performance of the air blower system, a suitable controller needs to be designed. The controller design requires the best mathematical model of the system under control. Thus, a method of identifying the system needs to be chosen so that the best accuracy of the model can be obtained. Model identification of air blower system-based on hardware-in the-loop simulation environment of real-time window (RTW) and system identification toolbox in MATLAB have been proposed (Rahmat et al., , 2005 . Nonlinear hybrid controller composed of a proportional controller, a fuzzy controller and a classical proportional, integral, and derivative (PID) controller for the model attained has been introduced. Similar work of system identification has been done in Md Rozali et al. (2010) . Experimental work on recursive identification represented by a discrete-time model in open-loop and closed-loop configurations is presented in Zulfatman (2010) . The unknown parameters of the system based on ARX model is estimated by using recursive least square (RLS) method while model validation is verified by residual analysis. The overall step of system identification procedure can be found in Andersson et al. (1994) .
The design of PID controllers is considered a challenging area that requires simple approaches for those non-experts in the conventional PID tuning. To simplify the process of PID controller tuning, much attention has been paid to auto-tuning approaches using artificial intelligence techniques and random search methods, such as genetic algorithm and stimulated annealing (Kwork and Sheng, 1994) . This can include neural network and fuzzy logic tuning schemes (Kwork and Sheng, 1994; Meng and Song, 2007; Yang and Pedersen, 2006; Maidia et al., 2008) . Some methods complicate the simplicity of PID by adding other adaptive structures and increasing difficulty of tuning process (Imai and Yamamoto, 2012; Nikranjbar, 2014) . However, for our application, a simple approach is proposed for tuning PID controller and retaining its simple structure. It is found that suing minimum square error (MSE) method is suitable and successful for implementation in our identified system.
The experimental approach considered in this paper is presented in Section 2. Tuning of PID controller parameters done by suing MSE and Ziegler-Nichols (ZN) tuning methods is also discussed. Closed loop simulation and performance analysis included in this paper through MATLAB simulation is given in Section 3 and online implementation using real-time windows target (RTWT) toolbox is presented in Section 4. Finally, discussion and conclusion are drawn.
Experimental and simulation setup
In this study, PT-326 is used as the model system. It models common industrial situations in which temperature control is required. The process contained in the PT-326 involves air that is drawn from the atmosphere by a centrifugal blower, and is heated as it passes over a heater grid before being released into the atmosphere through a duct. The control objective is to maintain the temperature of the air at a desired level. Figure 1 shows the front panel of the PT-326 apparatus. Mathematical modelling is a description of a system in terms of equations. It can be divided into two parts; physical modelling and system identification. In this research, system identification technique is applied to attain the model of the system. Pseudo random binary sequence (PRBS) is perturbed into the system through SIMULINK to collect temperature data using a bead thermistor placed in the flow at any of three positions along the duct. The collected input and output data is stored in workspace MATLAB. This data is used for model estimation and validation part. Validation process is done in order to compare the estimated model output with the real output from the experiments (Andersson et al., 1994) . By looking at the best fit criterion parameter, the validated model will be accepted (Zulfatman, 2010) . Open-loop testing is done in simulation mode by injecting step and sine input to the model obtained so that a suitable controller can be designed to improve the performance of the system. PID controller is designed by inserting the calculated parameters in PID block in SIMULINK and examined the output result. In simulation mode, the PID controller is connected to the discrete transfer function model in SIMULINK block only. The output response is observed and recorded. It is followed by inserting similar PID in a real-time system where it is located in the forward path of real-system. Detailed description can be shown in the following subsections:
System identification
In the beginning, system model must be determined before a control technique is applied. The system modelling part is the most challenging and vital part in designing the control system of PT-326 (Zulfatman, 2010) . In order to obtain a particular model for this system, the open loop identification experiment should be performed using a parametric approach. In this experiment, a system model is identified using data collection when the PRBS, which is a periodic deterministic signal with white-noise-like properties, is perturbed into the PT-326 system. The choice of PRBS is because of its large energy content that will guarantee the identification and to give an accurate model for a system. Another benefit of the PRBS is that its input excitation can concentrate in defined frequency ranges that correspond to the process dynamics which is very essential for control system design. From Figure 2 , there are 1023 samples of data with 0.07 seconds sampling interval. The selection of this sampling time was based on trial and error method and it was found suitable for such slow response system. The PRBS input is generated in MATLAB. The collection of data was performed by PCI-1711 interface card. For online implementation, RTWT enables the SIMULINK model to run in a real time on the computer and interface with physical device. RTWT includes a set of I/O blocks (analogue output and analogue input) that provide links between the physical I/O board PCI-1711 and the real-time model. The response of the SIMULINK model for a real-world behaviour can be quickly observed by running the hardware-in-the-loop simulations. By using RTWT with SIMULINK external mode as shown in Figure 2 , output from real-time model can be captured and display through standard scope blocks. The input-output data can then be analysed by system identification toolbox in MATLAB . From the set of input-output data in Figure 3 , it was divided into two parts. The first part is the training data and the second is for testing or validation data. The model estimation is the procedure of fitting a model with a specific model structure. The mathematical model of the systems can be estimated from the data using system identification toolbox in MATLAB. In this paper, the PT-326 system is modelled based on auto-regressive with exogenous (ARX) input model structure with ninth order. The best fit of output model is 93.42% as depicted in Figure 4 . Its polynomial structure can be written as ( ) ( ) ( ) ( ) ( ) A q y t B q u t e t = + 
Hence, based on this approximated plant model, conventional PID controller is tuned by MSE and ZN. The approximated plant gives a higher order model where an excess model order usually represents the noise. Since the ARX model incorporates noise in the system model, the model might be influenced by this noise . Next, by observing the pole-zero plot of the model, all the zeros are inside the unit circle of the z-domain as shown in Figure 5 . This is called minimum phase model. To ensure the stability of system model, all the poles should be inside the circle as shown in Figure 5 . 
Controller design
The PID controller is often implemented for industrial practice since it has a simple structure, straightforward implementation and easy to tune. In this study, tuning PID components, represented by K p (proportional gain), K i (integral gain) and K d (derivative gain) are determined by using MSE tuning scheme and compared with the conventional ZN tuning method. The two methods are described in the following subsections:
The proposed MSE tuning approach
For MSE, the performance measure that is used in this case is the integral square error (ISE) given by:
where y d is the desired output (set point) while y is the actual output. This criterion, although not very selective, has been used because of the ease of computing the integral both analytically and experimentally. The MSE procedure used to optimise the controller parameters is summarised as follows:
1 Define the input design space, D, which consists of a set of initial values of the controller parameters.
2 Obtain the ISE for the temperature for all the design space defined in Table 1. 3 Create the target dataset, T, which consists of the normalised ISE for the temperature.
4 Increment the data corresponding for each PID parameter.
5 Find the minimum error of the output (estimated). The corresponding controller gains that minimised the output will be the gains to be verified in actual model simulation.
6 Repeat Steps 1 to 6 should the controller parameter gains are not satisfactory.
In this case, D is the set of discrete values given in Table 1 . 
ZN PID tuning method
The second method to tune the PID controller is the ZN, which is used for a comparison purpose. Nichols method goes through four steps:
1 Set the parameter K i and K d to zero.
2 Increase the P gain until it reaches the critical gain, K c , at which the output of the loop start to oscillate.
3 K c and the oscillation period P c are used to set the parameter of PID using equation in Step 4.
Closed-loop simulation analysis
Before the real process implementation, a simulation is carried out for each PID tuning method to verify the proposed controller designs. The aim of simulation is to give emphasis to the tuning of the conventional PID controller using the MSE and ZN methods. To insure stability, only closed loop controller is considered in this control system. The step input is applied to the system as a reference input with set point of 33°C. Even though the PID controller is widely used in industrial process, the tuning of PID parameters is a crucial issue in particular for the system's characteristic which has large time delay and high order system (Andersson et al., 1994) . Commonly in industrial process, only an expert or experienced workers are able to monitor and tune the PID parameters based on their experience. Therefore, in certain cases where there is deficient of experience with the processes, it is sometimes quite impossible to achieve a satisfactory performance. For these reasons, it is desirable to introduce tuning methods for the PID controller. The MSE is the PID tuning approach used as an alternative to the ZN tuning method. Figure 6 shows the SIMULINK block diagram with PID controller. The output response before implementing the PID controller can be represented in Figure 7 . After tuning the PID using the ZN approach, the performance of the output response can be seen in Figure 8 . It can be shown that there is an overshoot with some ripples. However, in the case of the proposed tuning algorithm as shown in Figure 9 , the response of the temperature is smooth without any overshoot. Although the output response has no overshoot, this approach takes a longer settling time (7.7 seconds) to accomplish the steady state. 
Controller implementation in the real PT-326 system
In the previous section, two tuning PID controller methods have been designed via simulation. However, it was not enough to ensure that all the design controllers are exactly capable to control the real PT-326 system model until these tuning methods were implemented to perform online. This real system implementation is done using real time windows target (RTWT) toolbox in MATLAB. Two blocks called analogue output and analogue input from RTWT connect the SIMULINK MATLAB to the PT326 plant using data acquisition card PCI-1711. The implementation schematic can be show in Figure 10 . Before setting up the experiment, the voltage temperature relationship needs to be considered. This is done by observing the output temperature with different input voltage as shown in Table 2 . Hence, The controller will respond to the online process with 0.07 seconds sampling interval. The output of the controller will be fed into the analogue output and the process output is generated from the analogue input. Since only voltage is applicable in this RTWT toolbox, the output from the analogue output need to be converted into temperature by multiply with constant, 3.3 as given in the previous section. The SIMULINK block diagram of the system with PID controller is represented in Figure 11 . The system response before implementing the PID controller can be seen in Figure 12 . The system responses from both tuning PID methods; MSE and ZN are shown in Figure 13 , and Figure 14 , respectively. However, to satisfy the output, tuning parameters requires a little adjustment since the simulation tuning for parameters is designed based on the approximated plant. Table 2 Input voltage and output temperature
Step ( By comparing Figure 13 and Figure 14 , it shows that the MSE and ZN tuning methods are capable to provide almost similar results as in the simulation. However, the MSE tuning provides no overshoot with almost similar settling time to the simulation. It can be observed that the MSE has very easy tuning method and can be suitable for those who are not experts in order to achieve a satisfactory performance.
Conclusions
System identification technique has been successfully applied to the air blower system in order to produce the best linear discrete model of the system. PID controller is designed effectively for the system and applied in both simulation and real-time mode. The values of Kp, Ki and Kd are determined by the MSE and ZN tuning methods. The simulation and experimental results obtained from both tuning methods show that the output of the system with the PID controller in is almost similar. The output of the system also tracked the input given successfully showing the good performance of proposed tuning method.
