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LES COEFFICIENTS DE LI
JONOT JEAN LOUIS
Abstract. Dans cet article, on donne plusieurs descriptions simples des co-
efficients de Li. Ces représentations montrent la complexité de ces coefficients
et la difficulté pour les calculer.
1. Introduction
La fonction ζ de Riemann est définie par
ζ (z) =
+∞∑
n=1
1
nz
=
∏
p∈P
1
1− p−z
, Re (z) > 1 (1.1)
où P désigne l’ensemble des nombres premiers. Cette fonction admet un prolonge-
ment analytique unique sur Cr {1}, noté encore ζ, qui vérifie l’équation fonction-
nelle
ζ (z) = 2zπz−1 sin
(πz
2
)
Γ (1− z) ζ (1− z) (1.2)
pour z 6= 0 et z 6= 1, où Γ est la fonction gamma définie sur Re (z) > 0 par
Γ (z) =
∫ +∞
0
tz−1e−tdt
qui peut être prolongée analytiquement par une fonction méromorphe de pôles
N− = {−∞, · · · ,−2,−1, 0}, vérifiant la relation fonctionnelle
Γ (z + 1) = zΓ (z) , ∀z ∈ C r N−.
2. Le critère de positivité de Li
Dans son article [3], Li introduit des coefficients λn par la formule
λn =
1
(n− 1)!
dn
dzn
(
zn−1 log (ξ (z))
)
|z=1 , n > 1,
il montre que si la fonction ψ est définie par
ψ (z) = ξ
(
z
1− z
)
= ξ
(
1
1− z
)
(2.1)
alors les coefficients de Li vérifient
ψ′ (z)
ψ (z)
=
+∞∑
n=0
λn+1z
n (2.2)
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où
ξ (z) =
1
2
z (z − 1)π−
z
2Γ
(z
2
)
ζ (z) . (2.3)
L’hypothèse de Riemann est équivalente à l’analycité de ψ
′
ψ
, Li montre que cette
analycité est réalisée si et seulement si
λn > 0, ∀n > 1. (2.4)
On dit que le critère de positivité de Li est vérifié, si les coefficients de Li vérifient
2.4. Dans [1] et [3], les coefficients de Li sont exprimés en fonction des zéros non
triviaux de la fonction zêta sous la forme
λn =
∑
ρ
[
1−
(
1−
1
ρ
)n]
, (2.5)
la somme infinie est définie par
∑
ρ
= lim
τ→+∞
∑
|Im(ρ)|6τ
(2.6)
et les zéros sont comptés autant de fois que leur ordre de multiplicité. Cette somme
peut s’écrire sous la forme
λn =
∑
ρ
Pn
(
1
ρ
,
1
ρ
)
(2.7)
avec
Pn (z, z) = 1−
(1− z)
n
+ (1− z)
n
2
= 1− Re ((1− z)
n
) .
Proposition 1. Pour n = 1, 2, 3, on a Pn
(
1
ρ
, 1
ρ
)
> 0, ∀ρ. Pour n > 4, dans la
sommation de l’équation 2.7, le nombre de termes négatifs est fini.
Proof. On a P1 (z, z) = Re (z), Re
(
1
ρ
)
= Re(ρ)
|ρ|2
> 0. Pour n = 2
P2 (z, z) = Re (z) (2− Re (z)) + Im (z)
2
et
P2
(
1
ρ
,
1
ρ
)
=
Re (ρ)
|ρ|
2
(
2−
Re (ρ)
|ρ|
2
)
+ Im
(
1
ρ
)2
> 0,
en particulier, λ1 et λ2 sont positifs. Pour n = 3
P3 (z, z) = Re (z)
(
3− 6Re (z) + 4Re (z)2
)
+ 3 |z|2 (1− Re (z))
qui est positif ou nul si Re (z) ∈ [0, 1]. Si n > 4, les valeurs de z qui annulent
Pn (z, z) sont de la forme
z = 1−
1
|cos (t)|
1
n
ei
t+2kπ
n , k = 0, 1, · · · , n− 1 et t 6=
π
2
+mπ,
si on note
γ (t) =
1
|cos (t)|
1
n
ei
t
n
alors
γ (t+ kπ) = γ (t) ei
kπ
n
en particulier γ (t+ nπ) = γ (t) eiπ = −γ (t). Pour obtenir l’ensemble des z pour
lesquels Pn (z, z) = 0, on trace la courbe γ pour t ∈
]
−π2 ,
π
2
[
, on fait 2n rotations
LI 3
d’angle π
n
et on translate la courbe obtenue le long de l’axe des réels pour obtenir
l’origine en −1. Pour t ∈
]
−π2 ,
π
2
[
, γ a pour asymptote les droites
y = tg
( π
2n
)
x et y = − tg
( π
2n
)
x,
cette courbe est tangente au cercle de centre o et rayon 1 avec
|γ (t)| =
1
|cos (t)|
1
n
> 1.
La composante connexe C1 de CrCγ contenant 1 , où Cγ est la courbe translatée
en −1 définie par γ (t) pour t ∈ Rr
{
π
2 + kπ : k ∈ Z
}
, est un ouvert étoilé en 1 sur
lequel Pn est strictement positif. Les nombres complexes pour lesquels
|z| 6 tg
( π
2n
)
et Re (z) > 0
sont contenus dans C1. En particulier, pour tout ρ tels que |ρ| >
1
tg( π2n)
, on a
Pn
(
1
ρ
,
1
ρ
)
> 0.

Proposition 2. Si ρ ∈ Z (ζ) alors Pn
(
1
ρ
, 1
ρ
)
< 0 si et seulement si les deux
conditions suivantes sont vérifiées
−π2 + 2kπ
n
< π + arg (1− ρ)− arg (ρ) <
π
2 + 2kπ
n
, pour k ∈ Z
et
|1− ρ|
n
|ρ|
n >
1
cos (n (π + arg (1− ρ)− arg (ρ)))
.
Proof. Il suffit de remarquer que si t est un argument de 1− z alors
Pn (z, z) = 1− |1− z|
n
cos (nt)
et prendre pour valeur de z, z = − 1−ρ
ρ
. 
Proposition 3. On a
Pn+1 (z, z)− Pn (z, z) = |1− z|
2
(Pn (z, z)− Pn−1 (z, z)) + |z|
2
(1− Pn (z, z)) , ∀n.
(2.8)
Proof.
Pn (z, z) (1− z) = 1− z −
(1− z)
n+1
+ |1− z|
2
(1− z)
n−1
2
Pn (z, z) (1− z) = 1− z −
|1− z|
2
(1− z)
n−1
+ (1− z)
n+1
2
et
2Pn (z, z) (1− Re (z)) = 2 (1− Re (z)) + Pn+1 (z, z)− 1 + |1− z|
2 (Pn−1 (z, z)− 1)
= Pn+1 (z, z) + |1− z|
2
Pn−1 (z, z)− |z|
2
,
de l’égalité
2 (1− Re (z)) = 1 + |1− z|2 − |z|2
on obtient 2.8. 
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Remark 1. On a
1− Pn (z, z) = Re (1− z)
n
= |1− z|
n
cos (nt) , t = arg (1− z) ,
1− Pn (z, z) < 0 si et seulement si cos (nt) < 0
c’est-à-dire,
π
2
+ kπ < n arg (1− z) <
π
2
+ (k + 1)π
et
1− Pn
(
1
ρ
,
1
ρ
)
< 0
si
π
2 + 2kπ
n
< π + arg (1− ρ)− arg (ρ) <
π
2 + (2k + 1)π
n
, pour k ∈ Z.
Pour étudier les coefficients λn =
∑
ρ Pn
(
1
ρ
, 1
ρ
)
, on revient à la définition des
coefficients de Li. La fonction ξ a un prolongement analytique pour Re (z) > −2,
la fonction (z − 1) ζ (z) est analytique pour z 6= 1
(z − 1) ζ (z) =
+∞∑
n=0
(−1)
n γn
n!
(z − 1)
n
où γn sont les coefficients de Stieltjes, cette relation est obtenue en utilisant le
développement en série de Laurent de ζ au voisinage de 1, ce développement donne
le prolongement analytiquement en 1 et pour Re (z) > 0
z
2
Γ
(z
2
)
= Γ
(z
2
+ 1
)
,
Γ
(
z
2 + 1
)
est analytique pour Re (z) > −2. En particulier, au voisinage de 0 et 1,
on peut développer ξ en série entière. On note
ξ′ (z)
ξ (z)
=
+∞∑
k=0
akz
k
le développement en série entière de ξ
′
ξ
dans un voisinage de zéro, de l’équation
fonctionnelle
ξ (z) = ξ (1− z) ,
on déduit les équations
ξ′ (z)
ξ (z)
= −
ξ′ (1− z)
ξ (1− z)
=
+∞∑
k=0
(−1)
k+1
ak (z − 1)
k
,
et
log (ξ (z)) =
+∞∑
k=1
ak−1
k
zk et log (ξ (z)) =
+∞∑
k=1
(−1)
k
ak−1
k
(z − 1)
k
.
Lemma 1. On a
λn+1 − λn =
1
n!
dn
dzn
(
zn
ξ′ (z)
ξ (z)
)
|z=1
en particulier,
λn+1 − λn =
+∞∑
k=0
C kn+kak
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et
λn =
+∞∑
k=0
C k+1n+kak. (2.9)
Lemma 2.
ak = −
∑
ρ
1
ρk+1
, ∀k. (2.10)
Proof. Formellement,
ξ′ (z)
ξ (z)
=
1
z − 1
−
log (π)
2
+
1
2
Γ′
(
z
2 + 1
)
Γ
(
z
2 + 1
) + ζ
′ (z)
ζ (z)
,
en utilisant le produit d’Hadamard, on a
ζ′ (z)
ζ (z)
= log (2π)−
γ
2
− 1−
1
z − 1
−
1
2
Γ′
(
z
2 + 1
)
Γ
(
z
2 + 1
) +
∑[ 1
z − ρ
+
1
ρ
]
la sommation
∑
est symétriquement par rapport à la droite x = 12 et les zéros
sont comptés avec leur ordre de multiplicité, cette sommation
∑
s’identifie à
∑
ρ,
il suffit de le vérifier sur chaque somme partielle finie,
ξ′ (z)
ξ (z)
=
1
z − 1
−
log (π)
2
+
1
2
Γ′
(
z
2 + 1
)
Γ
(
z
2 + 1
)
+ log (2π)−
γ
2
− 1−
1
z − 1
−
1
2
Γ′
(
z
2 + 1
)
Γ
(
z
2 + 1
) +
∑
ρ
[
1
z − ρ
+
1
ρ
]
=
log (4π)
2
−
γ
2
− 1 +
∑
ρ
[
1
z − ρ
+
1
ρ
]
= κ+
∑
ρ
1
ρ
[
1−
1
1− z
ρ
]
= κ−
∑
ρ
+∞∑
k=1
zk
ρk+1
, κ =
log (4π)
2
−
γ
2
− 1
= κ−
+∞∑
k=1
(
∑
ρ
1
ρk+1
)
zk si |z| < inf {|ρ| : ρ ∈ Z (ζ)} .

On peut remarquer que
κ = −
∑
ρ
1
ρ
car
ξ′ (z)
ξ (z)
= −
ξ′ (1− z)
ξ (1− z)
et
ξ′ (0)
ξ (0)
= −
ξ′ (1)
ξ (1)
κ = −κ−
∑
ρ
[
1
1− ρ
+
1
ρ
]
= −κ− 2
∑
ρ
1
ρ
.
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Lemma 3. Si inf {|ρ| : ρ ∈ Z (ζ)} > 1,
∑
ρ
1
ρ
= −κ = 1 +
γ
2
−
log (4π)
2
≈ 0.02309 6. (2.11)
Remark 2. En utilisant 2.5, le premier coefficient de Li, λ1 =
∑
ρ
1
ρ
est
λ1 = 1 +
γ
2
− log (2)−
log (π)
2
et le développement de ξ
′
ξ
en série entière dans un voisinage de 0 est
ξ′ (z)
ξ (z)
= −
+∞∑
k=0
(
∑
ρ
1
ρk+1
)
zk si |z| < inf {|ρ| : ρ ∈ Z (ζ)} . (2.12)
Lemma 4.
λn =
n∑
k=1
(−1)
k
C knak−1 =
∑
ρ
[
1−
(
1−
1
ρ
)n]
. (2.13)
Pour calculer les coefficients ak, on utilise la relation
ak =
1
k!
dk
dzk
(
ξ′
ξ
)
|z=0 , k > 0
avec
ξ′
ξ
(z) =
α′ (z)
α (z)
+
β′ (z)
β (z)
, ξ (z) = α (z)β (z)
où
α (z) = π−
z
2Γ
(z
2
+ 1
)
et β (z) = (z − 1) ζ (z) .
Lemma 5.
α′ (z)
α (z)
= −
log (π) + γ
2
+
+∞∑
k=2
(−1)k+1 ζ (k + 1)
2k+1
zk
Proof. On peut écrire pour Re (z) > 0
logα (z) = −
log (π) + γ
2
z +
+∞∑
k=2
(−1)
k
ζ (k)
k2k
zk
car
1
Γ (z)
= z exp
(
γz −
+∞∑
k=2
(−1)k ζ (k)
k
zk
)
,
donc
α′ (z)
α (z)
= −
log (π) + γ
2
+
+∞∑
k=1
(−1)k+1 ζ (k + 1)
2k+1
zk.

Lemma 6. Le développement en série entière de β
′
β
au voisinage de 1 est donné
par
β′
β
(z) =
+∞∑
n=0
(
n+1∑
k=1
(−1)n+1−k (n+ 1)
k
γn+1,k
)
(z − 1)n
où
γn,k =
∑
n1+···+nk=n
γn1−1
(n1 − 1)!
· · ·
γnk−1
(nk − 1)!
, k 6 n.
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Proof. On sait que β est développable en série entière au voisinage de 1,
β (z) = 1 +
+∞∑
n=0
(−1)n
γn
n!
(z − 1)n+1 ,
β (z) = 1 + γ (z) , γ (z) =
+∞∑
n=1
(−1)n−1
γn−1
(n− 1)!
(z − 1)n et γ (1) = 0
log β (z) =
+∞∑
k=1
(−1)
k−1
k
γ (z)
k
pour |γ (z)| < 1
log β (z) =
+∞∑
k=1
1
k
(
+∞∑
n=1
(−1)
n−k
∑
n1+···+nk=n
γn1−1
(n1 − 1)!
· · ·
γnk−1
(nk − 1)!
(z − 1)
n
)
=
+∞∑
n=1
(
n∑
k=1
(−1)n−k
k
∑
n1+···+nk=n
γn1−1
(n1 − 1)!
· · ·
γnk−1
(nk − 1)!
)
(z − 1)
n
β′ (z)
β (z)
=
+∞∑
n=1
n
(
n∑
k=1
(−1)
n−k
k
∑
n1+···+nk=n
γn1−1
(n1 − 1)!
· · ·
γnk−1
(nk − 1)!
)
(z − 1)
n−1
=
+∞∑
n=0
(
n+1∑
k=1
(−1)
n+1−k
(n+ 1)
k
∑
n1+···+nk=n+1
γn1−1
(n1 − 1)!
· · ·
γnk−1
(nk − 1)!
)
(z − 1)n .

Theorem 1. Les coefficients an s’écrivent
an =
(−1)
n+1
ζ (n+ 1)
2n+1
+
+∞∑
p=n
p+1∑
k=1
(−1)
m+k−1
C np (p+ 1)
k
γn+1,k, ∀n > 1. (2.14)
Proof. On a
1
n!
dn
dzn
(
α′
α
)
(0) =
(−1)n+1 ζ (n+ 1)
2n+1
, ∀n > 1
et
β′
β
(z) =
+∞∑
p=0
(
p+1∑
k=1
(−1)p+1−k (p+ 1)
k
γp+1,k
)
(z − 1)
p
=
+∞∑
p=0
(
p+1∑
k=1
(−1)
p+1−k
(p+ 1)
k
γp+1,k
)(
+∞∑
m=0
(−1)
p−m
Cmp z
m
)
où Cmp = 0 si m > p
β′
β
(z) =
+∞∑
m=0
(
+∞∑
p=m
p+1∑
k=1
(p+ 1) (−1)
m+k−1
k
Cmp γp+1,k
)
zm
1
n!
dn
dzn
(
β′
β
)
(0) =
+∞∑
p=n
p+1∑
k=1
(p+ 1) (−1)m+k−1 C np
k
γn+1,k,
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on en déduit que
an =
(−1)
n+1
ζ (n+ 1)
2n+1
+
+∞∑
p=n
p+1∑
k=1
(p+ 1) (−1)
m+k−1
C np
k
γn+1,k.

En combinant l’équation 2.9 et 2.14, on a
λn =
+∞∑
m=0
Cm+1m+n
[
(−1)
m+1
ζ (m+ 1)
2m+1
+
+∞∑
p=m
p+1∑
k=1
(p+ 1) (−1)
m+k−1
Cmp
k
γm+1,k
]
,
dans [3], Li donne une expression des coefficients sous la forme
λn = 1− n
log (4π) + γ
2
−
n∑
k=2
C kn (−1)
k (
1− 2−k
)
ζ (k)
−
n∑
l=1
C ln
(−1)
l−1
(l − 1)!
lim
A→+∞


∑
m6A
Λ (m)
m
log (m)l−1 −
1
l
log (A)l

 ,
on voit ainsi que dans chaque représentation de λn, l’expression obtenue est d’une
grande complexité. Pour étudier le signe des coefficients de Li, on est amené à faire
intervenir des opérateurs de certains espaces de Hilbert.
3. Les opérateurs associés au critère de positivité de Li
Soit ς une fonction analytique sur ]0, 1[×R, ayant un nombre infini de zéros. On
note l2 (ς), l’espace des familles de nombres complexes indexées par Z (ς)
z = {zρ}ρ∈Z(ς) telles que
∑
ρ
|zρ|
2
< +∞
où Z (ς) est l’ensemble des zéros de ς , comptés avec leur ordre de multiplicité, et la
sommation est définie par 2.6. On munit l2 (ς) du produit scalaire antilinéaire par
rapport au premier argument et linéaire par rapport au second
〈z, s〉 =
∑
ρ
zρsρ, z = {zρ}ρ∈Z(ς) et s = {sρ}ρ∈Z(ς) ,
l2 (ς) muni de ce produit scalaire est un espace de hilbert séparable à base dénombrable.
Soit L̂ un opérateur de classe-trace sur l2 (ς), c’est-à-dire, un opérateur tel que
L̂ = L̂1L̂2 où L̂1 et L̂2 sont des opérateurs de Hilbert-Schmidt [5]. Le théorème de
Lidskii [4] permet d’écrire
Trace
(
L̂
)
=
∑
n
〈
en, L̂en
〉
=
∑
n>1
λn
(
L̂
)
où
{
λn
(
L̂
)}
est l’ensemble des valeurs propres de L comptées avec leur ordre de
multiplicité. D’après Weyl [7], la série est absolument convergente, donc commu-
tativement convergente et si φ est une bijection de N∗ sur Z (ς), on a
Trace
(
L̂
)
=
∑
ρ
λρ
(
L̂
)
, λρ
(
L̂
)
= λφ−1(ρ)
(
L̂
)
.
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On donne une autre approche de la notion de trace d’un opérateur L̂ à domaine
dense dans un espace de Hilbert H. Si L̂† est le dual de L̂, l’opérateur L̂ se
décompose en sa partie réelle et sa partie imaginaire
L̂ = Â+ iB̂, Â =
L̂+ L̂†
2
et B̂ =
L̂− L̂†
2i
,
Â et B̂ sont des opérateurs symétriques sur dom
(
L̂
)
. On fait l’hypothèse que ces
opérateurs sont essentiellement autoadjoints. La fermeture de Â et B̂ est encore
notée Â et B̂. Le théorème de Von Neumann permet de construire une mesure
spectrale pour Â, notée EA, et une mesure spectrale pour B̂, notée EB. Pour ces
mesures
Â =
∫
λdEA (λ) et B̂ =
∫
λdEB (λ) ,
pour tout z et s dans H et pour toute fonction borélienne bornée f
〈
f
(
Â
)
z,s
〉
=
∫ +∞
−∞
f (λ) dµz,s (λ) ,
〈
f
(
B̂
)
z,s
〉
=
∫ +∞
−∞
f (λ) dνz,s (λ)
avec
µz,s (B) = 〈EA (B) z, s〉 et νz,s (B) = 〈EB (B) z, s〉
pour tout borélien B de R. Ces mesures sont des mesures complexes bornées et
si on pose µz = µz,z et νz = νz,z, ces mesures sont des mesures positives qui sont
des probabilités si z est un état pur de H. Dans ce qui suit {en} est une base
hilbertienne de H et les mesures de probabilité µn et νn sur R sont définies par
µn = µen,en et νn = νen,en . On définit les mesures positives µe et νe par
µe (B) =
∑
n
µn (B) 6 +∞ et νe (B) =
∑
n
νn (B) 6 +∞, ∀B ∈ Bor (R)
ces mesures sont des mesures positives.
Definition 1. La trace de L̂ le long de la base hilbertienne e = {en}, si elle existe,
est définie par
Tracee
(
L̂
)
=
∫ +∞
−∞
λdµe (λ) + i
∫ +∞
−∞
λdνe (λ) , (3.1)
si cette trace est indépendante du choix de la base hilbertienne e, on dit que l’opérateur
L̂ est un opérateur à trace et on pose
Tracee
(
L̂
)
= Trace
(
L̂
)
.
Proposition 4. Pour toute fonction borélienne f bornée sur R
Tracee
(
f
(
Â
))
=
∫ +∞
−∞
f (λ) dµe (λ) et Tracee
(
f
(
B̂
))
=
∫ +∞
−∞
f (λ) dνe (λ) .
On pose
AB : H → C, AB (e) = 〈EA (B) e, e〉 et BB : H → C, BB (e) = 〈EB (B) e, e〉 , e ∈H
on munit H d’une mesure positive, notée ρ. On se fixe un sous-ensemble mesurable
H ⊂ H et on définit pour tout borélien B de R
ρA,H (B) =
∫
H
AB (e) dρ (e) et ρB,H (B) =
∫
H
BB (e) dρ (e)
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alors ρA,H et ρB,H sont des mesures positives sur les boréliens de R. La trace sur
H de L̂ = Â+ iB̂ pour la mesure ρ est
Traceρ,H
(
L̂
)
=
∫ +∞
−∞
λdρA,H (λ) + i
∫ +∞
−∞
λdρB,H (λ) .
Pour que cette notion de trace ait un sens il faut vérifier, par exemple, que ρA,H
soit une mesure sur les boréliens de R. Si
B =
∑
n
Bn
ρA,H (B) =
∫
H
AB (e) dρ (e) =
∫
H
〈EA (B) e, e〉 dρ (e)
=
∫
H
〈
EA
(
∑
n
Bn
)
e, e
〉
dρ (e)
=
∫
H
∑
n
〈EA (Bn) e, e〉 dρ (e) =
∑
n
∫
H
〈EA (Bn) e, e〉dρ (e)
=
∑
n
ρA,H (Bn) ,
pour une mesure spectrale on a l’additivité complète et puisque ρ est une mesure
positive, le théorème de Fubini permet de conclure. Si L̂ est un opérateur à trace
au sens de Lidskii, on a
Trace
(
L̂
)
= Traceδ,H
(
L̂
)
où H est une base hilbertienne quelconque de H et δ est le peigne de Dirac sur H,
δ =
∑
e∈H
δe.
On revient à l’espace de Hilbert H = l2 (ς) des familles de nombres complexes,
z = {zρ}ρ∈Z(ς) telles que
∑
ρ |zρ|
2
< +∞ où Z (ς) est l’ensemble des zéros de ς
comptés avec leur ordre de multiplicité.
Definition 2. L’opérateur de Li L̂ζ , associé à la fonction analytique ς, est l’opérateur
défini par
L̂ζ (z) =
{
zρ
ρ
}
ρ∈Z(ς)
.
Remark 3. Plus généralement, pour un a = {aρ}ρ∈Z(ς), l’opérateur de multiplica-
tion par a est défini par
L̂a (z) = {aρzρ}ρ∈Z(ς) ,
la forme linéaire
la (z) =
∑
ρ
aρzρ
est le produit d’Abel de a et z,
∑
ρ
|aρzρ| < +∞.
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Theorem 2. L’opérateur de L̂ζ associé à la fonction zêta,est un opérateur à trace
et
λn = Trace
(
Pn
(
L̂ζ
))
, ∀n > 1
où Pn (t) = 1− (1− t)
n
.
On se fixe une mesure spectrale E sur l2 (ς),
E : Bor (R) → Proj
(
l2 (ς)
)
de la tribu borélienne de R à valeurs les projecteurs de l2 (ς). Le théorème de Von
Neumann donne l’existence d’un unique opérateur T̂ de l2 (ς) à domaine dense et
autoadjoint vérifiant
T̂ =
∫ +∞
−∞
λdE (λ) et
〈
T̂ f ,g
〉
=
〈
f , T̂g
〉
=
∫ +∞
−∞
λdµf ,g
où µf ,g est la mesure définie par
µf ,g (B) = 〈E (B) f ,g〉 , ∀B ∈ Bor (R) et ∀f ,g ∈l
2 (ς) .
Proposition 5. La mesure spectrale associée à l’opérateur L̂f est définie par les
projecteurs orthogonaux E (B) de l2 (ς) sur la fermeture dans l2 (ς) de l’espace vec-
toriel engendré par
{eρ : f (ρ) ∈ B} .
Proof. En effet,
〈
L̂feρ, eν
〉
= lim
A→+∞
∫ +A
−A
λdµeρ,eν
∫ +A
−A
λdµeρ,eν = lim
n→+∞
n−1∑
k=0
k
n
〈
E
([(
−1 +
2k
n
)
A,
(
−1 +
2 (k + 1)
n
)
A
[)
eρ, eν
〉
,
E
([(
−1 +
2k
n
)
A,
(
−1 +
2 (k + 1)
n
)
A
[)
eρ
=
{
eρ si f (ρ) ∈
[(
−1 + 2k
n
)
A,
(
−1 + 2(k+1)
n
)
A
[
ol2(ς) sinon
,
et
∫ +A
−A
λdµeρ,eν = lim
n→+∞
(
−1 +
2k
n
)
Aδρ,ν avec f (ρ)−
2
n
A <
(
−1 +
2k
n
)
A 6 f (ρ)
∫ +A
−A
λdµeρ,eν = f (ρ) δρ,ν , ∀ρ, ∀ν si f (ρ) ∈ [−A,A[ et 0 sinon.
On en déduit que
〈
L̂feρ, eν
〉
= f (ρ) δρ,ν et L̂feρ = f (ρ) eρ, ∀ρ
l’unicité dans le théorème spectral de Von Neumann permet de conclure. 
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En particulier, si L̂f est un opérateur à trace, sa trace est donnée par
∑
ρ f (ρ),
la sommation est définie en 2.6. La trace de L̂f s’identifie à la trace définie en 3.1.
Cette remarque permet de définir la notion de trace à une classe d’opérateurs à
domaine dense qui contient les opérateurs à trace au sens de Lidskii. Par 2.7,
λn = Trace
(
L̂fn
)
avec fn (z) = Pn
(
1
z
,
1
z
)
la fonction f est à valeurs réelles. L’opérateur En (B), associée au borélien B de
R, est défini par la projection orthogonale sur la fermeture du sous-espace vectoriel
engendré par
{eρ : fn (ρ) ∈ B} ,
les fn (ρ) sont positifs, sauf pour un nombre fini de ρ comptés avec leur ordre de
multiplicité et
〈En (B) (eρ) , eτ 〉 = δρ,τ1B (fn (ρ)) = µn,ρ,τ (B) .
Pour une fonction étagée, si on pose µn,ρ = µn,ρ,ρ alors
∫ +∞
−∞
(∑
λi1Bi
)
dµn,ρ =
∑
λi1Bi (fn (ρ)) =
(∑
λi1Bi
)
(fn (ρ))
pour toute fonction mesurable positive h,
∫ +∞
−∞
hdµn,ρ = h (fn (ρ)) = δfn(ρ) (h)
la mesure ainsi définie est la mesure de Dirac au point fn (ρ). Cette remarque
s’étend à toutes les fonctions f à valeurs réelles définies sur ouvert contenant les
zéros de ς .
Remark 4. Pour la fonction zêta ζ, si l’hypothèse de Riemann est vérifiée alors
Re (ρ) = 12 , la mesure spectrale associée à la partie réelle de l’opérateur de Li L̂ζ
est définie par les projecteurs orthogonaux E (B) sur la fermeture des sous-espaces
vectoriels engendrés par
{
eρ :
1
1
2 +
1
4 Im (ρ)
2 ∈ B
}
.
On peut calculer d’une autre façon les coefficients de Li, si on pose L̂ζ = Âζ+iB̂ζ
la décomposition en partie réelle et imaginaire de l’opérateur de Li. On définit la
mesure produit sur R2 par
τ = µ⊗ ν
où µ est la mesure associée à Âζ , ν est la mesure associée à B̂ζ . Soit Qn ∈ R [X,Y ],
le polynôme défini par ∀n > 1
Qn (X,Y ) = Pn
(
Z,Z
)
=
n∑
p=1
[ p2 ]∑
k=0
(−1)
p+k+1
C pnC
2k
p X
p−2kY 2k, Z = X + iY .
Theorem 3. Les coefficients de Li s’écrivent
λn =
∫
R2
Qn (x, y) dτ (x, y) , ∀n > 1.
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Remark 5. Le support de la mesure τ est contenu dans [0, 1]× [−1, 1], comme Qn
est une fonction paire en y, on peut écrire les coefficients de Li sous la forme
λn
2
=
∫
[0,1]2
Qn (x, y) dτ (x, y)
=
∫
[0,1]2∩
{
x2+y2> 1
tg2( π2n )
}Qn (x, y) dτ (x, y) +
∫
[0,1]2∩
{
x2+y2< 1
tg2( π2n)
}Qn (x, y) dτ (x, y)
avec ∫
[0,1]2∩
{
x2+y2> 1
tg2( π2n)
}Qn (x, y) dτ (x, y) > 0 et
∫
[0,1]2∩
{
x2+y2< 1
tg2( π2n)
}Qn (x, y) dτ (x, y) < 0.
4. Les traces des opérateurs associés aux coefficients de Li
Dans ce paragraphe, on s’intéresse aux traces définies par certains opérateurs de
l2 (ς), où ς est une fonction analytique sur ]0, 1[ × R, ayant un nombre infini de
zéros. L’opérateur de Li vérifie
L̂ (eρ) =
1
ρ
eρ, ∀ρ ∈ Z (ς) ,
avec
L̂ = L̂f avec f (z) =
1
z
, z ∈ C∗,
si
{
1
ρ
}
ρ∈Z(ζ)
∈ l2 (ς), L̂ est un opérateur de classe Hilbert-Schmidt. On définit la
trace de L̂, si elle existe, par la formule [5],
Trace
(
L̂
)
=
∑
ρ
〈
eρ, L̂eρ
〉
=
∑
ρ
1
ρ
qui correspond au premier coefficient de Li λ1 et
λn = Trace
(
Pn
(
L̂
))
, ∀n > 1.
L’opérateur
L̂z = e
−z
+∞∑
n=1
zn
n!
Pn
(
L̂
)
,
vérifie
L̂z = 1− e
−zL̂, 1 = Id l2(ς)
si cet opérateur est un opérateur à trace alors
Trace
(
L̂z
)
= e−z
+∞∑
n=1
zn
n!
λn =
∑
ρ
(
1− e−
z
ρ
)
.
Lemma 7. Si l’opérateur L̂z est un opérateur à trace alors la série
∑+∞
n=1
λnz
n
n!
converge et
+∞∑
n=1
λnz
n
n!
= ez
∑
ρ
(
1− e−
z
ρ
)
.
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Lemma 8. Pour tout n, m ∈ N∗
PnPm = Pn + Pm − Pn+m,
en particulier, l’espace vectoriel engendré par
{
1, L̂n : n ∈ N
∗
}
est une algèbre unitaire et
L̂n ◦ L̂m = L̂n + L̂m − L̂n+m, L̂n = Pn
(
L̂
)
.
Theorem 4. Pour toute permutation τ de Z (ζ) on a le théorème de commutativité,
∑
ρ
1
τ (ρ)
=
∑
ρ
1
ρ
,
en particulier,
∑
ρ
1
|ρ|
< +∞.
Proof. L’opérateur
L̂τ (eρ) = eτ(ρ), ∀ρ ∈ Z (ζ)
est une isométrie de l’espace de Li, L̂τ−1 ◦ L̂ ◦ L̂τ est un opérateur à trace car L̂ est
à trace et
Trace
(
L̂τ−1 ◦ L̂ ◦ L̂τ
)
=
∑
ρ
1
τ (ρ)
= Trace
(
L̂
)
=
∑
ρ
1
ρ
.

Remark 6. On a
Trace
(
L̂τ
)
= card (Fτ ) , Fτ = {ρ ∈ Z (ζ) : τ (ρ) = ρ} .
La famille
{
1
ρk
}
ρ∈Z(ζ)
est sommable pour tout k > 1.
Soit Hς (U), l’ensemble des fonctions holomorphes f sur U contenant Z (ς) telles
que {f (ρ)}ρ∈Z(ζ) ∈ l
2 (ς). On définit l’opérateur
L̂f (eρ) = f (ρ) eρ, ∀ρ ∈ Z (ς) ,
on a
L̂f(p) = (−1)
p
p!L̂p+1f = (−1)
p
p!L̂p+1,
en particulier,
L̂m =
m∑
p=1
(−1)pm!
p! (m− p)!
L̂p = −
m∑
p=1
m!p
(p!)
2
(m− p)!
L̂f(p−1) = L̂−
∑
m
p=1
m!p
(p!)2(m−p)!
f(p−1)
.
On pose
L̂z (eρ) =
1
z − ρ
eρ, z /∈ Z (ζ)
alors
Trace
(
L̂z
)
=
ξ
′
(z)
ξ (z)
,
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l’hypothèse de Riemann est équivalente à iL̂ 1
2
est un opérateur hermitien et
Trace
(
iL̂ 1
2
)
= i
ξ
′
(
1
2
)
ξ
(
1
2
) .
Si L̂
(k)
z est l’opérateur
L̂(k)z (eρ) =
dk
dρk
(
1
z − ρ
)
eρ
alors
L̂(k)z = k!L̂
k
z ,
et L̂0 = −L̂. On peut donner une autre représentation du n
ième coefficient de Li.
Theorem 5. On a
λn = Trace L̂fn
où
fn (z) = gn
(
1
z
)
,
avec
gn (z) = −
z
(n− 1)!
dn
dzn
(
zn−1 log (1− z)
)
.
Proof. On rappelle que
λn =
1
(n− 1)!
dn
dzn
(
zn−1 log (ξ (z))
)
|z=1 ,
λn = −
+∞∑
k=1
C kn+k−1ρk = −
∑
ρ
+∞∑
k=1
C kn+k−1
1
ρk
par 2.13, 2.9 et 2.10
+∞∑
k=1
C kn+k−1
1
ρk
=
z
(n− 1)!
dn
dzn
(
zn−1 log (1− z)
)
|z= 1
ρ
si on pose
gn (z) = −
z
(n− 1)!
dn
dzn
(
zn−1 log (1− z)
)
et
fn (z) = gn
(
1
z
)
,
on peut écrire
λn = Trace L̂fn .

De façon analogue, on peut exprimer la différence λn+1 − λn en utilisant le
théorème suivant.
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Theorem 6. On a
λn+1 − λn = Trace L̂fn
où
fn (z) = gn
(
1
z
)
,
avec
gn (z) = −
z
n!
dn
dzn
(
zn
1− z
)
.
Proof. On rappelle que
λn+1 − λn =
1
n!
dn
dzn
(
znξ
′
(z)
ξ (z)
)
|z=1 ,
λn+1 − λn = −
+∞∑
k=0
C kn+kρk+1 = −
∑
ρ
+∞∑
k=0
C kn+k
1
ρk+1
par 2.13, 2.9 et 2.10
−
+∞∑
k=0
C kn+k
1
ρk+1
= −
z
n!
dn
dzn
(
zn
1− z
)
|z= 1
ρ
si on pose
gn (z) = −
z
n!
dn
dzn
(
zn
1− z
)
et fn (z) = gn
(
1
z
)
alors
λn+1 − λn = Trace L̂fn .

Remark 7. On a une relation entre gn et gn de la forme
gn+1 − gn = gn, ∀n.
Si on suppose que
∑
ρ |f (ρ)|
2
< +∞ alors l’opérateur
L̂f (eρ) = f (ρ) eρ
est un opérateur de Hilbert-Schmidt, son spectre est défini par
Spect
(
L̂f
)
= f (Z (ζ)) ∪ {0} ,
et si f (Z (ζ)) ⊂ R alors Lf est auto-adjoint, ses sous-espaces propres sont de la
forme
E (λ) = Vect {eρ : f (ρ) = λ} , λ ∈ Spect
∗
(
L̂f
)
et de dimension finie.
On peut étendre les définitions précédentes aux fonctions
Pn,m (z) = 1− (1− z)
n (1− z)m , ∀n,m ∈ Z
et
L̂n,m = 1−
(
1− L̂
)n (
1− L̂†
)m
, 1 = Id l2(ς)
ces opérateurs sont des opérateurs à traces qui vérifient les propriétés suivantes.
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Lemma 9. On a
Pn1,m1 × Pn2,m2 = Pn1,m1 + Pn2,m2 − Pn1+n2,m1+m2
en particulier,
L̂n1,m1 ◦ L̂n2,m2 = L̂n1,m1 + L̂n2,m2 − L̂n1+n2,m1+m2 ,
et les égalités suivantes
Trace
(
L̂−n,−m
)
= Trace
(
L̂n,m
)
, ∀n,m ∈ Z,
L̂†n,m = L̂m,n,
Trace
(
L̂†n,m
)
= Trace
(
L̂m,n
)
, ∀n,m ∈ Z.
L’opérateur L̂n,n est un opérateur de trace négative.
Proof. La preuve de la dernière assertion s’obtient en écrivant l’égalité
Trace
(
L̂n,n
)
=
∑
ρ
1−
1
2
(∣∣∣∣1−
1
ρ
∣∣∣∣
2n
+
∣∣∣∣1−
1
ρ
∣∣∣∣
−2n
)
6 0.

Remark 8. On a
Trace
(
L̂n,n
)
=
∑
ρ
1−
∣∣∣∣1−
1
ρ
∣∣∣∣
2n
=
∑
ρ
1−
(
1−
2Re (ρ)− 1
|ρ|
2
)n
,
si n > 0 et Re (ρ) > 12 alors
1−
(
1−
2Re (ρ)− 1
|ρ|2
)n
> 0,
si Re (ρ) < 12 alors
1−
(
1−
2Re (ρ)− 1
|ρ|
2
)n
< 0
et si Re (ρ) = 12 alors
1−
(
1−
2Re (ρ)− 1
|ρ|
2
)n
= 0.
En particulier,
∑
ρ, Re(ρ)> 12
1−
∣∣∣∣1−
1
ρ
∣∣∣∣
2n
6 −
∑
ρ, Re(ρ)> 12
1−
∣∣∣∣1−
1
ρ
∣∣∣∣
−2n
.
5. Conclusion
On a proposé différentes méthodes pour calculer les coefficients de Li. Les calculs
dans C pour décrire ces coefficients sont d’une grande complexité et les résultats
obtenus ne permettent pas de décider de la positivité de ces coefficients. On est
donc amené à définir ces coefficients comme trace d’opérateurs de l’espace de Hilbert
l2 (ς). Cette approche permet de donner une représentation des coefficients λn sous
forme d’intégrale définie à l’aide des mesures spectrales. Les résultats obtenus
restent insuffisants pour démontrer le critère de positivité de Li.
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