Motion blur is a typical and common degradation in surveillance system. The problem of motion estimation based on super resolution reconstruction of multiple images is addressed in this paper. This paper presents a motion projection onto convex set (POCS) 
Introduction
In many applications, like surveillance, image sequences are of poor qualities. The captured images are usually blurred by many reasons. These degradations mainly include: (i) optical blur (ii) image sampling by the CCD array (iii) motion blur [1] . Moreover, motion blur is a common and typical problem in photographing fast moving objects. It can be regarded as a degraded representation of the ideal image that would have been captured at a certain instant by an ideal camera. Often changing the camera to improve the quality of the images is not an option. Because of the high cost and limitations in practice, it is important and economical to enhance the quality and resolution by post-processing technologies.
Deconvolution is an important restored idea for motion deblurring. Image deconvolution can be further separated into the non-blind and blind cases. In non-blind deconvolution cases, the motion blur kernel was assumed to be known. In fact, it was limited for the use. In the case of blind deconvolution, the problem was more ill-posed. A motion blur was characterized by its point spread function (PSF) whose parameters were closely related to the motion. The solution assumed to obtain a prior parametric form by estimating a few parameters from a blurred image [2] . The simplest motion blur was the spaceinvariant motion blur, which had been studied extensively. Early works based on a single-image restoration assumed linear motion blur kernel model, which were over simplified for true motion blurring in practice [3] [4] [5] [6] [7] . Moreover, some methods used image priors and kernel priors to constrain an optimization for the blur kernel and the latent image. Fergus [8] used a natural image prior on image gradients in a variation Bayes framework to estimate the blur kernel. Levin [9] took a similar approach for object motion blur, where an image was segmented into several areas of different motion blur and then each area was deblurred independently. In practice, however, as motion can be quite complex, motion blurs can be much more complicated than the simple cases. For example, the blur can be spacevariant, nonlinear, local and multiple. The space-variant motion blur is motivated by the wide existence of fast object motion within every exposure period. The challenge is mainly on the space-variant property of the blur kernel. There is relatively little work on handling space-variant blur. Yosuke [10] proposed a method to translate a camera sensor circularly about the optical axis during exposure, so that high frequencies can be preserved for a wide range of in-plane linear object motion in any direction within some predetermined speed. Reference [11] proposed a method to estimate spacevariant blur kernels based on values of the alpha map. The method relied strongly on the precomputation of a good alpha matter and assumed the scene to be a foreground object moving across a background.
In some practical forensic examinations, we cannot obtain all information just from one image and perhaps get inaccurate or wrong estimation. The above methods are usually computationally efficient but only work in the simple blurring cases such as symmetric optical blurring or simple motion blurring with constant velocity. To solve more complex motion blurring, several works have utilized multiple images or videos to obtain more information of the blur kernel [12] [13] [14] [15] . Schultz [12] used video analysis idea to estimate PSF by combing partial information. Shan et al. [13] incorporated spatial parameters to enforce natural image statistics using a local ringing suppression step and [14] used two images with PSF in different directions for deblurring problems. Furthermore, [15] presented a modified the maximum a-posteriori (MAP) estimation based on high-order non-local range Markov Random Field (MRF) prior to resolve the restoration problem.
In this paper, based on super resolution algorithm, we present a modified projection onto convex set (POCS) algorithm for removing motion blur from multiple images. In the different exposure time, multiple images are chosen to estimate inter and intra shifts of the pixels. The acquired shift parameters are incorporated into the imaging motion model to construct a joined PSF, which is used to warp the sampled pixels of high-resolution (HR) image to the low-resolution (LR) grid. Based on the convex constraint sets, we determine the pixels on the HR grid and restore the blur for each iteration.
Image formation process Model
We first briefly describe the used model of image formation in our experiments. The basic structure of the digital camera imaging pipeline is shown in Figure 1 [16] . First, light from a scene enters the camera through a lens and passes through a set of filters including an anti-aliasing filter. Then the light is captured by a sensor named as CCD or CMOS and goes through a color filter array (CFA) to get color information, which is demosaiced and processed with correction and balance adjustment. Finally, the raw image is stored in the camera memory device in a user-selected image format (e.g., RAW, TIFF or JPEG). From the image acquisition model, there are many reasons can reduce the image quality, such as optical defocus, atmospheric disturbance and noise. Motion blur is one of the typical degradation models. It occurs in photography whenever either the object or the camera moves during the shutter interval. Motion that occurred over this extended period of time is visible in a single snapshot, resulting in a distinctive blurry streak for fast moving objects. As for image or video acquisition systems, the object moves in successive frames. There is lots of relative information between the frames. The 
Let h denote the blur kernel, which is so-called PSF, the imaging model can be simplified as * g f h 
where * is the convolution operator and the deconvolution is the key point to recover the clear image from the blurred one. In the blind deconvolution methods, PSF is an important factor, of which the value will directly affect the quality of the restored images. Figure 2 shows the simplest principle of the degraded uniform-velocity model of blurred image. In most cases, the scene A, B, C, …, will image to the pixel 1, 2, 3, …,respectively. But when the object moves rapidly, the scene will image at the other pixel instead. The same overlapping is operated to others scenes. So the imaging PSF for linear horizontal motion blur is given by
Where L  is the line segment of length L oriented at an angle of θ degree from the x axis. Then, the blurred image can be written as
This assumption is valid when the motion blur is uniform for the entire image. The blur is the trailing smear caused by the mutual covering of the pixels during the motion. Otherwise, the image can be divided into regions having approximately a constant motion blur. If supposing the motion blur is a one dimensional kernel 
Method Description
The goal of this paper is to develop a robust numerical algorithm to recover a HR image from multiple motion-blurred images. In our setting, the input multiple images are passively captured by a commodity digital camera without any specific hardware. For spatially-invariant linear blur, the PSF can be found by multiplying the image-space object velocity with the exposure time or generated by the length L and angle α , which is defined in equation (5) . Since the object moves in successive frames, the blurred images are needed to be aligned before the deconvolution. For linear constant velocity motion, the alignment corresponds to a shift in the image plane, which is computed by the shift between ( 1) which can be estimated by optical flow method [17] .
Assumed that the only changes in the scene imaging are caused by motion, we incorporate the shift model into the image acquisition process.
( , ) ( * )( )
Where ( ) v h  is the joined PSF including the motion of the object and the pixel shift of the imaging plane. In this paper, we assume the blurred images are needed to be aligned before the deconvolution and the geometric transforms given by a sum of products of the PSF coefficients and the corresponding deblurred pixels in the area spanned by the PSF. Since the blur of the multiple images is perhaps space-variant, the PSF would be changeable for each image. The POCS method is based on pixel-by-pixel processing. We apply a moving window to a blurred source with a variable PSF. Then, the deblurred pixels estimated directly under the joined PSF are updated according to the following closed, convex constraint sets
The  represents the predefined threshold, which is a checkout coefficient to change the projection in each iteration. So the motion-POCS method can be summarized in the following steps:
Step1: Estimate the motion parameters for the motion length L and angle θ .
Step2: Estimate the pixel shifts between the sequential video frames to determine mapping vector M .
Step3: According to the motion parameters and pixel shifts, map each pixel to the corresponding location of the next frame, and then compute each residual error.
Step4: If the absolute value of the residual is larger than a predefined error bound, back project the residual onto the current image so that the residual can fall within the predefined bound.
Step5: Update the current state until the image quality is acceptable.
Experimental Results
We have conducted a serial synthetic experiment to demonstrate the performance of the proposed algorithm. The original "mobile" video sequence is blurred by the linear motion with length pixels and an angle of the theta in a counterclockwise direction. The length is 10 and the angle is 5. We choose four frames of the motion-blurred sequence shown in Figure 4 . We compare with the traditional blind deconvolution method from a single image, which use cepstrum to estimate the blur parameters to generate PSF [7] . The cepstrum method gets the parameters with length 10 and angle 6. The acquired motion information is used to compute imaging PSF and restore through regularized and LucyRichardson method, which results are shown in Figure 5 (a) and (b), respectively. We use optical flow to estimate the pixel shifts of the video sequence [17] . Combined with the computed imaging PSF above, the restoration of our method is shown in Figure 6 . Here the threshold is set to
 
. The parameter is chosen experimentally, which can provide the best and robust restoration.
As Figure 5 and Figure 6 shown, both the single-image blind deconvolution and our method can improve the image quality. But the deblurring effect of the former is limited since the imaging PSF is not accurate. Moreover, the traditional single-frame restoration remains some artifacts around the calendar digitals, while our method recovers more clearly and sharply, such as the number 11-14 and 29 of the image. The second experiment is a captured video from a street. One of the observations is shown in Figure7. Since the motion blur of the bus is much complicated than the synthetic experiment, we use the traditional restoration through regularized and Lucy-Richardson operator cannot give the ideal restoration. Figure8 shows the result of the proposed method for the objective bus. The image features are more distinctly visible, especially the texts of the bus are more readable on the restored images.
Figure7. One of the observed blurred images
Figure8. The restoration of the proposed method
Conclusion
The relative motion between the object and camera at the exposure time will cause the motion blur. Since the path of the relative motion can be arbitrary, deblurring of motion blurred images is a hard problem. This paper mainly focused on the estimation of multiple images based on POCS algorithm. Considering the objects moving in successive frames have much relative information between inter and intra frames, we incorporate the imaging model and pixel shifts to construct a joined PSF, which determine the moving window to the image in each iteration. Compared to the single restored methods, the proposed method can restore the images better and get clearer and sharper qualities.
