Multi-objective land allocation (MOLA) can be regarded as a spatial optimization problem that allocates appropriate use to specific land units concerning some objectives and constraints. Simulating annealing (SA), genetic algorithm (GA), and particle swarm optimization (PSO) have been popularly applied to solve MOLA problems, but their performance has not been well evaluated. This paper applies the three algorithms to a common MOLA problem that aims to maximize land suitability and spatial compactness and minimize land conversion cost subject to the number of units allocated for each use. Their performance has been evaluated based on the solution quality and the computational cost. The results demonstrate that: (1) GA consistently achieves quality solutions that satisfy both the objectives and the constraints and the computational cost is lower. (2) The popular penalty function method does not work well for SA in handling the constraints. (3) The solution quality of PSO needs to be improved. Techniques that better adapt PSO for discrete variables in MOLA problems need to be developed. (4) All three algorithms take high computational costs to achieve quality solutions in handling the objective of maximizing spatial compactness. How to encourage compact allocation is a common problem for them.
Introduction
Multi-objective land allocation (MOLA) is a common problem of allocating land units for optimal uses in the planning field. It can be treated as a spatial optimization problem with both spatial and non-spatial objectives (e.g. maximizing land suitability, minimizing land conversion cost, maximizing spatial compactness, minimizing incompatibility between adjacent units) subject to certain constraints (e.g. the total area of the planning space, the target area for each use) (Eastman, Jiang, and Toledano 1998; Coello, Lamont, and Van Veldhuizen 2007; LigmannZielinska, Church, and Jankowski 2008; Liu et al. 2012; Masoomi, Mesgari, and Hamrah 2013) .
Due to the multiple non-concordant or conflicting objectives, a large number of possible solutions, and the interdependency between adjacent or proximate land units, exact optimization techniques, such as enumeration, linear programming, branch and bound in integer programming, are not feasible or appropriate to solve MOLA problems (Aerts et al. 2003; Duh and Brown 2007; Ligmann-Zielinska, Church, and Jankowski 2008; Masoomi, Mesgari, and Hamrah 2013; Tong and Murray 2012) . Heuristic optimization algorithms have been developed to produce approximate solutions in a reasonable time and have been found applicable to MOLA problems. However, they don't guarantee the optimal solution (Tong and Murray 2012) . Among these heuristic algorithms, simulated annealing (SA), genetic/ evolutionary algorithms (GAs/EAs) and particle swarm optimization (PSO) are three popular families (Aerts and Heuvelink 2002; Cao et al. 2011; Cao et al. 2012; Brown 2005, 2007; Lazoglou, Kolokoussis, and Dimopoulou 2016; Masoomi, Mesgari, and Hamrah 2013; Sahebgharani 2016; Santé-Riveira et al. 2008; Stewart, Janssen, and Van Herwijnen 2004) . Because of the nature of the heuristic optimization algorithms, there are some prominent issues and challenges when they are applied to MOLA problems, such as being trapped in local optima, slow rate of convergence and extremely long computation time. Each algorithm has both advantages and pitfalls, and none of them have been proved perfect to solve MOLA problems. An effective and efficient algorithm is expected to consistently achieve quality solutions within a reasonable computation time. It is necessary to compare their performance based on the solution quality and the computational cost so that decision-makers can adopt appropriate algorithm(s) in the future, as well as modify current algorithms to improve their performance.
Except for the classical algorithms in the GA, SA and PSO families, some modified algorithms have also been developed for MOLA problems by incorporating knowledge-informed designations, such as the boundarybased non-dominated sorting genetic algorithm (NSGAII), parallel GA, knowledge-informed Pareto simulated annealing (PSA), multi-objective particle swarm optimization (MOPSO), patch-level PSO, etc. (Cao et al. 2012; Duh and Brown 2007; Liu et al. 2016; Masoomi, Mesgari, and Hamrah 2013; Porta et al. 2013) . In this research, we focus on the classical algorithms rather than the modified algorithms based on the following considerations. First, the classical algorithms are flexibly applicable to different MOLA problems, while the modified algorithms are usually designed for specific MOLA problems and sometimes require extra knowledge. For instance, Duh and Brown (2007) designed a knowledgeinformed PSA to optimize the allocation of two land uses in a simulated landscape planning problem. The MOPSO and boundary-based NSGAII, developed by Masoomi, Mesgari, and Hamrah (2013) and Cao et al. (2012) , respectively, are suitable for optimizing urban land use allocation. The patch-level PSO developed by Liu et al. (2016) needs to incorporate knowledge-rules to guide the land transition. Second, the designation of the modified algorithms is based on the classical algorithms, and their performance also depends on that of the classical algorithms. However, how these classical algorithms perform in solving MOLA problems has not been well evaluated for their solution quality and computational cost. Third, the evaluation of the classical algorithms will help us to answer the following questions: Do these classical algorithms perform well enough in solving MOLA problems?
If not, what problems should the modifications focus on? Which classical algorithm is more promising for further improvement?
This paper aims to compare the performance of three popular heuristic optimization algorithms (SA, GA and PSO) in solving the MOLA problem. The three algorithms are applied to a simulated planning area represented with a 30*30 grid, and their performance is evaluated based on the solution quality and the computational cost. The remainder of the paper is organized as follows. Section 2 gives an overview of the three algorithms; Section 3 describes the data and methods used for the test; Section 4 presents and analyses the results; and Section 5 concludes the paper, discusses the limitations and identifies future research directions.
2. An overview of SA, GA and PSO SA is a single-point search technique for solving combinatorial optimization problems by simulating the thermodynamic process of crystallization (Aerts and Heuvelink 2002; Chen et al. 2007; Duh and Brown 2007; Kirkpatrick, Gelatt, and Vecchi 1983; Nourani and Andresen 1998; Onbaşoğlu and Özdamar 2001; Santé-Riveira et al., 2008) . It starts with a randomly generated solution at an initial temperature T 0 . Then a neighbour is created by making a small change of the current solution. If the neighbour solution is better, it replaces the current solution. Otherwise, it will be accepted probabilistically. Kirkpatrick, Gelatt, and Vecchi (1983) proposed to follow the Metropolis criterion to decide the acceptance probability given by
, where P ΔE ð Þ is the acceptance probability, ΔE is the difference between the neighbour and the current solution, T is the current temperature and k B is Boltzmann's constant. The initial temperature T 0 should be high enough to accept most transitions, and the probability of accepting deteriorated solutions decreases slowly as the temperature drops. The cooling schedule controls how the acceptance probability decreases. The earliest cooling schedule decreases the temperature by multiplying a cooling factor and has been criticized for the slow rate in finding the near-optimal solution. Other three popular cooling schedules are Boltzmann (logarithmic), Cauchy and quenching (exponential), respectively (Nourani and Andresen 1998; Suman and Kumar 2006) . Based on them, the temperature T i at step i is given by
, respectively. They have been proved faster than the earliest cooling schedule, but suffer the risk of converging to local optima.
GA is a stochastic search technique that simulates the natural selection process. The evolution begins with a population of solutions (individuals). Each solution is associated with a fitness value. The solutions compete to reproduce offspring based on their fitness value and through a set of operators, including selection, crossover and mutation (Coello, Lamont, and Van Veldhuizen 2007) . A few parameters influence the performance of GA, including population size, crossover probability and mutation probability. Although appropriate parameter values depend on the problem, researchers agree that a small population size is more likely to result in poor solutions, while a large population size requires longer computation time; the crossover probability was often set between 0.8 and 1.0 and the mutation probability was suggested to be a low value, e.g. 0.01-0.3 (Grefenstette 1986; Haupt 2000; Hesser and Männer 1990) . The conventional GA is suitable for solving single-objective optimization problem and has been criticized for the slow rate of convergence. The NSGAII was developed to solve multi-objective optimization problems, as well as to increase the convergence rate and improve the optimization performance (Deb et al. 2000) . The fundamental idea of NSGAII is that the solutions are ranked based on non-domination before the selection, crossover and mutation are operated. Compared to the conventional GA, NSGAII has been more popularly applied to MOLA problems and a few modified versions have been developed (Cao et al. 2011 (Cao et al. , 2012 Lazoglou, Kolokoussis, and Dimopoulou 2016; Porta et al. 2013) . Both the conventional GA and the classical NSGAII were tested to solve the MOLA problem, and the performance of NSGAII turned out to be better. Therefore, the classical NSGAII is used as a representation of the GA for the following comparison.
PSO algorithm was designed by simulating the social behaviour of bird flocking or fish schooling. It shares some characteristics of GA, by which a particle and the swarm can be regarded as an individual and a population, respectively. A solution is represented by the position of a particle. For each particle, its position is represented by a D-dimension
In one iteration, each particle in the swarm updates its position through updating the flying velocity on each dimension, which makes the particle to move towards its previous best position ðPbest d Þ and the global best position Gbest d ð Þ; Gbest d can be the best position attained by all particles or the particles in its topological neighbourhood (Banks, Vincent, and Anyakoha 2007; Kitayama and Yasuda 2006; Laskari, Parsopoulos, and Vrahatis 2002; Masoomi, Mesgari, and Hamrah 2013; Sahebgharani 2016) . The velocity and position updating in one dimension can be formulated with the following equations: PSO was initially designed for continuous optimization problems. Two approaches have been followed to adapt it for discrete variables. One is to convert the discrete variables into continuous variables. For instance, Masoomi, Mesgari, and Hamrah (2013) use real values in the range (0, 1) to represent the land use content of each cell when applying the MOPSO algorithm to optimize urban land use allocation. The other is to inherently modify the searching and updating strategies (Kitayama and Yasuda 2006; Laskari, Parsopoulos, and Vrahatis 2002; Sahebgharani 2016; Singh, Grandhi, and Stargel 2010) . For instance, Laskari, Parsopoulos, and Vrahatis (2002) modified the PSO algorithm by rounding off the real optimum values to their nearest integers after updating a particle's position, which means that the value of x new d in the position updating equation is rounded to its closest integer. Liu et al. (2016) applied this rounding-off method to the basic PSO algorithm for solving the MOLA problem. Kitayama and Yasuda (2006) proposed a penalty function method that treats discrete variables as continuous variables through penalizing at the intervals. Singh, Grandhi, and Stargel (2010) proposed a technique that controls the values of r 1 and r 2 in the velocity updating equation to guarantee integer velocity update. Two methods were tested to solve the MOLA problem in this paper, namely converting the discrete variables into continuous variables and rounding off the real optimum values; the latter method performed better. Therefore, the rounding-off method is used for the PSO algorithm in the following comparison.
SA, GA and PSO, as heuristic optimization algorithms, are not guaranteed to achieve optimal solutions in a random run. An effective and efficient algorithm is supposed to consistently achieve quality solutions within a reasonable computation time. The performance of an algorithm should be evaluated by a comprehensive consideration of the solution quality achieved in multiple runs and the computational cost. When these algorithms are run for solving the MOLA problem, an important issue is to determine when the algorithms terminate. More iterations are more likely to make the algorithm to find better solutions, but meanwhile, result in a longer computation time. One arbitrary approach is to manually set the maximum number of iterations. Another approach is to set the algorithm to terminate when it achieves convergence (Greenhalgh and Marshall 2000) . Convergence is the state when the solution makes no change with the increasing number of iterations. However, when solving MOLA problems, these algorithms are difficult to achieve absolute convergence because of the large data size and the problem complexity. Researchers have applied a relaxed convergence state for the algorithm termination when solutions make no change within a predefined number of iterations (Duh and Brown 2005; Greenhalgh and Marshall 2000) . The number should neither be too high nor too low, since a low value is more likely to make the algorithm trapped in local optima, while a very high value will increase redundant computation with no or little solution improvement.
Data and methods

Data
This study tests the performance of the three algorithms with a semi-hypothetical data set. For the convenience of comparison, a simulated 30*30 grid is used as the planning area with physical and socio-economic characteristics of the land. The planning area is allocated for three land use types, namely agricultural land, construction land and conservation land. The dataset includes three aspects of data, i.e. land suitability data, land conversion cost matrix and current land use data, respectively.
Land suitability data include three raster layers representing to what extent each land unit is suitable for agriculture, construction and conservation, respectively. Land suitability for agriculture and construction was produced by multi-criteria evaluation of physical, socio-economic and ecological factors through the analytic hierarchy process (Satty 2008) . The land suitability value of each cell is scalarized to the range [0, 1]; higher value indicates the cell is more suitable for a certain use. Land suitability for conservation is obtained through a (OR) Boolean aggregation of multiple criteria that identify ecologically sensitive or valuable land or other land need to be protected. The land suitability value of each cell is 1 or 0; 1 indicates it is suitable for conservation, while 0 indicates it is not suitable for conservation. This Boolean aggregation method is applied to encourage protection of all ecologically sensitive or valuable areas in the planning area. The multi-criteria selection and evaluation is not the focus of this study. Readers can refer to our previous research for detail information (Song and Chen 2017) . The land suitability map for agriculture, construction and conservation is shown in Figure 1(a-c) , respectively.
The land conversion cost matrix (Table 1) lists the relative cost of converting a land unit from one (current) use to another (future) use estimated by local experts and planners. Current land use data (Figure 2(b) ) is used as a benchmark for calculating the land conversion cost and evaluating the land allocation solutions.
Optimization modelling
MOLA can be represented as a multi-objective combinatorial optimization problem of optimizing (maximizing or minimizing) two or more objectives subject to certain constraints (Coello, Lamont, and Van Veldhuizen 2007) . When the target number of units allocated for each land use is an exact value, equal constraints are incorporated into the optimization model; otherwise, the model incorporates non-equal constraints. Two approaches have been developed to solve multi-objective optimization problems. One is the weighted combination of multiple objectives, which converts the multi-objective problem to a single-objective one, and achieves a single solution under a given weighting scheme. The other approach deals with the multiple objectives simultaneously by searching non-dominated solutions, by which none of the objectives can be improved without degrading some other objectives. This study solves the problem by following the multi-objective weighted combination approach. Three objectives are considered: maximizing land suitability, maximizing spatial compactness, and minimizing land conversion cost, respectively. The target number of units allocated for agricultural land, construction land, and conservation land are regarded as constraints.
The optimization model
(1) Objective 1: Maximizing land suitability.
Maximize OBJ 1 :
(2) Objective 2: Maximizing spatial compactness. It is represented by maximizing the number of cells allocated for the same use in each cell's eight neighboring cells (Aerts et al. 2003; Cao et al. 2012 ; Ligmann-Zielinska, Church, and Jankowski 2008).
Maximize OBJ 2 :
where
(3) Objective 3: Minimizing land conversion cost.
Minimize OBJ 3 :
(4) A weighted combination of Objective 1, Objective 2 and Objective 3:
Maximize U:
(5) Constraints:
In the above formulas, K is the number of land use types, and K ¼ 3. N and M are the total number of rows and columns of the planning area, respectively, and N = M = 30. x ijk 2 0; 1
when the cell i; j ð Þ is allocated for land use k, x ijk =1; otherwise, x ijk ¼ 0: W k is the weight given to land use k; W k ¼ 1. S ijk is the suitability level of cell i; j ð Þ used for land use k. C ijk is the land conversion cost when cell i; j ð Þ is allocated for land use k. U is the integrated objective function value (OFV). OBJ 1 , OBJ 2 and OBJ 3 are the OFVs of objectives 1-3, respectively. a, b; and c are the weights given to objectives 1-3, respectively. A k is the target number of cells allocated for land use k. The numbers of cells used for agricultural land, construction land and conservation in current land use are 738, 56 and 108, respectively. Considering the tendency of construction sprawl and the objective of protecting current conservation land, we set the target number of units allocated for the three land use types as 650, 110 and 140, respectively.
Constraint handling method
The constraints of the optimization model are the target numbers of cells allocated for agricultural land, construction land, and conservation land respectively. When a solution satisfies all the constraints, it is regarded as a feasible solution; otherwise, it is regarded as infeasible. The most popular constraint handling method is the use of penalty functions, by which the objective function is augmented with penalties proportional to the degree of constraint violations (CVs) (Coello, Lamont, and Van Veldhuizen 2007) . This method is applied in our test.
Maximize OFV:
In formulas (7) and (8), OFV is the augmented OFV, p is the penalty factor and CV is the constraint violation. The value of p keeps constant in the three algorithms under the same scenario, but varies with scenarios depending on the relative values of U and CV. CV of a feasible solution is zero; higher CV values indicate poorer solution quality.
Scenario design, programming and tools
Three scenarios are designed to represent different weighting schemes in formula (5). Under the three scenarios, the value of the penalty factor p in formula (7) Scenario 3: a ¼ 0:34; b ¼ 0:33; c ¼ 0:33; and p = 0.5. Scenario 3 deals with the combination of the objectives of maximizing land suitability, maximizing spatial compactness and minimizing land conversion cost. The objective function is non-linear. The weighting scheme is applied because the land allocation patterns generated by the three algorithms are more satisfactory based on our visual interpretation when planning rationality and spatial compactness are considered.
When stochastic algorithms are applied to solve optimization problems, appropriate initial solutions will increase the convergence rate and guide the algorithms to find quality solutions (Cao et al. 2011; Duh and Brown 2007; Masoomi, Mesgari, and Hamrah 2013) . Consider the MOLA context, instead of using totally random initial solutions, we created initial solutions by randomly altering 50% of current land use. We compared this method with the random initialization method. It turned out to decrease the computation time without degrading the solution quality.
Inspyred, a python open-source library, is used for running the algorithms. ARCGIS 10.3 is used for mapping and displaying the solutions. The algorithms are computed on a computer with Intel Core i7-3770 CPU@3.40GHz.
Methods for evaluating algorithm performance
The algorithms are set to terminate when the relaxed convergence state is achieved. Among the three algorithms, SA searches a single-solution in one iteration, while PSO and GA search multiple solutions. Considering this, we set the three algorithms to terminate when the best solution achieved makes no change after 10,000 solutions have been searched. The value is set to make a compromise of the solution quality and the computational cost. The performance of the algorithms under each scenario is evaluated based on the solution quality and the average computational cost in 20 runs.
The computational cost is evaluated based on the number of solutions that have been searched (evaluated) and the associated computation time. More searched solutions and longer computation time indicate higher computational cost.
The solution quality is evaluated based on the augmented OFV, the CV and the mapping of the solution. The OFV of a quality solution should be high and close to that of the estimated optimal solution. The CV of a quality solution should be zero or near zero, which indicates it satisfies or slightly violates the constraints. For Scenario 2, the mappings of the solutions are visually compared to the estimated optimal land allocation pattern, in which all cells allocated for the same use cluster into a single patch, and the shape of the patch is close to rectangular. For Scenarios 1 and 3, they are compared to the current land use pattern (Figure 2(a) ) to determine whether they fulfil the following planning rationality criteria: (a) current conservation land is preserved in the land allocation result, (b) current construction land keeps its type and (c) new construction land tends to be allocated next to current construction land. The three criteria are defined based on the following planning considerations. First, current conservation land is supposed to be protected from construction and agricultural activities. Second, the conversion from construction land to conservation or agricultural land is possible, but seldom happens, and the conversion cost is usually very high. Third, future construction is expected to be allocated adjacent to current construction land to take advantage of the existing infrastructure. In a quality solution, most cells should fulfil the three criteria. In addition, the MOLA procedure in the TerrSet software adopts a heuristic searching procedure to maximize land suitability. Its solution (Figure 2(b) ) is also used as a benchmark for evaluating the solutions under Scenario 1.
Results
SA, GA and PSO were run for solving the MOLA problem under the three scenarios, respectively. Each algorithm has run for 20 times. The statistics of the OFVs, the CVs, the number of searched solutions and the computation time were summarized in Table 2 . The OFVs of all solutions under each scenario were plotted in Figure 3 . Under each scenario, the solutions with the highest and lowest OFVs achieved by each algorithm were identified and mapped in Figures 4-6 respectively.
Solution quality
OFVs and CVs of solutions
Under Scenario 1, the objective is to maximize land suitability subject to the target number of units allocated for each use. The solution that maximizes the objective function regardless of the constraints has an OFV of 771.04. The solution generated by the TerrSet MOLA procedure has an OFV of 749.55 (Figure 2(b) ). We can safely estimate the optimal solution that maximizes the objective function while satisfying the constraints has an OFV in the range [749.55, 771.04) . Among 20 runs, all the three algorithms converge to feasible solutions with zero CVs. The maximum OFVs of the three algorithms are all higher than 749.55, while only the minimum OFV of GA is higher than 749.55. The average OFVs of GA and SA are both higher than 749.55, while that of PSO is lower than 749.55. The variation of OFVs in multiple runs of PSO is obviously larger than that of GA and SA.
Under Scenario 2, the objective is to maximize spatial compactness subject to the target number of units allocated for each use. Among 20 runs, GA and PSO always converge to feasible solutions with zero CVs, while SA converges to solutions with non-zero CVs. This indicates that the penalty function method doesn't work well for SA in handling the constraints; it is very likely to converge to infeasible solutions. The average OFVs of the three algorithms are ranked as GA>PSO>SA, while the variations of solutions among multiple runs are ranked as SA>PSO>GA. The maximum OFVs of the three algorithms are close, while the minimum OFV of SA is obviously lower because of the penalty applied to infeasible solutions. Under Scenario 3, the three objectives of maximizing land suitability, maximizing spatial compactness and minimizing land conversion cost are weighted combined. Among 20 runs, GA and PSO always converge to feasible solutions with zero CVs. SA converges to four solutions with non-zero CVs, but the CV values are 2 or 4, very close to zero, which indicates that the solutions slightly violate the constraints. For GA and SA, their maximum, minimum and average OFVs are very close, while the OFVs of PSO are obviously lower. The variations of solutions among multiple runs are ranked as SA<GA<PSO.
Mapping of solutions
Under Scenario 1, the mappings of the solutions (Figure 4 ) are compared to current land use (Figure 2  (a) ). In the six solutions, most cells fulfill the three planning rationality criteria. The main problem is that some isolated cells are allocated for new construction land, but they are not adjacent to current construction land. For each algorithm, the number of isolated cells in the solution with the lowest OFV is more than that in the solution with the highest OFV. When the solutions of the three algorithms are compared, the number of isolated cells in the solution of PSO is obviously more. This indicates that the solution quality of PSO is not as good as that of SA and GA. The isolated cells also indicate that the optimization model that only considers the objective of maximizing land suitability cannot generate desirable planning maps.
Under Scenario 2, the mappings of the solutions ( Figure 5 ) are visually interpreted to determine their closeness to the estimated optimal pattern, in which all cells allocated for the same use cluster into a single patch and the shape of the patch is close to rectangular. All six solutions fail to achieve the optimal land allocation pattern. In all six solutions, the cells allocated for the same use tend to cluster, while the number and the shape of the clusters (patches) differ. For each algorithm, the solution with the highest OFV has less patches than that with the lowest OFV. When the three algorithms are compared, the three solutions with the highest OFVs ( Figure 5(a,c,e) ) have the similar number of patches; the numbers of patches in the solutions with the lowest OFVs ( Figure 5  (b,d,f) ) greatly differ, and are ranked as SA<GA<PSO. The solutions of SA are visually more compact.
Under Scenario 3, the land allocation patterns in the three solutions with the highest OFVs (Figure 6 (a,c,e)) are globally similar but show local differences. The solution of GA fulfils the three planning rationality criteria. In the solution of SA, there are two cells violating the three criteria: one cell of conservation land has been converted to construction land, and one cell of construction land has been converted to conservation land. In the solution of PSO, one isolated cell is used for agricultural land inside the construction patch; one isolated cell and one isolated patch allocated for new construction are not adjacent to current construction land. This indicates all the three algorithms are possible to converge to quality solutions that fulfil or slightly violate the planning rationality criteria under this scenario. However, the solutions with the lowest OFVs (Figure 6(b,d,f) ) are visually very different. Compared to the solutions with the highest OFVs, the allocation of construction land in these three solutions is more scattered, resulting in more patches. Some of these patches are adjacent to current construction land, but some are not. The solution of GA fulfils the planning rationality criteria, and the shape of the patches is more close to rectangular. There is one isolated patch allocated for new construction land in the solution of SA. In the solution of PSO, the number of these isolated patches or cells is more, and the shape of the patches is less compact. 
Computational cost
According to Table 2 , under Scenario 1, the average numbers of searched solutions of GA and SA are close, but the computation time of GA doubles that of SA. The GA (NSGAII) applied in our test ranks all the solutions based on non-domination before the selection, crossover and mutation are operated. This improves the optimization performance, but increases the computation time. The average number of searched solutions of PSO is obviously larger than that of GA and SA, which results in a longer computation time. To summarize, under Scenario 1, the computational cost of SA is the lowest, while that of PSO is the highest.
Under Scenario 2, the average computation time of the all three algorithms is obviously longer than those under Scenario 1. Since the objective function is non-linear under Scenario 2, it takes longer time for each algorithm to evaluate a single solution. Among the three algorithms, the average number of searched solution of GA is obviously less than that of PSO and SA. As a result, its computation time is the shortest.
Under Scenario 3, the average number of searched solutions of GA is obviously less than that of PSO and GA. As a result, its computation time is the shortest among the three, but it still costs 46 min. The computation time of PSO is the longest, since it needs to search more solutions to achieve convergence.
Conclusions and discussions
This paper compares the performance of three heuristic algorithms in solving a common MOLA problem, including simulated annealing (SA), GA and PSO, respectively. The MOLA aims to maximize land suitability and spatial compactness, and minimize land conversion cost subject to the target number of units allocated for each use. Three scenarios are designed: Scenarios 1 and 2 independently consider the two objectives of maximizing land suitability and maximizing spatial compactness, respectively, while Scenario 3 considers the three objectives simultaneously. The performance of the three algorithms were tested with a simulated planning area represented by a 30*30 grid, and evaluated based on the solution quality and the computational cost.
Under Scenarios 1 and 3, GA consistently converges to quality solutions that satisfy both the objectives and the constraints, and meanwhile fulfils the planning rationality; most solutions generated by SA also satisfy the objectives and the planning rationality, but a few solutions violate the constraints; the solutions of PSO need improvement. Under Scenario 2, none of the three algorithms guarantees the estimated optimal solution in which the cells allocated for the same land use are completely contiguous, but all of them can maintain a certain level of spatial compactness.
Under Scenarios 2 and 3 which consider the objective of maximizing spatial compactness, all the three algorithms takes a high computational cost to converge to quality solutions. Among the three algorithms, GA achieves a quicker convergence, but it still takes 53 and 46 min under Scenarios 2 and 3, respectively.
When the solution quality and the computational cost under all scenarios are comprehensively considered, GA performs best among the three algorithms. However, all the three algorithms have difficulties in handling the spatial objective of maximizing spatial compactness. GA and SA can converge to quality solutions but the computational cost is high, while the compactness level of the solutions generated by PSO needs improvement. This indicates that to improve their capability in maintaining spatial compactness is a common problem for all three algorithms to improve their performance in solving MOLA problems. Some research has been done to encourage compact land allocation by incorporating knowledge-informed rules to the classical GA, SA and PSO algorithms. Some researchers designed one or two operators based on simple rules: For instance, Duh and Brown (2007) incorporated the compactness and contiguity rules into the SA algorithm to encourage compact land allocation by determining the land use type of a cell based on its neighbouring cells. Some researchers designed a series of knowledge-informed operators for the classical algorithms: Cao et al. (2012) designed a series of boundarybased operators for NSGAII to guide compact land allocation to encourage land use change to happen on the boundary cells of patches, instead of the core cells; Datta et al. (2007) developed a series of knowledge-informed operators for NSGAII by incorporating the patch-based, edge growing/decreasing and neighbourhood rules to encourage compact land allocation.
However, it is unclear that which approach performs better. Whether should it incorporate simple operators or a series of complex operators? Will incorporating a series of operators really improve the computation efficiency considering the computation cost of the operators themselves? Future research needs to answer these questions.
The penalty function method is applied in our test to handle the constraints in the optimization problem, because it can work on all three algorithms without changing their searching mechanisms. Based on the test, it works well for PSO and GA, but not well for SA, especially under Scenario 2. In previous studies that applied SA algorithms to solve MOLA problems, the target numbers of units allocated for each land use are usually exact values or percentages. The number of units allocated for each use were set in the initial solutions and kept unchanged during the solution update (Aerts and Heuvelink 2002; Brown 2005, 2007; Santé et al. 2016) . No penalty function is needed for this approach and the constraint violation problem can be avoided. However, the poor flexibility will prevent this method from solving MOLA problems when the target number of units allocated for each use is a range of values constrained by the upper and lower limits, while this is often the case in many real-life planning problems. Therefore, to improve the performance and flexibility of SA in solving MOLA problems, effective constraint handling techniques need to be developed. One possible method is to incorporate knowledge-informed rules to the mutation operators to steer infeasible solutions towards feasible ones during the solution searching.
For PSO, even under Scenario 1 when the spatial pattern of land allocation is not considered, the quality of its solutions needs improvement. PSO has been proven effective in solving continuous optimization problems, while MOLA is a combinatorial optimization problem. We adopted a rounding-off method to adapt it for discrete variables. This rounding-off method has been applied in previous research and has performed better than the method of converting discrete variables to continuous ones (Laskari, Parsopoulos, and Vrahatis 2002; Liu et al. 2016; Masoomi, Mesgari, and Hamrah 2013) . However, the rounding-off method still doesn't perform well enough to obtain quality solutions. Therefore, to improve the performance of PSO in solving MOLA problems, except for the modifications to encourage compact land allocation, effective techniques that adopt the algorithm for discrete variables need to be developed and applied. For instance, Kitayama and Yasuda (2006) proposed a penalty function method that treats discrete variables as continuous variables through penalizing at the intervals. Singh, Grandhi, and Stargel (2010) proposed a technique that controls the random values in the velocity updating equation to guarantee integer velocity update. Whether these methods will improve the performance of PSO in solving MOLA problems requires further research.
In this study, we focus on the classical algorithms in the SA, GA and PSO families. However, there are other heuristic optimization algorithms applicable to MOLA problems. For instance, ant colony optimization (ACO) has also been proven effective in solving some spatial optimization problems, such as the traveling salesman problem, network routing problem, facility siting problem, etc. (Li, He, and Liu 2009 ). However, the classical ACO only implements one type of ants. It is suitable to find optimal sites for a single land use, while not effective to optimize multiple land allocations. Liu etal. (2012) have developed a multi-type ant colony optimization (MACO) algorithm for MOLA. It has been proven more efficient than classical GA and SA, while its performance has not been compared to that of the modified SA, GA and PSO algorithms. One limitation of the algorithm is that it can only provide a single solution under a given trade-off scheme between the multiple objectives. Future study will be needed to further compare the modified versions of SA, GA and PSO and other algorithms such as MACO to evaluate their effectiveness and efficiency.
Considering the computation cost, this study applies the three algorithms to a simulated planning area of 30*30 grid for the convenience of comparison. If the test is done with a real-life planning area, the larger dataset will make it difficult for the algorithms to achieve convergence. We have to manually decide when the iteration should terminate to make a compromise between the solution quality and the computational cost. In addition, the optimal solution in a real-life planning problem is usually unknown, and it will be more challenging to evaluate the solution quality. More uncertain factors would, therefore, be introduced and make the comparison more complex. Moreover, an algorithm that accidentally achieves quality solutions will not be regarded as effective and efficient in solving the problem. Therefore, we have compared the performance of the algorithms based on their solution quality and computational cost in multiple runs with a simulated dataset. The main contributions of this research is to help us get a better understanding on the advantages and limitations of these popularly applied algorithms and the directions for further improving the algorithms. More research will be needed to improve and apply these algorithms to solve real-life planning problems.
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