Recurrence relations of the form O-rPr+1 = brpr + CrPr-1 are examined in two cases: (A) oscillatory systems, for which b% + 4arcr < 0; (B) monotonie systems, for which bl¡. + 4arcr > 0. In both cases, a posteriori methods are supplied for constructing strict and realistic error bounds in 0(r) arithmetic operations. A priori bounds, also requiring 0(r) arithmetic operations, are supplied in Case B. Several illustrative numerical examples are included.
Introduction.
The application of mth order linear recurrence relations (1.1) ar0Pr + arlPr-l + ar2pr-2 -\-h OrmPr-m + dr = 0, in which or0 ^ 0, all r, to generate a sequence of values pm, pm+i,... from prescribed values of po,pi,... ,pm-i is a well-understood procedure in numerical analysis. See, for example, [1] , [2] , [3] , [4] and, most recently, the monograph of Wimp [19] . If the corresponding homogeneous equation is regarded as a difference equation, then it has m linearly independent solutions-the so-called complementary functions of (1.1). Each rounding error introduced in the recurrence process contaminates the wanted solution of (1.1) by small multiples of the complementary functions. This is of no concern if the wanted solution grows in size at least as fast as any of the complementary functions, that is, if it is a dominant solution. In other cases the process may fail, indeed fail disastrously, and in order to achieve stability it is necessary to apply the recurrence relation in a backward direction, or to solve a boundary value problem.
Perhaps because stability conditions are so well understood, comparatively little attention has been paid to the problem of constructing strict error bounds for the computed results. These bounds are to cover the effects of rounding errors introduced during the recurrence steps as well as inherent errors in the coefficients arj and dr and the initial values Po,Pi, • • • ,pm-i-This is the problem treated in the present investigation. One obvious application is to the development of robust software for the generation of transcendental mathematical functions by recurrence. The only relevant published work appears to be that for Miller's algorithm; see [7] , [9] , [16] . In fact, some results for the present problem could be found simply by specializing results given in these references, especially [7] . This approach leads to unnecessary complications, however, and a more direct attack is called for.
We first observe that the evaluation of pr for the range r = m, m+1,..., m+n-1, say, is equivalent to the solution of a system of n linear algebraic equations. Hence the required error bounds can be found by available algorithms in matrix algebra; see, for example, [13] , [14] . A drawback to this approach is that it requires the inversion of a lower triangular band matrix. The number of arithmetic operations needed for the inversion is 0(n2), for large n, compared with only O(n) operations for the computation of the solution pr. It can be argued that it suffices to have the norm of the inverse matrix. However, it is an upper bound for the norm that is really needed, and this is tantamount to the original problem.1
Another drawback to the matrix approach is that it usually fails to provide insight into the nature of the error bounds; in particular, it will not yield realistic bounds of a priori type unless, of course, bounds for the elements or norm of the inverse matrix are known.
A second general approach is to apply rounded interval arithmetic [8, Section 2.4] . Often this procedure is quite successful. In many cases, however, the computed intervals are absurdly unrealistic. We illustrate this observation by two simple examples. Example 1.1.
( 1.2) 12pr+1=25pr-13pr_i; po = 1, pi = 13/12.
Computed interval values of P2,P3, • • • ,Pi6 are given in Table 1 .1. For example, the entries for r = 2 mean that 1.17360 < p2 < 1.17363.
Six-figure decimal arithmetic was employed, with directed rounding2 applied immediately following each arithmetic operation at each recurrence step.
Clearly the interval widths grow rapidly as r increases. After r = 12 the left endpoint begins to decrease and actually becomes negative at r = 16, even though the true solution pr = (13/12)r is positive, increasing and dominant. Example 1.2.
(1.3) 3pr+i -V22pr + 2pr_i -1 = 0; po = pi = 1.
An interval solution was computed in the same manner as Example 1.1, and the results are presented in Table 1 .2. Again the interval widths grow rapidly with r, even though the wanted solution is dominant and tends to the constant value 3.23013... as r -> oo. The actual solution is given by pr = |(5 + >/22) -2r/23_(r+2)/2{(2 + v/22) cosroj + (VyK -y/EÖ) sinrw}, with u = tan-1 (l/\/ïï). ' Compare [5] . Here algorithms are supplied for computing the norm of the inverse of a tridiagonal matrix of order n in 0(n) operations. The algorithms entail the application of three-term homogeneous recurrence relations.
2That is, towards -oo for left endpoints and towards +00 for right endpoints. The explanation of the failure of interval arithmetic in these examples is the usual one: the process takes no account of the interdependence of errors at successive steps. In fact, in Example 1.1 the interval widths Ipr, say, eventually grow in proportion to aT, where a = 2.514... is the largest zero of the polynomial 1222 -25z -13. This is confirmed by the numerical values of the ratio Jpr+i/Jpr given in the final column of To construct methods that entail no more than 0(r) arithmetic operations and yield realistic error bounds, we have to impose restrictions on the nature of the recurrence relation. Without such restrictions, we have only the general matrix approach, with its 0(r2) operations, to fall back on for realistic bounds. The present paper treats only real second-order relations. We also restrict ourselves to homogeneous systems, mainly because inhomogeneous problems often require error bounds for the associated complementary functions as a necessary preliminary [1] , [10] , [19] . In some cases, however, our methods carry over straightforwardly to inhomogeneous systems. Admittedly, the problems that fall within our scope amount to only a small subclass of the general problem of solving linear difference equations; nevertheless, this subclass includes many important recurrence relations satisfied by the higher transcendental functions.
We standardize (1. That this solution grows faster than the solutions of (2.1) can be inferred from the case in which the coefficients are constants. In order to proceed, let qr be a solution of (2.1) that is independent of pr and (like pr) is computed by forward recurrence from given values at r = 0 and 1. Denote the stored values of pr, qr and other quantities by the addition of overbars. Also, let 4>r and ipr be the aggregate errors introduced on the (r -l)st step in the computation of pr and qr, as expressed by the formulae (2.2) ar-ipr =br-ipr-i-cr-ipr-2 + (pr, ar-iqr = bT-iqr-i-cr-iqr-2+il>r-Thus (pr includes the effects of all abbreviation errors3 introduced in the computation of pr from pr_i and pr-2 as well as the effects of inherent errors in the given values of the coefficients ar_i, br-i and cr-i. Similarly for tpr. Bounds for \(pr\ and |t/v| can be computed by standard methods of round-off error analysis, see for example [12] , [18] The wr are finite since pr and qr are assumed to be independent solutions. We also have the recurrence relation (2.8) Wr -(ar-2/Cr-l)wr-i, T > 3, and w2 = wi/ci. Let us denote the wanted errors by (2.9) er=Pr-Pr, Vr=qr-QrSuppose that we have computed pr and qr, together with bounds on |pj|, \q3\, \e3\, \r)j\, \Aj\, \Bj\, \Cj\, \Dj\ and \wj\, for all j < r -1. We first compute bounds on \<pr\, |Vv| and \wr\; compare (2.2) and (2.8). Next, from (2.5) and (2.6) we have (2.4) for pr and qr, and using (2.9).) Bounds for pr and qr follow from (2.9), and after computing pr+i and qr+i from (2.1) we are ready to repeat the cycle. This is our method for constructing a posteriori error bounds. The magnitudes of the solutions pr and qr may rise or fall as r increases, depending on whether cT 5 ar. However, provided that the rate of growth of the magnitudes of the solutions does not differ significantly from that of (cr/ar)1/2, all terms in the sums in (2.5) and (2.6) will remain of comparable magnitude, owing to the presence of the factors Wj. That this growth condition is not unreasonable can be seen by analogy with the case in which the difference equation has constant coefficients. Nevertheless, the condition will not always be satisfied in the general case, and it may need to be examined by asymptotic analysis or other independent means.
When the growth condition just discussed is satisfied, the bounds for \Ar\, \Br\, \Cr\ and \Dr\ may be expected to grow approximately linearly with r, which is an essential requirement for the bounds for |er| and |i7r| to be realistic. The number of arithmetic operations needed is several times that required to compute the pr, of course, but is still only 0(r) for large r. Moreover, many of these computations could be performed in parallel: if this is arranged, then the total execution time will not greatly exceed that needed for the computation of the pr alone. Lastly, the method can be extended easily to inhomogeneous oscillatory systems, as long as the wanted solution is not dominated by the complementary functions as r increases. with the condition b2 + 4arcr > 0, all r. We may suppose that ar > 0, and we shall also suppose that br > 0. 4 In the present section we require cr > 0, deferring the more difficult case of negative cr until Sections 4 and 5.
The essential behavior in this case is that for appropriately chosen solutions the relative errors are simply additive. To express this result precisely and conveniently, we use relative precision (rp) in place of relative error, that is, we work in terms of the absolute errors of the logarithms of approximations [12] .
We assume that the stored values ar, br and cr of ar, br and cr, respectively, are correct to rp(ó), say, and the computations are performed in floating-point arithmetic with a working relative precision (wrp) of 7. (In other words, each arithmetic operation is accompanied by a chopping or rounding error not exceeding rp(7).) We also assume that the initial values satisfy
where po and pi are nonnegative, and w, like 6 and 7, is given. (Without these assumptions, pr might be recessive as r -» 00.) By application of the rules of rp error analysis and a simple inductive argument we deduce that
This is the required result. Often it is improvable in minor ways. For example, if ar = 1, all r, then the coefficients of 6 and 7 can be reduced to r -1 and 2r -2, respectively. It should also be noted that if interval arithmetic is applied directly to (3.1), then it will yield realistic a posteriori bounds. However, in view of the simplicity and effectiveness of the a priori bounds just given, the extra computations entailed by use of interval arithmetic can be avoided. For reasons similar to those given in the oscillatory case (Section 2), interval arithmetic applied directly to (4.1) will yield unsatisfactory results. The method of Section 2 also fails. If pr is dominant and qr is recessive as r -► 00, then in the second of (2.4) the term DrpT soon overwhelms qT. If pr and qT are both dominant, then the situation is even worse.
One way to proceed is to transform (4.1) into the nonlinear equation satisfied by the ratio hr = pr/pr-iThen interval arithmetic, or a running error analysis [12] , [18] , can be applied to the computation of the sequence {hr} by recurrence, and also to the subsequent recovery of the wanted solution from the product If the coefficients ar, br and cr are slowly-varying functions of r such that b2 > AaTcr and the starting values p0, pi are chosen appropriately, then it will usually be possible to satisfy (4.6) . This is because the zeros of the local characteristic polynomial aTz2 -brz + cr are real and distinct, and in effect (4.6) requires Ar_i and Ar to lie between them. For example, we might choose Xr to be the arithmetic mean of the zeros, given by XT = brl(2ar).
Then (4.6) is satisfied as long as bT-\bT > 4ar_icr, all r.
Solutions of (4.4) may be generated by interval arithmetic or with a running error analysis. Considerable cancellation may occur in the computation of vr from the second of (4.5); in consequence, it may be necessary to employ higher precision on this step.
In the next section we describe a semianalytical method. This method provides greater insight into the actual error propagation, and leads to useful a priori bounds. It has some features in common with the valuable method used by Mattheij and van der Sluis for obtaining error bounds for Miller's algorithm [7] .
Monotonie
Systems (iii). As in Section 4 we consider the equation
but with the conditions on the coefficients modified to b2 > 4arcr, ar > 0, br > 0 and er > 0, for all r. Again, we wish to compute a solution pr that is dominant as r -» oo. We suppose that pr is positive when r > 0 and nonnegative when r = 0.
To begin with, we denote by qr any positive solution that is independent of pr.
As in earlier sections, we use overbars to indicate stored values. We first investigate the actual propagation of the aggregate abbreviation error <f>j, say, introduced on the (j -l)st application of (5.1) according to the formula With the assumed conditions, t0 is always finite. Now suppose that qr is the recessive solution of (5.1), so that <7r/pr -» 0 as r -> oo. Although qr is unique only up to a constant factor, obviously from (5.4) the coefficients tj in (5.3) do not depend on this factor. Furthermore, from (5. In other words, the actual propagated error is bounded by its limiting form. It also has the same sign. For our purposes, it is not essential for qr to be the recessive solution. Suppose that we are computing pr over the range r = 2,3,..., n, where n is arbitrary. Let qr now denote any solution of (5.1) that is positive when 0 < r < n -1, nonnegative when r = n and also has the property that qr/pr is decreasing for 0 < r < n. Then qr is independent of pr; furthermore, if tj is defined by (5.4) in terms of the present qr, then (5.6) applies for j = 2,3,..., n. On combining the effects of all the errors 00,0i,..., 0r we arrive at (5.12) \£L^<to^+tM + £tj-&L, 2<r<n.
Pr Po Pi f^2 a-j-iPi
In the relations (5.9) to (5.12) we have supposed that p0 ^ 0. If po = 0, then we suppose that po = 0. The inequalities (5.11) and (5.12) then apply without the term io|0o|/po on their right-hand sides. 5 In order to proceed, we need bounds on the coefficients tj defined by (5.4) and (5.10). In turn, this necessitates bounds on p3-i/pj and qj/q3-i. Results of this kind have been supplied by the present writer [11] , Mattheij [6] and van der Sluis [15] . For present purposes a simple and convenient result is provided by the following theorem. This result is included in that given by Theorem 4.1 of [6] , but for simplicity we give a proof using our present notation. We observe that for fixed r, fr(z) is increasing when z > 0 and fr(z) < z, if z > ar; fr(z) > z, if ßr < z < ar.
An appropriate modification could be made, however, if po = 0 but po / 0.
From these results and the identity /r(ov) = c¡y it follows that: This solution can be generated by backward recurrence:
crqT-i = brqr -arqr+i, r -n -l,n -2,..., 1.
By applying Theorem 5.1 to this form of the difference equation, we deduce that (5.18) </r/9r-i<B, r = l,2,...,n.
If we now restrict a > B and pi/po > B, then p > B, implying that qr/pT is decreasing for r = 0,1,..., n. Accordingly, we may substitute in ( we can also find an upper bound for Tr. The cycle is now ready to be repeated. A more interesting problem is to extend the foregoing analysis to yield a priori bounds. As in Section 3, we suppose that the stored values of the coefficients är, br and cr are correct to rp(<5), the initial values p0 and pi are correct to rp(ro) and the computations are carried out in floating-point arithmetic with wrp(7). THEOREM 5.2. LetpT andqr be solutions of (5.1) such thatpo > 0, pr > 0 when r > 0, qr > 0 when 0 < r < n -1, qn > 0, and qr/pr is decreasing for 0 < r < n. Assume also the conditions of the preceding paragraph, and let i^o = î*ù = t*; and (5-*> -]n{1-2^^)=Z-Proof. We first need an upper bound for the error term <f>j in (5.2). Since each arithmetic operation is accompanied by an abbreviation error of rp (7), we apply the rules of rp error analysis [12] to obtain |0,| < {uj-iPjiô + 27) + (bj-iPj-i + Ci_ift_a)(i + 7)}e6+2^, j > 2.
Next, on comparing (5.7) with the given conditions we have 1001 < Po^e°, 1011 < pitr;ero. (b) By referring to the analysis in this section leading up to (5.12), it is easy to relate the terms on the right-hand side of (5.24) to the various errors introduced during the computations. Thus, the terms (£o+<i)oe are contributed by the inherent errors in po and p\. In Y?j=2 the terms tj(6 + 27) stem from the inherent error in äj-i and the two errors introduced on abbreviating the difference bj-iPj-i -Cj-iPj-2 and the quotient bj-iPj-i -c,_iPj_2/öj'-iThe remaining terms in Y?3=2 stem from the inherent errors in b3-i and Cy_i, and the errors made in abbreviating the products bj-ipj-i and c3-ipj-2.
(c) The bound (5.31) grows linearly with r, which is a necessary condition for it to be realistic. Moreover, if the coefficients ar, br and cr in the original equation are constants and pi /po > a (now the largest root of the characteristic equation), then p = a and the right-hand side of (5.31) becomes exactly twice the limiting value of the combined maximum effects of the inherent and abbreviation errors.
Numerical
Examples.
Example 6.1. We compute the Legendre functions Pr(x) and Qr(x) from the recurrence relation (r + l)pr+i = (2r+ l)ipr -rpr-i, with the initial values
We take x = 0.95, with the understanding that this value may be in error by as much as ±0.000001, and use six-decimal floating-point arithmetic, with chopping, for the calculation of pr = Pr(x) and qr = Qr(x). The computed values pr and qr are given for r = 0,1,..., 16 in the second and third columns of Table 6 .1(i).
Error bounds have been computed from the formulae given in Section 2. It transpires, for example, that wr = 1, all r. Upper bounds \eT\A and \r¡r\A for the absolute errors |er| and \nT\ in pr and qr, respectively, appear in the fourth and fifth columns of Table 6 .1(i). Some of the intermediate computations are shown in Table 6 .1(h). Here, and in subsequent examples, the superscript A ("above") is again used to signify upper bounds of the designated quantities, whereas in the final column the superscript B ( "below" ) on Er indicates that entries in this column are lower bounds for Er. These calculations were carried out by the methods of [12] using four-decimal floating-point arithmetic with chopping, except that in the cases r = 0 and 1 the values of \ipr\A were found from Formulae (6.1) with the aid of high-precision values of the logarithmic function. Each of the quantities \Ar\A, \Br\A, \Cr\A and lA-l* appearing in Eqs. (2.4) grows monotonically with r, and very roughly in a linear fashion. The final error bounds \er\A and \nr\A exhibit some of the oscillatory character of the solutions pr and qr. The overall sizes of \er\A and \r¡r\A are linked directly to the sizes of the bounds \<j>r\A and \tpr\A for the abbreviation errors 0r and rpr in Eqs. (2.2).
Because of the uncertainty in the assumed value of x, the actual errors er and r\T in pr and qr are unknown. However, their maximum absolute values can be found by taking x = 0.95 ± 0.000001 in turn, and recalculating pr and qr using higher precision. The results are shown in the last two columns of Table 6 .1(i). Of course, the bounds |er|-" and \nr\A overestimate the actual values of |er| and |r/r| considerably. This is caused partly by the stochastic nature of the actual abbreviation errors, and partly by the "radix effect". Had the computations been carried out in base 2, for example, instead of base 10, then the overestimation of the actual errors would be reduced by a factor of about 2 or 3 [12] , [17] .
Example 6.2. Let us solve the system (1.2) of Example 1.1 by the first method of Section 4, that is, by using the recurrence relation satisfied by the ratios hT = Pr/pr-iHowever, instead of assuming that the coefficients ar, bT and cr in Eq. Interval values of pr and hr, computed with six-figure decimal arithmetic, are given in Table 6 .2. These results obviously represent a considerable improvement on those found on and using six-figure decimal arithmetic we arrive at the interval values of pr and ur displayed in Table 6 .3.
For large r, the intervals containing pr are narrower than those obtained in Table  6 .2 but from the last column, in which pr again denotes the mean value of pr, it is evident that the growth of the relative error is still not linear in r. Using six-decimal floating-point arithmetic, with chopping, we obtain the values pr given in the second column of Table 6 .4. We shall compute both a posteriori and a priori error bounds by the methods of Section 5. These computations are carried out in four-decimal floating-point arithmetic with chopping. In the terminology of [12] this is the lower mode of computation (£), and its associated wrp is **¡¿ = 10-3. For the computation of the pr, the wrp is 7 = 10~5.
Both types of error bound require the evaluation of the bounds (5.19) for the coefficients tj. The zeros of the local characteristic polynomial z2 -(2r/x)z + 1 are given by aT = (r/x) + {(r/x)2 -l}1'2, ßr = (r/x) -{(r/x)2 -l}1'2.
Consequently, for any n exceeding 100, we have a = aioi = Table 6 .4: As in Example 6.1, the superscripts A and S signify upper and lower bounds respectively. Again, these bounds were computed using the methods of [12] . By way of comparison, the seventh column of Table 6 .4 gives an upper bound \er/pr\A for the relative error. This is derived from the entries in the second and sixth columns. The next column gives the value of the actual relative error er/pr computed by use of high-precision values of Fr(100). Our bound overestimates the true error by a factor that ranges from about 35 at the beginning of the recurrences down to about 20 at r = 118. Two sources contribute to this factor. First, there is the radix effect associated with base 10. As we observed in Example 6.1, use of base 2 instead might save a factor of about 2 or 3. Secondly, we have used a uniform bound, given by (6.7), for the tj. In fact, most of these coefficients are considerably less than 4.062. If desired, smaller bounds could be used without changing the 0(r) estimate of the total computing effort. For example, since the sequence ßr is decreasing, it is easy to see that the second of the bounds (5.19) can be replaced by tj < a/(a -ßj), 101 <j<n.
The quantity a/(a -ßj) has the values 2.258... and 1.925 ... at j = 110 and 118, respectively. Further sharpening is possible by application of the theorems given in [6, Section 5] .
The final column of Table 6 .4 gives a priori bounds wA for the relative precision of the approximation pr to pr. These were found as follows. Since the coefficients in (6.4) are exact, we have 6 = 0. Also, since Cj-i = a¿_i, all j, and only two chopping errors are made at each recurrence step, Eq. On taking cr; = 7 = 10~5, substituting for the tj by means of (6.6) and using the fact that pj-2/pj < 1/p2, all j, we arrive at the numerical form tcy < {14.25 + (22.40)(r -101)} x 10-5, r > 102.
As expected, the values of vcA are approximately twice the size of the a posteriori relative error bounds \er/pr\A■ 7. Conclusions. We have described various methods for computing error bounds for solutions of difference equations of the form ClrPr+1 = bTPr + Crpr-1 that are generated by forward recurrence. Two cases are considered: (A) oscillatory systems, in which b2-\-Aarcr < 0, all r; (B) monotonie systems, in which b2+iarcr > 0, all r. In Case B methods have been provided for finding bounds of both a posteriori and a priori types. In Case A, only an a posteriori method is available, and there is a need for a method for constructing a priori bounds analogous to that of Section 5.
