Are statistical methods useful in distinguishing written language from nonlinguistic symbol systems? Some recent articles (Rao et al. 2009a , Lee et al. 2010a ) have claimed so. Both of these previous articles use measures based at least in part on bigram conditional entropy, and subsequent work by one of the authors (Rao) has used other entropic measures. In both cases the authors have argued that the methods proposed either are useful for discriminating between linguistic and nonlinguistic systems (Lee et al.), or at least count as evidence of a more 'inductive' kind for the status of a system (Rao et al.).
of such a system defines a literate culture (Goody & Watt 1968) . The first literate cultures for which we have clear evidence arose about 5,000 years ago in Mesopotamia and at roughly the same time in Egypt (Daniels & Bright 1996, e.g. pp. 33, 73) .
Given this definition, the distinction between linguistic and nonlinguistic systems may seem a clear one. But, of course, this definition requires one to know what the symbol system in question denotes, and for many corpora of 'texts' present in the archaeological record, one does not know what the symbols mean. Two examples of such cultures are the third-millennium bc Indus Valley culture (Possehl 1996 (Possehl , 1999 ) and the Pictish culture of Iron Age Scotland (sixth to eighth centuries ad) (Jackson 1990 ). In both cultures one finds 'texts' consisting of one or more pictographic symbols. 1 The fact that the symbols are pictographic is of no importance to their status, since all ancient writing systems (e.g. Egyptian, Sumerian, Ancient Chinese, Linear B, Mayan) are also pictographic. The traditional assumptions about these systems-that the Indus symbols were writing, and that the Pictish were probably not-are also of no importance.
Recent articles by Rajesh Rao and colleagues (Rao et al. 2009a , Rao 2010 ) (Indus Valley symbols) and Rob Lee and colleagues (Lee et al. 2010a ) (Pictish symbols) have attempted to argue that the statistical distribution of symbols in linguistic systems has 'signatures' that are useful in distinguishing them from nonlinguistic systems. Both of these strands of work make use of the information-theoretic measure of entropy (Shannon 1948) : in the case of Rao and colleagues' work, either (bigram) conditional entropy or what Rao terms 'block entropy'; in the case of Lee and colleagues' work, a more complex set of measures that include conditional entropy as one of the terms. In both cases the results seem to suggest that the symbol systems of interest behave more like linguistic systems than they do like the handful of nonlinguistic systems that the authors compared them to. Lee and colleagues interpret their method as discriminative in that they claim to have found a technique that can classify an unknown system as either nonlinguistic or as one of a set of defined types of linguistic system. Rao and colleagues, by contrast, interpret their method as 'inductive': the entropic values for the Indus symbols do not demonstrate that the system was writing, but if you assume that the system was writing, then it follows that the entropic values should look like those of known writing systems, which is what they claim to have found.
In this article I show that none of these approaches work when one compares a larger and more balanced set of nonlinguistic systems drawn from a range of cultures and eras. The nonlinguistic corpora used here, detailed in the online supplementary materials, 2 comprise: Vinča symbols (Winn 1990) , Pictish symbols (Jackson 1984 (Jackson , 1990 , Royal Commission on the Ancient and Historical Monuments of Scotland 1994 , Mack 1997 , Sutherland 1997 , Mesopotamian deity symbols-kudurrus (King 1912 , Seidl 1989 , Black et al. 1992 , totem poles (Newcombe & British Columbia Provincial Museum 1931 , Garfield 1940 , Barbeau 1950 , Gunn 1965 , 1966 , 1967 , Drew 1969 , Malin 1986 , City of Duncan 1990 , Stewart 1990 , 1993 , Feldman 2003 , Pennsylvania German barn stars-'hex signs' (Mahr 1945 , Graves 1984 , Yoder & Graves 2000 , sequences of fiveday forecast icons from the weather forecast website Weather Underground (http:// www.wunderground.com), and individual Unicode code points in a corpus of Asian emoticons. I also included a small corpus of Indus Valley bar seal texts-a subset of the texts that Rao and colleagues had at their disposal-developed as part of earlier work. Finally, I discuss analyses of two corpora, mathematical equations and European heraldry, that are still under development. The development of some of these corpora was described in Wu et al. 2012 .
These seven systems were compared with fourteen writing systems coded as indicated in parentheses: 3 Amharic (alphasyllabic (C)V syllables), Arabic (abjad letters), Chinese (characters), Ancient Chinese oracle bone texts (characters), Egyptian (glyphs), English (letters), Hindi (alphasyllabic letters), Korean (coded two ways: hangeul syllable blocks, and JAMO letters), Mycenaean Greek (Linear B-syllable glyphs), Malayalam (alphasyllabic letters), Oriya (alphasyllabic letters), Sumerian (glyphs), Tamil (alphasyllabic letters). Again, details of these linguistic corpora can be found in the online supplementary materials.
Analyses and results.
A number of statistical measures were computed on these linguistic and nonlinguistic corpora, including measures that have been previously suggested in the literature as well as some novel measures.
In the case of previously proposed measures, the results of using these measures on our corpora were compared with those reported in previous work. One of the results of this comparison is that previously proposed measures are largely uninformative about a symbol system's status. In particular, Rao's entropic measures (Rao et al. 2009a , Rao 2010 are evidently useless when one considers a wider range of examples of real nonlinguistic symbol systems. And Lee's measures (Lee et al. 2010a) , with the operating points they propose, misclassify nearly all of our nonlinguistic systems. However, I also show that one of Lee's measures, with different operating points, and another measure developed here do seem useful. But I further demonstrate that they are useful largely because they are both highly correlated with a rather trivial feature: mean text length.
2.1.
Bigram conditional entropy. One popular measure for quantifying the information structure of language is conditional entropy (Shannon 1948) , for example, bigram conditional entropy, defined as in 1.
(
Entropy is a measure of information content: in the case of bigram entropy, if for any symbol x there is a unique y that can follow x, then the message carries no information, and the entropy will be minimal. If, by contrast, for any symbol x any other symbol can follow, and with equal probability, then the entropy will be maximal. Most real symbol systems, including language and (as we see below) a whole range of nonlinguistic systems, fall between these two extremes.
Bigram conditional entropy was used in Rao et al. 2009a to argue for the linguistic status of the Indus Valley symbols. One can compute entropy over various-sized units (symbols in the script or symbol system), words, and so forth, and for various portions of the corpus. In the Rao et al. approach, they computed the entropy between the n most frequent units, then the 2n most frequent, the 3n most frequent, and so forth. This procedure derives an entropy growth curve that starts relatively low and grows until it reaches the full entropy estimate for the corpus. Figure 1 shows these curves from Rao et al. 2009a , taking n = 20, for a variety of actual writing systems, Mahadevan's corpus of Indus inscriptions (Mahadevan 1977) , and two artificial systems with maximum entropy and minimum entropy, which Rao and colleagues label as 'type 1' and 'type 2', respectively. Figure 2 shows the relative conditional entropy-'the conditional entropy for the full corpus relative to a uniformly random sequence with the same number of tokens'-for the various systems represented in Fig. 1 , as well as the real nonlinguistic systems, DNA, protein ('prot'), and Fortran ('prog lang'). 460 LANGUAGE, VOLUME 90, NUMBER 2 (2014) While the maximum ('type 1') and minimum ('type 2') curves are generated from completely artificial systems, Rao and colleagues argue that they are in fact reasonable models for actual symbol systems: Vinča symbols and kudurrus, respectively. Their beliefs are based, respectively, on Winn's (1990) description of a certain subset of the Vinča corpus as having no discernible order; and on the fact that there is a certain hierarchy observed in the ordering of the symbols on kudurru stones. In Sproat 2010a,b, I showed that this interpretation of how these symbol systems work is incorrect, and this is confirmed by the results presented below. 4 Unfortunately, Rao and colleagues do not provide sufficient details to perfectly replicate their results. That is, while they report using Kneser-Ney smoothing (Kneser & Ney 1995) , a number of details are not clear: for example, it is not clear whether they included estimates for unseen bigrams in their analysis. 5 Discrepancies such as this and others may help explain why the entropy estimates presented below are as a whole lower than those presented in Rao et al. 2009a . Still, while it is not possible to produce plots that are directly comparable to Rao's plots, we can nonetheless produce entropy growth curves for a variety of systems using similar estimation techniques. In Figure 3 conditional entropy growth curves are shown for all of the nonlinguistic systems under investigation here (in blue), all of the linguistic samples (in red), and for a corpus of Indus bar seals from Harappa and Mohejo Daro (in green), described in the online supplementary materials. Entropy statistics were computed using the OpenGrm NGram library (Roark et al. 2012) , available from http://www.opengrm.org. Kneser-Ney smoothing was used, including the probability and thus entropy estimates for unseen cases. Start and end symbols are implicit in the computation.
the 'alphabet' of DNA to be the bases, an alphabet of size four. But these are surely not the right units of information: the bases are effectively the 'bits' of DNA. The equivalent for natural language would be taking the basic units of English to be the ones and zeroes of the ASCII encoding-and throwing in large amounts of random-looking 'noncoding regions' to mimic the noncoding regions of DNA-surely a meaningless comparison for these purposes. See below for further discussion.
5 Smoothing and related techniques are much studied in the literature on statistical language modeling and are a way to deal with the issue of data sparsity. Most language models attempt to estimate the probability of seeing a token (e.g. a word) given a previous context (e.g. the last two words). One derives these probability estimates from training data, but even if one has a very large amount of data, it is unlikely that one has seen enough instances of all possible combinations to have accurate estimates for all words in all contexts. Smoothing techniques attempt to provide estimates for unseen combinations by analogizing from combinations that are more common, and for which one has seen sufficient instances. Kneser-Ney smoothing, one of many techniques that have been proposed, has been argued to be a more stable estimate for certain kinds of Figure 3 . Bigram conditional entropy growth curves computed for our linguistic and nonlinguistic corpora, our Indus bar seals, and our memoryless Indus corpus.
Also in the plot (in magenta) is a 'corpus' of 3,373 fake Indus texts with an average text length of five symbols and 16,953 total tokens. This was generated by random sampling from the frequency distribution of the 417 symbol types from Mahadevan 1977. This system is completely memoryless, in that each symbol is generated with regard only to its unigram frequency, not to its likelihood of following any other symbol. It thus has the same symbol distribution, but none of the structure, of the original system. Note also that the distribution roughly follows a power law (Zipf 1949 )-see Sproat 2010a for discussion of this point in connection with nonlinguistic symbol systems.
As can be seen in the plot, the results do not show much structure. The kudurru inscriptions-contrary to what was claimed in Rao et al. 2009a and again in Rao 2010-turn out to have the highest entropy of all the systems. Chinese shows the lowest. Between these two extremes the linguistic and nonlinguistic systems are mixed together. The Indus bar seal corpus, as in the Rao et al. 2009a plot, falls nicely in the middle of this distribution, but that is quite uninformative since the distribution is a mix of both types of system. Even the memoryless system, which shows a higher entropy than most of the other systems, is still close to systems that are unequivocally linguistic.
One concern is that the corpora are of many different sizes, which would definitely affect the probability estimates. How serious is this effect? Could the unexpectedly high entropy estimate (from Rao and colleagues' point of view) for the kudurru corpus be due simply to undersampling? That concern is addressed in Figure 4 , which plots the bigram conditional entropy growth curves for three samples from our Arabic newswire headline corpus containing 100 lines, 1,000 lines, and 10,000 lines of text. 462 LANGUAGE, VOLUME 90, NUMBER 2 (2014) unseen cases that occur in language modeling. For more on smoothing techniques in general, see Manning & Schütze 1999 , Roark & Sproat 2007 , and Jurafsky & Martin 2008 . Note that Arabic has roughly the same number of symbol types as the kudurru corpus, and is about four times larger in terms of numbers of tokens (the full Arabic corpus is over 400 times larger). The entropy does indeed change as the corpus size changes, with the smaller corpora having higher overall entropy than the larger corpora. This is not surprising, since with the smaller corpora, the probability estimates for unseen cases are poorer and hence more uniform, leading in turn to higher entropy estimates. But the difference is not huge, suggesting that one cannot attribute the relatively high entropy of the kudurru corpus wholly to its small size. Given a larger corpus, the estimates would surely be lower. But there is clearly no reason to presume, as Rao does, that a large kudurru corpus would show a conditional entropy near zero. It is also worth noting that while the kudurru corpus is small, 939 symbols, since there are only sixty-nine distinct symbol types, this is a far better sample of the space than the Mahadevan corpus used by Rao and colleagues. In that case there are about 7,000 symbols, with 417 types. The size of the bigram parameter space for the kudurru corpus is 69 2 = 4,761, and the corpus is about one fifth this size. In the case of the Indus symbols, the bigram parameter space is about 174K, and Mahadevan's Indus corpus is about one twenty-fifth this size. The situation is of course even worse for trigrams and so forth as required for the block entropy calculations discussed below.
Bigram conditional entropy thus seems not to be very useful as evidence for the linguistic status of symbol systems. This is hardly surprising: an entropy measure in the 'middle' range merely tells us that the system is neither close to completely unconstrained, nor close to completely rigid, something one might expect to hold of most if not all symbol systems.
Block entropy.
We turn now to a second entropic measure proposed by Rao (2010) , what he terms 'block entropy', defined as in 2.
Here N is the length of an n-gram of tokens, say three for a trigram, so all we are doing is computing the entropy of the set of n-grams of a given length. One can vary the length being considered, say from one to six, and thus get estimates for the entropy of all of the unigrams, bigrams, and so forth, all the way up to hexagrams. In order to compare across symbol systems with different numbers of symbols, Rao uses the log to the base of the number of symbols in each system (log |V | in the equation). Thus for DNA the log is taken to base four. The maximum entropy thus normalized is then just N, the length of the n-grams being considered, for any system. Figure 5 shows the block entropy estimates from Rao 2010 for a variety of linguistic systems, some nonlinguistic systems, the Indus corpus, and the maximum and minimum entropy systems from Rao et al. 2009a. 6 For this work, Rao used an estimation method proposed in Nemenman et al. 2001 , which comes with an associated MATLAB package. In this case, therefore, it is possible to replicate the method used by Rao and produce results that are directly comparable with his results in Fig. 5 .
These are presented in Figure 6 . As with the conditional entropy, and unlike Rao's clear-looking results, the systems are quite mixed up, with linguistic and nonlinguistic systems interspersed. The Indus system is right in the middle of the range. Note that the curve for our Indus corpus is rather close to the curve for the Mahadevan corpus seen in Fig. 5 , suggesting that even though the bar seals constitute a smaller subset of the whole Figure 6 . Block entropy values for our linguistic and nonlinguistic corpora, the Indus bar seal corpus, and our memoryless Indus corpus. As in Rao's case, we used the method reported in Nemenman et al. 2001 . Note that the method became unstable for the two highest n-gram values for the memoryless Indus corpus.
corpus with a rather different average text length, there is some similarity in the distributions of n-grams. By contrast, note that our sample of Sumerian is radically different from Rao's in its behavior, and in fact looks more like Fortran. The Ancient Chinese oracle bone texts are also similar to Fortran, which is perhaps not surprising given that one finds quite a few repeating formulae in this corpus. The memoryless Indus system again shows the highest entropy, especially for the higher n-grams, but nonetheless hugs the curve not far above some of the genuine linguistic systems. 7
2.3. Measures derived in part from entropy. As noted above, Rao and his colleagues interpret their results 'inductively', though they stated this explicitly for the first time only in Rao et al. 2010 : the statistical behavior of the Indus corpus 'increases the likelihood' that the Indus symbols represented language, but does not in and of itself show that it was language.
Unlike Rao, Lee and colleagues (2010a) are forthright in their claim that they have developed a discriminative method. Their article attempts to use a couple of measures, one of which is derived from bigram conditional entropy, to argue that Pictish symbols were a writing system. As with Rao and colleagues' work, they compare the symbols to a variety of known writing systems, as well as symbol systems like Morse code, European heraldry, and randomly generated texts-by which is meant random and equiprobable.
Lee and colleagues develop two measures, U r and C r , defined as follows. First, U r is defined as in 3, where F 2 is the bigram entropy, N d is the number of bigram types, and N u is the number of unigram types.
C r is defined as in 4, where N d and N u are as above, a is a constant (for which, in their experiments, they derive a value of seven, using cross-validation), S d is the number of bigrams that occur once (hapax legomena), and T d is the total number of bigram tokens; this latter measure will be familiar as n 1 N , the Good-Turing estimate of the probability mass for unseen events (Good 1953 , Baayen 2001 .
T d Lee and colleagues use C r and U r to train a decision tree to classify symbol systems. If C r ≥ 4.89, the system is linguistic. Subsequent refinements use values of U r to classify the system as segmental (U r < 1.09), syllabic (U r < 1.37), or else logographic. Their decision tree is shown in Figure 7 . Note that decision trees, which are also used below in §2.6, are a family of statistical models widely used for classification (for prediction of categorical data) or regression (for continuous-valued data).
What happens if Lee and colleagues' tree is applied 'out of the box' to our data? Table 1 shows the results. 8 Not surprisingly, the Pictish symbols are classified as (logographic) writing, consistent with Lee and colleagues' results. But, with the exception of 2.4. Models of association. So far we have looked at measures proposed in the literature that, one way or another, involve entropy. But there are other possible measures above and beyond what previous authors have proposed that could be considered. Another property of language is that some symbols tend to be strongly associated with each other in the sense that they occur together more often than one would expect by chance. There is by now a large literature on association measures, but all of the approaches compare how often two symbols (e.g. words) occur together, compared with some measure of their expected cooccurrence. One popular measure is Shannon's (pointwise) mutual information (Shannon 1948 , Church & Gale 1991 for two terms t i and t j .
This is known to produce reasonable results for word-association problems, though there are also problems with sensitivity to sample size, as pointed out by Manning and Schütze (1999:182) .
In this study, pointwise mutual information between adjacent symbols is used to estimate how strongly associated the most frequent symbols are with each other. For words, at least, it is often the case that the most frequent words-function words such as articles or prepositions-are not strongly associated with one another: consider that the the and the is are not very likely sequences in English.
We therefore look at the mean association of the n most frequent symbols, normalized by the number of association measures computed.
∑ n j=0 ∑ n i=0 PMI(t i ,t j ) (6) n 2 We let n range from 10, 20, … up to the k such that the first k symbols account for 25% of the corpus. As with the entropy computations, we estimated probabilities of bigrams and unigrams using OpenGrm. As with previous measures, there is no clear separation of linguistic and nonlinguistic systems. Both kinds of systems have symbols that are more or less strongly associated with each other. (See Figure S6 in the online supplement for details.) 2.5. Models of repetition. To the extent that they involve the statistical properties of the relations between symbols, the measures discussed so far are all local, involving adjacent pairs of symbols. But despite the fact that local entropic models have a distinguished history in information-theoretic analysis of language dating back to Shannon 1948, language also has many nonlocal properties.
One is that symbols tend to repeat in texts. Suppose you had a corpus of Boy Scout merit badge sashes and you considered each badge to be a symbol. The corpus would have many language-like properties. Since some merit badges are awarded far more than others, one would find that the individual symbols follow a roughly Zipfian powerlaw distribution (Zipf 1949 ) (the distribution can be seen in Figure S7 ). As we saw earlier, memoryless systems that have a Zipf-like distribution for symbol types will exhibit 'language-like' entropic behavior, so we expect that a corpus of merit badges would also exhibit that kind of behavior and therefore 'look like' language.
Yet such analyses would fail to capture what is the most salient feature of merit badge 'texts', namely that a merit badge is never earned twice, and therefore no symbol repeats. In this feature, more than any other, a corpus of merit badge 'texts' would differ from linguistic texts.
Symbols in writing systems, whether they represent segments, syllables, morphemes, or other linguistic information, repeat for the simple reason that the linguistic items that they represent tend to repeat. It is hard to utter a sentence in any natural language without at least some segments repeating. Obviously, as the units represented by the symbols in the writing system become larger, the probability of repetition decreases, but we would still expect some repetition.
We therefore argued in Farmer et al. 2004 that it was noteworthy that the Indus inscriptions showed a remarkably low rate of repetition, and that even in 'long' texts one typically finds no symbol repetitions. Indeed, the longest Indus inscription on a single surface, consisting of seventeen glyphs, shows not a single repetition of a symbol. However, it is not just the presence or absence of repetition in a corpus, but also how the repetition manifests itself, that is important. In Farmer et al. 2004 we argued not only that the Indus inscriptions show rather low repetition rates but also that when one does find repetition of individual symbols within an inscription, it is also often of the form found in Figure 8 , with symmetric and other patterns.
In this study I use a measure of repetition that seeks to quantify the rate of iterated repeats of the kind seen in some cases in Fig. 8 , relative to the total number of repetitions found. Specifically, the number of tokens in each text that are repeats of a token that has already occurred in that text are counted, and that number is summed over the entire corpus. Call this number R. The number of tokens that are repeats in each text, and that are furthermore adjacent to the token they repeat, are then counted. Sum that over the entire corpus, and call this number r. So, for example, for the single text in 7, R would be 3 (two As are repeats, and one B), and r would be 1 (since only one of the repeated As is adjacent to a previous A). figure 6 . As described there, these are: 'Examples of the most common types of Indus sign repetition. … The most frequent repeating Indus symbol is the doubled sign illustrated in M-382 A, which is sometimes claimed to represent a field or building, based on Near Eastern parallels. The sign is often juxtaposed (as here) with a human or divine figure carrying what appears to be one (or in several other cases) four sticks. M-634 a illustrates a rare type of sign repetition that involves three duplications of the so-called wheel symbol, which other evidence suggests in some cases served as a sun/ power symbol; the sign shows up no less than four times on the badly deteriorated Dholavira signboard (not shown), which apparently once hung over (or guarded?) the main gate to the city's inner citadel. The color photo of MD-1429 is reproduced from M. Kenoyer, Ancient Cities of the Indus Valley Civilization, Oxford University Press, Oxford 1998, p. 85, exhibition catalog number MD 602. The sign on either side of the oval symbols in the inscription is the most common symbol in the Indus corpus, making up approximately 10% of all symbol cases; despite its high general frequency, repetitions of the symbol in single inscriptions, of the kind seen here, are relatively rare.' Table 2 shows our corpora ranked by r R -. This measure is by far the cleanest separator of our data into linguistic versus nonlinguistic. If we set a value of 0.10 as the boundary, only Sumerian and kudurrus are clearly misclassified (while Asian emoticons and Egyptian are ambiguously on the border). Not surprisingly, this measure is the feature most often picked by the decision tree classifier discussed in the next section.
But one important caveat is that the repetition measure is also weakly negatively correlated with mean text length: the Pearson's correlation for mean length and r R -is −0.49. This makes sense given that the shorter the text, the less chance there is for repetition, while at the same time, the more chance that if there is repetition, the repetition will involve adjacent symbols. Of course the correlation is not perfect, meaning that r R -probably also reflects intrinsic properties of the symbol systems. How much is length a factor?
One-way analyses of variance with class (linguistic/nonlinguistic) as the independent variable and mean text length or 0008 Mean text length is thus well predicted by class, with nonlinguistic systems having shorter mean lengths. But the repetition rate is even better predicted, suggesting that our results above cannot be simply reduced to length differences.
To see this in another way, consider the results of computing the same repetition measures over our corpora where the texts have been artificially limited to a length of no more than six (by simply trimming each text to the first six symbols). In order to make the corpora more comparable, the shortened corpus was also limited to the first 500 'texts' from the original corpus. In this analysis, the separation was not as clean as in the case of 2.6. Two-way classification. We used the above features and the classification and regression tree (CART) algorithm (Breiman et al. 1984) to train (binary branching) classification trees for a binary classifier. The features used were as follows.
• The PMI association measure over the symbol set comprising 25% of the corpus • Block entropy calculations for N = 1 to N = 6 (block 1 … block 6) • Maximum conditional entropy calculated for Fig. 3 • F 2 , the log 2 bigram conditional entropy for the whole corpus, from Lee et al. 2010a • U r • C r • Repetition measure r R -Since the set of corpora is small-only twenty-one in total, not counting the Indus bar seals-the system was tested by randomly dividing the corpora into sixteen training and five test corpora, building, pruning, and testing the generated trees, and then iterating this process 100 times. The mean accuracy of the trees on the held-out data sets was 0.8, which is above the baseline accuracy (0.66) of always predicting a system to be linguistic (i.e. picking the most frequent choice).
It is interesting to see how these 100 trees classify the Indus bar seals, which were held out from the training sets. Ninety-eight of the trees classified it as nonlinguistic, and only two of the trees classified it as linguistic. Furthermore, the ninety-eight that classified it as nonlinguistic had a higher mean accuracy-0.81-than the two that classified it as nonlinguistic (0.3). Thus, more and better classifiers tend to classify the Indus symbols as nonlinguistic than those that classify it as linguistic. 10 Since the various runs involve different divisions into training and test corpora, an obvious question is whether particular corpora are associated with better performance. If a corpus is in the training and thus not in the test set, does this result in better performance, either because its features are more informative for a classifier and thus helpful for training, or because it is easier to classify and thus helpful for testing? Our results show that Asian emoticons and Sumerian result in higher classification rates when they occur in the training and not in the testing, perhaps because both are hard to classify in testing: Sumerian is misclassified by the repetition measure, as we saw above, and emoticons on that measure are close to the border with linguistic systems, as is Egyptian, and its removal from the test data also results in better performance. The next two on the list, weather icons and Pictish symbols, have a repetition value that places them well outside the range of the linguistic corpora, so in these cases it may be that they are useful as part of training to provide better classifiers. Kudurrus are also misclassified by the repetition measure, and thus their removal from the test data could lead to better performance. (See Tables S6 and S7 for fuller results.) In what was just described, Pictish was included among the nonlinguistic systems. Of course, with the publication of Lee et al. 2010a , this classification has become somewhat controversial. What if the Pictish data was not included? In this case training sets of fifteen corpora were used, and again five corpora were held out for testing. Here the overall mean accuracy is 0.84. What do these classifiers make of Pictish? The results are strongly in favor of the nonlinguistic hypothesis: ninety-seven classified Pictish as nonlinguistic and had a mean accuracy of 0.81; three classified it as linguistic and had a lower mean accuracy of 0.4.
It is also interesting to consider the features that are used by the trees. These are presented in Table 3 for the two experimental conditions (with versus without Pictish). In both cases, the most prominent feature is repetition, and the second most common is C r . The latter is interesting since, if one compares the Lee et al. tree in Fig. 7 , it is C r that was involved in the top-level linguistic/nonlinguistic decision. Anticipating what is argued below, this replicates Lee and colleagues' prior work in that C r is a good discriminator for this task, but when trained on a more exhaustive set of linguistic and nonlinguistic systems, it achieves results that are the opposite of what they report. Table 3 . Features used by trees under the two training conditions. The left-hand column in each case is the number of trees using the particular combination of features in the right-hand column. The final line for the trees trained without Pictish data is for one tree with a single node that predicts 'linguistic' in all cases. Table 4 shows the results of the Wilcoxon signed rank test for each feature comparing for the two populations of linguistic and nonlinguistic corpora. Only for our repetition measure and C r are the population means different according to this test (and after a Bonferroni correction, only repetition), suggesting that the other features are largely useless for determining the linguistic status of a symbol system. Table 4 . Wilcoxon signed rank test for each feature with the two populations being linguistic and nonlinguistic corpora. Assuming an alpha level of 0.01, both C r and repetition are highly significant. Using Bonferroni correction with twelve as the number of tests performed, the adjusted p value is 0.089 for C r , and 0.0062 for repetition. Thus even with fairly conservative correction, repetition remains significant at the 0.01 level, though C r is not.
Since our repetition measure is well correlated with mean length of texts in the corpus, and the nonlinguistic corpora in general have shorter mean lengths than the linguistic corpora, it is instructive to consider what happens when we remove that feature and train models as before. As we can see in Table 5 , a wider variety of trees is produced, and Lee and colleagues' C r is the favored feature, being used in eighty-two of them. The results for the held-out Indus bar seal corpus are not as dramatic as when the repetition feature was included, but they still highly favor the nonlinguistic analysis. Eighty-eight of the trees classified the system as nonlinguistic (mean accuracy 0.75), and twelve as linguistic (mean accuracy 0.37).
Similarly lower results were obtained when the repetition rate r R -from Table 2 was replaced with that computed over the artificially shortened corpora discussed above (Table S5 ). Eighty-five of the trees classified the Indus symbols as nonlinguistic (mean accuracy 0.63), and fifteen classified them as linguistic (mean accuracy 0.36). The features used by these trees are shown in Table 6 . Repetition is far less dominant than it is in the original tree set shown in Table 3 , but it is still the second most used feature, after C r , occurring in thirty out of 100 trees. The most useful features thus seem to be our measure of repetition and C r , and this is further confirmed by the Wilcoxon signed rank test reported in Table 4 above, for which these were the only two features that showed any correlation with corpus type. 472 LANGUAGE, VOLUME 90, NUMBER 2 (2014) What do these two features have in common? We know that r R -is correlated with text length: could it be that C r is also correlated? As Figure 9 shows, this is indeed the case. Pearson's r for C r and text length is 0.39, and this increases dramatically to 0.71 when the one obvious outlier-Amharic-is not considered.
As argued above, there is a plausible story for why r R -should correlate with text length, but why should C r correlate? Recall the formula for C r , repeated in 9, where, again, N d is the number of bigram types, N u is the number of unigram types, S d is the number of bigram hapax legomena, and T d is the total number of bigram tokens.
T d Now recall (n. 8) that Lee and colleagues pad the texts with beginning-and end-of-text delimiters. For corpora consisting of shorter texts, this means that bigrams that include Table 5 . Features used by trees when repetition is removed. The sixth row consists of two trees where there is a single leaf node with the decision 'linguistic'. Table 6 . Features used by trees when repetition is replaced by the repetition rate computed over artificially shortened corpora (see Table S5 ). The fourth row consists of twelve trees where there is a single leaf node with the decision 'linguistic'.
either the beginning or the ending tag will make up a larger portion of the types, and that the type richness will be reduced. The unigrams, by contrast, will be unaffected by this, though they will of course be affected by the overall corpus size. This predicts that the term Nd Nu  alone should correlate well with mean text length, and indeed it does, with r = 0.4 (r = 0.72 excluding Amharic).
U r , which is derived from Nd Nu  , is also correlated, but negatively: r = −0.29. Thus a higher mean text length corresponds to a lower value for U r . Recall again that it is this feature that is used in the Lee et al. 2010a decision tree (Fig. 7) for classifying the type of linguistic system: the lowest values of U r are segmental systems, next syllabaries, and next 'logographic' systems. This makes perfect sense in light of the correlation with text length: ceteris paribus, it takes more symbols to convey the same message in a segmental system than in a syllabary, and more symbols in a syllabary than in a logographic system. Thus segmental systems should show a lower U r , syllabic systems a higher U r , and logographic systems the highest U r values.
Returning to C r , nonlinguistic systems do tend to have shorter text lengths than linguistic systems, so one reason why C r seems to be such a good measure for distinguishing the two types, apparently, is because it correlates with text length. Of course, where one draws the boundary between linguistic and nonlinguistic on this scale will determine which systems get classified in which ways. For Lee and colleagues, Pictish comes out as linguistic only because they set the value of C r relatively low. With more data, we were able to determine a more appropriate cut-off point, one that, unfortunately for Lee and colleagues, places Pictish on the other side of the boundary from what they argue. While there are obviously other factors at play-for one thing, something must explain why Amharic is such an outlier-it does seem that the key insight at work here comes down to a rather simple measure: how long on average are the extant texts in the symbol system? If they are short, then they are probably nonlinguistic; if they are long, they are probably linguistic. We return to the implications of this result in §3.
We have already seen that repetition on its own misclassifies Sumerian as nonlinguistic, due to the short 'texts'-an artifact of the way the corpus was divided. Given what was just discussed, we would therefore expect the decision trees to also misclassify it. Indeed they do: using all features, ninety-two trees classified it as nonlinguistic (accuracy 0.72) and eight trees as linguistic (0.23).
2.7. Two-way classification with additional corpora. Our corpora of mathematical formulae and heraldry are still under development. However, it is of interest to see how the statistical methods hold up when samples of those corpora are added. To that end, 1,000 'texts' from each of these corpora were added. See the online supplementary materials for further discussion. Block entropy curves (as in Fig. 4 ) with these two new corpora added show that both mathematical formulae and heraldry fall somewhere in the middle of the distribution (see Figure S8 ).
When the classification experiments reported in §2.6 were replicated with these additional corpora, and using all features, the results were much as before: of the 100 trees trained, ninety-four classified the Indus bar seals as nonlinguistic (mean accuracy 0.73) and six classified it as linguistic (mean accuracy 0.33).
3. Discussion and conclusions. What are we to make of the results reported above? Readers familiar with the Rao et al. and Lee et al. work , and who have more or less accepted their conclusions, must also believe that statistical evidence is relevant to determining the status of an unknown symbol system. If they are fair minded, then they must also accept that a more extensive statistical analysis, of the kind presented here, could result in the opposite conclusions from those drawn in previous work. From that point of view, the above results would seem to lead to the conclusion that the Indus and Pictish symbols were probably not writing, or at least that the results are consistent with a hypothesis that has them as some sort of nonlinguistic symbol system.
To be sure, there are caveats: the two most useful measures were shown to correlate with text length, and texts from our nonlinguistic corpora are on average shorter than our linguistic corpora: more on this point later. But in any case there is clear evidence that the reported methods of Lee and colleagues and Rao and colleagues do not work.
Even this statement requires some qualification. As discriminative methods, the previously reported measures clearly fail. As we saw, Lee and colleagues' method misclassifies all of our nonlinguistic systems but one as some form of writing. And the various entropic measures reported by Rao and colleagues fail equally badly. None of the Rao et al. measures were selected in the CART tree experiments reported in §2.6, meaning that they have no discriminative power, and in any case a simple eyeballing of the plots in Figs. 3 and 6 should be enough to satisfy the reader that these measures are unlikely to be of much use as discriminative measures.
One response to this result would be to broaden one's definition of 'writing' to include other kinds of meaning-bearing systems that do not directly encode language. This was exactly Lee and colleagues' response in Lee et al. 2010b , in reply to the preliminary results for kudurrus presented in Sproat 2010a, where I reported that the Lee et al. system classified it as logographic writing. In their reply, Lee and colleagues noted that they had replicated my result and were comfortable with the classification of the deity symbols as a form of writing, citing Powell's (2009:13) broader definition of 'writing [as] a system of markings with a conventional reference that communicates information'. There are at least three problems with that response, however.
The first is that if one really wants to adopt such a broad definition, then there is nothing further to discuss: any conventional meaning-bearing symbol system is writing. The only distinction that one might consider using statistical methods for is distinguishing meaning-bearing symbols from meaningless decorations, and the Lee et al. 2010a study would thus be pointless: note that nobody ever disputed that the Pictish symbols must have meant something.
The second problem is that most linguists do not accept such a broad and freewheeling definition of writing. As I noted in Sproat 2010b, it seems doubtful that Powell himself really wants such a broad definition, and in any case it is clear that such a broad and almost vacuous definition is clearly not what readers of Lee et al. 2010a would have had in mind when they read the article and learned of its surprising discovery.
The final problem is that not only does the Lee at al. method misclassify most of our nonlinguistic systems as linguistic, but it also does so in ways that cannot be reconciled with even the liberal definition of writing that Powell proposes. Thus barn stars, kudurrus, and weather icons are classified as some sort of phonographic writing system. 11 None of these makes much sense in light of Powell's broader definition of writing, since while one might countenance classifying these systems as logographic under that broader definition, it hardly makes sense to classify them as rather particular forms of phonographic writing. The coup de grace here is the classification of barn stars as 'letters' (segmental writing) since that means the method fails to distinguish even meaningless decorative systems (which barn stars surely are) from real writing.
So much for discriminative interpretations of prior results; but what about Rao and colleagues' inductive interpretation of their results-an interpretation that was explicitly stated for the first time only in Rao et al. 2010 ? As I noted in Sproat 2010b, the 'inductive' approach is familiar to computational linguists as a form of 'generative' modeling, wherein one assumes a hidden set of models and tries to see which of those models is more consistent with the observation. In the case of Rao and colleagues' problem, the two models constitute two hypotheses about the Indus Valley symbols, namely that they were linguistic (call this H L ) or nonlinguistic (H NL ). Which hypothesis is more consistent with the facts? Rao and colleagues discuss a range of evidence that they argue is more consistent with H L . Included in this evidence are the following.
• The linear arrangement of the Indus symbols in texts • The (apparent) presence of diacritic modifications (ligatures) of symbols (possibly) similar to the kinds of diacritics found in many writing systems • Evidence for the directionality of the 'writing' • Apparent evidence, presented in Rao et al. 2009b , for different uses of the symbols in seals unearthed in Mesopotamia, suggesting a difference in the underlying language
If the Indus symbol system was linguistic, the argument goes, then all of the above features are certainly consistent with the hypothesis. And of course one would expect that the entropy of the system would look like that of a language, which is what they demonstrated. But it is all too easy to be fooled by that line of argumentation. Suppose I had a hypothesis that, counterfactually, the Mesopotamian deity symbols were a form of writing. I could adduce a number of pieces of evidence in support of that idea. For example:
• Deity symbols are frequently written linearly, and in the cases where linearity is less clear, the symbols are written around the top of a stone in an apparent concentric circle pattern; see examples in Seidl 1989 . One sees such nonlinear arrangements with scripts too: the Etruscan Magliano disk (Jannot 2005:36-37 ) and many rune stones have text wrapped around the border of the stone-for example, the Lingsberg Runestones described in Fuglesang 1998. • There is clear evidence for the directionality of deity symbols: to the extent that 'more important' gods were depicted first, these occur at the left/top of the text.
• Deity symbols are often ligatured together: one symbol may be joined with another. 12 • The deity symbols obey a power-law distribution.
• Deity symbols are pictographic, like many real scripts-Egyptian, Luwian, Mayan, Hittite hieroglyphs.
• Deity symbols were used largely on standing stones, but were also used in other contexts (see e.g. the 'necklace' depicted in Figure S9 ), suggesting that there were a variety of media in which one could create 'texts'.
And, following Rao and colleagues' reasoning, we would expect the entropic behavior to fall in the range observed for real languages, which has been demonstrated to be the case. But of course we know that the deity symbols were not writing. But it has also been shown that a memoryless system can mimic language-like entropic behavior, provided the distribution of symbols is nonuniform. So we could turn the above argument on its head and start with the hypothesis that the Indus Valley symbols were some sort of nonlinguistic symbol system that, like many such systems, had a power-law distribution, and even some (nonlinguistic) structure. There are a number of features of the Indus system that support such a hypothesis, as discussed in Farmer et al. 2004 . Among these are the following.
• All extant texts are very short, with no evidence of that changing over a 700-year period, as would have been expected if the system were some form of proto-writing evolving into true writing.
• The system was used in a culture where there are no archaeological markers of manuscript production (such as pens, styluses, ink pots, etc.). • There is no evidence for the development, even over a 700-year period, of the kind of cursive forms that one expects in a true writing system.
Certainly these conclusions have been challenged, for example by Vidale (2007) . But assuming one finds these points convincing, it in any case follows that such a system, with a nonuniform distribution of symbols, would be expected to behave entropically like language. Again, this has been shown to be true not only of other genuine nonlin-guistic systems, but also even of artificial memoryless systems. In other words, the entropic measures are useless for distinguishing between H L and H NL . There is one final point to be made. Rao and colleagues made much of the 'type 1' (maximum entropy) and 'type 2' (minimum entropy) systems, though the form of the argument changed subtly. In the prepublication version of their 2009 article, they presented them as 'representative samples' of nonlinguistic systems, whereas by the time the final archival version of the article was published, these became 'controls', characterized as 'necessary in any scientific investigation, to delineate the limits of what is possible'. 13 The question then is: what in fact is possible? Rao and colleagues have not found any genuine examples of type 2, though Rao did continue to insist in the face of obvious counterevidence (Rao et al. 2010 ) that Mesopotamian deity symbols should behave like type 2 systems. For type 1 systems, the set of real systems that approximates type 1 behavior has grown in various work (Rao et al. 2009a , Rao 2010 , so those might appear to be genuine. But are they? Consider for example DNA. There is no reason to doubt Rao's results that if one, for example, computes the block entropy over a corpus of DNA sequences at the base level, one will find that the system approaches maximum entropy. But one must recall that maximum entropy means that all possibilities are equiprobable, and that the system is structureless. A moment's thought will reveal that this conclusion, when it comes to DNA, is patently absurd: obviously DNA is highly structured. The problem, as noted in n. 4, is clearly that Rao is sampling at the wrong level: the base pairs are the 'bits' of DNA, but the actual information is carried in sequences of base pairs that are thousands of base pairs long. In addition, while there is much debate on this point, it is at least a viable hypothesis that some portion of DNA is noncoding (Lander et al. 2001 , The ENCODE Project Consortium 2012), similar perhaps to nonsensical writing inserted into a corpus of otherwise intelligible prose. Were Rao to sample at a more reasonable level, possibly taking into account (and eliminating) noncoding regions, the entropic behavior would surely be different. What has not been demonstrated is that a real meaning-bearing symbol system, sampled at the right level, has anything like type 1 behavior. Certainly all of the nonlinguistic systems we have examined here fall far away from both entropic extremes.
Thus, while the 'inductive' interpretation that Rao and colleagues propose is more subtle than Lee and colleagues' discriminative interpretation of their results, nonetheless it does not hold up under scrutiny. And thus we can return to our statement above: there is clear evidence that the reported methods of Lee and colleagues and Rao and colleagues do not work.
However, as was noted above, if one accepts that statistical argumentation might shed light on the status of an ancient unknown symbol system, then the statistical evidence presented here supports the nonlinguistic hypothesis for both the Indus Valley symbols and the Pictish symbols. But, as we also saw, both of our most discriminative measures, r R -and C r , also correlate with text length, and so text length would appear also to be an underlying factor. Indeed, nonlinguistic corpora do tend to have shorter texts. This is not surprising since, while a true writing system is expected to have long texts (since language itself is theoretically unbounded in the length of utterances that can be produced), there is no such a priori expectation for nonlinguistic systems.
Text length as a relevant measure for distinguishing systems would seem to be rather trivial, but at its core it seems like common sense, and there is a clear analogy in child language development. The most basic measure of language development is mean length of utterance (MLU), measured in words or in morphemes. There are of course other measures, but often even much more sophisticated measures correlate very strongly with MLU: for example, the index of productive syntax (IPSyn) measure (Scarborough 1990 ), a complex set of syntactic and morphological features used in assessing language development for English-speaking children, has an extremely high correlation with MLU in Scarborough's original data. That MLU should be so basic seems sensible: if an individual only utters four-word sentences, we would not generally think of that individual as having mastered his or her native language. In a similar vein, a symbol system that only allows its users to write short cryptic messages should make one suspicious about its status as a true linguistic script, especially if that situation appeared not to change over seven centuries.
One of the oft-noted problems for the thesis that the Indus symbols were a true writing system is the fact that all extant texts are very short (Parpola 1994 , Farmer et al. 2004 : the longest text on a single surface is seventeen glyphs long, which is quite a bit shorter than our longest kudurru text (thirty-nine glyphs, and indeed nineteen out of our sixty-nine kudurru texts are longer than the longest Indus text). As has been argued elsewhere (Farmer et al. 2004 ), the so-called 'lost manuscript' hypothesis, which states that longer texts were written on perishable materials, all of which have been lost, seems questionable given the absence of other 'markers' of literate civilization (e.g. pens, styluses, or ink pots). In any case, the belief in the existence of a large trove of now lost literary material in the Indus symbols must be taken as a mere act of faith, in the absence of any substantive evidence for it.
And so we end up with some statistical measures that are consistent with the hypothesis that Indus Valley and Pictish symbols were not writing. Both of these measures are correlated with text length, but text length itself seems, on reflection, to be a relevant measure for this purpose. The evidence presented must of course be considered in light of archaeological and cultural evidence concerning the two systems. In the case of Pictish, one relevant data point is that the Picts already had a written language (though scantily attested) based on Ogham (Rhys 1892 ). In the case of the Indus Valley, various pieces of evidence discussed above, and argued more extensively in Farmer et al. 2004 , suggest that the civilization was not literate.
The status of any ancient symbol system as a writing system must be supported by good empirical evidence. As argued in Farmer et al. 2004 for the Indus Valley symbols in particular, good arguments for the linguistic status would be a decipherment into one or more languages that succeeds in convincing a wide body of scholars; the discovery of artifacts indicating an active culture of literacy; or the discovery of a long text or a text that is bilingual with a known contemporaneous writing system. These ought to count as minimal requirements for accepting the thesis that any unknown ancient symbol system is writing.
