Invariant manifolds are important sets arising in the stability theory of dynamical systems. In this article, we take a brief review of invariant sets. We provide some results regarding the existence of invariant lines and parabolas in planar polynomial systems. We provide the conditions for the invariance of linear subspaces in fractional order systems. Further, we provide an important result showing the nonexistence of invariant manifolds (other than linear subspaces) in fractional order systems.
It should be noted that, one cannot expect the same behavior from fractional order systems (FOS) as their classical (integer-order) counterparts. e.g. The solution trajectories of classical differential dynamical systems are smooth whereas those of FOS can have self-intersections [52, 53] . Some other differences are given in [54, 55, 56] . It is very natural to expect the nonexistence of invariant manifolds from FOSs.
The paper is organized as below: Basic definitions and results are listed in Section 2. In Section 3, we propose the conditions for the existence of invariant straight lines, parabolas, some other polynomial curves and exponential curves under the flow of planar quadratic system of ODE. Section 4 provides the answer to the question: Is there exists invariant manifolds for fractional order quadratic systems? In Section 5, some comments are made on the nonexistence of invariant manifolds in FOSs. Conclusions are summarized in Section 6.
Preliminaries
This section contains some basic definitions and results given in the literature.
Definition 2.1. [4] Let E be an open subset of R n and let f ∈ C 1 (E). For X 0 ∈ E, let Φ(t, X 0 ) be the solution of the initial value probleṁ
X(0) = X 0 defined on its maximal interval of existence I(X 0 ). Then for t ∈ I(X 0 ), the set of mappings Φ t : E → R n defined by
is called the flow of the differential equation (1) .
Note that Φ 0 = I, the identity map. For any t, s ∈ I(X 0 ),
This is called semi-group property of the flow.
Definition 2.2. The set S ⊆ R n is said to be invariant under the flow Φ t : R n → R n of system (1) if Φ t (S) ⊆ S, ∀ t ∈ I(X 0 ). Definition 2.3. A steady state solution of (1) is called an equilibrium point. Thus, X * is an equilibrium point of (1) if f (X * ) = 0.
Definition 2.4. [4] Let E be an open subset of R n and let f ∈ C 1 (E). The global stable manifold of the system (1) corresponding to an equilibrium X * is defined as
Note that, S is invariant under Φ t .
Definition 2.5. [4] The Homoclinic orbit is an invariant set which is a closed loop passing through a saddle equilibrium. Such loop is contained in the intersection of stable and unstable manifolds of a single equilibrium point. i.e. Homoclinic orbit approaches to the single equilibrium point as t → ±∞.
Definition 2.6. [4] The Heteroclinic orbit connects different equilibrium points. It approaches different equilibrium points as t → ±∞.
Note:
1. Every solution curve of (1) is an invariant set.
2.
In particular, if f (X) = AX, where A is a square matrix then the eigenvectors of A (straight lines) are invariant sets. 
Note that C 0 D α t c = 0, where c is a constant. Thus, equilibrium points of the fractional order systems C 0 D α t X = f (X) are same as their classical counterparts (1) .
The Solution of non-homogeneous fractional order differential equation
is given by,
where
are Mittag-Leffler functions [23] .
Remark 2.1. If a manifold is given by the equation
and the system of differential equations is given by,
then the condition
is necessary and sufficient to show the invariance of (9) under the flow of (10). This condition is known as tangency condition [10] .
Some invariant manifolds of planar quadratic systems
In this section, we provide some necessary and sufficient conditions to exist the invariant lines and invariant parabolas for planar polynomial systems with classical derivatives.
Literature review
Consider a planar polynomial vector fielḋ
where P n (x, y) and Q n (x, y) are polynomials of degree n. The second part of Hilbert's sixteenth problem [58] is related to the number of limit cycles in polynomial system (12) . The literature review of planar quadratic system is taken by Coppel [59] . In [60] , authors studied the classification of phase portraits of a quadratic system in a region surrounded by separatrix cycle.
In [61] , Ye proposed the following conjecture:
When n is odd, the system (12) has at most M n = 2n + 2 invariant lines; when n is even, the system (12) has at most M n = 2n + 1 invariant straight lines.
For n = 2, 3 and 4, this conjecture is proved by Sokulski [62] . However, the conjecture is false [63] if n > 4. It should be noted that the system (12) can have infinitely many invariant straight lines (see Example 3.5).
Artes [63] proposed the following important result:
Assume that the polynomial differential system (12) of degree n has finitely many invariant straight lines. Then the following statements hold for system (12) .
1. Either all the points on an invariant line are equilibrium or the line contains no more than n equilibrium points.
2. No more than n invariant straight lines can be parallel.
3. The set of all invariant straight lines through a single point cannot have more than n + 1 different slopes. 4 . Either it has infinitely many finite equilibrium points, or it has at most n 2 finite equilibrium points.
Necessary and sufficient conditions for the existence of invariant straight lines
In this section, we propose some necessary and sufficient conditions for the existence of invariant straight lines for the system (12) .
Theorem 3.2. Consider planar polynomial system of degree n,
with a 0,0 = b 0,0 = 0
1. There exists infinitely many invariant straight lines y = mx to the system (13) if b k,0 = a 0,k = 0 and
for all k = 1, 2, . . . , n.
Consider any set of distinct values
where, k ∈ {1, 2, . . . , n} − {i 1 , i 2 , . . . , i l } and 1 ≤ j ≤ k. The values of m obtained from the system of l equations,
will give the invariant lines y = mx.
Proof. Consider the equation of line
Differentiating (17), we getẏ = mẋ. Therefore, the tangency condition implies that,
This holds if and only if,
for each k = 1, 2, . . . , n.
for each k = 1, 2, . . . , n. Case 1: If b k,0 = a 0,k = 0 and b k−j,j − a k−(j−1),j−1 = 0, 1 ≤ j ≤ k for each k = 1, 2, . . . , n, then the tangency condition (18) is satisfied by any m ∈ R. This proves the Statement 1. Case 2: Now, instead of equating all the coefficients of all the powers of m in (18) to zero, we solve some of the equations (18) for m and proceed as in Case 1 for other equations. For 1 ≤ l ≤ n, if we solve any l equations (18) for m and equate coefficients of powers of m to zero in the remaining equations, then we obtain the Statement 2. Note that, the Statement 2 provides
ways to find invariant straight lines for the system (13) . 
where k and l are real constants.
The Theorem 3.2 is illustrated for n = 2 in the following Theorem.
Theorem 3.3. Consider the planar quadratic system,
1. The line (17) is invariant under the flow of given system (20) , if and only if (a) a 2 = 0, b 1 = 0 and a 1 = b 2 . In this case, the real values of m obtained from the cubic equation,
will give the invariant lines (17) .
In this case, the real values of m obtained from the quadratic equation
provide the invariant lines.
OR
(c) the coefficients in the following equations
and
are not all zero. In this case, the real values of m satisfying (21) and (22) simultaneously, provide the invariant lines (17) .
(d) the coefficients in (21) and (22) are all zero. In this case, there exists infinitely many invariant straight lines (17) for all m ∈ R.
2.
The line x = k (respectively, y = l) is invariant under the flow of given system (20) , if a 1 k + a 2 y + a 3 k 2 + a 4 k 2 + a 5 ky = 0, for all y ∈ R (respectively,
Remark 3.1. The Theorem 3.2 corresponds to the equilibrium point 0 of system (13) .
If (x 0 , y 0 ) is any other equilibrium, then this result can be extended to obtain invariant lines of the form (y − y 0 ) = m(x − x 0 ).
This system satisfies the condition 1(a) of Theorem 3.3. Here, y = 0, y = x and y = −4x are the lines invariant under the flow of this system.
This system satisfies the conditions 1(a) and 2 of Theorem 3.3 and the invariant lines are given by x = 0, y = 3x and y = −x.
Example 3.3. Consider a planar quadratic system,
It can be checked that, the condition 1(b) in Theorem 3.3 is satisfied by this system. ∴ y = 4x, and y = −2x are invariant lines. In the Figure 1 , we sketch vector fields for the systems given in the Examples 3.1 and 3.5.
Example 3.6. Consider a planar quadratic system,
Here, x = 1, y = 3x − 2 and y = −x + 2 are invariant under the flow of given system (see the Figure 2 ). 3 and a 2 = 0. (In this case m is any real number).
Proof. The tangency condition shows that the parabola
is invariant if and only if
and From (26), we have
and from (27), we have
Therefore, the parabola (24) In the Table 1, In the Figure 3 , we sketch vector fields for the systems given in the examples (iii) and (iv). In the Table 2 , we provide examples supporting to the Theorem 3.5. The corresponding vector fields are sketched in Figure 4 .
The following Theorem 3.6 describes the general case.
Theorem 3.6. The parabola
is invariant under the flow of system (20) , if and only if Ex. no. The coefficients of invariant parabola (30) are given by,
Planar quadratic system
Example 3.7. Consider the following system,
Here, 5x 2 − 10xy + 5y 2 − 8 √ 2x − 8 √ 2y = 0 is invariant under the flow of this system (see the Figure 5 ).
Note: Invariant parabolas passing through equilibrium points (x 0 , y 0 ) other than origin can be obtained using similar results.
Hamiltonian systems
The systemẋ 
i.e. if and only if ∂f ∂x + ∂g ∂y = 0. Note that, the curves H(x, y) = c
are invariant under system (32), because dH dt = 0 (by (33)) along the solution trajectories.
In particular, if the curve (34) passes through a saddle equilibrium, then it is separatrix.
Example 3.8. Consider a planar quadratic system,
This system is a the Hamiltonian system and the Hamiltonian is given by,
Here, − 1 2
gives separatrix for this system and it is shown in the following Figure 6 .
The homoclinic loop passing through the origin contains a center. It is an intersection of stable manifold
-5 0 5 Figure 5 : Vector field of system (31) .
and unstable manifold
of system (35). 
Some other invariant curves
In this case,
Example 3.9. The planar quadratic systeṁ
has invariant curve viz. y = x 3 + x 2 − x (see Figure 7) . The system (20) can have invariant curves other than polynomial curves also. The following theorem provides conditions for the existence of exponential curve as an invariant. 
It can be verified that the curve y = me x (for all m ∈ R) are invariant under the flow of system (37) . (see Figure 8 ).
Note: Note that, the system (20) cannot have y = m sin x as an invariant curve. In this case, the tangency condition implies that,
This equation is not helpful in finding the values of m.
e.g. x = π 2 produces m = −2b2−b5π±2 (b2+b5 π 4 ) 2 −4b4(b1 π 2 +b3 π 2 4 ) 4b4 depending on b i s only. However x = π produces m = −b1π−b3π 2 a1π+a3π 2 depending on a i s as well as b i s. Therefore we cannot find unique m = 0 satisfying (38). 
Fractional order systems
The fractional order systems are generalizations of classical systems. In this section, we show that these systems cannot have invariant manifolds other than the linear subspaces of R n . Proof. Consider the fractional order system
Invariant subspaces of fractional order systems
and its classical counterparṫ
The tangency condition shows that the linear subspace 
This proves theorem.
This shows that the Theorems 3.2 and 3.3 of classical system hold for fractional order system (39) also. 
This system satisfies the condition 1(b) of Theorem 3.3.
Here, y = 3x, and y = −3x are invariant lines. In Figure 9 , we have sketched solutions of (45) using NPCM [42] for α = 0.75 with various initial conditions (shown in different colors) on these invariant lines. It can be checked that, all these solutions follow the same trajectory on the respective straight line. 
for which the initial point is not on an eigenvector of n × n matrix A, are not invariant
Proof. The general solution of the initial value problem
is
If X 0 is on an eigenvector of A, then AX 0 = λX 0 , where λ is the corresponding eigenvalue.
This is on the same eigenvector, because E α (λt α ) is a number for any t > 0. ∴ The solution trajectory of (47) starting on eigenvector is a straight line and is invariant under Φ t . Now, assume that X 0 is not on any eigenvector of A. ∴ AX 0 is not on a vector X 0 . In this case, if Y 0 = E α (At α * )X 0 , t * > 0 is any point on the solution curve (48), then
This cannot be written as E α (As α )X 0 for any s > 0. This proves the result. 
Its solution with X 0 = [1, 1] T is given by,
In the Figure 10 , we sketch the solution trajectory (51) (Blue color) of system (50) and another solution trajectories with initial conditions at various points X(t 1 ) on (51) . It can be checked that, the trajectories follow different paths. 
Note:
It can be easily checked that, the tangency condition used for nonlinear case in classical sense will not provide any invariant curves for fractional order case. e.g. as in Theorem 3.4, consider fractional order system C 0 D α t x = a 1 x + a 2 y + a 3 x 2 + a 4 y 2 + a 5 xy
and a parabola y = mx 2 . Operating C 0 D α t on both the sides, we get
Note that, unlike in classical case, C 0 D α t x 2 cannot be written in terms of C 0 D α t x. The generalized Leibniz rule [23] gives
∴ (53) becomes,
This does not provide any nonzero value of m, because of the term m ∞ k=1 (55) . ⇒ any invariant parabola of the form y = mx 2 for fractional order system (52) . The similar computations can be used to show that any invariant manifold (except linear subspace of R n ) for fractional order system (52) .
where, f ∈ C 1 (E) and E is an open set in R n . Suppose X * = 0 is an equilibrium of (56). Let Φ t (X 0 ) be the solution of (56) with initial condition X(0) = X 0 . Any curve g(x, y) = c which is not a straight line (i.e. curvature > 0) cannot be invariant under Φ t .
Proof. If S : g(x, y) = c is an invariant set under Φ t then, "any solution of (56) starting on S will stay on S for all the time". Let X(t) be the solution of (56) with X(0) = X 0 on the curve g(x, y) = c. Let Y 0 = X(t * ), t * > 0 be any point on this solution curve i.e. on g(x, y) = c. If the solution of (56) starting at Y 0 follows the same path on g(x, y) = c, then it contradicts Theorem 4.2, because the linear system (46) is a particular case of (56). ∴ g(x, y) = c cannot be invariant under Φ t , if g is not a straight line.
The generalization of Theorem 4.3 is as below:
Theorem 4.4. The fractional order system (56) cannot have invariant manifolds other than linear subspaces of R n .
Comments on the invariant manifolds in fractional order systems presented in the literature
It is clear from the discussion in Section 4 that the literature [45, 46, 47, 48, 49, 50, 51] developed for the local invariant manifolds in fractional order systems cannot provide correct results. In fact, it is not verified in any of these papers that whether the invariant manifolds S obtained are satisfying following properties: If X 0 is any initial condition, sufficiently close to equilibrium X * , then the solution Φ t (X 0 ) of given system starting at X 0 1. converge to X * as t → ∞ if S is stable manifold and as t → −∞ if S is unstable manifold 2. stay on S for all the time.
e.g. The local stable manifold given in the paper [45] does not follow this property as explained below:
For α = 0.5, the exact solution is given as [45] ,
Also the local stable manifold [45] S is given by,
If (x(t), y(t)) is solution of (57) with initial condition (x(0), y(0)) = (c 1 , c 2 ) on S then c 1 = −0. 
for sufficiently large value of t. Note that, R.H.S. does not tends to 0 as t → ∞ for any c 2 = 0. ∴ x(t) 0 as t → ∞. ⇒ S cannot be a local stable manifold. In the following Figure 11 , we can see that the solution (58) starting on S, in any small neighborhood of origin e.g. at (−0.27324 × 10 −20 , 10 −10 ) does not tends towards origin as t → ∞. Now, we prove that neither the parabola x = my 2 nor the parabola y = mx 2 are invariant under the flow of system (57) . This holds for all t if and only if 2m − 1 = 0 and m = 0, which is inconsistent. ⇒ There does not exist any m ∈ R such that x = my 2 is invariant under the flow of system (57) .
(II): Consider y = mx 2 .
In this case, the tangency condition gives,
Using the similar arguments, we can easily check that there does not exist any nonzero m ∈ R such that y = mx 2 is invariant under the flow of system (57).
Conclusion
We used tangency condition to propose the necessary and sufficient conditions for the existence of invariant straight lines and parabolas in the planar polynomial systems of ordinary differential equations. Further, we proved that the conditions for the invariance of linear subspaces in fractional order systems are same as their classical counterparts. Ample number of examples are provided to support the results. Important contribution of this work is the result showing the nonexistence of invariant manifolds (except linear subspaces) in fractional order systems. In particular, we have shown that any curve with curvature > 0 cannot be invariant under the flow of fractional order system. ment of Science and Technology (DST), New Delhi, India for INSPIRE Fellowship (Code-IF170439).
