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Fukaya A∞-structures associated to
Lefschetz fibrations. III
Paul Seidel
Abstract. Floer cohomology groups are usually defined over a field of formal functions
(a Novikov field). Under certain assumptions, one can equip them with connections, which
means operations of differentiation with respect to the Novikov variable. This allows one
to write differential equations for Floer cohomology classes. Here, we apply that idea to
symplectic cohomology groups associated to Lefschetz fibrations, and establish a relation
with enumerative geometry.
1. Introduction
This paper continues a discussion [42, 43, 44] of the Floer-theoretic structures associated to
Lefschetz fibrations. The specific part under consideration is a linear differential equation
introduced in [44], for a pair of functions (ρ, σ) of a formal parameter q:
(1.1) ∂q
(
ρ
σ
)
+
(
0 ψ
4z(2)ψ η
)(
ρ
σ
)
= 0.
The geometric context is that we are looking at a Lefschetz fibration over CP 1, for which
the fibre represents the first Chern class of the total space (this is the case for a rational
elliptic surface; or more generally, for the fibrations obtained by blowing up the base locus of
an anticanonical Lefschetz pencil). The coefficients ψ, η and z(2) in (1.1) (each a function of
q) are extracted from the genus zero Gromov-Witten invariants of the total space. In fact,
a restriction on those Gromov-Witten invariants must be imposed: that is Assumption 2.7
below, already extensively discussed in [44].
Let’s look at (1.1) on an elementary level, as a formal differential equation (topologically-
minded readers are hereby asked for some patience). In our context ψ 6= 0, so we can
eliminate σ = −ψ−1∂qρ, which leaves the second order equation
(1.2) ∂2qρ+
(
η − ∂qψ
ψ
)
∂qρ− 4z(2)ψ2ρ = 0.
For the logarithmic derivative α = ρ−1∂qρ, we get a nonlinear first order equation (a Riccati
equation [31])
(1.3) ∂qα+ α
2 +
(
η − ∂qψ
ψ
)
α− 4z(2)ψ2 = 0.
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Alternatively, let’s consider the action of (1.1) on the projective line, which concretely means
on the quotient λ = ρ−1σ = −ψ−1α. This satisfies an equation closely related to (1.3),
(1.4) ∂qλ− ψλ2 + ηλ+ 4z(2)ψ = 0.
The quotient θ = ρ−10 ρ1 of two solutions of (1.2) satisfies
(1.5)
∂2qθ
∂qθ
+
(
η − ∂qψ
ψ
)
+ 2
∂qρ0
ρ0
= 0;
from that and (1.3) one gets a nonlinear third order equation involving the Schwarzian
operator [24] Sqθ = ∂q(∂
2
qθ/∂qθ)− 12 (∂2qθ/∂qθ)2,
(1.6) Sqθ + ∂q
(
η − ∂qψ
ψ
)
+ 12
(
η − ∂qψ
ψ
)2
+ 8z(2)ψ2 = 0.
Finally, one can use (1.5) to write the solutions of (1.2) in terms of θ,
(1.7) ρ0 = exp
(
− 12
∫
∂2qθ
∂qθ
+
(
η − ∂qψ
ψ
)
dq
)
, ρ1 = θρ0.
In the application to Lefschetz fibrations (more precisely, ones obtained by blowing up the
base locus of an anticanonical Lefschetz pencil), (1.4) has a straightforward enumerative
meaning: it describes the q-dependence of the eigenvalues of quantum multiplication with
the fibre class [44, Section 3]. On a deeper level, which is where the main motivation lies, it
has been conjectured that (1.1) governs the q-dependence of canonical natural transforma-
tions on the Fukaya category of the Lefschetz fibration [44, Section 4b]; as a consequence,
(1.6) would then describe a kind of mirror map for the fibre of the Lefschetz fibration. That
idea was supported by a form of the Homological Mirror Symmetry conjecture, and by ex-
ample computations, but lacked a direct geometric interpretation. Our task is to show that
versions of (1.1)–(1.4) arise in symplectic cohomology. More precisely, we remove a fibre
from the Lefschetz fibration, so as to obtain an open symplectic manifold, whose symplectic
cohomology we study. To obtain the differential equations above, one replaces the functions
in them by distinguished symplectic cohomology classes, and ∂q by a connection (an opera-
tor of differentiation in q-direction) acting on symplectic cohomology. The relation between
Gromov-Witten invariants and symplectic cohomology has already been the object of consid-
erable study: see e.g. [5, 6], and unpublished work of Borman-Sheridan (one can also consider
Symplectic Field Theory as an intermediate theory, and then the relevant literature becomes
much larger). What’s new here is the appearance of connections, and their interplay both
with Gromov-Witten invariants and with the algebraic structure of symplectic cohomology.
There are at least two perspectives on the material developed here. One can focus on the
abstract framework surrounding the construction and properties of connections. This leads
away from the specific geometric situation, towards more abstract and axiomatic (TQFT)
considerations. Alternatively, one can emphasize the concrete computational aspects, in
relation with Gromov-Witten theory. We will try to accomodate both tastes. The first
part of the paper, consisting of Sections 2–4, presents an overview of the constructions and
results, including their motivation. After that, in Sections 5–6, we operate in a greatly
simplified TQFT-style framework, and explain what can be seen at that level of abstraction.
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In contrast, Sections 7–10 are much more geometric, and set up just enough machinery
in (finite-dimensional) Hamiltonian Floer cohomology groups to enable us to carry out the
main computations. In Section 11, we translate the outcome of those computations to the
(infinite-dimensional) symplectic cohomology groups, and this fairly straightforward process
completes our argument.
Acknowledgments. I would like to thank Nick Sheridan for an illuminating conversation
about his joint work with Borman, and Amitai Netser-Zernik for a helpful observation con-
cerning (3.23). Partial support was provided by the Simons Foundation, through a Simons
Investigator award, and by NSF grant DMS-1500954.
2. The results
This section summarizes the Floer-theoretic constructions and results which are the main
topic of the paper. Technical details will be kept to a minimum.
(2a) Connections. Symplectic cohomology SH ∗(E) [48, 4] is an invariant of a certain kind
of non-compact symplectic manifold (E2n, ωE). Our version of symplectic cohomology will
be linear over a specific (characteristic 0) field K, the single-variable Novikov field with real
coefficients; elements f ∈ K are formal series
(2.1) f(q) = c0q
d0 + c1q
d1 + · · · with ci ∈ R, di ∈ R, limi di =∞.
Note that K is closed under differentation ∂q. We’ll assume throughout that c1(E) = 0. This
allows us to lift the usual Z/2-grading of symplectic cohomology to a Z-grading, and it also
simplifies the technical aspects of the construction. (Readers who wish for more specifics
about the class of symplectic manifolds under consideration are referred to Section 11a, but
should keep in mind that the same ideas apply to other situations as well.)
Symplectic cohomology has the structure of a BV (Batalin-Vilkovisky) algebra, which one
can think of as a Gerstenhaber algebra structure (consisting of a product, denoted here by
•, and a degree −1 Lie bracket) together with a BV operator ∆ (see e.g. [40, 32]). It also
comes with a map
(2.2) B : H∗(E;K) −→ SH ∗(E).
We like to think of B as a version of the construction from [30], hence call it a PSS map. It
is a map of BV algebras, if one equips H∗(E;K) with the small quantum product (denoted
here by ∗E), as well as the zero bracket and zero BV operator. In particular, 1 ∈ H0(E;K)
maps to the unit for the product structure, which we denote by e ∈ SH 0(E). We denote the
image of q−1[ωE ] under (2.2) by k, and call it the Kodaira-Spencer class (the terminology is
motivated by mirror symmetry).
There is also a reduced symplectic cohomology group SH ∗(E)red (see e.g. [3]), which fits into
a long exact sequence
(2.3) · · · → H∗(E;K) B−→ SH ∗(E) −→ SH ∗(E)red → · · ·
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Based on the vanishing of the BV operator on H∗(E;K), one can define a map ∆red which
fits into a diagram
(2.4) SH ∗(E)
∆

// SH ∗(E)red
∆redww
SH ∗−1(E),
and satisfies
(2.5) ∆∆red = 0.
As should already be obvious from the discussion so far, we do not require that [ωE ] ∈
H2(E;R) is trivial, or even that it vanishes on spherical homology classes (such assumptions
occur in most, but not all, of the literature concerning symplectic cohomology; among the
exceptions are [33, 18, 17]). Eventually, we will impose a vanishing condition, but one which
is weaker and not expressed in terms of classical topology:
Assumption 2.1. The Kodaira-Spencer class vanishes.
Whenever Assumption 2.1 holds, we want to fix a choice of bounding cochain, in the following
sense. Consider the chain complex underlying symplectic cohomology. Pseudo-holomorphic
curve theory yields a cocycle in that complex which represents k. By assumption, this is
nullhomologous, and the desired choice is that of a cochain which bounds it. Two such choices
have the same effect if they differ by a nullhomologous cocycle, so the essential amount of
freedom is an affine space over SH 1(E). A choice of bounding cochain determines a class
(2.6) t ∈ SH 1(E)red ,
which maps to q−1[ωE ] under the connecting homomorphism from (2.3); and that gives rise
to a class
(2.7) a = ∆red t ∈ SH 0(E),
which, in view of (2.5), satisfies
(2.8) ∆a = 0.
If one changes the bounding cochain by adding α ∈ SH 1(E), (2.6) changes by the image of
α in SH 1(E)red , and therefore, the corresponding change in (2.7) is
(2.9) a˜ = a+ ∆α.
Proposition 2.2. If Assumption 2.1 holds, a choice of bounding cochain determines a con-
nection ∇ on symplectic cohomology, which is compatible with the Gerstenhaber algebra struc-
ture.
Here, by a connection, we mean an operator of differentiation in ∂q-direction: an additive
(and grading-preserving) endomorphism ∇ which satisfies
(2.10) ∇(fx) = f∇x+ (∂qf)x for f ∈ K.
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Of course, any K-vector space can be equipped with a connection, simply by differentiating
the coefficients with respect to some choice of basis. What makes Proposition 2.2 nontrivial
is compatibility with the Gerstenhaber algebra structure, which means that ∇ acts as a
derivation for both the product and Lie bracket:
∇(x2 • x1) = ∇x2 • x1 + x2 • ∇x1,(2.11)
∇[x2, x1] = [∇x2, x1] + [x2,∇x1].(2.12)
Note that (2.11) implies
(2.13) ∇e = 0.
Our connection depends on the choice of bounding cochain. Changing that cochain by α
affects it as follows:
(2.14) ∇˜x = ∇x− [α, x].
Consider the interaction of the connection and the BV operator, as measured by the K-linear
endomorphism ∇∆−∆∇. From the general relation between the BV operator, the product,
and the bracket, it follows that ∇∆−∆∇ is a (degree −1) derivation for the product. The
following result sharpens that statement, by saying that this derivation is inner:
Proposition 2.3. The connection from Proposition 2.2 satisfies
(2.15) ∇∆x = ∆∇x− [a, x].
One can think of ∇ as part of a family of connections,
(2.16) ∇cx = ∇x+ ca • x, c ∈ K.
In particular, from (2.13) one gets
(2.17) ∇ce = c a.
One of those connections, ∇−1, is compatible with the BV operator (but not with the product
or bracket, in general): by (2.8), (2.15), and the definition (2.16),
(2.18) ∇−1(∆x)−∆(∇−1x) = −[a, x]− a •∆x+ ∆(a • x) = (∆a) • x = 0.
Remark 2.4. From (2.14), one can derive formulae for how a change of bounding cochain
affects ∇c. Again, the case c = −1 is of particular interest:
(2.19)
∇˜−1x = ∇˜x− a˜ • x = ∇x− [α, x]− (a+ ∆α) • x
= ∇−1x−∆(α • x)− α •∆x.
Combining (2.18) and (2.19) yields the following: if one considers ∆ as a differential on
SH ∗(E), then ∇−1 induces a connection on its cohomology, and that induced connection is
independent of the choice of bounding cochain.
(2b) Lefschetz fibrations. Take a symplectic Lefschetz fibration
(2.20) p : F −→ CP 1,
where F is a manifold without boundary, and the map p is proper. Choose a smooth fibre M .
We also assume that c1(F ) is Poincare´ dual to [M ]. Consider genus 0 pseudo-holomorphic
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curves in F which have degree k over the base of (2.20), and which come with one marked
point. The evaluation map on the moduli space of such curves gives rise to Gromov-Witten
invariants
(2.21) z(k) ∈ H4−2k(F ;K),
which are zero if k < 0. Let’s remove a fibre from (2.20) to get an open symplectic manifold
(2.22) E = F \M.
By assumption, c1(E) = 0. Our main Floer-theoretic object of study is the symplectic
cohomology of E.
Lemma 2.5. The cohomology class z(1)|E lies in the kernel of (2.2).
The proof will exhibit a geometrically defined bounding cochain for B(z(1)|E). In analogy
with the previous discussion of Assumption 2.1, the bounding cochain determines a class in
SH 1(E)red which goes to B(z
(1)|E) under the connecting map from (2.3); and by applying
−∆red , another class
(2.23) s ∈ SH 0(E).
The last-mentioned class has an alternative and more direct description, in terms of pseudo-
holomorphic thimbles going through M (this goes back to unpublished work of Borman-
Sheridan, see also [12]). With that description in mind, we call s the Borman-Sheridan
class.
Remark 2.6. From the perspective of [43], the Borman-Sheridan class can be viewed as a
special case of a more general idea. Consider a Lefschetz fibration p : E → C, which does
not necessarily extend over CP 1. Let µ be the monodromy around ∞, which is a symplectic
automorphism of the fibre. Its fixed point Floer cohomology HF ∗(µ) comes with a map (which
already played a role in [39, Conjecture 6.1])
(2.24) HF ∗(µ) −→ H∗(E;K),
obtained by counting sections of p with suitable asymptotic conditions. It turns out that the
composition of this map and (2.2) is always zero (this is a generalization of Lemma 2.5).
Now consider the double composition
(2.25) HF ∗(µ) −→ H∗(E;K) B−→ SH ∗(E) ∆−→ SH ∗−1(E).
This is zero for two different reasons: the one which we have just mentioned, and also because
∆ vanishes on the image of the PSS map. By subtracting the two underlying nullhomotopies
from each other, one gets a map
(2.26) HF ∗(µ) −→ SH ∗−2(E).
In the specific situation arising from (2.20), µ is essentially the identity map; more pre-
cisely, because of our assumption on c1(F ), one has HF
∗(µ) ∼= H∗−2(M ;K). One plugs
1 ∈ H0(M ;K) into (2.26) to obtain (2.23).
So far, our observations have not depended on making any assumptions on the enumerative
geometry of F . We will now introduce the key restriction:
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Assumption 2.7. There are ψ, η ∈ K (with ψ necessarily nonzero), such that
(2.27) q−1[ωF ] = ψz(1) − η[M ] ∈ H2(F ;K).
In order for (2.27) to hold, z(1) must be nonzero, which implies that the Lefschetz fibration
must have pseudo-holomorphic sections (for any choice of compatible almost complex struc-
ture which makes the map (2.20) pseudo-holomorphic). As we will now explain, there is a
natural source of examples where that is the case.
Application 2.8. Start with a Lefschetz pencil of anticanonical hypersurfaces on a monotone
symplectic manifold (or algebro-geometric Fano variety). Construct (2.20) by blowing up the
base locus of the pencil. Write D ⊂ F for the exceptional divisor. The symplectic class can
be chosen to be
(2.28) [ωF ] = [D] + γ[M ] for γ  0.
The obvious ruling of D by lines gives a contribution of qγ−1[D] to z(1), and all other terms
have powers qγ , qγ+1, . . . . If we assume additionally that
(2.29) dimH2(F ;R) = 2,
then
(2.30)
q−γz(1) = (1 + positive integer powers of q) q−1[ωF ]
+ (nonnegative integer powers of q) [M ].
Assumption 2.7 will therefore be satisfied. One example is the algebro-geometric pencil of
Calabi-Yau hypersurfaces on CPn, n ≥ 3. There is also a useful generalization, in which
one replaces H2(F ;R) with the subspace which is invariant under a suitable automorphism
group [44, Lemma 3.3]. That generalization applies e.g. to the pencil of elliptic curves on
CP 2 (giving rise to a space F which is a rational elliptic surface).
Remark 2.9. As explained in [44], allowing formal bulk deformations of the symplectic
form greatly extends the reach of Assumption 2.7, for appropriately twisted versions of all
the Floer-theoretic structures. It would be possible to allow such deformations throughout the
current paper as well, but we won’t do that, in the interest of simplicity.
(2c) Main results. Returning to the main thread of our argument, we notice that, by
Lemma 2.5, Assumption 2.7 implies Assumption 2.1. One can be a little more precise:
Lemma 2.10. Suppose that Assumption 2.7 holds. Then, for a suitable choice of bounding
cochain, the class (2.7) is given by
(2.31) a = −ψs.
This is fundamentally not surprising: the definitions of the two sides of (2.31) both start
with the vanishing of certain other elements in symplectic cohomology, and the condition
q−1[ωE ] = ψ(z(1)|E) relates those elements. In view of (2.17), one can equivalently rewrite
(2.31) as
(2.32) ∇ce = −c ψs.
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We can go further, and describe how the connection acts on s:
Theorem 2.11. Suppose that Assumption 2.7 holds. Then, one can choose the bounding
cochain so that Lemma 2.10 is satisfied, and with the additional property that
(2.33) ∇s− ψs • s+ ηs+ 4z(2)ψ e = 0.
This is a counterpart of (1.4), with s instead of λ, and ∇ instead of ordinary differentiation.
We will now draw some immediate consequences from it. An equivalent statement is that a
satisfies the analogue of (1.3):
(2.34) ∇a+ a • a+
(
η − ∂qψ
ψ
)
a− 4z(2)ψ2e = 0.
In terms of ∇c, (2.33) takes on the following form:
(2.35) ∇cs+ (c− 1)ψs • s+ ηs+ 4z(2)ψ e = 0.
In particular, setting c = 1 causes the nonlinear term to vanish,
(2.36) ∇1s+ ηs+ 4z(2)ψ e = 0.
This equation and the c = 1 case of (2.32) are counterparts of the components of (1.1), with
∇1 replacing ordinary differentiation. Imitating the argument there, one can eliminate s by
substitution, and obtain the analogue of (1.2) for e alone:
(2.37) ∇1∇1e+
(∂qψ
ψ
− η
)
∇1e− 4z(2)ψ2e = 0.
We have now fulfilled the promise, made at the beginning of the paper, that all forms (1.1)–
(1.4) of the basic differential equation would occur in the context of symplectic cohomology.
3. A sketch of the equivariant theory
This (partly speculative) section is not strictly necessary for the rest of the paper, but
expands our overall theme in a natural direction. There is an operation on S1-equivariant
symplectic cohomology, which we’ll call the Gauss-Manin connection. It exists without any
additional assumptions, and is canonical [45]. Even though it is therefore somewhat different
from our ∇c, one expects the two to be related via a suitable intermediate object. More
precisely, the relevant value is c = −1, as foreshadowed by Remark 2.4. We will explain this
picture, and how it leads to another approach towards proving our main results. Some of
the steps in this approach remain conjectural, but those (specifically Conjecture 3.3) may
actually be of independent interest.
(3a) Background. Let’s start in the same overall situation as in our discussion of ordinary
symplectic cohomology (Section 2a). The S1-equivariant symplectic cohomology SH ∗eq(E) is
a Z-graded module over K[[u]], where the formal variable u has degree 2. It fits into a long
exact sequence
(3.1) · · · → SH ∗−2eq (E) u−→ SH ∗eq(E) −→ SH ∗(E) −→ SH ∗−1eq (E)→ · · ·
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The BV operator can be recovered by composing the middle and right map in this sequence
(in the nontrivial order). There is also an equivariant version of the PSS map, which fits
into a commutative diagram with the forgetful maps from (3.1):
(3.2) H∗(E;K[[u]])

Beq // SH ∗eq(E)

H∗(E;K) B // SH ∗(E).
There are actually different versions of the equivariant theory, which share the basic prop-
erties mentioned so far, but otherwise behave quite differently. The one convenient for the
present discussion was introduced in [2, 49]; in that version, the underlying chain complex
is not u-adically complete (as a consequence, vanishing of SH ∗(E) does not imply the cor-
responding result for SH ∗eq(E)). The main result of [2, 49] is a localisation theorem, which
says that the equivariant PSS map induces an isomorphism
(3.3) H∗(E;K((u))) ∼= SH ∗eq(E)⊗K[[u]] K((u)).
To be clear, the geometric situation here is not exactly the same as that in which (3.3) was
proved originally, but the proof goes through without any significant modifications.
The ordinary cohomology of E carries the quantum connection, which is defined in terms of
the small quantum product, as follows:
(3.4)
D : H∗(E;K[[u]]) −→ H∗+2(E;K[[u]]),
D(x) = u∂qx+ q
−1[ωE ] ∗E x.
In spite of the name, this (in our formulation) is not a connection in the strict sense, but
rather what one would get after multiplying a connection by u. It turns out that a similar
operation can be defined on equivariant symplectic cohomology:
Theorem 3.1. There is a canonical additive endomorphism
(3.5)
Γ : SH ∗eq(E) −→ SH ∗+2eq (E),
Γ(fx) = fΓ(x) + u(∂qf)x for f ∈ K[[u]],
which fits into a commutative diagram
(3.6) H∗(E;K[[u]])
Beq

D // H∗+2(E;K[[u]])
Beq

SH ∗eq(E)

Γ // SH ∗+2eq (E)

SH ∗(E) k• // SH ∗+2(E).
This Γ is what we call the Gauss-Manin connection. For the finite-dimensional Floer co-
homology groups obtained from Hamiltonians with “finite slope”, it is constructed in [45]
(where the notation is Γq); the argument from [45, Section 5f] could be adapted to prove
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its compatibility with continuation maps which “increase the slope”, yielding the theorem
in the form stated above.
Intuitively, (3.6) says that the Kodaira-Spencer class is the obstruction to being able to
divide Γ by u in order to get an honest connection on the equivariant theory. A more precise
form of this idea is the following (see [45, Remark 5.3] for further discussion):
Conjecture 3.2. Suppose that Assumption 2.1 holds (and that a bounding cochain has been
chosen). Then, SH ∗eq(E) can be equipped with a connection ∇eq , which preserves gradings
and satisfies the analogue of (2.10) for f ∈ K[[u]]. The Gauss-Manin connection is related
to it by
(3.7) Γ = u∇eq ;
moreover, ∇eq is an equivariant version of ∇−1, meaning that it fits into the diagram
(3.8) SH ∗eq(E)

∇eq // SH ∗eq(E)

SH ∗(E) ∇
−1
// SH ∗(E).
(3b) A bit more Gromov-Witten theory. We now return to the more specific geometric
situation from Section 2b. H∗(F ;K) also carries a quantum product, but that no longer
preserves the grading. Let’s write it as
(3.9) x1 ∗F x2 =
∑
k
x1 ∗(k)F x2,
which each term ∗(k)F has degree −2k. The terms with k < 0 are zero, while the k = 0
contribution is related to the quantum product on E by restriction:
(3.10) (x1 ∗(0)F x2)|E = (x1|E) ∗E (x2|E).
For classes xk ∈ H2(F ;K), one can use the divisor axiom to reduce the quantum product
to one-pointed invariants. In particular, the following products can be expressed in terms of
(2.21):
[M ] ∗F [M ] = z(1) + 4z(2),(3.11)
q−1[ωF ] ∗F [M ] = q−1[ωF ] ^ [M ] + ∂q(z(1) + 2z(2)),(3.12)
q−1[ωF ] ∗F q−1[ωF ] = q−1[ωF ] ^ q−1[ωF ]
+(q−1∂q + ∂2q )(z
(0) + z(1) + z(2)),
(3.13)
where ^ is the cup product. More relations between Gromov-Witten invariants come from
the WDVV (associativity) equation. One instance which is relevant for us is this:
(3.14)
x ∗(0)F z(1) = x ∗(0)F ([M ] ∗(1)F [M ])
= (x ^ [M ]) ∗(1)F [M ] + (x ∗(1)F [M ]) ^ [M ].
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Gromov-Witten invariants can be generalized in various directions. The most relevant one
for our purpose are relative invariants, and specifically ones with tangency conditions to M .
Consider curves which intersect M in a single point, with multiplicity k, and which carry an
additional marked point. These give rise to classes
(3.15) z˜(k) ∈ H2(F ;K),
with z˜(1) = z(1). All these relative invariants can be reduced to ordinary Gromov-Witten
theory, see [27] for a general discussion. We will only appeal to the simplest special case of
such a reduction:
(3.16) z˜(2)|E = 12 (z(1) ∗(1)F [M ])|E ∈ H2(E;K).
This is proved by first using a degeneration argument to relate z˜(2) to a Gromov-Witten
invariant with a gravitational descendant, and then eliminating that descendant using the
Topological Recursion relation.
(3c) The Borman-Sheridan class and enumerative geometry. Let’s return to our
main object of study, the symplectic cohomology of (2.22). We will use the following (highly
convenient, but not absolutely indispensable) fact. One can arrange that the Conley-Zehnder
indices of periodic orbits are all nonnegative, which implies that
(3.17) SH ∗(E) = 0, SH ∗eq(E) = 0 for ∗ < 0.
As a consequence of this and (3.1), we have
(3.18) SH 0eq(E)
∼= SH 0(E).
We will denote by xeq the unique equivariant lift of any class x ∈ SH 0(E). Note that in
several important cases, such as the unit class e or the Borman-Sheridan class s, there are
geometric constructions of equivariant lifts which do not depend on (3.18).
At this point, we are faced with an interesting puzzle. After multiplication by some power
of u, any element of SH ∗eq(E) comes from an ordinary cohomology class, by (3.3). Applying
this to the Borman-Sheridan class and its powers, we get specific cohomology classes, which
ought to have some enumerative meaning. An attempt to make this more precise leads to
the following:
Conjecture 3.3. In SH ∗eq(E),
u seq = Beq(z
(1)|E),(3.19)
u2 (s • s)eq = Beq
(
1
2 (z
(1) ∗(0)F z(1) + uz(1) ∗(1)F [M ])|E
+ 2u2z(2)
)
.
(3.20)
The first equation (3.19) is closely related to the discussion in Section 8b below. Concerning
the somewhat less transparent (3.20), we have formulated it in a way which is convenient
for our applications, but which is not necessarily the most conceptual one. To get a better
picture, we should point out that the Borman-Sheridan class is the first in a sequence of
classes
(3.21) s˜(k) ∈ SH 0(E),
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M M
z˜(2)(z(1) ^ [M ]) ∗(1)F [M ]
Figure 1. Holomorphic curves corresponding to terms in the second line of (3.23).
defined by looking at thimbles with k-fold tangency to M . In the simplest nontrivial case,
(3.21) is related to the pair-of-pants square of (2.23) by the formula (proved in Section 8c
below)
(3.22) s • s = s˜(2) + 2z(2)e,
where e is the unit. (The classes s˜(k) have natural equivariant lifts, independent of (3.18),
something which is not a priori true of s • s.) Using (3.22), as well as (3.16) and (3.14), one
rewrites (3.20) as
(3.23)
u2s˜(2)eq = Beq
(
1
2 ((z
(1) ^ [M ] + uz(1)) ∗(1)F [M ])|E
)
= Beq
(
( 12 (z
(1) ^ [M ]) ∗(1)F [M ] + uz˜(2))|E
)
.
Remark 3.4. Figure 1 gives a schematic picture of the two terms in the second line of
(3.23). One can think of them as corresponding to strata in the space of relative stable maps
[25] to (F,M), which have degree 2 over CP 1. In both cases, the curve has a component not
drawn in Figure 1, which is a parametrized map to (CP 1×M, {0,∞}) that is a double cover
of CP 1×{point}, with one branch point at (∞, point). The difference between the two cases
lies in the position of the other branch point. More precisely, what one may want to think of
is a parametrized version of the space of stable maps, which as in [16] can be interpreted as
unparametrized maps in CP 1×F . In spite of this tentative description, we will not speculate
on the infinite hierarchy of which the equations (3.19) and (3.23) should be the start.
Remark 3.5. Here is another way to see the meaning of formulae such as (3.19). Suppose
that L ⊂ E \∂E is a closed Lagrangian submanifold (Spin, and with vanishing Maslov class).
For the sake of argument, let’s also assume that L bounds only constant holomorphic discs
in E (for some choice of almost complex structure). Consider holomorphic discs in F with
boundary on L, and which intersect M once. The boundary values of such discs gives rise
to a class
(3.24) weq ∈ Heq,n(LL;K),
lying in the equivariant homology of the free loop space. More precisely, we use the equivariant
homology theory from [20], which localises along constant loops. Taking Poincare´ duality into
account, the localisation theorem says that
(3.25) Heq,−∗(LL;K)⊗K[[u]] K((u)) ∼= H∗+n(L;K((u))).
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After localisation, (3.24) contains only contributions from S1-invariant (stable) discs, which
are holomorphic spheres with a constant disc attached. Hence, under (3.25),
(3.26) weq 7−→ u−1z(1)|L ∈ H0(L;K((u))).
On the other hand, (3.24) is the image of the Borman-Sheridan class under a canonical
map SH ∗eq(E)→ Heq,n−∗(LL;K) (see [50, Theorem 1.1.9]). Hence, (3.26) is consistent with
(3.19).
(3d) Implications for the connections ∇c. We now combine the general theory above
with Assumption 2.7. As an immediate consequence, the formulae (3.19), (3.20) take on the
following form:
(3.27)
uψseq = Beq(q
−1[ωE ]),
u2ψ2 (s • s)eq = Beq
(
1
2q
−1[ωE ] ∗E q−1[ωE ]
+ 12u
(
η − ∂qψ
ψ
− q−1
)
q−1[ωE ] + 2u2 z(2)ψ2
)
.
Using (3.6) as well as (3.11) and (3.12), one arrives at the following statement for the Gauss-
Manin connection:
(3.28)
Γ(eeq) = Γ(Beq(1)) = Beq(q
−1[ωE ]) = uψseq ,
uΓ(seq) = Γ(Beq(ψ
−1q−1[ωE ]))
= Beq
(
u∂q(ψ
−1q−1[ωE ]) + q−1[ωE ] ∗E ψ−1q−1[ωE ]
)
= Beq
(
uψ−1
(− ∂qψ
ψ
− q−1)q−1[ωE ]
+ ψ−1(q−1[ωE ] ∗E q−1[ωE ])
)
= 2u2ψ (s • s)eq − u2ηseq − 4u2z(2)ψeeq .
Assuming Conjecture 3.2, one would conclude that
(3.29)
∇eqeeq = ψseq modulo ker(u),
∇eqseq = 2ψ(s • s)eq − ηseq − 4z(2)ψeeq modulo ker(u2).
Let’s suppose that we already knew that, for some undetermined constants γij ∈ K,
(3.30)
∇−1e = γ10s+ γ00e,
∇−1s = γ21(s • s) + γ11s+ γ01e.
(It is not hard to arrive at such a qualitative statement, using a filtration as in [29]; how-
ever, we will not explain that argument here.) Because of (3.8) and (3.18), the equivariant
counterpart must then hold as well:
(3.31)
∇eqeeq = γ10seq + γ00eeq ,
∇eqseq = γ21(s • s)eq + γ11seq + γ01eeq .
Comparison with (3.29) yields
(3.32)
(γ10 − ψ)seq + γ00eeq ∈ ker(u),
(γ21 − 2ψ)(s • s)eq + (γ11 + η)seq + (γ01 + 4z(2)ψ)eeq ∈ ker(u2).
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From (3.19) and (3.3), one sees that eeq and seq generate a free rank two K[[u]]-submodule
of SH ∗eq(E). Hence, the first expression in (3.32) is not just u-torsion, but actually zero. If
we additionally suppose that dim(E) > 4, the same argument shows that (eeq , seq , (s • s)eq)
generate a free rank three submodule, leading to the same conclusion for (3.32). The outcome
would then be that
(3.33)
∇−1e = ψs,
∇−1s = 2ψ(s • s)− ηs− 4z(2)ψe,
which are the c = −1 cases of (2.32) and (2.35), respectively. By the same argument as in
Section 2c (taken in reverse), Lemma 2.10 and Theorem 2.11 would then follow from this,
in a way which is independent of the proofs given in this paper (conversely, the fact that we
already have a proof of these results provides a strong check on Conjecture 3.3).
Remark 3.6. It is worthwhile reiterating the ingredients that enter into this (speculative)
approach to (3.33). One is Conjecture 3.3, which is a relation between equivariant symplectic
cohomology and enumerative geometry (it does not require Assumption 2.7, and does not
involve connections in any way). The second ingredient is the general theory of Gauss-
Manin connections. Finally, one needs to know that a formula of the form (3.30) exists,
which is a qualitative statement about filtrations on symplectic cohomology. Altogether, this
approach is somewhat complicated, but has the advantage of separating out different parts,
each of which is meaningful in itself.
4. Motivation and context
Like the previous one, this section is not strictly speaking needed for the rest of the paper. Its
aim is to put the main results in a wider context. With that in mind, most of the arguments
will just be outlined.
(4a) Homological algebra. Let A be an A∞-algebra over K. We denote by HH ∗(A,A)
and HH ∗(A,A) its Hochschild homology and cohomology. HH ∗(A,A) is a Gerstenhaber
algebra. HH ∗(A,A) is a Gerstenhaber module over that algebra, and also carries the Connes
operator, an endomorphism of degree −1. The Kaledin class [22, 26]
(4.1) k ∈ HH 2(A,A)
is a distinguished element which describes the dependence of A on the formal variable q.
To define it, choose a connection on A as a vector space; then, the derivative of the A∞-
operations with respect to that connection yields a cocycle representing (4.1).
One can generalize Hochschild (co)homology by allowing coefficients in a bimodule P (the
classical case corresponds to taking P to be the diagonal bimodule A). The previously
mentioned module structure extends to maps (expressing the functoriality of Hochschild
homology)
(4.2) HH ∗(A,P)⊗HH ∗(A,A) −→ HH ∗(A,P).
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The choice that will be of particular interest for us is the “inverse dualizing” bimodule P = A!
[23, Definition 8.1.6]. A little confusingly, its cohomology is already itself a Hochschild
cohomology group,
(4.3) H∗(A!) = HH ∗(A,A⊗K A);
Let’s assume that A is homologically smooth (the diagonal bimodule is perfect): in that case,
A! is also perfect [23, Proposition 8.1.5], and there are natural isomorphisms [10, Corollary
2.3]
(4.4) HH ∗(A,P) ∼= HH ∗(A,A! ⊗A P)
for perfect P (one recovers (4.3) by taking P = A ⊗K A). Assume additionally that A! is
an invertible bimodule (with respect to tensor product), and denote its inverse by (A!)−1.
Then, tensor product with A! or its inverse preserves perfect bimodules (because of their
characterization as compact objects). We can therefore replace P by (A!)−1 ⊗A P in (4.4),
and rewrite the outcome as
(4.5) H∗(hom(A,A)(A!,P)) ∼= HH ∗(A,P),
where the morphism space on the left hand is in the category of bimodules. We will actually
use only the special case P = A.
Following [15, Definition 3.2.3], let’s say that A is Calabi-Yau (of dimension n) if it is
homologically smooth and comes with a choice of quasi-isomorphism
(4.6) A!
'−→ A[−n].
One then gets induced isomorphisms
(4.7) HH ∗+n(A,A!)
∼=−→ HH ∗(A,A) ∼=−→ HH ∗−n(A,A).
By (4.5), the map (4.6) can also be viewed as a ν ∈ HH−n(A,A) (there is a stronger version
of the Calabi-Yau property, which involves a lift of ν to negative cyclic homology, see e.g.
[11, Definition 6.7]; but that won’t be necessary for our purpose). In those terms, the second
map in (4.7) is given by letting Hochschild cohomology classes act on ν (through the module
structure of Hochschild homology). Similarly, the first map is given by inserting ν into (4.2),
for P = A!, to get a map HH ∗+n(A,A!) → HH ∗(A,A!), and then using the isomorphism
(4.3) (which is independent of the Calabi-Yau structure).
From now on, let’s consider the special case when the Kaledin class (4.1) vanishes. This holds
if and only if A admits an A∞-connection, which is defined to be a sequence of operations
(4.8)
∂0 ∈ A1,
∂1 : A −→ A,
∂2 : A⊗A −→ A[−1],
. . .
with the following properties: each ∂d, d 6= 1, is K-(multi)linear, whereas ∂1 is a con-
nection; and the relations for a Hochschild cocycle are satisfied. An A∞-connection on A
induces a connection ∇ (in the ordinary sense) on HH ∗(A,A), as well as connections ∇−1
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on HH ∗(A,A) and ∇1 on HH ∗(A,A!). These connections are compatible with all algebraic
structures on those groups. In particular, ∇ satisfies analogues of (2.11) and (2.12), while
∇−1 commutes with the Connes operator.
Proposition 4.1. Assume that A is Calabi-Yau, and that it carries an A∞-connection. Let
a ∈ HH 0(A,A) be the unique class such that
(4.9) ∇−1ν = −aν ∈ HH−n(A,A).
Then, if one uses (4.7) to think of ∇±1 as living on HH ∗(A,A),
(4.10) ∇±1x = ∇x± ax.
Sketch of proof. Because the connections (∇,∇−1) are compatible with the module structure
of Hochschild homology,
(4.11) ∇−1(xν) = (∇x)ν + x(∇−1ν) = (∇x− ax)ν
∈ HH ∗(A,A), for x ∈ HH ∗(A,A).
Similarly, compatibility with (4.2) for P = A! means that
(4.12) ∇(xν) = (∇1x)ν + (x∇−1ν) = (∇1x− ax)ν
∈ HH ∗(A,A!) ∼= HH ∗(A,A), for x ∈ HH ∗(A,A!).

The formula (4.10) is obviously parallel to (2.16), even though the direction of the argument
is reversed. Here, we were given ∇ and ∇±1 with certain properties (for instance, that ∇−1
was compatible with the Connes operator), and then derived the relation (4.10) from those;
in the case of (2.16), we obtained ∇c by an explicit modification of ∇, and any properties of
those connections had to be established based on that. By using powers of the Serre functor,
one could construct homological algebra counterparts of ∇c for any integer value of c, but
we will not discuss that here.
The relation between homological algebra and symplectic cohomology goes via the wrapped
Fukaya category W(E). This is a Z-graded A∞-category defined over K (and expected to
be Calabi-Yau, see [10]). In general, Fukaya categories have curvature (µ0) terms. Here, we
work in the framework of Lefschetz fibrations (as in Section 2b), and allow only Lefschetz
thimbles as objects. In that case, one can arrange that µ0 = 0. The previous discussion
of connections on A∞-algebras carries over without any difficulties to the categorical case.
The Hochschild (co)homology of W(E) is related to symplectic cohomology by open-closed
string maps [1, 10, 33]
SH ∗(E) −→ HH ∗(W(E),W(E)),(4.13)
HH ∗(W(E),W(E)) −→ SH ∗+n(E).(4.14)
The image of q−1[ωE ] under the composition of (4.13) and (2.2) is the Kaledin class of W(E).
In particular, if Assumption 2.1 holds, the Kaledin class is trivial.
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Conjecture 4.2. Suppose that Assumption 2.1 holds. Then, for a suitable choice of connec-
tion ∇ on SH ∗(E) as in Proposition 2.2, and of A∞-connection on W(E), the map (4.13) is
covariantly constant. Similarly, (4.14) is covariantly constant if we equip SH ∗(E) with the
connection ∇−1 from (2.16).
It makes sense to think that there should be another canonical map
(4.15) SH ∗(E) −→ HH ∗+n(W(E),W(E)!).
The image of e under (4.15) can be thought of as a bimodule map W(E)[−n] → W(E)!
(conjecturally, it is the inverse of the isomorphism (4.6) defining the Calabi-Yau structure).
The analogue of Conjecture 4.2 for that map involves the connection ∇1. It would then
follow that the q-dependence of this bimodule map is governed by (1.2).
Remark 4.3. The material from Section 3 fits into this discussion as follows. Negative cyclic
homology HC−∗ (A) is the natural S
1-equivariant analogue of HH ∗(A,A): it is a module over
K[[u]], where u is a formal variable of degree 2, and fits into a long exact sequence
(4.16) · · · → HC−∗−2(A) u−→ HC−∗ (A) −→ HH ∗(A)→ · · ·
Getzler’s connection [14] is a canonical u-linear map
(4.17)
Γ : HC−∗ (A) −→ HC−∗+2(A),
Γ(f(q)x) = f(q)Γ(x) + u(∂qf)x,
which is related to the Kaledin class by a diagram
(4.18) HC−∗ (A)

Γ // HC−∗+2(A)

HH ∗(A,A)
k // HH ∗+2(A,A).
Assuming that the Kaledin class vanishes, an A∞-connection on A induces a u-linear con-
nection ∇eq on HC−∗ (A), which satisfies
(4.19) Γ = u∇eq ,
and which is a lift of ∇−1:
(4.20) HC−∗ (A)

∇eq // HC−∗ (A)

HH ∗(A,A)
∇−1 // HH ∗(A,A).
Suitable equivariant open-closed string maps (like those for compact manifolds studied in
[11]) should relate HC−∗ (A) to the u-adically completed version of equivariant symplectic
cohomology. This is not the version we discussed in Section 3, but it comes with a map
from that version, and structures like the Gauss-Manin connection carry over by u-adically
completing (on the chain level). Therefore, is still makes sense to consider (4.19) and (4.20)
as algebraic counterparts of Conjecture 3.2.
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(4b) Mirror symmetry. Homological mirror symmetry relates wrapped Fukaya categories
to categories of coherent sheaves (on smooth open Calabi-Yau varieties). Symplectic coho-
mology is mirror to polyvector field cohomology. We will consider a specific algebro-geometric
situation which formally corresponds to the symplectic one encountered before.
For the sake of familiarity, let’s switch the coefficient field to F = C((h)), which is the
algebraic closure of the Laurent series field (obtained by adjoining roots h1/d of all orders;
in symplectic geometry, such a field can be used instead of the Novikov field whenever
the symplectic class is rational). Let X be a smooth variety of dimension n over F. The
polyvector field cohomology
(4.21) HT ∗(X) = H∗(X,Λ∗TX)
has the structure of a Gerstenhaber algebra (given by the exterior product and Schouten
bracket). The dependence of X on h is measured by the Kodaira-Spencer class
(4.22) k ∈ H1(X,TX) ⊂ HT 2(X).
If k vanishes, X admits a connection in ∂h-direction (acting on the sheaf of functions). This
induces a connection on polyvector fields (and their cohomology), which we denote by ∇;
and also one on differential forms, which we denote by ∇−1.
Suppose that X has trivial canonical bundle, and comes with an algebraic volume form ν.
This gives rise to a BV operator on (4.21), induced by the sheaf homomorphism
(4.23) ∆ : ΛiTX
ν∼= Ωn−iX d−→ Ωn+1−iX
ν∼= Λi−1TX.
Now consider the case where X comes with a connection, and set
(4.24) a = −∇
−1ν
ν
∈ H0(X,OX) ⊂ HT 0(X).
If we use ν to identify the differential forms and polyvector fields, then
(4.25) ∇−1x = ∇x− ax.
Since∇−1 commutes with the de Rham differential, (4.25) defines a connection on polyvector
fields which commutes with the BV operator. This implies that the original connection ∇
satisfies the analogue of (2.15) for the function (4.24). More generally, there are natural
connections ∇c on Λ∗TX ⊗K⊗−cX for any c ∈ Z (reducing to the case of differential forms
for c = −1). If we use the volume form to trivialize KX , these connections can be written
as ∇c = ∇+ ca, acting on polyvector fields.
The specific situation we want to consider is the following one. Start with a fibration over
CP 1 which is log Calabi-Yau. By this, we mean a smooth projective variety X¯0 over C and
a surjective map
(4.26) X¯0 −→ CP 1 = C ∪ {∞},
such that KX¯0 is the pullback of O(−1). If we remove the fibre at ∞ to form
(4.27) p0 : X0 −→ C,
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then X0 carries a holomorphic volume form ν0 (with a simple pole along the divisor we have
removed). Extend constants to form X¯ = X¯0 ×C F, and then remove the fibre at h−1 to get
X ⊂ X¯. This carries an algebraic volume form
(4.28) ν = f
ν0
1− p0h,
where f ∈ F× is an arbitrary scaling factor. Let’s write l = (∂hf)f−1. In this situation, the
connection on X is just differentiation ∂h. The function (4.24) is therefore
(4.29) a = −∂hν
ν
=
p0
p0h− 1 − l,
which obviously satisfies
(4.30) ∂ha+ a
2 + 2la+ (∂hl + l
2) = 0.
This equation is the mirror of (2.34). Correspondingly, the section of K−1X given by
(4.31) η =
1
ν
= f−1
1− p0h
ν0
satisfies the mirror of (2.37), which is
(4.32) ∂2hη + 2l∂hη + (∂hl + l
2)η = 0.
In fact, (4.32) has scalar solutions 1/f and h/f , of which our η was a linear combination (with
coefficients in sections of K−1X0 ). If one wrote down an equation for quotients of solutions
of (4.32) in parallel with (1.6), that equation would just be vanishing of the Schwarzian Sh
(functions with that property are exactly the rational automorphisms of the h-line). What
this means is that under mirror symmetry, the variable h here does not correspond to q, but
rather to the “mirror coordinate” which is one particular solution of (1.6) (see the discussion
in [44, Sections 4c and 7b]).
5. Configuration spaces
This section and the two following ones serve as a transition between our introductory
discussion, in which results were stated with no attempt at explaining the underlying Floer-
theoretic ideas, and the subsequent detailed constructions. We will consider an operad-style
framework in which abstract versions of the desired properties can be seen to hold, without
the technicalities inherent in working with pseudo-holomorphic curves (one could call this a
“photoshopped version” of the operations in Floer theory).
(5a) Gerstenhaber algebras. We begin by recalling classical material: the little discs
operad and its algebraic counterpart (see e.g. [46] for an exposition).
Setup 5.1. A disc configuration is a collection of points ζi ∈ C together with radii ri > 0,
indexed by a finite set I. We require that the closed discs of radius ri around the ζi should
be pairwise disjoint, and contained in the open unit disc centered at the origin. We allow
one exception to the last-mentioned condition, called the identity configuration: this consists
of a single point ζ1 = 0 at the origin, with r1 = 1. (When representing disc configurations
20 PAUL SEIDEL
Product Bracket
1 1
Unit
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Figure 2. The operations (5.3H)–(5.5H).
graphically, we will often only draw the centers ζi; this causes no major issues, since the
choices of ri form a contractible set.)
Given two disc configurations, indexed by sets I1 and I2, and a choice of i1 ∈ I1, one can
carry out the following gluing process. Take the second configuration, rescale it by ri1 , and
then insert it into the first configuration centered at ζi1 , replacing the point originally located
there. The outcome is a configuration indexed by I = (I1 \ {i1})∪ I2. As the name suggests,
gluing with the identity configuration does nothing.
We will also consider families of disc configurations, parametrized by a smooth compact ori-
ented manifold P (which may have boundary or corners). Given two families with parameter
spaces P1 and P2, gluing produces a family over P1 × P2.
Fix some commutative coefficient ring R. The algebraic structure we will look at is a graded
R-module H∗ with operations induced by families of configurations. More precisely, we
require that for any family with closed P , there is an associated R-multilinear map
(5.1H) (H∗)⊗I −→ H∗−dim(P ).
(The (H) added to the equation numbers helps us record the fact that these structures
live on the cohomology level space H∗, as opposed to the cochain level operations to be
considered later on.) The tensor product of graded R-modules in (5.1H) includes the usual
Koszul signs which relate different orderings of the indexing set I. The disjoint union of two
parameter spaces (with the same I) should result in the sum of the associated operations.
If we have a family over a (compact oriented, as always) manifold with boundary, then its
restriction to the boundary yields the zero operation. The identity configuration should
induce the identity map. Gluing of families should correspond to composition of operations,
with appropriate signs. Namely, suppose for simplicity that we have operations φ1 and φ2
whose inputs are indexed by I1 = {1, . . . ,m1} and I2 = {1, . . . ,m2}, respectively. Then,
identifying (I1 \ {i1}) ∪ I2 = {1, . . . ,m} with m = m1 +m2 − 1, the operation associated to
the glued family is
(5.2H)
φ(x1, . . . , xm) = (−1)(|φ1|+|x1|+···+|xi1−1|)|φ2|φ1(x1, . . . , xi1−1,
φ2(xi1 , . . . , xi1+m2−1), xi1+m2 , . . . , xm).
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The basic operations obtained from this framework are:
e ∈ H0 unit,(5.3H)
• : H∗ ⊗H∗ −→ H∗ pair-of-pants-product,(5.4H)
[·, ·] : H∗ ⊗H∗ −→ H∗−1 bracket.(5.5H)
The geometry underlying (5.3H)–(5.5H) is shown in Figure 2 (where we always set I =
{1, . . . ,m}). The most interesting case is that of the bracket, which comes from a family
of configurations parametrized by P = S1. From the general axioms, it follows that the
pair-of-pants product is commutative, associative, and e is its unit; and that the bracket
satisfies
[x2, x1] = (−1)|x1|·|x2|[x1, x2],(5.6H)
[x1, x2 • x3] = [x1, x2] • x3 + (−1)(|x1|+1)|x2|x2 • [x1, x3],(5.7H)
(−1)|x1|[x1, [x2, x3]] + (−1)|x1|(|x2|+|x3|)+|x2|[x2, [x3, x1]]
+ (−1)|x3|(|x1|+|x2|+1)[x3, [x1, x2]] = 0,
(5.8H)
[e, x] = 0.(5.9H)
Remark 5.2. Our sign for the bracket [x1, x2] departs from the standard convention for
Gerstenhaber algebras by (−1)|x1|, see e.g. (5.6H). This discrepancy will also be visible later
on, when we define the bracket in terms of the BV operator (6.5H).
As a reminder of how the relations (5.6H)–(5.9H) are proved, consider for instance (5.7H).
By gluing, one defines families over S1 which represent each of the terms involved; the
equality involved is then given by a cobordism (a family whose parameter space P is the
pair-of-pants), see Figure 3.
Remark 5.3. Take the universal family of disc configurations with I = {1, . . . ,m}. Its
parameter space Pm is homotopy equivalent to the configuration space of m ordered points in
C. As we have defined it, there is an operation (5.1H) for each bordism class in MSO∗(Pm)⊗
R. One could add another axiom as follows: if a family of configurations is pulled back from
a lower-dimensional parameter space, the associated map (5.1H) is zero. This mitigates the
complexities of bordism, replacing it with a “poor man’s version of homology”. In particular,
if R contains Q, then operations would only depend on MSO∗(Pm)⊗MSO∗ R ∼= H∗(Pm;R).
(5b) Chain level operations. The familiar next step is to refine the framework from
Section 5a by lifting it to the chain level. Here, we assume that the previous H∗ is the
cohomology of a chain complex of R-modules, denoted by (C∗, d). To any family of disc
configurations over P , we now associate a map
(5.10) (C∗)⊗I −→ C∗−dim(P ).
If P is closed, this must be a chain map, inducing (5.1H) on cohomology. More generally,
if φ is a map (5.10) (with I = {1, . . . ,m} for simplicity), and ψ the sum of the operations
associated to the restriction of the family to the (closed codimension 1) boundary faces of
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Figure 3. The relation (5.7H).
P , then
(5.11)
(−1)|φ|dφ(x1, . . . , xm)− φ(dx1, . . . , xm)− · · ·
· · · − (−1)|x1|+···+|xm−1|φ(x1, . . . , dxm) + ψ(x1, . . . , xm) = 0.
This replaces the cobordism axiom. The axioms concerning disjoint union (of parameter
spaces), the identity configuration, and the composition law (5.2H) remain as before. Re-
versing the orientation of P should switch the sign of the associated operation (up to homo-
topy, this follows from (5.11), but we prefer to impose a strict equality). We will also keep
the property, inherent in the formulation with an arbitrary indexing set I, that permuting
the inputs results in the standard Koszul signs.
Remark 5.4. For a more in-depth study of the theory, one would probably want to assume
that the complex C∗ is cohomologically well-behaved (let’s say, R is a ring of finite global
dimension, and C∗ is a complex of projective R-modules; this would imply that it is both K-
flat and K-projective, in the terminology from [47]). However, for our very limited purpose,
this is not necessary.
The basic operations (5.3H)–(5.5H) have chain level representatives which are unique up to
chain homotopy. We fix such a choice once and for all, and use the same notation for them
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as before. The previously stated algebraic relations will now hold up to chain homotopies,
which one can think of as secondary operations. For instance, the family from Figure 3 now
gives rise to a map
(5.12)
γ : (C∗)⊗3 −→ C∗−2,
dγ(x1, x2, x3)− γ(dx1, x2, x3)− (−1)|x1|γ(x1, dx2, x3)
− (−1)|x1|+|x2|γ(x1, x2, dx3) + [x1, x2 • x3]
− [x1, x2] • x3 − (−1)(|x1|+1)|x2|x2 • [x1, x3] = 0.
Concerning such secondary operations, some uniqueness considerations are appropriate, and
we use (5.12) as an example to explain them. From the viewpoint of Remark 5.3, the
construction of (5.12) relies on a choice of map P → P3, where P is a surface with three
boundary components, and where the behaviour of the map on ∂P is fixed. Within this
general context there are genuinely different choices, since
(5.13) MSO2(P3)⊗R ∼= H2(P3;R) ∼= R2.
This corresponds to the fact that we could add a multiple of [x3, [x2, x1]] or its cyclic permu-
tations to γ, and the outcome would still satisfy (5.12). When choosing the actual family in
Figure 3, we want to make sure that the point ζ3 always lies in the half-plane to the right of
ζ2. This restricts us to a subspace of P3 for which the counterpart of (5.13) vanishes (in fact,
that subspace is itself homotopy equivalent to a pair-of-pants). Two choices of γ constructed
under this restriction differ by a nullhomotopic chain map; we say that γ has been defined
“in a homotopically unique way”. For future use, pick a concrete representative γ within
that class.
(5c) The differentiation axiom. We will now further enrich the previous framework. At
first, this will be an extremely simple modification, which adds a distinguished cohomology
class; in a second step, that class will take on a more fundamental meaning.
Setup 5.5. We allow disc configurations with an optional extra point. Formally, this means
that we equip them with the additional datum of some Z ⊂ C, with |Z| ≤ 1, which lies in the
closed unit disc, and avoids the interior of the discs around the ζi.
In the exceptional instance where we have just one point ζ1 = 0 with r1 = 1, the Z point
can lie anywhere on the unit circle. Let’s call this the r-family. Given a disc configuration
with no Z point, gluing in the r-family corresponds to adding a Z point which runs around
a circle (either the unit circle, or the ri-circles around the ζi).
Suppose that we have a family over P as in Setup 5.1, which means with no extra point;
and we also want to exclude the identity configuration. One can then define a new family
by “inserting the extra point in all possible places”. The base of the new family, denoted by
P ◦, has dim(P ◦) = dim(P ) + 2. (Figure 6 shows how this looks like for the configuration
underlying the pair-of-pants product; this time, it is helpful to see the radii ri, and we have
drawn them as dashed circles.)
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Figure 4. The operations (5.15H) and (5.16H).
Generalizing (5.1H), each family over a closed P should now give rise to a map
(5.14H) (H∗)⊗I −→ H∗−dim(P )+2|Z|,
with the same properties as before. The effect of this is to introduce a distinguished element,
called the Kodaira-Spencer class
(5.15H) k ∈ H2.
Geometrically, this comes from a single configuration with a Z point (see Figure 4). We also
use the r-family to define an endomorphism
(5.16H) r : H∗ −→ H∗+1,
but that can be reduced to (5.15H),
(5.17H) r(x) = [k, x].
The cobordism which proves this is based on a simple idea, which is to “pull out the Z
point”, thinking of it as a copy of k being glued in; see Figure 5.
It is straightforward to introduce the chain level version of (5.14H). As before, we use the
same notation for the chain level representatives of (5.15H) and (5.16H). Then, Figure 5
gives rise to a (homotopically unique) secondary operation
(5.18)
ρ : C∗ −→ C∗,
dρ(x)− ρ(dx) + [k, x]− r(x) = 0.
(When choosing the orientation of the underlying parameter space, our convention is as
follows: the “pulling out” parameter, which is minimal for r(x) and maximal for [k, x], is
the first coordinate; and the anticlockwise rotation of Z is the second coordinate.)
Remark 5.6. In principle, it is possible to generalize our setup to |Z| > 1. However, one has
to deal with points of Z colliding, and we prefer not to discuss that here. The first consequence
of such a generalization, using only |Z| = 2, would be that [k, k] = 0. More importantly, in
the context of the differentiation axiom (to be introduced next), having |Z| > 1 would allow
higher derivatives.
Assume from now on that the coefficient ring R comes with a derivation ∂. Correspondingly,
we require that the graded module C∗ should come with a connection ∇/ in ∂-direction,
which means an endomorphism (in each degree) which satisfies the analogue of (2.10), with
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Figure 5. The chain homotopy ρ from (5.18).
∂ instead of ∂q. This is not required to be compatible with the differential: instead, we ask
that
(5.19) ∇/ dx− d∇/ x = r(x).
Remark 5.7. An immediate consequence of (5.19) is that r induces the trivial map on H∗.
In spite of that, r is not nullhomotopic in general (as an R-linear map; ∇/ is not R-linear,
hence does not qualify as a nullhomotopy). For instance, suppose that R = C[q], with ∂ = ∂q.
Consider the chain complex
(5.20) C∗ =
{
R
q−→ R},
with ∇/ given by differentiation with respect to the obvious choice of basis. Then, r maps the
first R group identically to the second one, and that is clearly not nullhomotopic. Alterna-
tively (anticipating some of the later discussion) one can argue that if r was nullhomotopic,
H∗ would carry a connection in ∂-direction; in our example, this contradicts the fact that
the cohomology of (5.20) is located at q = 0.
Suppose that φ is the operation (5.10) associated to a family of configurations over P , with
Z = ∅, and excluding the identity configuration. Let φ◦ be the corresponding map for the
associated family over P ◦, as described in Setup 5.5. We then require that
(5.21) ∇/ φ(x1, . . . , xm)− φ(∇/ x1, . . . xm)− · · · − φ(x1, . . . ,∇/ xm)
= φ◦(x1, . . . , xm).
The two conditions (5.19) and (5.21) together are referred to as the differentiation axiom.
26 PAUL SEIDEL
Remark 5.8. As a check on the internal consistency of this two-part axiom, consider the
case when P is closed. It then follows from the structure of P ◦ (see Figure 6 for an example)
that
(5.22)
(−1)|φ|dφ◦(x1, . . . , xm)− φ◦(dx1, . . . , xm)− · · ·
· · · − (−1)|x1|+···+|xm−1|φ◦(x1, . . . , dxm)
= −(−1)|φ|r(φ(x1, . . . , xm)) + φ(r(x1), . . . , xm)+
· · ·+ (−1)|x1|+···+|xm−1|φ(x1, . . . , r(xm)).
From (5.19) and the fact that φ is a chain map, we get
(5.23)
(−1)|φ|d(∇/ φ(x1, . . . , xm)− φ(∇/ x1, . . . , xm)− · · · − φ(x1, . . . ,∇/ xm))
− (∇/ φ(dx1, . . . , xm)− φ(∇/ dx1, . . . , xm)− · · · − φ(dx1, . . . ,∇/ xm))
· · ·
− (−1)|x1|+···+|xm−1|(∇/ φ(x1, . . . , dxm)− φ(∇/ x1, . . . , dxm)− · · ·
− φ(x1, . . . ,∇/ dxm)
)
= −(−1)|φ|r(φ(x1, . . . , xm)) + φ(r(x1), . . . , xm) + · · ·
· · ·+ (−1)|x1|+···+|xm−1|φ(x1, . . . , r(xm)).
This shows that if we apply the differential d to both sides of (5.21), the outcome is the same;
which is not a tautology, since the argument did not use (5.21), only (5.19).
If we consider ∇/ + ρ instead of ∇/ , (5.18) implies that
(5.24) (∇/ + ρ)(dx)− d(∇/ + ρ)(x) = [k, x].
In words, the failure of the modified connection to commute with the differential is measured
by the Kodaira-Spencer class. We will now impose a final condition, but one which should
be thought of in an entirely different way from the previous ones. Whereas the discussion so
far described the setup for a general class of theories, we now specialize to instances where
the Kodaira-Spencer class vanishes, something one shouldn’t expect to be true in general.
Assumption 5.9. There is a θ ∈ C1 such that
(5.25) dθ = k.
Naturally in view of (5.24), the connection can then be modified to be compatible with the
differential. This modified connection is
(5.26) ∇x = ∇/ x+ ρ(x)− [θ, x].
Proposition 5.10. The connection on H∗ induced by ∇ is compatible with the Gerstenhaber
algebra structure, meaning that (2.11) and (2.12) hold for it.
Proof. For simplicity, we will consider only compatibility with the product (the proof for
the bracket is parallel). Start with the family of configurations shown in Figure 6. One can
“pull out” the Z point, in the same way as when defining ρ. The resulting three-dimensional
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Figure 6. Inserting an added point, as in Setup 5.5.
parameter space (a pair-of-pants times an interval) has five codimension 1 boundary faces.
The first face corresponds to the original family. Three more boundary faces appear when
the additional point moves either towards the boundary of the unit disc, or to those of the
discs around the ζi; one can arrange that this corresponds exactly to gluing in a copy of the
family underlying ρ. The final boundary face occurs when we have completely “pulled out”
the additional point; one can arrange that this corresponds exactly to the family from Figure
3, with the Kodaira-Spencer element glued in at the first point. Together with (5.21), this
says that the following expression is a nullhomotopic map:
(5.27)
∇/ (x1 • x2)−∇/ x1 • x2 − x1 • ∇/ x2
+ ρ(x1 • x2)− ρ(x1) • x2 − x1 • ρ(x2)− γ(k, x1, x2) ' 0.
On the other hand, using (5.12) and Assumption 5.9, we find a chain homotopy
(5.28) γ(k, x1, x2) ' [θ, x1 • x2]− [θ, x1] • x2 − x1 • [θ, x2].
Inserting that into (5.27) yields the desired result. 
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Figure 7. The BV operator (6.1H) and the bracket (6.7H).
6. Framed configuration spaces
The little disc operad can be enlarged by adding framings [13, 35]. The aim of this section is
to extend the previous discussion to the framed context, and to explain how that gives rise
to the phenomenon encountered in (2.15).
(6a) The BV operator. The first step is to introduce geometric data which give rise to
a version of the framed little disc operad. For symplectic geometers, an appropriate idea to
think of would be “allowing the asymptotic markers to rotate”.
Setup 6.1. A framing of a disc configuration is an additional choice of τi ∈ S1 = R/Z, also
identified with the complex number exp(2piiτi), for each i ∈ I. If one has an added Z point,
as in Setup 5.5, that point should not be equipped with a framing. Any disc configuration can
be considered as a framed one, by setting all τi = 0. For the identity configuration, as well
as for the r-family (Setup 5.5), we allow only this trivial choice of framing.
Given two framed configurations, and an input point i1 of the first one, we always rotate
the second configuration by τi1 before gluing it into the first one. (Graphically, the τi are
represented as a tangent arrow at ζi. Actually, in all the pictures in Sections 5–6, the complex
plane is shown rotated, so that the positive real axis points upwards; for compatibility with
standard drawing conventions, read this paper while lying on your side.)
Suppose that we have a graded R-module H∗ as before, with operations (5.1H) induced by
families of framed configurations (also allowing ones with a Z point). In addition to the
previous (5.3H)–(5.5H) and (5.15H), we now have the BV operator (Figure 7)
(6.1H) ∆ : H∗ −→ H∗−1,
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which satisfies
∆e = 0,(6.2H)
∆k = 0,(6.3H)
∆∆x = 0,(6.4H)
[x1, x2] = ∆(x1 • x2)− (∆x1) • x2 − (−1)|x1|x1 •∆x2,(6.5H)
∆[x1, x2] + [∆x1, x2] + (−1)|x1 [x1,∆x2] = 0.(6.6H)
We will find it useful to consider a modified version of the bracket,
(6.7H) [x1, x2]
−1 = [x1, x2] + (∆x1) • x2 = ∆(x1 • x2)− (−1)|x1|x1 •∆x2.
This can be defined directly as shown in Figure 7. It is no longer graded commutative, but
it commutes with the BV operator for fixed x1:
(6.8H) [x1,∆x2]
−1 = −(−1)|x1|∆[x1, x2]−1.
Because of (6.3H), one can write (5.17H) equivalently as
(6.9H) r(x) = [k, x]−1.
(6b) Chain level operations. One adds framings to the chain level story in the same way
as before. Concerning the chain level versions of the relations (6.2H)–(6.6H), consider for
instance (6.4H). If we glue together two copies of the family underlying ∆, the outcome is a
family over the two-torus, with parameters τ1, τ2 ∈ S1, but which actually depends only on
τ1 + τ2. Because of this, the family extends over the solid torus, and such an extension gives
rise to a secondary operation
(6.10)
δ : C∗ −→ C∗−3,
dδx+ δdx+ ∆∆x = 0.
As another example of chain level relations, take (6.3H). If we take one of the framed
configurations in the family defining ∆, and the configuration defining k, and glue them
together, the outcome is always the same. Hence, the outcome of the gluing process is a
family over a circle which bounds one over the disc, and that yields a cochain
(6.11)
κ ∈ C0,
dκ+ ∆k = 0.
Lemma 6.2. ∆κ+ δk ∈ C−1 is nullhomologous.
To prove that, one considers the families defining ∆κ and δk, which are both parametrized
by S1 ×D2, and have common behaviour over the boundary. One constructs a family over
D2 ×D2 whose restriction to the two boundary faces is given by those two families. This is
fairly straightforward, and we will not discuss it further here.
We use the family of framed configurations from Figure 7 to define a chain level representative
of [·, ·]−1. Given this, as well as the standard chain level representative for r from Figure 4,
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Figure 8. The operation ρ−1 from (6.12).
the equality (6.9H) should be replaced by a chain homotopy
(6.12)
ρ−1 : C∗ −→ C∗,
dρ−1(x)− ρ−1(dx) + [k, x]−1 − r(x) = 0.
This is parallel to (5.18), and is defined by a similar family over P = [0, 1] × S1 (Figure
8). At this point, it may make sense to briefly revisit the uniqueness question for such
secondary operations. Let Pfrm;q be the universal space of framed disc configurations with
|I| = m and |Z| = q. This is homotopy equivalent to the ordered configuration space of m+q
points times (S1)m. In principle, to find a homotopy ρ−1 satisfying (6.12), one chooses a
map from a surface P with two boundary components to Pfr1;1, with fixed behaviour near
the boundary. Since Pfr1;1 ' (S1)2, there are essentially different choices (up to bordism or
homology) of such maps; the corresponding operations differ (up to chain homotopy) by
multiples of r(∆(x)) ' −∆(r(x)). However, in our construction (Figure 8), we impose the
condition that the framing marker at the input point should not move. This narrows down
the choice to a subspace of Pfr1;1 homotopy equivalent to S
1, which singles out a homotopically
unique operation (6.12).
Another property of [·, ·]−1 is (6.8H). The chain level version involves a homotopy
(6.13)
$ : C∗ ⊗ C∗ −→ C∗−3,
d$(x1, x2) +$(dx1, x2) + (−1)|x1|$(x1, dx2)
+ ∆[x1, x2]
−1 + (−1)|x1|[x1,∆x2]−1 = 0.
Both the bracket [·, ·]−1 and the BV operator are defined by families of framed configura-
tions over S1. Let’s call their parameters τ1 (for the BV operator) and τ2 (for the bracket).
The gluing process corresponding to −∆[x1, x2]−1 results in a family over (S1)2. Changing
parameters to τ˜1 = τ1 + τ2, τ˜2 = τ1 yields the corresponding glued family associated to
(−1)|x1|+1[x1,∆x2]−1 (note that the parameter change is orientation-reversing). The out-
come of this consideration is a family over [0, 1]× (S1)2, shown schematically in Figure 9; in
this case, homotopical uniqueness is obtained by the prescription that the framing marker
at the first point should always point away from the second point.
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Figure 9. The operation $ from (6.13).
(6c) The differentiation axiom in the framed context. We now impose the same
differentiation axiom as in Section 5c, extended to framed disc configurations. We also
impose Assumption 5.9, but modify the previous construction of connection (5.26), taking
instead
(6.14) ∇−1x = ∇/ x+ ρ−1(x)− [θ, x]−1.
This time, to show that ∇−1 is compatible with the differential, one uses (5.19) together
with (6.12) and (5.25).
Proposition 6.3. The connection on H∗ induced by ∇−1 commutes with the BV operator.
Proof. The basic approach is the same as for Proposition 5.10. The differentiation axiom
describes ∇/∆−∆∇/ in terms of a three-parameter family of framed disc configurations (with
parameter space [0, 1]×(S1)2). One adds another parameter which “pulls out” the additional
Z point. The resulting family, drawn schematically in Figure 10, shows that the following
expression is a nullhomotopic map:
(6.15) x 7−→ ∇/∆x−∆∇/ x+ ρ−1(∆x)−∆ρ−1(x)−$(k, x).
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Figure 10. The nullhomotopy (6.15).
Using (6.13) and Assumption 5.9, we find a homotopy
(6.16) $(k, x) ' [θ,∆x]−1 −∆[θ, x]−1.
Combining that with (6.15) yields the desired result. 
One can associate to our choice of bounding cochain θ a cocycle
(6.17) a = ∆θ − κ ∈ C0,
where κ is the cochain from (6.11). Using Lemma 6.2, ones sees that
(6.18) ∆a = ∆∆θ −∆κ = −δ(dθ) + δk + coboundary = coboundary.
Hence, the cohomology class of a (for which we use the same notation) is annihilated by the
BV operator.
Lemma 6.4. ∇−∇−1 is homotopy equivalent to the pair-of-pants product with a.
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η(k, ·)
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Figure 12. The parameter spaces appearing on the left in (6.20).
Proof. There is a chain homotopy underlying the first of the cohomology level equalities in
(6.7H):
(6.19)
η : C∗ ⊗ C∗ −→ C∗−2,
dη(x1, x2)− η(dx1, x2)− (−1)|x1|η(x1, dx2)
+ [x1, x2]− [x1, x2]−1 + (∆x1) • x2 = 0.
This comes with a secondary nullhomotopy
(6.20) η(k, x)− ρ(x) + ρ−1(x)− κ • x ' 0.
The family behind (6.19) is shown in Figure 11. Note that (6.19), together with the properties
of ρ, ρ−1 and κ, ensures that the left hand side of (6.20) is a chain map. The corresponding
geometric fact is that the underlying families can be combined to form a family over a closed
surface (a torus), as shown in Figure 12. To obtain (6.20), one has to show that this family
bounds in Pfr1;1 ' S1 × S1. For that, it is sufficient to notice that all disc configurations in
the family have the property that the framing marker (at the unique I point) points in the
same direction. Now let’s see what this says about connections. By definition and (6.19),
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(6.21)
∇x−∇−1x = ρ(x)− ρ−1(x)− [θ, x] + [θ, x]−1
' ρ(x)− ρ−1(x) + (∆θ) • x− η(k, x).
Then, applying (6.20) achieves the desired result. 
Combining Lemma 6.4 and Proposition 6.3 yields the following:
Corollary 6.5. The connection on H∗ induced by ∇ satisfies (2.15).
7. Floer cohomology
In contrast with the formal preoccupations of the preceding sections, the next few go straight
for the jugular, meaning the relation between enumerative geometry and connections on Floer
cohomology. The present section sets up the basic Floer-theoretic machinery needed for that
purpose.
(7a) The definition. We will work with a class of symplectic manifolds which includes
the Lefschetz fibrations from Section 2b (more precisely, it includes them after possibly
deforming the symplectic form). Leaving aside technical details, the key condition is that
the first Chern class of our manifold is represented by a symplectic hypersurface with trivial
normal bundle.
Setup 7.1. Let F be a closed connected symplectic manifold, and M ⊂ F a connected
codimension two symplectic submanifold. We require that there is a map
(7.1) F
p−→ CP 1 = C ∪ {∞},
which has M = F0 = p
−1(0) as a regular fibre, and which is a trivial symplectic fibration
over some closed disc (centered at the origin) B ⊂ C ⊂ CP 1. This means that there is a
(necessarily unique) diffeomorphism
(7.2) B ×M
projection
##
∼= // p−1(B)
p
{{
B
which is symplectic (with respect to the product of ωM = ωF |M and some rotationally in-
variant positive ωB), and which restricts to the inclusion on {0} ×M .
We require that c1(F ) is Poincare´ dual to F0, and choose a trivialization of the canonical
bundle with a pole along that fibre. This means that, for some compatible almost complex
structure on F , we have a complex volume form η on the complement
(7.3) E = F \ F0 p−→ CP 1 \ {0} = C∗ ∪ {∞},
such that pη extends to a complex volume form near F0.
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We also want to fix a cycle representative for [ωF ]. More precisely, we choose (not necessarily
symplectic) codimension two submanifolds Ω1, . . . ,Ωk ⊂ F , which are transverse to F0, along
with multiplicities µ1, . . . , µk ∈ R, such that Ω = µ1Ω1 + · · ·µkΩk satisfies
(7.4) [ωF ] = [Ω] = µ1[Ω1] + · · ·+ µk[Ωk] ∈ H2(F ;R).
Additionally, we choose a current Θ on F , which is regular (represented by a smooth one-
form) outside Ω, and such that
(7.5) dΘ = ωF − Ω.
Then, if S is a compact oriented surface with boundary, and u : S → F a map with u(∂S)∩
Ω = ∅, we can compute its symplectic area by
(7.6)
∫
S
u∗ωF = u · Ω +
∫
∂S
u∗Θ,
where u · Ω = µ1(u · Ω1) + · · ·+ µk(u · Ωk).
The auxiliary geometric data used to define Floer cohomology will be specifically chosen to
be compatible with the structure of F , and in particular with (7.2).
Setup 7.2. We will use compatible almost complex structures J on F such that p is J-
holomorphic over B. This means that in the partial trivialization (7.2),
(7.7) J |({b} ×M) = i⊕ JM,b ∈ End(C⊕ TM)
for some family (JM,b)b∈B of compatible almost complex structures on M . As a consequence
of this and the assumption on c1(F ), there are no J-holomorphic curves with negative Chern
number. If one defines η using such an almost complex structure, its restriction to (7.2) is
(7.8) η = b−1db ∧ ηM,b
for some family (ηM,b), b ∈ B, of JM,b-complex volume forms on the fibre.
Similarly, we consider Hamiltonian functions H ∈ C∞(F,R) whose associated vector field
X satisfies, for some α ∈ R \ Z,
(7.9) Dpx(X) = −α 2piib∂b for all x ∈ p−1(B).
(2piib∂b is the standard rotational vector field on the complex plane, normalized so that its
flow is one-periodic.) Equivalently, there is a Hamiltonian vector field XM on the fibre, such
that
(7.10) X = −α 2piib∂b +XM on p−1(B) ∼= B ×M .
Fix α, and choose a time-dependent Hamiltonian function H = (Ht), t ∈ S1 = R/Z,
satisfying (7.10). Each one-periodic orbit of the associated vector field X = (Xt) either
lies entirely inside or entirely outside F0; in the second case, such orbits in fact lie outside
p−1(B), thanks to the assumption on α. From now on, suppose that the one-periodic orbits
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are nondegenerate, and disjoint from Ω (this is true for generic H). To any orbit x, one can
associate two quantities. The first one is the action, defined in terms of (7.5) as
(7.11) A(x) =
∫
S1
−x∗Θ +Ht(x(t)) dt .
The second one is the Conley-Zehnder index
(7.12) i(x) ∈ Z.
There are actually two cases to be considered here: if x lies outside F0, we define i(x) using
η (see e.g. [38]); and if x is contained in F0, we define it using pη instead (in terms of (7.8),
this would be db ∧ ηM,b). For the second case, we can also define an index iM (x) by working
entirely inside M = F0 (and using ηM,0). The two indices are related by
(7.13) i(x) = iM (x) + (2bαc+ 2).
Remark 7.3. Equivalently, one can work with
(7.14)
1
1− b/pη =
1
b(p/b− 1)pη for some b ∈ B \ {0},
which is a complex volume form on F \ Fb. This yields the same index for one-periodic
orbits lying outside F0, since one can deform η to (7.14) by moving the pole from F0 to Fb.
The same holds if x is contained in F0, since one can deform (−1/b)pη to (7.14) by moving
the pole from F∞ to Fb. The advantage of (7.14) is that the pole is now disjoint from all
one-periodic orbits.
Choose a family J = (Jt), t ∈ S1, of almost complex structures satisfying (7.7). The
Hamiltonian Floer equation is
(7.15)

u : R× S1 −→ F,
∂su+ Jt(u)(∂tu−Xt) = 0,
lims→±∞ u(s, ·) = x±,
where x± are one-periodic orbits. We will consider three quantities associated to each solu-
tion u. The first is a kind of degree with respect to the map p,
(7.16) deg(u) = u · Fb for b ∈ B \ {0}.
The second, closely related, one is the Fredholm index of the associated linearized operator
Du. By a standard index formula (which becomes particularly clear from the perspective of
Remark 7.3), this can be written as
(7.17) index(Du) = i(x
−)− i(x+) + 2 deg(u).
The third one is the energy
(7.18)
E(u) =
∫
R×S1
‖∂su‖2 ds ∧ dt =
∫
R×S1
u∗ωF − dHt(∂su)ds ∧ dt
= A(x−)−A(x+) + u · Ω.
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The quantities (7.16)–(7.18) are topological, by which we mean that they are unchanged
under deformations of u. In fact, their definition can be extended to maps u which do not
satisfy our Cauchy-Riemann equation (but are still asymptotic to one-periodic orbits).
Let’s discuss the behaviour of solutions u of (7.15) with respect to (7.2). Write v = p(u).
Take the subset of all (s, t) ∈ R× S1 where v(s, t) ∈ B. There, v obeys a linear equation
(7.19) ∂sv + i∂tv − 2piαv = 0,
As a consequence, (∂2s + ∂
2
t )(log v) = 0 at all points where v(s, t) ∈ B \ {0}. By applying the
maximum (and minimum) principle to log |v| = re(log v), one gets:
Lemma 7.4. If a solution of (7.15) remains in p−1(B), it is in fact contained in F0.
Lemma 7.5. Take a solution of (7.15) both of whose limits x± lie outside F0. If that
solution enters p−1(B \ ∂B) anywhere, it must intersect F0.
Solutions of (7.19) are of the form
(7.20) v(s, t) = exp(2piαs) v˜(exp(2pi(s+ it)))
for holomorphic v˜. Consider the special case of (7.15) where x− lies in F0, and assume that
u is not entirely contained in F0. In that case, we get a nontrivial solution of (7.19), defined
for all s 0. In the limit s→ −∞,
(7.21) v(s, t) ∼ exp(2piαs+ 2pim−(s+ it))
for some integer m− = m−(u) > −α.
Here, ∼ means that the quotient of the two functions converges to a nonzero (complex)
constant. In terms of (7.20), m− is the order of vanishing (or pole order, if it is negative)
of the function v˜(z) at z = 0. For the corresponding case where x+ lies in F0, one considers
s→ +∞ and finds that there,
(7.22) v(s, t) ∼ exp(2piαs− 2pim+(s+ it))
for some integer m+ = m+(u) > α.
Since m± is an integer but α isn’t, the inequalities in (7.21), (7.22) can be equivalently
rewritten as
(7.23) m− ≥ −bαc, m+ ≥ bαc+ 1.
Lemma 7.6. Consider a solution of (7.15) not entirely contained in F0. Then, u
−1(F0) is
finite, and each point of that subset contributes positively to the intersection number u · F0.
Proof. By (7.20), u−1(F0) is a discrete subset. Thanks to (7.21) and (7.22), it must be
compact. Hence, the intersection number is well-defined. The local contribution of each
point is the same as the order of vanishing of v˜, which is of course positive. 
38 PAUL SEIDEL
Lemma 7.7. Take a solution of (7.15) not entirely contained in F0. Then
(7.24)
deg(u) = u · F0 +
{
m−(u) if x− lies in F0,
0 otherwise
+
{
m+(u) if x+ lies in F0,
0 otherwise.
Note that if both x± lie in F0, m−(u) +m+(u) ≥ 1 by (7.23).
Proof. Let’s consider the situation where x− lies in F0. Restrict to a region where s 0, on
which v is defined. Partially compactify that region by adding a point at the limit s→ −∞,
and extend v by setting v(−∞) = 0. Consider the degree of the resulting map over 0. The
point −∞ contributes m−(u), and the other points contribute u · F0. But the outcome is
clearly equal to the degree over nearby points b 6= 0, where this time −∞ does not contribute.
The other parts are similar. 
Lemma 7.8. Fix H = (Ht). Then for generic J = (Jt), the following properties hold. (i)
All solutions of (7.15) are regular. (ii) Any Jt-holomorphic sphere with zero Chern number
avoids u(s, t) for any u such that index(Du) ≤ 2, and any s ∈ R. (iii) Any Jt-holomorphic
sphere with Chern number 1 avoids x(t), for any one-periodic orbit x.
Sketch of proof. Overall, this is quite standard, using only stone age methods [9, 19, 28].
(i) Regularity of solutions u which remain inside F0 is equivalent to regularity as maps
to that fibre (the linearized operator Du splits, and the part in base direction is always
invertible). All other solutions must leave p−1(B), by Lemma 7.4, and outside that subset
J is unconstrained. (ii) A pseudo-holomorphic sphere with zero Chern number is either
contained in a single fibre Fb, b ∈ B; or else, it must be disjoint from p−1(B) by positivity of
intersections. As before, one can prove generic regularity (for spheres which are not multiply
covered) by considering the two cases separately. A similar remark applies to “transversality
of evaluation maps”. (iii) A pseudo-holomorphic sphere with Chern number 1 must intersect
every fibre of p, and can never be multiply covered. Hence, transversality is again easy to
show. 
We now have all the basic ingredients needed for the relevant version of Hamiltonian Floer
cohomology. Suppose that J has been chosen as in Lemma 7.8. We consider solutions of
(7.15) with the conditions
(7.25)
{
u−1(F0) = ∅,
x± = lims→±∞ u(s, ·) lie outside F0.
By Lemma 7.5, this means that u avoids p−1(B\∂B), hence is contained in a compact subset
of E = F \ F0. If we additionally require that index(Du) = 1 and put an upper bound on
u ·Ω (or equivalently on the energy), there are only finitely many solutions, up to translation
in R-direction.
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Let CF ∗(E,H) be the graded K-vector space with one generator, of degree i(x), for each
one-periodic orbit x which lies outside F0. The Floer differential has the form
(7.26) dx+ =
∑
x−
(∑
u
±qu·Ω
)
x−,
where the sum is over the kind of solution considered above. To determine the sign ±
associated to each u, some additional choices are required (in the terminology of [41], a
trivialization of the orientation line of each x), which we will not explain further. The
cohomology of (7.26) is denoted by HF ∗(E,H).
(7b) Continuation maps and the BV operator. Independence of Floer cohomology
of the various choices involved in its construction is established using continuation maps
[34]. Suppose that we have two choices (H±, J±), either of which can be used to define
HF ∗(E,α). To compare them, we choose an interpolating family (HC , JC) which depends
on (s, t) ∈ R× S1, lies in the class (7.10), and satisfies
(7.27) (HCs,t, J
C
s,t) −→ (H±t , J±t ) as s→ ±∞.
This is slightly weaker than the commonly imposed requirement that (HC , JC) should agree
with (H±, J±) for ±s 0, and we need to be precise about the notion of convergence that
appears. Namely, when restricted to any fixed length cylinder [s, s+σ]×S1 ∼= [0, σ]×S1, we
want (HC , JC) to converge to (H±, J±) exponentially fast in any Cr-topology, as s→ ±∞.
The continuation map equation is the following generalization of (7.15):
(7.28)

u : R× S1 −→ F,
∂su+ J
C
s,t(u)(∂tu−XCs,t) = 0,
lims→±∞ u(s, ·) = x±.
Since (7.19) still applies to solutions of this equations, all its consequences (Lemmas 7.4–
7.7) continue to hold. So does the index formula (7.17). It is useful to distinguish between
geometric and topological energy:
Egeom(u) =
∫
R×S1
‖∂su‖2 ds ∧ dt ≥ 0,(7.29)
Etop(u) =
∫
R×S1
u∗ωF − d(HCs,t(u) dt)(7.30)
= A(x−)−A(x+) + u · Ω.
These are related by
(7.31) Egeom(u) = Etop(u) +
∫
R×S1
(∂sH
C
s,t)(u) ds ∧ dt .
An upper bound on u · Ω yields a bound on the topological energy. Due its exponential
decay as s→∞, there is an upper bound on ∫ ‖∂sHCs,t‖ds ∧dt . Hence, a bound on u ·Ω also
bounds the geometric energy, which gets the Gromov compactness argument off the ground.
Lemma 7.9. Fix (H−, J−) and (H+, J+). Then, for a generic choice of (HC , JC), the fol-
lowing holds. (i) All solutions of (7.28) are regular. (ii) For any (s, t), all JCs,t-holomorphic
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spheres with zero first Chern number avoid u(s, t) for any solution u of (7.28) with index(Du) ≤
1.
This is the counterpart of Lemma 7.8; if anything, the proof is actually simpler this time, since
we have allowed perturbations of both the Hamiltonian and the almost complex structure.
Note that keeping (H±, J±) fixed does not constrain the value of (HCs,t, J
C
s,t) at any point
(s, t) ∈ R× S1, because the two are only related asymptotically.
As in (7.26), one counts isolated solutions of (7.28) satisfying (7.25). This leads to a chain
map, the continuation map
(7.32) C : CF ∗(E,H+) −→ CF ∗(E,H−).
Up to chain homotopy, continuation maps are unique and well-behaved with respect to
composition. For (H−, J−) = (H+, J+) and the constant deformation between them, the
continuation map is the identity. These two properties imply that the maps on Floer coho-
mology induced by (7.32) are (canonical) isomorphisms. With that in mind, we also write
HF ∗(E,α) for Floer cohomology.
A minor variation on the previous construction yields the BV operator, a chain map
(7.33) ∆ : CF ∗(E,H+) −→ CF ∗−1(E,H−).
This involves a parametrized moduli space, with a single parameter τ ∈ S1. The auxiliary
data (H∆, J∆) depend on τ (as well as on (s, t), obviously), with the analogue of (7.27)
being
(7.34) (H∆τ,s,t, J
∆
τ,s,t) −→
{
(H−t , J
−
t ) s→ −∞,
(H+t+τ , J
+
t+τ ) s→ +∞.
The appropriate version of (7.28) is an equation for pairs (τ, u):
(7.35)

u : R× S1 −→ F,
∂su+ J
∆
τ,s,t(u)(∂tu−X∆τ,s,t) = 0,
lims→−∞ u(s, t) = x−(t),
lims→+∞ u(s, t) = x+(t+ τ).
As before, only those solutions which satisfy (7.25) are taken into account when defining
(7.33). The induced map on Floer cohomology is independent of all choices, and compatible
with continuation isomorphisms.
(7c) Changing the angle of rotation. The construction of continuation maps can be
extended to the case where the Hamiltonians H± satisfy (7.10) for two different angles
α− ≥ α+ in R \ Z. One first chooses αs, s ∈ R, such that
(7.36)

αs = α
− s 0,
αs = α
+ s 0,
dαs/ds ≤ 0 everywhere.
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Then, take (HC , JC) as before, except that now HCs,t lies in the class (7.10) for αs. Consider
solutions of the associated equation (7.28). The analogue of (7.19) is
(7.37) ∂sv + i∂tv − 2piαsv = 0,
and the appropriate generalization of (7.20) is
(7.38) v(s, t) = exp(2pi
∫
αsds) v˜(exp(2pi(s+ it))).
In particular, at any point where v(s, t) ∈ B \ {0}, one has
(7.39) (∂2s + ∂
2
t ) log |v| = 2pi dαs/ds ≤ 0.
The minimum principle applies, showing that Lemma 7.5 extends to this situation. In
contrast, Lemma 7.4 carries over only in a special case, namely when [α+, α−]∩Z = ∅. This
is a consequence of the following:
Lemma 7.10. Consider the left hand side of (7.37) as a linear operator between suitable
Sobolev completions, let’s say W 1,2(R × S1,C) → L2(R × S1,C). That operator is always
onto. It is an isomorphism iff [α+, α−] ∩ Z = ∅.
Proof. If one writes solutions of (7.37) explicitly using (7.38), then the W 1,2 condition says
that the Taylor expansion of v˜(z) can only have nontrivial terms z−k with k ∈ [α+, α−]∩Z.
This matches the Fredholm index of our operator, which can be determined either directly
using a suitable index formula, or by using the relation with spectral flow. 
Lemmas 7.6–7.7 continue to hold, with the obvious adaptation that the numbers α± should
be used to give bounds for m±(u). Lemma 7.9 also generalizes. The proof is largely as before,
with one added wrinkle, which concerns solutions u of (7.28) which remain inside p−1(B).
Let’s write such a solution as u = (v, w), with respect to the trivialization (7.2). By Lemma
7.10, v is a regular solution of (7.37); and w is a solution of a continuation-type equation in
M , for which one can easily show transversality. Combining the two components then yields
the desired transversality result for u. One now defines a continuation map exactly as in
(7.32).
Lemma 7.11. Suppose that [α+, α−] ∩ Z = ∅. Then the continuation map HF ∗(E,α+) →
HF ∗(E,α−) is an isomorphism.
We will not give the proof of this, since it follows a standard pattern (compare e.g. [43,
Lemma 3.4]). One can correlate the two choices of Hamiltonians so that both have the
same one-periodic orbits. Again assuming specific choices of almost complex structures,
a minimum principle argument shows that the Floer differentials coincide, and that the
continuation map is the identity on the chain level.
(7d) Pseudo-holomorphic thimbles. We now consider maps defined on a partial com-
pactification of the cylinder, the “thimble” Riemann surface
(7.40) T = (R× S1) ∪ {∞} ∼= C,
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where the added point closes up the end s → +∞. Fix α > 0, α ∈ R \ Z, and suppose
that HF ∗(E,α) has been defined using some (H,J). Choose a nonincreasing αs, in the
same sense as in (7.36), which goes from α (for s  0) to zero (for s  0). Next, choose
(Hthimble , J thimble) which depend on (s, t) ∈ R× S1, such that Hthimbles,t belongs to the class
(7.10) for αs. For s → −∞, one requires this to converge to (H,J), in the same sense as
before. We also require that both Hthimbles,t dt (as a one-form on R × S1 ×M) and J thimble
should extend smoothly over ∞ ∈ T . The equation one considers is a version of (7.28):
(7.41)

u : T −→ F,
∂su+ J
thimble
s,t (u)(∂tu−Xthimbles,t ) = 0,
lims→−∞ u(s, t) = x(t).
We have written down the Cauchy-Riemann equation at points (s, t) ∈ R × S1, but it
extends smoothly to all of T . Lemma 7.10 has an analogue for this situation, leading to
the required transversality result. Lemma 7.5–7.7, as well as the index formula (7.17) and
energy formulas (7.29)–(7.31), carry over after one has removed any mention of the s→ +∞
limit. The simplest use of (7.41) is to count solutions satisfying
(7.42)
{
u−1(F0) = ∅,
x = lims→−∞ u(s, ·) lies outside F0.
This yields a cocycle
(7.43) e ∈ CF 0(E,H),
whose Floer cohomology class is independent of all choices. A natural generalization is to
introduce evaluation constraints. Let’s fix a point ζ ∈ T , for concreteness say ζ = ∞.
Suppose that we are given an oriented manifold K together with a proper map κ : K → E.
Consider pairs (u, k) consisting of a solution u of (7.41), (7.42) and a point k ∈ K, such that
(7.44) u(ζ) = κ(k).
Assuming suitably generic choices, counting solutions which satisfy this constraint yields a
cocycle
(7.45) bK ∈ CF dim(E)−dim(K)(E,H).
Generalizing slightly, one can replace K by a proper pseudo-cycle in E, let’s say one with
R-coefficients. Finally, one can allow proper pseudo-cycles with K-coefficients, by which we
mean formal sums
(7.46) K = qd0K0 + q
d1K1 + · · · with di ∈ R, limi di = +∞,
where the Kj are proper pseudo-cycles with R-coefficients. For (7.46), one defines bK by
adding up the cocycles (7.45) associated to K0,K1, . . . with corresponding weights. The
cohomology class of (7.45) is independent of all choices, and represents the image of [K] ∈
H∗(E;K) under the PSS map [30]
(7.47) B : H∗(E;K) −→ HF ∗(E,α).
In fact, one can use this as the definition of (7.47), even though that is not necessarily the
most convenient or natural approach (using Morse homology instead of pseudo-cycles would
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have distinct advantages, one of them being that it leads more easily to a chain level map).
However, here we will not actually use the entire map (7.47), but only specific instances of
the classes (7.45).
Remark 7.12. While an extensive discussion of pseudo-cycles would be out of place here
(see [28, Section 6.5]), we do want to briefly explain the notion of properness which appeared
above. A proper pseudo-cycle in E is a map κ : K → E, where K is an oriented manifold,
such that there exists another κ˜ : K˜ → E, with dim(K˜) ≤ dim(K) − 2, satisfying the
following condition. If k1, k2, · · · ∈ K is a sequence of points which goes to infinity, and such
that κ(k1), κ(k2), . . . converges, then the limit of the latter sequence lies in κ˜(K˜). In the
special case K˜ = ∅, this would reduce to saying that the original map κ is proper. Also, if we
have a pseudo-cycle in F , then its intersection with E is a proper pseudo-cycle in E. Any
proper pseudo-cycle in E determines a class [K] ∈ H∗(E;Z).
To get a proper pseudo-cycle with R-coefficients, one equips K with a multiplicity function
(a locally constant complex-valued function). One can always think of this as a formal sum
(7.48)
∑
j
µjKj
of proper pseudo-cycles Kj (in the previously considered sense) with multiplicities µj. It
makes sense to consider these modulo some equivalence relation, namely: any term in (7.48)
with zero multiplicity may be removed freely; two terms that contain the same pseudo-cycle
may be combined by adding up their multiplicities; and the orientation of any Kj may be
reversed, while changing the sign of µj at the same time.
Lemma 7.13. For any Floer cocycle bK as in (7.45), ∆bK is a coboundary.
Proof. By considering a suitable parametrized moduli problem for maps on the thimble, we
will construct a Floer cochain βK satisfying
(7.49) dβK + ∆bK = 0.
The parameter space will be a disc, which itself has to be compactified. While this is generally
speaking a standard construction, setting it up requires a bit of care. Fix all the data involved
in the relevant previously defined structures, namely: the definition of HF ∗(E,α) uses some
(H,J); the BV operator uses (H∆, J∆), where we take both asymptotics (H±, J±) = (H,J)
to be the same for simplicity; finally, bK uses (H
thimble , J thimble).
Part of our parameter space is a half-infinite cylinder ξ = (ρ, τ), where ρ  0 and τ ∈ S1.
For such a parameter value, we construct (Hβξ , J
β
ξ ) as follows. Consider
(H∆τ,s+ρ,t, J
∆
τ,s+ρ,t), defined for (s, t) on the cylinder, and(7.50)
(Hthimbles,t+τ , J
thimble
s,t+τ ), defined on the thimble.(7.51)
Take a finite piece of the cylinder where s ∈ [−ρ/2 − L/2,−ρ/2 + L/2], for some constant
L/2. Because of (7.34) and the translation by ρ, (7.50) is close to (Ht+τ , Jt+τ ) on that region
(it converges uniformly exponentially fast as ρ → ∞). The same holds for (7.51), simply
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because of its limit. One can therefore use a partition of unity to glue the two data together
to a new datum on the thimble, which we denote somewhat informally by
(7.52) (Hβρ,τ,s,t, J
β
ρ,τ,s,t) = (H
∆
τ,s,t, J
∆
τ,s,t)#ρ(H
thimble
s,t+τ , J
thimble
s,t+τ )
(the subscript in #ρ is the gluing length, which in our previous description we had realized by
translating the first datum by ρ in s-direction). Our full parameter space is ξ ∈ (R×S1)∪{ξ =
−∞}. We extend our choice (7.52) arbitrarily to the rest of that space.
Consider the parametrized moduli space of pairs (ξ, u, k), where k is as in (7.44). In the limit
where ξ = (ρ, τ) with ρ→∞, we can get broken solutions (τ, u˜, u, k), where (τ, u˜) is a point
in the space contributing to ∆, and (u, k) (after rotation t 7→ t − τ) similarly contributes
to bK . Assuming transversality, such limits together with bubbling off of Floer trajectories
describe the ends of the 1-dimensional parametrized moduli spaces. By a standard argument,
it follows that counting isolated points of the parametrized problem yields the desired cochain
(7.49). 
Discussion 7.14. The map (7.47) fits into a long exact sequence
(7.53) · · · −→ H∗(E;K) B−→ HF ∗(E,α) −→ HF ∗(E,α)red −→ · · ·
and the third term HF ∗(E,α)red comes with a refined BV operator
(7.54) HF ∗(E,α)
∆

// HF ∗(E,α)red
∆redvv
HF ∗−1(E,α).
One defines HF ∗(E,α)red as the mapping cone for a suitable chain level version of B. Sim-
ilarly, a nullhomotopy for the chain level version of ∆ ◦ B gives rise to ∆red . More ex-
plicitly, if C∗(E;K) stands for a suitable (e.g. Morse) complex underlying H∗(E;K), then
HF ∗(E,α)red is the cohomology of a complex of the form C∗+1(E;K) ⊕ CF ∗(E,H), whose
differential involves the two differentials on the summands and the chain level B. The op-
eration ∆red is induced by a map C
∗+1(E;K) ⊕ CF ∗(E,H) → CF ∗−1(E,H) which is the
chain level ∆ on the second summand, and the abovementioned nullhomotopy on the first
summand. For our purpose, the following partial description suffices: a pair (K, ξ) consisting
of a proper pseudo-cycle K and a Floer cochain ξ ∈ CF ∗(E,H) with
(7.55) dξ = bK
gives rise to a class
(7.56) [(−K, ξ)] ∈ HF codim(K)−1(E,α)red ,
which maps to [K] under the boundary map in (7.53). Moreover,
(7.57) ∆red [(−K, ξ)] = [∆ξ − βK ] ∈ HF codim(K)−2(E,α).
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8. The Borman-Sheridan class
This section discusses the Borman-Sheridan class and various ideas surrounding it. The
geometric setup remains the same, but we will now start to make more serious use of its
specific properties.
(8a) Definition. Take the thimble surface (7.40), with its marked point ζ = ∞. We will
consider solutions of (7.41) such that
(8.1)

u(ζ) ∈ F0,
deg(u) = 1,
x = lims→−∞ u(s, ·) lies outside F0.
The expected dimension of (7.41), with (8.1) taken into account, is
(8.2) index(Du)− 2 = i(x) + 2 deg(u)− 2 = i(x).
Hence, counting isolated solutions (under suitable transversality assumptions) yields a cochain
(8.3) s ∈ CF 0(E,H).
Lemma 8.1. Suppose that α > 1. Consider solutions of (7.41), (8.1). Suppose that a se-
quence of such solutions converges to a broken solution (u˜, u), consisting of a Floer trajectory
u˜ and a solution u of (7.41). Then, u˜ avoids F0 entirely, and u again satisfies (8.1).
Proof. By definition of a broken solution, there is some one-periodic orbit x˜ such that
(8.4) lims→+∞ u˜(s, ·) = x˜ = lims→−∞ u(s, ·).
We know that
(8.5) deg(u˜) + deg(u) = 1.
If one assumes that x˜ lies in F0, (7.24) and its analogue for maps on the thimble say that
deg(u˜) > α,(8.6)
deg(u) > 1− α.(8.7)
Ordinarily, there should be an exception in (8.7) when u is entirely contained in F0; but in
that case deg(u) = 0 by definition, whereas 1− α < 0 by assumption, so the inequality still
holds. Adding up (8.6) and (8.7) yields a contradiction to (8.5). We now know that x˜ does
not lie in F0, and therefore
deg(u˜) = u˜ · F0 ≥ 0,(8.8)
deg(u) = u · F0 ≥ 1.(8.9)
By (8.5), equality must hold in (8.8) and (8.9), which yields the desired behaviour. 
Remark 8.2. It is maybe instructive to look at more general broken solutions, even though
(for codimension reasons) they are not relevant for our counting arguments. Suppose that
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a sequence of solutions of (7.41), (8.1) converges to a broken solution (u˜1, . . . , u˜k, u), where
the first k components are Floer trajectories. As before, we know that
(8.10) deg(u˜1) + · · ·+ deg(u˜k) + deg(u) = 1.
Suppose first that u is not contained in F0. By applying Lemma 7.7 to all components, and
using (7.23), one then finds that
(8.11) deg(u˜1) + · · ·+ deg(u˜k) + deg(u) ≥ u˜1 · F0 + · · ·+ u˜k · F0 + u · F0 ≥ 1.
The first inequality in (8.11) is an equality iff none of our maps has a limit lying in F0. As-
suming this holds, the second inequality is an equality iff all u˜1, . . . , u˜k are disjoint from F0,
while u satisfies (8.1). The other potential situation is where, for some j ≥ 1, (u˜j+1, . . . , u˜k, u)
are all contained in F0, while u˜j isn’t. However, this means that
(8.12) deg(u˜1) + · · ·+ deg(u˜k) + deg(u) ≥ u˜1 · F0 + · · ·+ u˜j · F0 + α.
If α > 1, this contradicts (8.10). Hence, we see that all broken solutions that appear as limits
are built by adding Floer trajectories inside E as extra components. One can further extend
this discussion, including sphere bubbles as well, which leads to a complete description of the
Gromov compactification. As usual, sphere bubbling turns out to be always a codimension
≥ 2 phenomenon, hence will not occur in our applications.
Lemma 8.1 implies that (8.3) is a cocycle provided that α > 1. Its Floer cohomology class,
the Borman-Sheridan class, is independent of all choices. An argument parallel to Lemma
7.13 (and which we will therefore omit) shows the following:
Lemma 8.3. For α > 1, the Floer cocycle ∆s is a coboundary.
(8b) The Borman-Sheridan class and Gromov-Witten theory. The starting point
for the following discussion is the Gromov-Witten invariant which is the special case k = 1
of (2.21). Our notation is as follows:
(8.13)
{
S˜ = CP 1,
ζ˜1 = 0, ζ˜2 = 1, ζ˜3 =∞ ∈ S˜.
We also fix a point
(8.14) † ∈ B \ (∂B ∪ {0}),
to be used throughout the rest of the paper. Choose some almost complex structure J˜ as
in (7.7) (one could allow a family of almost complex structures varying along S˜, but that is
not necessary or helpful for our purpose). Suppose that we have a map u : S˜ → F , which is
pseudo-holomorphic with respect to J˜ and satisfies
(8.15) u˜ · F0 = 1.
Any intersection point of u˜ with a fibre Fb, b ∈ B, contributes positively to the intersection
number, and contributes 1 iff the intersection is transverse. Hence, the part of u˜ lying inside
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p−1(B) is a pseudo-holomorphic section. In particular, there is a unique automorphism of S˜
which we can apply to achieve that
(8.16)
{
u˜(ζ˜1) ∈ F0,
u˜(ζ˜2) ∈ F†.
From now on, we will consider maps u˜ satisfying (8.15), (8.16). For generic choice of J˜ ,
the space of such maps in any fixed homology class, with evaluation at the point ζ˜3, defines
a pseudo-cycle of codimension 2 in F . If we add up the contributions of all homology
classes with the usual weights qu˜·Ω, the outcome is a pseudo-cycle with K-coefficients, which
represents z(1) ∈ H2(F ;K). Let’s denote this pseudo-cycle by Z(1). Restricting to the open
subset where u˜(ζ˜3) /∈ F0 yields a proper pseudo-cycle with K-coefficients in E, denoted by
Z(1)|E.
Lemma 8.4. For α > 1, z(1)|E lies in the kernel of the map (7.47).
Proof. By considering an appropriate parametrized moduli space, we will construct a Floer
cochain bounding the cocycle (7.45) associated to Z(1)|E:
(8.17) dν = bZ(1)|E .
The parameter is a number σ ∈ R, which appears as the position of a marked point ζ2 = (σ, 0)
on the thimble (this is in addition to our usual marked point ζ1 =∞). We consider the space
of pairs (σ, u), where u is a solution of an equation of type (7.41), with additional conditions
(8.18)

u(ζ1) ∈ F0,
u(ζ2) ∈ F†,
deg(u) = 1,
x = lims→−∞ u(s, ·) lies outside F0.
There are two relevant degenerations to consider. In the first one, σ → −∞, the limit is a
broken solution (u˜, u), where u˜ is a Floer trajectory satisfying
(8.19) u˜(0, 0) ∈ F†.
The other component u is again a solution of (7.41), with u(ζ1) ∈ F0. By the same argument
as in Lemma 8.1, one finds that the limits of u˜ must lie outside F0, and that deg(u˜) = 0;
but then, u˜ must be disjoint from p−1(B \ ∂B) by Lemma 7.5, which is a contradiction to
(8.19). Hence, there are no such limit points.
The other relevant degeneration happens when σ → +∞; the limit (u, u˜) consists of a
solution u of (7.41), which for the same reason as before will be disjoint from F0, together
with a sphere bubble which satisfies (8.15) and (when appropriately parametrized) (8.16).
More precisely, the almost complex structure J˜ which arises is that appearing in (7.41) for
the point ζ1 ∈ T . The two components are related by the incidence requirement
(8.20) u(ζ1) = u˜(ζ˜3).
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Hence, counting such pairs (u, u˜) just yields bZ(1)|E . From this, a standard argument shows
that counting points in the parametrized moduli space leads to the desired structure (8.17).

Remark 8.5. Sphere bubbling is normally a codimension 2 phenomenon, and correspond-
ingly, the relevant gluing problem has two parameters: a real gluing length and a circle-valued
gluing angle. In the situation of Lemma 8.4, we use σ instead of the gluing length as a pa-
rameter, and since ζ2 is constrained to lie on R×{0}, there is no gluing angle. This explains
why it makes sense for sphere bubbling to yield a codimension 1 boundary stratum of our
moduli space.
As an instance of Discussion 7.14, (8.17) gives rise to a class
(8.21) [(−Z(1)|E, ν)] ∈ HF 1(E,α)red
which maps to z(1)|E under the connecting map from (7.53). We also get a Floer cocycle
(8.22) ∆ν − βZ(1)|E ∈ CF 0(E,H),
which represents the image of (8.21) under ∆red .
Proposition 8.6. The cocycle (8.22) is cohomologous to (−1) times the Borman-Sheridan
cocycle (8.3).
Proof. The first step is to combine the ideas from Lemmas 7.13 and 8.4 (since this is a reprise
of previous arguments, we will be rather light on details). Consider a moduli space as in
Lemma 7.13, but with one additional parameter σ as in Lemma 8.4, again thought of as
giving a marked point ζ2 = (σ, 0). Look at maps u satisfying (8.18).
Three kinds of degenerations of such (ξ, σ, u) are relevant for us. The first one is σ → ∞,
in which case one gets sphere bubbling as in Lemma 8.4. The contribution obtained by
counting such configurations is βZ(1)|E . The second kind of degeneration happens when
ξ = (ρ, τ) with ρ → ∞, and simultaneously σ → −∞. This contributes zero, for the same
reason as in Lemma 8.4. The final possibility is that ξ = (ρ, τ) with ρ→∞, while σ remains
bounded (see Figure 13). The resulting broken solutions are of the form (τ, σ, u˜, u), where
(τ, u˜) satisfies the equation which defines ∆, and u is a map as in (7.41), such that
(8.23)

u(ζ1) ∈ F0,
u(σ, τ) ∈ F†,
deg(u) = 1,
x˜ = lims→−∞ u(s, ·) lies outside F0.
The equations for (τ, u˜) and (σ, u) are not independent, because of the appearance of τ in
(8.23). Hence, the contribution from this degeneration can’t be written as a combination of
previously introduced ones.
To make up for this shortcoming, we introduce another moduli space. This has parameters
τ1 ∈ [0, 1], σ ∈ R and τ2 ∈ [0, τ1], and consists of (u˜, u) such that: (τ1, u˜) is again a point
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Figure 13. One of the limits from the proof of Proposition 8.6.
in the moduli space defining ∆, and u is as in (8.23) except that the second part of that
equation must be replaced by
(8.24) u(σ, τ2) ∈ F†.
The space of parameter values has three boundary components. One is when τ1 = τ2, which
yields exactly the same contribution as in (8.23). The second boundary component τ2 = 0
contributes ∆ν. The final boundary component appears when τ1 = 1. In that case, (σ, τ2)
can be an arbitrary point in R×S1. Now, suppose that when defining (8.3), we have chosen
the auxiliary data so that isolated solutions are transverse to F†. The count (with signs) of
points at which any such solution passes through F† is 1. Hence, we get a contribution which
equals (8.3) (since τ1 is fixed to be 1, one can arrange that the only maps u˜ that appear in
that case are of the form u˜(s, t) = x(t), which do not affect the contribution).
By combining both parametrized moduli spaces, and counting isolated points in them (more
precisely, by subtracting the contribution of the second space from that of the first one), we
therefore obtain a Floer cochain which bounds βZ(1)|E −∆ν − s. 
Remark 8.7. The sign conventions we have introduced in the formal TQFT context, specif-
ically (5.2H) and (5.11), are compatible with those that arise in Floer theory from juggling
determinant lines of elliptic operators (compare e.g. [41, Section 11] or [52]). We do not
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normally dig into such details, but Proposition 8.6 may be a good point to do so, since the
sign in its statement has consequences throughout the paper, for instance (2.31).
Points in the first parametrized moduli space are of the form (ξ, σ, u). Since ξ takes values
in a two-dimensional space, the associated orientation does not change if we reorder the
components as (σ, ξ, u). Hence, σ → +∞ corresponds to a “boundary face at infinity”
which is positively oriented. The other nontrivially contributing “boundary face at infinity”
corresponds to writing ξ = (ρ, τ) and sending ρ→ +∞, which is again positively oriented. As
in (5.11), this means that the parametrized moduli space yields a cocycle α1 ∈ CF−1(E,H)
with
(8.25) −dα1 + βZ(1)|E + θ = 0,
where θ is the contribution from (8.23). In the second parametrized moduli space, points are
of the form (τ1, σ, τ2, u˜, u), or equivalently as far as orientation is concerned, (τ2, τ1, σ, u˜, u).
The boundary value τ1 = τ2 is the maximal value of τ2, hence counts positively as in (8.25)
(it is important that the ordering (τ1, σ) of the remaining parameters is the same as the one
encountered before). On the other hand, τ2 = 0 is the minimal value, which a priori means
that the corresponding boundary points (τ1, σ, u˜, u) are counted negatively. However, to re-
cover the orientation that corresponds to ∆ν, one has to reorder the entries as (τ1, u˜, σ, u),
and since index(Du˜) = −1 at the relevant points, that permutation introduces another sign,
which cancels the previous one. The final contribution comes from τ1 reaching its maximal
value, and since the remaining parameters (σ, τ2) correspond to the standard complex orien-
tation of the cylinder, we get a positive sign. The outcome is that the second moduli space
yields an α2 ∈ CF−1(E,H) such that
(8.26) −dα2 + θ + ∆ν + s = 0.
Combining (8.25) and (8.26) yields the desired statement.
(8c) Generalizations. The construction of (8.3) admits generalizations in several direc-
tions. We only want to consider two examples.
First, fix distinct points ζ1, ζ2 ∈ T on the thimble, and consider solutions of (7.41) such that
(8.27)

u(ζ1) ∈ F0,
u(ζ2) ∈ F0,
deg(u) = 2,
x = lims→−∞ u(s, ·) lies outside F0.
This leads to a cochain
(8.28) s(2) ∈ CF 0(E,H)
which, by a straightforward analogue of Lemma 8.1, is a cocycle if α > 2. As the notation
is intended to suggest, we will show later on that the Floer cohomology class of (8.28) is the
(pair-of-pants) square of the Borman-Sheridan class; see Section 10b.
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The second possibility is to use only one marked point, but to ask for a tangency condition:
(8.29)

u(ζ) ∈ F0, Dp ◦Duζ = 0,
deg(u) = 2,
x = lims→−∞ u(s, ·) lies outside F0.
This makes sense because, if u(ζ) ∈ F0 holds, Dp ◦Duζ is complex-linear, which means that
its vanishing is a condition of (real) codimension 2. As before, counting such solutions leads
to a Floer cochain, which is a cocycle if α > 2; we denote it by
(8.30) s˜(2) ∈ CF 0(E,H).
Lemma 8.8. Let z(2) ∈ K be the count of “holomorphic bisections”, which means holomor-
phic spheres which have degree 2 over CP 1, as in (2.21). Then (assuming α > 2 as usual)
s(2) represents the same Floer cohomology class as s˜(2) + 2z(2)e.
Proof. The basic idea is similar to that in Proposition 8.6. We introduce one parameter
ρ ≥ 0. One of the marked points is fixed, let’s say ζ1 =∞, and the other one is ζ2 = (ρ, 0).
One then considers the parametrized version of (8.27).
As ρ → ∞, the relevant limiting behaviour is sphere bubbling at ζ1, leading to a prin-
cipal component u together with a bubble component u˜ : S˜ → F , which (for a suitable
parametrization) satisfies
(8.31)

u˜(ζ˜1) ∈ F0,
u˜(ζ˜2) ∈ F0,
u˜(ζ˜3) = u(ζ1).
There are in fact two topologically distinct sub-cases. One is that u˜ is a constant “ghost
bubble”. In that case, the principal component is tangent to F0 at ζ1. Counting such
configurations contributes s˜(2). The other case is where u˜ is not contained in F0, so that
u˜ · F0 = 2. In that case, the principal component satisfies deg(u) = u · F0 = 0, which
means that it avoids F0 altogether. If one counts the maps u˜, thinking of u(ζ1) as a fixed
(generic) point in E, the outcome is 2z(2), where the factor of 2 comes from the possibility
of changing the parametrization (8.31), exchanging ζ˜1 and ζ˜2 while keeping ζ˜3 fixed. Hence,
the contribution of such pairs (u, u˜) is 2z(2)e.
Note that other kinds of sphere bubbling, for instance where u˜ is a non-constant map to
F0, are irrelevant because they are of codimension ≥ 2. The other potentially problematic
limiting behaviour as ρ → ∞ is where the limit is of the form (u˜, u), where u˜ is a Floer
trajectory, and the principal component u is entirely contained in F0. However, that can be
excluded by the same arguments as in Lemma 8.1. 
9. A connection
We will construct, under Assumption 2.7, a connection on Floer cohomology, and show that
it satisfies a version of (2.35) with c = −1; see (9.32). Eventually, one has to discuss how this
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construction fits into the contexts of Sections 2a and 5c; but we postpone that to Sections
10–11.
(9a) The setup. Fix some α ∈ R \ Z, and the data (H,J) required to define the chain
complex CF ∗(E,H) underlying HF ∗(E,α). We denote by ∂q the operation of differentiating
Floer cochains, which means differentiating their coefficients with respect to the obvious
basis. It follows from the definition of the differential (7.26) that
(9.1) (∂qd− d∂q)(x+) =
∑
x−
(∑
u
±(u · Ω)qu·Ω−1
)
x−.
We can assume, since this is true for generic choices of (H,J), that each solution u with
index(Du) = 1 intersects the components Ωj of Ω transversally. Let’s introduce a parameter
τ ∈ S1, which singles out a point ζ = (0,−τ) ∈ R × S1. We can then consider pairs (τ, u),
where u is a solution of (7.15) such that u(ζ) ∈ Ωj . For each j, counting points in the
associated parametrized moduli space yields a chain map of degree 1. Adding up those chain
maps, with the weights µj from (7.4), and then multiplying the whole with q
−1, recovers
(9.1).
Remark 9.1. One may wonder why, in order to obtain the count from (9.1), one has to
choose orientations of the parameter space so that the marked point ζ runs negatively around
the S1 factor. This has its origin in the sign convention for the differential d. Namely, if u
is a regular solution of (7.15) with index(Du) = 1,
(9.2) ker(Du) = R ∂su.
The general theory of orientation operators associated to one-periodic points x (going back
to [7], see also [8]; the terminology is borrowed from [41]) produces orientations of ker(Du)⊕
coker(Du) for any u, regular or not. In (7.26) we count u with ±1 depending on whether
this orientation agrees with the obvious one on the right hand side of (9.2) or not.
An oriented basis of the tangent space to the parametrized moduli space at (τ, u) is given by
((1, 0), (0,±∂su)), or by ((0,±∂su), (−1, 0)), where the sign has the same meaning as before.
Under the evaluation map (τ, u) 7→ u(0,−τ), the latter basis maps to (±∂su, ∂tu). This
agrees with the orientation that contributes to the expression ±(u · Ω) in (9.1).
Having reformulated the right hand side of (9.1) as a parametrized moduli problem, we can
consider it as a special case of a more general construction. Namely, take a proper pseudo-
cycle K with K-coefficients in E, as in (7.46). Choose (Hr, Jr) which depend on (τ, s, t),
with asymptotics for ±s  0 as in (7.27). Consider the parametrized space of solutions of
the associated equation (7.28), with
(9.3)

u(ζ) = κj(k) for some k ∈ Kj ,
deg(u) = 0,
x± = lims→±∞ u(s, ·) lies outside F0.
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Counting points in this space (with real multiplicities, since Kj is a pseudo-cycle with R-
coefficients) gives a chain map rKj . We then define
(9.4) rK =
∑
j
qdj rKj : CF
∗(E,H+) −→ CF ∗+codim(K)−1(E,H−).
Let’s specialize to K = q−1Ω|E. Suppose that we take (Hrτ,s,t, Jrτ,s,t) = (Ht, Jt). In that
case, our previous argument shows that rq−1Ω|E agrees with the right hand side of (9.1).
If we still choose (Hr, Jr) to converge to (H,J) as s → ±∞, but otherwise arbitrary,
then rq−1Ω|E is still at least chain homotopic to (9.1) (the chain homotopy is defined in a
straightforward way, by adding another parameter that deforms the auxiliary data). Finally,
we can choose different asymptotics (H−, J−) and (H+, J+), even with different amounts
of rotation α− ≥ α+. In that case, the resulting map rq−1Ω|E is chain homotopic to (9.1)
composed with the continuation map (7.32). To make this entirely clear, let’s write d± for
the two Floer differentials involved. Then we have chain homotopies
(9.5) rq−1Ω|E ' (∂qd− − d−∂q)C ' C (∂qd+ − d+∂q).
These homotopies are obtained by moving the marked point ζ = (0,−τ) towards one of the
ends of the cylinder, and considering the resulting two-parameter moduli space.
From this point onwards, we will work under Assumption 2.7. Let’s choose a pseudo-chain
A such that
(9.6) ∂A ∼= ψZ(1) − q−1Ω− ηF0.
To be precise, A is a pseudo-chain with K-coefficients in F ; ∼= stands for equivalence of
pseudo-cycles; and the inclusion F0 ↪→ F is itself thought of as a pseudo-cycle. Restricting
to E then yields a proper pseudo-chain A|E, which satisfies
(9.7) ∂(A|E) = ∂A|E ∼= ψZ(1)|E − q−1Ω|E.
By imitating the construction of (9.4) with A|E instead of K, one gets a chain homotopy
(9.8) ψrZ(1)|E = rψZ(1)|E ' rq−1Ω|E .
Remark 9.2. We refer to [37, 21, 51] for a general discussion of the relation between equiv-
alence classes of pseudo-cycles and homology, and only consider the aspect which is imme-
diately relevant here. A pseudo-chain (or relative pseudo-cycle) in F is a map a : A → F ,
where A is an oriented manifold with boundary, which satisfies the same conditions as a
pseudo-cycle, and such that a|∂A is itself a pseudo-cycle. Any pseudo-cycle which is trivial
in H∗(F ;Z) can be represented as such a boundary.
For a pseudo-cycle with R-coefficients, the same is true up to equivalence (in the sense
mentioned in Remark 7.12): if its class in H∗(F ;R) is trivial, the pseudo-cycle is equivalent
to the boundary of a pseudo-chain with R-coefficients. Finally, for the case of K-coefficients
which we have encountered above, one simply argues order by order in the Novikov variable.
We have used this implicitly when asserting the existence of (9.6).
Our strategy will be to show, using the same ideas as in Lemma 8.4, that for suitable choices
of α±, the map rZ(1)|E is chain homotopic to zero. More precisely:
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Lemma 9.3. Suppose that [α+, α−] ∩ Z 6= ∅. Then there is a map
(9.9)
χ : CF ∗(E,H+) −→ CF ∗(E,H−),
d−χ− χd+ + rZ(1)|E = 0.
Let’s explain why this is useful. From (9.5) and (9.8), we have chain homotopies (for which
we now introduce the notation h+ and rA|E)
d−h+ − h+d+ + C (∂qd+ − d+∂q)− rq−1Ω|E = 0,(9.10)
d−rA|E − rA|Ed+ + rq−1Ω|E − ψ rZ(1)|E = 0.(9.11)
We combine them with (9.9) to form
(9.12)
∇−1 : CF ∗(E,H+) −→ CF ∗(E,H−),
∇−1 = C∂q − h+ − rA|E − ψχ,
which satisfies
d−∇−1 −∇−1d+ = 0,(9.13)
∇−1(fx) = f∇−1x+ (∂qf)C(x).(9.14)
Hence, the induced map on cohomology, which we also denote by
(9.15) ∇−1 : HF ∗(E,α+) −→ HF ∗(E,α−),
is a connection with respect to the continuation map between those Floer cohomology groups,
meaning that it satisfies the cohomology level counterpart of (9.14).
Discussion 9.4. Alternatively, one could use the other homotopy from (9.5), which we now
denote by h−. It satisfies
(9.16) d−h− − h−d+ + rq−1Ω|E − (∂qd− − d−∂q)C = 0.
This leads to another formula for a connection:
(9.17) ∂qC + h
− − rA|E − ψχ,
which however turns out to be the same as (9.12) up to chain homotopy. This follows from
the existence of a nullhomotopy
(9.18) ∂qC − C∂q + h− + h+ ' 0.
To construct it, one interprets ∂qC−C∂q geometrically as in (9.1): it counts pairs consisting
of a solution u of the continuation map equation and a point (σ, τ) ∈ R × S1 whose image
goes through q−1Ω|E. Now, h− and h+ are obtained from the same kind of moduli problem,
but where the marked point is required to lie in one of the two halves of the cylinder. Adding
up the two possibilites gives a space which is very similar to that underlying ∂qC − C∂q:
the choices of auxiliary data may not agree, but one can interpolate between them, and the
associated parametrized moduli space gives rise to the homotopy in (9.18).
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(9b) Constructing the nullhomotopy. This section gives the proof of Lemma 9.3. Fix
α± and (H±, J±) as before. We will introduce a moduli space with two parameters (σ, τ) ∈
(−∞, 0)× S1. The parameters determine the position of two marked points
(9.19) ζ1 = (0,−τ), ζ2 = (σ,−τ) ∈ R× S1.
We choose auxiliary data (Hχ, Jχ) which depend on (σ, τ, s, t), and which on the ends, are
asymptotically equal to the previously chosen (H±, J±). In fact, we want our data to extend
smoothly to σ = 0, and there, to agree with those used to define rZ(1)|E . We impose an
additional requirement on those data, which is that Jχ0,τ,0,−τ = J˜ should be the almost
complex structure used to define Z(1). We also ask that the data should extend to the other
limit σ = −∞. It is worth emphasizing what this means: as σ → −∞, the marked point ζ2
goes to −∞, but the data (Hχ, Jχ) converge uniformly over the entire cylinder (in any Cr
topology, with some exponential weights on the ends s→ ±∞).
We consider solutions of the associated equation of type (7.28), with the conditions
(9.20)

u(ζ1) ∈ F0,
u(ζ2) ∈ F†,
deg(u) = 1,
x± = lims→±∞ u(s, ·) lies outside F0.
The limiting behaviour as σ → 0 is bubbling off of a holomorphic sphere. More precisely,
the relevant situation is as follows. The bubble is a J˜-holomorphic sphere u˜ which (suitably
parametrized) satisfies (8.15), (8.16). The principal component of the limit satisfies deg(u) =
0; and the two components are joined by the incidence condition u(ζ1) = u˜(ζ˜3). This
is exactly what ones sees when spelling out the definition of rZ(1)|E , and has the desired
codimension 1. More complicated potential degenerations can be excluded because they
have higher codimension.
For σ → −∞, the simplest degeneration would lead to a configuration consisting of two
components (u˜, u), of which the first one is a Floer trajectory for (H−, J−), and the second
is a solution of an equation (7.28) for the limit datum (Hχ−∞,τ , J
χ
−∞,τ ). With ζ˜ = ζ = (0,−τ),
these would satisfy
(9.21)

u(ζ) ∈ F0,
u˜(ζ˜) ∈ F†,
deg(u) + deg(u˜) = 1,
x− = lims→−∞ u˜(s, ·) lies outside F0,
lims→+∞ u˜(s, ·) = x˜ = lims→−∞ u(s, ·),
x+ = lims→+∞ u˜(s, ·) lies outside F0.
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By Lemma 7.7 and its analogue for the continuation map equation,
(9.22) deg(u) + deg(u˜) = u · F0 + u˜ · F0
+
{
m+(u˜) +m−(u) if x˜ lies in F0,
0 otherwise.
In the first case, m+(u˜)+m−(u) ≥ 1 by (7.23); since u ·F0 ≥ 1, that would mean that (9.22)
is at least 2, which contradicts (9.21). Hence, it follows that x˜ lies outside F0, and that in
fact, deg(u) = 1, deg(u˜) = 0. But then, u˜ will never enter p−1(B \ ∂B), which is again a
contradiction to (9.21). Hence, such limits do not after all exist.
Among the other potential degenerations as σ → −∞, there is one which deserves a separate
discussion, since it leads to the restriction on α± in Lemma 9.3. Namely, suppose that the
limit consists of three components (u˜−, u, u˜+) with the following properties. The principal
component u lies entirely in F0; The other components u˜
± are Floer trajectories for (H±, J±),
but do not quite play symmetrical roles: u˜− carries a marked point with an evaluation
constraint, as in (9.21); u˜+ does not, and is considered up to translation in s-direction. To
be more specific, the counterpart of (9.21) is
(9.23)

u(R× S1) ⊂ F0,
u˜−(ζ˜) ∈ F† for ζ˜ = (0,−τ),
deg(u˜−) + deg(u˜+) = 1,
x− = lims→−∞ u˜−(s, ·) lies outside F0,
lims→+∞ u˜−(s, ·) = x˜− = lims→−∞ u(s, ·) lies in F0,
lims→+∞ u(s, ·) = x˜+ = lims→−∞ u˜+(s, ·) lies in F0,
x+ = lims→+∞ u˜+(s, ·) lies outside F0.
Ordinarily, since such a limit has three components, one would expect to be able to rule it
out on the basis having of codimension 2. In this case, u originally came with an evaluation
condition u(ζ) ∈ F0, which now holds tautologically (hence is non-transverse), which means
that the dimension count has to be reconsidered. Assuming suitably generic choices, the
actual dimension of the space of solutions (τ, u˜−, u, u˜+) is
(9.24)
τ︷︸︸︷
1 +
u˜−︷ ︸︸ ︷
i−(x−)− i−(x˜−) + 2 deg(u˜−)−
u˜−(ζ˜)∈F†︷︸︸︷
2 +
u︷ ︸︸ ︷
iM (x˜
−)− iM (x˜+)
+
u˜+︷ ︸︸ ︷
i−(x˜+)− i(x+) + 2 deg(u˜+)− 1
= (i−(x−)− i+(x+))− 2(bα−c − bα+c),
where the bα±c terms come from (7.13). The first term in the last line of (9.24) is the
dimension of the main moduli space, and the second term is therefore the codimension of
the boundary stratum under consideration. Our assumption [α+, α−] ∩ Z 6= ∅ is equiva-
lent to bα−c − bα+c > 0, which ensures codimension ≥ 2 in (9.24), enough to make such
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degenerations irrelevant. However, it turns out that in this case there is a simpler topo-
logical argument which excludes their existence. Namely, Lemma 7.7 and (7.23) lead to a
contradiction with (9.23):
(9.25) deg(u˜−) + deg(u˜+) ≥ m+(u˜−) +m−(u˜+) ≥ bα−c+ 1− bα+c ≥ 2.
We have considered only the simplest possible limits, but more complicated ones can be
disregarded for codimension reasons. The upshot is that counting isolated points in our
parametrized moduli space indeed provides a map χ with the desired property (9.9), con-
cluding our proof of Lemma 9.3.
(9c) Applying the connection to the identity element. Our next goal is:
Proposition 9.5. The connection (9.12) has the property that, for ψ as in (2.27),
(9.26) ∇−1e = ψs+ coboundary.
The proof hinges on introducing an intermediate object, a cocycle (see Figure 14 for a
schematic description)
(9.27) − + + ∈ CF 0(E,H),
which will then be compared to both sides of (9.26). The construction of − is very similar
to that in Lemma 9.3, which means that it uses the same parameters (σ, τ) and associated
marked points (ζ1, ζ2), except that we are now working on the thimble surface (7.41). Ac-
cordingly, we consider auxiliary data (H− , J−) on that surface, with limit (H,J) over the
end. As before, we require that these data should extend smoothly to σ = −∞ and σ = 0.
In the case of σ = 0, we impose the previous restriction that J
−
0,τ,0,−τ = J˜ should be the
almost complex structure used to define Z(1). The maps u are required to satisfy (9.20) (we
only have one limit instead of two, of course). As for the ends of one-dimensioal moduli
spaces, we get bubbling off of J˜-holomorphic spheres as σ → 0. The other limit σ → −∞
does not contribute, provided that α > 1, for the same reason as in Section 9b.
To define +, one considers another moduli space of maps on the thimble, where the param-
eters are given by a choice of point ζ ∈ T lying in the interior of the circle {0} × S1 (which
means that either ζ = (σ,−τ) with σ > 0, or ζ = ∞). We want data (H+ , J+) as before,
extending smoothly to the case σ = 0, and which in that case match up with (H− , J−).
Moreover, we now impose the condition J
+
ζ,ζ = J˜ for all ζ (to clarify: for every value of the
parameter ζ, we have a family of almost complex structures varying over the thimble, and
we constrain that family at one point, whose position is given by ζ). The maps u should
satisfy
(9.28)

u(ζ) ∈ Z(1)|E,
deg(u) = 0,
x = lims→−∞u(s, ·) lies outside F0.
The first line of (9.28) is shorthand: we consider the moduli spaces such that u(ζ) goes
through some component of Z(1) (because deg(u) = 0, u(ζ) automatically lies in E), and
add them up with suitable multiplicities. Another way to see this is to write the moduli
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u(ζ2) ∈ F†
ζ1 moves on this circle
ζ lies on the circle
common boundary component:
ζ lies to the right of this circle
this point maps to F0
+
u(ζ) lies on a pseudo-holomorphic sphere
u(ζ1) ∈ F0 −
ζ2 moves on the half-infinite line determined by ζ1
this point maps to F†
Figure 14. The cochains ± from (9.27).
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space as one of pairs (u, u˜), where u˜ is a J˜-holomorphic sphere as in (8.15), (8.16), connected
to u by the incidence condition u(ζ) = u˜(ζ3) (this is what we drew in Figure 14).
The important point is that at σ = 0, the two moduli spaces match. Hence, the associated
contributions to d− and d+ will cancel, which ensures that (9.27) is a cocycle (provided
that α > 1).
Lemma 9.6. The cocycle (9.27) is related to the connection (9.12) by
(9.29) ∇−1e = ψ(− + +) + coboundary.
It is worth while clarifying in which Floer cochain group this statement is supposed to hold.
We choose α+ > 0, and then α− such that [α+, α−] ∩ Z 6= ∅. On the left side of (9.29),
e ∈ CF ∗(H+, J+), and then ∇−1e ∈ CF ∗(H−, J−). On the right side, one constructs (9.27)
using α = α− (which is > 1 by assumption) and (H,J) = (H−, J−).
Proof. As usual, the argument constructs an explicit coboundary which measures the dis-
crepancy between the two sides of (9.29). Even though none of the steps is surprising or
difficult, the number of terms threatens to be notationally overwhelming, and we will there-
fore use a graphical shorthand description. The starting point is to spell out what ∇−1e is,
which we have done in Figure 15. All the terms are obvious from (9.12) except for ∂qe, which
we interpret as thimbles with a marked point, in exact analogy with what we have done for
(9.1). To construct the coboundary, one adds up contributions from four parametrized mod-
uli spaces, whose construction is outlined in Figure 16–19, and where the contribution of the
last of the four should be multiplied by ψ.
In words, what we do in the first moduli space (Figure 16) is to take the two surfaces (a
cylinder and a thimble) involved in defining C(∂q(e)), and glue them together (introducing
a gluing parameter). Moreover, once we carry out the gluing, the marked point is allowed to
move freely over the glued surface, as long as it remains to the right of the circle inherited
from {0} × S1 ⊂ R × S1. The maps u involved are all assumed to satisfy deg(u) = 0, and
therefore remain inside E. There are two different (codimension 1) degenerations as the glu-
ing parameter goes to infinity, depending on which component of the limit the marked point
ends up in, see Figure 16(i) and (ii); those two components contribute C(∂q(e)) and h
+(e),
respectively, where h+ is as in (9.10). There are two other relevant boundary components:
one where the gluing length has reached its (arbitrarily chosen) minimum, Figure 16(iii);
and one where the marked point moves as far to the left as is allowed, Figure 16(iv). In
those two last-mentioned cases, the resulting contribution can not be expressed in terms of
previously introduced operations.
The construction of the second moduli space (Figure 17) uses the same idea as the first
one, but now applied to rA|E(e), in the notation from (9.11). Since here, the evaluation
at the marked point is assumed to go through the proper pseudo-chain A|E, we obtain
two boundary components corresponding to the terms in (9.7), shown in Figure 17(i) and
(ii); the first of them produces the same contribution (up to sign) as one of our previous
degenerations, Figure 16(iv). Another contribution comes from reaching the minimal gluing
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(i)
(ii)
c(∂q(e))
h(e)
the image of ζ1 lies on F0
rA|E(e)
ζ lies in the half-cylinder to the right of this circle
ζ lies on this circle
ζ1 lies on this circle
(iii)
(iv)
the image of ζ goes through A|E
the image of ζ goes through q−1Ω|E
χ(e)
ζ can be anywhere on the thimble
the image of ζ2 lies on F†
Figure 15. Applying (9.12) to the identity element.
length, Figure 17(iii). The final one appears when the gluing length goes to infinity, which
by design recovers rA|E(e).
The third moduli space (Figure 18) does not involve any neck-stretching, and the marked
point lies in a bounded subset of the thimble Riemann surface. As in the previous two
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ζ lies to the right of this circle
(iv)
(iii)
(ii)
(i)
the image of ζ goes through q−1Ω|E
an additional parameter stretches this part
C(∂q(e))
h+(e)
the relevant boundary/degeneration contributions are:
an additional parameter stretches this part
ζ lies on this circle
ζ lies to the right of this circle
the image of ζ goes through q−1Ω|E
Figure 16. The first ingredient in the proof of Lemma 9.6.
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an additional parameter stretches this part
(i)
(ii)
(iii)
(iv)
the image of ζ goes through A|E
see Fig. 16(iv)
ζ lies on this circle
the image of ζ goes through A|E
the image of ζ goes through ψZ(1)|E
the image of ζ goes through q−1Ω|E
the relevant boundary/degeneration contributions are:
the image of ζ goes through A|E
rA|E(e)
Figure 17. The second ingredient in the proof of Lemma 9.6.
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see Fig. 16(iii)
the image of ζ goes through ψZ(1)|E
the image of ζ goes through A|E
the image of ζ goes through q−1Ω|E
the relevant boundary/degeneration contributions are:
see Fig. 17(iii)
ψ+
the image of ζ goes through A|E
(i)
(ii)
(iii)
ζ lies to the right of this circle
Figure 18. The third ingredient in the proof of Lemma 9.6.
cases, the maps involved have deg(u) = 0, hence remain inside E. The three boundary
contributions appear for very straightforward reasons; two of them, Figures 18(i) and (iii),
match previously encountered ones, whereas the remaining one reproduces + up to the
factor of ψ.
The Riemann surfaces in the final moduli space (Figure 19) can again be thought of as being
obtained by gluing together two pieces, this time those defining χ(e). Here, the maps have
deg(u) = 1. Besides the limit where the gluing length goes to infinity, shown in Figure 19(i),
in which one recovers χ(e), we have two other contributions to consider: one where the gluing
length reaches its minimum, which yields −, and another one where the two marked points
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an additional parameter stretches this part
(i)
(ii)
(iii)
The image of this point goes through Z(1)
ζ1 lies on this circle
the relevant boundary/degeneration contributions are:
χ(e)
−
Fig. 17(ii), up to ψ
the image of ζ1 lies on F0
the image of ζ2 lies on F†
Figure 19. The fourth ingredient in the proof of Lemma 9.6.
collide (Figure 19(ii) and (iii), respectively). In fact, there is another possible limit, which
is where one of the marked points goes to −∞, but its contribution is trivial, for the same
reason as in the definition of (9.9) or of −.
Inspection shows that when taking all four moduli spaces into account, all codimension 1
contributions vanish except those which occur on both sides of (9.29), at least up to sign.
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To confirm the correctness of the signs, one has to inspect all the orientations, something
which we will omit here. 
Lemma 9.7. The cocycle (9.27) is cohomologous to the Borman-Sheridan cocycle (8.3).
Proof. We introduce a moduli space similar to that underlying −, but with an additional
parameter. The outcome will be a cochain ι satisfying
(9.30) dι+ s˜− (− + +) = 0,
where s˜ is cohomologous to s. The construction is shown in Figure 20, but it still makes
sense to spend a little time discussing it.
Concretely, the position of the two marked points is now ζ1 = (ρ,−τ) and ζ2 = (σ,−τ), where
ρ ∈ (0,∞) is the new parameter, and σ ∈ (−∞, ρ), τ ∈ S1. Concerning the auxiliary data
(Hι, J ι), in the limit ρ → 0 they should agree with (H− , J−), which gives a contribution
of −. There are three other limits that one has to discuss. As usual, having the two marked
points collide leads to bubbling off of a holomorphic sphere at ζ1. One can arrange that the
resulting contribution is exactly +. Next, the limit ρ→ −∞ has zero contribution, as usual.
The most interesting limit is ρ → ∞, which one thinks of as follows: ζ1 = ∞ ∈ T , whereas
the position of ζ2 ∈ R × S1 ⊂ T can be arbitrary. We claim that this yields a cochain s˜
in the same homology class as s. To show that, one introduces another parameter space,
which deforms the auxiliary data until they are no longer dependent on the position of ζ2.
Then, what one is counting are maps with u(ζ1) ∈ F0, with a multiplicity which depends
on the possible positions of ζ2. However, the signed count of such possibilities is precisely
u · F† = deg(u), which is 1 by definition (we have seen the same kind of argument before,
towards the end of the proof of Proposition 8.6). Hence, the multiplicity issue turns out to
be trivial, and we recover s. 
Combining Lemmas 9.6 and 9.7 establishes Proposition 9.5.
(9d) Applying the connection to the Borman-Sheridan element. The following
result is the core of our discussion of ∇−1.
Proposition 9.8. Applying the connection (9.12) to the Borman-Sheridan cocycle (8.3)
yields the following relation involving (8.30) and the functions from (2.27):
(9.31) ∇−1s+ ηs = 2ψ s˜(2) + coboundary.
In view of Lemma 8.8, (9.31) can equivalently be written in terms of (8.28), in a way which
makes the relation with the c = −1 case of (2.35) more evident:
(9.32) ∇−1s− 2ψs(2) + ηs+ 4z(2)ψ e = coboundary.
The proof is an adaptation of that of Proposition 9.5. Again, the two sides of (9.31) will
each separately be related to a cocycle (assuming α > 2, shown in Figure 21)
(9.33) σ− + σ+ ∈ CF 0(E,H).
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u(ζ2) ∈ F†
ζ1 is fixed, while ζ2 is unconstrained
the relevant boundary/degeneration contributions are:
ζ2 moves on the half-infinite line determined by ζ1
+
u(ζ2) ∈ F†
ζ1 lies to the right of this circle
u(ζ1) ∈ F0
−
u(ζ1) ∈ F0
s˜
Figure 20. The construction of ι from (9.30).
To define σ±, one modifies our previous construction of ± by adding another marked point
at ∞ ∈ T , whose image is required to go through F0, and increasing deg(u) by 1.
Lemma 9.9. The cocycle (9.33) is related to the connection (9.12) by
(9.34) ∇−1s = ψ(σ− + σ+)− ηs+ coboundary.
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u(ζ2) lies on a holomorphic sphere
ζ2 moves on this circle
u(ζ1), u(ζ2) ∈ F0
σ−
ζ1 is fixed
σ+
this point maps to F†
these points map to F0
ζ2 lies to the right of this circle
u(ζ3) ∈ F†
ζ3 moves on the half-infinite line determined by ζ1
common boundary component:
Figure 21. The cochains σ± from (9.33).
Proof. The proof follows closely that of Lemma 9.6. The modifications one has to apply to
the moduli spaces involved are the same as when transforming (9.27) into (9.33), and much
of the argument carries over without any essential changes. Therefore, we will mostly just
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constant “ghost bubble” in F0
the extra degeneration, with the η factor removed:
ζ2 lies to the right of the circle, its image goes through A
ζ1 is fixed, its image lies on F0
Figure 22. Origin of the ηs term on the right side of (9.34).
do a quick review, slowing down only to focus on the new aspect of (9.34), namely the ηs
term.
The starting point is the analogue of Figure 15, appropriately modified by replacing e with
s; which means that the thimble component acquires an additional marked point, and is now
of degree 1. The same applies to Figure 16. Note that now, since the maps will no longer
remain in E, we must use q−1Ω instead of its restriction to E. Similarly, in Figure 17, one
uses A instead of its restriction to E, and hence relies on (9.6) instead of (9.7). Potentially,
the term ηF0 in (9.6) could cause an additional boundary contribution to appear, which
would consist of thimbles with two distinct marked points (one at ∞, and another on the
circle {0} × S1) whose images go through F0. However, our maps have deg(u) = 1, hence
can’t have two distinct intersection points with F0, ruling out this contribution.
In the analogue of Figure 18, we again have to consider the impact of the extra term in
(9.6). One might want to argue as before that this vanishes, but there are points in the
compactification of our moduli space to which this argument does not apply. To illustrate
that point, the space itself is shown in Figure 22 at the top, and the problematic degener-
ations, which make up what we will call the “ghost bubble stratum”, at the bottom. The
dimension of the entire moduli space is i(x) + 2 deg(u) + 2 − 3 = i(x) + 1, and the “ghost
bubble stratum” has dimension i(x). We may assume that, if ζ2 is sufficiently close to ζ1,
the auxiliary data involved (Hamiltonian and almost complex structures) are independent
of the position of ζ2. In that case, and assuming suitable transversality, the situation is
as follows. Given any map u with u(ζ1) ∈ F0, the points ζ2 sufficiently close to ζ1, and
such that u(ζ2) lies in a given component of A, form a one-dimensional submanifold of T .
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That submanifold has endpoints corresponding to the various parts of ∂A, and one kind of
such endpoints corresponds precisely to our “ghost bubbles”. In other words, this argument
shows that in the compactification of a one-dimensional moduli space, the “ghost bubbles”
are ordinary boundary points. Counting such points then makes a contribution which is at
least cohomologus to ηs (like the s˜ term encountered in the proof of Lemma 9.7). 
Lemma 9.10. The cocycle (9.33) is cohomologous to 2s˜(2).
Proof. This is a modification of the proof of Lemma 9.7, entirely analogous to what we have
done previously. We summarize it in Figure 23. The only part that requires extra attention
is the limit where the two marked points collide. In that case, there are two possibilities, in
parallel with Lemma 8.8. One is the appearance of a constant “ghost bubble”, in which case
(for topological reasons) the principal component u is tangent to F0 at ζ1. We can think
of the condition u(ζ2) ∈ F† as counting the possible positions of ζ2, in analogy with the
argument from Lemma 9.7. Since deg(u) = 2, the multiplicity is 2 this time, hence a count
leads to (a cocycle cohomologous to) 2s˜(2). The other possibility (shown at the bottom of
Figure 23) is bubbling off of a nonconstant pseudo-holomorphic sphere, with two points on
F0. In that case, the principal component satisfies deg(u) = 0, which by the same argument
as before, means that the relevant contribution is zero. 
The combination of Lemmas 9.9 and 9.10 establishes Proposition 9.8.
Remark 9.11. We close our discussion with a technical point, which applies to Proposition
9.8 and all earlier computations regarding specific Floer cochains of degree 0 (Proposition 8.6,
Lemma 8.8, Proposition 9.5). Namely, inspection of the geometry of our Lefschetz fibrations
shows that it is always possible to choose H so that CF ∗(E,H) is concentrated in degrees ≥ 0.
In that case, any relation in CF 0(E,H) that holds up to coboundaries actually holds strictly.
In other words, all the zero-dimensional moduli spaces that define those coboundaries would
turn out to be empty for dimension reasons. For the same reason, Lemma 8.3 would then
become trivial. We have not made use of that option, to avoid giving the false impression
that a specific choice of H is an important part of the construction.
10. Multilinear operations
Up to this point, our Floer-theoretic discussion has involved only two Riemann surfaces:
the cylinder and the thimble. One can embed this into a more general TQFT structure, of
which we will now recall a version (related expositions are [36, 40, 32]). Our main goal is to
reinterpret the connection introduced in Section 9 in terms of that structure, which brings
out the similarity with the abstract theory from Sections 5–6.
(10a) Riemann surfaces. We will use only genus zero surfaces, which are decorated in
such a way that they produce operations with one output (in principle, one could work in
greater generality; but this level is sufficient for our purpose, and allows some expository
simplifications).
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u(ζ3) ∈ F†
ζ2 lies to the right of this circle
u(ζ1), u(ζ2) ∈ F0
2s˜2 + (coboundary)
σ−
σ+
ζ3 moves on the half-infinite line determined by ζ2
the relevant boundary/degeneration contributions are:
u(ζ1) ∈ F0, with tangency condition
u(ζ2) ∈ F†
pseudo-holomorphic sphere intersecting F0 twice
Figure 23. The proof of Lemma 9.10.
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Setup 10.1. Let S¯ be a compact Riemann surface isomorphic to the sphere, with marked
points ζ− and ζ+i , i ∈ I, for some finite set I. Let S be the complement of the marked points.
A set of tubular ends for S consists of proper holomorphic embeddings with disjoint images,
(10.1)
{
− : (−∞, s−]× S1 −→ S,
+i : [s
+
i ,∞)× S1 −→ S,
for some s−, s+i ∈ R. Each embedding (10.1) should map to a punctured disc in S¯ surrounding
the corresponding marked point. By a worldsheet, we mean such a surface S together with a
choice of tubular ends, as well as a one-form β satisfying
(10.2) dβ ≤ 0,
and such that, for some α+i , α
− ∈ R \ Z,
(10.3)
{
(−)∗β = α− dt ,
(+i )
∗β = α+i dt .
In terms of S¯, the tubular ends equip it with distinguished framings (half-lines in the tangent
spaces at the marked points). These are defined as
(10.4)
{
lims→−∞D(−)s,0(R+ · ∂s) ⊂ T S¯ζ− ,
lims→+∞D(+i )s,0(R− · ∂s) ⊂ T S¯ζ+i .
The framing is the “homotopically essential” part of choosing a tubular end (the remaining
choices belong to a weakly contractible space).
Setup 10.2. Given a worldsheet S, we consider pairs (KS , JS) of the following kind. KS is
a one-form on S taking values in C∞(F,R), with the property that for any tangent vector ξ,
KS(ξ) satisfies (7.10) for the angle α = β(ξ). JS is a family of almost complex structures on
F parametrized by S, all belonging to the class (7.7). Moreover, these should be compatible
with the choice of tubular ends; this means that there are families (H−, J−) and (H+i , J
+
i )
parametrized by S1, such that (exponentially fast in any Cr topology)
(10.5)
{
(−)∗(KS , JS)→ (H−t dt , J−t ) as s→ −∞,
(+i )
∗(KS , JS)→ (H+i,t dt , J+i,t) as s→ +∞.
To KS , one can associate a one-form with values in (Hamiltonian) vector fields on F , which
we denote by Y S . The associated inhomogeneous Cauchy-Riemann equation is
(10.6)

u : S −→ F,
(Du− Y S)0,1 = 0,
lims→−∞ u(−(s, t)) = x−(t),
lims→+∞ u(+i (s, t)) = x
+
i (t).
In the second line, we consider
(10.7) Du− Y Sz,u(z) : TSz −→ TFu(z),
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and then take its complex antilinear part with respect to JSz,u(z). The limits x
+
i and x
− are
one-periodic orbits of the Hamiltonians appearing in (10.5). The equation (10.5) generalizes
the equations (7.15), (7.28) on the cylinder, as well as (7.41) on the thimble. The appropriate
generalization of (7.17) is
(10.8) index(Du) = i(x
−)−
∑
i∈I
i(x+i ) + 2 deg(u),
where deg(u) is as in (7.16). Similarly, instead of (7.29)–(7.31) one has
Egeom(u) =
∫
S
1
2‖Du− Y S‖2 ≥ 0,(10.9)
Etop(u) =
∫
S
u∗ωF − d(u˜∗KS) = A(x−)−
∑
i
A(x+i ) + u · Ω,(10.10)
Egeom(u) = Etop(u) +
∫
S
u˜∗RS .(10.11)
Here, u˜ : S → S × F is the graph of u. We can consider KS as a one-form S × F which
vanishes along the tangent directions to F , and that explains the expression u˜∗KS in (10.10).
Similarly, the expression RS in (10.11) is a two-form on S×F which vanishes if one contracts
it with a vector tangent to F . We will not write it down explicitly; the only thing that’s
relevant at the moment is that RS is compactly supported, which means that
∫
u˜∗RS can
be bounded by a constant which is independent of u.
As before, we write v = p(u) : S → CP 1. At any point z where v(z) ∈ B, this satisfies
(10.12) (Dv + 2piivβ)0,1 = ∂¯v + 2piiβ0,1v = 0.
Writing β0,1 = ∂¯f , one has an analogue of (7.38),
(10.13) v(z) = exp(−2piif)v˜(z).
In parallel with (7.39), it follows that at any point where v(z) ∈ B \ {0}, the Laplacian (as
a two-form on S) satisfies
(10.14)
∆ log |v| = 2pi∆im(f) = pi∂∂¯(f − f¯)
= pi(∂β0,1 + ∂¯β1,0) = pi dβ ≤ 0.
The appropriate generalization of Lemma 7.10 is:
Lemma 10.3. Set
(10.15) δ = bα−c −
∑
i
(bα+i c+ 1).
Consider the left hand side of (10.12) as linear operator between suitable Sobolev completions,
let’s say W 1,2(S,C) → L2(S,Ω0,1S ). Then, that operator is surjective if and only if δ ≥ −1,
and injective if and only if δ ≤ −1.
Proof. As mentioned before, one can write β0,1 = ∂¯f , simply because S is an open Riemann
surface. Since S is of genus zero, one can find such an f which satisfies (writing i =
√−1 to
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avoid confusion with the indices i ∈ I)
(10.16)
{
f(−(s, t)) =
√−1α−s+ (bounded holomorphic),
f(+i (s, t)) =
√−1α+i s+ (bounded holomorphic).
In terms of (10.13), if v is a solution of class W 1,2, then v˜ must belong to OS¯(Z), where
(10.17) Z = bα−cζ− −
∑
i
(bα+i c+ 1)ζ+i .
This divisor has degree exactly δ, hence yields a linear system of (complex) dimension
max{0, δ+ 1}. On the other hand, a standard index formula shows that the (real) Fredholm
index of Du is 2δ + 2. Both statements follow from those two facts. 
The counterpart of Lemma 7.4 holds only if (10.15) is negative; from (10.14) one gets a
generalization of Lemma 7.5; and Lemma 7.6 also still holds. The appropriate version of
Lemma 7.7 says that if u is not contained in F0,
(10.18)
deg(u) = u · F0+
{
m−(u) if x− lies in F0,
0 otherwise
+
∑
i∈I
{
m+i (u) if x
+
i lies in F0,
0 otherwise.
Here, m−(u) and m+i (u) are defined as in (7.21) and (7.22), respectively. The analogue of
Lemma 7.9 goes as follows:
Lemma 10.4. Fix (H−, J−) and (H+i , J
+
i ), and assume that (10.15) satisfies δ ≥ −1.
Then, for a generic choice of (KS , JS), the following holds. (i) All solutions of (10.6) are
regular. (ii) For any z ∈ S, all JSz -holomorphic spheres with zero first Chern number avoid
u(z) for any solution u of (10.6) with index(Du) ≤ 1.
If one drops the condition on δ, the same statements still hold for those solutions which are
not contained in p−1(B).
(10b) The pair-of-pants product. A classical application of TQFT ideas is to take
I = {1, 2}, which means that S is a three-punctured sphere, and to equip it with a one-form
satisfying dβ = 0, which means that
(10.19) α− = α+1 + α
+
2 .
Let’s count solutions of (10.6) such that
(10.20)
{
deg(u) = 0,
all three limits lie outside F0.
The counterpart of Lemma 7.5 implies that all such solutions remain in a compact subset of
E. By counting them, one obtains the chain level pair-of-pants product
(10.21) • : CF ∗(E,H+1 )⊗ CF ∗(E,H+2 ) −→ CF ∗(E,H−),
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which is independent of all choices up to chain homotopy. We will denote the surface
used to define this by Spants , and the auxiliary data that enter into this construction by
(Kpants , Jpants).
Now suppose α+1 = α
+
2 = α > 1, so that the Borman-Sheridan cocycle is defined. We
take the thimble T with the datum (Hthimble , J thimble) which underlies the definition of that
cocycle, and glue one copy of it to each input end of our pair-of-pants (using the same gluing
length ρ 0 both times). The outcome is a surface isomorphic to the thimble, schematically
denoted by
(10.22) Spants#ρ 2T.
This comes with two marked points ζ1, ζ2. We choose auxiliary data on these surfaces
which, as ρ → ∞, converges to the previously chosen (Kpants , Jpants) and (two copies of)
(Hthimble , J thimble). Correspondingly, one considers a parametrized moduli space of (ρ, u),
where the map u is defined on (10.22) and subject to the topological conditions
(10.23)

deg(u) = 2,
u(ζ1) ∈ F0, u(ζ2) ∈ F0,
the limit of u lies outside F0.
For a fixed value of ρ, this is the same space previously used to define (8.28). As ρ → ∞,
the most relevant limiting configuration consists of a triple (u, u˜+1 , u˜
+
2 ), where u is a map on
the pair-of-pants, whereas the u˜+k are maps on the thimble. They obviously satisfy
(10.24)

deg(u) + deg(u˜+1 ) + deg(u˜
+
2 ) = 2,
u˜+1 (ζ) ∈ F0,
u˜+2 (ζ) ∈ F0,
x− = lims→−∞ u(−(s, t)) lies outside F0,
x˜+1 = lims→+∞ u(
+
1 (s, t)) = lims→−∞ u˜
+
1 (s, t),
x˜+2 = lims→+∞ u(
+
2 (s, t)) = lims→−∞ u˜
+
2 (s, t).
where ζ = +∞ is the usual marked point on the thimble.
Case 1: Both u˜+k are contained in F0. This would mean deg(u˜
+
k ) = 0. Moreover, both x˜
+
k
lie in F0, hence
(10.25) deg(u) ≥ 2(bαc+ 1) ≥ 4
by (10.18) and (7.23). This leads to a contradiction with (10.24), hence is impossible.
Case 2: Exactly one u˜+k is contained in F0. Let’s assume that this is u˜
+
1 . Then deg(u˜
+
1 ) = 0,
and for the same reason as before,
(10.26)
deg(u) + deg(u˜+2 ) ≥ u · F0 + u˜+2 · F0 + (bαc+ 1)
+
{
1 if x˜+2 lies in F0,
0 otherwise,
which is again a contradiction, since u˜+2 must intersect F0 by assumption.
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Case 3: Neither of the u˜+k is contained in F0. One then has
(10.27)
deg(u) + deg(u˜+1 ) + deg(u˜
+
2 ) ≥ u · F0 + u˜+1 · F0 + u˜+2 · F0
+
{
1 if x˜+1 lies in F0,
0 otherwise
+
{
1 if x˜+2 lies in F0,
0 otherwise.
Clearly, the only possibility is as follows: neither x˜+k lies in F0; u·F0 = 0 (hence u is contained
in E); and u˜+k · F0 = deg(u˜+k ) = 1. Counting such configurations yields the pair-of-pants
square s • s of the Borman-Sheridan cocycle.
Among the other limiting configurations that could occur a priori for ρ → ∞, one deserves
particular mention. Namely, suppose that we have four components (u˜−, u, u˜+1 , u˜
+
2 ) (whose
degrees of course sum up to 2). Here, u˜− is a Floer trajectory, u is a map on the pair-of-pants,
and u˜+k are thimbles. The interesting case is when u is contained in p
−1(B). Transversality
(Lemma 10.4) may or may not hold for such u, depending on whether α is less or greater
than 32 . However, we don’t actually need this: by Lemma 10.3, u is necessarily contained in
Lemma 10.3, which by (7.23) implies that
(10.28) deg(u˜−) ≥ b2αc+ 1 ≥ 3,
a contradiction. There are similar arguments for more complicated limiting configurations
(compare Remark 8.2). As a consequence, counting points in our parametrized moduli space
leads to:
Lemma 10.5. The cocycle s(2) from (8.28) is cohomologus to s • s.
(10c) A bracket. We will be concerned with a specific family of worldsheets, parametrized
by τ ∈ S1, and where S1 is given the opposite of the standard orientation. The Riemann
surfaces and tubular ends are
(10.29)

Sτ = (R× S1) \ {(0,−τ)},
−τ (s, t) = (s, t),
+τ,1(s, t) = (0,−τ)− exp(−2pi(s+ it)),
+τ,2(s, t) = (s, t).
If one thinks in terms of the framings (10.4), we have two marked points on S¯ = R ×
S1 ∪ {±∞}, namely ζ− = −∞ and ζ+2 = ∞, which are independent of τ , and so are their
framings. The other point ζ+1 = (0, τ) moves around a circle, but its framing always points
in −∂s-direction, which means towards ζ−.
Fix constants (10.19), and equip Sτ with a corresponding closed one-form. Assume addition-
ally that we have fixed auxiliary data which define the Floer cochain complexes associated
to the three ends, denoted by (H−, J−) and (H+k , J
+
k ). We then choose, on each Sτ and
smoothly depending on τ , auxiliary data (KSτ , JSτ ). Let’s denote the entire family of such
data by (KLie , JLie). We consider a parametrized moduli space of maps on Sτ which satisfy
(10.20), and use that to define a chain map
(10.30) [·, ·]−1 : CF ∗(E,H+1 )⊗ CF ∗(E,H+2 ) −→ CF ∗−1(E,H−).
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As usual, we use descriptive notation for the Riemann surfaces involved in this construction,
writing Sτ = S
Lie(−1)
τ .
Discussion 10.6. One can get an alternative picture of the same construction by rotating
Sτ in S
1-direction, so as to remove its dependence on τ . After this change of coordinates,
the situation looks as follows:
(10.31)

S = (R× S1) \ {(0, 0)},
−τ (s, t) = (s, t+ τ),
+τ,1(s, t) = − exp(−2pi(s+ it)),
+τ,2(s, t) = (s, t+ τ).
The τ -dependence now comes from rotating the ends at ζ− and ζ+2 . A gluing argument based
on this observation provides a chain homotopy
(10.32) [x1, x2]
−1 ' ∆(x1 • x2)− (−1)|x1|x1 •∆x2.
We omit the details.
Our next task is to explain what happens when one applies the bracket to a class in the image
of the PSS map (7.47). Assume from now on that α+1 > 0. Let K be a proper pseudo-cycle
with K-coefficients in E. Recall the previously defined structures from (7.45) and (9.4),
bK ∈ CF codim(K)(E,H+1 ),(10.33)
rK : CF
∗(E,H+2 ) −→ CF ∗+codim(K)−1(E,H−).(10.34)
Lemma 10.7. rK is chain homotopic to (−1)codim(K)[bK , ·]−1.
Proof. As usual, we will prove this by direct construction of a map
(10.35)
ρ−1K : CF
∗(E,H+2 ) −→ CF ∗+codim(K)−2(E,H−),
dρ−1K (x)− (−1)codim(K)ρ−1K (dx)
+ (−1)codim(K)[bK , x]−1 − rK(x) = 0.
(To simplify the notation, we have used d for the Floer differentials in both complexes
involved.) This is given by a moduli space with parameters (λ, τ) ∈ R+×S1. The associated
Riemann surfaces are constructed as follows: for λ 0,
(10.36) Sλ,τ = S
Lie(−1)
τ #λT.
More precisely, start with the Riemann surface underlying the bracket (and its auxiliary
data), and glue in the thimble (equipped with the auxiliary data used to define bK) into
the ζ+1 end. The outcome (10.36) is a cylinder with one marked point (which depends on
τ), and this (with its auxiliary data) can easily be deformed to the corresponding Riemann
surface in the family underlying rK , which is what we define Sλ,τ to be for λ = 0. (It may
be more intuitive to think of starting with the given surfaces defining rK , and “pulling out”
the marked point, thereby creating a neck that stretches as λ → ∞.) The argument then
follows the standard pattern. 
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At this point, we assume that α+1 > 1, re-impose Assumption 2.7, and choose a proper
pseudo-chain A as in (9.6). By the same construction as in (7.45), this gives rise to a Floer
cochain
(10.37)
bA|E ∈ CF 1(E,H+1 ),
dbA|E = ψbZ(1)|E − bq−1Ω|E .
One therefore has chain homotopies
(10.38) rq−1Ω|E ' [bq−1Ω|E , ·]−1 ' ψ[bZ(1)|E , ·]−1 ' 0,
which come from: Lemma 10.7; from the bracket with bA|E ; and from Lemma 8.4. This is
not our first encounter with such a nullhomotopy: (9.8) and Lemma 9.3 (whose assumption
is satisfied in the case relevant here, because of α+1 > 1) yield
(10.39) rq−1Ω|E ' ψrZ(1)|E ' 0.
Lemma 10.8. The two nullhomotopies (10.38) and (10.39) are essentially equivalent, which
means that their difference (a chain map of degree −1) is itself nullhomotopic.
Proof. Explicitly, putting in all the necessary notation, the claim is that the map
(10.40)
CF ∗(E,H+2 ) −→ CF ∗(E,H−),
x 7−→ ρ−1q−1Ω|E(x) + [bA|E , x]−1 + rA|E(x)− ψ[ν, x]−1 + ψχ(x)
where ρ−1 is from (10.35), rA|E is from (9.11), ν is from (8.17), and χ is from (9.9), is
nullhomotopic. The nullhomotopy will be constructed in two parts, of which the first one
is not surprising. Namely, the argument from Lemma 10.7 can be generalized to proper
pseudo-chains, in which case the expression in (10.35) acquires an additional term involving
the boundary of the pseudo-chain. Specializing to A|E, one gets
(10.41) ρ−1q−1Ω|E + [bA|E , ·]−1 + rA|E ' ψρ−1Z(1)|E .
The second part of our proof is therefore to provide a homotopy
(10.42) ρ−1
Z(1)|E − [ν, ·]−1 + χ ' 0.
To construct that, we take the idea of pulling out a marked point (from Lemma 10.7) and
apply it to the moduli space underlying χ (from Section 9b); more precisely, the point we
pull out is ζ1 from (9.19). The outcome is a three-dimensional parameter space with one
boundary component. Figure 24 shows a schematic picture of that space together with the
relevant compactification, where the limits lie (this is a dimensionally reduced picture; the
actual space is an S1-bundle over it). Some degenerations contribute zero, for topological
reasons (incidence conditions would force each of the two maps to have positive degree, in
the sense of (7.16), which is impossible). The remaining ones, together with the boundary,
give rise to the three terms in (10.42).
Rather than discussing the technical aspects of the construction, which offer nothing sub-
stantially new at this point, we want to focus on one fundamental issue. Gluing together the
surfaces involved in the expression [ν, ·]−1 (for a fixed large gluing lenght) yields a family of
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Figure 24. The moduli space underlying (10.42).
surfaces which are all cylinders with two marked points ζ1, ζ2. The specific choice of framing
in the definition of [·, ·]−1 allows us to arrange that ζ2 always lies on the straight horizontal
half-line connecting ζ1 to the negative end (in more topological terms, as ζ1 moves around
the circle, ζ2 − ζ1 describes a small loop with winding number zero around the original).
This explains why this particular bracket arises. 
Let’s introduce some notation:
k = bq−1Ω|E ,(10.43)
κ = βq−1Ω|E ,(10.44)
θ = −bA|E − ψν,(10.45)
a = ∆θ − κ,(10.46)
where (10.44) is a special case of the cochains introduced in Lemma 7.13. We can rewrite
(7.49) and (8.17) as
dκ+ ∆k = 0,(10.47)
dθ = k.(10.48)
From the viewpoint of Discussion 7.14, this means that we get a class
(10.49) t = [(−q−1Ω|E, θ)] ∈ HF 1(E,α+1 )red ,
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which maps to q−1[ωE ] under the connecting map; and
(10.50) a = ∆red t ∈ HF 0(E,α+1 ).
Lemma 10.9. The cocycle (10.46) is cohomologous to −ψs.
Proof. By Proposition 8.6,
(10.51)
a = −∆bA|E − ψ∆ν − βq−1Ω|E
= −ψs+ (ψβZ(1)|E − βq−1Ω|E −∆bA|E) + coboundary.
We have to show that the term in brackets in (10.51) is nullhomologous. That is actually an
instance of a general fact, valid for any proper pseudo-chain: in the same way as in Lemma
7.13, one can find a Floer cochain βA|E satisfying
(10.52) dβA|E + ∆bA|E = β∂A|E = ψβZ(1)|E − βq−1Ω|E .

Finally, we can use Lemma 10.8 to rewrite the connection (9.15), for α+ = α+2 , as
(10.53)
HF ∗(E,α+2 ) −→ HF ∗(E,α−),
[x] 7−→ [C(∂qx)− h+(x) + ρ−1q−1Ω|E(x)− [θ, x]−1].
Remark 10.10. At this point, the similarity with the axiomatic constructions from Section 6
is already evident. The family (10.29) defining [·, ·]−1 matches that from Figure 7 (including
the orientation convention for the parameter spaces). The formula (10.32) agrees exactly with
that in (6.19). There is also a partial similarity between (6.14) and (10.53) (the difference
is the appearance of continuation maps: geometrically, we can’t get connections on Floer
cohomology groups for a single value of α).
11. Symplectic cohomology
This section (finally) formally introduces symplectic cohomology, as well as its standard
structure of operations, in the version suitable for our setup. Combining the abstract ideas
from Sections 5c and 6c with some Floer theory from Section 10c, we carry out the construc-
tion of connections on symplectic cohomology. Finally, we need to discuss the compatibility
between this and the previous material.
(11a) The definition. We consider a more general geometric situation than in Section
7a; it includes Lefschetz fibrations over C with nontrivial monodromy at infinity. This is
essentially for didactic purposes: we want to show that, for the abstract theory, the precise
structure of our manifolds is less relevant. We retain the Calabi-Yau assumption, but only
for its technical role in pseudo-holomorphic curve theory: in principle, it could be modified
or dropped, with the usual implications (loss of the Z-grading, and technical complications in
transversality arguments). Similarly, the theory could be set up in other situations, such as
symplectic manifolds with contact type boundary (again, with modifications on the technical
level).
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Setup 11.1. Let E be an open symplectic manifold. We require that this comes with a proper
map p : E → C, which is a locally trivial symplectic fibration over A = {b ∈ C : |b| ≥ r0}, for
some r0. This means that every point x ∈ p−1(A) is a regular point, with TEvx = ker(Dpix) ⊂
TEx a symplectic subspace, and that its symplectic orthogonal complement TE
h
x satisfies
(11.1) (ωE − p∗ωC) |TEhx = 0
for some choice (fixed once and for all) of rotationally invariant symplectic form ωC on the
base. In addition we will fix a sequence of annuli, called barriers,
(11.2) Wj = {r−j ≤ |b| ≤ r+j } ⊂ A ⊂ C,
where r0 < r
−
1 < r
+
1 < r
−
2 < · · · . Let W = W1 ∪W2 ∪ · · · be their union. We also require
that c1(E) should be zero, and choose a complex volume form η (for some compatible almost
complex structure). Finally, we fix a (proper) cycle representative Ω for [ωE ], in the same
sense as in (7.4).
Setup 11.2. We will use compatible almost complex structures J on E such that p is J-
holomorphic on p−1(W ). Similarly, we use Hamiltonian functions H ∈ C∞(E,R) whose
associated vector field X satisfies
(11.3) Dpx(X) = aj(2piib∂b) for x ∈ p−1(Wj), with some aj ∈ R.
The simplest way to achieve that is to take X|p−1(Wj) to be the unique horizontal (meaning,
lying in TEh) lift of aj(2piib∂b). Indeed, for most of our discussion, it will be entirely
sufficient to restrict to such choices.
As usual, much of the behaviour of the solutions of the associated Cauchy-Riemann equations
comes from elementary arguments involving their projection to C. The following three
Lemmas summarize those arguments (compare [42, Section 4.4], which applies the same idea
in a slightly different geometric context).
Lemma 11.3. Let S be a compact connected Riemann surface, with nonempty boundary,
carrying a one-form γ such that dγ ≤ 0. Fix some j, and an r ∈ (r−j , r+j ). Suppose that
v : S → C satisfies
(11.4) ∂¯v − 2piivγ0,1 = 0 on v−1(Wj).
Suppose moreover that |v(z)| = r for z ∈ ∂S, and that v intersects the circle of radius r
transversally at each boundary point. Then there is some point z ∈ S where |v(z)| < r.
Proof. Let’s suppose that on the contrary, |v(z)| ≥ r everywhere. Let ξ be a vector tangent
to ∂S, positive with respect to the boundary orientation. Then Dv(iξ) must have a positive
radial component. From that and (11.4), which applies at all boundary points of S, we get
(11.5)
0 < 〈v,Dv(iξ)〉R = 〈v,Dv(iξ)− 2piivγ(iξ)〉R
= 〈iv, 2piivγ(ξ)−Dv(ξ)〉R
= r2(2piγ(ξ)− ξ.arg(v)).
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Integrating out yields the desired contradiction to dγ ≤ 0:
(11.6) 0 <
∫
∂S
2piγ − darg(v) =
∫
S
2pidγ.

Lemma 11.4. Let (S, γ) be as in the previous Lemma. Consider a map v : S → C which
satisfies (11.4) for some j, and such that |v(z)| < r+j for all z ∈ ∂S. Then, |v(z)| < r+j
everywhere.
Proof. One can find an r ∈ (r−j , r+j ) such that |v(z)| < r for all z ∈ ∂S, and such that v
intersects the circle of radius r transversally. If the intersection is empty, we have |v(z)| <
r < r+j everywhere. Otherwise, take S˜ to be one of the connected components of {z ∈ S :
|v(z)| ≥ r}. By applying Lemma 11.3 to S˜, one obtains a contradiction. 
Lemma 11.5. Let S be as in Setup 10.1, except that we denote its one-form by γ (instead
of β), and where α−, α+i can be arbitrary real numbers. Consider a map v : S → C which
satisfies (11.4) for some j, and such that v−1(Wj) ⊂ S is compact. Define
(11.7) B(ζ−) =
{
α− − w− if |v(−(s, t))| > r+j for all s 0,
0 if |v(−(s, t))| < r−j for all s 0,
where w− = w−(v) ∈ Z is the winding number of the loop v(−(s, ·)) around the origin,
for s  0. The same idea, applied to the other ends, yields numbers B(ζ+i ). Then, one
necessarily has
(11.8) B(ζ−) ≥
∑
i
B(ζ+i ).
Moreover, equality in (11.8) can hold only if v−1(Wj \ ∂Wj) = ∅.
Proof. If |v(z)| ≤ r−j for all z ∈ S, the desired inequality (11.8) holds trivially, since both
sides are zero. If |v(z)| ≥ r+j for all z ∈ S, the inequality is true because w− =
∑
i w
+
i and,
by (10.2), α− ≥ ∑i α+i . We therefore focus on the remaining situation, where we expect a
strict inequality in (11.8).
Choose some r ∈ (r−j , r+j ) such that v intersects the circle of radius r transversally, and so
that the intersection is not empty. Let
(11.9) S˜ = {z ∈ S : |v(z)| ≥ r}.
Then, (11.6) yields
(11.10) 0 <
∫
∂S˜
2piγ − d arg(v) =
∫
S˜
2pi dγ + 2pi
(
B(ζ−)−
∑
i
B(ζ+i )
)
.
To see the equality in (11.10), one cuts off parts of the cylindrical ends of S˜, and then applies
Stokes to the resulting compact surface. The winding number term comes from integrating
−d arg(v) over the boundary circles associated to the ends, and the α± similarly comes from
integrating γ. Since
∫
2pidγ ≤ 0 by (10.2), the desired inequality follows. 
82 PAUL SEIDEL
We will construct symplectic cohomology as the Floer cohomology of a single time-dependent
Hamiltonian (for similar definitions, see [1, 10]). More precisely:
Setup 11.6. Choose numbers
(11.11)
{
0 < a1 ≤ a2 ≤ · · · ∈ R \ Z,
limj aj =∞.
We use a time-dependent Hamiltonian H = (Ht) which, for each time t and any j, satis-
fies (11.3) with the given aj. As a consequence, any one-periodic orbit x of the associated
Hamiltonian vector field is disjoint from p−1(W ). We require three additional properties to
hold for all x. They should be nondegenerate; disjoint from Ω; and finally,
(11.12) if |p(x(t))| > r+j , the loop p(x) winds > aj times around 0.
To show that these properties can be satisfied, let’s first choose a function ψ(r), r ≥ 0, with
(11.13)

ψ(r) = 0 for r ≤ r0,
ψ′(r) = aj if r−j ≤ r ≤ r+j ,
ψ′′(r) ≥ 0 everywhere.
Take our standard rotational vector field 2piib∂b, multiply it by ψ(|b|), and then lift that to
a vector field X˜ on E, as follows. On the preimage of the closed unit disc, X˜ shold be zero,
and elsewhere, it should be horizontal (a section of TEh). These conditions determine the
lift uniquely. Moreover, the resulting vector field is Hamiltonian, and we fix a Hamiltonian
function H˜ which induces it. Because of the convexity of ψ, this certainly satisfies (11.12).
Now take H to be a sufficiently small time-dependent perturbation of H˜, which does not
change the function on p−1(W ). That perturbation will still satisfy (11.12), and for a generic
choice, it will achieve nondegeneracy.
Lemma 11.7. Take H as in Setup 11.6 and J = (Jt) as in 11.2. Then, the following holds
for all solutions u of the associated Floer equation (7.15): if |p(x+)| < r−j for some j, then
|p(u)| < r+j everywhere.
Proof. By construction, the projection v = p(u) satisfies (11.4) for any j. More precisely,
the Riemann surface involved is S = R× S1, with γ = ajdt determined by (11.11).
Suppose first that the negative limit x− satisfies |q(x−)| > r+j . In the notation from (11.7),
the property (11.12) says that B(ζ−) < 0, whereas B(ζ+) = 0. This violates Lemma 11.5,
yielding a contradiction.
The previous argument, together with the fact that the one-periodic orbits are disjoint from
p−1(Wj), shows that |p(x−)| < r−j . Of course, the other limit already satisfies the same
condition. We can therefore find a large compact subset S ⊂ R × S1, which is a Riemann
surface with boundary, such that |v(z)| < r+j for all z ∈ (R× S1) \ S. Applying Lemma 11.4
to the connected components of S yields the desired result. 
LEFSCHETZ FIBRATIONS 83
Results like Lemma 11.7 are usually called C0-bounds in the literature on symplectic coho-
mology. Once one has obtained such a bound, one can define CF ∗(E,H) and its differential
d as before (7.26). Symplectic cohomology is its cohomology, SH ∗(E) = HF ∗(E,H).
Remark 11.8. The Floer complex is defined as the direct sum of copies of K associated to
one-periodic orbits. In particular, infinite sums of the form
(11.14) x0q
d0 + x1q
d1 + · · ·
involving infinitely many distinct one-periodic orbits xi do not define Floer cochains, even if
the di go to infinity.
The well-definedness of symplectic cohomology is again established using continuation maps
(7.32). Suppose that we have two collection of numbers (a±j ) as in Setup 11.6, satisfying
(11.15) a−j ≥ a+j for all k,
and associated functions H±. Fix a function φ : R→ [0, 1] with φ(s) = 0 for s 0, φ(s) = 1
for s 0, and φ′(s) ≥ 0 for all s. In a preliminary step, consider
(11.16) H˜Cs,t = (1− φ(s))H−t + φ(s)H+t .
The actual HC will be a perturbation of H˜C , but one which leaves it unchanged on p−1(W ),
and which still converges to H± exponentially fast as s → ±∞. If u is a solution of the
associated continuation map equation, then v = p(u) satisfies (11.4) for any j, with
(11.17) γ = ((1− φ(s))a−j + φ(s)a+j )dt .
Lemma 11.7 and its proof therefore carry over without any changes, leading one to define a
continuation map with the usual uniqueness and composition properties. Before continuing,
we want to collect some more basic observations.
Discussion 11.9. (i) For any j, write CF ∗(E,H)≤j ⊂ CF ∗(E,H) for the subspace gener-
ated by one-periodic orbits which satisfy |p(x)| < r−j+1. Lemma 11.7 says that these subspaces
are preserved by the differential, hence constitute an increasing filtration of the chain complex
CF ∗(E,H). Denote their cohomology groups by HF ∗(E,H)≤j. The continuation maps are
compatible with this filtration (as are the homotopies that relate different choices of contin-
uation maps).
(ii) When a−j = a
+
j , one can define continuation maps in either direction, which are homo-
topy inverses of each other. Moreover, all of this is compatible with the previously introduced
filtrations. Hence, for fixed (aj), both HF
∗(E,H) and HF ∗(E,H)≤j are well-defined up to
canonical isomorphisms, and so are the continuation maps which relate one choice (a−j ) to
another one (a+j ). To signal this, we will temporarily change notation to HF
∗(E, a1, a2, . . . )
and HF ∗(E, a1, a2, . . . )≤j.
(iii) Suppose that there is some j∗ such that a+j = a
−
j for j ≤ j∗. Then, the continuation
map
(11.18) HF ∗(E, a+1 , a
+
2 , . . . )≤j∗ −→ HF ∗(E, a−1 , a−2 , . . . )≤j∗
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is an isomorphism. In fact, by suitably correlating the choice of Hamiltonians, one can
achieve that the underlying chain map is already an isomorphism.
(iv) In all the arguments above, one is free to ignore finitely many j. For instance, the
sequence (aj) only has to be eventually nondecreasing. Similarly, one can define continuation
maps as long as (11.15) holds for all but finitely many j. As a particularly simple application,
one can arbitrarily change finitely many aj, and HF
∗(E, a1, a2, . . . ) remains the same up to
canonical isomorphism.
Lemma 11.10. The continuation map is always an isomorphism.
Proof. Given (a±j ) as in (11.15), and some j
∗, one can find another choice (a0j ) such that
(11.19)

a+j ≤ a0j ≤ a−j for all j,
a0j = a
−
j for j ≤ j∗,
a0j = a
+
j for all but finitely many j.
Consider the following commutative diagram, where all the vertical arrows are continuation
maps:
(11.20) HF ∗(E, a+1 , a
+
2 , . . . )≤j∗ //

HF ∗(E, a+1 , a
+
2 , . . . )
∼=

HF ∗(E, a01, a
0
2, . . . )≤j∗
∼=

// HF ∗(E, a01, a
0
2, . . . )

HF ∗(E, a−1 , a
−
2 , . . . )≤j∗ // HF
∗(E, a−1 , a
−
2 , . . . )
The observation that two of these arrows are isomorphisms comes from Discussion 11.9(iii)
and (iv). Any class in HF ∗(E, a−1 , a
−
2 , . . . ) comes from HF
∗(E, a−1 , a
−
2 , . . . )≤j∗ for some j
∗,
and then diagram-chasing in (11.20) exhibits a preimage in HF ∗(E, a+1 , a
+
2 , . . . ).
Similarly, pick an element of HF ∗(E, a+1 , a
+
2 , . . . ) which maps to zero in HF
∗(E, a−1 , a
−
2 , . . . ).
Then, one can find some j∗ such that our element comes from HF ∗(E, a+1 , a
+
2 , . . . )≤j∗ and
already maps to zero in HF ∗(E, a−1 , a
−
2 , . . . )≤j∗ . Diagram-chasing shows that the original
element was zero. 
(11b) Operations on symplectic cohomology. Symplectic cohomology carries a BV
operator (7.33). Along the same lines, it has an identity element (7.43). Given a proper
pseudo-cycle K with K-coefficents, one can define cocycles (7.45), secondary cochains (7.49),
and a chain map (9.4). In particular, Discussion 7.14 carries over immediately to our context,
leading to reduced symplectic cohomology (2.3) and its operator ∆red from (2.4).
We now turn to operations associated to other surfaces (in parallel with Section 10). In
the case of symplectic cohomology, the ends of our surface S should come with choices of
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sequences (a−j ) and (a
+
i,j), respectively, such that
(11.21) a−j ≥
∑
i
a+i,j for all j.
One also supposes that S comes with one-forms γj , each of which satisfies dγj ≤ 0 as well
as an analogue of (10.3):
(11.22)
{
(−)∗γj |Wj = a−j dt ,
(+i )
∗γj |Wj = a+i,j dt .
Given functions H− and H+i associated to the ends, one chooses K
S (in parallel with Setup
10.2) such that for each tangent vector ξ on S, KS(ξ) belongs to the class of functions (11.3)
with aj = γj(ξ). One then considers solutions of the same equation (10.6) as before (taking
values in E), and gets a generalization of Lemma 11.7:
Lemma 11.11. If, for some j, all x+i satisfy |p(x+i )| < r−j , then |p(u)| < r+j everywhere.
Given that, is is straightforward to equip symplectic cohomology with versions of the pair-of-
pants product (10.21) and bracket (10.30). Slightly more generally, suppose that we modify
the last part of (10.29) by making one of the ends rotate in dependence of the modular
parameter τ :
(11.23) +τ,1(s, t) = (0,−τ)− exp(−2pi(s+ it) + 2pii(c+ 1)τ)
for some c ∈ Z. This gives rise to a family of bracket operations
(11.24) [·, ·]c : CF ∗(E,H+1 )⊗ CF ∗(E,H+2 ) −→ CF ∗−1(E,H−).
The special case [·, ·] = [·, ·]0 yields the bracket which, with the pair-of-pants product, forms
the Gerstenhaber algebra structure on symplectic cohomology. We will use the same nota-
tional convention (of omitting the superscript for c = 0) several times from now on, without
specifically pointing that out. Since the only difference is the choice of framing at one end,
it is not hard to produce chain homotopies which relate the brackets (11.24) for different
choices of c, in parallel with (6.19):
(11.25)
ηc : CF ∗(E,H+1 )⊗ CF ∗(E,H+2 ) −→ CF ∗−2(E,H−),
dηc(x1, x2)− ηc(dx1, x2)− (−1)|x1|ηc(x1, dx2)
+ [x1, x2]
c − [x1, x2]c−1 + (∆x1) • x2 = 0.
For the proof of Lemma 10.7, the specific choice of framing at ζ+1 is irrelevant; the same
argument produces maps for any c,
(11.26)
ρcK : CF
∗(E,H+2 ) −→ CF ∗+codim(K)−2(E,H−),
dρcK(x)− (−1)codim(K)ρcK(dx)
+ (−1)codim(K)[bK , x]c − rK(x) = 0.
Note that the following is a chain map (of degree codim(K)− 2):
(11.27) x 7−→ ηc(bK , x) + (−1)codim(K)(−ρcK(x) + ρc−1K (x))− βK • x.
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Imitating the argument from (6.20) in our framework (which means that, instead of the
operation of inserting disc configurations into each other, one has to use gluing in a Floer-
theoretic sense), one sees that (11.27) is nullhomotopic for c = 0; and it is straightforward
to extend that to all c ∈ Z. We omit the details.
(11c) Connections on symplectic cohomology. Let’s specialize to K = q−1Ω, and
use the notation (10.43), (10.44). At this point, we impose Assumption 2.1 and choose a
bounding cochain, which means some θ ∈ CF 1(E,H+1 ) such that dθ = k. As in (10.49) and
(10.50), this gives rise to classes
t = [(−q−1Ω, θ)] ∈ SH 1(E)red ,(11.28)
a = [∆θ − κ] = ∆red t ∈ SH 0(E).(11.29)
One has a chain homotopy as in (9.10), defined in exactly the same way. As a consequence,
one can introduce connections
(11.30)
∇c : SH ∗(E) −→ SH ∗(E),
[x] 7−→ [C(∂qx)− h+(x) + ρcq−1Ω(x)− [θ, x]c].
One can show (but we omit the argument, which is fairly tedious) that these connections
commute with continuation maps, hence are independent of the auxiliary data used to de-
fine symplectic cohomology. Moreover, using the fact that (11.27) is nullhomotopic, it is
straightforward to show the following result, which is modelled on our previous Lemma 6.4:
Lemma 11.12. ∇cx = ∇x+ ca • x for all c ∈ Z.
Our next task is to show that ∇ is compatible with the Gerstenhaber algebra structure,
meaning that it satisfies (2.11) and (2.12). The proof is a translation (Floerization) of
Proposition 5.10. The main difficulty in carrying out such a translation is the appearance of
continuation map terms in (11.30). To explain how one addresses that, we will consider just
the first property (2.11), for which the technical form of the statement is as follows:
Proposition 11.13. Take Floer complexes CF ∗(E,H+i ) (i = 1, 2, 3) underlying symplec-
tic cohomology, with their sequences (a+i,j). Suppose that the bounding cochain θ lies in
CF 1(E,H+1 ). Define CF
∗(E,H−) with underlying sequence (a−j = 3a
+
1,j + a
+
2,j + a
+
3,j).
Then, the chain map
(11.31)
CF ∗(E,H+2 )⊗ CF ∗(E,H+3 ) −→ CF ∗(E,H−),
(x2, x3) 7−→ C∂q(Cx2 • Cx3)− h+(Cx2 • Cx3)
+ ρq−1Ω(Cx2 • Cx3)− [θ, Cx2 • Cx3]
is homotopic to the sum of the following two maps:
C
(
(∂q(Cx2) + h
−(x2) + ρq−1Ω(x2)− [θ, x2]) • Cx3
)
,(11.32)
C
(
Cx2 • (∂q(Cx3) + h−(x3) + ρq−1Ω(x3)− [θ, x3])
)
.(11.33)
In the expressions above, the same notation is used for related but different maps, which
calls for some explanation. In (11.31), we consider Cxi ∈ CF ∗(E,H>i ), which are Floer
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. . . or here, but to the right of (or on) the dashed circle. . .
The marked point could be anywhere here. . .
. . . or here, but to the left of (or on) the dashed circle.
Figure 25. The first two lines of (11.34).
cochain groups associated to sequences (a>i,j = a
+
1,j + a
+
i,j). Their pair-of-pants product is
Cx2 • Cx3 ∈ CF ∗(E,H<), where the Floer cochain group is associated to the sequence
(a<j = 2a
+
1,j +a
+
2,j +a
+
3,j). One then applies a form of the connection (11.30) to get from that
group to CF ∗(E,H−). In (11.32), the connection which appears goes from CF ∗(E,H+2 )
to CF ∗(E,H>2 ), and its formula has been tweaked as in Discussion 9.4. The pair-of-pants
product is the same as in (11.31), and the continuation map which is applied last goes
from CF ∗(E,H<) to CF ∗(E,H−). The situation for (11.33) is analogous. The reason for
“padding” (11.31)–(11.33) with extra copies of continuation maps is to ensure that only one
kind of pair-of-pants product appears in the terms involving differentiation.
Proof of Proposition 11.13. Our claim amounts to the nullhomotopy
(11.34)
C
(
∂q(Cx2 • Cx3)− ∂q(Cx2) • Cx3 − Cx2 • ∂q(Cx3)
)
− h+(C(x2) • C(x3))− C(h−(x2) • C(x3))− C(C(x2) • h−(x3))
+ ρq−1Ω(C(x2) • C(x3))− C(ρq−1Ω(x2) • C(x3))
− C(C(x2) • ρq−1Ω(x3)) + [θ, C(x2) • C(x3)]− C([θ, x2] • C(x3))
− C(C(x2) • [θ, x3]) ' 0.
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In the same spirit as (9.1), the first two lines of (11.34) can be given the following geometric
interpretation. Think of the disconnected Riemann surface S = S− ∪ S0 ∪ S+2 ∪ S+3 , where
S0 is an open pair-of-pants, and the other components are copies of R× S1 (see Figure 25).
Let’s suppose that these components come equipped with the auxiliary data that define the
pair-of-pants product and continuation maps
(11.35)

CF ∗(E,H<) −→ CF ∗(E,H−),
CF ∗(E,H>2 )⊗ CF ∗(E,H>3 ) −→ CF ∗(E,H<),
CF ∗(E,H+i ) −→ CF ∗(E,H>i ).
Let − and +i be the ends of S
0. One considers solutions of suitable pair-of-pants and
continuation map equations defined on each component, with matching limits:
(11.36)

u0 : S −→ E,
u− : S− = R× S1 −→ E,
u+i : S
+
i = R× S1 −→ E,
lims→∞ u−(s, ·) = lims→−∞ u0(−(s, ·)),
lims→∞ u0(+i (s, ·)) = lims→−∞ u+i (s, ·).
Counting such solutions defines the operation C(Cx2 •Cx3). Now suppose that our surface
comes with an additional marked point ζ, which can be
(11.37)

an arbitrary ζ ∈ S,
or ζ = (s, t) ∈ S− with s ≥ 0,
or ζ = (s, t) ∈ S+i with s ≤ 0.
We require that the image of that point should go through q−1Ω, and count solutions ac-
cordingly. That (depending on which component of S the point lies in) gives rise to four
different expressions, which are exactly the four first terms of (11.34) (see again Figure 25).
One can construct an analogue of (5.12), namely a map
(11.38)
γ : CF ∗(E,H+1 )⊗ CF ∗(E,H+2 )⊗ CF ∗(E,H+3 ) −→ CF ∗−2(E,H−),
dγ(x1, x2, x3)− γ(dx1, x2, x3)− (−1)|x1|γ(x1, dx2, x3)
− (−1)|x1|+|x2|γ(x1, x2, dx3) + [x1, C(x2) • C(x3)]
− C([x1, x2] • C(x3))− (−1)|x2|(|x1|+1)C(C(x2) • [x1, x3]) = 0.
Again, the definition involves four summands, which one can think of as being constructed
starting from the same surface S and marked point ζ as before. One removes ζ, obtaining
another end, and equips the result with auxiliary data that are asymptotic to those associated
to CF ∗(E,H+1 ) over that end (see Figure 26 for a schematic description).
Without changing the statement, one can replace the last three terms in (11.34) with
−γ(k, x2, x3), following what we’ve done in (5.27). At this point, the required construc-
tion is clear: one starts from Figure 25 and “pulls out” the additional marked point, a
process which in the limit yields Figure 26 with a copy of k inserted at the extra end. The
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The additional puncture (tubular end) could be anywhere here. . .
. . . or here, but to the right of (or on) the dashed circle. . .
. . . or here, but to the left of (or on) the dashed circle.
Figure 26. The construction of (11.38).
associated three-parameter moduli space has other relevant boundary components, namely
those where the “pulling out” process it being carried out at a point which lies on the bound-
ary of its allowed domain (in Figures 25–26, the dashed circles); the contributions of those
precisely yield the terms involving ρq−1Ω in (11.34). 
We omit the proof of the appropriate version of (2.12), which is parallel; and this concludes
our discussion of Proposition 2.2. The Floerization of Proposition 6.3 is this:
Proposition 11.14. Take Floer complexes CF ∗(E,H+i ) (i = 1, 2) underlying symplec-
tic cohomology, with their sequences (a+i,j). Suppose that the bounding cochain θ lies in
CF 1(E,H+1 ). Define CF
∗(E,H−) with underlying sequence (a−j = 2a
+
1,j + a
+
2,j). Then, the
following two chain maps are homotopic:
(11.39)
CF ∗(E,H+2 ) −→ CF ∗(E,H−),
x2 7−→ C∂q(∆Cx2)− h+(∆Cx2) + ρ−1q−1Ω(∆Cx2)− [θ,∆Cx2]−1,
x2 7−→ C∆
(
∂qC(x2) + h
−(x2) + ρ−1q−1Ω(x2)− [θ, x2]−1
)
.
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. . . or here, but to the right of (or on) the dashed circle. . .
. . . or here, but to the left of (or on) the dashed circle.
The marked point could be anywhere here. . .
Figure 27. The geometric meaning of the first two lines of (11.40).
Proof. This follows the model of Proposition 11.13. Our claim is
(11.40)
C(∂q∆−∆∂q)(Cx2)− h+(∆Cx2)− C∆h−(x2)
+ ρ−1q−1Ω(∆Cx2)− C∆ρ−1q−1Ω(x2)
− [θ,∆Cx2]−1 + C∆[θ, x2]−1 ' 0.
The first line of (11.40) can be geometrically interpreted as counting configurations as in-
dicated in Figure 27. Let’s replace the marked point in that picture by an additional end
(whose framing agrees with that used to define [·, ·]−1). The outcome is a version of (6.13),
namely a map
(11.41)
$ : CF ∗(H+1 )⊗ CF ∗(E,H+2 ) −→ CF ∗−3(E,H−),
d$(x1, x2) +$(dx1, x2) + (−1)|x1|$(x1, dx2)
+ C∆[x1, x2]
−1 + (−1)|x1|[x1,∆Cx2]−1 = 0,
which one can use to replace the last line in (11.40) with −$(k, x). Interpolating between
those two constructions yields the desired nullhomotopy. 
Exactly as in Corollary 6.5, combining Lemma 11.12 and Proposition 11.14 shows that ∇
satisfies (2.15), hence proves Proposition 2.3.
(11d) Comparing the two versions of Floer cohomology. We will now address the
relation between symplectic cohomology and the Floer cohomology groups from Section 7.
To begin with, we remain in the situation from Setup 11.1, but consider a wider class of
Hamiltonian functions. Namely, we replace the second part of (11.11) with the more general
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requirement that
(11.42) limj aj = α ∈ (0,∞] \ Z.
Given such (aj), we use time-dependent Hamiltonians as in Setup 11.6, and consider the
associated Floer cohomology groups. As before, there are continuation maps between two
such groups, assuming that a−j ≥ a+j for all j.
Discussion 11.15. (i) As a first application of continuation maps, one shows that the Floer
cohomology groups only depend on (aj), up to canonical isomorphism. We therefore again
adopt the temporary notation HF ∗(E, a1, a2, . . . ). Slightly more generally, changing finitely
many of the (aj) does not affect Floer cohomology.
(ii) Take some (a+j ) with limit α
+ <∞. Choose α− ≥ α+ such that [α+, α−] ∩ Z = ∅. This
implies that there is some j∗ such that [a+j , α
−] ∩ Z = ∅ for all j ≥ j∗. Let’s define
(11.43) a−j =
{
a+j j ≤ j∗,
α− j > j∗.
By an argument in the style of Lemma 7.11, one can show that the continuation map
HF ∗(E, a+1 , a
+
2 )→ HF ∗(E, a−1 , a−2 , . . . ) is an isomorphism.
By combining those two ingredients, one sees that the Floer cohomology depends only on
α, and in fact, only on bαc ∈ {0, 1, . . . ,∞}. We will therefore use the notation HF ∗(E,α),
where obviously HF ∗(E,∞) = SH ∗(E). As a special case of the general continuation map
construction, we have maps
(11.44) C : HF ∗(E,α) −→ SH ∗(E) for any α <∞.
A filtration argument similar to the proof of Lemma 11.10 shows that in the limit, these
maps induce an isomorphism
(11.45) lim−→α<∞HF
∗(E,α) ∼= SH ∗(E).
Discussion 11.16. (i) Continuation maps, PSS maps, and BV operators are all compatible.
As a rather unsurprising consequence, we have commutative diagrams relating some of the
parallel constructions carried out in both versions of Floer cohomology:
(11.46) · · · // H∗(E;K) // HF ∗(E,α) //

HF ∗(E,α)red //

· · ·
· · · // H∗(E;K) // SH ∗(E) // SH ∗(E)red // · · ·
and
(11.47) HF ∗(E,α)red

∆red // HF ∗−1(E,α)

SH ∗(E)red
∆red // SH ∗−1(E)
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(ii) It is convenient to have a simplified description of (11.44) in some cases. Namely, given
some α ∈ (0,∞) \ Z, let’s choose a+1 = a+2 = · · · = α. One can arrange that all one-periodic
orbits of (H+t ) lie in {|p(x)| < r−1 }. In the notation from Discussion 11.9, this means that
(11.48) CF ∗(E,H+) = CF ∗(E,H+)≤0.
Take α−1 = α ≤ α−2 ≤ · · · , going to infinity, and choose (H−, J−) so that it agrees with
(H+, J+) on the region {|p(x)| ≤ r+1 }. In view of Lemma 11.7, all Floer trajectories with
limits in that region remain entirely inside it, so that one has an equality of chain complexes
(11.49) CF ∗(E,H−)≤0 = CF ∗(E,H+)≤0.
This means that CF ∗(E,H+) sits inside CF ∗(E,H−) as a subcomplex. When choosing the
auxiliary data (HC , JC) for the continuation map, one can similarly assume that (HCs,t, J
C
s,t) =
(H+t , J
+
t ) = (H
−
t , J
−
t ) on {|p(x)| ≤ r+1 }. An application of Lemma 11.11 ensures that all
solutions of the continuation map equation remain in the same region. By translation in-
variance, the only isolated solutions are ones of the form u(s, t) = x(t). Hence, the chain
map C : CF ∗(E,H+)→ CF ∗(E,H−) is in fact the inclusion of the subcomplex.
To see why this is helpful, consider for instance the question of compatibility of (11.44) with
the ring structure, which means the commutativity of the diagram
(11.50) HF ∗(E,α1)⊗HF ∗(E,α2) pair-of-pants //
C⊗C

HF ∗(E,α1 + α2)
C

SH ∗(E)⊗ SH ∗(E) pair-of-pants // SH ∗(E).
One can arrange that on the chain level, the groups in the top line of (11.50) sit inside
those on the bottom as subcomplexes, with the continuation maps just being inclusion; and
moreover, again using Lemma 11.11, that the pair-of-pants product is strictly compatible with
the inclusions, so that the desired compatibility holds trivially. This strategy is not specific
to the product: it applies to all sorts of operations.
Start with F as in Setup 7.1 and its associated E, but carry out a coordinate change b 7→ 1/b
on the base, so that we then have a map p : E → C, which satisfies the conditions from
Setup 11.10. If we now choose a1 = a2 = · · · = α ∈ (0,∞) \ Z, and take specific choices of
Hamiltonians, the resulting Floer cohomology groups HF ∗(E,α) agree with those previously
defined in Section 7a. In particular, by taking (8.3) and using the continuation map, we can
define the Borman-Sheridan class (2.23) in symplectic cohomology.
Now suppose that Assumption 2.7 is satisfied. In the chain complex underlying HF ∗(E,α+1 )
with α+1 > 1, we get a cochain which bounds bq−1Ω|E , namely (10.45). Through a suitable
continuation map, this gives rise to a cochain in the complex underlying SH ∗(E), with the
corresponding property. By construction, the associated class (11.28) is the image of the
corresponding class (10.49) under continuation maps. In view of (11.47), the same thing
holds for (10.50) and (11.29). In particular, Lemma 10.9 implies Lemma 2.10.
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Let’s use our bounding cochains to define connections (11.30) on symplectic cohomology.
Then, these fit into a commutative diagram with (10.53),
(11.51) HF ∗(E,α+2 )
C

∇−1 // HF ∗(E,α−)
C

SH ∗(E) ∇
−1
// SH ∗(E).
Of course, the formulae for the two connections look identical, but some explanation is
still needed. As in Discussion 11.16(ii), one can arrange that the two continuation maps in
(11.51) are realized by inclusions of subcomplexes. All the chain level operations that define
the connection on symplectic cohomology can be set up to preserve those subcomplexes, and
then (11.51) commutes trivially.
In view of this compatibility statement, Proposition 9.8 and Lemma 10.5 imply that the con-
nection ∇−1 on symplectic cohomology satisfies (2.35). Since we know how the connections
∇c for different c are related (Lemma 11.12), it follows that (2.35) holds for all c, and in
particular c = 0, which proves Theorem 2.11.
Remark 11.17. One of the computations from Section 9, namely Proposition 9.5, has not
been used here. In fact, its main role was to serve as a model for the similar, but more
complicated, Proposition 9.8. Still, it is interesting to have a direct proof of that formula,
since the alternative derivation (given in Section 2: one starts with (2.13), which implies
(2.17), and then inserts Lemma 2.10 into that formula, leading to (2.32) for all ∇c) is not
particularly geometric.
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