Abstract Ant colony optimization (ACO) has been successfully applied for combinatorial optimization problems, e.g., the travelling salesman problem (TSP), under stationary environments. In this paper, we consider the dynamic TSP (DTSP), where cities are replaced by new ones during the execution of the algorithm. Under such environments, traditional ACO algorithms face a serious challenge: once they converge, they cannot adapt efficiently to environmental changes. To improve the performance of ACO on the DTSP, we investigate a hybridized ACO with local search (LS), called Memetic ACO (M-ACO) algorithm, which is based on the populationbased ACO (P-ACO) framework and an adaptive inverover operator, to solve the DTSP. Moreover, to address premature convergence, we introduce random immigrants to the population of M-ACO when identical ants are stored. The simulation experiments on a series of dynamic environments generated from a set of benchmark TSP instances show that LS is beneficial for ACO algorithms when applied on the DTSP, since it achieves better performance than other traditional ACO and P-ACO algorithms.
Introduction
Ant colony optimization (ACO) algorithms have been successfully applied for different combinatorial optimization problems (Dorigo and Stützle 2004) . Traditionally, researchers have been focused on stationary optimization problems, where the environment remains fixed during the execution of an algorithm. However, many real-world applications are subject to dynamic environments. Such a problem becomes more challenging since the aim of an algorithm is not just to find the optimum of the problem, but to track the changing optima when changes occur (Jin and Branke 2005) .
Traditional ACO algorithms have been designed for stationary optimization problems (Dorigo et al. 1996) , and may not be sufficient for dynamic optimization problems (DOPs). This is due to the fact that the pheromone trails of the previous environment will not make sense for the new environment after a change occurs. Furthermore, they cannot adapt well once the population converges into an optimum, since a certain level of diversity is vital to maintain the high quality of output efficiently. A simple way to address this problem is to re-initialize the pheromone trails and consider every change as the arrival of a new problem instance which needs to be solved from scratch. Unfortunately, this restart strategy is computationally expensive and usually not efficient.
The first application of an ACO algorithm for DOPs is the AntNET (Di Caro and Dorigo 1998) , which has been applied for the routing problem in communication networks. Other specialized pheromone strategies have been proposed for DOPs, which include local and global restart strategies , pheromone manipulation schemes to maintain or increase diversity (Angus 2006; Eyckelhof and Snoek 2002; Mavrovouniotis and Yang 2010) , and memory-based approaches (Guntsch and Middendorf 2002a) . These methods have been applied to the dynamic travelling salesman problem (DTSP) due to its importance for many real-world applications. These strategies re-initialize the pheromone trails, as a restart strategy when a change occurs, but with guidance in order to help the population to adapt efficiently to the new environment.
In recent years, there has been an increasing interest on a class of hybrid evolutionary algorithms (EAs) (Holland 1975) , called memetic algorithms (MAs), where local search (LS) operators are hybridized with EAs to improve the solution quality. MAs have been used for solving many optimization problems, such as arc routing problems Tang and Yao 2007; Tang et al. 2009; Xing et al. 2008a ), scheduling problems (Ishibuchi et al. 2003; Liu et al. 2007; Xing et al. 2008b Xing et al. , 2010 , and other applications (Acampora et al. 2010; Lim et al. 2007a; Neri and Mininno 2010; Zhou et al. 2007 ). They have been applied for optimization problems under both stationary and dynamic environments. However, almost all existing MAs follow the framework of EAs and very rarely the framework of ACO. Thus, it would be interesting to investigate the performance and robustness of ACO-based MAs, which has been discussed that they are able to improve both measurements (Caponio et al. 2007; Lim et al. 2007b) .
In this paper, a memetic ACO-based (M-ACO) algorithm, based on the population-based ACO (P-ACO) framework, is proposed and applied to the DTSP. In the M-ACO algorithm, we use multiple LS operators based on the inver-over (IO) method (Guo and Michalewicz 1998) , which is a specialized operator for the TSP. This can enhance the solution quality of the algorithm, since it provides strong exploitation to the search process. On the other hand, it may not be effective for DOPs since we need to maintain a certain level of diversity within the population to adapt well in DOPs. Since immigrants schemes have been found beneficial when integrated with ACO for changing environments (Mavrovouniotis and Yang 2010) , we develop a diversity scheme based on random immigrants.
The rest of the paper is outlined as follows. Sect. 2 addresses the concept of DOPs and briefly reviews the application of EAs (including ACO) and MAs for DOPs. Sect. 3 describes the DTSP, which is the focus of this paper. Sect. 4 presents the standard ACO (S-ACO) and P-ACO algorithms, indicating their differences. Moreover, a description on how traditional S-ACO and P-ACO algorithms respond to dynamic changes is also given. Sect. 5 presents the proposed M-ACO algorithms for the DTSP, including the LS operators, with their adaptive mechanism, and the diversity scheme used. Sect. 6 presents the experimental results and analysis of the performance and robustness of the investigated algorithms. Finally, Sect. 7 gives the conclusions and discusses relevant future work..
Related work

EAs for DOPs
The environment in many real-world optimization problems, including the objective function, the decision variables, the problem instance, the constraints, etc., may change over time. As a result, the optimum of a problem may change as well. Optimization problems with such characteristics are known as DOPs (Jin and Branke 2005) .
One of the simplest ways to react to environmental changes is to consider each change as the arrival of a new problem and restart the algorithm to solve it from scratch (Raman and Talbot 1993) . However, this strategy requires substantial computational effort and time, while for DOPs usually the available re-optimization time is short.
Over the years, EAs have been a subject of an extensive research to solve DOPs since they can transfer knowledge from past environments. However, traditional EAs cannot adapt well to the new environment when changes occur once converged. To address the convergence problem, many strategies have been proposed to enhance the performance of EAs for DOPs, including diversity increasing or maintaining schemes (Yang 2008; Yu et al. 2009 ), memory-based schemes (Branke 1999) , and multi-population schemes (Branke et al. 2000) .
Similarly, ACO algorithms, which are a special class of EAs, suffer from exactly the same problem when applied for DOPs. Thus, inspired from the strategies for EAs, many ACO applications have also been developed for DOPs, such as P-ACO (Guntsch and Middendorf 2002a) which inherits EAs characteristics since it maintains a memory of limited size to store the best ants that are repaired when a dynamic change occurs and ACO with immigrants where new ants are introduced on every iteration (generation) into the population using different schemes, i.e., random immigrants, elitism-based immigrants, and hybrid immigrants, to increase the diversity (Mavrovouniotis and Yang 2010) .
MAs for DOPs
Apart from the strategies described above, which are used to address the convergence problem of EAs, MAs have also been used for DOPs Olsson 2002, 2004; Isaacs et al. 2008; Wang et al. 2009a; William et al. 2005) . However, existing MAs that are applied for either stationary or dynamic environments usually follow the framework of EAs (Wang et al. 2009a) , and rarely the ACO framework.
LS operators have also been found effective when applied with ACO (Stützle and Hoos 1997) . Especially, on graph problems, e.g., the TSP, ACO algorithms have a great advantage over traditional EAs. The reason is due to the use of heuristic information, which is available from the problem instance itself, i.e., the distance between cities. Such information enables ACO algorithms to have prior knowledge of the problem from the initial stage, whereas EAs usually start at random.
It is important to mention that ACO algorithms have extremely bad results when such heuristic information is not used. Therefore, for problems where heuristic information is not available, EAs may be a more suitable choice than ACO algorithms. But, ACO becomes also suitable when it is applied with a LS operator. Experiments in Dorigo and Stützle (2004, pp. 97-98) show that the best performing ACO algorithm, i.e., Max-Min Ant System (MMAS) (Stützle and Hoos 2000) , without the use of heuristic information but with a LS operator, is able to generate good solutions. More specifically, experiments on the TSP showed that the MMAS with the well-known 2-opt operator (Lin and Kerninghan 1972) improves significantly the performance of the algorithm (Stützle and Hoos 1997) . Similarly, the solution quality of pure EAs is also significantly improved using a LS operator (Ong et al. 2006) .
Furthermore, ACO-based MAs have been found beneficial on other applications, such as path planning in sparse graphs (Lim et al. 2008) , where the solutions found by the ants undergo local improvement from a modified version of the 2-opt operator. Similarly, the combination of the 2-opt operator with another specialized operator improves the solution quality for the vehicle routing problem (Zhang and Tang 2008) . Moreover, ACO has been used as a LS operator for an EA to help the search process escape from a local optimum on the multiple sequence alignment problem (Lee et al. 2006) . However, almost all ACO-based MAs have been applied for stationary problems, with very rare exceptions, such as an extension of the AntNet algorithm applied on mobile ad hoc networks (Wang et al. 2009b ).
The DTSP
The TSP is one of the most popular and well-studied NPhard combinatorial optimization problems. It can be described as follows: given a collection of cities, we need to find the shortest path that starts from one city and visits each of the other cities once and only once before returning to the starting city. Usually, the problem is represented by a fully connected weighted graph G ¼ ðV; EÞ; where V is a set of vertexes and E is a set of edges. The collection of cities is represented by the set V and the connection between them by the set E. In addition, the distances between cities are associated with C set, which are denoted as C ¼ ðc ij Þ; where c ij is the distance between city i and city j.
A lot of algorithms, either exact algorithms or approximation algorithms (also known as heuristics), have been proposed to solve the stationary TSP (Lin and Kerninghan 1972; Michalewicz 1999) . Although exact algorithms guarantee to provide the global optimum solution, in the case of NP-hard problems they need, in the worst case, exponential time to find it. On the other hand, approximation algorithms can provide a solution efficiently but cannot guarantee the global optimum (He and Yao 2002; Neumann and Witt 2009) .
The TSP becomes more challenging and realistic if it is subject to a dynamic environment. For example, a salesman wants to distribute items sold on different cities starting from its home city and returning after he visited all the cities to its home city again. The task is to optimize his time and plan his tour as efficiently as possible. Therefore, by considering the distances between cities it can generate the route and start the tour. However, after some cities are visited long traffic delays may affect the route, which increases the time planed. The salesman will need a new alternative route fast, in order to avoid long traffic delays and complete the task.
In our DTSP case, cities from the set V may be replaced by new ones over time. In this way, both cities and their links may change during the execution. For our experiments, the dynamic environment is generated by taking away half of the cities from the actual problem instance to construct a spare pool of cities. The frequency of change, i.e., f, denotes how often new cities from the spare pool replace ones in the current pool (i.e., the cities left in the actual problem instance). The degree of change, i.e., m, denotes how many cities from the spare pool replace ones in the current pool. Therefore, a DTSP instance is generated as follows: every f iterations, a percentage m of randomly chosen cities from the spare pool are exchanged with the same percentage of random ones from the current pool. In this way, the size of the problem instance remains the same through the whole run. The objective of the DTSP is not only to efficiently provide the global optimum solution, but also to efficiently track the changing optimum through different environments.
ACO for DOPs
The S-ACO approach
The S-ACO algorithm was first proposed and applied for the stationary TSP (Colorni et al. 1992) , which imitates the behaviour of real ants when they search for food from their nest to the food sources. Ants communicate using pheromone, which is a chemical substance produced by them and is applied to their trails. The more pheromone on a specific trail, the higher the possibility of that trail to be followed by ants. Using this scheme, ants indirectly communicate and cooperate to complete their food searching task as efficiently as possible.
A population of l ants construct solutions based on pheromone trails and some heuristic information. On the initial stage, all trails are initialized with an equal amount of pheromones, and each ant is placed on a randomly selected city. With a probability 1 À q 0 ; where 0 q 0 1 is a parameter of the decision rule, ant k, chooses the next city j while being on city i, probabilistically, as follows:
where s ij is the existing pheromone trail between city i and city j, g ij is the heuristic information available a priori, which is defined as 1=d ij ; where d ij is the distance between city i and city j. N k i denotes the neighbourhood of cities of ant k when being on city i. a and b are the two parameters that determine the relative influence of pheromone trail and heuristic information, respectively. With the probability q 0 ; the ant k chooses the next city with the maximum probability, i.e., city z which satisfies the following formula:
This process continues until all ants have visited all cities once. Thereafter, ants deposit pheromone in order to update their pheromone trails. Ants retrace their solutions and deposit pheromone according to their solution quality on the corresponding trails, as follows:
where Ds k ij ¼ 1=C k is the amount of pheromone that ant k deposits and C k is the cost of the tour T k constructed by ant k. In addition, a constant amount of pheromone is deduced from all trails due to the pheromone evaporation, which is defined as:
where 0\q 1 is the rate of evaporation. Lowering the pheromone values enables the algorithm to forget bad decisions made in previous iterations (Dorigo and Stützle 2004) . Several variations of the first ACO algorithm, i.e., the Ant System (AS) (Colorni et al. 1992) , have been proposed to improve its performance. They differ in the way pheromone trails are updated (Bullnheimer et al. 1999; Dorigo and Gambardella 1997; Stützle and Hoos 1997) . One of the most studied and best performing variations is the MMAS (Stützle and Hoos 2000). The main difference of MMAS from AS lies in the way that pheromone trails are manipulated. In MMAS, either the best-so-far ant or the iteration-best ant is allowed to update their pheromone trails. However, this behaviour may lead the algorithm into a stagnation behaviour, where all ants follow the same tour due to the high intensity of pheromone trails. To address this issue, the pheromone trail values are kept to the interval ½s min ; s max and they are re-initialized to s max every time the algorithm shows a stagnation behaviour or when no improved tour has been found for several iterations (Dorigo and Stützle 2004) .
Ants in MMAS construct their solutions as in AS and the evaporation of pheromone is also applied as in Eq. 4 but with a smaller evaporation rate. On the other hand, the deposit of new pheromone is defined as follows:
where T best is the tour of the best ant and Ds
where C best is the cost of the tour T best : However, the ant allowed to deposit pheromone may be either the best-so-far ant, in which case Ds best ij
¼ 1=C
bs ; where C bs is the tour cost of the best-so-far ant, or the iteration-best ant, in which case Ds
where C ib is the tour cost of the best ant of the current iteration. Algorithm 1 shows the framework of S-ACO algorithms with variants AS and MMAS. MMAS is much more exploratory than AS since its different pheromone manipulation scheme maintains a certain level of diversity, which avoids the population to get trapped in a local optimum solution.
The P-ACO approach
The P-ACO algorithm, shown in Algorithm 2, is a memory-based version of the S-ACO algorithm, which was first applied on the stationary TSP (Guntsch and Middendorf 2002b) and later on the DTSP . It differs from the S-ACO framework since it maintains a memory (population-list) of limited size, which is used to store the best ants. The population-list is used every iteration to update the pheromone, instead of the whole population. The pheromone trails depend on the ants stored in the population-list. Evaporation of pheromone is not applied in P-ACO.
The initial phase and the first iterations of the P-ACO algorithm work in the same way as in the S-ACO algorithm. The pheromone trails are initialized with an equal amount of pheromone and the population-list M of size K is empty. For the first K iterations, the iteration-best ant deposits a constant amount of pheromone, which is defined as follows:
where Ds
Moreover, s max and s init denote the maximum and initial pheromone amount, respectively. This positive update procedure of Eq. 6 is performed whenever an ant enters the population-list.
On iteration K þ 1; the iteration-best ant enters the population-list and updates its pheromone trails positively. However, the ant that entered the population-list first needs to be removed in order to make room for the iteration-best ant, and thus, a negative constant update to its corresponding pheromone trails is done, which is defined as:
where Ds k ij is defined as in Eq. 6. This mechanism keeps the pheromone trails between a certain s min value, which is equal to s init ; and a s max value, which can be calculated by
This strategy is based on the Age of ants (Guntsch and Middendorf 2002a) . However, other strategies have also been proposed by researchers, such as Quality and Prob (Guntsch and Middendorf 2002a) . From the experimental results in Guntsch and Middendorf (2002a) , the default Age strategy is more consistent and performs better than the others, since other strategies have more chances to maintain identical ants into the population-list, which leads the algorithm to the stagnation behaviour. This is due to the fact that high levels of pheromone will be generated into a single trail and dominate the search space. Moreover, we have seen the importance of keeping the pheromone trails within certain bounds from the MMAS (Stützle and Hoos 1997), which is one of the state-ofthe-art ACO algorithms for stationary problems (Angus 2006 ).
Response to environmental changes
Theoretically, ACO algorithms are able to adapt to dynamic changes since they are inspired from nature, which is a continuous changing process (Jin and Branke 2005) . Technically, they can adapt by transferring knowledge from past environments (Bonabeau et al. 1997) . So far, the description of ACO algorithms above has been made assuming stationary environments. Considering the DTSP, ACO needs to be modified in order to adapt to environmental changes efficiently.
The dynamics used in our DTSP test case, i.e., adding or deleting cities, affects the genotypic level and, usually, the phenotypic level of the ant. Therefore, considering that the solutions are affected by the change in iteration i, the pheromone trails will not make sense in iteration i þ 1. For the S-ACO algorithms that follow the traditional framework, it is vital to re-initialize the pheromone trails to s init after a dynamic change, which acts as a restart of the algorithm.
For the P-ACO approach, the solutions stored in the population-list are repaired heuristically and the pheromone trails are re-generated accordingly. This strategy is called KeepElitst ) and uses two greedy heuristics to repair the genotype of the population: (1) the cities that are no longer present are removed from the solutions; and (2) the new cities are placed individually in a greedy fashion where they cause the minimum increase on the phenotype.
Proposed M-ACO algorithms for the DTSP
Framework of ACO-based MAs
Our proposed M-ACO algorithm is not based on the S-ACO framework but on the P-ACO algorithm since P-ACO is more suitable for DOPs. Experiments show that P-ACO is competitive with a S-ACO with simple re-initialization of pheromones on even large and slow environmental changes, where the restart strategy has enough time to converge to a good optimum and the environments are not similar, which makes any knowledge transfer inefficient. Moreover, P-ACO is significantly better on slight and fast environmental changes (Dorigo and Stützle 2004, pp. 264-265) .
In M-ACO, after constructing solutions, the best ant is selected to be improved by a LS operator. The LS operator used is an adaptive version of the IO operator, which is one of the leading operators for the TSP (Guo and Michalewicz 1998) . If a better solution is found after each LS step, it replaces the selected best ant. After the LS steps finish, the resulting ant is added into the population-list and the pheromone trails are updated accordingly, following the update policy of the P-ACO algorithm.
Furthermore, a diversity scheme based on random immigrants is applied with the M-ACO algorithm in case the ants within the population-list are identical. The traditional P-ACO algorithm faces a high risk to maintain identical ants into the population-list and prevents ants to explore other areas in the search space because a high intensity of pheromone is generated into a single trail. The diversity scheme checks whether the population-list keeps a certain diversity. If not, the random immigrants scheme is activated to replace one ant in the population-list with a random one, in order to help ants adapt well to the next environment. The complete framework of our proposed M-ACO algorithm with the random immigrants scheme, denoted M-ACORI, is shown in Algorithm 3.
Inver-over operator
It has been shown that the combination of LS heuristics and evolutionary systems enhances the performance of EAs and ACO algorithms on hard optimization problems (Ong et al. 2010; Stützle and Hoos 1997) . LS helps the population to escape local optimum efficiently and directs individuals (or ants) into promising areas in the search space.
The IO operator is one of the leading operators used as local optimizers in EAs for the stationary TSP (Guo and Michalewicz 1998) . It is based on the inversion operator, where two selected cities form a segment which is reversed. It has been applied with a S-ACO algorithm for the stationary TSP (Bi and Luo 2007) , where IO is performed among the best and second best ants, rather than the whole population, resulting in two offspring. The best two individuals from the pool created by the two parents and two offspring are selected. The LS operator is applied every iteration to help the ACO algorithm escape from local optimum, improve its solution quality, and increase its convergence speed. The algorithm was tested on relatively small stationary TSP instances (up to 75 cities) and shows a better global search ability and a higher convergence rate than a S-ACO algorithm and a hybrid ACO algorithm embedded with traditional crossover and mutation operators. Furthermore, it is shown that a large number of iterations of the IO operator does not lead to better results.
In fact, the IO operator can be seen as a new EA itself since it consists of crossover and mutation. The difference from a pure EA lies in that: (1) each individual competes with its offspring only, and (2) it uses only one operator, which is the combination of a blind inversion (BI) and a guided inversion (GI). The pseudo-code of IO is presented in Algorithm 4. The BI can be seen as a mutation operator and has a lower probability to be executed since the second city, which determines the size of the segment to be reversed, is selected randomly from the same individual of the first city. On the other hand, the GI can be seen as a crossover operator, where the second city is determined according to another individual randomly selected from the current population. An example of BI and GI on a TSP solution is presented in Fig. 1 . The selection probability of BI and GI is determined by the parameter p in Line 3 of Algorithm 4. If p ¼ 1; the inversion becomes a BI, and if p ¼ 0; it becomes a GI. The parameter p used in the IO operator is set to 0.02 by default.
Both inversions provide exploration and maintain sufficient diversity within the population. However, once the population converges to a solution, the GI may not be effective anymore since the randomly selected individual has a high probability to be identical with the current one. Such behaviour may not be sufficient for the DTSP because no valid inversion will be performed, which decreases the exploration ability. However, it may be advantageous to the convergence speed of the population because the exploration provided is guided and can help to provide a solution efficiently in the DTSP. On the other hand, BI may delay the convergence speed, but can help the population to escape from a local optimum if it has converged to one. Therefore, both types of inversions can be useful for the DTSP.
Adaptive inver-over operator
As discussed above, the GI operator may be advantageous during the first iterations of the algorithm to enhance the convergence speed and the BI operator may be advantageous to enhance the solution quality. GI is not effective when the population has converged since, possibly all solutions within the population are identical, thus it cannot explore any new areas in the search space. During that period of time, BI may be effective to increase the diversity and move the population into new promising areas.
The use of multiple LS operators within a MA framework has been found advantageous to address the issue of problem-dependency of LS operators (Smith 2007; Talbi and Bachelet 2006; Wang et al. 2009a ), e.g., each inversion type may be effective for some classes of problem instances. Also, it can be advantageous in different population evolution periods, e.g., BI is effective on later stages of the algorithm and GI is effective on the initial stages of the algorithm.
There are different adaptive mechanisms used to promote cooperation and competition between different LS operators. Multiple LS schemes can be executed in parallel based on competition and a learning mechanism can be used to give greater chances to those efficient LS operators to be used at a later stage Ong and Keane 2004) . On the other hand, multiple LS schemes can also be executed based on cooperation, where different LS operators are activated during different population evolution periods (Caponio et al. 2007; Neri et al. 2007 ). In the adaptive IO (AIO) operator that is applied in our proposed M-ACO algorithms, both BI and GI work together. The two inversion operators compete and cooperate in order to obtain the advantages of both of them during different periods when they are effective, as described above.
BI and GI are denoted as an IO operator with p ¼ 1:0 and p ¼ 0:0; in Lines 7 and 10 of Algorithm 5, respectively. In the AIO operator, both BI and GI are selected probabilistically at every step of an LS operation on every iteration of the algorithm. Let p bi and p gi denote the probability of applying BI and GI to the individual selected for LS, respectively, where p bi þ p gi ¼ 1: Initially, the probabilities are both set to 0.5 in order to promote a fair competition between the two operators. The probabilities are adjusted according to the improvement each inversion operator has achieved on every LS step. The probability of the operator with the higher improvement will be increased using a similar mechanism as introduced in Wang et al. (2009a) . Let n denote the degree of improvement of the selected ant after an LS step, which is calculated as follows:
where C best 0 is the tour cost of the best ant after applying an LS step (using BI or GI) and C best is the tour cost of the best ant before applying the LS step. When the number of LS steps reaches the preset step size, denoted as ls, the degree of improvement regarding BI and GI operators, denoted as n bi and n gi ; respectively, is calculated and used to adjust the probabilities of selecting BI and GI in the next iteration, p bi ðt þ 1Þ and p gi ðt þ 1Þ; as follows:
where n bi ðtÞ and n gi ðtÞ are the total degree of improvement achieved by BI and GI operators at iteration t, respectively. Both p bi and p gi are set to their initial value, i.e., 0.5, when an environmental change occurs in order to re-start the cooperation and competition when a new environment arrives. The pseudo-code of AIO is given in Algorithm 5.
Increasing and maintaining the population diversity
The main problem of EAs when applied on DOPs is their premature convergence. Once the algorithm has converged to an optimum, it cannot adapt well to the new environment when a change occurs. Even if LS is applied within an EA, the problem will still remain unsolved, or become even worse, because of the strong exploitation LS provides. As a result, the population will later on lose the capability of exploring new promising areas in the search space.
This problem becomes even bigger with ACO algorithms because of the way ants construct their solutions. They use heuristic information, i.e., the distance between cities for the TSP, and the population of ants is more likely to be identical from the first iterations. A natural way to address this problem is to increase the constant parameter of pheromone in Eq. 1, in order to force ants to consider more the pheromone trail values over the heuristic information values to increase exploration, when they construct their tours. But, then the algorithm faces a high risk of randomization.
Immigrants schemes have been found effective when applied in P-ACO for DTSPs (Mavrovouniotis and Yang 2010) , since they maintain a certain level of diversity within the population. The general idea of immigrants schemes is to introduce random immigrants, to replace a percentage of individuals in the current population every iteration (Grefenestette 1992) . However, in M-ACO there is no need to generate immigrants every iteration to let the LS work without disturbing its optimization process. Therefore, to both address the convergence issue and limit the disruption of the optimization process, random immigrants are introduced when a predefined diversity threshold is reached. This threshold is calculated by the diversity within the population-list, since it is based on the P-ACO algorithm. On every iteration i of run j, the diversity of the population-list is calculated as follows:
where K is the size of the population-list and CEðp; qÞ is a similarity metric between ant p and ant q, which is calculated as follows:
If the diversity of the population-list, calculated by Eq. 13, is 0.0, it means that all the ants are identical. As a result, a high intensity of pheromone will be generated into one trail, forcing the population to converge into one path only. Therefore, every time the population reaches Div ¼ 0:0, a random immigrant ant is generated to replace one current ant in the population-list.
Experimental study
In order to investigate the performance of proposed M-ACO algorithms for the DTSP, five sets of experiments are carried out in this study based on a set of test DTSPs constructed from benchmark stationary TSP instances. The first set of experiments aims to analyse the effect of LS operators on the performance of M-ACO algorithms for the stationary TSP instances. The second set of experiments analyses the effect of the diversity scheme (i.e., the random immigrants scheme) on the performance of M-ACO for the DTSP. The third set of experiments compares the overall performance of M-ACORI with other ACO algorithms from the literature for the DTSP. The fourth set of experiments compares the overall robustness of M-ACORI with other ACO algorithms from the literature for the DTSP. Finally, the fifth set of experiments investigates the performance of M-ACORI under dynamic environments of varying degrees of change speed and change severity.
Experimental setup
In the experiments, all the algorithms were tested on the DTSP instances that are constructed from three stationary benchmark TSP instances taken from TSPLIB, 1 which are visually illustrated in Fig. 2 . Our implementation closely follows the guidelines of the ACOTSP 2 implementation, which is published by the ACO authors. By taking each stationary problem instance, we have generated dynamic environments using the method described in Sect. 3. The parameters f and m indicate the frequency and magnitude of dynamic changes. The f parameter is defined as the number of iterations between two environmental changes, and the m parameter is defined as the percentage of selected cities from the spare pool that replace other cities from the actual instance. The value of f was set to 20 and 100, indicating environmental changes of high and low frequencies, respectively. The value of m was set to 10, 25, 50, and 75, indicating the degree of environmental changes from small, to medium, to large, respectively. As a result, eight dynamic environments, i.e., two values of f Â four values of m, were generated from each stationary TSP instance in order to systematically analyse the adaption and searching capabilities of each algorithm on the DTSP. For each algorithm on a DTSP instance, N ¼ 30 independent runs were executed on the same random environmental changes. The algorithms were executed for G ¼ 1;000 iterations (or generations) and an observation was taken on each iteration. The rest of the parameters used, and found beneficial, for the algorithms are shown in eil76 kroA100 kroB200 att532 Fig. 2 The structure of the TSP instances used in the experiments Table 1 , where s init indicates the value of pheromone set in the initial phase, a and b determine the relative influence of pheromone and heuristic information on the construction of tours, respectively, q is the pheromone evaporation rate used in the S-ACO, but not for P-ACO and M-ACOs, 3 K is the length of the population-list for the P-ACO and M-ACOs, q 0 determines the greediness of the ant's decision rule and l is the number of ants which determine the population size. The proposed M-ACO algorithm has a smaller population size than the others since they perform more evaluations with the LS steps, i.e., ls ¼ 20: This is because we want to execute the same number of evaluations in each iteration for all algorithms in order to have a fair comparison. Note that S-ACO uses the MMAS framework, and P-ACO uses the Age update policy.
Measurements for dynamic environments
There are several performance measures that have been used to compare EAs (including ACO algorithms) for DOPs (Morrison 2003; Weicker 2002) . However, there is not any agreed method to measure the behaviour (Morrison 2003) , since researchers pay attention to different aspects when they analyse algorithms in dynamic environments (Rand and Riolo 2005) . Some researchers are interested in the extreme behaviour of the systems, i.e., the best result an algorithm can obtain, to investigate how well their system can do. On the other hand, others are interested in the population as a whole, i.e., the population distribution, to investigate and understand population-based algorithms as representation of evolutionary systems. In this paper, we use the measurements discussed in Rand and Riolo (2005) , i.e., performance and robustness, and both their best and average measures are examined and reported.
The performance is one of the most traditional measures of an algorithm which shows how well a system can do. The fitness of the best-so-far ant after a change is used to evaluate the performance. Therefore, the overall Best Performance P best and overall Average Performance P avg are defined, respectively, as follows:
where G is the total number of iterations, N is the number of runs and P best ij and P avg ij are the best-so-far tour cost (after a change) and the average tour cost of the whole population of iteration i of run j, respectively.
The robustness is a measure which shows the persistence of the algorithm. The previous performance measure may not be enough to have a complete analysis of the algorithms for DOPs. Therefore, it is also important to measure the robustness of the algorithms (Jen 2003). As a result, the Best Robustness R best i and the Average Robustness R avg i of iteration i over all runs, are defined, respectively, as follows:
where R best ij and R avg ij are the best robustness and the average robustness of iteration i of run j, respectively, which are defined as follows:
; otherwise;
A higher result from Eqs. 17 or 18 indicates a higher robustness level, which means that the solution quality is more persistent.
Experimental analysis on the effect of LS operators
We first study the effect of BI, GI and AIO LS operators when applied to P-ACO on the stationary test problems. Moreover, the diversity scheme of random immigrants is applied to enhance the performance of the MAs. We use M-ACORI1, M-ACORI2, and M-ACORI3 to denote M-ACORI with BI, M-ACORI with GI, and M-ACORI with the proposed AIO which combines both BI and GI, respectively. The experimental results are shown in Fig. 3 and several results can be observed. First, it is obvious that all MAs outperform the P-ACO algorithm on all the test problems as expected since they converge to a much better solution. However, different MAs work better on different instances. M-ACORI1 locates a better solution on kroA100, M-ACORI2 on eil76, and M-ACORI3 on kroB200. This result indicates that LS operators are problem-dependent, which is natural since it is almost impossible to develop an algorithm to outperform the remaining algorithms on all problem instances. Second, M-ACORI3, which uses the proposed AIO, always performs reasonably well since it combines both merits of BI and GI, i.e., the convergence speed and solution quality. M-ACORI3 converges equally fast as the other two algorithms on the first iterations. However, it requires slightly more time than the others to locate a good solution. Thus, it is a good choice for the DTSP and will be used for the rest of our experiments, and it will be denoted as M-ACORI for the rest of the paper.
Experimental analysis on the effect of the diversity scheme
In the second set of experiments, we study whether the diversity provided by the random immigrants scheme is effective on ACO-based MAs. In the experiments, we compare M-ACO and M-ACORI, which denotes an ACObased MA without the diversity scheme and an ACO-based MA with the proposed diversity scheme, respectively. In the first section of Table 2 , the results of the Best Performance are given and in the second section the corresponding statistical results of comparing the algorithms by the two-tailed t-test with 58 degree of freedom at a 0.05 level of significance are given. In Table 2 , ''s?'' or ''s-'' indicates that the first algorithm or the second algorithm is significantly better, respectively, whereas ''*'' indicates that the two algorithms are statistically equivalent. From Table 2 , several results can be observed. First, the proposed diversity scheme efficiently improves the performance of M-ACO, since M-ACORI is significantly better in almost all dynamic test cases. This is due to the fact that once the population converges to an optimum, random immigrant ants are generated and replace other ants into the population-list and helps the LS to escape from a possible local optimum.
Second, on all test cases with f ¼ 100; which denotes slow changing environments, M-ACORI is significantly better. However, on some cases with f ¼ 20; which denotes fast changing environments, M-ACORI performs 9 16,724.9 16,124.8 16,210.3 16,285.8 22,174.0 22,802.8 22,319.8 22,687.6 t-test result
equivalent with M-ACO. The reason lies in the time the proposed AIO needs in order to be effective, as discussed in Sect. 6.3 Possibly a scheme that can provide more diversity may be suitable on cases where the environment changes fast. Moreover, in Fig. 4 , the Total Diversity of the two algorithms is presented, which is calculated as follows:
where G is the total number of iterations, N is the total number of runs, and Div ij is calculated as in Eq. 13 but for the actual ant population instead for the population-list M. The diversity of ACO, in general, can never reach a very high level. This is due to the guidance ants gain from the heuristic information, i.e, the distance between cities, when they are constructing their solutions. Therefore, even a small increase in the diversity of the population has a significant impact on the performance of the ACO algorithms. This can be observed from both Fig. 4 and Table 2 , where M-ACORI maintains a higher diversity level than M-ACO and achieves better Best Performance.
Experimental study regarding the overall performance
In the third set of experiments, we study the overall performance (both Best Performance and Average Table 3 , by the two-tailed t-test with 58 degree of freedom at a 0.05 level of significance, where ''sþ'', ''sÀ'', and ''*'' have the same meaning as in Table 2 . In addition, to visually observe the dynamic performance of the algorithms, the results regarding the Best Performance and the Average Performance are plotted in Figs. 5 and 6, respectively. For both figures, the two values of m, i.e., m = 10% and m = 75%, are plotted, which represent slight and significant changes, respectively. The f value with a fast frequency of change, i.e., f = 20 is used in Fig. 5 for the Best Performance, and with a slow frequency of change, i.e., f = 100 is used in Fig. 6 for the Average Performance.
Performance) of M-ACORI in comparison with other ACO algorithms (S-ACO and P-ACO). The comparison results are given in
From Table 3 and Figs. 5 and 6, several results can be observed. First, regarding the overall Best Performance results, the proposed M-ACORI algorithm significantly outperforms both P-ACO and S-ACO algorithms on almost all problem instances, with either slight or significant changes and with either fast or slow changes. The reason for this result is that the AIO operator, which is used as the LS operator in M-ACO, helps the population to converge fast at the early iterations, using GI, and later on maintains diversity with BI and the random immigrants scheme. This effect can be observed from Table 3 and Fig. 5 , where the performance of M-ACORI is significantly better than P-ACO after a dynamic change. This is because P-ACO has a high risk of storing identical ants to the population-list, which leads to a high intensity of pheromone trails. The trails that contain a high intensity of pheromone lead the algorithm to a stagnation behaviour, i.e., the premature convergence of the P-ACO algorithm. However, the AIO operator with the diversity scheme used in M-ACORI is able to overcome this problem because it maintains a certain level of diversity in the population-list. As a result, the trails with a high intensity of pheromone are eliminated using the adaptive and evolutionary components of M-ACORI.
Second, it was expected that the S-ACO with a simple pheromone re-initialization strategy would outperform both P-ACO and M-ACORI algorithms on problem instances with significant and slowly changing environments, since the ants stored in the population-list of P-ACO and M-ACORI will not make much sense when different environments are not similar. However, in our experiments, this is not the case since S-ACO is always significantly worse than the other algorithms. There are several reasons to explain this: (1) S-ACO pheromone trails are re-initialized with an equal amount of pheromone, without any guidance, (2) the ants stored in the population-list are repaired heuristically based on the new changing environment, using the KeepElitist strategy (Guntsch and Middendorf 2002a) , and the pheromone trails are re-initialized with guidance, (3) the initial experiments of comparing a traditional P-ACO and S-ACO with simple re-initialization strategy showed that they are competitive even when the changes are significant (Dorigo and Stützle 2004, pp. 264-265) , and (4) apart from the guidance of the pheromone trails and the heuristic information, the AIO operator used in M-ACORI provides even more guidance to the population.
Third, regarding the overall Average Performance results, M-ACORI performs significantly worse than P-ACO. This is due to the fact that the LS operator in M-ACORI is applied only to the best ant in every iteration and not to the whole population. Therefore, only one ant improves its solution quality. In addition, the diversity scheme based on random immigrants avoids the population to converge into a single optimum. It is natural that the population may explore areas in the search space that are not advantageous for the current environment.
Fourth, as it was expected the S-ACO outperforms both P-ACO and M-ACORI on the Average Performance in slowly changing environments with significant changes because the ants stored in the population-list of P-ACO and M-ACORI will not make much sense when the different environments are not similar. Therefore, using the restart strategy of S-ACO seems making more sense to start from scratch. Similarly, with the Best Performance, this is not the case in our experiments due to one of the possible reasons discussed above.
Experimental study regarding the overall robustness
In the fourth set of experiments, we study the overall robustness (both Best Robustness and Average Table 3 Statistical test results regarding the overall performance of comparing M-ACORI with other ACO algorithms Algorithms eil76 kroA100 kroB200
Best Performance Robustness) of M-ACORI in comparison with other ACO algorithms (S-ACO and P-ACO). The comparison results are given in Table 4 , by the two-tailed t-test with 58 degree of freedom at a 0.05 level of significance, where ''s?'', ''s-'', and ''*'' have the same meaning as explained before. In addition, to visually observe the dynamic performance of the algorithms, the results regarding the Best Robustness and the Average Robustness are plotted in Figs. 7 and 8, respectively. For both figures, the two values of m, i.e., m = 10% and m = 75%, are plotted, which represent slight and significant changes, respectively. The f value with a fast frequency of change, i.e., f = 20 is used in Fig. 7 for the Best Robustness, and with a slow frequency of change, i.e., f = 100 is used in Fig. 8 for the Average Robustness. From Table 4 and Figs. 7 and 8, several results can be observed. First, in general, all algorithms have a high robustness level due to the use of the heuristic information, i.e., g, which is used in the probabilistic rule of ants in Eq. 1. In Yu et al. (2009) , it was discussed that performance and robustness cannot be optimized simultaneously. This may be true for EAs, but not always true for ACO algorithms, especially ACO-based MAs, because of the prior knowledge they have beforehand and the extra knowledge from the LS operation. As a result, the population of ants cannot reach an extremely high diversity level, even with a global re-initialization of pheromone trails, to force the robustness to fall. This can be observed from the results where M-ACORI has a better performance than P-ACO while their robustness is not significantly different. For example, P-ACO and M-ACORI slightly sacrifice their Best Robustness for the sake of Best Performance whereas they significantly sacrifice their Average Robustness for the sake of Average Performance. This can be observed from the statistical test results in Tables 3 and 4. Second, regarding the overall Best Robustness results, the proposed M-ACORI algorithm is slightly beaten by the other two algorithms on almost all problem instances, whereas S-ACO slightly beats P-ACO. Although M-ACORI improves the Best Performance in comparison with both P-ACO and S-ACO, they are not significantly different regarding the Best Robustness. Similarly, as it was expected S-ACO has better robustness than P-ACO and M-ACORI, since usually methods with worse performance have better robustness. This shows that S-ACO with simple re-initialization of pheromones may not be an effective method for DTSPs.
Third, regarding the overall Average Robustness results, S-ACO significantly beats the other two algorithms on all problem instances, either with slow or fast frequencies of change. Although LS in M-ACORI improves the Average Performance in comparison with S-ACO, the Average Robustness is degraded. This is expected because, as discussed previously, LS does not affect the whole population but only one ant. On the other hand, P-ACO significantly beats M-ACORI regarding Average Performance, but they are not significantly different regarding Average Robustness.
Experimental study under dynamic environments of varying change frequency and magnitude
We finally study the overall performance (both Best Performance and Average Performance) of M-ACORI in comparison with other ACO algorithms under dynamic environments with varying frequencies and magnitudes. In the basic experiments in Sect. 6.5, we have investigated the overall performance, both Best Performance and Average Performance, of compared algorithms under dynamic environments with different fixed values of f and m, respectively. That is, the values of f and m remain fixed throughout the execution of an algorithm. However, for real-world problems, both values of f and m may vary during the execution of an algorithm. In order to investigate the performance of our proposed M-ACORI algorithm in comparison with the existing S-ACO and P-ACO algorithms under more realistic environments, a larger benchmark TSP problem, i.e., att532, was used to construct the DTSP, and a spare pool of cities was generated as in the basic experiments. The values of f and m were both generated randomly within the interval of ½1; 100 and ½0; 100; respectively, as presented in Fig. 9 , for 1,000 iterations over 30 runs, using the same parameters and performance measurements as in the basic experiments.
The experimental results with the corresponding statistical test results are presented in Table 5 and Fig. 10 . In Table 5 , ''s?'' indicates that the algorithm in the row is significantly better than the one in the column, ''s-'' indicates that the algorithm in the column is significantly better than the one in the row, and ''*'' indicates statistically equivalent.
The results match our previous analysis regarding Best Performance, since M-ACORI continues to perform significantly better than its competitors. On the other hand, the results of the Average Performance do not match the results in our basic experiments. The difference is that the Average Performance of P-ACO is slightly better than M-ACORI, and not significantly better as analysed in our basic experiments previously. Even if their results are not significantly different, LS still does not affect the population as a whole, but only the best ant as discussed in the basic experiments. 4 The reason may be due to the distribution of cities in the specific TSP instance. If we take a closer look in Fig. 2 , most of the cities in att532 almost overlap, in comparison with the other instances used in the basic experiments. As a result, the distances between a city and its neighbourhood S-ACO , P-ACO * * * *have more chances to be similar even after a dynamic change. Due to the heuristic information used from ACO algorithms when they construct their solutions, they have less chances to explore areas that may cause an increase to the Average Performance, as it is caused in the basic experiments with the other problem instances. The S-ACO algorithm continues to perform significantly worse than both P-ACO and M-ACORI algorithms regarding both the Best Performance and Average Performance. Its small standard deviation, especially on the Average Performance, indicates that S-ACO explores only a small area in the search space; see Table 5 .
Conclusions and future work
In this paper, an ACO-based MA is developed, which uses an adaptive LS operator based on the IO operator inside an ACO algorithm with an enhanced population-list, to solve the DTSP. The component operators within the adaptive LS operator are activated adaptively in different periods of population evolution. The adaptive LS operator is used to further improve the quality of the solution obtained by the P-ACO algorithm with its strong exploitation. In addition, to maintain a sufficient diversity level within the population in order to adapt well to dynamic changes, random From the experimental results and analysis of the proposed M-ACORI algorithm in comparison with S-ACO and P-ACO on the dynamic test problems, several concluding remarks can be drawn.
First, for ACO algorithms on DTSPs, especially ACObased MAs, it is not always the case that performance and robustness cannot be optimized simultaneously as with EAs (Yu et al. 2009 ). This is due to the prior knowledge ACO algorithms gain with the use of the heuristic information and the extra knowledge from the LS operation.
Second, the proposed M-ACORI algorithm with the use of the diversity scheme improves the solution quality of the M-ACO algorithm without the diversity scheme. The combination of ACO with an LS operator provides strong exploitation which may not be advantageous when addressing DOPs. Therefore, ACO-based MAs enhanced with the diversity scheme appropriately, i.e., introducing random immigrants once the population has converged, Third, the proposed AIO operator promotes cooperation of different operators that can be advantageous on different test problems or during different periods of population evolution. It is known that different operators are problem dependent. However, the AIO operator helps M-ACORI enhance its convergence speed and solution quality simultaneously.
Fourth, although M-ACORI improves the Best Performance, it maintains its robustness, since the Best Robustness from the experimental results shows no significant difference in comparison with the other ACO algorithms.
Fifth, the Average Performance depends on the distribution of cities of the stationary TSP instance used to generate DTSPs. It is natural to have an increase in the Average Performance when a certain level of diversity is always maintained in the population because some ants within the population have more chances to locate areas that may not be advantageous for the distribution of the population as a whole, but it may be advantageous for the best ant of the new environment. However, when too many cities overlap on their distribution, the population has less chances to explore new areas since the new environment generated has more chances to be similar with the previous one.
Finally, the S-ACO algorithm with the restart strategy is significantly worse on all dynamic test cases, regarding both Best Performance and Average Performance. However, S-ACO is significantly better on all dynamic test cases, regarding Average Robustness. S-ACO explores only a small area in the search space which makes the population more stable as a whole, but not so consistent with its best output.
For future work, the proposed M-ACORI framework is a good start point for developing other ACO-based MAs for DTSPs. Since multiple LS operators are effective with a Fig. 9 The varying values of f and m generated for the dynamic environment with varying dynamics, which are used in Fig. 10 . Note that the value of f is calculated with the iterations S-ACO P-ACO M-ACORI Fig. 10 Experimental results regarding the Best Performance and Average Performance of M-ACORI in comparison with other ACO algorithms on the dynamic att532 problem with varying change frequency and magnitude diversity scheme, it would be interesting to apply other more sophisticated methods (Lin and Kerninghan 1972) as LS operators, develop other diversity schemes, and hybridize them. Also, it would be interesting to apply LS to the whole population-list of an ACO-based MA. This may also affect the population as a whole and improve the Average Performance and Average Robustness.
