Representations based on random walks can exploit discrete data distributions for cluster ing and classification. We extend such rep resentations from discrete to continuous dis tributions. Transition probabilities are now calculated using a diffusion equation with a diffusion coefficient that inversely depends on the data density. We relate this diffu sion equation to a path integral and derive the corresponding path probability measure. The framework is useful for incorporating continuous data densities and prior knowl edge.
Introduction
Many machine learning problems require evaluating pairwise relations (similarities or distances) between data points. Global Euclidean distances are often a poor measure of similarity when the data lies on a non-flat manifold. For example, the data may form a low-dimensional curved structure, embedded in a high dimensional space, and similarity varies along that low-dimensional subspace. In such cases it is often bet ter to define global distances by patching together local distances between neighboring points. Two examples of this approach are geodesic distances (Tenenbaum 1998) and Markov random walks (Tishby & Slonim, 2000) .
Markov random walks provide a probabilistic model of similarity which is suitable for many classification and clustering tasks. The random walk defines a proba bility of transitioning between points. Transitions to a point are typically more likely to come from nearby points belonging to the same class or cluster than from points in other classes. Therefore, a point can be classified or clustered with points with high transition probabilities going to it.
Markov random walks are specified between discrete points. Firstly, one-step transition probabilities are defined from local distances (typically only nearby neighbors are included). The random walk then builds a global representation by making a fixed number of such local transitions, so that the representation fol lows the structure of the data. The number of transi tions determines the scale of structures that are mod eled. Specifically, after a large number of transitions, distinctions between nearby points will be lost, and the representation instead models coarse structures, e.g., big clusters of points.
Unfortunately, Markov random walks can only operate on given discrete data: all start-, end-and transition points must be discrete. It is unclear how to incorpo rate a new data point without expensive recomputa tion of the whole representation. The discreteness is a fundamental limitation: frequently the discrete points are merely a finite sample from a continuous distribu tion. We would like to extend the framework to allow transitions via continuous space. There may also be an infinite number of start-and end-points, which again suggests a continuous formulation.
A continuous framework is needed for several appli cation scenarios that contain continuous data. Occa sionally, some of the data is directly provided as a continuous distribution. For example, we may have prior knowledge about the density of data in a partic ular region. Continuous data can result from trans lations from other representations: e.g. decision rules have been modeled as continuous regions of data (Fung et. al. 2002) . Sometimes observations may be associ ated with complex measurement uncertainties, so that they are best modeled as distributions. Alternatively, invariances can be incorporated by letting each obser vation represent a whole set in space. Finally, it may be more computationally efficient to represent a large number of discrete points as a continuous distribution.
These examples highlight the importance of extend ing Markov random walks to a continuum of points.
Discrete random walks can be calculated using matrix powers. Unfortunately, this is no longer possible in the continuous case as the transition matrix would have to contain an uncountable number of entries. Instead, we take the limit as the number of data points grows, and arrive at a diffusion equation. Alternatively, we can derive the diffusion equation from the perspective of whole transition paths rather than single transitions. We assign probabilities to paths and estimate condi tional probabilities by performing path integrals. The path integral formulation is shown to be equivalent to the diffusion equation.
Our approach is related to many previous works. Markov random walks on finite data have been applied in semi-supervised learning (Szummer & Jaakkola, 2001 ) anrl dnstering (Tishby & S!onim, 2000) . Re cently, diffusion or heat kernels are applied in kernel based machine learning algorithms (e.g., Kondor & Lafferty, 2002; Belkin & Niyogi, 2002 , Lafferty & Lebannon, 2002 . The link between path integrals and diffusion equations (Schrodinger's equations) was discovered during the early era of quantum mechan ics and quantum field theory (Feynman, 1965) . Sev eral works in machine learning (e.g., Bialek, Callan & Strong, 1996; Nemenman & Bialek, 2000; Horn & Gottlieb, 2001) are also inspired by the mathematical techniques used in quantum theory.
The rest of the paper is organized as follows. Section 2 reviews Markov random walks and formulates a con tinuous version. Section 3 states the relation between the path integral formulation and the diffusion equa tion. Sections 4 to 6 contain experiments, discussion of potential machine learning applications that could benefit from continuous Markov random walks, and a conclusion.
2 Markov random walks
Discrete Markov random walks
We begin by reviewing the discrete Markov random walk representation. Suppose there are m data points B = {xo, · · ·, Xm-1 : x; E Rn, Vi}. We can construct a random walk on B and compute the conditional prob ability between each pair of points. Define a random variable x whose states (values) are the points in B.
We can view this problem as a particle randomly tran sitions among m positions and x(t) is the location of the particle at time t. Suppose initially we are cer tain that x is in state i, i.e., the initial probability Q?(x) = (0, ... , 1, 0, ... , o)T whose it h entry is 1. The transition probability from x; to X j are inversely related to their Euclidean distance d;j:
where g(.) is an increasing function. A point tends to transition to its neighbors according to equation 1. If B constitutes vertices of a graph then we set Pj; = P; j = 0 whenever (i, j) is not an edge of the graph. In our setting we may force the transition probabilities to vanish at non-neighbors in order to avoid distant jumps.
Given the initial state probability Q?(x) and state transition probabilities Pji, it is straightforward to evaluate the state probability at time t:
We express P(.J.) as the conditional probability eval uated at time t.
P(xj, tJx;, 0) can be viewed as a similarity metric be tween x; and Xj. Different from global metrics such as Euclidean distances or radial basis kernels, it depends on both the locations of end points and the structure of the data manifold. If two points are close but lo cated in a neighborhood where data points are sparse, then the conditional probability is low. The condi tional probability also depends on t. If tis long enough and Pji does not vanish, then all the points will mix up at t. The stationary distribution is an eigenvector of P. We want to stop at the stage where significant structures of the data (for example, clusters) are pre served.
Markov random walks in a continuum
A natural extension of discrete Markov random walks is to consider continuous datasets. Instead of a finite dataset B = {xo, · · ·, Xm-1 }, we are given the density p(x) over a Euclidean subspace. What will the math ematical form of the Markov random walk be in the continuous limit?
In the discrete case, we are interested in the condi tional probability between each pair of data points in the forward (P(x(t) = xilx(O) = x;)) or backward (P(x(O) = x;Jx(t) = Xj)) directions. In the contin uous case, the interesting quantity is the transition density P(x(t) E B,(xj)Jx(O) E B,(x;)), where B,(x) is the E-ball centered around x. This density is the product of two quantities: the transition probability between two spatial locations, and the density of data points at the destination. The former can be calcu lated by extending the Markov random walk to a con tinuum of data points, and the latter is given. Here we distinguish between the transition densities of Markov random walks and the densities of data points.
Before directly tackling this problem, we first examine the continuous extension of a simpler problem. Sup pose all data points are located at regular grids of equal distances. At each step, a particle is allowed to either stay at the current location or transition to one of its nearest neighbors. The number of nearest neighbors is 2d , where d is the dimension of the grid space. As sume the random walk is isotropic, i.e., the transition probability to each nearest neighbor is equal. This as sumption seems to be inconsistent with the setting of the Markov random walk that transition probabilities are inversely related to pairwise distances (equation 1 ). However, as the grid size approaches to zero, the ratio ci3di j e-i3d� should be very close to 1. Hence the probability of transitioning to each nearest neighbor is roughly equal.
Suppose a particle is initially located at x = 0, we are interested in calculating the transition probability P(x, t) denoting the probability that the particle is lo cated at x at time t (given the initial condition that it is located at 0 at time 0). It can be shown that by reducing the grid size and the time interval to infinites imal, P(x, t) follows the diffusion (heat) equation:
where \72 is the Laplacian operator, and the diffusion coefficient D depends on the probability of staying at the current location, differential grid size and time in terval. The solution of equation 2 is simply the Gaus sian kernel (5) If we push the time interval into the continuous limit but leave the data points to be discrete, then the solu tion becomes the heat kernel on graphs (Kondor and Lafferty, 2002) . The Laplacian operator \72 is replaced by the Laplacian on a graph:
where d; denotes the degree of vertex i and i � j de notes vertices i and j are adjacent. The graph Lapla cian allows non-isotropic diffusion and transitions to non nearest neighbors. However, it cannot be directly extended into a continuous limit.
To derive the non-isotropic diffusion in a continuous limit, we consider a discrete example again. Instead of regular grids, we assume the grid sites are irregularly can index each grid site by ad-tuple I= (n 1 , · · ·, nd), where each n; is an integer denoting the index num ber along the ith coordinate. Except the grid sites at the boundary, each site I has 2d nearest neighbors:
) . Unlike the regular grids, the distances between nearest sites can be dif ferent. Denote · · ·, a;,-2, a;,-1, a; , 1, a;,2, · · · as the grid distances along the ith coordinate. Figure 1 illustrates an irregular grid on a 2D space.
We can depict a Markov random walk by the probabil ity mass function PI (N ) at each site I and each time step N . Assume at each step, a particle stays at the current position with probability p0, and hops to each nearest neighbor with equal probability 1 ;5 '. Then from a balance equation, the mass at site I at time N + 1 comes from either the same site or its neighbors at previous step N :
JENd(I )
Where N d(I) denotes nearest neighbors of site I. Thus,
PI , n;± 1 (N) denotes the probability mass at site
To generalize the Markov random walk into a con tinuum, we reduce the time interval ll and all grid sizes ···,a; , -2,ai ,-1,ai,l >ai,2,··· to infinitesimal val ues. The location x and time t of a particle can be expressed as (9) where x; is the ith component of x. The probability mass function PI(N) reduces to the probability mass function ¢(x, t) at location x and timet:
To derive the diffusion equation, we need to express equation 8 in a differential form. The left hand side is the time derivative of the probability mass function,
where 81 denotes ft. The right hand side is the second order spatial derivative of the probability mass func tion, 
Equation 13 is the continuous limit of the Markov ran dom walk on irregular grids. The irregularity of the grids is naturally attributed from the non-uniform den sity of data points, since grid sites correspond to data points in the discrete case. Let p( x) denote the density of data points at x: there are p( x) IT; dx ; data points within a small hypercube centered at x with volume fl; dx;. Within this small volume, assume grid lengths along all directions are equal, then the average grid length is
p( x)fl , dx; p( x)
Substituting 15 into 14, the diffusion coefficient has the same value along each direction.
The diffusion equation becomes
Equation 17 ¢(x, t ) is the value of the probability mass function we would observe at each data point x. However, when considering the true probability density function of the diffusion, we need to take the density of data points into account. Within a small volume, the number of data points is proportional to the density of data points. Thus the probability mass concentrated in this volume is proportional to ¢ (x, t) times the density of data points:
'lj ;( x, t) is the true probability density function of the diffusion.
3
Diffusion from path perspective Suppose the initial and final positions of a particle are known, what is the probability that the diffusion pro cess is realized along a specific path connecting the two points? If the Markov random walk is carried out on a discrete dataset, then the path probability can be explicitly evaluated once the transition probability is specified: it is simply the product of transition proba bilities of edges along the path. When extending to a continuous dataset, there are uncountably many paths connecting the two end points. Conceptually, we can apply any probability measure on these paths as long as they integrate to 1. However, not all these mea sures are consistent with the diffusion equation 4 or 17. In this section, we demonstrate the existence of a path probability measure consistent with the diffu sion equation. This measure is closely related to the regularization term in regressions and splines.
Consider an example of discrete random walks again.
Let f( t ) = [x0 , Xf(J), · · · , x 1 ] be a path connecting x0 at t = 0 and x 1 at t = T. We choose the transition probability function in equation 1 as Then the path probability of f( t) is
When extending to a continuous limit, each segment rE x x is proportional to the square derivative of
J f(t )
is a vector, and the integration is carried out along the path j( t) . P[ f( t) ] can be rewritten as
where the loss functional S[
The conditional probability from (xo, to ) to (x 1, t1) is the integration of probabilities over all paths connect ing these two points:
Here Z is a normalization constant, and V[f ( t) ] de notes the path integr al over all functions f( t) which sat isfy boundary conditions f(to) = xo and j( t1) = XJ.
We can view the path integral as summing over an uncountable number of paths.
The loss functional in equation 23 is identical to the regularization term in regressions or splines. It pe nalizes the paths which fluctuate a lot over a short time interval (I df d t t ) 1 2 is large), so that smooth paths have larger path probabilities. However, our prob lem is different from regression/spline in two aspects. First, there is no data fitting term in our problem (e.g., the square error loss in regression). This is be cause the data points in this example are uniformly distributed. Second, unlike the non-Bayesian regres sion/spline whose goal is to find the path f( t) that minimizes the loss functional, we are interested in the probabilities of all paths. The difference between find ing the optimal path and evaluating the probabilities of all paths is analogous to finding the optimal tra jectory in classical mechanics and computing the state transition propagator in quantum mechanics (Shankar, 1980) . (Feynman and Hibbs, 1965) during the early develop ment of the quantum field theory.
Theorem 1 Suppose[. = {3(��)2, P( x 1 ,t 1 ;x,t0) = J :01 i exp{ -f t :' [.d t '}V [x(t) ], and P(x,t) = J':'= P(x, tlxo, to) P(xo, to) d xo, then P(x, t) follows the diffusion equation
The proof of theorem 1 can be found in (Feynman, 1965; Shankar, 1980) . A sketch of it is as follows. By discretizing time steps into to, to + !lt, · · · , t0 + N !lt = t1, the path integral J V[x (t) ] can be expressed as the multi-variable integral J Ti i d x i , where x i = f(t0 + i!lt) is the path value at time t0 + i!lt. We consider the transition probability P(x + ! l x, t + !lt; x, t) be tween neighboring points. As !lt -+ 0, we assume the straight line connecting the two points is domi nant. The influence of all other paths vanishes due to the quadratic loss functional of the path derivatives. The path integral thus becomes an integral of Gaus sian functions. By expressing it in a continuous limit, we obtain equation 25. Theorem 1 can be directly ex tended to multi-dimensional cases.
So far the density of data points has not been taken into account. The diffusion equation 4 and the path integral formulation 24 depict the random walks in a space where data points (grid sites) are uniformly dis tributed. To incorporate the density of data points into the picture, we re-examine equation 19. The tran sition probability depends not only on the distance be tween two points, but also on the density of the region between the two points. By comparing equations 17
and 25, the coefficient f3 depends on the density of data points:
f3 (x) is inversely related to D( x) and positively related to the data density p( x). It imposes larger penalty on the paths which traverse the region of high data den sities. This is because a path in a dense region experi ences more transitions than a path of the same length in a sparse region. At a first glance, this property seems to contradict out intuition about path selection: a path which traverses in a dense region should be fa vored. However, since there are also more paths in a dense region, the aggregate probability that the tran sition is realized via paths in the dense region is still higher.
In many machine learning problems, data points are distributed on a low-dimensional manifold which is embedded in a high-dimensional Euclidean space. Re cently, there are an increasing number of works of un covering the underlying data manifold (e.g., Tenen baum, 1998; Roweis & Saul, 2000; Belkin & Niyo gim 200 2) and constructing heat kernels on particular types of manifolds (e.g., Lafferty and Lebanon, 2002; Kondor and Lafferty, 200 2) . We can incorporate the information about the manifold in the diffusion coef ficient and perform diffusion on the manifold. On a Riemannian manifold M, the tangent velocity along a path becomes where g ij is the covariant metric tensor of M. We use equation 21 to measure the unsmoothness of the path. Thus the loss functional of a curve f(t) on M becomes
] is similar to equation 21 except the coefficient g i j is a vector. We can view it as having a different diffusion rate along each coordinate curve. Does the equivalence between the path integral formulation and the diffusion equation still hold? Theorem 2 extends the results of theorem 1 to a Riemannian manifold. Therefore, in principle we can compute the transition probabilities by solving diffusion equations on a man ifold.
for x E M, where g ij (x) is the contravariant metric tensor of M, which is the inverse matrix of gi j (x).
The proof of theorem 2 is posted on our web page due to lack of space here.
The solution of equation 29 is the diffusion kernel on a Riemannian manifold. On certain types of manifolds, analytic solutions of diffusion kernels have been found. For instance, Lafferty and Lebanon (Lafferty & Leban non, 2002) transformed data into parametric models and applied the diffusion kernels on the model mani fold. Analytical solutions on multinomial and spheri cal Gaussian model manifolds were described in their paper.
Experiments
We first compared the outcomes of discrete and con tinuous random walks in one-dimensional space. We restricted the space of random walks in the interval In continuous experiments, we set the diffusion coeffi cient on [ -1, OJ to be 100 times the diffusion coefficient on [0, 1] according to equation 16. The absolute scale of diffusion coefficients is not critical since its effect can be compensated by adjusting the stopping time of diffusion.
For discrete random walks, we set the self-transition probability to 0.2. All internal points have left and right neighbors which are assigned equal transition probabiltities. The two edge points can only transi tion to one neighbor (in addition to a self-transition).
The initial distribution is set to one for a single point and zero elsewhere. Then the probability mass func tion is updated according to equation 3.
For continuous random walks, we applied the finite difference method to solve the diffusion equation 17.
The spatial grid size is 0.001, the temporal step in terval is 0.1, and the diffusion coefficients to the right and left are 5 x 10-9 and 5 x 10-7. These small values are chosen in order to avoid overshoots of update val ues. Initially the probability mass is a delta function concentrated at one point. The (continuous) proba bility mass function is updated by the following finite difference equation:
(30) For appropriate choices of parameters, the discrete and continuous probability mass functions should have the same shape. We set the diffusion constant inversely proportional to the square of the data density as indi cated by equation 16. Figure 2 demonstrates that con tinuous and discrete random walks lead to very similar probability distributions. The probability mass is ini tialized to be 1 at x = 0. In both cases, the mass diffuses faster in the sparse region x < 0. Moreover, the shapes of the probability mass function are very similar in these two cases. This suggests that the dif ference of diffusion coefficients in the continuous case is consistent with the data density in the discrete case. Figure 3 shows the random walk outcomes with the mass initialized to 1 at x = -0.1. The stopping times are identical to the previous experiment. The diffusion proceeds faster to the left but reaches a bottleneck at 
Swiss-roll data experiment
Suppose we have prior information that the data is distributed continuously as in figure 4. There are two narrow high-density regions embedded in space which has 200 times lower data density. For machine learning tasks, we would like to construct a similarity measure that respects the data density. For discrete data, tran sition probabilities given by Markov random walks can be used for this purpose. Here, we construct transition probabilities by diffusion. gion (at t=20000). The transition probability also ap proaches a constant in a large region around the start ing point. However, the transition probability to the low-density region is small everywhere.
Discussion
Continuous Markov random walk representations can be used in the same contexts as their discrete coun terparts. For example, the probability of transitioning P(x;, Olxj, t) can be used inside a classifier of form Figure 5 : Diffusions starting from the middle of the right arm of the swiss roll, at time to:: 3333 (left), and t=20000 (right). There is a high transition probability to the dark areas.
P(yjxi) = l.:: ; P(yjx;)P(x;,Ojxi,t), where P(yjxi) are weights to be trained. This classifier only consid ers similarities between a finite set of discrete points;
while the diffusion provides similarities to all points in space, we can select a finite set of interest by condi tioning on them. This scheme still allows us to benefit from continuous information that was present during the diffusion, potentially giving rise to a more accurate similarity measure. In a classifier based on a discrete
Markov random walk, only the given points { x;} would be used, whereas here we may have incorporated prior knowledge, invariances, or known unlabeled data dis tributions.
Continuous Markov random walks give similarity mea sures to any point in space. This ability is sorely miss ing from discrete Markov random walks, which define transition probabilities only to a priori given points in the space, restricting them to transductive classifica tion. In fact, the continuous representation is also a valid kernel for a kernel classifier such as an SVM: n f(x) = I>;y;K(x,x;).
This is valid because the heat kernel is a positive semi definite kernel in Euclidean and Riemannian spaces (Ito, 1991) ). Hence we can merely substitute the tran sition probability density P(x, t; x;, 0) for the kernel 
Conclusion
In this paper, we have proposed a framework for ex tending discrete Markov random walks to continuous data distributions. Tr ansition probabilities are now calculated using a diffusion equation. We have related this diffusion equation to a path integral and derived the corresponding path probability measure.
Our method provides a way to extend Markov random walks to incorporate both observed data and prior in formation about data distribution.
