SOC is an important parameter of power batteries of electric vehicles. Its accurate estimation is vital to the correct implementation of the control strategy of the whole vehicle. It is strait to estimate SOC of the battery accurately using existing estimation methods. Aiming at the shortcomings in these methods, we proposed to establish an estimation model for battery SOC using principal component analysis (PCA) algorithm in this study. However, unable to extract non-linear factors in parameters, PCA algorithm would bring about an estimation error of battery SOC; thus, we proposed to establish an estimation model for battery SOC using kernel principal component analysis (KPCA) algorithm. The model was simulated and verified through experiments. After simulation, it shows that the improved model may adapt to a more complicated environment, meet the requirements of promptness and reliability, and has higher estimation accuracy with an average estimation error of 1.46%, which is better than that of Ah measurement method.
Introduction
Estimating the remaining capacity of a battery (i.e. State of charge (SOC)) is one of the steps the most basic and vital in battery management. Precise and reliable estimation can provide accurate SOC for electric vehicle drivers, and also offers valuable references for the effective supervision of batteries [1] . Currently, ordinary domestic and foreign SOC estimation methods include Kalman filtering method, Ah measurement method, internal resistance method, extended Kalman filtering arithmetic and neural network arithmetic, etc.
Kalman filtering arithmetic is suitable for various batteries, and its estimation is relatively accurate [2] . However, it has a relatively high requirement on the equivalent circuit model of batteries. The accuracy of estimated results depends on the circuit model to a large extent. Uncertainties in the circuit model may result in big errors in estimation; for internal resistance method, it is not easy to measure the internal resistance of cells, and changes in internal resistance during the initial charge and discharge periods are large. Ah measurement method has an accumulative error; thus, its error is very big if the temperature is extremely high and current undulates violently [3] [4] . Artificial neural network method needs a great amount of reference data for training, so it is greatly influenced by the training data and methods [5] . For Kalman filtering algorithm, limitations in computer word length would cause filtering divergence, which leads to inaccuracy of the model [6] [7] .
Factors considered in estimating the state of charge using the above methods and estimation models are often single and columbic efficiency, hysteresis and cycle life of batteries are not included, which leads to errors in the estimation of the state of charge. Moreover, these methods cannot meet the needs for real-time monitoring, varied environment and states. Thus, it fails to meet the requirement of precise and rapid detection for batteries in electric vehicle or hybrid electric vehicle system. The objective of this study is to set up an effective SOC estimation model for lithium-ion power batteries for electric vehicles [8] . Since power batteries have multiple variables and non-linear electric-chemical property, we analyzed the status data, which reflects the SOC of lithium-ion power batteries using mathematical statistics method. Based on reflecting the real-time characteristics of power batteries, we established an estimation model for the SOC of lithium-ion power batteries using PCA and KPCA methods. The paper provides theoretical and technical support for the simulation test of conventional performance of batteries, assesses the key performance relevant to power batteries, and evaluates of reliability and safety of power batteries in the actual vehicle operating process [9] [10] [11] .
Introduction of PCA and KPCA Principles

PCA Principle
Assume that in the problem to be solved, there are p random variables, and they are expressed as X1, X2,…, Xp respectively. The main idea of PCA is to conduct linear transformation on these original variables and obtain their linear combination. F1, F2,…, Fk (k ≤ p) are new variables after transformation, and are independent from each other. Keep most of the valuable data among the initial parameters; some redundancies and obstructions between various variables are eliminated [12] . Therefore, the main aim of PCA is to attempt to find a linear combination Fi that can represent original variables; its form of expression is shown in equation (1). 
According to the basic principle of the principal component analysis, the above equation should meet the following conditions:
1. The quadratic sum of coefficients that constitute any principal component is 1, that is:
2. All the principal components are independent from each other, that is to say, there is no overlap information between the principal components, meeting the following requirement:
3. The variance of the main components should decrease progressively and successively based on different importance degrees of them, that is they should meet the following requirement:
Principle of KPCA
We took x1, x2,…, xm as the sample set to be trained, and expressed the input space as {xi}. The KPCA method is to map {xi} to a higher dimensional space (characteristic space) from the dimensional space where it locates, and then conduct relevant PCA operations in the higher dimensional space [13] . Regard Φ as the corresponding mapping; its definition is as follows:
Where Rd is d-dimensional Euclidean space and the dimensional space where the original data {xi} locate. It is usually known as input space [14] [15] . After the original data are mapped, the space where it exists is the Hilbert space F, also called characteristic space.
Under the condition that kernel function has been transformed, map the original data marker x to be transformed on the mapping Φ to F. The data obtained through this transformation meets the centralization condition in the characteristic space, that is:
The obtained covariance matrix in this characteristic space is:
Let λ be the eigenvalue of C, and v be the corresponding eigenvector, we have:
That is to have:
This can prove that
Then, we have
Then equation (11) can be simplified as:
Solve equation (14) to obtain eigenvalues and eigenvectors. In the eigenvector space V k ，the test sample projection is as follows.
Replace the inner product with a kernel function, and then we have
If equation (6) is false, it is necessary to make adjustments
Then, the kernel matrix can be corrected as
Establishment of SOC Estimation Model Using PCA
Considering the restrictions of laboratory conditions, it is difficult to do measurements under continuously changing temperature T. We can only maintain the temperature T within a certain range and measure the relationship between T and SOC by stages [16] [17] [18] . This relationship is reflected by measuring the relationship between operating voltage V and SOC. When the temperature ranges from 15 to 55℃, the influence of temperature on SOC is basically the same, so we estimated SOC by measuring the influences of other battery performance parameters on SOC at room temperature. The curve on the relationship between battery cycle number n and SOC from experiment shows their relationship is roughly nonlinear [19] [20] [21] .
Here, we did not consider the influence of the cycle number n; instead, we assumed that all batteries were the newest, and the influence of n on SOC could be neglected. Based on the above factors, we established an estimation model for battery SOC according to the following procedure [22] .
Step 1: To reduce the influence of dimension and the difference in the order of magnitudes, we need to subtract the average value in the column where the component locates from each component. We need to conduct zero-mean transformation on the data using the Z-score method (zero-mean method), and conduct standardized transformation on the transformed matrix. See details in equation (19) to (21). .. x is the new data obtained after the dimension is eliminated.
Step 2: Obtain the covariance matrix of X * after the dimension is eliminated. 
......
Step 3: Obtain eigenvalues and their corresponding eigenvectors according to the above covariance matrix x  , and sort the eigenvalues in descending order, written as 1 2 ... 
Step 4: Calculate the accumulative dedication rate according to the result obtained above, and give the proper number of principal components.
Step 5: Conduct least square regression modeling using the obtained principal components, and obtain the needed model curve.
Obtain the eigenvalues and their corresponding eigenvectors according to step 1 to step 3. Based on voltage Vo, DC internal resistance R and electric current I, data are shown in Table 1 . According to the table above, the principal component dedication rate of the first two standardized samples has reached 95.85%. According to the calculating rule of principal components, the accumulative dedication rates of the first two main ingredients meet the requirement; thus, we only need to take the first two principal components.
According to step 5, conduct the least square regression modelling using the obtained principal components to get the SOC estimation model, as shown in equation (24) 
Establishment of SOC Estimation Model Using KPCA
Step 1: Combine the data to be analyzed into a multidimensional data matrix. The matrix consists of n variables, each of which includes m samples i.e.
Step 2: Calculate the kernel matrix K. Select the Gaussian radial kernel function, and obtain the needed kernel matrix according to equation (12) based on the parameters.
Step 3: Obtain KL by correcting the kernel matrix according to equation (18) .
Step 4: Calculate the eigenvalues of the kernel matrix KL 1 ,..., Step 5: Conduct the unit orthogonalization for eigenvectors using Schmidt orthogonalization, to obtain 1 ,...,  n .
Step 6: Calculate the accumulative dedication rates 1 ,..., n BB successively according to the obtained eigenvalues, and then provide the calculated amount of vital constituent, written as 1 ,..., ( )
  t tn
Step 7: Calculate the cast on the eigenvector Step 8: Conduct the least square regression modelling according to the finally obtained data Y, and get the final SOC estimation model.
On the basis of the KPCA steps, establish the estimation model of SOC:
Obtain the characteristic values and their corresponding feature vectors of unit orthogonalization according to step 1 to step 5, by using voltage Vo, DC inner resistance R and electric current I, as displayed in Table 3 . Calculate the dedication rate and accumulative dedication rate of each principal component according to step 6. Eigenvalues and dedication rates are shown in Table 4 . Table 4 , the principal component dedication rate of the first two standardized samples has reached 98.18%. According to the calculating rule of principal components, the accumulative the dedication rate which is provided by the first two main ingredients satisfied the requirement; thus, we only need to take the first two principal components. 
Simulation and Experimental Verification of the Model
So, as to verify the estimation property of the model of battery SOC of PCA algorithm and KPCA algorithm under a normal temperature condition, a pulse discharge experiment was designed with the experimental temperature controlled by a thermostat; all temperature deviations are controlled at±2℃. The total number of sampling data points was 7,800; the sampling interval and the sampling time using Ah measurement method were both 1s. In other words, the total data size was 7,800 sets of data. The obtained curves on changes in sampling current, voltage and temperature of the battery are respectively shown in Fig. 1 to Fig.3. Fig. 4 expresses the comparative analysis of SOC estimation, and Table 5 shows the comparison between errors of estimation results from PCA and Ah measurement methods at room temperature. According to the above analysis, the SOC estimation model of PCA method is better than the Ah measurement method to some extent, but its advantage is tiny. The reason why the expected effect is not ideal enough for estimation of the SOC may be that many linear relationships are considered in data analysis of parameters that affect SOC while non-linear relationships between variables are not considered. Therefore, we established the estimation model using KPCA algorithm. Fig. 5 shows the SOC estimation curve using KPCA method at normal temperature. 
Conclusions
From the perspective of multi-variable prediction of the battery SOC, we analyzed the state parameters that could reflect the SOC of lithium-ion power batteries, and established a SOC estimation model based on PCA and its improved algorithm. On the basis of reflecting the real-time features of power batteries, this model can accurately estimate the SOC, and during realistic manufacture offer theoretical and technical support. The conclusions we can obtain are shown in the next paragraph:
1. The estimation model of battery SOC has been established using PCA algorithm and least square regression method. The experiment verifies that this model is practical, with an estimation accuracy of 2.29%, which is better than the estimation model of Ah measurement method.
2. Since non-linear factors in parameters cannot be extracted using PCA algorithm, we proposed to establish the SOC estimation model using KPCA algorithm. The experiment verifies that the prediction precision of this model is 1.46%, which is higher than that of the PCA estimation model. Thus, this model can provide reference and guidance for the prediction of SOC.
