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ABSTRACT. In the current competitive environment, companies will be able to adjust business 
strategies, they use market segmentation based on practical ways rather than using traditional 
approaches or incomplete and impractical mass marketing. In recent years, mining has gained 
attention and popularity in the business world. The goal of data mining projects is to convert the 
raw data into useful information. Clustering can also be used to explore differences in attitudes and 
intentions of the clients. In  this study, we used fuzzy clustering on 1071 life insurance customers 
during March  to October 2014. . Results show that the optimal number of clusters was 2 which 
were named as "investment" and  "life safety". Some suggestions are presented to improve the 
performance of the insurance company.  
 
1. INTRODUCTION 
Today, competition among insurance companies has been tightened. New customer 
acquisition is more difficult than before and its acquisition cost is higher (HOSSEINI, et al., 
2013). A strategy of "customer-oriented" has become a critical element of a successful business 
environment. The purpose of CRM is to build deeper relationships with customers, and is able to 
change corporate behavior with respect to personal customer (Bae, et al., 2005). CRM are business 
processes and technologies that represent management's efforts to understand customers and 
designed by a company. The main core of CRM includes understanding customer profitability and 
retention of profitable customers. Many organizations start making customer value to retain 
customers and maximize potential profit in the management of their own. Organizations use market 
segmentation to identify the client. Data mining techniques can be used to explore the hidden 
information and identify patterns and associations that have useful applications (Liang, 2010). An 
effective strategy to achieve this target is to study the customers' profiles and their past behavior 
and future needs and demands (Lin, et al., 2012). The main idea of segmentation or clustering is to 
group similar customers. A cluster can be thought as a set of customers who have similar 
characteristics of demographics, attitudes, values, etc. (Hiziroglu, 2013). Clustering is a special 
class of statistical methods for understanding customer behavior. When clustering of customers, 
behavioral data is used. Each cluster includes customers with a specific pattern that is associated 
with the cluster centers (Bose & Chen, 2015). The insurance sector is primarily dependent on the 
client (Umamaheswari & Janakiraman, 2014). Giving service to customers is an integral part of the 
insurance. therefore, they need to identify the key success factors in the life insurance industry for 
customer satisfaction. The insurance industry faces some key challenges, including increased 
competition in the market, expectations for customer service and the need to build competencies to 
remain in the insurance industry. All these efforts need to share information across the business 
units that insurance companies do a better job (RAMANATHAN, 2012). And insurance companies 
with massive data analysis at their disposal to attract new customers and retain previous customers 
and to take measures to further enhance.  This paper presents a segmentation model for customers 
of Pasargad  life insurance and then categorize them based on fuzzy clustering. In the current study 
we answer the following questions:  
1. How can we segment life insurance customers using the fuzzy clustering?  
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2. What is the status of Pasargadae life insurance customers?  
3. What are the key variables in life insurance customer segmentation? 
 
2. LITERATURE REVIEW 
Data mining was introduced in late 2009 and for the first time in 2010 in the subject of 
medicine. While working in the field of statistics and machine learning, data mining primarily is an 
interdisciplinary science. In 2001 data mining was identified as one of the ten world-changing 
technologies by MIT University. One of the definitions that are mostly used is that data mining is 
the analysis of (often large) observed data sets to discover hidden relationships and summarize the 
data in ways that are understandable (Yoo et al., 2012).  Today, data mining is ready to support the 
three technologies. These three technologies are:  
• Collecting and storing large amounts of data 
• Powerful computer processing 
• Advanced data mining algorithms (Behrouzian-Nejad, et al., 2012).  
Data mining techniques are used to improve decision-making in various fields. Articles 
summarizing data mining techniques are classified into seven main categories, Classification, 
clustering, regression, association (association) (Umamaheswari & Janakiraman 2014), Discovering 
outliers, visualization, prediction (Sithic & Balasubramanian, 2013). Market segmentation is 
classification of customers who can be a marketing tool for the discovery of naturally grouped 
according to accessible information (Hong, 2012). Another way to understand market segmentation 
is to identify homogenous subgroups in a heterogeneous market (Casabayó, et al., 2015). Cutler 
(2003) classified market segmentation variables into four major areas of geographic, demographic, 
psychological and behavioral (Hiziroglu, 2013).  
Customer segmentation is grouping customers according to their needs  to be able to give more 
services. Each customer will be given a list of products, but each customer has different needs and 
demands. The classification of customers is easy with a variety of patterns (Singh & Rana, 2013). 
Life insurance is a type of insurance operations liabilities related to the function of human life 
(Karimi, 1391: 481). Clustering in data mining and pattern recognition is a fundamental method for 
the classifying of the observed cases into clusters (groups) which satisfies the following main 
criteria: 
• Each group or cluster is homogeneous. The objects that belong to the same group are identical. 
• Each cluster should be different from other clusters. Clusters of objects belonging to a cluster 
should be different from other objects.  
In fuzzy clustering, each cluster is a fuzzy set of all models. Greater membership values indicate 
higher confidence in allocation pattern to cluster (Thomas & Nashipudimath, 2012).  
• ghazanfari et al (1389) studied segmenting customers in the export of garments based on 
clustering. The purpose of that research was segmentation of countries based on the value of 
garment exports performed during the period of 14 years. They used k-means clustering algorithm 
to cluster the countries. After segmentation of countries was segmented  into six parts: loyal 
customers, the average value, the high value, new, and turned off. Using RFM model to determine 
the value of each cluster and policies tailored to each part is explained. 
• Izadparast et al (1391) in their study focused on "Using data mining techniques to predict the 
damage level of car insurance customers". The purpose of that research was to predict risk in each 
category.  
• Lim and colleagues (Lim et al., 2013) in a study on "segmentation using fuzzy clustering Luxury 
buyers" dealt with 500 consumers of luxury brands in the transaction on the basis of demographic 
variables (age, income, marital status, employment status) behavioral characteristics (affordable 
trends in luxury shopping, buying satisfaction, loyalty to the brand in the luxury brand, Objectives 
of buy in the future).  Customers were classified into four clusters that include bargain hunters, 
buyers please talented, active and buyers royal affordable luxury buyers. The study used clustering 
software and EM algorithm to search through the 2329 questionnaire survey.  
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 • Lee and Jia Yan (Yan-li & Jia., 2012) examined credit card data of bank customers using neural 
networks to explore the 141,562 records to study 2180 credit customers on a one-year 
period. Assess variables such as the ID card number (No.) final card, money transactions, the 
settlement, the serial number, system serial number, date of transaction, the expiration date, 
settlement date, the number of business, commercial enterprise, date of birth, gender, age , marital 
status, education, occupation, amount of the transaction is conducted monthly income.  
 
3. METHODOLOGY 
The method of this study, in terms of purpose is applied and in terms of data collection 
method is descriptive. Data was collected from the database of Pasargad  life insurance. There were 
1071 life insurance contracts in the period from April to October 2014.  To this end, the proposed 
general steps include defining variables, data collection, data cleansing, and data analysis and model 
design is more fully described on.  
Step 1: Definition of variables: one of the most important factors in making the model very 
carefully, choosing the right parameters. The first and most important step is to identify 
segmentation variables. For this study, the library study was used  to identify variables affecting life 
insurance and then based on the insured's profile, characteristics that are used for the purpose were 
specified. 
Step 2: Data collection: for every customer the data was extracted in this phase as a set of rows and 
columns of data into the Excel software. So that the columns represent attributes (as variables). The 
number of rows is insured persons.  
Step 3:  Data preprocessing:   data processing one of the important steps in data mining so that the 
accuracy of the results has a strong association with how to do it. In this study we deleted wrong 
data and converted all amounts of text data into numerical values.  
Step 4: Design and construction of model: First, the specifications obtained from the modeling and, 
ultimately, the analysis showed that clusters used to separate customers. Here FCM method is used 
to build the model.  
 
FCM is one of the most popular clustering techniques. FCM clustering involves two main steps: 1. 
Compute cluster centers and the allocation of points to the center using the Euclidean distance. The 
process is repeated continuously to stabilize the cluster centers. The algorithm has a membership 
value to items for clusters in the range of 0 to 1 and a fuzzy parameter in the range [1, n] which 
determines the degree of fuzziness of the cluster. FCM clustering algorithm provides a method that 
enables data items belonging to two or more clusters, and most of this plan can be used in pattern 
recognition. This is based on minimizing the objective function:  
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Steps in FCM algorithm: (Grover 2014) 
Step 1: Create a membership matrix U  
Step 2: Calculation of fuzzy cluster centers 
Step 3: Calculation of objective function and doing iterations to reach the optimum 
Step 4: Calculate the new membership matrix U 
Step 5: Stop the procedure if     |||| 1 kk UU  
 
4. INTRODUCING ATTRIBUTES (VARIABLES)  
To select appropriate characteristics in this study, first we examined the characteristics of each 
contract. At this stage a number of characteristics such as (name, surname, place of birth, etc ...) 
personal data and behavioral characteristics were determined. The features that are not effective 
against the target variable was deleted according to the interviews and advice of insurance 
experts. Table 1 shows some of variables used in the analysis.  
 
Table 1: Influencing variables in segmentation 
Values Variable 
Different age groups Age 
  Male, Female   Gender 
Number of children                              Children 
Single, Married Marital Status 
Student, Jobless, Worker, Self-employed, 
physician, Government jobs  
Job  
 Self-insured, Spouse, daughter or son, 
other                                           
relationship between insured and insurer 
5 to 30 years                                      Insurance term 
monthly, 3-month, 6- month, yearly      Payment method 
The value of premium in Rials               Premium  


















5. IMPLEMENTATION MODEL USING FCLUST FUNCTION 
In this study, we used FCLUST function in version 3.2.2 of R statistical software on 1071 cases.  In 
this section the results of fuzzy clustering algorithm is investigated. The purpose of fuzzy clustering 
is dividing m  subjects into k  clusters by calculating and determining the probability (factor) of 
membership of each subject to different clusters. Thus generalized optimum value for the customer 
clustering should be monitored carefully. To run the algorithm in  R  the measure of Euclidean 
distance was used with a fuzzy parameter ranging from 1.1 to 4. The number of clusters is 
determined by trial and error.  
We started with 21 variables and ended up with 12 effective variables. The optimum number of 
clusters by trial and error was set to 2. Table 2 shows some cases and their membership value to the 
two clusters.   













It is obvious that for each object(case) the sum of membership values for all clusters is n1. i.e. 
∑ μj𝑘=
c
𝑗=1  1, ∀  k= 1, … , n 
Based on our analysis the profiles of the 2 clusters are as follows: 
Profile of clients in 2- cluster analysis:  
First cluster: investment policy  
 
•The cluster contains 36 percent of the cases.   
• 60 percent of children under 9 years of age.  
• 51% of them are women.  
• 89% of them are single. 
• 94% of people do not have children. 
• 47% of them are students. 
• 77% have the insurance period of 30 years.  
• 56 percent are on  monthly payment method. 
            Clus 1  Clus 2 
Obj 1      0.36   0.64 
Obj 2      0.31   0.69 
Obj 3      0.52   0.48 
Obj 4      0.44   0.56 
Obj 5      0.66   0.34 
Obj 6      0.39   0.61 
Obj 7      0.69   0.31 
Obj 8      0.43   0.57 
Obj 9      0.64   0.36 
Obj 10     0.63   0.37 
Obj 11     0.35   0.65 
Obj 12     0.34   0.66 
Obj 13     0.42   0.58 
Obj 14     0.33   0.67 
Obj 15     0.29   0.71 
Obj 16     0.59   0.41 
Obj 17     0.43   0.57 
Obj 18     0.48   0.52 
Obj 19     0.66   0.34 
Obj 20     0.69   0.31 
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• 65 percent of the premium is under 99000 Rials.  
• 25% of the final capital 100 to 499 million Rials 
• 85 percent of people insured by policyholders are children. 
Therefore, the first cluster consists of customers that are students who do not have any source of 
income to pay the premium. This cluster is called investment policy. 
Second cluster: life security 
 
•This cluster contains 64 percent of the cases 
•41 percent have age between 20 to 29 years 
•67 percent are married 
•51 percent have no children 
•44 percent are self-employed 
•67 percent have 1 to 3 supplement coverage 
•70 percent have an insurance term of 30 years 
 
So, the second cluster of clients consists of  married men who are self-employed and 70% have the 
insurance period of 30 years. The final capital outlay is high. This cluster is called life security.   
 










6. DISCUSSION AND CONCLUSION 
The computational results based on the results of the implementation of the model, can be 
considered to improve the segmentation of customers. Using segmentation techniques to identify 
clients if justified by the results of the classification can be effective in the profitability of the 
insurance industry. In other words, segmentation should have the performance that forms 
homogeneous groups of customers to facilitate the process of identifying and extracting variables 
and ultimately improve sales guarantee. The results of this phase showed that in addition to the 
desired characteristics such as the ratio of insured to policyholders, investors final capital, the 
number of supplementary coverage, demographic segmentation of customers have a major 
impact.  This analysis results in some implications as follows: 
• Organizations can distinguish different groups and different customers in the form of simple, 
effective and reasonable for detailed information about potential customers and existing customers 
offering value assessment. From the perspective of customer management, such an approach would 
not only help in crisis management, but also can promote the customer value and enable significant 
savings in cost effective customer service is using data mining for the life insurance industry. 
• Another interesting topics in the field of fuzzy logic and fuzzy look is applied to life 
insurance customers and other research studies, less fuzzy look insured customers in industry and 
family   illness   weight   height   user    cover   fire    inv.life   annual      life 
  Clus 1        0.09       0.16       -0.52     -0.48      0.45   -0.39   0.01    -0.19       0.03    -0.07         
  Clus 2        -0.04     -0.10       0.38       0.35     -0.35   0.31    -0.03     0.16      -0.04   0.08 
               The.premium   payment  insurance  Term.    job     Ratio    marry    children     gender           
  Clus1        -0.01                  0.04           0.02              -0.53     0.55    -0.38         -0.23        0.15     
  Clus 2        -0.01                -0.05           0.01               0.41     -0.42    0.30          0.17       -0.14 
                  Age          location   final.capital 
 Clus1       -0.49         -0.03            0.00 
  Clus 2       0.36         0.02             -0.01 
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classical clustering each customer belongs to one cluster But the cluster of fuzzy membership 
degree of customer can belong to cluster the results carefully examined.  
• Using clustering to study a larger number of variables at the same time, the impact of market 
segmentation is provided. In other words, the confidence in the results for decision making in real 
terms is higher. 
 • Individual marketing assert that the marketing strategy must be focused on the customer's 
individual specifications. In accordance with the same subject, most insurance companies will use 
experience-oriented model, because they have a lot of customers, as well as many of their properties 
to be considered. This is what Izadaparast et al (2011 and Hanafizadeh and rastkhyz (2012) 
discussed in their study.  The research was done in life insurance. It is suggested that the clustering 
system may be used financial services, including auto, property and liability insurance companies 
and public and private businesses. Due to the remarkable results obtained from the use of fuzzy 
clustering, it can be applied in market researches.  
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