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OPTIMAL CYCLES IN ULTRAMETRIC DYNAMICS AND
MINIMALLY RAMIFIED POWER SERIES
KARL-OLOF LINDAHL† AND JUAN RIVERA-LETELIER‡
Abstract. We study ultrametric germs in one variable having an irrationally
indifferent fixed point at the origin with a prescribed multiplier. We show
that for many values of the multiplier, the cycles in the unit disk of the cor-
responding monic quadratic polynomial are “optimal” in the following sense:
They minimize the distance to the origin among cycles of the same minimal
period of normalized germs having an irrationally indifferent fixed point at
the origin with the same multiplier. We also give examples of multipliers for
which the corresponding quadratic polynomial does not have optimal cycles.
In those cases we exhibit a higher degree polynomial such that all of its cy-
cles are optimal. The proof of these results reveals a connection between the
geometric location of periodic points of ultrametric power series and the lower
ramification numbers of wildly ramified field automorphisms. We also give
an extension of Sen’s theorem on wildly ramified field automorphisms, and a
characterization of minimally ramified power series in terms of the iterative
residue.
1. Introduction
In proving the optimality of the Bruno condition for the local linearization of
fixed points of holomorphic germs, Yoccoz showed the following dichotomy for qua-
dratic polynomials of the form
(1.1) Pλ(z) := λz + z
2,
where the complex number λ satisfies |λ| = 1 and is not a root of unity: Either Pλ
is locally linearizable at z = 0, or every neighborhood of z = 0 contains a periodic
cycle different than z = 0, see [Yoc95]. This last property is usually known as the
small cycles property, and it is clearly an obstruction for local linearization. In
fact, in the case Pλ is not locally linearizable at z = 0, Yoccoz proved more: The
distance of a small cycle of Pλ to z = 0 is essentially the smallest possible among
cycles of the same minimal period of normalized holomorphic germs of the form
(1.2) f(z) = λz + · · · ,
see [Yoc95, §6.6].
In this paper we prove an analogous result over an arbitrary ultrametric field.
When the residue characteristic of the ground field is odd and 0 < |λ− 1| < 1, we
show that every cycle of the quadratic polynomial (1.1) that is in the open unit
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disk and that has minimal period at least 2, is “optimal” in the following sense:
It minimizes the distance to z = 0 among cycles of the same minimal period of
normalized germs of the form (1.2), see Theorem C in §1.3 and the remarks that
follow. When either the residue characteristic of the field is 2, or |λ − 1| = 1, the
quadratic polynomial (1.1) does not necessarily have this property. In this case we
find a higher degree polynomial such that all of its cycles in the open unit disk are
optimal, see Theorem A in §1.3. A consequence of these results is that irrationally
indifferent periodic points are isolated (Corollary 1.1 in §2.3). This is new in positive
characteristic (in characteristic zero it follows from the local linearization result of
Herman and Yoccoz [HY83]).
The proof of these results reveals a connection between the geometric location
of periodic points of ultrametric power series and the lower ramification numbers
of wildly ramified field automorphisms, as studied by Sen [Sen69], Keating [Kea92],
Laubie and Sa¨ıne [LS98], Wintenberger [Win04], and others. In fact, we show that
for a generic power series of the form f(z) = λz+· · · , normalized so that it has inte-
ger coefficients, the existence of an optimal cycle is equivalent to the reduction of f
having the least possible lower ramification numbers, see Theorem B in §1.4. Such
“minimally ramified” power series were previously considered by Laubie, Movah-
hedi, and Salinier in [LMS02], in their study of Lubin’s conjecture [Lub94].
In proving our main results, we give an extension of the main theorem of Sen
in [Sen69] (Theorem D in §3.1), and give a characterization of minimally rami-
fied power series in terms of the iterative residue, which is a conjugacy invariant
introduced by E´calle in the complex setting (Theorem E in §4).
We now proceed to describe our main results in more detail.
1.1. Periodic points of normalized power series. Let (K, |·|) be an ultrametric
field and denote by OK the ring of integers of K, by mK the maximal ideal of OK ,
and by K˜ := OK/mK the residue field of K.
Let λ in K be such that |λ| = 1, and let
(1.3) f(z) = λz + · · ·
be a power series in K[[z]] converging on a neighborhood of z = 0. Through a scale
change, we can assume f has coefficients in OK . We say a power series f as in (1.3)
is normalized if it has coefficients in OK . When the ground field K is algebraically
closed, the power f is normalized if and only if it converges and is univalent on the
open unit disk mK , see for example [RL03, §1.3]. So this normalization is the same
as the one used in the complex setting by Yoccoz in [Yoc95]. In what follows we
only consider normalized power series.
A normalized power series of the form (1.3) maps mK to itself isometrically,
see for example [RL03, §1.3]. If either the residue characteristic of K is zero or
the reduction λ˜ of λ has infinite order in K˜∗, then a normalized power series as
in (1.3) has at most a finite number of periodic points, see Lemma 2.1. Thus, to
simplify the exposition, in the rest of this introduction we assume that the residue
characteristic p of K is positive and that the order q of λ˜ in K˜∗ is finite. Then q is
not divisible by p, and the minimal period of each periodic point in mK \ {0} is of
the form qpn, for some integer n ≥ 0, see Lemma 2.1.
1.2. Periodic points lower bound. The main theme of this paper is the opti-
mality of the following lower bound.
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Periodic Points Lower Bound. Let p be a prime number, and (K, | · |) an ultra-
metric field of residue characteristic p. Moreover, let λ in K be such that |λ| = 1,
and such that the order q of λ˜ in K˜∗ is finite. Then, for every power series
f(z) = λz + · · · in OK [[z]]
and every integer n ≥ 1 such that λqp
n
6= 1, the following property holds: For every
periodic point z0 of f of minimal period qp
n, we have
(1.4) |z0| ≥
∣∣∣∣ λqpn − 1λqpn−1 − 1
∣∣∣∣
1
qpn
.
See Lemma 2.3 for a more detailed statement, which includes a lower bound for
periodic points of minimal period q.
Although the statement of the Periodic Points Lower Bound is new, similar
estimates were shown in [EEW04a, EEW04b] in the case K is of characteristic
zero. The idea of the proof can be traced back, at least, to Cremer’s example of a
complex polynomial having an irrationally indifferent fixed point that is not locally
linearizable, see for example [Mil06, §11]. It boils down to the observation that the
product of the norms of all the fixed points of f qp
n
in mK \{0} is equal to
∣∣λqpn − 1∣∣.
Suppose that the characteristic of K is equal to p and that λq 6= 1. Then the
lower bound in (1.4) is equal to |λq − 1|
p−1
qp , which is independent of n. Thus, the
following corollary is a direct consequence of the Periodic Points Lower Bound.
Corollary 1.1. Every irrationally indifferent periodic point is isolated in positive
characteristic.
Combined with the fact that the quadratic polynomial λz + z2 in K[z] is not
locally linearizable at z = 0 when p is odd and |λ−1| < 1, see [Lin04, Theorem 2.3],i
the corollary above shows that in odd characteristic the existence of small cycles
is not an obstruction to local linearization,ii see [Lin13, Corollary C] for a some-
what analogous phenomenon in the p-adic setting. This is in contrast with the
complex field case: Yoccoz showed that if λ in C∗ is not a root of unity and the
quadratic polynomial λz+ z2 in C[z] is not locally linearizable at z = 0, then every
neighborhood of z = 0 contains a periodic cycle, see [Yoc95, §6.6].
In view of Corollary 1.1, we propose the following conjecture.
Conjecture 1.2. In positive characteristic, every periodic point whose multiplier
is a root of unity is either isolated as a periodic point, or has a neighborhood on
which an iterate of the map is the identity.
In [LRL15] we solve this conjecture in the affirmative, in the case of generic
parabolic points. For an ultrametric ground field of characteristic zero, the asser-
tion of the conjecture does hold: When the residue characteristic is zero it follows
iAccording to Herman’s conjecture [Her87, Conjecture 2], in positive characteristic a typical
indifferent periodic point is not locally linearizable; yet, it is isolated as a periodic point by
Corollary 1.1. Pe´rez-Marco showed that in the complex setting there are maps with similar
properties, see [PM97, Theorem I.3.1].
iiIn a field of characteristic 2, the quadratic polynomial λz + z2 is locally linearizable at z = 0
when |λ − 1| < 1, see [Lin04, Theorem 2.3]. We can consider instead the polynomial λz + z3,
which is not locally linearizable at z = 0 when |λ − 1| < 1, see [Lin10, Theorem 1.1]. Thus,
Corollary 1.1 also proves that in characteristic 2 the existence of small cycles is not an obstruction
to local linearization.
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from Lemma 2.1, and when the residue characteristic is positive it follows from
the fact that periodic points are the zeros of the iterative logarithm, see [RL03,
Proposition 3.6] and also [Lub94] for the case where K is discretely valued.
Suppose now that K is of characteristic zero and that λ is not a root of unity.
Then a direct computation shows that the lower bound in (1.4) converges to 1
as n→ +∞. So, the Periodic Points Lower Bound implies that for every r in (0, 1)
the number of periodic points of f in {z ∈ K : |z| ≤ r} is finite.iii In fact, the
Periodic Points Lower Bound gives a quantitative estimate of the speed at which
periodic points separate from z = 0 as the period increases: Just observe that there
is n0 ≥ 1 that only depends on λ
q , such that for every integer n ≥ n0 we have∣∣∣∣ λqpn − 1λqpn−1 − 1
∣∣∣∣ = |p|,
see also [EEW04a, Remark 3.6] and [EEW04b, Theorem 1].
1.3. Optimal cycles. Let p, K, λ, and q be as in the Periodic Points Lower Bound.
Then we say that a power series f(z) = λz + · · · in OK [[z]] has an optimal cycle of
period qpn, if f has a periodic point z0 of minimal period qp
n such that (1.4) holds
with equality. If f has an optimal cycle of period qpn, then this is in fact the only
cycle of minimal period qpn of f , see Theorem B below.
Theorem A. Let p be a prime number, and (K, | · |) an algebraically closed ultra-
metric field of residue characteristic p. Moreover, let λ in K be such that |λ| = 1,
such that the order q of λ˜ in K˜∗ is finite, and such that λq 6= 1. If K is of charac-
teristic zero, assume in addition that λ is transcendental over the prime field of K.
Then there is a polynomial P (z) = λz + · · · in OK [z] of degree at most 2q + 1,
having for each integer n ≥ 1 an optimal cycle of period qpn.
We use some explicit polynomials to prove this theorem, see Propositions 5.3
and 5.6 in §5.2 for details. For example, in the case p is odd and q = 1, we prove
that the polynomial λz + z2 satisfies the conclusions of Theorem A, in agreement
with the situation in the complex setting, see [Yoc95, §6.6]. However, not every
quadratic polynomial has this property: If p = 11 and λ˜ = −1, then there is no
integer n ≥ 1 for which the quadratic polynomial λz + z2 has an optimal cycle of
period 2pn, see §1.5.
Suppose K is of characteristic p, and let P be a polynomial satisfying the conclu-
sions of Theorem A. Then all the periodic points of P of minimal period at least qp
are in fact concentrated in the sphere{
z ∈ K : |z| = |λq − 1|
p−1
qp
}
.iv
It is not clear to us how the periodic points are distributed in this sphere. For
concreteness, we propose the following problem.
Problem 1.3. Let p be an odd prime number, (K, | · |) an algebraically closed and
complete ultrametric field of characteristic p, and λ in K such that 0 < |λ− 1| < 1.
iiiThis also follows from the fact that the periodic points of f are the zeros of the iterative
logarithm of f , which is given by an analytic power series that converges on mK , see [RL03,
Proposition 3.16] and also [Lub94] for the case where K is discretely valued.
ivAs pointed out in §1.2, such a concentration of periodic points cannot occur in the case where
the characteristic of K is zero.
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Moreover, for each integer n ≥ 1 let Πn be the set of cardinality p
n of all periodic
points of Pλ(z) = λz+ z
2 in mK of minimal period p
n. Is the sequence of measures{
1
pn
∑
z∈Πn
δz
}+∞
n=1
convergent?
It would be natural to consider the measures above as measures on the Berkovich
projective line of K, since they would accumulate on at least one measure with re-
spect to the corresponding weak* topology, see [Ber90]. Furthermore, every accu-
mulation measure would be invariant by the action of Pλ on the Berkovich projective
line of K.
1.4. Minimally ramified power series. One of the main ingredients in the proof
of Theorem A is (an extension of) the concept of “minimally ramified” power series
introduced by Laubie, Movahhedi, and Salinier in [LMS02], in their study of Lubin’s
conjecture in [Lub94]. To introduce this concept, let p be a prime number, and k
a field of characteristic p. Denote by ord(·) the valuation on k[[ζ]] defined for a
nonzero power series as the lowest degree of its nonzero terms, and for the zero
power series 0 by ord(0) = +∞. For a power series of the form g(ζ) = ζ + · · ·
in k[[ζ]], define for each integer n ≥ 0 the number
in(g) := ord
(
gp
n
(ζ) − ζ
ζ
)
.
As observed in [LMS02], the results of Sen in [Sen69] imply that for every inte-
ger n ≥ 0 we have in(g) ≥
pn+1−1
p−1 ; following [LMS02], the power series g is called
minimally ramified if the equality holds for every n.v
To prove Theorem A, we need to deal with a more general class of power series,
allowing g′(0) to be an arbitrary root of unity. For this, we prove a higher order
version of the main theorem of Sen in [Sen69], see Theorem D in §3.1. We use it to
show that for every integer q ≥ 1 not divisible by p, every root of unity γ in k of
order q, and every power series of the form
g(ζ) = γζ + · · · in k[[ζ]],
we have for every integer n ≥ 0
(1.5) in(g
q) ≥ q
pn+1 − 1
p− 1
,
see Proposition 3.2 in §3.2. We say that g is minimally ramified if equality holds
for every n, see Definition 3.2. We give a characterization of minimally ramified
power series in terms of the iterative residue, see Theorem E in §4.
The following links the existence of optimal cycles to minimally ramified maps.
To simplify the exposition we have restricted to ground fields of odd residue charac-
teristic. An analogous statement holds for ground fields of residue characteristic 2,
see Theorem B’ in §5.1.
vWe note that in the case p = 2, a minimally ramified power series in the sense of [LMS02] is
what we call here an “almost minimally ramified” power series, see §3.3 for precisions.
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Theorem B. Let p be an odd prime number, (K, | · |) an algebraically closed field
of residue characteristic p, and q ≥ 1 an integer that is not divisible by p. Then the
following properties hold.
1. Let λ in K be such that |λ| = 1 and such that the order of λ˜ in K˜∗ is q.
Moreover, let n ≥ 1 be an integer and P (z) = λz+· · · a polynomial in OK [z]
having an optimal cycle of period qpn. Then this is the only cycle of minimal
period qpn of P , and the reduction of P is minimally ramified.
2. Let γ be a root of unity in K˜ of order q, and g(ζ) = γζ + · · · a polynomial
in K˜[ζ] that is minimally ramified. Given an integer d ≥ max{deg(g), p},
let a1, . . . , ad in OK be algebraically independent over the prime field of K,
and such that the reduction of the polynomial P (z) := a1z+ · · ·+adz
d is g.
Then for every integer n ≥ 1, the polynomial P has a unique cycle of
minimal period qpn, and this cycle is an optimal cycle of period qpn of P .
See Proposition 5.1 for a related result that holds under a weaker form of the
genericity condition in part 2. This genericity condition is necessary to prevent
the concentration of periodic points, as it occurs, for example, for the polynomials
studied in Appendix A.
1.5. Optimal cycles of quadratic polynomials. The following is a more precise
version of Theorem B for quadratic polynomials.
Theorem C. Let p be an odd prime number, and (K, | · |) an algebraically closed
ultrametric field of residue characteristic p. Moreover, let λ in K be such that |λ| =
1, such that the order q of λ˜ in K˜∗ is finite, and such that λq 6= 1. If K is of
characteristic zero, assume in addition that λ is transcendental over the prime field
of K. Then the following dichotomy holds for the polynomial Pλ(z) := λz + z
2:
1. If the reduction of Pλ is minimally ramified, then for each integer n ≥ 1
the polynomial Pλ has a unique cycle of minimal period qp
n, and this cycle
is an optimal cycle of period qpn of Pλ;
2. If the reduction of Pλ is not minimally ramified, then there is no integer n ≥
1 for which the polynomial Pλ has an optimal cycle of period qp
n.
The first alternative of the theorem always holds when q = 1, because the poly-
nomial ζ + ζ2 in K˜[ζ] is minimally ramified, see [RL03, Exemple 3.19] or Proposi-
tion 4.4 in §4.2. For an example where the second alternative holds, suppose p = 11
and consider the quadratic polynomial
g0(ζ) := −ζ + ζ
2 in K˜[ζ];
a direct computation shows that i0(g
2
0) = 2 and i1(g
2
0) > 24, so g0 is not minimally
ramified. So, when p = 11 and λ˜ = −1, the second alternative of Theorem C holds.
Problem 1.4. Let p be an odd prime number, Fp a field of p elements, and Fp
an algebraic closure of Fp. Determine all those γ in F
∗
p for which the quadratic
polynomial γζ + ζ2 in Fp[ζ] is minimally ramified.
To prove that for γ in F
∗
p the polynomial γζ + ζ
2 is minimally ramified, it is
enough to show that (1.5) holds with equality with g(ζ) = γζ + ζ2 and n = 1, see
Proposition 3.2 in §3.2.
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We note that for γ in Fp, the property of γζ + ζ
2 being minimally ramified does
not depend on the order of γ alone. For example, when p = 7, the orders of 2 and 4
in F
∗
7 are both equal to 3, but 2ζ + ζ
2 is not minimally ramified, and 4ζ + ζ2 is.
1.6. Organization. In §2 we give general properties of normalized power series.
After some preliminaries in §2.1, in §2.2 we describe the minimal periods of cycles
of a normalized power series (Lemma 2.1). In §2.3 we prove a more general version
of the Periodic Points Lower Bound (Lemma 2.3).
In §3 we introduce and study minimally ramified power series. We start by
proving a higher order version of Sen’s theorem in §3.1. In §3.2 we use this result to
define and characterize minimally ramified power series. In §3.3 we study a variant
of this concept for fields of characteristic 2. In our characterization of minimally
ramified power series we use an extension of Laubie and Sa¨ıne [LS98] of a result of
Keating [Kea92].
In §4 we characterize, for each integer q not divisible by p and each root of unity γ
of order q, those power series of the form g(ζ) = γζ+· · · that are minimally ramified
in terms of the iterative residue of g (Theorem E). A direct consequence is that
there is a minimally ramified polynomial g as above of degree q + 1 or 2q + 1.
In §5 we prove Theorems A, B, and C. In §5.1 we prove a general version of
Theorem B, that we state as Theorem B’. In §5.2 we exhibit concrete polynomials
that satisfy the conclusions of Theorem A (see Propositions 5.3 and 5.6). In Ap-
pendix A we study a concentration of periodic points phenomenon showing that
a very natural candidate to have optimal cycles in characteristic 2 has none. The
proof of Theorem C is given at the end of §5.2.
1.7. Acknowledgments. We thank Tom Tucker for useful conversations regarding
the lifting argument in Lemmas 3.1 and 5.2. We also thank Thomas Ward and the
referees for various comments that helped improve the exposition of the paper.
Part of this article was developed while the authors were visiting the Institute for
Computational and Experimental Research in Mathematics (ICERM). We would
like to thank this institute for the excellent working conditions provided.
2. Periodic points lower bound
The purpose of this section is to prove general facts about periodic points of
normalized power series. After some preliminaries in §2.1, in §2.2 we describe the
minimal periods of periodic points of normalized power series. In §2.3 we prove a
general version of the Periodic Points Lower Bound, stated in §1.2, that we state
as Lemma 2.3.
2.1. Preliminaries. Given a ring R and an element a of R, we denote by 〈a〉 the
ideal of R generated by a.
Given a field k, denote by k∗ := k \ {0} the multiplicative subgroup of k. A
nonzero element γ of k∗ has infinite order in k∗, if for every integer q ≥ 1 we
have γq 6= 1. If γ is not of infinite order in k∗, then the order of γ in k∗ is the least
integer q ≥ 1 such that γq = 1. When k is of positive characteristic, in this last
case the order γ is not divisible by the characteristic of k.
Let p be a prime number, and k a field of characteristic p. The order of a nonzero
power series g(ζ) in k[[ζ]] is the lowest degree of a nonzero term in g(ζ). The order
of the zero power series in k[[ζ]] is +∞. For g(ζ) in k[[ζ]], denote by ord(g) the
order of g. The function ord so defined is a valuation on k[[ζ]].
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Let (K, | · |) be an ultrametric field. Denote by OK the ring of integers of K,
by mK the maximal ideal of OK , and by K˜ := OK/mK the residue field of K.
Moreover, denote the projection in K˜ of an element a of OK by a˜; it is the reduction
of a. The reduction of a power series f(z) in OK [[z]] is the power series in K˜[[ζ]]
whose coefficients are the reductions of the corresponding coefficients of f .
For such a power series f(z) in OK [[z]], the Weierstrass degree wideg(f) of f is
the order in K˜[[ζ]] of the reduction f˜(ζ) of f(z). When K is algebraically closed
and wideg(f) is finite, wideg(f) is equal to the number of zeros of f in mK , counted
with multiplicity; see for example [Lan02, §VI, Theorem 9.2].
Notice that a power series f(z) inOK [[z]] converges in mK . If in addition |f(0)| <
1, then by the ultrametric inequality f maps mK to itself. In this case, a point z0
in mK is periodic for f , if there is an integer n ≥ 1 such that f
n(z0) = z0. In this
case z0 is of period n, and n is a period of z0. If in addition n is the least integer
with this property, then n is the minimal period of z0 and (f
n)′(z0) is the multiplier
of z0. Note that an integer n ≥ 1 is a period of z0 if and only if it is divisible by
the minimal period of z0. Given a periodic point z0 of f of multiplier λ, we say z0
is attracting if |λ| < 1, indifferent if |λ| = 1, and repelling if |λ| > 1. In the case z0
is indifferent, z0 is rationally indifferent or parabolic if λ is a root of unity, and it
is irrationally indifferent otherwise.
2.2. Minimal periods of normalized power series. The purpose of this section
is to prove the following lemma, where we gather well-known results on periodic
points of a normalized power series.
Lemma 2.1. Let (K, | · |) be an ultrametric field and λ in K such that |λ| = 1.
Then for every power series f(z) = λz + · · · in OK [[z]], the following properties
hold.
1. If r ≥ 1 is an integer such that |λr − 1| = 1, then f has no periodic point
of period r, other than z = 0. In particular, if λ˜ has infinite order in K˜∗,
then f has no periodic point other than z = 0.
2. Suppose the order q of λ˜ in K˜∗ is finite.
(a) If the residue characteristic of K is zero, then the minimal period of
each periodic point of f in mK \ {0} is equal to q.
(b) If the residue characteristic p of K is positive, then p does not divide q
and the minimal period of each periodic point of f in mK \ {0} is of
the form qpn, for some integer n ≥ 0.
The proof of this lemma is after the following one.
Lemma 2.2. Let (K, | · |) be a complete ultrametric field and g(z) a power series
in OK [[z]] such that |g(0)| < 1. Then for each integer m ≥ 1 the power series g(z)−
z divides gm(z)− z in OK [[z]].
Proof. We proceed by induction in m, the case m = 1 being trivial. Let m ≥ 1 be
an integer for which the lemma holds. Note that it is enough to show that g(z)− z
divides gm+1(z)−gm(z) in OK [[z]]. Writing g
m(z) =
∑+∞
n=0 anz
n and using |g(0)| <
1, we have that
∑+∞
n=0 an(g(z)
n − zn) converges to a power series in OK [[z]] and
that
(2.1)
+∞∑
n=0
an(g(z)
n − zn) = gm+1(z)− gm(z).
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On the other hand, using again |g(0)| < 1, we have that the series
+∞∑
n=0
an
n−1∑
j=0
zjg(z)n−1−j
converges to a power series h(z) in OK [[z]], and that h(z)(g(z)−z) is equal to (2.1).
This completes the proof of the lemma. 
Proof of Lemma 2.1. To prove part 1, let r ≥ 1 be an integer such that |λr−1| = 1,
and note that the constant term of the power series (f r(z)−z)/z is equal to λr−1.
Thus, by the ultrametric inequality, for each z0 in mK \ {0} we have
|f r(z0)− z0| = |λ
r − 1| · |z0| = |z0| 6= 0.
Thus f r(z0) 6= z0 and therefore z0 is not a periodic point of period r of f . This
proves part 1.
To prove part 2, suppose first the residue characteristic p of K is positive. We
prove first that q is not divisible by p. Suppose by contradiction that q is divisible
by p, and put m = q/p. By the minimality of q we have λ˜m 6= 1˜. On the other
hand, (λ˜m)p = λ˜q = 1˜. Since the characteristic of K˜ is equal to p, this implies
that λ˜m = 1˜. This contradiction proves that q is not divisible by p.
To complete the proof of part 2, we prove simultaneously part 2(a) and the
second assertion of part 2(b). To do this, let ℓ ≥ 1 be an integer and z0 a periodic
point of f in mK \ {0} of minimal period ℓ. By part 1 we must have |λ
ℓ − 1| < 1,
or equivalently λ˜ℓ = 1˜. Thus q divides ℓ. If the residue characteristic of K is zero,
put q0 := q. If the residue characteristic p of K is positive, let n ≥ 0 be the largest
integer such that pn divides ℓ and put q0 := qp
n. In both cases we have that q0
divides ℓ. To complete the proof of part 2, it is enough to prove that ℓ = q0.
Suppose by contradiction that ℓ is not equal to q0, so that m := ℓ/q0 ≥ 2. Then, by
Lemma 2.2 with g = f q0 , the power series f q0(z)− z divides f ℓ(z)− z in OK [[z]].
Note that z0 is a zero of the power series (f
ℓ(z)−z)/(f q0(z)−z). However, if λq0 6= 1,
then the constant term of this power series is equal to
λℓ − 1
λq0 − 1
= 1 + λq0 + · · ·+ λ(m−1)q0 ,
whose norm equal to 1; so the power series (f ℓ(z)− z)/(f q0(z)− z) does not have
zeros in mK . We thus obtain a contradiction that completes the proof of part 2
when λq 6= 1. It remains to consider the case where λq = 1. In this case the
order of f q0(z) − z in K[[z]] is at least 2. If the order of this power series is
infinite, then f q0(z) = z and therefore every point of mK would be periodic of
period q0; but this is not possible because z0 is periodic of minimal period ℓ, and
by assumption ℓ > q0. This proves that the order t of the power series f
q0(z) − z
is finite and at least 2. If we denote by a the coefficient of zt in f q0(z), then a
straightforward induction argument shows that for every integer s ≥ 1 we have
f sq0(z) = z + sazt + · · · .
When s = m, we obtain
f ℓ(z) = z +mazt + · · · .
This implies that the constant term of the power series (f ℓ(z) − z)/(f q0(z) − z)
is equal to m, which has norm 1. As before, this implies that this power series
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has no zeros in mK , and we obtain a contradiction that completes the proof of the
lemma. 
2.3. Periodic points lower bound. The purpose of this section is to give, for a
normalized power series with an irrationally indifferent fixed point at z = 0, a lower
bound for the norms of periodic points different from z = 0. The bound depends
only on the multiplier of the fixed point z = 0, and of the minimal period of the
periodic point.
Lemma 2.3. Let p be a prime number, and (K, | · |) an ultrametric field of residue
characteristic p. Let λ in K be such that |λ| = 1, and such that the order q of λ˜
in K˜∗ is finite. Then for every power series f(z) = λz+· · · in OK [[z]], the following
properties hold.
1. Suppose λq 6= 1, and let w0 be a periodic point of f of minimal period q. In
the case q = 1, assume w0 6= 0. Then we have
(2.2) |w0| ≥ |λ
q − 1|
1
q ,
with equality if and only if wideg (f q(z)− z) = q + 1. Moreover, if equality
holds, then the cycle containing w0 is the only cycle of minimal period q
of f in mK \ {0}, and for every point w
′
0 in this cycle the inequality above
holds with equality with w0 replaced by w
′
0.
2. Let n ≥ 1 be an integer such that λqp
n
6= 1, and z0 a periodic point of f of
minimal period qpn. Then we have
(2.3) |z0| ≥
∣∣∣∣ λqpn − 1λqpn−1 − 1
∣∣∣∣
1
qpn
,
with equality if and only if
(2.4) wideg
(
f qp
n
(z)− z
f qpn−1(z)− z
)
= qpn.
Moreover, if equality holds, then the cycle containing z0 is the only cycle of
minimal period qpn of f , and for every point z′0 in this cycle the inequality
above holds with equality with z0 replaced by z
′
0.
Note that in (2.4) above we use the fact that f qp
n−1
(z)− z divides f qp
n
(z)− z
in OK [[z]], given by Lemma 2.2 with g = f
qpn−1 and m = p.
The proof of Lemma 2.3 is below, after the following lemma.
Lemma 2.4. Let K be a complete ultrametric field and let h(z) be a power series
in OK [[z]]. If ξ is a zero of h in mK , then z − ξ divides h(z) in OK [[z]].
Proof. Put T (z) = z+ ξ and note that h ◦T (z) vanishes at z = 0 and is in OK [[z]].
This implies that z divides h◦T (z) in OK [[z]]. Letting g(z) := h◦T (z)/z, it follows
that the power series g ◦ T−1(z) = h(z)/(z − ξ) is in OK [[z]], as wanted. 
Proof of Lemma 2.3. Replacing K by one of its completions if necessary, assume K
complete.
We use the fact that, since |f ′(0)| = 1, the power series f maps mK to itself
isometrically, see for example [RL03, §1.3].
1. To prove (2.2), let w0 in mK \ {0} be a periodic point of f of minimal period q.
Note that every point in the forward orbit O of w0 under f is a zero of the power
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series (f q(z)− z)/z, and that the constant term of this power series is λq − 1. On
the other hand, O consists of q points, and, since f maps mK to itself isometrically,
all the points in O have the same norm. Applying Lemma 2.4 inductively with ξ
replaced by each element of O, it follows that
∏
w′
0
∈O(z−w
′
0) divides (f
q(z)− z)/z
in OK [[z]]. In particular, the constant term
(2.5) (λq − 1) /
∏
w′
0
∈O
(−w′0)
of the power series ((f q(z)− z)/z)/
∏
w′
0
∈O(z − w
′
0) is in OK . We thus have
(2.6) |w0|
q =
∏
w′
0
∈O
|w′0| ≥ |λ
q − 1| ,
and therefore (2.2). Moreover, equality holds precisely when the constant term (2.5)
of ((f q(z) − z)/z)/
∏
w′
0
∈O(z − w
′
0) has norm equal to 1. Equivalently, equality
in (2.6) holds if and only if wideg(f q(z) − z) = q + 1. Finally, when this last
equality holds, the set O is the set of all zeros of (f q(z)− z)/z in mK , so O is the
only cycle of minimal period q of f . This completes the proof of part 1.
2. To prove (2.3), let n ≥ 1 be an integer such that λqp
n
6= 1, and z0 a periodic
point of f of minimal period qpn. By Lemma 2.2 with g = f qp
n−1
and m = p, the
power series f qp
n−1
(z)− z divides f qp
n
(z)− z in OK [[z]]. Note that every point in
the forward orbit O of z0 under f is a zero of the power series
h(z) :=
f qp
n
(z)− z
f qpn−1(z)− z
,
and that the constant term of this power series is
λqp
n
− 1
λqpn−1 − 1
.
On the other hand, O consists of qpn points, and, since f maps mK to itself isomet-
rically, all the points in O have the same norm. Applying Lemma 2.4 inductively
with ξ replaced by each element of O, it follows that
∏
z′
0
∈O(z − z
′
0) divides h(z)
in OK [[z]]. In particular, the constant term
(2.7)
(
λqp
n
− 1
λqpn−1 − 1
)
/
∏
z′
0
∈O
(−z′0)
of the power series h(z)/
∏
z′
0
∈O(z − z
′
0) is in OK . We thus have
(2.8) |z0|
qpn =
∏
z′
0
∈O
|z′0| ≥
∣∣∣∣ λqpn − 1λqpn−1 − 1
∣∣∣∣ ,
and therefore (2.3). Note that equality holds if and only if the constant term (2.7)
of the power series h(z)/
∏
z′
0
∈O(z−z
′
0) has norm equal to 1. Equivalently, equality
holds if and only if wideg
(
h(z)/
∏
z′
0
∈O(z − z
′
0)
)
= 0. Using
wideg
h(z)/ ∏
z′
0
∈O
(z − z′0)
 = wideg( f qpn(z)− z
f qpn−1(z)− z
)
− qpn,
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we conclude that equality holds if and only if wideg
(
fqp
n
(z)−z
fqp
n−1 (z)−z
)
= qpn. Finally,
note that if this last equality holds, then O is the set of all zeros of f
qpn (z)−z
fqp
n−1(z)−z
in mK , so O is the only cycle of minimal period qp
n of f . This completes the proof
of part 2. 
3. Minimally ramified power series
Our main goal in this section is study condition (2.4) appearing in the optimality
part of Lemma 2.3. To do this, for a given prime number p and a field k of
characteristic p, define for each power series g0(ζ) = ζ + · · · in k[[ζ]] and each
integer n ≥ 0, the order
in(g0) := ord
(
gp
n
0 (ζ) − ζ
ζ
)
.
Note that if K, q, λ, and f are as in Lemma 2.3 and k = K˜, then λ˜ is a root of
unity of order q in k, and for each integer n ≥ 1 such that
wideg
(
f qp
n−1
(z)− z
)
= in−1(f˜
q) + 1
is finite, we have
wideg
(
f qp
n
(ζ)− ζ
f qpn−1(ζ) − ζ
)
= in(f˜
q)− in−1(f˜
q).
Thus, (2.4) naturally leads us to consider, for a root of unity γ of order q in k and
a power series g(ζ) = γζ + · · · in k[[ζ]], the sequence {in(g
q)}+∞n=0. When p is odd,
we show that for an integer n ≥ 1 such that in−1(g
q) is finite, the equality
(3.1) in(g
q)− in−1(g
q) = qpn
can only hold if g is “minimally ramified”, in the sense that the sequence {in(g
q)}
+∞
n=0
is the smallest possible, see Corollary 3.10 in §3.3, which also includes a charac-
terization in the case p = 2. Thus, in the case p is odd and f(z) = λz + · · · is a
polynomial in OK [z] with non-linear reduction, the existence of an optimal cycle
of period qpn implies that f˜ is minimally ramified, see Corollary 3.11.
The structure of this section is as follows. In §3.1 we establish a “higher order”
version of the main theorem of Sen in [Sen69]. In §3.2 we combine this result
with a result of Laubie and Sa¨ıne in [LS98], extending a previous result of Keating
in [Kea92], to characterize minimally ramified power series. In §3.3 introduce the
notion of “almost minimally ramified” power series, and we use it to handle the
case p = 2.
3.1. A higher order version of Sen’s theorem. The purpose of this section is
to prove the following theorem.
Theorem D. Let p be a prime number, and k a field of characteristic p. Moreover,
let γ be a root of unity in k, q ≥ 1 the order of γ, and
g(ζ) = γζ + a2ζ
2 + · · ·
a power series in k[[ζ]]. Then i0(g
q) is divisible by q when finite. Furthermore, for
every integer n ≥ 1 such that in(g
q) is finite, in−1(g
q) is also finite and
in(g
q) ≡ in−1(g
q) mod qpn.
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In particular, for every n ≥ 0 such that in(g
q) is finite, in(g
q) is divisible by q.
When restricted to q = 1, the theorem above is [Sen69, Theorem 1]. Sen’s
original proof in [Sen69] is based on a careful analysis of the orders of cocycles
of power series in k[[ζ]]. Lubin gave a conceptual proof of this result in [Lub95],
that is even shorter than Sen’s original proof; Lubin interprets in(g) − in−1(g) as
the number of periodic points of minimal period pn of a certain “lift” of g. See
also [Li96, Theorem 3.1] for a variant of Lubin’s proof.
To prove Theorem D, we follow Lubin’s strategy. The main difficulty is to find,
for a given n, a lift g such that the zeros of gqp
n
(z)− z are simple. Lubin achieved
this through an inductive perturbative procedure. We use the fact that a generic
polynomial has no parabolic periodic point.
Lemma 3.1. Let K be a field of characteristic zero, d ≥ 2 an integer, and a1, . . . ,
ad in K algebraically independent over the prime field of K. Then the polynomial
a1z + · · ·+ adz
d
in K[z] has no parabolic periodic point.
Proof. Denote by Q the prime field of K, and by | · | the usual absolute value in C.
Suppose by contradiction there is an integer n ≥ 1 and a periodic point z0 of
period n of the polynomial P (z) := a1z + · · · + adz
d in K[z], such that (Pn)′(z0)
is a root of unity. Let σ : Q[z0, a1, . . . , ad] → C be a ring homomorphism such
that σ(ad) = 1, and such that for each j in {1, . . . , d − 1} we have σ(aj) = 0.
Then σ(P )(z) = zd, σ(z0) is a periodic point of period n of σ(P ), and (σ(P )
n)′(σ(z0)) =
σ((Pn)′(z0)) is a root of unity. This implies that σ(z0) 6= 0, and therefore that |σ(z0)| =
1. Thus,
|(σ(P )n)′(σ(z0))| =
∣∣∣dnσ(z0)dn−1∣∣∣ = dn.
This contradicts our hypothesis that σ((Pn)′(z0)) is a root of unity, and proves the
lemma. 
Proof of Theorem D. Replacing k by one of its algebraic closures if necessary, as-
sume k is algebraically closed. Then k is perfect and therefore there is an alge-
braically closed field K of characteristic zero that is complete with respect to a
non-trivial ultrametric norm and whose residue field K˜ is isomorphic to k, see for
example [Ser68, II, The´ore`me 3]. Identify k with K˜. Then K is uncountable and
therefore we can choose for each j in {1, . . . , in(g
q) + 1} an element aj of K, such
that the a1, . . . , ain(gq)+1 are algebraically independent over the prime field of K
and such that the reduction P˜ of the polynomial
P (z) = a1z + · · ·+ ain(gq)+1z
in(g
q)+1
in K[z], satisfies P˜ (ζ) ≡ g(ζ) mod
〈
ζin(g
q)+2
〉
in k[ζ]. Then
wideg
(
P qp
n
(z)− z
)
= in(g
q) + 1
and by Lemma 3.1 the polynomial P has no parabolic periodic points.
Suppose n = 0. From aq1 6= 1, it follows that P
q(z)− z has precisely i0(g
q) zeros
in mK \ {0}, counted with multiplicity. Note that if P
q(z) − z had a double zero
of z0 in mK \ {0}, then z0 would also be a zero of (P
q)′(z) − 1, and therefore z0
would be a parabolic periodic point of P . We conclude that all zeros of P q(z)− z
in mK \ {0} are simple, and therefore that P
q(z) − z has precisely i0(g
q) zeros
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in mK \ {0}. By part 2 of Lemma 2.1, every zero of P
q(z) − z in mK \ {0} is a
periodic point of minimal period q of P . Combined with P (mK) = mK , it follows
that the set Z0 of zeros of P
q(z) − z in mK \ {0} is a union of periodic orbits of
minimal period q. We conclude that #Z0 = i0(g
q) is divisible by q. This completes
the proof of the theorem in the case n = 0.
Suppose n ≥ 1. Our assumption that in(g
q) is finite, together with the straight
forward inequality in−1(g
q) ≤ in(g
q), implies that in−1(g
q) is also finite. So, by our
choice of P , we have
wideg
(
P qp
n−1
(z)− z
)
= in−1(g
q) + 1,
and therefore h(z) := P
qpn (z)−z
P qp
n−1 (z)−z
has precisely in(g
q) − in−1(g
q) zeros in mK ,
counted with multiplicity. As in the previous case, if P qp
n
(z) − z had a double
zero z0, then z0 would also be a zero of (P
qpn)′(z)− 1, and therefore z0 would be a
parabolic periodic point of P . We conclude that all zeros of P qp
n
(z)− z, and hence
of h, are simple. In particular, h has precisely in(g
q) − in−1(g
q) zeros in mK . It
also follows that a zero of h cannot be a zero of P qp
n−1
(z) − z. In view of part 2
of Lemma 2.1, this implies that the zeros of h are precisely the periodic points
of P of minimal period qpn. Since P (mK) = mK , it follows that the set Zn of
zeros of h in mK is a union of periodic orbits of minimal period qp
n. We conclude
that #Zn = in(g
q) − in−1(g
q) is divisible by qpn. This completes the proof of the
theorem. 
3.2. Minimally ramified power series. In this section we introduce the notion
of “minimally ramified” power series, that is motivated by the following proposition.
Proposition 3.2. Let p be a prime number, k a field of characteristic p, and γ
a root of unity in k. If we denote by q the order of γ, then for every power se-
ries g(ζ) = γζ + · · · in k[[ζ]] and every integer n ≥ 0, we have
(3.2) in(g
q) ≥ q
pn+1 − 1
p− 1
.
If p is odd (resp. p = 2) and equality holds for some n ≥ 1 (resp. n ≥ 2), then
equality holds for every n ≥ 0.
Remark 3.3. In contrast with the case where p is odd, when p = 2 equality in (3.2)
for n = 1 does not necessarily imply that we have equality in (3.2) for every n ≥ 0.
In fact, suppose p = 2 and put g(ζ) := γζ(1 + ζq) if q ≡ 1 mod 4, and g(ζ) :=
γζ(1+ζq+ζ2q) if q ≡ −1 mod 4. Then a direct computation shows that i1(g
q) = 3q
and i2(g
q) > 7q.
The proof of Proposition 3.2 is at the end of this section.
Motivated by Proposition 3.2, and following the terminology introduced by
Laubie, Movahhedi, and Salinier in [LMS02] in the case q = 1, we make the follow-
ing definition.
Definition 3.4. Let p be a prime number, k a field of characteristic p, γ a root of
unity in k, and q the order of γ. Then a power series g(ζ) = γζ + · · · in k[[ζ]] is
minimally ramified, if for every integer n ≥ 0 we have
in(g
q) = q
pn+1 − 1
p− 1
.
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To prove Proposition 3.2, we use several times the following consequence of [LS98,
Corollary 1], see also [Kea92, Theorem 7] for the case q = 1.
Lemma 3.5. Let p be a prime number, k a field of characteristic p, γ a root of
unity, and g(ζ) = γζ+ · · · a power series in k[[ζ]]. If p is odd (resp. p = 2), then g
is minimally ramified if and only if (3.2) holds with equality for n = 0 and n = 1
(resp. n = 0, n = 1, and n = 2).
We also use the following lemma several times, see also [Ser68, Exercice 3, §IV]
or [Kea92, Lemma 3] for the case q = 1.
Lemma 3.6. Let p be a prime number, k a field of characteristic p, γ a root of
unity in k, and q the order of γ. Then for each power series
g(ζ) = γζ + · · ·
in k[[ζ]] and every integer n ≥ 0 such that in(g
q) is finite, the following properties
hold:
1. If in(g
q) is not divisible by p, then in+1(g
q) ≥ pin(g
q) + q;
2. If in(g
q) is divisible by p, then in+1(g
q) = pin(g
q).
Proof. For each integerm ≥ 1 define the power series ∆m(ζ) inductively by ∆1(ζ) :=
gqp
n
(ζ)− ζ, and for m ≥ 2 by
∆m(ζ) := ∆m−1(g
qpn(ζ)) −∆m−1(ζ).
An induction argument shows that
∆m(ζ) =
m∑
j=0
(
m
j
)
(−1)m−jgqp
nj(ζ).
Taking m = p, we obtain ∆p(ζ) = g
qpn+1(ζ)− ζ. Noting that i := ord(∆1) is equal
to in(g
q) + 1, put
∆1(ζ) =
+∞∑
j=i
ajζ
j ,
so that ai 6= 0.
Given an integer m ≥ 1, put
o := ord(∆m) and ∆m(ζ) =
+∞∑
j=o
bjζ
j ,
so that bo 6= 0. Then we have
∆m+1(ζ) =
+∞∑
j=o
bj
(
(ζ +∆1(ζ))
j
− ζj
)
=
+∞∑
j=o
bj
(
ζj
(
1 + aiζ
i−1 + · · ·
)j
− ζj
)
≡ boaioζ
o+i−1 mod
〈
ζo+i
〉
in k[[ζ]]. It follows that
(3.3) ord(∆m+1) ≥ ord(∆m) + in(g
q),
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with equality if and only if ord(∆m) is not divisible by p. Since ord(∆1) = in(g
q)+1,
when in(g
q) is divisible by p for every integerm ≥ 1 we have ord(∆m) = min(g
q)+1.
Taking m = p and using ord(∆p) = in+1(g
q) + 1, we conclude that in+1(g
q) =
pin(g
q). This proves part 2. To prove part 1, suppose that in(g
q) is not divisible
by p and that in+1(g
q) is finite. Let ℓ be the integer in {1, . . . , p − 1} such that
ℓ · in(g
q) ≡ −1 mod 〈p〉. Applying (3.3) inductively, we obtain that for every m
in {1, . . . , ℓ} we have ord(∆m) = min(g
q) + 1. Since ℓ · in(g
q) + 1 is divisible by p,
by (3.3) with m = ℓ we have ord(∆ℓ+1) ≥ (ℓ + 1)in(g
q) + 2. In the case ℓ =
p − 1 we obtain ord(∆p) ≥ pin(g
q) + 2. If ℓ 6= p − 1, then using (3.3) inductively
we also obtain ord(∆p) ≥ pin(g
q) + 2. So this last inequality holds in all cases.
Using ord(∆p) = in+1(g
q) + 1 and the fact that in+1(g
q) and in(g
q) are both
divisible by q by Theorem D, we conclude that in+1(g
q) ≥ pin(g
q)+ q. This proves
part 1 and completes the proof of the lemma. 
Proof of Proposition 3.2. To prove that we have (3.2) for every n ≥ 0, we proceed
by induction. The case n = 0 follows from the fact that i0(g
q) is divisible by q
when finite, see Theorem D. Let n ≥ 0 be an integer for which (3.2) holds, and
suppose that in+1(g
q), and hence in(g
q), is finite. Using in+1(g
q) ≥ in(g
q) + 1 (cf.
Lemma 3.6) and that in+1(g
q)− in(g
q) is divisible by qpn+1 (Theorem D), we have
in+1(g
q) ≥ in(g
q) + qpn+1 ≥ q
pn+1 − 1
p− 1
+ qpn+1 = q
pn+2 − 1
p− 1
.
This completes the proof of the induction step, and that (3.2) holds for every n ≥ 0.
To prove the last part of the proposition, suppose p is odd (resp. p = 2) and that
for some n ≥ 1 (resp. n ≥ 2) we have in(g
q) = q p
n+1−1
p−1 . We prove by induction that
for every ℓ in {0, . . . , n} we have in−ℓ(g
q) = q p
n−ℓ+1−1
p−1 . When ℓ = 0 this holds by
hypothesis. Suppose this holds for some ℓ in {0, . . . , n− 1}. In particular in−ℓ(g
q)
is not divisible by p, and by part 2 of Lemma 3.6 the number in−ℓ−1(g
q) is not
divisible by p either. Thus, by part 1 of the same lemma we have
pin−ℓ−1(g
q) + q ≤ in−ℓ(g
q) = q
pn−ℓ+1 − 1
p− 1
,
and therefore in−ℓ−1(g
q) ≤ q p
n−ℓ−1
p−1 . Since we already proved the reverse inequal-
ity, we obtain in−ℓ−1(g
q) = q p
n−ℓ−1
p−1 . This completes the proof of the induction
step, and of the fact that for every ℓ in {0, . . . , n} we have in−ℓ(g
q) = q p
n−ℓ+1−1
p−1 .
Combined with Lemma 3.5, this implies the last part of the proposition. 
3.3. Almost minimally ramified power series. For a ground field of charac-
teristic 2, in this section we study those power series that are “almost minimally
ramified” (Proposition 3.7 and Definition 3.8). We use this and the results in §3.2,
to characterize in arbitrary characteristic the occurrence of (3.1) in terms of (al-
most) minimally ramified power series (Corollary 3.10). In turn, this allows us
to show that, in some cases, the existence of an optimal cycle implies that the
reduction of the map is (almost) minimally ramified (Corollary 3.11).
Proposition 3.7. Let k be a field of characteristic 2, γ a root of unity in k, q
the order of γ, and g(ζ) = γζ + · · · a power series in k[[ζ]]. Then the following
properties hold:
OPTIMAL CYCLES IN ULTRAMETRIC DYNAMICS 17
1. If g is not minimally ramified, then for every integer n ≥ 2 we have
(3.4) in(g
q) ≥ 2n+1q;
2. If equality holds in (3.4) for n = 0 or for some n ≥ 2, then it holds for
every n ≥ 0.
The proof of this proposition is at the end of this section.
Definition 3.8. Let k be a field of characteristic 2, γ a root of unity in k, and q
the order of γ. Then a power series g(ζ) = γζ + · · · in k[[ζ]] is almost minimally
ramified, if for every integer n ≥ 0 we have
in(g
q) = 2n+1q.
The following is a direct consequence of Proposition 3.7.
Corollary 3.9. Let k be a field of characteristic 2, γ a root of unity in k, and q
the order of γ. If g(ζ) = γζ + · · · is a power series in k[[ζ]] such that for some
integer n ≥ 2 we have in(g
q) ≤ 2n+1q, then g is either minimally ramified or almost
minimally ramified.
The following corollary is a consequence of Propositions 3.2 and 3.7.
Corollary 3.10. Let p be a prime number, and k a field of characteristic p. Then
for every root of unity γ in k of order q, and every power series g(ζ) = γζ + · · ·
in k[[ζ]], the following properties hold.
1. Suppose p is odd and that for some integer n ≥ 1 such that in−1(g
q) is
finite, we have in(g
q)− in−1(g
q) = qpn. Then g is minimally ramified.
2. Suppose p = 2 and that for some n ≥ 2 such that in−1(g
q) is finite, we
have in(g
q) − in−1(g
q) = 2nq. Then g is either minimally ramified, or
almost minimally ramified.
Proof. To prove part 1, suppose p is odd and let n ≥ 1 be such that in−1(g
q) is finite
and in(g
q) = in−1(g
q) + qpn. Suppose by contradiction that in−1(g
q) is divisible
by p. Then by part 2 of Lemma 3.6 we have in(g
q) = pin−1(g
q), so
qpn = in(g
q)− in−1(g
q) = (p− 1)in−1(g
q).
Since in−1(g
q) is divisible by q (Theorem D), this implies that p − 1 divides pn.
However, this is not possible because p − 1 is even and pn is odd. We conclude
that in−1(g
q) is not divisible by p. Then part 1 of Lemma 3.6 implies that in(g
q) ≥
pin−1(g
q) + q, so
in(g
q) = in−1(g
q) + qpn ≤ (in(g
q)− q)/p+ qpn,
and in(g
q) ≤ q p
n+1−1
p−1 . Then Proposition 3.2 implies that g is minimally ramified.
This proves part 1.
To prove part 2, suppose p = 2 and let n ≥ 2 be such that in−1(g
q) is finite
and in(g
q) = in−1(g
q) + 2nq. By Lemma 3.6 we have
in(g
q) = in−1(g
q) + 2nq ≤ in(g
q)/2 + 2nq.
We thus have in(g
q) ≤ 2n+1q, and by Corollary 3.9 the power series g is either
minimally ramified or almost minimally ramified. 
Corollary 3.11. Let p, K, λ, and q be as in Lemma 2.3 and let n ≥ 1 be an integer
and P (z) = λz + · · · in OK [z] a polynomial having an optimal cycle of period qp
n.
Then the following properties hold:
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1. If p is odd, then P˜ is minimally ramified;
2. If p = 2 and n ≥ 2, then P˜ is either minimally ramified, or almost mini-
mally ramified.
Proof. If the reduction of P is non-linear, then for every integer n the order in(P˜
q)
is finite, and therefore the assertions are direct consequences of Lemma 2.3 and
Corollary 3.10. Thus, to complete the proof of the corollary we just need to show
that the reduction of P is non-linear. Suppose by contradiction this is not the
case. Extending K if necessary, we assume it is algebraically closed. Then there
is µ in mK \ {0} such that the polynomial Q(w) := µ
−1P (µw) is in OK [w]. Note
that the map Mµ(w) = µw maps the periodic points of Q to those of P preserving
minimal periods. Thus, applying Lemma 2.3 to Q, we conclude that P cannot have
an optimal cycle. This contradiction proves that the reduction of P is non-linear
and completes the proof of the corollary. 
Proof of Proposition 3.7. To prove (3.4) with n = 2, note first that by Proposi-
tion 3.2 with n = 1 we have i1(g
q) ≥ 3q. Suppose i1(g
q) = 3q, and note that by
Theorem D we have i0(g
q) = q, and either i2(g
q) = 7q or i2(g
q) ≥ 11q. But we
cannot have i2(g
q) = 7q, for otherwise Lemma 3.5 would imply that g is minimally
ramified. Thus, i2(g
q) ≥ 11q. This proves (3.4) with n = 2 when i1(g
q) = 3q.
If i1(g
q) > 3q, then by Theorem D we have i1(g
q) ≥ 4q, and by Lemma 3.6
we have i2(g
q) ≥ 2i1(g
q) ≥ 8q. This proves that in all the cases we have (3.4)
with n = 2. For n ≥ 3 inequality (3.4) is then obtained by applying Lemma 3.6
inductively. This completes the proof of part 1.
To prove part 2, suppose i0(g
q) = 2q. Applying Lemma 3.6 repeatedly we
conclude that for every n ≥ 1 we have in(g
q) = 2n+1q. Suppose now that for
some n ≥ 2 we have in(g
q) = 2n+1q. If n ≥ 3, then applying Lemma 3.6 repeatedly
we obtain
(3.5) i2(g
q) ≤ in(g
q)/2n−2 = 8q, i1(g
q) ≤ i2(g
q)/2 ≤ 4q,
and i0(g
q) ≤ i1(g
q)/2 ≤ 2q.
Together with Theorem D, this implies either i0(g
q) = q or i0(g
q) = 2q. In the latter
case we obtain the desired conclusion by applying part 2 of Lemma 3.6 repeatedly.
It remains to consider the case i0(g
q) = q. Since i1(g
q) ≤ 4q and i2(g
q) ≤ 8q, by
Theorem D we must have i1(g
q) = 3q and i2(g
q) = 7q. However, by Lemma 3.5 this
implies that g is minimally ramified. We thus obtain a contradiction that completes
the proof of part 2 and of the proposition. 
4. Characterizing minimally ramified power series
In this section we give a characterization of minimally ramified power series
(Theorem E). This characterization is best expressed in terms of the iterative
residue, which is a conjugacy invariant introduced by E´calle in the complex set-
ting, see [E´ca75]. We define this invariant for a restricted class of power series that
is sufficient for our purposes.
Let p be a prime number and k a field of characteristic p. Denote by Kk the
set of power series g(ζ) in k[[ζ]] satisfying g(0) = 0 and g′(0) 6= 0. It is a group
under composition. We say that 2 power series g(ζ) and ĝ(ζ) in Kk are conjugated
if there is a power series h(ζ) in Kk such that ĝ(ζ) = h ◦ g ◦ h
−1(ζ). Note that in
this case we have ĝ′(0) = g′(0). Moreover, if γ := g′(0) is a root of unity and we
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denote by q its order, then for every integer n ≥ 0 we have in(g
q) = in(ĝ
q).vi In
particular, minimal ramification is invariant under conjugacy.
Let γ be a root of unity in k, let q be its order, and let g(ζ) be a power series
in k[[ζ]] satisfying g′(0) = γ. In the case γ = 1, so that q = 1, put
g(ζ) = ζ
(
1 + a1ζ + a2ζ
2 + · · ·
)
,
and assume a1 6= 0. Then the iterative residue re´sit(g)
vii of g is
re´sit(g) := 1−
a2
a21
.
Note that the condition a1 6= 0 is equivalent to i0(g) = 1. To define the iterative
residue in the case γ 6= 1, so that q ≥ 2, we use the fact that g(ζ) is conjugated to
a power series of the form
ĝ(ζ) = γζ
1 + +∞∑
j=1
ajζ
jq
 ,
see Proposition 4.1. In general, the power series ĝ is not uniquely determined
by g. To define the “iterative residue” of g we restrict to the case when a1 6=
0. This last condition is equivalent to i0(g
q) = q (Proposition 4.1), so it only
depends on g. When this condition is satisfied, the quotient a2/a
2
1 only depends
on g (Proposition 4.1) and we define the iterative residue of g by
re´sit(g) :=
q + 1
2
−
a2
a21
.
Note that in the case p = 2 the number q is odd, so the quotient q+12 is an integer
and it thus represents an element of k. Note also that in this case we have q = 1
in k.
Theorem E. Let p be a prime number, k a field of characteristic p, and γ a root of
unity in k. Moreover, let q be the order of γ and let g(ζ) be a power series in k[[ζ]]
of the form
g(ζ) = γζ + · · · .
If p is odd (resp. p = 2), then g is minimally ramified if and only if
i0(g
q) = q and re´sit(g) 6= 0
(resp. i0(g
q) = q, re´sit(g) 6= 0, and re´sit(g) 6= 1) .
When p is odd and q = 1, Theorem E is [RL03, Exemple 3.19], phrased in terms
of the iterative residue.
A direct consequence of Theorem E is that for every integer q and every root of
unity γ of order q in a field of positive characteristic k, there is a minimally ramified
polynomial g(ζ) = γζ+ · · · in k[ζ] of degree q+1 or 2q+1. This is exploited in §5.
The proof of Theorem E is given in §4.2, after showing in §4.1 the results needed
to define the iterative residue.
viIn fact, in(gq) + 1 is equal to the multiplicity of ζ = 0 as a fixed point of gqp
n
(ζ), and this
is clearly invariant under conjugacy.
viiWe use E´calle’s notation “re´sit”, which is an abbreviation of the French term “re´sidue
ite´ratif ” corresponding to “iterative residue”.
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4.1. Conjugacy classes. The purpose of this section is to prove the following
proposition that was used above to define the iterative residue.
Proposition 4.1. Let p be a prime number, k a field of characteristic p, γ a
root of unity in k, and q the order of γ. Then every power series g(ζ) in k[[ζ]]
satisfying g(ζ) = γζ + · · · is conjugated to a power series of the form
ĝ(ζ) = γζ
1 + +∞∑
j=1
ajζ
jq
 .
Moreover, we have a1 6= 0 if and only if i0(g
q) = q, and in this case the quo-
tient a2/a
2
1 depends only on g.
The proof of this proposition depends on a couple of lemmas.
The following lemma is stated in a stronger form than what is needed for the
proof of Proposition 4.1; it is used in the proofs of Propositions 5.3 and 5.6.
Lemma 4.2. Let p be a prime number, k a field of characteristic p, and q ≥ 2 an
integer that is not divisible by p. Given γ in k∗ satisfying γq = 1, and a1 and a2
in k, let g(ζ) be a power series in k[[ζ]] satisfying
g(ζ) ≡ γζ
(
1 + a1ζ
q + a2ζ
2q
)
mod
〈
ζ2q+2
〉
in k[[ζ]]. Then for every integer ℓ ≥ 1, we have
(4.1) gℓ(ζ) ≡ γℓζ
(
1 + ℓa1ζ
q +
(
ℓa2 + (q + 1)
ℓ(ℓ− 1)
2
a21
)
ζ2q
)
mod
〈
ζ2q+2
〉
.
Proof. We proceed by induction. When ℓ = 1 the congruence (4.1) holds by defi-
nition of g. Let ℓ ≥ 1 be an integer for which (4.1) holds. Then, using q ≥ 2, we
have
gℓ+1(ζ) ≡ γℓ
[
γζ
(
1 + a1ζ
q + a2ζ
2q
)]
·
(
1 + ℓa1ζ
q (1 + a1ζ
q)
q
+
(
ℓa2 + (q + 1)
ℓ(ℓ− 1)
2
a21
)
ζ2q
)
mod
〈
ζ2q+2
〉
≡ γℓ+1ζ
(
1 + a1ζ
q + a2ζ
2q
)
·
(
1 + ℓa1ζ
q +
(
ℓa2 +
(
qℓ+ (q + 1)
ℓ(ℓ− 1)
2
)
a21
)
ζ2q
)
mod
〈
ζ2q+2
〉
≡ γℓ+1ζ
(
1 + (ℓ+ 1)a1ζ
q +
(
(ℓ+ 1)a2 + (q + 1)
ℓ(ℓ+ 1)
2
a21
)
ζ2q
)
mod
〈
ζ2q+2
〉
.
This proves the induction step, and completes the proof of the lemma. 
Lemma 4.3. Let p be a prime number, k a field of characteristic p, γ a root of
unity in k, and let q be the order of γ. Given A and Â in k∗ and B and B̂ in k,
let g(ζ) and ĝ(ζ) be power series in k[[ζ]] satisfying
g(ζ) ≡ γζ
(
1 +Aζq +Bζ2q
)
mod
〈
ζ2q+2
〉
and
ĝ(ζ) ≡ γζ
(
1 + Âζq + B̂ζ2q
)
mod
〈
ζ2q+2
〉
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in k[[ζ]]. If g(ζ) and ĝ(ζ) are conjugated, then we have
B
A2
=
B̂
Â2
.
Proof. Let λ be in k∗ and let h(ζ) be a power series in k[[ζ]] of the form
h(ζ) = λζ
(
1 + β1ζ + β2ζ
2 + · · ·
)
,
such that ĝ(ζ) = h ◦ g ◦ h−1(ζ). Then we have
h ◦ g(ζ) ≡ λγζ
(
1 + β1γζ + · · ·+ βq−1γ
q−1ζq−1
)
mod
〈
ζq+1
〉
,
and on the other hand
ĝ ◦ h(ζ) ≡ γλζ
(
1 + β1ζ + · · ·+ βq−1ζ
q−1
)
mod
〈
ζq+1
〉
.
Comparing coefficients we obtain
β1 = · · · = βq−1 = 0.
Therefore we have
h ◦ g(ζ) ≡ λγζ (1 +Aζq)
·
(
1 + βqζ
q + βq+1γζ
q+1 + · · ·+ β2q−1γ
q−1ζ2q−1
)
mod
〈
ζ2q+1
〉
≡ λγζ
(
1 + (A+ βq)ζ
q + βq+1γζ
q+1 + · · ·+ β2q−1γ
q−1ζ2q−1
)
mod
〈
ζ2q+1
〉
.
On the other hand
ĝ ◦ h(ζ) ≡ γλζ
(
1 + βqζ
q + · · ·+ β2q−1ζ
2q−1
) (
1 + Âλqζq
)
mod
〈
ζ2q+1
〉
≡ γλζ
(
1 +
(
βq + Âλ
q
)
ζq + βq+1ζ
q+1 + · · ·+ β2q−1ζ
2q−1
)
mod
〈
ζ2q+1
〉
.
Comparing coefficients we obtain
A = Âλq and βq+1 = · · · = β2q−1 = 0.
In particular we have
h(ζ) ≡ λζ
(
1 + βqζ
q + β2qζ
2q
)
mod
〈
ζ2q+2
〉
.
Thus
h ◦ g(ζ) ≡ λγζ
(
1 +Aζq +Bζ2q
) (
1 + βqζ
q (1 +Aζq)
q
+ β2qζ
2q
)
mod
〈
ζ2q+2
〉
≡ λγζ
(
1 +Aζq +Bζ2q
) (
1 + βqζ
q + (qβqA+ β2q) ζ
2q
)
mod
〈
ζ2q+2
〉
≡ λγζ
(
1 + (A+ βq) ζ
q + (B + (q + 1)βqA+ β2q) ζ
2q
)
mod
〈
ζ2q+2
〉
,
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and on the other hand
ĝ ◦ h(ζ) ≡ γλζ
(
1 + βqζ
q + β2qζ
2q
) (
1 + Âλqζq (1 + βqζ
q)
q
+ B̂λ2qζ2q
)
mod
〈
ζ2q+2
〉
≡ γλζ
(
1 + βqζ
q + β2qζ
2q
) (
1 + Âλqζq +
(
qÂλqβq + B̂λ
2q
)
ζ2q
)
mod
〈
ζ2q+2
〉
≡ γλζ
(
1 +
(
βq + Âλ
q
)
ζq +
(
β2q + (q + 1)Âλ
qβq + B̂λ
2q
)
ζ2q
)
mod
〈
ζ2q+2
〉
Comparing coefficients and using λq = A/Â we obtain the lemma. 
Proof of Proposition 4.1. The last assertion is given by Lemma 4.3. Since i0(ĝ
q) =
i0(g
q), the equivalence between a1 6= 0 and i0(g
q) = q is trivial when q = 1, and it
follows from Lemma 4.2 with ℓ = q when q ≥ 2.
It remains to prove the first assertion of the proposition. In the case q = 1,
take ĝ = g. Assume q ≥ 2. Let s0(ζ) and h0(ζ) be the power series in k[[ζ]] defined
by
s0(ζ) := 1 and h0(ζ) := ζ.
We define inductively for every integer ℓ ≥ 1 polynomials sℓ(ζ) and hℓ(ζ) in k[ζ] of
degree at most ℓ+ 1 and
[
ℓ
q
]
, respectively, such that
hℓ(ζ) ≡ hℓ−1(ζ) mod
〈
ζℓ+1
〉
and sℓ(ζ) ≡ sℓ−1(ζ) mod
〈
ζ[
ℓ−1
q ]
〉
,
and such that the power series gℓ(ζ) := hℓ ◦ g ◦ h
−1
ℓ (ζ) in k[[ζ]] satisfies
(4.2) gℓ(ζ) ≡ γζsℓ(ζ
q) mod
〈
ζℓ+2
〉
.
This clearly implies the first assertion of the proposition.
Note that
g0(ζ) := h0 ◦ g ◦ h
−1
0 (ζ) = g(ζ) ≡ γζ mod
〈
ζ2
〉
,
so (4.2) is satisfied when ℓ = 0. Let ℓ ≥ 1 be an integer for which sℓ−1(ζ) and hℓ−1(ζ)
are already defined and satisfy (4.2) with ℓ replaced by ℓ − 1, and let A in k be
such that
gℓ−1(ζ) ≡ γζ
(
sℓ−1(ζ
q) +Aζℓ
)
mod
〈
ζℓ+2
〉
.
In the case ℓ is divisible by q, the congruence (4.2) is verified if we put
hℓ(ζ) := hℓ−1(ζ) and sℓ(ζ) := sℓ−1(ζ) +Aζ
ℓ
q .
Suppose ℓ is not divisible by q, put α := − A
γℓ−1
, and define
h(ζ) := ζ
(
1 + αζℓ
)
.
Moreover, put
hℓ(ζ) := h ◦ hℓ−1(ζ) and sℓ(ζ) := sℓ−1(ζ).
Then we have
gℓ(ζ) = hℓ ◦ g ◦ h
−1
ℓ (ζ) = h ◦ gℓ−1 ◦ h
−1(ζ),
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so there is B in k such that
gℓ(ζ) ≡ γζ
(
sℓ−1(ζ
q) +Bζℓ
)
mod
〈
ζℓ+2
〉
≡ γζ
(
sℓ(ζ
q) +Bζℓ
)
mod
〈
ζℓ+2
〉
.
Thus, to complete the proof of the induction step it is enough to show that B = 0.
To do this, note that by our definition of α we have
h ◦ gℓ−1(ζ) = gℓ−1(ζ)
(
1 + αgℓ−1(ζ)
ℓ
)
≡ γζ
(
sℓ−1(ζ
q) +Aζℓ
) (
1 + αγℓζℓ
)
mod
〈
ζℓ+2
〉
≡ γζ
(
sℓ−1(ζ
q) +
(
A+ αγℓ
)
ζℓ
)
mod
〈
ζℓ+2
〉
≡ γζ
(
sℓ−1(ζ
q) + αζℓ
)
mod
〈
ζℓ+2
〉
.
On the other hand
gℓ ◦ h(ζ) ≡ γh(ζ)
(
sℓ−1 (h(ζ)
q) +Bh(ζ)ℓ
)
mod
〈
ζℓ+2
〉
≡ γζ
(
1 + αζℓ
) (
sℓ−1 (ζ
q) +Bζℓ
)
mod
〈
ζℓ+2
〉
≡ γζ
(
sℓ−1 (ζ
q) + (α+B)ζℓ
)
mod
〈
ζℓ+2
〉
.
Comparing coefficients we conclude that B = 0. This completes the proof of the
induction step and of the proposition. 
4.2. Proof of Theorem E. The proof of Theorem E is given after the following
proposition, which is the special case q = 1.
When p is odd, the following proposition is [RL03, Exemple 3.19]. We include
its short proof for completeness.
Proposition 4.4. Let p be a prime number and k a field of characteristic p.
Given a1 and a2 in k, let g(ζ) be a power series in k[[ζ]] satisfying
g(ζ) ≡ ζ
(
1 + a1ζ + a2ζ
2
)
mod
〈
ζ4
〉
in k[[ζ]]. If p is odd (resp. p = 2), then g is minimally ramified if and only if
a1 6= 0 and a2 6= a
2
1
(
resp. a1 6= 0, a2 6= 0, and a2 6= a
2
1
)
.
Proof. Note that i0(g) = 1 is equivalent to a1 6= 0. Since this is necessary for g
to be minimally ramified, we assume a1 6= 0. In part 1 we prove the proposition
when p is odd and in part 2 when p = 2.
1. Suppose p is odd. Note that by Proposition 3.2 the power series g is minimally
ramified if and only if i1(g) = p+ 1.
For n in {1, . . . , p} define the power series ∆n(ζ) in k[[ζ]] inductively by ∆1(ζ) :=
g(ζ)− ζ, and for n in {2, . . . , p} by
∆n(ζ) := ∆n−1(g(ζ))−∆n−1(ζ).
Note that ∆p(ζ) = g
p(ζ) − ζ.
We prove first
(4.3) ∆p−1(ζ) ≡ −a
p−1
1 ζ
p − ap−21
(
a2 − a
2
1
)
ζp+1 mod
〈
ζp+2
〉
.
To do this, first we prove by induction that for every n in {1, . . . , p− 1} we have
(4.4) ∆n(ζ) ≡ n!a
n
1 ζ
n+1 mod
〈
ζn+2
〉
.
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When n = 1 this is true by the definition of ∆1. Let n in {1, . . . , p − 2} be such
that (4.4) holds, and let B in k be such that
∆n(ζ) ≡ n!a
n
1 ζ
n+1 +Bζn+2 mod
〈
ζn+3
〉
.
Then
∆n+1(ζ) ≡ n!a
n
1 ζ
n+1 (1 + a1ζ)
n+1 +Bζn+2
−
(
n!an1 ζ
n+1 +Bζn+2
)
mod
〈
ζn+3
〉
.
≡ (n+ 1)!an+11 ζ
n+2 mod
〈
ζn+3
〉
.
This proves the induction step and (4.4). To prove (4.3), put A′ := ap−21 and note
that by (4.4) with n = p− 2 there are B′ and C′ in k such that
∆p−2(ζ) ≡ A
′ζp−1 +B′ζp + C′ζp+1 mod
〈
ζp+2
〉
.
We thus have
∆p−1(ζ) ≡ A
′ζp−1
(
1 + a1ζ + a2ζ
2
)p−1
+B′ζp(1 + a1ζ)
p + C′ζp+1
−
(
A′ζp−1 +B′ζp + C′ζp+1
)
mod
〈
ζp+2
〉
≡ −A′a1ζ
p +A′
(
a21 − a2
)
ζp+1 mod
〈
ζp+2
〉
.
This proves (4.3).
To complete the proof, put
A′′ := −ap−11 and B
′′ := −ap−21
(
a2 − a
2
1
)
,
and note that by (4.3) there is C′′ in k such that
∆p−1(ζ) ≡ A
′′ζp +B′′ζp+1 + C′′ζp+2 mod
〈
ζp+3
〉
.
Using p ≥ 3, we have
∆p(ζ) ≡ A
′′ζp
(
1 + a1ζ + a2ζ
2
)p
+B′′ζp+1 (1 + a1ζ)
p+1
+ C′′ζp+2
−
(
A′′ζp +B′′ζp+1 + C′′ζp+2
)
mod
〈
ζp+3
〉
≡ a1B
′′ζp+2 mod
〈
ζp+3
〉
.
≡ −ap−11
(
a2 − a
2
1
)
ζp+2 mod
〈
ζp+3
〉
.
This proves that we have i1(g) = p + 1 if and only if a2 6= a
2
1, and completes the
proof of the proposition when p is odd.
2. Suppose p = 2. Note that by Proposition 3.2 the power series g is minimally
ramified if and only if i2(g
q) = 7.
Put
∆1(ζ) := g(ζ)− ζ and ∆2(ζ) := ∆1(g(ζ))−∆1(ζ),
and note that ∆2(ζ) = g
2(ζ) − ζ. Letting a3 and a4 in k be such that
g(ζ) ≡ ζ
(
1 + a1ζ + a2ζ
2 + a3ζ
3 + a4ζ
4
)
mod
〈
ζ6
〉
,
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we have
∆2(ζ) ≡ a1ζ
2
(
1 + a1ζ + a2ζ
2 + a3ζ
3
)2
+ a2ζ
3
(
1 + a1ζ + a2ζ
2
)3
+ a3ζ
4 (1 + a1ζ)
4
+ a4ζ
5
−
(
a1ζ
2 + a2ζ
3 + a3ζ
4 + a4ζ
5
)
mod
〈
ζ6
〉
≡ a1ζ
2
(
1 + a21ζ
2
)
+ a2ζ
3
(
1 + a1ζ +
(
a2 + a
2
1
)
ζ2
)
−
(
a1ζ
2 + a2ζ
3
)
mod
〈
ζ6
〉
≡ a1
(
a2 + a
2
1
)
ζ4 + a2
(
a2 + a
2
1
)
ζ5 mod
〈
ζ6
〉
.
We thus obtain
(4.5) g2(ζ) ≡ ζ
(
1 + a1
(
a2 + a
2
1
)
ζ3 + a2
(
a2 + a
2
1
)
ζ4
)
mod
〈
ζ6
〉
.
Put
∆̂1(ζ) := g
2(ζ) − ζ and ∆̂2(ζ) := ∆̂1
(
g2(ζ)
)
− ∆̂1(ζ),
and note that ∆̂1(ζ) = ∆2(ζ) and ∆̂2(ζ) = g
4(ζ) − ζ. So, if we put
A := a1
(
a2 + a
2
1
)
and B := a2
(
a2 + a
2
1
)
,
then by (4.5) there are C, D, and E in k such that
∆̂1(ζ) ≡ Aζ
4 +Bζ5 + Cζ6 +Dζ7 + Eζ8 mod
〈
ζ9
〉
.
Then we have
∆̂2(ζ) ≡ Aζ
4
(
1 +Aζ3 +Bζ4
)4
+Bζ5
(
1 +Aζ3
)5
+ Cζ6 +Dζ7 + Eζ8
−
(
Aζ4 +Bζ5 + Cζ6 +Dζ7 + Eζ8
)
mod
〈
ζ9
〉
≡ ABζ8 mod
〈
ζ9
〉
≡ a1a2
(
a2 + a
2
1
)2
ζ8 mod
〈
ζ9
〉
.
This proves that i2(g
q) = 7 if and only if a2 6= 0 and a2 6= a
2
1, and completes the
proof of the proposition when p = 2. 
Proof of Theorem E. Since minimal ramification is invariant under conjugacy, by
Proposition 4.1 we can assume that g(ζ) is of the form
g(ζ) = γζ
1 + +∞∑
j=1
ajζ
jq
 .
By Proposition 4.1 when q ≥ 2, we have a1 6= 0 if and only if i0(g
q) = q. Since
this last condition is necessary for g to be minimally ramified, from now on we
assume a1 6= 0.
Put
π(ζ) := ζq and ĝ(ζ) := ζ
1 + +∞∑
j=1
ajζ
j
q ,
and note that π ◦ g = ĝ ◦ π. Since q is not divisible by p, this implies that for every
integer n ≥ 1 we have
in(g) = ord
((
gqp
n
(ζ)
ζ
)q
− 1
)
= ord
(
ĝqp
n
◦ π(ζ) − π(ζ)
π(ζ)
)
= qin(ĝ
q) = qin(ĝ).
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Thus g is minimally ramified if and only if ĝ is. Then the theorem is a direct
consequence of Proposition 4.4. 
5. Optimal cycles
In this section we address the optimality of the periodic points lower bounds (1.4)
and (2.2). In §5.1 we prove a general version of Theorem B, that we state as
Theorem B’. This result implies in particular that the lower bound (1.4) is optimal.
In §5.2 we exhibit concrete polynomials that satisfy the conclusions of Theorem A,
see Propositions 5.3 and 5.6. Part 1 of Proposition 5.3 implies that inequality (2.2)
is optimal. The proof of Theorem C is given at the end of §5.2.
5.1. Optimality of the Periodic Points Lower Bound. The purpose of this
section is to prove the following result, which is a more general version of Theo-
rem B.
Theorem B’. Let p be a prime number, (K, | · |) an algebraically closed field of
residue characteristic p, and q ≥ 1 an integer that is not divisible by p. Then the
following properties hold.
1. Let λ in K be such that |λ| = 1 and such that the order of λ˜ in K˜∗ is q.
Moreover, let n ≥ 1 be an integer and P (z) = λz + · · · a polynomial
in OK [z] having an optimal cycle of period qp
n. Then this is the only
cycle of minimal period qpn of f , and if p is odd, then the reduction of P
is minimally ramified. If p = 2 and n ≥ 2, then the reduction of P is
minimally ramified or almost minimally ramified.
2. Let F be the prime field of K, γ a root of unity in K˜ of order q, and g(ζ) =
γζ + · · · a polynomial in K˜[ζ] that is either minimally ramified if p is
odd, or minimally ramified or almost minimally ramified if p = 2. Then
for all integers n ≥ 1 and d ≥ max{deg(g), p}, there is a nonzero poly-
nomial Rn(α1, . . . , αd) in F [α1, . . . , αd] such that the following property
holds. If a1, . . . , ad in OK are such that the reduction of the polyno-
mial P (z) := a1z+ · · ·+adz
d is g and such that Rn(a1, . . . , an) 6= 0, then P
has an optimal cycle of period qpn.
The proof of Theorem B’ is at the end of this section. We use the following
general criterion, which is stated in a more general form than what is needed for
this section.
Proposition 5.1. Let p be a prime number, and (K, | · |) an algebraically closed
ultrametric field of residue characteristic p. Given an integer q ≥ 1 that is not
divisible by p, let λ in K be such that |λ| = 1, and such that the order of λ˜ in K˜∗
is equal to q. Then, for every power series f(z) = λz+ · · · in OK [[z]] the following
properties hold.
1. Suppose wideg(f q(z)−z) = q+1 and λq 6= 1. Then f has a unique periodic
orbit in mK \ {0} of minimal period q, and for every periodic point w0 in
this orbit, inequality (2.2) holds with equality.
2. Let n ≥ 1 be an integer, and suppose that
wideg
(
f qp
n
(z)− z
f qpn−1(z)− z
)
= qpn,
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and that for every periodic point z0 of period qp
n−1 we have (f qp
n
)′(z0) 6= 1.
Then there is a unique cycle of f of minimal period qpn, and this cycle is
optimal.
Note that to formulate part 2, we used the fact that the power series f qp
n−1
(z)−z
divides f qp
n
(z) − z in OK [[z]]; this is obtained by applying Lemma 2.2 with g =
f qp
n−1
and m = p.
Proof of Proposition 5.1. To prove part 1, note first that every periodic point of f
in mK \ {0} of minimal period q is a zero of (f
q(z) − z)/z. Thus, our hypothe-
sis wideg(f q(z) − z) = q + 1 implies that there is at most 1 periodic orbit of f
in mK \ {0} of minimal period q. To prove that such a periodic orbit exists, note
that our hypotheses λq 6= 1 and wideg(f q(z) − z) = q + 1, imply that there is at
least one zero w0 of (f
q(z)− z)/z in mK \ {0}. Then w0 is a periodic point of f of
period q, and Lemma 2.1 implies that the minimal period of w0 is q. This proves
that there is a unique periodic orbit of f in mK \ {0} of period q. In view of our
hypothesis wideg(f q(z)− z) = q + 1, part 1 of Lemma 2.3 implies that (2.2) holds
with equality. This completes the proof of part 1.
To prove part 2, put
h(z) :=
f qp
n
(z)− z
f qpn−1(z)− z
,
and note that every periodic point of f of minimal period qpn is a zero of h. Thus,
our hypothesis wideg(h) = qpn implies that there is at most 1 periodic orbit of f
of minimal period qpn. To prove that such a periodic orbit exist, note that our
hypothesis wideg(h) = qpn implies that h has a zero z0 in mK . Then z0 is also a
zero of f qp
n
(z)− z, and therefore z0 is a periodic point of f of period qp
n. Suppose
by contradiction that the minimal period of z0 is not qp
n. Then Lemma 2.1 implies
that z0 is of period qp
n−1, and therefore a zero of f qp
n−1
(z) − z. By hypothesis
we also have (f qp
n
)′(z0) 6= 1. On the other hand, since z0 is also a zero of h, it
follows that z0 is a multiple zero of f
qpn(z)− z. This implies that z0 is also a zero
of (f qp
n
)′(z)−1, so (f qn)′(z0) = 1. We thus obtain a contradiction that shows that
the minimal period of z0 is qp
n, and that there is a unique periodic orbit of f of
minimal period qpn. Finally, note that our hypothesis wideg(h) = qpn, together
with part 2 of Lemma 2.3, imply that (2.2) holds with equality. This completes the
proof of part 2, and of the lemma. 
Lemma 5.2. Let K be a field, d ≥ 2 an integer, and a1, . . . , ad in K algebraically
independent over the prime field of K. If the characteristic p of K is positive,
suppose in addition that d ≥ p. Then the polynomial
a1z + · · ·+ adz
d
in K[z] has no parabolic periodic point.
Proof. When the characteristic of K is zero, the desired assertion is Lemma 3.1.
Suppose the characteristic p of K is positive and that d ≥ p. Denote by Fp the
prime field of K, and by Fp an algebraic closure of Fp.
Suppose by contradiction there is an integer n ≥ 1 and a periodic point z0 of pe-
riod n of the polynomial P (z) := a1z + · · · + adz
d in K[z], such that (Pn)′(z0)
is a root of unity. Let σ : Fp[z0, a1, . . . , ad] → Fp be a ring homomorphism
such that σ(ap) = 1, and such that for each j in {1, . . . , d} different from p we
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have σ(aj) = 0. Then σ(P )(z) = z
p, σ(z0) is a periodic point of period n of σ(P ),
and (σ(P )n)′(σ(z0)) = σ((P
n)′(z0)) is a root of unity. On the other hand, σ(P )
′
is the zero polynomial, so (σ(P )n)′(σ(z0)) = 0. This contradiction completes the
proof of the lemma. 
Proof of Theorem B’. The uniqueness statement in part 1 is given by part 2 of
Lemma 2.3. The rest of the assertions of part 1 are given by Corollary 3.11.
To prove part 2, let α0, . . . , αd be algebraically independent over F , and consider
the polynomial
Q(z) = α1z + · · ·+ αdz
d
in F [α1, . . . , αd][z]. Let Rn(α0, . . . , αd) in F [α0, . . . , αd] be the resultant of the
polynomials
Qqp
n−1
(z)− z and
(
Qqp
n
)′
(z)− 1.
Lemma 5.2 with P = Q implies that Rn(α0, . . . , αd) is nonzero. If n and P are as
in the statement of part 2 of the theorem, then
wideg
(
P qp
n
(z)− z
P qpn−1(z)− z
)
= in(g
q)− in−1(g
q) = qpn,
and for every periodic point z0 of P of period qp
n−1 we have
(
P qp
n)′
(z0) 6= 1.
Then by part 2 of Proposition 5.1 with f = P , the polynomial P has an optimal
cycle of period qpn. This completes the proof. 
5.2. Concrete polynomials having optimal cycles. The purpose of this section
is to exhibit concrete polynomials having optimal cycles. The case where p is odd
is covered by Proposition 5.3, and the case p = 2 by Proposition 5.6. Theorem A
is a direct consequence of these propositions.
The proof of Theorem C is given at the end of this section.
Proposition 5.3. Let p be a prime number, and (K, | · |) an algebraically closed
ultrametric field of residue characteristic p. Given an integer q ≥ 1 that is not
divisible by p, let λ in K be transcendental over the prime field of K, such that |λ| =
1, and such that the order of λ˜ in K˜∗ is equal to q. Moreover, let P (z) be the
polynomial in K[z] defined by
P (z) := λz (1 + zq) ,
if p does not divide q + 1, and by
P (z) := λz
(
1 + zq + z2q
)
otherwise. Then the following properties hold.
1. There is a unique periodic orbit of P in mK \ {0} of minimal period q, and
for every periodic point w0 in this orbit, inequality (2.2) holds with equality.
2. If p is odd, then for every n ≥ 1 there is a unique periodic orbit of P of
minimal period qpn. Furthermore, for every point z0 in this orbit, inequal-
ity (1.4) holds with equality.
Remark 5.4. If K in the proposition above is of positive characteristic, then for λ
in K such that |λ| = 1 and such that the order of λ˜ in K˜∗ is q, the hypothesis
that λ is transcendental over the prime field of K is equivalent to λq 6= 1.
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Remark 5.5. In the case where p divides q+1, our results imply that the conclusions
of part 2 of Proposition 5.3 are false for the polynomial λz (1 + zq).
Proposition 5.6. Let (K, | · |) be an algebraically closed ultrametric field of residue
characteristic 2. Given an odd integer q ≥ 1, let λ in K be transcendental over the
prime field of K, such that |λ| = 1, and such that the order of λ˜ in K˜∗ is q. In the
case where the characteristic of K is zero, put
Q(z) := λz
(
1 + z2q
)
.
In the case the characteristic of K is 2, let µ in mK be algebraically independent
with respect to λ over the prime field of K, and put
Q(z) := λz
(
1 + µzq + z2q
)
.
Then, for every integer n ≥ 1 there is a unique periodic orbit of Q of minimal
period 2nq. Furthermore, for every periodic point z0 in this orbit, inequality (1.4)
holds with equality.
Remark 5.7. IfK in either Proposition 5.3 or 5.6 is of characteristic zero, then λ can
be allowed to be algebraic over the prime field of K, as long as λ avoids a finite set
of exceptional values that depends on n. Similarly, in the case K in Proposition 5.6
is of characteristic 2, we show that for each n there is a nonzero polynomial Rn
in λ and µ with coefficients in the prime field of K, such that the conclusions of
the proposition hold whenever Rn(λ, µ) is nonzero. Thus, λ and µ can be allowed
to be algebraic over the prime field of K, as long as (λ, µ) avoids a curve in K ×K
that depends on n.
Remark 5.8. In Appendix A we show that, when K is of characteristic 2, the
conclusions of Proposition 5.6 are false if we let µ = 0, see Remark A.2.
The following lemma is the main ingredient in the proofs of Propositions 5.3
and 5.6, and of Theorem C.
Lemma 5.9. Let K be a field, and λ in K that is transcendental over the prime
field of K. Moreover, let q ≥ 1 be an integer, and let P (z) be the polynomial in K[z]
defined by either
P (z) := λz (1 + zq) , or P (z) := λz
(
1 + zq + z2q
)
.
If the characteristic p of K is positive, suppose in addition that p does not divide q.
Then P (z) has no parabolic periodic point.
Proof. Let F be the prime field of K. Without loss of generality assume that K is
an algebraic closure of the field F (λ).
Case 1. The characteristic of K is zero. We give the proof in the case P (z) =
λz
(
1 + zq + z2q
)
. The proof in the case P (z) = λz (1 + zq) is analogous.viii Given α
in K, consider the polynomial Qα(z) := α
2z+αzq+1+ z2q+1 in K[z]. Note that, if
for β in K we put hβ(z) := βz, then
h−1β ◦Qβq ◦ hβ(z) = β
2qz
(
1 + zq + z2q
)
.
Thus, to prove that P (z) has no parabolic periodic point, it is enough to show that
if α is transcendental over F , then Qα has no parabolic periodic point.
viiiNote also that the proof in Case 2.1, stated for the case where the characteristic of K is
positive, also works in the case the characteristic of K is zero.
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Let m ≥ 1 be an integer, and let R(α) be the resultant of the polynomials
Qmα (z)− z and (Q
m
α )
′
(z)− 1,
viewed as a polynomial in α with coefficients in F . Note that Qα has a periodic
point of period m and multiplier 1 if and only if R(α) = 0. Since α is transcen-
dental over F , to show that R(α) is different from 0 it is enough to show that the
polynomial R is nonzero. Note that when α = 0 we have Qm0 (z) = z
(2q+1)m , and
that the polynomials
Qm0 (z)− z = z
(2q+1)m − z and (Qm0 )
′ (z)− 1 = (2q + 1)mz(2q+1)
m−1 − 1
have no common zero. This implies that R(0) is different from 0, and therefore
that R is nonzero. We conclude that R(α) is different from 0, and that Qα has no
periodic point of period m and multiplier 1. Since m ≥ 1 is arbitrary, we conclude
that Qα, and hence P , has no parabolic periodic point.
Case 2. The characteristic p of K is positive. Let m ≥ 1 be an integer, and
let R(λ) be the resultant of the polynomials
Pm(z)− z and (Pm)′(z)− 1,
viewed as a polynomial in λ with coefficients in F . Note that P has a periodic point
of period m and multiplier 1 if and only if R(λ) = 0. Since λ is transcendental
over the prime field of K, to prove that R(λ) is different from 0 it is enough to
show that the polynomial R is nonzero. To do this, endow K with a non-trivial
norm | · |, let λ0 in K be such that |λ0| > 1, and let P0(z) be the polynomial in K[z]
defined in the same way as P (z), but with λ replaced by λ0. We show below, in
several cases, that every periodic point of P0 is repelling. This implies that P0 has
no parabolic periodic point, and therefore that R(λ0) is different from 0. In turn
this implies that R is nonzero, that R(λ) is different from 0, and that P has no
periodic point of period m and multiplier 1. Since m ≥ 1 is an arbitrary integer,
this completes the proof of the lemma.
Case 2.1. P0(z) = λ0z (1 + z
q). To prove that every periodic point of P0(z) :=
λ0z (1 + z
q) is repelling, it is enough to show that for every periodic point w of P0
we have |P ′0(w)| > 1. Note first that if w in K satisfies |w| > 1, then
|P0(w)| = |λ0| · |w|
q+1 > |w| > 1.
Repeating this argument we obtain that for every integer ℓ ≥ 1 we have |P ℓ0 (w)| >
|w| > 1, so w cannot be periodic. On the other hand, if w is in OK and
|w| = |1 + wq| = 1,
then |P0(w)| = |λ0| > 1, so by the previous consideration w cannot be periodic
either. This proves that every periodic point w of P0 we have either
|w| < 1 or |1 + wq | < 1.
If |w| < 1, then
|P ′0(w)| = |λ0| · |1 + (q + 1)w
q| = |λ0| > 1.
Otherwise |1 + wq | < 1, so |wq| = 1,
|P ′0(w)− λ0qw
q| = |λ0| · |1 + w
q| < |λ0|,
and therefore |P ′0(w)| = |λ0| > 1. This completes the proof that every periodic
point of P0 is repelling.
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Case 2.2. P0(z) = λ0z
(
1 + zq + z2q
)
and p 6= 3. As in Case 2.1, to prove that
every periodic point of P0 is repelling, we prove that for every periodic point w
of P0 we have |P
′
0(w)| > 1. Note first that if w is in K and |w| > 1, then
|P0(w)| = |λ0| · |w|
2q+1 > |w| > 1,
so w cannot be periodic. On the other hand, if w is in OK and
|w| =
∣∣1 + wq + w2q∣∣ = 1,
then |P0(w)| = |λ0| > 1, so by the previous consideration w cannot be periodic
either. This proves that each periodic point w of P0 satisfies either
|w| < 1 or
∣∣1 + wq + w2q∣∣ < 1.
If |w| < 1, then
|P ′0(w)| = |λ0| ·
∣∣1 + (q + 1)wq + (2q + 1)w2q∣∣ = |λ0| > 1.
Suppose
∣∣1 + wq + w2q∣∣ < 1, and note that, together with our assumption p 6= 3,
this implies |1 + 2wq| = 1. On the other hand,
|P ′0(w) − λ0qw
q(1 + 2wq)| = |λ0| ·
∣∣1 + wq + w2q∣∣ < |λ0|,
so |P ′0(w)| = |λ0| > 1. This completes the proof that every periodic point of P0 is
repelling.
Case 2.3. P0(z) = λ0z
(
1 + zq + z2q
)
and p = 3. Note that
P0(z) = λ0z(1− z
q)2,
and that the fixed point z = 0 of P0 is repelling.
To prove that every periodic point of P0 is repelling, consider the function ̺ : K →
(0,+∞] defined by
̺(z) :=
1
|z|
2
3 · |1− zq|
1
3
,
viewed as a singular metric ̺ on K. Below we show that for every periodic point w0
of P0 different from 0, the derivative
|P ′0|̺ (w0) := |P
′
0(w0)|
̺(P0(w0))
̺(w0)
is finite and satisfies |P ′0|̺ (w0) > 1. Denoting the orbit of w0 by O, this implies
that the multiplier
∏
w∈O P
′
0(w) of w0 satisfies∣∣∣∣∣ ∏
w∈O
P ′0(w)
∣∣∣∣∣ = ∏
w∈O
(
|P ′0(w)|
̺(P0(w))
̺(w)
)
=
∏
w∈O
|P ′0|̺ (w) > 1,
so w0 is repelling. Since z = 0 is a repelling fixed point of P0, it follows that every
periodic point of P0 is repelling.
Let w0 be a periodic point of P0 different from 0, and let O be its orbit. Note
that every element w of O is different from 0. On the other hand, no element of O
can be a zero of 1− zq, because every zero of 1 − zq is mapped to 0 by P0. Thus,
̺ is finite on O, and therefore |P ′0|̺ is also finite on O; in particular, |P
′
0|̺ (w0) is
finite. It remains to prove |P ′0|̺ (w0) > 1. To do this, we prove first that for each w
in O we have either |w| < 1 or |1 − wq | < 1. Suppose by contradiction that for
some w in O we have |w| > 1. This implies that
|P0(w)| = |λ| · |w|
2q+1 > |w| > 1
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Repeating this argument, we conclude that for every integer ℓ ≥ 1 we have
∣∣P ℓ0 (w)∣∣ >
|w| > 1, so w cannot be periodic. This contradiction proves that O is contained
in OK . Suppose by contradiction that for some w in O we have |w| = |1−w
q| = 1.
Then |P0(w)| = |λ0| > 1, so by the previous consideration w cannot be peri-
odic. This contradiction proves that for every w in O we have either |w| < 1
or |1− wq| < 1. To prove |P ′0|̺ (w0) > 1, suppose first |w0| < 1. Note that P0(w0)
is in O, and therefore in OK . On the other hand, we have
|P0(w0)| = |λ0| · |w0|, and |P
′
0(w0)| = |λ0|,
so
|P ′0|̺ (w0) = |λ0| ·
(
|w0|
|P0(w0)|
) 2
3
·
1
|1− P0(w0)q|
1
3
= |λ0|
1
3 ·
1
|1− P0(w0)q|
1
3
≥ |λ0|
1
3 > 1.
It remains to consider the case where |1− wq0| < 1. Then there is a zero ζq of 1−z
q,
such that ε := w0 − ζq satisfies |ε| < 1. Note that
|1− wq0| = |ε|, |P0(w0)| = |λ0| · |ε|
2, and |P ′0(w0)| = |λ0| · |ε|.
So, we have
|P ′0|̺ (w0) = |λ0| · |ε| ·
1
|P0(w0)|
2
3
·
(
|1− wq0 |
|1− P0(w0)q|
) 1
3
= |λ0|
1
3 ·
1
|1− P0(w0)q|
1
3
≥ |λ0|
1
3 > 1.
This completes the proof of the lemma. 
Proof of Proposition 5.3. Suppose p is odd. Theorem E implies that P˜ is minimally
ramified. Thus, wideg(P q(z)− z) = q + 1, and for every integer n ≥ 1 we have
wideg
(
P qp
n
(z)− z
P qpn−1(z)− z
)
= qpn.
Then the desired assertions are a direct consequence of Proposition 5.1 and Lemma 5.9.
It remains to prove part 1 when p = 2. Note that our hypotheses imply that q
is odd, and that P (z) = λ
(
1 + zq + z2q
)
. By Lemma 4.2 with p = 2 and ℓ = q, we
have i0(P˜
q) = q. Then wideg (P q(z)− z) = q+1, and the desired assertion is given
by part 1 of Proposition 5.1. This completes the proof of the proposition. 
Proof of Proposition 5.6. By Lemma 4.2 with p = 2 and ℓ = q we have i0(P˜ ) = 2q.
So by part 2 of Proposition 3.7, P˜ is almost minimally ramified. It follows that for
every integer n ≥ 1 we have
wideg
(
P 2
nq(z)− z
P 2n−1q(z)− z
)
= 2nq.
Thus, in view of part 2 of Proposition 5.1, it is enough to prove that P has no par-
abolic periodic point. If the characteristic of K is zero, this is given by Lemma 5.9
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with p = 2 and q replaced by 2q. Suppose the characteristic of K is 2. Let m ≥ 1
be an integer, and let R(λ, µ) be the resultant of the polynomials
Qm(z)− z and (Qm)′(z)− 1,
viewed as a polynomial in λ and µ with coefficients in the prime field F of K. Note
that Q has a periodic point of period m and multiplier 1 if and only if R(λ, µ) = 0.
Since µ is algebraically independent with respect to λ over F , to prove that R(λ, µ)
is different from 0 it is enough to show that the polynomial R is nonzero. To do
this, let P (z) be the polynomial in K[z] defined by
P (z) = λ
(
1 + zq + z2q
)
.
By Lemma 5.9 this polynomial has no parabolic periodic point. This implies
that R(λ, 1) is different from 0, and therefore that R is nonzero. Since m ≥ 1
is arbitrary, this completes the proof of the proposition. 
Proof of Theorem C. Part 2 is given by Corollary 3.11. To prove part 1, note that
the hypotheses imply that for every n ≥ 1 we have
wideg
(
P qp
n
λ (z)− z
P qp
n−1
λ (z)− z
)
= qpn.
So, in this case, the assertions of the theorem are a direct consequence of Lemma 5.9
with q = 1 and part 2 of Proposition 5.1.

Appendix A. Normalized polynomials without periodic points of high
minimal period
In this appendix we give examples of normalized polynomials having no periodic
point of high minimal period (Proposition A.1). A consequence is that a polynomial
of the form f(z) = λz
(
1 + z2q
)
cannot be used to show that inequality (1.4) is sharp
when p = 2 and K is of characteristic 2, see Remark A.2 below.
Proposition A.1. Let p be a prime number and (K, | · |) an ultrametric field of
characteristic p. Moreover, let λ in K be such that |λ| = 1 and such that the order q
of λ˜ in K˜∗ is finite, and let S(z) be a polynomial in OK [z] such that S(0) = 1 and
such that wideg(S(z)− 1) is finite. If in addition λq 6= 1, then the minimal period
of every periodic point of
Q(z) := λzS(z)p
in mK \ {0} is equal to q. Furthermore, the set F of all such points is non-empty
and finite, and for each a in F the multiplicity ma of a as a fixed point of Q
q is
finite and divisible by p, and for every integer n ≥ 1 the multiplicity of a as a fixed
point of Qqp
n
is equal to pnma.
Note that the hypotheses of this proposition imply that λ is not a root of unity.
Thus z = 0 is an irrationally indifferent fixed point of Q and therefore for every
integer k ≥ 1 the multiplicity of z = 0 as a fixed point of Qk is equal to 1.
Remark A.2. Letting p = 2 and S(z) = 1 + zq in Proposition A.1, we obtain that
for every integer n ≥ 1 the polynomial Q(z) = λz
(
1 + z2q
)
has no periodic point
of minimal period equal to qpn. This shows that the conclusions of Proposition 5.6
are false if we let µ = 0.
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Remark A.3. For Q as in Proposition A.1, the set mK is an indifferent component of
the Fatou set of Q.ix So Proposition A.1 shows that Q has an indifferent component
of the Fatou set that only has finitely many periodic points.x In contrast, in the
p-adic case every indifferent component of the Fatou set contains infinitely many
periodic points, see [RL03, Corollaire 5.13].
The rest of this appendix is devoted to the proof of Proposition A.1. The fol-
lowing lemma is the main ingredient in the proof. Recall that for an ultrametric
field K and a polynomial P (z) in OK [z], we use 〈P (z)〉 to denote the ideal of OK [z]
generated by this polynomial.
Lemma A.4. Let K be an ultrametric field characteristic p, let A(z) and T0(z) be
polynomials in OK [z], and put
Q†(z) := z (1 +A(z) · T0(z))
p .
Then for each integer n ≥ 1 there exists a polynomial Tn(z) in OK [z] such that
(A.1) Qp
n
† (z) = z
(
1 +A(z)p
n
· Tn(z)
)p
.
Moreover, T1(0) = T0(0)
p, and for n ≥ 2 we have in OK [z]
(A.2) Tn(z) ≡ Tn−1(z)
p mod
〈
zA(z)p
n−1
〉
.
The proof of this lemma is below, after the following one.
Lemma A.5. Let K be an ultrametric field of characteristic p, let U#(z) be a
polynomial in OK [z], and put Q#(z) := zU#(z)
p. Then for each integer k ≥ 1
there is a polynomial U(z) in OK [z] such that Q
k
#(z) = zU(z)
p.
Proof. We proceed by induction in k. The desired property is satisfied with k = 1
by definition of Q#. Given an integer k ≥ 1, suppose there is a polynomial U(z)
in OK [z] such that Q
k
#(z) = zU(z)
p. Then
Qk+1# (z) = Q
k
#(z)U#
(
Qk#(z)
)p
= z
(
U(z)U#
(
Qk#(z)
))p
.
This completes the proof of the induction step and of the lemma. 
Proof of Lemma A.4. We prove the first assertion of the lemma by induction. Let n ≥
0 be an integer for which there is a polynomial Tn(z) in OK [z] satisfying (A.1). We
prove that there is a polynomial Tn+1 in OK [z] satisfying (A.1) with n replaced
by n+ 1. To do this, we prove by induction that for every integer j ≥ 1, we have
(A.3) Qjp
n
† (z) ≡ z
j−1∏
k=0
[
1 +A(z)p
n
· Tn
(
Qkp
n
† (z)
)]p
mod
〈
zp+1A(z)p
2n+2
〉
.
ixThis follows from the fact that Q has integer coefficients and that its reduction is of degree
at least 2, see for example [RL03, Propositions 3.18 and 5.2].
xOther examples of such Fatou components, which however only contain parabolic periodic
points, can be obtained as follows. Consider a polynomial P (z) in K(z) of degree at least 2 whose
coefficients are algebraic over the prime field of K, and such that z = 0 is an indifferent fixed
point of P . Then P has good reduction and therefore mK is a Fatou component of P , see for
example [RL03, §4.5]. Furthermore, z = 0 is the only periodic point of P in mK . In fact, if we
denote by q ≥ 1 the order of P ′(0), then for every integer k ≥ 1 the multiplicity of z = 0 as
a fixed point of P qk coincides with wideg
(
P qk(z)− z
)
. Together with Lemma 2.1, this implies
that z = 0 is the only periodic point of P in mK .
OPTIMAL CYCLES IN ULTRAMETRIC DYNAMICS 35
By the first induction hypothesis this holds for j = 1. Suppose it holds for an
integer j ≥ 1. Using the first induction hypothesis again, we have
(A.4) Q
(j+1)pn
† (z) = Q
jpn
† (z)
[
1 +A
(
Qjp
n
† (z)
)pn
· Tn
(
Qjp
n
† (z)
)]p
.
On the other hand, by the second induction hypothesis we have
(A.5) Qjp
n
† (z) ≡ z mod
〈
zA(z)p
n+1
〉
.
Consequently
A
(
Qjp
n
† (z)
)
≡ A(z) mod
〈
zA(z)p
n+1
〉
,
and therefore
A
(
Qjp
n
† (z)
)pn
≡ A(z)p
n
mod
〈
zA(z)p
2n+1
〉
.
Together with (A.3) and (A.4), we obtain (A.3) with j replaced by j+1. This proves
the induction step of the second induction, and shows that (A.3) holds for every
integer j ≥ 1. To complete the proof of the induction step of the first induction,
note that for each integer k ≥ 1 we have by (A.5) with j replaced by k
Tn
(
Qkp
n
† (z)
)
≡ Tn(z) mod
〈
zA(z)p
n+1
〉
.
So, if we put mn := min
{
p2n+2, pn+2 + pn+1
}
, then by (A.3) we have
Qjp
n
† (z) ≡ z
(
1 +A(z)p
n
· Tn(z)
)jp
mod
〈
zp+1A(z)mn
〉
.
Taking j = p we obtain,
Qp
n+1
† (z) ≡ z
(
1 +A(z)p
n+1
· Tn(z)
p
)p
mod
〈
zp+1A(z)mn
〉
.
Since mn ≥ p
n+2, using Lemma A.5 with U#(z) = 1 +A(z)T0(z) and k = p
n+1 we
conclude that there is a polynomial Tn+1(z) in OK [z] for which (A.1) is satisfied
with n replaced by n+ 1. We have thus completed the proof of the first induction
step and, as a consequence, showed that (A.1) holds for every integer n ≥ 1.
When n = 0 we havem0 = p
2 and the last displayed equation implies that T1(0) =
T0(0)
p. On the other hand, note that for n ≥ 2 we have mn−1 = p
n+1 + pn, so
the last displayed equation with n replaced by n − 1 combined with Lemma A.5
with U#(z) = 1 + A(z)T0(z) and k = p
n, shows (A.2) for n ≥ 2. This completes
the proof of the lemma. 
Proof of Proposition A.1. ExtendingK if necessary, assumeK is algebraically closed
and complete with respect to | · |. Let η in K be such that ηp = λ, so that
Q(z) = z (ηS(z))p and
Q(z)− z
z
= (ηS(z)− 1)p .
In the case q ≥ 2, it follows that the polynomial Q has no fixed point in mK \ {0}.
Thus, in view of Lemma 2.1, to prove that the minimal period of every periodic
point ofQ inmK\{0} is equal to q, we just need to show that for every integer n ≥ 1,
every fixed point of Qqp
n
in mK is also a fixed point of Q
q. To do this, note that
by Lemma A.5 with U#(z) = ηS(z) and k = q there is a polynomial U(z) in OK [z]
such that Qq(z) = zU(z)p. Our hypothesis S(0) = 1 implies that U(0) = 1. On
the other hand, our hypothesis that wideg(S(z)−1) is finite implies that wideg(Q),
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and hence wideg(Qq), are both finite and greater than or equal to 2. In turn, this
implies that wideg(U(z)− 1) is finite and nonzero. Thus the set F of fixed points
of Qq in mK \ {0} is non-empty and finite, and for each a in F the multiplicity ma
of a as a fixed point of Qq is finite and divisible by p. Put
A(z) :=
∏
a∈F
(z − a)
ma
p ,
and note that by applying Lemma 2.4 repeatedly, it follows that there is a polyno-
mial T0(z) in OK(z) such that
|T0(0)| = 1 and Q
q(z) = z (1 +A(z) · T0(z))
p .
So we can apply Lemma A.4 with Q† = Q
q. We obtain that for each integer n ≥ 1
there is a polynomial Tn(z) in OK [z] such that
(A.6) Qqp
n
(z) = z
(
1 +A(z)p
n
· Tn(z)
)p
.
Moreover, by an induction argument we conclude that for every n ≥ 1 we have Tn(0) =
T0(0)
pn . In particular, for every integer n ≥ 1 we have |Tn(0)| = 1. This implies
that every fixed point Qqp
n
in mK \ {0} is a zero of A and therefore a fixed point
of Qq. Furthermore, for every zero a of A, the multiplicity of z = a as a zero
of Qqp
n
(z)− z is equal to pnma. This completes the proof of the proposition. 
References
[Ber90] Vladimir G. Berkovich. Spectral theory and analytic geometry over non-Archimedean
fields, volume 33 of Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI, 1990.
[E´ca75] J. E´calle. The´orie ite´rative: introduction a` la the´orie des invariants holomorphes. J.
Math. Pures Appl. (9), 54:183–258, 1975.
[EEW04a] M. Einsiedler, G. Everest, and T. Ward. Morphic heights and periodic points. In
Number theory (New York, 2003), pages 167–177. Springer, New York, 2004.
[EEW04b] Manfred Einsiedler, Graham Everest, and Thomas Ward. Periodic points for good
reduction maps on curves. Geom. Dedicata, 106:29–41, 2004.
[Her87] Michael-R. Herman. Recent results and some open questions on Siegel’s linearization
theorem of germs of complex analytic diffeomorphisms of Cn near a fixed point. In
VIIIth international congress on mathematical physics (Marseille, 1986), pages 138–
184. World Sci. Publishing, Singapore, 1987.
[HY83] M. Herman and J.-C. Yoccoz. Generalizations of some theorems of small divisors to
non-Archimedean fields. In Geometric dynamics (Rio de Janeiro, 1981), volume 1007
of Lecture Notes in Math., pages 408–447. Springer, Berlin, 1983.
[Kea92] Kevin Keating. Automorphisms and extensions of k((t)). J. Number Theory,
41(3):314–321, 1992.
[Lan02] Serge Lang. Algebra, volume 211 of Graduate Texts in Mathematics. Springer-Verlag,
New York, third edition, 2002.
[Li96] Hua-Chieh Li. p-adic periodic points and Sen’s theorem. J. Number Theory, 56(2):309–
318, 1996.
[Lin04] Karl-Olof Lindahl. On Siegel’s linearization theorem for fields of prime characteristic.
Nonlinearity, 17(3):745–763, 2004.
[Lin10] Karl-Olof Lindahl. Divergence and convergence of conjugacies in non-Archimedean dy-
namics. In Advances in p-adic and non-Archimedean analysis, volume 508 of Contemp.
Math., pages 89–109. Amer. Math. Soc., Providence, RI, 2010.
[Lin13] Karl-Olof Lindahl. The size of quadratic p-adic linearization disks. Adv. Math.,
248:872–894, 2013.
[LMS02] Franc¸ois Laubie, Abbas Movahhedi, and Alain Salinier. Syste`mes dynamiques non
archime´diens et corps des normes. Compositio Math., 132(1):57–98, 2002.
OPTIMAL CYCLES IN ULTRAMETRIC DYNAMICS 37
[LRL15] Karl-Olof Lindahl and Juan Rivera-Letelier. Generic parabolic points are isolated in
positive characteristic. arXiv:1501.03965v1, 2015.
[LS98] F. Laubie and M. Sa¨ıne. Ramification of some automorphisms of local fields. J. Number
Theory, 72(2):174–182, 1998.
[Lub94] Jonathan Lubin. Non-Archimedean dynamical systems. Compositio Math., 94(3):321–
346, 1994.
[Lub95] Jonathan Lubin. Sen’s theorem on iteration of power series. Proc. Amer. Math. Soc.,
123(1):63–66, 1995.
[Mil06] John Milnor. Dynamics in one complex variable, volume 160 of Annals of Mathematics
Studies. Princeton University Press, Princeton, NJ, third edition, 2006.
[PM97] Ricardo Pe´rez-Marco. Fixed points and circle maps. Acta Math., 179(2):243–294, 1997.
[RL03] Juan Rivera-Letelier. Dynamique des fonctions rationnelles sur des corps locaux.
Aste´risque, (287):xv, 147–230, 2003. Geometric methods in dynamics. II.
[Sen69] Shankar Sen. On automorphisms of local fields. Ann. of Math. (2), 90:33–46, 1969.
[Ser68] Jean-Pierre Serre. Corps locaux. Hermann, Paris, 1968. Deuxie`me e´dition, Publications
de l’Universite´ de Nancago, No. VIII.
[Win04] Jean-Pierre Wintenberger. Automorphismes des corps locaux de caracte´ristique p. J.
The´or. Nombres Bordeaux, 16(2):429–456, 2004.
[Yoc95] Jean-Christophe Yoccoz. Centralisateurs et conjugaison diffe´rentiable des
diffe´omorphismes du cercle. Aste´risque, (231):89–242, 1995. Petits diviseurs en
dimension 1.
Department of Mathematics, Linnæus University, 351 95, Va¨xjo¨, Sweden
E-mail address: karl-olof.lindahl@lnu.se
URL: http://karl-lindahl.com/
Juan Rivera-Letelier, Facultad de Matema´ticas, Pontificia Universidad Cato´lica de
Chile, Avenida Vicun˜a Mackenna 4860, Santiago, Chile
E-mail address: riveraletelier@mat.puc.cl
URL: http://rivera-letelier.org/
