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BAYESIAN AGGREGATION OF RANK DATA WITH
COVARIATES AND HETEROGENEOUS RANKERS
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Rank aggregation is the combining of ranking results from dif-
ferent sources to generate a “better” ranking list. In our applications,
the rank data contain covariate information of ranked entities and in-
complete ranking lists for non-overlapping subgroups. Since most ex-
isting rank aggregation methods do not handle covariate information
of the ranked entities as well as the rankers’ heterogeneity, we pro-
pose the Bayesian Aggregation of Rank-data with Covariates (BARC),
its weighted version (BARCW), and its extension to mixture mod-
els (BARCM). All three methods employ latent variable models to
account for the covariate information and heterogeneity of rankers.
Specifically, BARC assumes identical opinion of all rankers with the
same quality; BARCW extends it by allowing varying qualities of
rankers, while BARCM clusters heterogeneous ranking opinions with
a Dirichlet process mixture model. Moreover, we use a parameter-
expanded Gibbs sampler to draw posterior samples, and generate
aggregated ranking lists with credible intervals quantifying their un-
certainty. Simulation studies show the superior performance of our
methods compared with other existing methods in a variety of sce-
narios. Finally, we exploit our proposed method to solve two real-data
problems.
1. Introduction. Combining ranking results from different sources is
a common problem. Well-known rank aggregation problems range from
the election problem back in 18th century [Borda, 1781] to search engine
results aggregation in modern days [Dwork et al., 2001]. In this paper,
we tackle the problem of rank aggregation with relevant covariates of the
ranked entities, as explained in detail in the following two applications.
Example 1 (NFL Quarterback Ranking). During the National Football
League (NFL) season, experts from different websites, such as espn.com and nfl.
com, provide weekly ranking lists of players by position. For example, Table 1
shows the ranking lists of the NFL starting quarterbacks from 13 experts in week
12 of season 2014. The ranking lists can help football fans better predict the per-
formance of the quarterbacks in the coming week and even place bets in online
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fantasy sports games. After collecting ranking lists from the experts, the websites
mostly aggregate them using arithmetic means. Besides rankings, the summary
statistics of the NFL players are also available online. For example, Table 2 shows
the statistics of the ranked quarterbacks prior to week 12 of season 2014. Not sur-
prisingly, in addition to watching football games, the experts may also use these
summary statistics when ranking quarterbacks.
Table 1
Ranking lists of NFL starting quarterbacks from 13 different experts, as of week 12 in the 2014
season.
Player τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10 τ11 τ12 τ13
Andrew Luck 1 1 1 3 3 1 1 1 1 1 1 1 1
Aaron Rodgers 2 3 4 2 1 2 3 3 2 2 3 4 3
Peyton Manning 3 2 5 4 2 3 2 2 3 4 4 2 2
Tom Brady 4 7 3 5 4 5 4 6 4 3 6 8 4
Tony Romo 9 5 6 1 5 4 5 4 5 5 7 6 6
Drew Brees 10 4 2 8 9 7 7 5 7 6 2 3 5
Ben Roethlisberger 6 8 7 7 7 6 6 10 6 7 5 7 7
Ryan Tannehill 5 6 13 6 11 8 8 7 9 9 8 5 8
Matthew Stafford 8 9 11 13 8 9 9 8 8 8 9 9 9
Mark Sanchez 22 10 9 9 16 10 10 9 10 10 12 12 12
Russell Wilson 12 13 17 10 10 12 11 12 11 12 11 14 15
Philip Rivers 7 14 15 20 6 17 17 11 16 15 14 10 10
Cam Newton 18 12 8 17 19 11 14 14 14 16 21 13 14
Eli Manning 17 – 18 19 14 19 12 13 12 13 16 23 11
Matt Ryan 21 17 19 15 20 15 15 15 13 11 20 21 13
Andy Dalton 15 – 14 – 17 14 16 20 15 14 19 22 16
Alex Smith 16 11 21 16 18 18 18 16 20 21 13 11 17
Colin Kaepernick 11 16 16 11 12 16 21 17 19 18 22 16 21
Joe Flacco 24 15 12 14 24 13 13 18 18 20 15 15 19
Jay Culter 13 18 10 12 13 21 19 19 17 17 23 20 18
Josh McCown 14 19 22 18 15 22 22 21 21 19 18 17 23
Drew Stanton 20 20 – 22 22 20 20 23 22 22 10 19 20
Teddy Bridgewater 23 21 20 21 23 23 23 22 23 24 17 18 22
Brian Hoyer 19 – – – 21 24 24 24 24 23 24 24 24
Source: http://fantasy.nfl.com/research/rankings, http://www.fantasypros.com/nfl/rankings/qb.
php.
In Example 1, the primary goal is to obtain an aggregated ranking list of
all players, which is hoped to be more precise than the simple method us-
ing arithmetic means. In particular, we want to incorporate the covariates
(i.e., the summary statistics here) of the players to improve the accuracy
of rank aggregation. Moreover, according to Table 1, most of the experts
give very similar ranking lists, with a few exceptions such as experts 4
and 5. Therefore, it is also important to discern the varying qualities of the
rankers, in order to diminish the effect of low-quality rankers and make
the aggregation results more robust.
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Table 2
Relevant statistics of the ranked quarterbacks, prior to week 12 of the 2014 NFL season. From left
to right, the statistics stand for: number of games played; pass completion percentage; passing
attempts per game; average passing yards per attempt; touchdown percentage; intercept percentage;
running attempts per game; running yards per attempt; running first down percentage.
Player G Pct Att Avg Yds TD Int RAtt RAvg RYds R1st
Andrew Luck 11 63.40 42.20 7.80 331.00 6.30 2.20 4.20 4.20 17.50 30.40
Aaron Rodgers 11 66.70 31.10 8.60 268.80 8.80 0.90 2.50 6.40 16.20 50.00
Peyton Manning 11 68.10 40.20 8.00 323.50 7.70 2.00 1.50 -0.50 -0.70 0.00
Tom Brady 11 65.00 37.90 7.20 272.50 6.20 1.40 1.70 0.70 1.30 21.10
Tony Romo 10 68.80 29.50 8.50 251.90 7.50 2.00 1.50 2.50 3.70 20.00
Drew Brees 11 70.30 42.00 7.60 317.40 4.80 2.40 1.70 2.80 4.90 26.30
Ben Roethlisberger 11 68.30 37.50 7.90 297.30 5.80 1.50 1.90 1.10 2.10 19.00
Ryan Tannehill 11 66.10 35.40 6.60 234.70 5.10 2.10 3.70 6.70 25.10 36.60
Matthew Stafford 11 58.80 37.70 7.10 267.50 3.10 2.40 2.80 2.00 5.60 16.10
Mark Sanchez 4 62.30 36.50 8.10 296.80 4.80 4.10 3.50 0.60 2.00 7.10
Russell Wilson 11 63.60 28.50 7.10 202.70 4.50 1.60 7.60 7.70 58.50 45.20
Philip Rivers 11 68.30 33.00 7.80 257.70 6.10 2.50 2.50 2.50 6.40 25.00
Cam Newton 10 58.60 33.30 7.20 239.20 3.60 3.00 6.40 4.60 29.30 37.50
Eli Manning 11 62.30 36.90 7.00 257.50 5.20 3.00 0.80 3.80 3.10 33.30
Matt Ryan 11 65.10 38.50 7.20 278.70 4.50 2.10 1.60 4.30 7.10 33.30
Andy Dalton 11 62.40 30.70 7.10 219.40 3.60 3.00 3.80 2.50 9.50 33.30
Alex Smith 11 65.10 29.70 6.80 201.00 4.00 1.20 3.20 5.50 17.40 25.70
Colin Kaepernick 11 61.70 31.50 7.50 237.70 4.30 1.70 6.80 4.50 30.50 22.70
Joe Flacco 11 63.20 34.10 7.40 251.30 4.80 2.10 2.00 1.70 3.40 45.50
Jay Cutler 11 66.80 36.40 7.10 256.80 5.50 3.00 2.90 3.90 11.30 28.10
Josh McCown 6 60.40 30.30 7.40 225.00 3.80 4.40 2.70 5.80 15.30 50.00
Drew Stanton 6 53.60 25.20 7.10 178.20 3.30 2.00 3.00 2.00 6.00 22.20
Teddy Bridgewater 8 60.30 32.80 6.40 211.10 2.30 2.70 3.50 4.60 16.10 32.10
Brian Hoyer 11 55.90 33.20 7.80 260.40 3.00 2.20 1.80 0.90 1.50 20.00
Source: http://www.nfl.com/stats.
Example 2 (Orthodontics treatment evaluation ranking). In 2009, 69
orthodontics experts were invited by the School of Stomatology at Peking Univer-
sity to evaluate the post-treatment conditions of 108 medical cases [Song et al.,
2015]. In order to make the evaluation easier for experts, cases were divided into
9 groups, each containing 12 cases. For each group of the cases, each expert eval-
uated the conditions of all cases and provided a within-group ranking list, mostly
based on their personal experiences and judgments of the patients’ teeth records.
In the meantime, using each case’s plaster model, cephalometric radiograph and
photograph, the School of Stomatology located key points, measured their distances
and angles that are considered to be relevant features for diagnosis, and summa-
rized these features in terms of peer assessment rating (PAR) index [Richmond
et al., 1992]. Table 3 shows 15 of the 69 ranking lists for two groups, and Table 4
shows the corresponding features for these two groups.
The rank aggregation problem emerges naturally in Example 2 because
the average perception of experienced orthodontists is considered the cor-
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Table 3
Ranking lists for Groups A and H, two of the 9 groups in Example 2
τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10 τ11 τ12 τ13 τ14 τ15
A1 1 3 5 2 4 1 1 2 5 5 10 8 2 4 2
A2 11 5 10 9 9 12 9 7 11 12 4 7 5 6 5
A3 6 10 8 11 11 8 11 8 12 9 6 11 12 11 11
A4 3 2 4 3 1 4 2 10 1 6 8 2 1 1 1
A5 9 4 7 5 6 6 6 5 3 3 2 5 11 7 9
A6 10 9 3 6 5 11 5 9 6 7 3 1 6 8 7
A7 8 8 11 7 12 9 12 11 8 10 7 9 8 12 12
A8 4 1 1 4 3 2 4 4 2 1 1 6 3 2 6
A9 2 12 9 8 8 5 7 3 9 8 11 12 7 5 8
A10 7 11 6 10 10 7 8 6 7 11 9 3 10 9 4
A11 5 7 2 1 2 3 10 1 10 2 5 4 9 3 3
A12 12 6 12 12 7 10 3 12 4 4 12 10 4 10 10
H1 4 8 5 8 4 11 4 3 8 9 4 4 3 11 8
H2 1 2 4 5 2 7 2 2 1 2 1 1 2 2 1
H3 2 3 2 2 1 4 1 1 2 1 6 5 5 3 3
H4 3 4 3 4 3 3 3 4 3 4 7 7 1 1 2
H5 12 12 12 12 12 12 12 12 12 12 10 12 12 9 12
H6 6 5 1 1 6 2 7 5 7 3 5 3 7 4 6
H7 8 11 6 9 10 9 11 11 10 11 11 11 6 7 10
H8 11 6 8 3 7 1 6 6 6 6 8 8 4 8 9
H9 5 7 10 11 5 10 10 10 11 8 2 6 10 12 4
H10 10 9 9 7 9 5 5 7 5 7 12 9 11 5 7
H11 9 10 7 10 11 8 9 8 9 10 9 10 8 6 11
H12 7 1 11 6 8 6 8 9 4 5 3 2 9 10 5
nerstone of systems for the evaluation of orthodontic treatment outcome as
described in Song et al. [2014]. However, Example 2 contains many “local"
rankings among non-overlapping subgroups, and thus differs from Ex-
ample 1 and most prevailing rank aggregation applications. Having been
demonstrated to be associated with ranking outcomes by Song et al. [2015],
the covariates information not only helps in improving ranking accuracy,
but also is crucial for generating full ranking lists.
Moreover, the individual reliability and overall consistency of these or-
thodontists (or rankers) are critical concerns prior to rank aggregation [Liu
et al., 2012; Song et al., 2014]. There could be heterogeneous quality or
opinions among rankers as evidenced by the ranking discrepancies in Ta-
ble 3. For example, the ranking position of case A9 from the listed 15
experts ranges from 2 to 12. Therefore, Example 2 presents a rank aggre-
gation problem with covariates information and heterogeneous rankers.
Related work and main contributions. There are mainly two types of meth-
ods dealing with rank data. The first type tries to find an aggregated rank-
ing list that is consistent with most input rankings according to some cri-
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Table 4
Below are 11 covariates measured based on peer assessment rating (PAR) index. From left to right,
the statistics stand for: Upper right segment; Upper anterior segment; Upper left segment; Lower
right segment; Lower anterior segment; Lower left segment; Right buccal occlusion; Left buccal
occlusion; Overjet; Overbit; Centerline.
d1m d2m d3m d4m d5m d6m rbom lbom ojmm obm clm
A1 1.56 0.22 1.44 1.00 0.00 1.22 0.00 0.33 0.00 0.00 0.00
A2 1.33 0.22 1.00 0.33 0.00 0.33 0.00 0.33 0.00 0.33 0.00
A3 1.22 0.33 1.00 0.67 0.11 1.44 0.00 0.00 0.00 0.00 0.00
A4 0.00 0.00 0.11 1.78 0.22 1.89 0.33 0.67 0.00 0.00 0.00
A5 1.33 0.22 0.78 1.22 0.11 1.67 0.33 0.00 0.78 0.00 0.00
A6 1.11 0.56 1.78 0.89 0.22 0.89 0.67 1.00 0.78 0.00 0.00
A7 1.22 0.67 1.89 0.89 0.11 1.00 0.67 0.33 0.67 0.00 0.00
A8 1.44 0.22 1.56 0.89 0.22 0.56 2.00 2.00 0.00 0.00 0.00
A9 1.11 0.33 1.22 0.44 0.00 1.00 2.33 0.67 0.00 0.00 0.00
A10 0.67 0.11 0.89 0.11 0.00 0.00 0.67 1.00 0.00 0.67 0.00
A11 0.67 0.89 1.00 0.67 1.33 2.44 1.33 1.00 0.11 0.00 0.67
A12 0.67 0.11 0.22 1.00 0.00 0.56 0.33 1.33 0.00 0.33 0.00
H1 0.67 0.22 0.78 1.67 0.56 0.78 0.67 0.00 0.78 0.00 0.00
H2 1.56 0.56 0.22 0.44 0.00 0.11 0.00 0.67 0.00 0.00 0.00
H3 0.56 0.22 1.00 0.33 0.11 0.78 0.00 0.67 0.00 0.33 0.00
H4 0.56 0.22 0.67 0.44 0.11 0.44 0.67 1.00 0.00 0.00 0.00
H5 1.22 0.33 0.67 0.44 0.00 0.33 1.00 0.67 0.33 0.00 0.00
H6 0.56 0.11 1.33 1.22 0.00 1.33 1.00 0.67 0.22 0.00 0.00
H7 0.56 0.33 0.78 0.78 0.00 1.22 2.00 1.33 0.44 0.33 0.00
H8 0.78 0.22 1.56 0.89 0.00 0.33 1.67 2.00 0.00 0.00 0.00
H9 0.44 0.22 1.00 0.00 0.11 0.11 1.00 0.00 0.00 0.00 0.00
H10 1.11 0.33 1.78 0.22 0.22 0.33 1.33 1.67 0.00 0.00 0.00
H11 0.67 0.67 1.00 0.67 0.56 0.56 1.00 1.00 0.11 0.00 0.00
H12 1.22 0.78 1.00 0.33 0.33 0.67 1.00 0.67 0.56 0.00 0.00
teria. For example, Borda [1781] aggregated rankings based on the arith-
metic mean of ranking positions, commonly known as Borda count; and
Van Erp and Schomaker [2000] studied several variants of Borda count.
Dwork et al. [2001] proposed to aggregate rankings based on the station-
ary distributions of certain Markov chains, which are constructed heuris-
tically based on the ranking lists; and DeConde et al. [2006] and Lin [2010]
extended this approach to fit more complicated situations. Lin and Ding
[2009] obtained the aggregated ranking list by minimizing its total dis-
tance to all the input ranking lists, an idea that can be traced back to the
Mallows model [Mallows, 1957].
The second type of methods builds statistical models to characterize
the data generating process of the rank data and uses the estimated mod-
els to generate the aggregated ranking list [Critchlow, Fligner and Ver-
ducci, 1991; Marden, 1996; Alvo and Yu, 2014]. The most popular model
for rank data is the Thurstone order statistics model, which includes the
Thurstone–Mosteller–Daniels model [Thurstone, 1927; Mosteller, 1951; Daniels,
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1950] and Plackett–Luce model [Luce, 1959; Plackett, 1975] as special cases.
Together with variants and extensions [Benter, 1994; Böckenholt, 1992], the
Thurston model family has been successfully applied to a wide range of
problems [e.g., Gormley and Murphy, 2006, 2008a; Johnson, Deaner and
Van Schaik, 2002; Gray-Davies, Holmes and Caron, 2016]. Briefly, the Thur-
stone model assumes that there is an underlying evaluation score for each
entity, whose noisy version determines the rankings. In the Thurstone–
Mosteller–Daniels and Plackett–Luce models, the noises are assumed to
follow the normal and Gumbel distributions, respectively. The Plackett-
Luce model can be equivalently viewed as a multistage model that models
the ranking process sequentially, where each entity has a unique param-
eter representing its probability of being selected at each stage up to a
normalizing constant.
Challenges arise in the analysis of ranking data when (a) rankers are
of different qualities or belong to different opinion groups; (b) covariates
information are available for either rankers or the ranked entities or both;
and (c) there are incomplete ranking lists. Gormley and Murphy [2006,
2008a,b, 2010] developed the finite mixture of Plackett–Luce models and
Benter models [Benter, 1994] to accommodate heterogeneous subgroups of
rankers, where both the mixing proportion and group specific parameters
can depend on the covariates of rankers. Böckenholt [1993] introduces the
finite mixture of Thurstone models to allow for heterogeneous subgroups
of rankers; Yu [2000] attempts to incorporate the covariates information
for both ranked entities and rankers; Johnson, Deaner and Van Schaik
[2002] examines qualities of several known subgroups of rankers; and Lee,
Steyvers and Miller [2014] represents qualities of rankers by letting them
have different noise levels. See Böckenholt [2006] for a review of develop-
ments in Thurstonian-based analysis, as well as some further extensions.
Recently, Deng et al. [2014] proposed a Bayesian approach that can dis-
tinguish high-quality rankers from low-quality ones, and Bhowmik and
Ghosh [2017] proposed a method that utilizes covariates of ranked entities
to assess qualities of all rankers.
We here employ the Thurstone–Mosteller–Daniels model and its exten-
sions because they are flexible enough to deal with incomplete ranking list
and can provide a unified framework to accommodate covariate informa-
tion of ranked entities, rankers with different qualities, and heterogeneous
subgroups of rankers. In particular, we use the Dirichlet process prior for
the mixture subgroups of rankers, which can automatically determine the
total number of mixture components. Moreover, in contrast to focusing on
inferring parameters of Thurstone models in most previous studies, we
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focus mainly on the rank aggregation and the uncertainty evaluation of
the resulting aggregated ranking lists.
Computationally, the estimation for the Thurstone model is generally
difficult due to the complicated form of the likelihood function, espe-
cially when there are a large number of ranked entities. To overcome
the difficulty, Maydeu-Olivares [1999] transformed the estimation prob-
lem to a one involving mean and covariance structures with dichoto-
mous indicators, Yao and Böckenholt [1999] proposed a Bayesian approach
based on Gibbs sampler, and Johnson [2013] advocated the JAGS soft-
ware to implement the Bayesian posterior sampling. We here develop a
parameter-expanded Gibbs sampler [Liu and Wu, 1999], which facilitates
group moves of the latent variables, to further improve the computational
efficiency. As demonstrated in the numerical studies, the improvement of
the new sampler over the standard one is significant.
The rest of this article is organized as follows. Section 2 elaborates on
our Bayesian models for rank data with covariates. Section 3 provides de-
tails of our Markov Chain Monte Carlo algorithms. Section 4 introduces
multiple analysis tools using MCMC samples. Section 5 displays simula-
tion results to validate our approaches. Section 6 describes the two real-
data applications using the proposed methods. Section 7 concludes with a
short discussion.
2. Bayesian models for rank data with covariates.
2.1. Notation and definitions. Let U be the set of all entities in considera-
tion, and let n = |U | be the total number of entities in U . We use i1  i2 to
denote that entity i1 is ranked higher than entity i2. A ranking list τ is a set
of non-contradictory pairwise relations in U , which gives rise to ordered
preference lists for entities in U . We call τ a full ranking list if τ identifies
all pairwise relations in U , otherwise a partial ranking list. When τ is a full
ranking list, we can equivalently write τ as τ = [i1  i2  . . .  in] for
notational simplicity, and further define τ(i) as the position of an entity
i ∈ U . Specifically, a high ranked element has a small-numbered position
in the list, i.e. τ(i1) < τ(i2) if and only if i1  i2. Furthermore, for any
vector z = (z1, . . . , zn)′ ∈ Rn, we use rank(z) = [i1  i2  . . .  in] to
denote the full ranking list of zi’s in a decreasing order, i.e., zi1 ≥ . . . ≥ zin .
As introduced in Examples 1 and 2, we also observe some covariates
of ranked entities. Let xi ∈ Rp be the p dimensional covariate vector of
ranked entity i, and let X = (x1,x2, . . . ,xn)′ ∈ Rn×p be the covariate
matrix for all n entities. For clarification, in the following discussion we
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use index i for ranked entities and index j for rankers, with n and m
denoting the total numbers of ranked entities and rankers, respectively.
2.2. Full ranking lists without covariates. Suppose we have m full rank-
ing lists τ1, τ2, . . . , τm for entities in U = {1, 2, . . . , n}. Thurstone [1927]
postulated that the ranking outcome τj is determined by n latent variables
Zij’s, for 1 ≤ i ≤ n, where Zij represents ranker j’s evaluation score of
the ith entity, and Zi1 j > Zi2 j if and only if i1  i2 for ranker j. Define
Zj = (Z1j, . . . , Znj)′ as ranker j’s evaluations of all entities, and rank(Zj)
as the associated full ranking list based on Zj. Similar to Thurstone’s as-
sumption, we assume that Zj follows a multivariate Gaussian distribution
with mean µ = (µ1, . . . , µn)′ representing the underlying true score of the
ranked entities:
(2.1)
Zij = µi + eij, eij ∼ N(0, σ2) (1 ≤ i ≤ n; 1 ≤ j ≤ m)
τj = rank(Zj), (1 ≤ j ≤ m)
where eij’s are jointly independently. Because we only observe the ranking
lists τj’s, multiplying (µ, σ) by a constant or adding a constant to all the
µi’s does not influence the likelihood function. Therefore, to ensure iden-
tifiability of the parameters, we fix σ2 = 1 and impose the constraint that
µ lies in the space Θ = {µ ∈ Rn : 1′µ = 0}.
Model (2.1) implies that the τj’s are independent and identically dis-
tributed (i.i.d.) conditional on µ, so the likelihood function is
p(τ1, · · · , τm | µ) =
m
∏
j=1
p(τj | µ) =
m
∏
j=1
∫
Rn
p(τj | Zj,µ)p(Zj | µ)dZj,
where p(τj | Zj,µ) = 1{rank(Zj)=τj}. Specifically, for any possible full rank-
ing list τ on U = {1, 2, . . . , n}, the probability mass function is
P(τj = τ | µ) =
∫
Rn
1{rank(Zj) = τ} · (2pi)−n/2e− 12 ‖Zj−µ‖2dZj.
Our goal is to generate an aggregated rank based on an estimate of µ
in model (2.1). One approach is to use the maximum likelihood estimate
(MLE) µˆm defined as
µˆm = arg max
µ
1
m
m
∑
j=1
log p(τj | µ).
We have the following consistency result for µˆm with the proof deferred
to the Supplementary Material.
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Theorem 2.1. Let true parameter value of model (2.1) be µ0 ∈ Θ, and we
observe τ1, . . . , τm generated from model (2.1). Let µˆm be the MLE of µ0. Then,
for any e > 0 and any compact set K ⊂ Θ, we have
P ({‖µˆm −µ0‖2 ≥ e} ∩ {µˆm ∈ K})→ 0,
as n is fixed and m→ ∞.
Alternatively, we can employ a Bayesian procedure, which is more con-
venient to incorporate prior information, to quantify estimation uncertain-
ties, and to utilize efficient Markov chain Monte Carlo (MCMC) algorithms
including data augmentation [Tanner and Wong, 1987] and parameter ex-
pansion strategies [Liu and Wu, 1999]. With a reasonable prior, the poste-
rior mean of µ is also a consistent estimator under the same setting as in
Theorem 2.1. Denote the prior of µ by p(µ). The posterior distribution of
µ and (Z1, . . . ,Zm) is
p(µ,Z1, . . . ,Zm | τ1, · · · , τm) = p(µ) ·
m
∏
j=1
p(Zj | µ) ·
m
∏
j=1
1{τj = rank(Zj)}.
We can then generate the aggregated ranking list as
(2.2) ρ = rank (µ˜) = rank
(
(µ˜1, µ˜2, . . . , µ˜n)′
)
where the µ˜i’s are the posterior means of the µi’s.
Let Pn = In − n−11n1′n denote the projection matrix that determines
a mapping from Rn to Θ. We choose the prior of µ, which is restricted
to the parameter space Θ, to be N
(
0, σ2µPn
)
. The intuition for choos-
ing this prior is that when µ ∼ N (0, σ2µIn), we have Pnµ ∈ Θ and
Pnµ ∼ N (0, σ2µPn). For computation, it is equivalent to using the prior
µ ∼ N (0, σ2µIn) and considering the posterior mean of Pnµ ≡ µ − µ¯,
where µ¯ = n−1 ∑ni=1 µi1n. In other words,
ppi1(µ | τ1, · · · , τm) = ppi2(µ− µ¯ | τ1, · · · , τm)
where pi1 ∼ N
(
0, σ2µPn
)
and pi2 ∼ N (0, σ2µIn) denote the prior of µ.
More generally, although we restrict µ to the parameter space Θ, we only
need to specify a prior for unconstrained µ and make inference based
on posterior distribution of µ− µ¯. Therefore, under such Bayesian model
setting, it is extremely flexible to extend the model to incorporate covariate
information, as illustrated immediately.
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2.3. Ranking lists with covariates. As in both examples, each ranked en-
tity is associated with relevant covariates that are available systematic in-
formation determining how a ranker ranks it. To incorporate the covariate
information into model (2.1), we assume that the score of entity i depends
linearly on the p-dimensional covariate vector xi, for i = 1, . . . , n. To avoid
being too restrictive, we allow the intercept term for each entity to be dif-
ferent. In sum, we have the following over-parameterized model:
(2.3)
µi = αi + x
′
iβ, (1 ≤ i ≤ n)
Zij = µi + eij, eij ∼ N (0, 1), (1 ≤ i ≤ n; 1 ≤ j ≤ m)
τj = rank(Zj), (1 ≤ j ≤ m)
where the eij’s are mutually independent.
Model (2.3) is over-parameterized because µ is invariant if we add a
constant vector c to β and change αi to αi − x′ic. As a result, the param-
eters α = (α1, . . . , αn) and β are non-identifiable. However, the structure
between µ and (α,β) help us construct some informative priors on µ,
incorporating the covariate information. Intuitively, entities with similar
xi’s should be close in the underlying µi’s. Such intuition is conformed
by Model (2.3) with suitable priors on (α,β), because similar entities will
have higher correlation among their µi’s a priori. Model (2.3) can be helpful
when the ranking information is weak and incomplete, and the covariate
information is strongly related to the ranking mechanism.
We further illustrate Model (2.3) using the quarterback data in Example
1. The unobserved variable Zij represents ranker j’s evaluation for the per-
formance of quarterback i. The expression αi + x′iβ quantifies a hypothet-
ically universal underlying "quality" of the quarterback, and each ranker
evaluates it with a personal variation modeled by eij. The linear term x′iβ
can explain the part of their performance, but there are many aspects in
a football game that cannot be reflected through a linear combination of
these summary statistics. The term αi can capture the remaining “random
effect". Without αi, Model (2.3) reduces to a rank regression model in John-
son [2013], which can be too restrictive in some applications.
We set the prior p(α,β) ≡ p(α)p(β), where p(α) is simply N (0, σ2α I)
and p(β) is N (0, σ2β I). The hyper-parameter σα and σβ can reflect prior be-
lief on the relevance of covariates information to ranking mechanism. Intu-
itively, the stronger the belief on the role of covariates, the smaller the ratio
σ2α/σ2β will be chosen. We address the choice of hyper-parameters (σ
2
α , σ2β)
in the simulation studies. With this prior, the posterior mean of µ− µ¯ =
µ − (n−1 ∑ni=1 µi)1n is our estimates for µ ∈ Θ. Below we name this
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Bayesian approach based on model (2.3) as BARC, standing for Bayesian
aggregation of rank data with covariates.
2.4. Weighted rank aggregation for varying qualities of rankers. In practice,
the rankers in consideration may have different quality or reliability. In
these cases, a weighted rank aggregation is often more appropriate, where
each ranker j has a weight wj reflecting the quality of its ranking list.
However, it is difficult to design a proper weighting scheme in practice,
especially when little or no prior knowledge of the rankers is available. To
deal with this difficulty, we incorporate weights into variance parameters
in our model, and infer them jointly with other parameters. More precisely,
we model the ranker’s quality by the precision of the noise, i.e, extending
model (2.3) to the following weighted version:
µi = αi + x
′
iβ, (1 ≤ i ≤ n)
Zij = µi + eij, eij ∼ N(0, w−1j ), (1 ≤ i ≤ n; 1 ≤ j ≤ m)(2.4)
τj = rank(Zj), (1 ≤ j ≤ m)
where the eij’s are mutually independent and wj > 0. Note that the vari-
ance of eij, which is the inverse of the ranker’s reliability measure wj,
depends only on ranker j’s quality, but does not depend on entity i.
The prior for the wj’s can be any distribution bounded away from zero
and infinity such as uniform and truncated chi-square distributions. A
more restrictive choice is to let the weights take only on a few discrete
values. Our numerical study shows that the more restrictive prior spec-
ification for the weights can lead to a much less sticky MCMC sampler
without compromising much in the precision of aggregated rank as well
as the quality evaluation of rankers. Specifically, we restrict wj to three
different levels for reliable, mediocre and low-quality rankers, separately.
The corresponding weights for these rankers are 2, 1 and 0.5, respectively,
with equal probabilities a priori, i.e.,
(2.5) P(wj = 0.5) = P(wj = 1) = P(wj = 2) =
1
3
, (1 ≤ j ≤ m)
where the wj’s are mutually independent. We call this weighted rank ag-
gregation method as BARCW, standing for Bayesian aggregation of rank
data with entities’ covariates and rankers’ (unknown) weights.
2.5. Ranker clustering via mixture model. Our previous models assume
that the underlying score µ is universal to all rankers, which can some-
times be too restrictive. Böckenholt [1993] and Gormley and Murphy [2006,
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2008a,b] suggested that there are often several categories of voters with
very different political opinions in an election, and subsequently a mix-
ture model approach should be applied to cluster voters into subgroups.
Differing from BARCW, which studies differences in rankers’ reliabilities,
this mixture model focuses on the heterogeneity in rankers’ opinions while
assuming that all rankers are equally reliable.
A common issue in mixture models is to determine the number of mix-
ture components. Here we employ the Dirichlet process mixture model,
which overcomes this problem by defining mixture distributions with a
countably infinite number of components via a Dirichlet process prior [An-
toniak, 1974; Ferguson et al., 1983]. We first extend Model (2.3) so that the
underlying score of entities is ranker-specific:
(2.6)
µ(j) = α(j) +Xβ(j), (1 ≤ j ≤ m)
Zj = µ
(j) + εj, εj ∼ N (0, In), (1 ≤ j ≤ m)
τj = rank
(
Zj
)
, (1 ≤ j ≤ m)
where X ∈ Rn×p is the covariate matrix for all ranked entities, µ(j) repre-
sents the underlying true score for ranker j, and εj’s are jointly indepen-
dent. We then assume that the distribution of (α(j),β(j)) follows a Dirichlet
process prior, i.e.
(α(j),β(j)) | G iid∼ G, G ∼ DP(γ, G0),(2.7)
where G0 defines a baseline distribution on Rn ×Rp for the Dirichlet pro-
cess prior, satisfying E(G) = G0, and γ is a concentration parameter. For
the ease of understanding, we can equivalently view model (2.6)-(2.7) as
the limit of the following finite mixture model with K components when
K → ∞:
(pi1, . . . ,piK) ∼ Dir(γ/K, . . . ,γ/K),
qj | pi iid∼ Multinomial (pi1, . . . ,piK) , (1 ≤ j ≤ m)
(α〈k〉,β〈k〉) iid∼ G0, (1 ≤ k ≤ K)(2.8)
µ〈k〉 = α〈k〉 +Xβ〈k〉, (1 ≤ k ≤ K)
Zj = µ
〈qj〉 + εj, εj ∼ N (0, In), (1 ≤ j ≤ m)
τj = rank
(
Zj
)
, (1 ≤ j ≤ m)
where the latent variable qj ∈ {1, 2, . . . , K} indicates the cluster allocation
of ranker j, and µ〈k〉 corresponds to the common underlying score vector
for rankers in cluster k.
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We choose the baseline distribution G0 on Rn ×Rp using two indepen-
dent zero-mean Gaussian distributions with covariances σ2αIn and σ2βIp,
i.e., G0 ∼ N (0, diag(σ2αIn, σ2βIp)). Clearly, G0 is the same as the prior dis-
tribution of (α,β) we use in the previous models, and the conjugacy be-
tween G0 and the distribution of Zj’s leads to a straightforward Gibbs
sampler as described in Neal [1992] and MacEachern [1994]. Parameter γ
represents the degree of concentration of G around G0 and, thus, is related
to the number of distinct clusters. According to the Pólya urn scheme rep-
resentation of the Dirichlet process in Blackwell and MacQueen [1973], the
prior probability that a new ranker belongs to a different cluster with all
m existing rankers is γ/(m + γ− 1). In addition, the expected number of
clusters with in total m rankers is ∑mj=1 γ/(j + γ− 1) a priori. We discuss
the sensitivity of this hyper-parameter in the simulation studies.
Under this Dirichlet process mixture model, we are interested in rank
aggregation within each cluster as well as rank aggregation across all clus-
ters. The aggregated ranking in each cluster k is determined by the order
of µ〈k〉, or equivalently µ(j)’s with cluster allocation qj = k. The aggre-
gated ranking list across all clusters depends on the underlying score of
all rankers:
(2.9) ρ = rank
(
m−1
m
∑
j=1
µ˜(j)
)
,
where µ˜(j) is the posterior mean of the µ(j) for each ranker j. We regard
this rank aggregation method as BARCM, standing for Bayesian Aggrega-
tion of Rank data with Covariates of entities and Mixture of rankers with
different ranking opinions.
2.6. Extension to partial ranking lists. Model (2.1),(2.3),(2.4) and (2.6) can
all be applied when the observations are partial ranking lists. Because we
define ranking list as a set of non-contradictory pairwise relations among
ranked entities, partial ranking lists appear when any of the pairwise re-
lations is missing. Thus, besides the partial ranking list τj (1 ≤ j ≤ m), we
also observe the δj’s, which indicate which pairwise relationship is miss-
ing. Under latent variable models, we denote τj ' rank(Zj) if the partial
ranking list τj is consistent with the full ranking list rank(Zj). Our models,
BARC, BARCW and BARCM, for the observed individual partial ranking
lists are the same as in (2.3), (2.4) and (2.6)-(2.7), except that τj = rank(Zj)
is replaced by τj ' rank(Zj). Let θδ and θτ denote the parameters for miss-
ing indicators δj’s and ranking lists τj’s, respectively. We can then write the
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likelihood of (δj, τj) as
p(δj, τj | θδ,θτ,X) = ∑
r:r'τj
∫
Rn
p(δj | r,Zj,θδ,X)1{r = rank(Zj)}p(Zj | θτ,X)dZj.
If the pairwise relations are missing at random, in the sense that p(δj |
r,Zj,θδ,X) = p(δj | r˜, Z˜j,θδ,X) for all possible (r,Zj, r˜, Z˜j) such that
r = rank(Zj) ' τj and r˜ = rank(Z˜j) ' τj, then the likelihood of (δj, τj) can
be simplified as
p(δj, τj | θδ,θτ,X) = p(δj | τj,θδ,X)
∫
Rn
1{τj ' rank(Zj)}p(Zj | θτ,X)dZj
If the priors for the parameters θδ and θτ are mutually independent, we
can further ignore the δj’s when conducting the Bayesian inference for the
parameter θτ of ranking mechanisms.
3. MCMC computation with parameter expansion. We use Gibbs sam-
pling with parameter expansion [Liu and Wu, 1999] in our Bayesian com-
putation for the latent variable models with covariates. We start with
model (2.3) and then generalize this MCMC strategy to two extended
models, (2.4) and (2.6)-(2.7). To simplify the notation, we define Z =
(Z1, . . . ,Zm) ∈ Rn×m, T = {τj}mj=1, V = (In,X) ∈ Rn×(n+p), and Λ =
diag(σ2αIn, σ2βIp) ∈ R(n+p)×(n+p).
3.1. Parameter-expanded Gibbs Sampler. The most computationally ex-
pensive part in our model is to sample all the Zij’s from the truncated
Gaussian distributions. Furthermore, becauseZ and (α,β) are intertwined
together due to the posited regression model, they tend to correlate highly,
similar to the difficulty of the data augmentation method introduced by
Albert and Chib [1993] for probit regression models.
To speed up the algorithm, we follow Scheme 2 in Liu and Wu [1999]
and exploit a parameter-expanded data augmentation (PX-DA) algorithm.
In particular, we introduce a group scale transformation of the “missing
data" matrix Z, the evaluation scores of all rankers for all ranked identi-
ties, indexed by a non-negative parameter θ, i.e., tθ(Z) ≡ Z/θ. The PX-
DA algorithm updates the missing data Z and the expanded parameters
(θ,α,β) iteratively as follows:
1. For i = 1, . . . , n and j = 1, . . . , m, draw [Zij | Z[−i],j,Z[−j],α,β] from
N (αi +x′iβ, 1) with truncation points determined by Z[−i],j, such that
Zij falls in the correct position according to τj, i.e., rank(Zj) ' τj.
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2. Draw θ ∼ p(θ | Z, T ) ∝ p(tθ(Z))|Jθ(Z)|H(dθ). Here, |Jθ(Z)| = θ−nm
is the Jacobian of scale transformation, H(dθ) = θ−1dθ is the Haar
measure on a scale group up to a constant, and
p(tθ(Z)) ∝
∫
p(tθ(Z) | α,β)p(α)p(β)dαdβ ∝ exp
{
− S
2θ2
}
,
is the marginal density of latent variables evaluated at tθ(Z), where
S =
m
∑
j=1
Z ′jZj −
m
∑
j=1
m
∑
k=1
Z ′jV (Λ
−1 + mV ′V )−1V ′Zk.
We can derive that θ2 ∼ S/χ2nm.
3. Draw (α,β) ∼ p(α,β | tθ(Z)) ≡ N
(
ηˆ/θ, Σˆ
)
, where
ηˆ = (Λ−1 + mV ′V )−1V ′
m
∑
j=1
Zj and Σˆ = (Λ−1 + mV ′V )−1.
Below we give some intuition on why the PX-DA algorithm improves
efficiency. Without Step 2 and with tθ(Z) in Step 3 replaced by Z, the algo-
rithm reduces to the standard Gibbs sampler, which updates the missing
data and parameters iteratively.The scale group move of Z under the usual
Gibbs sampler is slow due to both the Gibbs update for Z in Step 1 and
the high correlation between Z and (α,β). To overcome such difficulty,
the PX-DA algorithm introduces a scale transformation of Z to facilitate
its group move and mitigate its correlation with (α,β). To ensure the va-
lidity of the MCMC algorithm, the scale transformation parameter θ has to
be drawn from a carefully specified distribution, such that the move is in-
variant under the target posterior distribution, i.e., tθ(Z) follows the same
distribution as the original Z under stationarity. To aid in understand-
ing, we provide a proof in the Supplementary Material that the specified
distribution of θ in Step 2 satisfies this property.
3.2. Gibbs sampler for BARCW. Under Model (2.4) for BARCW, the Gibbs
steps for [Z,β,α | T ,W ] is very similar to that for [Z,β,α | T ] in the
previous model for BARC, with details relegated to the Supplementary
Material. The additional step is to draw wj given all other variables. For
j = 1, . . . , m, we draw discrete random variable wj from the following
conditional posterior probability mass function:
p(wj | Z,w[−j],α,β, T ) ∝ p(wj)p(Z | α,β,w)
∝ w
n
2
j exp
(
−wj
2
n
∑
i=1
(
Zij − x′iβ− αi
)2) .
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3.3. Gibbs sampler for BARCM. Under model (2.6)-(2.7) for BARCM, we
first represent the parameters {α(j),β(j)}mj=1 by cluster allocation vector
q = (q1, . . . , qm) and cluster-wise parameters {α〈k〉,β〈k〉 : k ∈ {q1, . . . , qm}},
and then use the MCMC algorithm to sample q, (α〈k〉,β〈k〉)’s and Z =
(Z1, . . . ,Zm).
Let Ak(q) = {j | 1 ≤ j ≤ m, qj = k} denote the set of rankers that belong
to cluster k given cluster allocation q. Due to the conjugacy between G0 and
the distribution of Zj’s, we can integrate out (α〈k〉,β〈k〉)’s when sampling
q, and Gibbs sampling of q given Z follows from Algorithm 3 in Neal
[2000]. Specifically, the Gibbs steps are as follows:
1. For j = 1, . . . , m, draw qj from
P
(
qj = k | Z, q[−j], T
)
∝ P
(
qj = k | q[−j]
) ∫
p
(
Zj | α〈k〉,β〈k〉
)
p
(
α〈k〉,β〈k〉 | Z[−j]
)
dα〈k〉dβ〈k〉
∝ P
(
qj = k | q[−j]
)
· exp
(
−1
2
Sk(q) +
1
2
Sk(q[−j])
)
,
where
Sk (q) = ∑
j∈Ak(q)
Z ′jZj− ∑
j∈Ak(q)
∑
l∈Ak(q)
Z ′jV
(
Λ−1 + |Ak(q)|V ′V
)−1
V ′Zk,
|Ak(q[−j])| denotes the number of units except j that are in cluster k,
and P
(
qj | q[−j]
)
is determined as follows:
If k = qi for some i 6= j : P
(
qj = k | q[−j]
)
=
|Ak(q[−j])|
(m− 1+ γ)
P
(
qj 6= qi for all i 6= j | q[−j]
)
=
γ
(m− 1+ γ) ,
2. For each k ∈ {q1, . . . , qm}, we sample [ZAk(q),α〈k〉,β〈k〉 | T , q] using
very similar Gibbs sampling steps as we sample [Z,α,β | T ] in the
BARC model, with details relegated to the Supplementary Material.
4. Rank aggregation via MCMC samples. Following the Bayesian com-
putation in the previous section, we can obtain MCMC samples from the
posterior distribution of (α,β) under BARC or BARCW, and from the pos-
terior distribution of (α(j),β(j))’s under BARCM. As described in (2.2) and
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(2.9), we use the posterior mean of µi ≡ αi + x′iβ’s to generate the aggre-
gated ranking list in BARC and BARCW, and use the posterior mean of
m−1 ∑mj=1 µ
(j)
i = m
−1 ∑k |Ak(q)|(α〈k〉i + x′iβ〈k〉)’s in BARCM. Moreover, we
have some byproducts from the Bayesian inference besides the aggregated
ranking lists, as illustrated below.
4.1. Probability interval for the aggregated ranking list. In existing rank
aggregation methods, people usually seek only one aggregated rank, but
ignore the uncertainty of the aggregation result. When we observe i  j
in a single ranking list ρ, we cannot tell whether i is much better than
j or they are close. The Bayesian inference provides us a natural uncer-
tainty measure for the ranking result. Under BARC or BARCW, suppose
we have MCMC samples {µ[l]}Ll=1, from the posterior distribution p(µ |
τ1, · · · , τm). For each sample µ[l], we calculate a ranking list ρ[l] = rank(µ[l]).
We denote τ[l](i) as the position of entity i in ranking list ρ[l], and define
the (1− α) probability interval of entity i’s rank as(
τLB(i), τUB(i)
)
=
(
τ( α2 )(i), τ(1− α2 )(i)
)
,
where τ( α2 )(i) and τ(1− α2 )(i) are the
α
2 th and (1− α2 )th sample quantiles of
{τ[l](i)}Ll=1. The construction of credible intervals for entities’ ranks under
BARCM is very similar, and thus is omitted here.
4.2. Measurements of heterogeneous rankers. In BARCW and BARCM, we
aim to learn the heterogeneity in rankers and subsequently improve as
well as better interpret the rank aggregation results. Both methods deliver
meaningful measures to detect heterogeneous rankers.
In BARCW, we assume that all rankers share the same opinion and the
samples from p(w | T ) measure the reliability of the input rankers. In
BARCM, we assume that there exist a few groups of rankers with differ-
ent opinions, despite all being reliable rankers. The MCMC samples from
p(q | T ) estimate ranker clusters with different opinions. The number of
clusters is determined by the number of distinct values in cluster allocation
q. The opinion of rankers in cluster k can be aggregated by the posterior
means of α〈k〉i + x
′
iβ
〈k〉’s. We compare both methods later in simulation
studies and real applications.
4.3. Role of covariates in the ranking mechanism. As discussed in Section
2.3, the interpretation of α and β is difficult due to over-parameterization.
However, noting that the αi’s are modeled as i.i.d Gaussian random vari-
ables with mean zero a priori, the posterior distribution of β still provides
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some meaningful information about the role of covariates in the ranking
mechanism. Intuitively, for each ranked entity i, the projection x′iβ can be
seen as the part of the evaluation score µi linearly explained by the covari-
ates, and αi as the corresponding residual. The sign and magnitude of the
coefficient βk for the kth covariate indicate the positive or negative role of
covariates and its strength in determining the ranking list. In practice, we
can incorporate nonlinear transformations of original covariates to allow
for more flexible role of covariates in explaining the ranking mechanism.
5. Simulation Studies. We adopt the normalized Kendall tau distance
[Kendall, 1938] between ranking lists in evaluation to compare our meth-
ods with other rank aggregation methods. Another popular distance mea-
sure Spearman’s footrule distance [Diaconis and Graham, 1977] gives very
similar results and is thus omitted here.
5.1. Comparison between BARC and other rank aggregation methods. Recall
that U is the set {1, . . . , n} of entities, and entity i has true value µi. We
generate m full ranking lists {τj}mj=1 via the following model:
τj = rank(Zj), where Zj
iid∼ N (µ, σ2In).
We generate i.i.d. vectors xi = (xi1, . . . , xip)′ ∈ Rp from the multivariate
normal distribution with mean 0 and covariance Cov(xis, xit) = ρ|s−t| for
1 ≤ s, t ≤ p, and examine three scenarios. In Scenario 1, the true difference
between entities can be linearly explained by covariates. In Scenario 2,
a linear combination of covariates can partially explain the ranking. In
Scenario 3, the ranking mechanism is barely correlated with the covariates.
1. µi = xTi β, where β = (3, 2, 1, 0.5)
′, p = 4, and ρ = 0.2.
2. µi = xTi β+ ‖xi‖2, where β = (3, 2, 1)′, p = 3, and ρ = 0.5.
3. µi = ‖xi‖2, where p = 4, and ρ = 0.5.
We first examine the impact of the noise level σ on the performance of
BARC and other rank aggregation methods. Fixing n = 50 and m = 10,
we tried four different values of σ (= 5, 10, 20, 40). For each configura-
tion, we generated 500 simulated datasets. We applied Borda Count (BC),
Markov-Chain based methods (MC1, MC2, MC3), Plackett–Luce based
method (PL) and our BARC method. A brief review of the aforemen-
tioned methods can be found in the Supplementary Material. When uti-
lizing BARC and its extensions, we input standardized covariates and set
hyper-parameters σα = 1 and σβ = 100 unless otherwise stated. Intuitively,
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with a small σα and a large σβ, BARC would exploit the role of covariates
in rank aggregation.
The Kendall’s tau distances between the true rank and the aggregated
ranks produced by the six methods, averaged over the 500 simulated datasets,
are plotted against the noise level in Figure 1. We can observe that BARC
uniformly outperformed the competing methods in Scenarios 1 and 2
when the linear combination of covariates is useful, and was competitive
in scenario 3. The PL method underperformed all other methods but MC1
due to its misspecified distributional assumption.
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Fig 1. Average distance between true rank and aggregated ranks of different methods. As the co-
variates become increasingly dis-associated with the ranking mechanism from Scenarios 1 to 3, the
advantage of BARC over existing methods shrank. Under these scenarios, the lines of MC2, MC3
and Borda Count overlap. In Scenario 3, the results of MC2, MC3, Borda Count and BARC are
extremely close as the ranking does not associate with covariates linearly.
5.2. Computational advantage of parameter expansion. Before we move to
more complicated settings, we would like to use the above simulation to
demonstrate the effectiveness of parameter expansion in dealing with rank
data. We use Scenario 2 with noise level σ = 5 as an illustration. Figure 2
shows that Gibbs sampler with parameter expansion reduces the autocor-
relation in MCMC samples compared to regular Gibbs sampler.
5.3. BARC with partial ranking lists. We further explore how BARC per-
forms for aggregating partial ranking lists, where subgroups have no over-
lap with each other. This is a similar situation as we observe in Example
2. We simulated data from Scenario 2 with n = 80, m = 10 and p = 3.
We randomly divide these 80 entities into k (= 1, 2, 4, 8, 10, 16) subgroups,
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Fig 2. The left panel is autocorrelation plot of β1 in parameter expanded Gibbs sampler; The right
panel is the autocorrelation plot of β1 in regular Gibbs sampler.
each with size n/k. As k increases, the pairwise comparison information
decreases. For example, when k = 16, we have only 5.06% of all the pair-
wise comparisons in a partial ranking list. Figure 3 displays the Kendall’s
tau distances between the true rank and the aggregated ranking lists in-
ferred by BARC in different cases. BARC is quite robust with respect to
partial ranking lists when unobserved pairwise comparisons are missing
completely at random and the input ranking lists have moderate depen-
dence on the available covariates. In contrast, denoted by BAR in Figure 3,
the BARC method without using covariates is susceptible to partial lists.
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Fig 3. We applied BARC with two different settings for hyper-parameter σα to aggregate partial
ranking lists. For comparison, we also applied our method without using covariates, denoted as
BAR. With the help of covariates, BARC’s performance were relatively unaffected by the increase
of the incompleteness of the ranking lists. BARC is also robust with hyper-parameter choices—the
BARC lines with different values of σα (i.e., 0.5 and 1) were very close to each other.
5.4. BARCM for heterogeneous opinions in ranking lists. In real world,
there can be a few groups of rankers with different opinions, despite all
being reliable rankers. Dirichlet process mixture model (2.6)-(2.7) clusters
the rankers and can automatically determine the total number of clus-
ters. Here, we use simulation to study the sensitivity of BARCM to hyper-
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parameter γ in the Dirichlet process prior. In addition, we explore the
performance of BARCW under this misspecified model setting.
We simulated under the BARC model with three mixture components.
Mimicking the dataset in Example 2, we have m = 69 rankers, p = 11
covariates each entity, and n = 108 entities divided into 9 non-overlapping
groups of equal size. The categories of rankers are generated with prob-
ability pi = (0.5, 0.3, 0.2). The covariates xi’s are generated from multi-
variate normal distribution with mean 0 and covariance Cov(xis, xit) =
(0.2)|s−t|, and the coefficients are generated from β〈k〉 iid∼ N (0, Ip) and
α
〈k〉
i
iid∼ N (0, 22) for k = 1, 2, 3 and i = 1, . . . , n. The noise level is fixed
at σ = 1. Table 5 shows the average clustering accuracy under different
hyper-parameters. The clustering accuracy here is measured by Rand In-
dex, which is the percentage of pairwise clustering decisions that are cor-
rect [Rand, 1971]. The hyper-parameters clearly impacts the number of
clusters in the mixture model, but the results are quite robust in terms of
the clustering error.
Table 5
Clustering analysis under heterogeneous setting: average clustering accuracy and number of
clusters given by BARCM over 100 simulations under each γ value.
γ = m−1 γ = m−1/2 γ = 1 γ = m1/2
Clustering accuracy 0.994 0.990 0.987 0.979
Expected # of clusters a posteriori 3.629 4.162 4.671 5.746
Expected # of clusters a priori 1.069 1.557 4.819 18.986
We also applied BARCW to this simulated data set. Figure 4 shows
that the minority opinions are down-weighted by BARCW, which assumes
that all rankers share the same opinion. As a result, BARCW reinforces
the majority’s opinion in rank aggregation. In practice, we recommend
to apply BARCM to check if there are several sizable ranker subgroups.
By studying rankers’ heterogeneity, we can better understand our ranking
data even if we seek only one aggregated ranking list.
5.5. Robustness of BARCM and BARCW under homogeneous setting. In
contrast to the simulation with heterogeneous ranker qualities or opin-
ions, we also simulated the BARC model under the homogeneous setting
to verify the robustness of BARCM and BARCW. The simulation is the
same as 5.4 except that all rankers are from one component with equal
qualities. Table 6 shows the average clustering accuracy under different
hyper-parameters. Figure 5 shows the histogram of the rankers’ weights
given by BARCW. Under this homogeneous setting, BARCM clustered the
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Fig 4. Box plot of weights by ranker categories given by BARCW in 100 simulations. Ranker
category with the largest proportion is weighted higher than the other two.
rankers into one group, and BARCW assigned the rankers’ weights mostly
near the maximum.
Table 6
Clustering analysis under homogeneous setting: average clustering accuracy and number of
clusters given by BARCM over 100 simulations under each γ value.
γ = m−1 γ = m−1/2 γ = 1 γ = m1/2
Clustering accuracy 1.000 0.999 0.998 0.993
Expected # of clusters a posteriori 1.007 1.033 1.057 1.215
Weight
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Fig 5. Histogram of rankers’ weights given by BARCW in 100 simulations under homogeneous
setting. Almost all the rankers are learned to be reliable.
6. Analyses of the Two Real Data Sets.
6.1. Aggregating NFL Quarterback rankings. Ranking NFL quarterbacks
is a classic case where experts’ ranking schemes are clearly related to
some performance statistics of the players in their games. Information in
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Tables 1 and 2 enables us to generate aggregated lists using both rank
data and the covariates information, as shown in Table 7. For quarterbacks
at the top and bottom of the list, these methods mostly agree with each
other. Among all compared rank aggregation results, the PL method has
the largest discrepancy with other methods, especially in the bottom half
where the ranking uncertainty is large. Some diagnostics plots for MCMC
convergence are provided in the Supplementary Material.
Table 7
Rank aggregation results of NFL quarterbacks listed in the order of BARCW posterior means. The
rankings are listed to the right of the underlying values given by rank aggregation methods.
Player BARCW µ Rank BARC µ Rank BC Rank PL.γ Rank MC3.pi Rank
Andrew Luck 6.518 1 6.069 1 1.286 1 0.361 1 0.207 1
Aaron Rodgers 4.76 2 4.635 2 2.571 2 0.195 2 0.137 2
Peyton Manning 4.466 3 4.39 3 3 3 0.171 3 0.12 3
Tom Brady 2.937 4 2.942 4 5.071 4 0.072 4 0.071 4
Tony Romo 2.805 5 2.744 5 5.214 5 0.062 5 0.07 5
Drew Brees 2.469 6 2.448 6 5.857 6 0.043 6 0.063 6
Ben Roethlisberger 2.149 7 2.094 7 6.571 7 0.035 7 0.052 7
Ryan Tannehill 1.435 8 1.342 8 8 8 0.020 8 0.04 8
Matthew Stafford 0.965 9 0.72 9 8.857 9 0.015 9 0.034 9
Mark Sanchez -0.005 10 -0.098 10 11.5 10 0.005 11 0.023 10
Russell Wilson -0.716 11 -0.496 11 12.214 11 0.005 10 0.021 11
Philip Rivers -0.93 12 -0.602 12 13.214 12 0.003 12 0.02 12
Cam Newton -1.197 13 -1.136 13 14.5 13 0.002 13 0.017 13
Matt Ryan -1.413 14 -1.474 14 16.357 15 0.001 15 0.014 15
Eli Manning -1.474 15 -1.497 15 16.071 14 0.002 14 0.014 14
Alex Smith -1.793 16 -1.717 17 16.714 16 0.001 17 0.013 16
Colin Kaepernick -1.813 17 -1.601 16 16.786 17 0.001 18 0.013 17
Joe Flacco -1.815 18 -1.778 19 16.929 18 0.001 20 0.013 18
Jay Culter -1.884 19 -1.726 18 17.143 19 0.001 19 0.013 19
Andy Dalton -1.987 20 -2.052 20 17.357 20 0.001 16 0.012 20
Josh McCown -2.733 21 -2.645 21 19.5 21 0.001 21 0.01 21
Drew Stanton -2.812 22 -2.823 22 20.286 22 0.001 22 0.009 22
Teddy Bridgewater -3.476 23 -3.378 23 21.714 23 0.000 23 0.008 23
Brian Hoyer -4.462 24 -4.361 24 23.286 24 0.000 24 0.007 24
Figure 6 shows the 95% probability interval for each quarterback’s rank
under both BARC and BARCW. We can see that the interval width is large
for mediocre quarterbacks, and that is exactly where a majority of discrep-
ancies occurred among different rankers and different rank aggregation
methods. The interval estimates of aggregated ranks can separate several
elite quarterbacks from the others.
All methods except BARCW assume equal reliability for all input lists.
Figure 7 shows the posterior boxplots and posterior means of the weights.
Out of the 13 rankers, seven are inferred to have significantly higher qual-
ity than the other six rankers. We further validated our weights estimation
using the prediction accuracy of each expert at the end of the season. Table
8 shows the means and standard deviations of two well separated groups
of rankers.
Figure 8 gives us intuition about the role of covariates in our rank ag-
gregation. TD and Int, which stand for percentage of touchdowns and
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Fig 6. Interval estimates of aggregated ranks of NFL quarterbacks, as of week 12 in the 2014 NFL
season. The plot on the left is given by BARC, and the right one is from BARCW. The differences
between these two results are very small. For example, BARCW separates the interval estimate of
Matthew Stafford and Mark Sanchez after down-weighting a few rankers.
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Fig 7. Boxplots of posterior samples of weights given by BARCW. Red cross marks the posterior
means of weights. Black points are samples outside of the range between first and third quartile
of the posterior samples, and black lines are collapsed boxes when interquartile range is 0. Seven
experts are learned to be reliable rankers.
interceptions thrown when attempting to pass, are the most significant
covariates; touchdowns have a positive effect, while interceptions have a
negative one. Based on our football common sense, touchdowns and in-
terceptions can directly impact the result of a game.
6.2. Aggregating orthodontics data. As mentioned in Section 1, the or-
thodontics data set contains 69 ranking lists for each of the 9 groups of
the orthodontic cases. With ranking lists produced by a group of high-
profile specialists, the rank aggregation problem emerges because the av-
erage perception of experienced orthodontists is considered the corner-
stone of systems for the evaluation of orthodontic treatment outcome [Liu
et al., 2012; Song et al., 2014, 2015]. The covariates for these cases are ob-
jective assessments on their teeth. It is quite difficult to aggregate ranking
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Table 8
Summary of 13 experts’ prediction accuracy evaluated after the 2014 NFL season. Throughout the
season, FantasyPros.com compare each expert’s player preference to the actual outcomes. The
prediction accuracy is calculated based on the incremental fantasy points implied by ranking lists.
“reliable” rankers “unreliable” rankers
mean (accuracy) 0.589 0.550
sd (accuracy) 0.013 0.027
Avg
Att
Int
RYds
G
Pct
R1st
RAvg
RAtt
TD
Yds
−5 0 5 10
Value
Co
ef
fic
ie
nt
Coefficient Plot
Fig 8. Posterior mean and 95% probability interval of β given by BARCW in aggregating quarter-
back rankings. Please refer Table 2 for the covariates information, and each column of covariates are
standardized when applied in BARCW.
lists of many non-overlapping subgroups, as covariates are the only source
of information available in bridging different groups. In addition, Table 3
shows that the rankers did not have very similar opinions.
Previously, Liu et al. [2012] and Song et al. [2014] assessed the re-
liability and the overall consistency of these experienced orthodontists
through simple statistics including Spearman’s correlation among these
highly incomplete ranking lists within each subgroup of cases. To gain
deeper understanding of these ranking lists, we first study the heterogene-
ity among rankers using BARCM. We applied Dirichlet process mixture
model with γ = 1. The 69 experts are clustered into 24 subgroups. The
sizes of the leading three clusters are (19, 9, 6). Other clusters have fewer
than 5 rankers each. Figure 9 shows the Kendall tau distances among the
posterior means of the µ(j)s, which are the underlying ranking criteria of
all rankers. We see that almost half of the rankers cannot be grouped into
sizable clusters, indicating that their opinions are closer to the baseline dis-
tribution in Dirichlet process than to other rankers. Because a ranking lists
drawn from the baseline distribution is just noise, the rankers in the small
groups either were unreliable rankers, or used information other than the
available covariates in their ranking systems.
We subsequently applied BARCW to this data set. Figure 10 shows the
box plot of rankers’ weights by their estimated clusters from BARCM. The
26 D. YI, X. LI AND J. LIU
42−
53−
54−
58−
13−
18−
23−
67−
8−
46−
37−
64−
21−
48−
35−
34−
56−
16−
32−
40−
41−
17−
14−
62−
11−
12−
31−
20−
39−
6−
25−
55−
45−
66−
2−
52−
28−
65−
7−
9−
51−
68−
44−
47−
59−
5−
26−
24−
33−
69−
61−
57−
43−
38−
36−
29−
27−
22−
10−
3−
4−
1−
63−
15−
30−
19−
50−
49−
60−
42
−
53
−
54
−
58
−
13
−
18
−
23
−
67
−8−46
−
37
−
64
−
21
−
48
−
35
−
34
−
56
−
16
−
32
−
40
−
41
−
17
−
14
−
62
−
11
−
12
−
31
−
20
−
39
−6−25
−
55
−
45
−
66
−2−52
−
28
−
65
−7−9−51
−
68
−
44
−
47
−
59
−5−26
−
24
−
33
−
69
−
61
−
57
−
43
−
38
−
36
−
29
−
27
−
22
−
10
−3−4−1−63
−
15
−
30
−
19
−
50
−
49
−
60
−
0.0
0.2
0.4
0.6
value
Fig 9. Kendall tau distance of posterior mean of µ(j)s based on BARCM result. The ranking dis-
crepancy increases as the color shifts from dark to light.
rankers in the largest cluster are mostly considered reliable rankers, while
the rankers in the small clusters are labeled as low-quality rankers. Im-
plied by lower weights, the noisier ranking evaluation explains why the
small-size clusters are not combined into the big ones. The weights of
rankers in cluster 2 and cluster 3 are around the middle. This result is sim-
ilar to our demonstration using simulation in Section 5.4. Among clusters
1-3, BARCW tends to down-weight the minority opinions when heteroge-
neous opinions exist. Based on the results from BARCM and BARCW, we
conclude that there are three ranking opinions among half of the experts,
while the others have considerable discrepancy that can be attributed to
low individual reliability.
Finally, we use both BARCW and BARCM for rank aggregation. The
key to aggregate these nine non-overlapping groups of patients is to fig-
ure out the rank of patients’ orthodontics conditions using, but not overly
relying on, the covariates. Tables 9 and 10 show the top and bottom cases
in aggregated ranking lists. Recall that BARCM aggregates opinions of
the whole sample by averaging over all clusters with their correspond-
ing proportions. The results from BARCW and BARCM are quite consis-
tent with each other although they employed different assumptions. The
Kendall distance between these two aggregated lists is 0.047. It supports
our conclusion that rankers’ discrepancy can be mostly explained by their
heterogeneous reliability.
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Fig 10. Boxplots of rankers’ weights by clusters. The weight of ranker j is given by the posterior
mean of wj in BARCW. The clusters are estimated from BARCM ordered by their size. The sizes
of clusters 1-3 are (19, 9, 6), while “other” combines all rankers from the remaining 21 fragmented
clusters.
Table 9
The five cases that are considered to have the best conditions based on rank aggregation.
BARC BARCW BARCM Cl. 1 Cl. 2 Cl. 3
1 H2 G7 G7 E2 A1 G7
2 E2 E2 E2 H3 G7 A1
3 G7 H2 H2 G7 H2 E2
4 H3 H3 H3 H2 E2 A4
5 H4 H4 A1 F8 H4 H4
Figure 11 shows coefficient plot of β in BARCW. It illustrates the role
of covariates in our rank aggregation, especially in positioning those non-
overlapping groups. Among the covariates, overjet, overbite and centerline
all measure certain types of overall displacement, and thus are generally
considered to have stronger negative effect compared to the other local
displacements in this study.
7. Discussion. We described three model-based Bayesian rank aggre-
gation methods (BARC, BARCW, BARCM) for combining different rank-
ing lists when some covariates for the entities in consideration are also
Table 10
The five cases that are considered to have the worst conditions based on rank aggregation.
BARC BARCW BARCM Cl. 1 Cl. 2 Cl. 3
108 F4 F4 F4 H5 F4 F4
107 H5 H5 F10 F10 F10 F10
106 F10 F10 H5 F4 H5 E6
105 E6 E6 E6 D11 D11 H5
104 D11 D11 D11 E6 E6 E8
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Fig 11. Posterior mean and 95% probability interval of β given by BARCW in aggregating or-
thodontics data. Please refer Table 4 for the covariates information, and each column of covariates
are standardized when applied in BARCW.
observed. With the help of covariates, these methods can accommodate
various types of input ranking lists, including highly incomplete ones. Un-
der the assumption of homogeneous ranking opinion, BARCW learns the
qualities of rankers from data, and over-weighs high quality ones in rank
aggregation. BARCM, on the other hand, studies the possibility of having
heterogeneous opinion groups among rankers under the same framework.
All three methods generate uncertainty measures for the aggregated ranks.
Our simulation studies and real-data applications validate the importance
of covariate information and our estimation of rankers’ qualities and their
heterogeneous opinions.
We note that our methods consider only the covariate information of the
ranked entities. It is of interest to further incorporate available covariate
information of rankers, which can be helpful for detecting rankers’ qual-
ities and clustering rankers into subgroups with different opinions. We
leave this extension of BARC for a further work.
The foundation of our rank data modeling is the Thursthone-Mosteller-
Daniels model, which can be extended in many ways. Although these
models have been around for a long time, the standard MCMC procedure
for their Bayesian inference does not mix well for our real-data applica-
tions due to the entangled latent structure of the models. We took advan-
tage of the conjugacy of Gaussian distributions and exploited parameter-
expanded Gibbs sampler to improve the computation efficiency. We can
also speed up the MCMC algorithm through parallelization when there
are many rankers, i.e., when m is large. For all the three models, BARC,
BARCW and BARCM, we can parallelize the Gibbs steps for updating
{Zj}mj=1 given µ, or equivalently (α,β). However, this full Bayesian in-
ference still has its limitation in computational scalability when dealing
with very large datasets such as those arisen from voting. An interesting
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future work is to develop approximate likelihood and Bayesian priors for
the BARC model family under “big-data” settings that can enable us to do
both efficient point estimation and approximate Bayesian inference.
References.
Albert, J. H. and Chib, S. (1993). Bayesian analysis of binary and polychotomous response
data. Journal of the American statistical Association 88 669–679.
Alvo, M. and Yu, P. L. H. (2014). Statistical Methods for Ranking Data. Springer-Verlag New
York.
Antoniak, C. E. (1974). Mixtures of Dirichlet processes with applications to Bayesian non-
parametric problems. The annals of statistics 1152–1174.
Benter, W. (1994). Computer-Based Horse Race Handicapping and Wagering Systems: A
Report. In Efficiency Of Racetrack Betting Markets (W. T. Ziemba, V. S. Lo and D. B. Haush,
eds.) 183–198.
Bhowmik, A. and Ghosh, J. (2017). LETOR Methods for Unsupervised Rank Aggregation.
In Proceedings of the 26th International Conference on World Wide Web 1331–1340. Interna-
tional World Wide Web Conferences Steering Committee.
Blackwell, D. and MacQueen, J. B. (1973). Ferguson distributions via Pólya urn schemes.
The annals of statistics 353–355.
Böckenholt, U. (1992). Thurstonian representation for partial ranking data. British Journal
of Mathematical and Statistical Psychology 45 31–49.
Böckenholt, U. (1993). Applications of Thurstonian Models to Ranking Data. In Probability
Models and Statistical Analyses for Ranking Data (M. A. Fligner and J. S. Verducci, eds.)
157–172. Springer New York, New York, NY.
Böckenholt, U. (2006). Thurstonian-Based Analyses: Past, Present, and Future Utilities.
Psychometrika 71 615–629.
Borda, J. C. (1781). Mémoire sur les élections au scrutin.
Critchlow, D. E., Fligner, M. A. and Verducci, J. S. (1991). Probability models on rank-
ings. Journal of mathematical psychology 35 294–318.
Daniels, H. E. (1950). Rank correlation and population models. Journal of the Royal Statis-
tical Society. Series B (Methodological) 12 171–191.
DeConde, R. P., Hawley, S., Falcon, S., Clegg, N., Knudsen, B. and Etzioni, R. (2006).
Combining results of microarray experiments: a rank aggregation approach. Statistical
Applications in Genetics and Molecular Biology 5.
Deng, K., Han, S., Li, K. J. and Liu, J. S. (2014). Bayesian aggregation of order-based rank
data. Journal of the American Statistical Association 109 1023–1039.
Diaconis, P. and Graham, R. L. (1977). Spearman’s footrule as a measure of disarray.
Journal of the Royal Statistical Society. Series B (Methodological) 262–268.
Dwork, C., Kumar, R., Naor, M. and Sivakumar, D. (2001). Rank aggregation methods
for the web. In Proceedings of the 10th international conference on World Wide Web 613–622.
ACM.
Ferguson, T. S. et al. (1983). Bayesian density estimation by mixtures of normal distribu-
tions. Recent advances in statistics 24 287–302.
Gormley, I. C. and Murphy, T. B. (2006). Analysis of Irish third-level college applications
data. Journal of the Royal Statistical Society: Series A (Statistics in Society) 169 361–379.
Gormley, I. C. and Murphy, T. B. (2008a). Exploring Voting Blocs within the Irish Elec-
torate: A Mixture Modeling Approach. Journal of the American Statistical Association 103
1014–1027.
30 D. YI, X. LI AND J. LIU
Gormley, I. C. and Murphy, T. B. (2008b). A mixture of experts model for rank data with
applications in election studies. The Annals of Applied Statistics 2 1452–1477.
Gormley, I. C. and Murphy, T. B. (2010). Clustering ranked preference data using sociode-
mographic covariates. In Choice Modelling: The State-of-the-art and The State-of-practice:
Proceedings from the Inaugural International Choice Modelling Conference 543–569.
Gray-Davies, T., Holmes, C. C. and Caron, F. (2016). Scalable Bayesian nonparametric
regression via a Plackett-Luce model for conditional ranks. Electronic Journal of Statistics
10 1807–1828.
Hunter, D. R. (2004). MM algorithms for generalized Bradley-Terry models. Annals of
Statistics 384–406.
Johnson, K. M. T. R. ad Kuhn (2013). Bayesian Thurstonian models for ranking data using
JAGS. Behavior research methods 45 857–872.
Johnson, V. E., Deaner, R. O. and Van Schaik, C. P. (2002). Bayesian analysis of rank data
with application to primate intelligence experiments. Journal of the American Statistical
Association 97 8–17.
Kendall, M. G. (1938). A new measure of rank correlation. Biometrika 81–93.
Lee, M. D., Steyvers, M. and Miller, B. (2014). A Cognitive Model for Aggregating Peo-
ple’s Rankings. PLOS ONE 9 1–9.
Lin, S. (2010). Rank aggregation methods. Wiley Interdisciplinary Reviews: Computational
Statistics 2 555–570.
Lin, S. and Ding, J. (2009). Integration of ranked lists via Cross Entropy Monte Carlo with
applications to mRNA and microRNA studies. Biometrics 65 9–18.
Liu, J. S. and Wu, Y. N. (1999). Parameter expansion for data augmentation. Journal of the
American Statistical Association 94 1264–1274.
Liu, S., Shen, G., Bai, D., Zhou, H., Li, S., Chen, W., Wang, D., Li, W., Geng, Z. and Xu, T.
(2012). Consistency of the subjective evaluation of malocclusion severity by the Chinese
orthodontic experts. Beijing da xue xue bao. Yi xue ban= Journal of Peking University. Health
sciences 44 98–102.
Luce, R. D. (1959). Individual choice behavior. New York: Wiley.
MacEachern, S. N. (1994). Estimating normal means with a conjugate style Dirichlet
process prior. Communications in Statistics-Simulation and Computation 23 727–741.
Mallows, C. L. (1957). Non-null ranking models. I. Biometrika 114–130.
Marden, J. I. (1996). Analyzing and modeling rank data. CRC Press.
Maydeu-Olivares, A. (1999). Thurstonian modeling of ranking data via mean and covari-
ance structure analysis. Psychometrika 64 325–340.
Mosteller, F. (1951). Remarks on the method of paired comparisons: I. The least squares
solution assuming equal standard deviations and equal correlations. Psychometrika 16
3–9.
Neal, R. M. (1992). Bayesian mixture modeling. In Maximum Entropy and Bayesian Methods
197–211. Springer.
Neal, R. M. (2000). Markov chain sampling methods for Dirichlet process mixture models.
Journal of computational and graphical statistics 9 249–265.
Plackett, R. L. (1975). The Analysis of Permutations. Journal of the Royal Statistical Society.
Series C (Applied Statistics) 24 193–202.
Rand, W. M. (1971). Objective criteria for the evaluation of clustering methods. Journal of
the American Statistical association 66 846–850.
Richmond, S., Shaw, W. C., O’brien, K. D., Buchanan, I. B., Jones, R., Stephens, C. D.,
Roberts, C. T. and Andrews, M. (1992). The development of the PAR Index (Peer As-
sessment Rating): reliability and validity. The European Journal of Orthodontics 14 125–
139.
BAYESIAN RANK AGGREGATION 31
Rubinstein, R. Y. and Kroese, D. P. (2004). The cross-entropy method: a unified approach to
combinatorial optimization, Monte-Carlo simulation and machine learning. Springer Science
& Business Media.
Song, G.-Y., Zhao, Z.-H., Ding, Y., Bai, Y.-X., Wang, L., He, H., Shen, G., Li, W.-R., Baum-
rind, S., Geng, Z. et al. (2014). Reliability assessment and correlation analysis of eval-
uating orthodontic treatment outcome in Chinese patients. International journal of oral
science 6 50–55.
Song, G. Y., Jiang, R. P., Zhang, X. Y., Liu, S. Q., Yu, X. N., Chen, Q., Weng, X. R.,
Wu, W. Z., Su, H., Ren, C., Shan, R. K., Geng, Z., Xu, T. M. and Research Group
of Establishing Chinese Evaluation Standard of Orthodontic Treatment Out-
come (2015). Validation of subjective and objective evaluation methods for orthodontic
treatment outcome. Journal of Peking University. Health sciences 47 90–97.
Tanner, M. A. and Wong, W. H. (1987). The calculation of posterior distributions by data
augmentation. Journal of the American statistical Association 82 528–540.
Thurstone, L. L. (1927). A law of comparative judgment. Psychological review 34 273.
Van der Vaart, A. W. (2000). Asymptotic statistics 3. Cambridge university press.
Van Erp, M. and Schomaker, L. (2000). Variants of the borda count method for combining
ranked classifier hypotheses. In Proceedings of the 7th International Workshop on Frontiers
in Handwriting Recognition.
Yao, G. and Böckenholt, U. (1999). Bayesian estimation of Thurstonian ranking models
based on the Gibbs sampler. British Journal of Mathematical and Statistical Psychology 52
79–92.
Yu, P. L. H. (2000). Bayesian analysis of order-statistics models for ranking data. Psychome-
trika 65 281–299.
BAYESIAN RANK AGGREGATION 1
Supplementary Material
A1. Proof for the consistency of MLE. We need the following two
lemmas to prove Theorem 1.
Lemma A1. Given µ ∈ Θ, for every e > 0, there exists R such that for all
v ∈ Θ with ‖µ− v‖ < 1, ∫
B(R)c
e−
1
2 ‖Z−v‖2dZ < e
where B(R) = {Z ∈ Rn : ‖Z‖ ≤ R}.
Proof: According to the triangle inequality and the fact that ‖v −µ‖ < 1,
we have
‖Z − v‖ ≥ ‖Z‖ − ‖u‖ − 1 = ‖Z‖/2+ (‖Z‖/2− 1− ‖u‖) .
Therefore, when R ≥ 2(1 + ‖µ‖), ‖Z − v‖ ≥ ‖Z‖/2 for any Z ∈ B(R)c,
and thus ∫
B(R)c
e−
1
2 ‖Z−v‖2dZ ≤
∫
B(R)c
e−
1
8 ‖Z‖2dZ.(A1)
Note that the right hand side of inequality (A1) converges to zero as R
goes to infinity. For any e > 0, there exists R such that R ≥ 2(1 + ‖µ‖)
and
∫
B(R)c e
− 18 ‖Z‖2dZ < e, which further implies
∫
B(R)c e
− 12 ‖Z−v‖2dZ < e
for any ‖v −µ‖ < 1. 
Lemma A2. (Identifiability) The true distribution of τ is identifiable on pa-
rameter space Θ: Pµ 6= Pµ′ for every µ 6= µ′.
Proof: Suppose µ,µ′ ∈ Θ and Pµ(τ) = Pµ′(τ) for all possible full ranking
list τ on U. Since
Pµ(τ(i1) < τ(i2)) = ∑
τ(i1)<τ(i2)
Pµ(τ),
we have Pµ(τ(i1) < τ(i2)) = Pµ′(τ(i1) < τ(i2)) for any i1, i2 ∈ U. On
the other hand, Pµ(τ(i1) < τ(i2)) = Φ(
µi1−µi2√
2
), where Φ(·) is the Normal
CDF. Hence, µi1 − µi2 = µ′i1 − µ′i2 for 1 ≤ i1 < i2 ≤ n, and 1′µ = 1′µ′ = 0.
Hence, we have µ = µ′. 
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Proof of Theorem 1: We apply Wald’s consistency proof [Van der Vaart,
2000] by verifying the following three conditions.
First, we denote mµ(τ)
de f
= log Pµ(τ) and show that the map µ 7→ mµ(τ)
is continuous for all τ. According to Lemma 1, given µ ∈ Θ, for ev-
ery e > 0, there exists R such that for all v ∈ Θ with ‖µ − v‖ < 1,∫
B(R)c e
− 12 ‖Z−v‖2 dZ < e/4. Thus, for any A ⊂ Rn and ‖v −µ‖ < 1,∫
A∩B(R)c
e−
1
2 ‖Z−µ‖2dZ +
∫
A∩B(R)c
e−
1
2 ‖Z−v‖2dZ < e/2.
Since e− 12 ‖Z−µ‖2 is bound by 1 and A ∩ B(R) is a bounded area, by the
Bounded Convergence Theorem, we have for any sequence {µk}∞k=1 con-
verging to µ,
lim
k→∞
∫
A∩B(R)
e−
1
2 ‖Z−µk‖2dZ =
∫
A∩B(R)
e−
1
2 ‖Z−µ‖2dZ.
Hence,
∫
A∩B(R) e
− 12 ‖Z−µ‖2dZ is a continuous function of µ. Thus, for every
e > 0, there exist δ such that for all v ∈ Θ with ‖µ− v‖ < δ,∣∣∣∣∫A∩B(R) e− 12 ‖Z−µ‖2dZ −
∫
A∩B(R)
e−
1
2 ‖Z−v‖2dZ
∣∣∣∣ ≤ e/2
Therefore, given µ ∈ Θ and A ⊂ Rn, for every e > 0, there exists R such
that for all v ∈ Θ with ‖µ− v‖ < min{1, δ},∣∣∣∣∫A e− 12 ‖Z−µ‖2dZ −
∫
A
e−
1
2 ‖Z−v‖2 dZ
∣∣∣∣
≤
∣∣∣∣∫A∩B(R)c e− 12 ‖Z−µ‖2dZ −
∫
A∩B(R)c
e−
1
2 ‖Z−v‖2dZ
∣∣∣∣
+
∣∣∣∣∫A∩B(R) e− 12 ‖Z−µ‖2dZ −
∫
A∩B(R)
e−
1
2 ‖Z−v‖2dZ
∣∣∣∣
≤
∫
A∩B(R)c
e−
1
2 ‖Z−µ‖2dZ +
∫
A∩B(R)c
e−
1
2 ‖Z−v‖2dZ
+
∣∣∣∣∫A∩B(R) e− 12 ‖Z−µ‖2dZ −
∫
A∩B(R)
e−
1
2 ‖Z−v‖2dZ
∣∣∣∣ < e.
We conclude that
∫
τ(Z)=τ′ e
− 12 ‖Z−µ‖2dZ is continuous with respect to µ.
Second, for every sufficiently small V ⊂ Θ the function τ 7→ supµ∈U mµ(τ) is
measurable and satisfies
Eµ0 sup
µ∈V
mµ(τ) < ∞.
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The domain of τ a finite set containing all possible ranking lists of n entities.
Thus, for any t ∈ R, the preimage of (t,∞) under τ 7→ supµ∈U mµ(τ) is a finite
set. Thus, τ 7→ supµ∈U mµ(τ) is a measureable function.
Third, because Pµ(τ) ≤ 1, we have supµ∈V mµ(τ) ≤ 0. Since the domain of τ
is a finite set, there exists a lower bound c such that supµ∈V mµ(τ) ≥ c for every
τ. Thus, Eµ0 supµ∈V mµ(τ) exists and Eµ0 supµ∈V mµ(τ) < ∞.
Due to the identifiability of Pµ in Lemma 2, Eµ0 mµ(τ) attains its maximum
uniquely at µ0. Then according to Wald’s consistency proof, for every e > 0 and
every compact set K ⊂ Θ,
P ({‖µˆm −µ0‖ ≥ e} ∩ {µˆm ∈ K})→ 0, as n is fixed, m→ ∞.
A2. Validity of the parameter-expanded Gibbs sampler. Below we show
the validity of parameter expanded Gibbs sampler under BARC, and the validity
under BARCW and BARCM follows by the same logic. We use pi to denote the
marginal posterior distribution of Z given all the observed ranking lists T , i.e.,
pi(Z) = p(Z | T ) ∝ p(Z)p(T | Z) = p(Z)1{τ(Z) = T }.
In order to show the validity of parameter expansion, it suffices to prove that
for any Z following the marginal posterior distribution pi(Z), its transformation
tθ(Z) also follows the same distribution pi, as long as θ is draw from the distri-
bution with density proportional to pi(tθ(Z))|Jθ(Z)|θ−1. The proof is as follows.
By construction, the joint density of (Z, θ) is
p(Z, θ) = p(Z)p(θ | Z) = pi(Z) · pi(tθ(Z))θ
−nm−1∫
R
pi(tγ(Z))γ−nm−1dγ
,
which immediately implies the joint density of (Y , θ) ≡ (tθ(Z), θ):
p(Y , θ) = p(Z, θ)|Jθ(Z)|−1 = pi(Z) · pi(tθ(Z))θ
−1∫
R
pi(tγ(Z))γ−nm−1dγ
= pi(t−1θ (Y )) ·
pi(Y )θ−1∫
R
pi(tγ(t−1θ (Y )))γ−nm−1dγ
.(A1)
Note that tγ(t−1θ (Y )) = θY /γ = t
−1
κ (Y ), where κ = θ/γ. We can then simplify
the denominator in (A1) as∫
R
pi(tγ(t−1θ (Y )))γ
−nm−1dγ =
∫
R
pi(t−1κ (Y ))(θ/κ)−nm−1d(θ/κ)
= θ−nm
∫
R
pi(t−1κ (Y )) · κnm−1dκ,
and thus further simplify p(Y , θ) as
p(Y , θ) = pi(Y ) · pi(t
−1
θ (Y ))θ
−1
θ−nm
∫
R
pi(t−1κ (Y )) · κnm−1dκ
= pi(Y ) · pi(t
−1
θ (Y ))θ
nm−1∫
R
pi(t−1κ (Y )) · κnm−1dκ
.
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Therefore, the marginal density of Y is
p(Y ) = pi(Y ) ·
∫
R
pi(t−1θ (Y ))θ
nm−1dθ∫
R
pi(t−1κ (Y )) · κnm−1dκ
= pi(Y ),
i.e., Y ≡ tθ(Z) follows the distribution with density pi.
A3. Gibbs sampler for BARCW. The Gibbs sampling with parameter ex-
pansion for BARCW model is accomplished by iterating the following steps.
1. For i = 1, . . . , n, j = 1, . . . , m: Draw [Zij | Z[−i],j,Z[−j],α,β] from N (αi +
x′iβ, 1) with truncation points determined by Z[−i],j, such that Zij falls in
the correct position according to τPj .
2. Draw θ ∼ S1/2/χnm where
S =
m
∑
j=1
wjZ ′jZj −
m
∑
j,k
wjwkZ ′jV
(
Λ−1 +
m
∑
j=1
wjV ′V
)−1
V ′Zk.
3. Draw (α′,β′)′ ∼ p(α,β | tθ(Z)) ≡ N
(
ηˆ/θ, Σˆ
)
, where
ηˆ =
(
Λ−1 +
m
∑
j=1
wjV ′V
)−1
V ′
m
∑
j=1
wjZj and Σˆ =
(
Λ−1 +
m
∑
j=1
wjV ′V
)−1
.
4. For j = 1, . . . , m: Draw wj from
p(wj | Z,w[−j],α,β, T ) ∝ w
n
2
j exp
(
−wj
2
n
∑
i=1
(
Zij − x′iβ− αi
)2) .
A4. Detailed step 2 in Gibbs sampling of BARCM. For each k ∈
{q1, . . . , qm}, we sample ZAk(q),α〈k〉,β〈k〉 | T , q as following:
1. For i = 1, . . . , n, j = 1, . . . , m: Draw [Zij | Z[−i],j,Z[−j],α〈qj〉,β〈qj〉] from
N (α〈qj〉i +x′iβ〈qj〉, 1) with truncation points determined by Z[−i],j, such that
Zij falls in the correct position according to τPj .
2. Draw θ ∼ S1/2/χnm where
S =∑
k
 ∑
j∈Ak(q)
Z ′jZj − ∑
i,j∈Ak(q)
Z ′jV
(
Λ−1 + |Ak(q)|V ′V
)−1
V ′Zi
 .
3. For each k ∈ {q1, . . . , qm}: Draw
(
α〈k〉′ ,β〈k〉′
)′ ∼ N (ηˆk/θ, Σˆk), where
ηˆk =
(
Λ−1 + |Ak(q)|V ′V
)−1
V ′ ∑
j∈Ak(q)
Zj and Σˆk =
(
Λ−1 + |Ak(q)|V ′V
)−1
.
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A5. Rank Aggregation Methods in Comparison.
A5.1. Methods based on summary statistics. Rank aggregation methods based
on summary statistics (e.g. average ranking position) are easily understood and
widely used. Suppose we have m full ranking lists. Let {τj(i)}1≤j≤m be the rank-
ing positions of entity i received from all m rankers. The Borda Count method
aggregates ranks based on their arithmetic mean, ∑mj=1 τj(i)/m.
A5.2. Markov Chain Based Methods. Dwork et al. [2001] proposed three
Markov Chain based methods (MC1, MC2, MC3) to solve the rank aggregation
problem. The basic idea behind these methods is to construct a Markov chain
with transition matrix P = {pi1i2}i1,i2∈U , where pi1i2 is the transition probability
from entity i1 to entity i2, based on the pairwise comparison information from
{τ1, . . . , τm}. For example, the transition rule of MC2 is:
If the current state is i1 then the next state is chosen by first picking a list
τ uniformly from all the partial lists {τ1, . . . , τm} containing entity i1 then
picking an entity i2 uniformly from the set {i2 | τ(i2) ≤ τ(i1)}.
Then, the authors use the stationary distribution of this Markov chain to gen-
erate the aggregated ranking list ρ. Explicitly,
ρ = sort(i ∈ U by pii ↓),
where pi = (pi1, . . . ,pi|U|) satisfies piP = pi, and the symbol "↓" means that the
entities are sorted in descending order.
A5.3. Plackett-Luce based method. PL model assumes that a ranking list τ =
[i1  i2  . . .  in] is observed with probability
P(τ | γ) = γi1
∑nl=1 γil
× γi2
∑nl=2 γil
× · · · × γi1
γin−1 + γin
,
where γi ∈ (0, 1) and ∑ni=1 γi = 1. Each ranking list from {τ1, . . . , τm} follows the
above distribution independently. We apply the classical Minorize-Maximization
(MM) algorithm for PL model estimation [Hunter, 2004].
A5.4. Stochastic optimization-based rank aggregation. Optimization-based rank
aggregation methods are proposed to minimize the average distance between a
candidate list and each of the input lists, i.e.,
(A1) ρ = arg min
σ∈S(U)
d(σ, τ1, . . . , τm)
where S(U) represents all allowable rankings, and d(·) is either the average
Kendall tau distance or the average Spearman’s footrule distance.
Lin and Ding [2009] used a stochastic search method to optimize (A1) by
adopting the cross entropy Monte Carlo (CEMC) approach [Rubinstein and Kroese,
2004]. The corresponding optimization methods based on these two distance mea-
sures are denoted as CEMCK and CEMCF.
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A6. Diagnostic. In Figure A1, we present convergence diagnostics for MCMC
samples of µ − µ¯, which BARCW uses to generate aggregated ranking list in
quarterback ranking example.
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Fig A1. Convergence diagnostics from the fit of quarterback ranking data by BARCW. We explores
the convergence of MCMC samples for three typical dimensions of µ− µ¯. The left panel shows
density plots; The middle panel shows trace-plots; The right panel shows autocorrelation plots. The
effective sample size is above 300 (per 1000 saved samples) for any dimension of µ− µ¯.
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In Figure A2, we present convergence diagnostics for MCMC samples of µ(j)−
µ¯(j) in BARCM method when applied to orthodontics example.
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Fig A2. Convergence diagnostics from the fit of orthodontics data by BARCM. We explores the con-
vergence of MCMC samples for the underlying evaluation of the same entity A1 by three different
rankers via µ(j) − µ¯(j) (j = 1, 2, 3). The left panel shows density plots; The middle panel shows
trace-plots; The right panel shows autocorrelation plots.
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