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ABSTRACT

Author: Martin, Jerald, C. MS
Institution: Purdue University
Degree Received: August 2018
Title: Hyperspectral Imaging of Chemical Composition
Committee Chair: Garth Simpson
In this work, two different types of imaging are explored, one using fluorescence and
another using X-rays. Hyperspectral imaging is a method of imaging materials that
typically has three dimensions of information: x, y, and λ (wavelength). These
measurements are useful for broad classes of imaging applications, including astronomy,
geology, and medicine. However, the current methods used for hyperspectral imaging have
significant drawbacks, including 1/f noise and complexity. Therefore, new methods have
been recently developed to address these issues, such as new snapshot imaging systems.
These systems, however, still often have high complexity, are expensive, and have limited
applicability outside their initial application. Therefore, a new system has been developed
that can be integrated into most beam scanning microscopes that is both fast (can produce
up to 17 frames per second) and can classify components in a complex mixture. This
includes being able to identify regions in a live biological sample. In addition, a powder
X-ray diffraction scheme is shown to reduce time and amount of material needed for
measurement. This technique disentangles different orientations within a limited sample to
increase confidence in the measurements, as with a limited amount of material it is no
longer an average of all possible orientations.
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INTRODUCTION

1.1

What is Hyperspectral Imaging
Hyperspectral imaging is an imaging technique which has a 3-dimensional (3D)

data structure with two spatial and one spectral dimension, often called a hypercube. The
way it is different than multispectral imaging is higher spectral resolution, a greater
number of spectral bands, and higher continuity between the spectral bands[1,2]. The
technique has grown beyond its initial application, which was remote sensing for NASA
[3], to a myriad of applications, including forensics [4], food safety [5], and medicine [7].
Hyperspectral imaging is used when discrimination between different chemical species is
needed, as its higher resolution allows it to discriminate between species when other
techniques cannot.
This technique has found significant utility in biological and medical applications.
In these applications, inherent tissue fluorescence can be analyzed along with the
scattering, absorption, and fluorescence properties of tissue, which can change as a
disease progresses [7]. That makes techniques with a high information content, such as
hyperspectral imaging, particularly valuable, as the more information that can be
obtained, the more confident a diagnosis can be.

1.2

1.2.1

Assessment of Current Methods

Hyperspectral Imaging
There are currently 3 different methods used in typical hyperspectral imaging:

spatial scanning [8, 9], spectral scanning [10, 11], and snapshot spectroscopy [12]. In
spatial scanning, a full slit spectrum (x, λ) is taken at a time and then scanned across the
whole field of view to obtain the whole data set. Spectral scanning, takes a field of view
(x,y) and interrogates one wavelength at a time by exchanging filters. Snapshot
spectroscopy, on the other hand, takes the whole field of view along with the spectral
data in one shot.
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Currently, there are limitations to these systems. Both scanning techniques
involve moving parts, typically a push broom scanner for spatial scanning and a filter
exchanging system for spectral scanners. These moving parts introduce 1/f noise into the
measurements. Snapshot imaging contains a huge amount of information to be processed,
and special care must be taken to not go over the data limits. In addition, snapshot
imaging systems often are more complex instrumentally, and the system is usually
tailored to the purpose [12].
These hypercube measurements also, understandably, carry a huge amount of
information, but this information should be able to be received and processed by
computers to analyze the information contained within the measurements. The bandwidth
of current computer hardware bottlenecks the achievable speed for uncompressed
hyperspectral imaging. To image a system with 2000 fluorescence channels, with 16 bits
per channel, at 512 × 512 resolution, and using the framerate used to resolve a firing
neuron (20 frames per second), would correspond to a data throughput of 20.97 GB/s,
which is much greater than the limit of a modern PCI-E 3.0 × 16 interface at 15.76 GB/s.
It should also be noted that storage devices typically have write speeds of a few gigabytes
per second, which also limits the speed of these instruments.
There have been recent advances in the data acquisition rates of snapshot imaging
[13–16], such as thorough the use of a technique called coded aperture snapshot spectral
imager (CASSI). This CASSI method utilizes a sparse sampling algorithm [15], but still
has a high technological demand, and the instruments are typically not versatile, suitable
for only a narrow amount of problems. Therefore, a method which has high speed,
limited 1/f noise, and instrumentally simple is still needed.

1.2.2

Powder X-Ray Diffraction
Powder X-ray diffraction (PXRD) is a technique used to categorize crystalline

substances. It can be thought of a hyperspectral technique due to PXRD taking both
information about position and structure. In PXRD, an X-ray is passed through a powder
of a substance and then the diffraction of the X-rays is measured and recorded [17]. One
can obtain information such as crystal structures and atomic spacing from PXRD, so it is
a very powerful technique. The steps to solve a structure from a pattern typically include:
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taking the experimental powder diffraction pattern, indexing and space group assignment,
structure solution, and Rietvald refinement [18]. In PXRD a relatively large amount of
material is sampled so that all orientations are probed in an equivalent amount. It is a
relatively quick technique, but requires a relatively large amount of material (tenths of a
gram). However, the amount of material needed is often unavailable, depending on the
type of substance screened, a much lower quantity of material may be desired due to
ability to produce the material. Therefore, a method that lowers the amount of required
material, and in turn reduce both material and beamline costs due to needing less time at
the beamline, is desired.

1.3

Contents of the Thesis
This thesis will focus on using nonlinear optical techniques of SHG, multi-photon

fluorescence, and XRD to explore hyperspectral imaging of chemical composition.
Chapter 2 focuses on a hyperspectral system which uses multi-photon fluorescence
signals to classify areas of interest. This system can image at video rate, and has many
advantages over a classical multi-spectra fluorescence microscope. The system, along
with classification algorithms developed for this technique, allows for identification of
regions with different, often overlapping, fluorescent profiles. This system demonstrated
an ability to separate out different, intermixed dyes, and can even assign spectra to each.
In addition, a live biological sample was imaged (C. elegans) at video rate, which
demonstrates the applicability of this method to potentially be used in in vivo
measurements of biological samples.
Chapter 3 focuses on a method to detect crystals via powder x-ray diffraction at a
nanogram level. This study looked at griseofulvin, and decomposed the data using nonnegative matrix factorization. The purpose of this study is to reduce the time it takes to
analyze materials using XRD, and to also address the issue of multiple crystal peaks
overlapping.
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FLUORESCENCE HYPERSPECTRAL IMAGING

2.1

Hyperspectral Imaging Introduction
Fluorescence hyperspectral imaging is a powerful tool for biological studies, as it

provides higher spectral resolution, more spectral bands, and more continuity between
spectral bands when compared to traditional multispectral fluorescence microscopes [1,
2]. This additional resolution and overlapping bands allows the distinguishing of spatially
and spectrally overlapping components in biological samples and processes [3, 4], which
could then allow for clinical diagnoses [5, 6]. Current hyperspectral methods have issues
capturing inherent dynamics of living systems such as Ca2+ oscillations associated with
neuron firing, which would require a frame rate of about 20 Hz [7, 8]. High speed
imaging can also aid with reducing blur from cardiovascular motion, which lowers
resolution during in vivo imaging [9].
Multi-photon excited fluorescence has several advantages over single photon
fluorescence, namely increased penetration depth, lower noise due to less out of plane
fluorescence, and less photobleaching [10]. While there have been advances in speed for
several snapshot systems, none of them are particularly adaptable when it comes to multiphoton fluorescence [11-14].
Described in this chapter is an experimentally simple approach to achieve videorate hyperspectral imaging for two-photon excited fluorescence (TPEF) through nondescanned spatial/spectral multiplexing (NDSSM) without degraded the spatial
resolution. A 16-channel system photomultiplier tube (PMT) is shown to produce over
2000 fluorescence channels, with the data being paired to a 16-channel digital
oscilloscope card (AlazarTech, ATS9416) for fast data digitization. The fluorescence
beam was non-descanned, and the data were compressed at 2.24 GB/s with the
multiplexing, as opposed to 336 GB/s without compression.
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2.2

2.2.1

Methods and Framework

Methods
The instrument setup in this hyperspectral system can be seen in Figure 2.1A. For

the excitation source, a tunable 80 MHz Ti:sapphire femtosecond laser (Spectra-Physics,
Mai Tai) was used. A galvo-res mirror was used to scan the sample. The fast scan axis
used a resonant scanning mirror at 8.8 kHz (EOPC), while a galvanometer mirror
(Cambridge-Tech) was used for the slow scan. In order to avoid sample degradation and
to cut off the turning point of the resonant mirror, a square aperture was used. The
objective used to focus the beam was a 10x 0.3 NA objective (Nikon), and this same
objective was used to collect the fluorescence signal in the epi direction. The wavelengths
in these studies ranged from 800-1000nm, with the average power of the laser at the
sample being between 40 and 100 mW. To filter out unwanted wavelengths, a dichroic
mirror and a band pass filter (Chroma, 350 – 700 nm) were used. This collimated signal
was then passed through a 4f lens pair, which directed the fluorescence signal to a
transmission diffraction grating (Wasatch Photonics, WP-600/600-25.4). To detect this
spatially separated signal, the beam was focused onto a 16 channel PMT array
(Hamamatsu, H12311-40). This PMT array had custom electronics built into it to
improve the single photon response time of the array, which were improved by over two
orders of magnitude over the original design. Each circuit for every individual channel
included a two-stage high-speed operational amplifier circuit, which was attached to the
output of each 16 channels on the array. This output was then AC-coupled to a 50 Ω
impedance microstrip through a custom printed circuit board (PCB) trace, to supply
impedance matching to the output transmission line. The electronic responses of this
array were digitized using a 16 channel PCI-E digital oscilloscope card and then
reconstructed into sixteen individual 512 × 512 images using in-house software
(MATLAB). To time the whole system, the laser pulses were fed into the oscilloscope
card and used as a clock.
Fluorescein, coumarin 6, sodium dodecyl sulfate, and chloroform were purchased
from Sigma-Aldrich, with eFluor 450 obtained from Thermo Fisher. Aqueous solutions
were prepared using Milli-Q water (18.2 MΩ cm−1) to minimize potential interferences.
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In the two component mixtures between fluorescein and coumarin 6, stock solutions of 5
μM fluorescein in water and 50 μM coumarin 6 in chloroform were prepared separately.
These two stock solutions were then mixed to create a 50/50 mixture, along with ~1mg of
sodium dodecyl sulfate. This mixture was then shaken by hand, and then imaged.
For the three component mixtures, 50 μM stock solutions were made for
fluorescein in water, coumarin 6 in chloroform, and eFluorTM 450 in chloroform. The
same procedure applies for the experiment using the two two-component mixtures of
eFluor 450 / fluorescein and coumarin 6 / fluorescein system, which were mixed using
50/50 of each two-component system to create a three component system.
To show proof of concept in animals, genetically modified nematode (C. elegans)
strains were purchased from the Caenorhabditis Genetics Center (CGC). These were
cultured on agar plates seeded with Escherichia coli at 20 °C. These C. elegans were then
placed between two glass coverslips, immersed in a 0.9% physiological saline solution,
and then imaged.

2.2.2

Framework
First, a spectral retrieval algorithm to analyze the data needed to be developed.

Since this system scans the beam over the field of view, the angle of incidence onto the
diffraction grating is different. Therefore, each full set of 16 images from the PMT
channels was correlated both spatially and spectrally. For each individual frame, pixels
with the same galvanometer mirror position had identical spectral projections onto the
PMT array, while along the resonant mirror axis the pixels had different projections as a
function of position [Fig. 1(B)]. Due to this, a spectrum can be reconstructed by
integrating all signals from the same substrate along the resonant mirror axis, and then
the galvanometer axis is correlated to the wavelength [Fig. 1(C)].
For a single fluorophore system (an emission spectrum s0 (λ)), the spectrum from
one PMT channel (smeas (λ)) is described by Eq. (2.1). In this equation, L is the spectral
bandwidth of the PMT channel for one particular galvanometer position. sjmeas (λ), the
measured spectral intensity, for a given measurement (centered around wavelength j) is
limited by L, the same as the entrance slit size of a spectrometer.
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/

λ≅

(2.1)
/

In Eq. (2.1), δλ corresponds the bandwidth of a single pixel in the final recovered
spectrum, which is generally significantly smaller than the bandwidth dictated by the
physical dimensions of the PMT L, and

corresponds to the ground truth spectrum at the

position j. If you extend this to each pixel in the image and the corresponding center
position of the spectrum upon beam-scanning along the x, or galvo, axis,


(2.2)

Sampling more spaces of the same classifications, in this case along the resonant
mirror or y-axis, will yield signal to noise enhancement in the measured spectrum.
Considering that each unique galvo position, which corresponds to δλ, an image which
contains 512x512 pixels detector can produce a spectrum with up to 512 elements from
one detector.
Up to this point, only a single detector has been assumed. However, this can be
extended to an array of PMTs. There are several benefits to using an array, including: i)
aiding in classification due to different intensities detected at specific locations, ii) it
allows a larger spectral dynamic range without requiring larger movements of the galvoaxis mirror, and iii) spectral overlap and higher more light collection will increase the
signal-to-noise ratio. This spectral overlap depended on the beam scanning path (Fig.
2(A)) and the location and setup of the 16-channel PMT array (Fig. 2(B)). For the PMT
array, a singular channel had a width of 0.8 mm, with a 0.2 mm gap between channels.
Using a FoV of 500 μm × 500 μm, a 10 × objective, and a 512 x 512 image, a narrow
band emission was scanned across three adjacent PMT channels with the size of 2.5 mm
× 2.5 mm, inducing an approximate 2/3 overlap between the spectral windows for each
PMT channel. In a singular channel, the detected emission had a width of approximately
170 pixels (galvo axis). The amount of theoretical spectral channels is 8,192 elements (16
multiplied by 512). However, to minimize edge effects this number was reduced to 460
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per channel, which corresponds to a maximum of 7,360 channels. The spectral overlap
described above served as a way to calibrate adjacent detectors, and also as a way to
stitch the spectrums from the differing PMTs together. Due to this spectral stitching,
there were only approximately 2200 spectral channels used.
To calibrate the system, a doubling crystal (BBO) in the object plane to generate
second harmonic generation (SHG) was used as the reference because it generated
uniformly distributed light across the FoV, along with a well-defined narrow band
spectrum. Three different references were created by tuning the light to 800, 900 and
1000 nm, thereby creating light centered at 400, 450, and 500 nm, respectively. These
wavelengths were then used for calibration purposes (Fig. 2.2(C)). Since the PMT array
is a plane, there is more spectral separation towards both the blue and red end of the
spectrum, with lower separation towards the middle wavelengths, due to a longer path.
This was confirmed with 553 data points between the 400 and 450 nm peaks and 549 data
points between the 450 and 500 nm peaks. The average channel density was used for the
calibration. Using a 100 mm lens to focus the light onto the PMT array, the spectral
window width was about 200 nm. Under these circumstances, the rectangular function in
Eq. (2.2) had a width corresponding to 15 nm (170 pixels), which limited the operational
spectral resolution. This can be seen when comparing he full width half maximum of the
reconstructed SHG peak (10 nm) with the excitation source (2.5 nm), as measured by a
spectrometer (Thorlabs, CCS175).
The above analysis assumes an identical composition in different locations. There
has to first be a way to identify areas of similar or identical composition for the above
methods to succeed. A brief flow chart of the algorithm can be seen in Fig. 2.3. First, a
threshold was first set to separate signal pixels from background pixels. Then, a
Euclidean angle (Eq. (2.3)) method was used for fluorescence classification. This method
is similar to other approaches used to classify [15], and was selected mainly due to the
speed of analysis.

cos

∙
∙

,
,

(2.3)
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Pixels ( ) with relatively large Euclidean angles to the ‘n’ known reference
spectra (

) (i.e., for cos(θ) < 0.99) were then classified as a new component. New

discrete masks for ‘n+1’ of the components were created as a result. All the spectra for
each component were then obtained based on these masks. This process repeated until
99% of all the pixels in the field of view had identical classification as the prior
classification. After the pixels are classified, the spectra are recovered, as described
before, until both the spectra recovered and the spatial classification converges. With the
video-rate data, the first frame was used as a reference for following frames so that the
time required to analyze the following frames is reduced, of which the analysis time is
dependent on the number of components and the initial guess. In MATLAB, a twocomponent system processing for a single frame took roughly 20 to 50 seconds on a 4th
generation hexa-core Intel Core i7 processor. To start the process, the entire field of view
was used, and an initial guess spectrum was produced from this field of view using an
average of all the pixels. This initial guess was used as the reference spectrum for a initial
binary classification.

2.3

2.3.1

Imaging Results and Discussion

Fluorescent Dye Droplets
A fluorescein and coumarin 6 fluorescent dye mixture was used as a test system

for both the classification algorithm and spectral capabilities of the system. Figure 2.4(A)
is a combined image of all 16 channels under 800nm excitation. Using two-component
classification for this image (Fig 2.4(B)), shows two distinct components labeled in green
(Component a) and in blue (Component b). Using the algorithm to recover the spectra, it
can be seen that the two components’ spectra are very similar (Fig. 2.4(B) insert), which
would make these components difficult to discriminate using a conventional approach.
These recovered spectra were then compared and overlayed with independent
measurements from a benchtop fluorimeter (FLS1000, Edinburgh Instruments) using
single photon 400 nm excitation (Figs. 2.4(D) and 2.4(E)). Before comparing, all spectra
were normalized. The results were in good agreement with the fluorimeter measurements,
which consisted of fluorescein in water and coumarin 6 in chloroform, which lines up
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with their respective solubilities. Even though the independent measurements were in
good agreement with the results obtained via the statistical decomposition method, there
were statistically significant deviations for both compounds; the measurements obtained
in the suspensions exhibited peak broadening. This broadening was attributed to two
effects; i) the convolution of the emission spectrum with a rectangle function (vide
supra), and ii) an inhomogeneous environment in the suspension. Using the SHG
response as a reference, it can be determined that the contributions from convolution are
not sufficient to account for this broadening. It can then be surmised that the differences
in the peaks in Figs. 2.4(D) and 2.4(E) are due to spectral broadening associated with
inhomogeneities resulting from the ability of the fluorophores to partition into a different
phase, such as the coumarin partitioning into the aqueous phase, or even the fluorophores
to the interface between chloroform and water. A three-component classification was
then used to look at these water-chloroform interfaces. Indeed, the boundary of the
chloroform droplets was identified as a third component by the algorithm (red in Fig.
2.4(C)), and the recovered spectrum for this component (component c) is shown in Fig.
2.4(F). To determine the origin of this third component (component c), the component c
spectrum (red dotted line) was fitted as a linear combination of component a and
component b as shown in solid line in Fig. 2.4(F) with an R2 value of 0.99. For the fitting
of the component at the boundary between chloroform and water, component a
(fluorescein in water) had a weight of 60.6% and component b (coumarin 6 in
chloroform) had a weight of 39.1%. This proof of concept showed the potential to study
the interface between solvents, and do component analysis at these interfaces.
To analyze the high-speed capabilities of this system, a photobleaching study was
done. Fig. 2.5 shows the capabilities of this system when it comes to a lifetime study. A
three-component emulsions system of eFluor 450 in chloroform, coumarin 6 in
chloroform, and fluorescein in water was used as the system in the study. A video with
both classification images and spectra was taken, and Figure 2.5(A) shows one frame
(frame 55) from this video (green for fluorescein, blue for coumarin 6 and violet for
eFluor 450). A single coumarin 6 droplet was tracked to determine photobleaching
(circled in red). This frame (55) was set as the beginning of the analysis (0 s), which
corresponds to 3.2 s in the video. The coumarin 6 in this droplet lost most of its
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fluorescence to photobleaching after 21.8 s. Following the loss of the coumarin 6
fluorescence, the classification algorithm reclassified this droplet from ‘coumarin 6’ to
‘eFluor 450’ by the (circled in Fig. 2.5(B)). The amount of excitations, which drove
photobleaching, was plotted Fig. 2.5(D). To obtain the numbers for the excitations, a
histogram analysis of a time-trace was used to measure the single-photon peak height
distribution of the PMT. The average (mean) voltage per photon provided a calibration
point in order to convert the voltages obtained while taking an image to an absolute mean
number of photons. Using solid angle of collection through the objective, the total
number of emitted fluorescence photons can be calculated due to fluorescence being an
isotropic process. Using known values for the quantum efficiency of coumarin 6 [16]
allowed the conversion between the total number of emitted photons to the total number
of excitations per unit time. The plot was then generated and fit to an exponential decay.
The time constant obtained from this fit was 5.16 ± 0.08 s, which is consistent with
processes observed in photobleaching [17].

2.4

Imaging of C. Elegans
To demonstrate the high-speed capabilities of the system, a living biological

sample was selected to be imaged, in this case C. elegans. The main phenotypes of this
CB7272 variant are: green fluorescence in the body wall muscle nuclei [ccIs4251, green
fluorescence protein (GFP)], green fluorescence in the pharyngeal muscle (mIs12, GFP),
dumpy (dpy-17), red fluorescence in the epidermis (frIs7, DsRed), and red fluorescence
in pharyngeal muscle (uIs69, mCherry). A 17 fps 512 x 512 pixel video was acquired for
the C. elegans using 800 nm as the excitation wavelength. A two-component
classification was used on this system, due to only GFP and DsRed could be accessed by
TPEF with 800 nm excitation, as seen in Figs. 2.6(A) and 2.6(B). The two components
were labeled in red (the more red-shifted component) and green (the more blue shifted
component), with the recovered spectra being shown in Fig. 2.6(C). Component 1,
identified in green, was determined to be primarily GFP, while component 2, identified in
red, was identified to be mainly DsRed. To validate the results, images from a
conventional fluorescence microscope (Olympus BX-51) were acquired for this C.
elegans strain with an excitation filter at 460 - 490 nm, which can be seen in Fig. 2.6(D).
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As can be seen in the figure, the distribution of the proteins is similar, with the outside
wall of the C. elegans being red and the pharyngeal muscle in the head being green, as
expected. The advantages of using the hyperspectral instrument can be seen when
looking at body wall muscle nuclei (ccls4251), of which more is seen in the hyperspectral
method, and there is also less out of plane fluorescence using the hyperspectral method.
Using this method, biological structures can be visualized along with a full fluorescence
spectrum of the components. Further, the frls7 mutation enhances green fluorescence
when undergoing injury, osmotic stress, or infection [18,19]. This was demonstrated in in
which an injury was induced in the mitotic region of the C. elegans. In the study, green
fluorescence is enhanced at the site of the injury, as expected.

2.5

Conclusions
The system described was shown to have a wavelength range of 200 nm, a rate of

imaging of over 17 fps, and effectively 2000 spectral channels. Using an iterative
demultiplexing approach, classification and full recovery of emission spectra with no a
priori knowledge of the sample was achieved. Classification was confirmed using a
commercial fluorimeter, as the results from the commercial fluorimeter were in good
agreement with the results obtained by this system. This system’s advantages lie in speed,
which made it able to study dynamic systems such as moving nematodes, and the number
of spectral channels, which allows it to differentiate between fluorophores with
comparable emission spectra. This instrument can be easily adapted into most beam
scanning microscopes, as adding a transmission diffraction grating and a multi-channel
detector array are the only major components needed. Comparing this NDSSM method to
CASSI measurements, it is intriguing to consider the potential change in spatial
resolution resulting from the spatial/spectral multiplexing. In CASSI measurements,
spectral information is inherently tied to spatial resolution, as the number of pixels to
detect each are fixed and increasing the resolution of one inherently decreases the
resolution of the other. For the NDSSM method, all the spectral information is on an
independent axis (the position on the PMT array) compared to position, so that neither
spatial nor spectral resolution is sacrificed when the resolution is increased on one.
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Figure 2.1 Overview of instrument and multiplexing. (A) Instrument schematic. (B)
Illustration of how spectra are projected on the PMT array from different areas in the
image (C) Shown how the spectra are reconstructed from a two component system with
different spectra
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Figure 2.2 (A) Beam scanning path (not the beam path). (B) A narrow band emission
shown projecting onto PMT array, along with axis labels (C) Calibration of the spectral
window is shown. A doubling crystal was used to calibrate.
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Figure 2.3 Iterative classification algorithm flowchart. In short: Take single pixel
spectrum and compare it with the field of view spectrum, classify as one of the
components, create classification map, extract spectra for the different components, and
then use those spectra as initial guesses for the next iteration, and iterate until
convergence.
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Figure 2.4 (A) 16 channel combined total fluorescence of the dye mixture 5μM
fluorescein in water and 50 μM coumarin 6 in chloroform. (B) Two component
classification, with a in green and b in blue. In the insert are the recovered spectra of the
components (C) Three component classification, with a in green, b in blue and c in red.
In the insert are the recovered spectra of the components (D) The fluorescein emission
spectrum was overlayed with component a, along with the difference of the two spectra
(E) The coumarin 6 emission spectrum was overlayed with that of component b, along
with the difference between the two spectra. The spectra were averaged over all of the
different spatial positions. (F) Component c (dotted line) was fitted as a linear
combination of both component a and b (solid line).
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Figure 2.5 A three fluorophore mixture is shown: fluorescein (green), in water,
coumarin 6 (blue) in chloroform, and eFluor 450 (violet) in chloroform. The coumarin 6
and eFluor 450 were mixed separately. One drop which contained coumarin 6 (circled in
red) was tracked from frame 55, which became set as time of 0 s (A), to when it became
misclassified in frame 386, which was time of 21.8 s (B). (C) Highlighting the difference
between the spectrum of the droplet at 0 s (green line) and the spectrum at 21.8 s (purple
dotted line). (D) Coumarin 6 photobleaching curve in the highlighted drop. The blue
dotted line is the data with the exponential fit given with the red line.
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Figure 2.6 (A and B) A two-photon fluorescence image of genetically modified C.
elegans. (A) is frame 33 and (B) is frame 104. Green was designated for component 1
and red was designated for component 2. (C) Recovered spectra for both components 1
and 2 were plotted for both frames shown. All spectra were averaged over all spatial
positions for the same component classification. (D) Conventional fluorescence
microscope image the same genotype C. elegans using 460 - 490 nm excitation.
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X-RAY DIFFRACTION IMAGING

3.1

X-Ray Introduction
Since their discovery in 1895, X-rays have been used for imaging due to their

penetration capability [1]. 2D images has been expanded to computed tomography, in
which a sample is rotated around a perpendicular axis to the X-rays, and a 3D structure is
then reconstructed digitally [2]. Elemental information can be obtained from these
tomographic methods, but typically require a large amount of sample and is limited to
specific elements [3]. However, x-ray transmittance has limited chemical information
contained within and is typically not chemically selective, or limited to very specific
applications [4].
Another application that utilizes X-rays is to recover the scattering pattern as the Xrays pass through a material, as the electron cloud of atoms and molecules diffracts these
waves [5]. Single crystal X-ray crystallography is the most common form to identify
structures, commonly for proteins, but also for metal-organic frameworks and other
materials [6]. Obtaining a single pure crystal is often the most difficult part of the process
of solving structures in single crystal X-ray diffraction. Powder x-ray diffraction (PXRD)
is a way to take an orientation average of the X-ray diffraction pattern, of which
important information can be obtained [6]. This technique is often much quicker and
easier to obtain than single crystal XRD. There are several drawbacks to PXRD,
however. PXRD suffers from preferred orientation effects, the need for an abundance of
material, low intensity of the peaks due to orientational averages of the peaks, and peak
overlap of multiple crystals [6]. Single crystal XRD is a great tool when able to obtain a
high-quality crystal, and PXRD is a tool best utilized with a large amount of material.
There currently does not exist a technique which can analyze small amounts of powder,
or the middle-ground between single crystal XRD and PXRD.
Several techniques have been developed to address some of these limitations. Low
intensity of peaks, for example, has been addressed by using high flux sources like
synchrotrons [7] and free-electron lasers [8]. The Rietveld method is a method to
disentangle the peaks and uses a least squares approach to refine a line profile until it
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matches the profile that is measured [9], but it doesn’t work as well with multiple
overlapping peaks. A few key issues, however, are that high throughput and low volume
of substances are often wanted to screen new materials, as obtaining materials and doing
data analysis can be time intensive. Pharmaceuticals are one category of substance often
analyzed via XRD. The technique can readily identify crystallographic polymorphs
within the pharmaceutical, including amorphous phases [10]. These pharmaceuticals
often cannot be obtained in a quality needed for single crystal XRD, nor enough for
PXRD, with lower amounts of material requiring scan times of several hours [10]. Often,
not enough material is obtained to screen the material via PXRD. Therefore, a new
technique to address the issues of high throughput with a minimal amount of material still
needs to be developed, especially to sample a limited amount of material while having
high confidence in the measurements.
In the following section, we demonstrate an X-ray technique which enables PXRD
on sub-μg quantities. This measurement is done in a manner compatible with high
throughput analysis, as the scattering patterns are disentangled to recover contributions
from individual crystals from specific orientations, instead of a statistical mix of all
orientations.

3.2

3.2.1

Methods and Framework

Methods
All measurements were obtained on a combined non-linear optical microscope and

XRD platform, which is described in detail in a prior publication [11]. The X-Ray beam
was a synchrotron produced beam which had the following attributes for this particular
study: i) the material was rastered over the X-ray beam, ii) the raster had a rectangular
raster width of 200 μm x 5 μm, iii) the individual cell size of the raster was 5μm x 5μm
(which produced 40 frames of diffraction patterns), iv) the beam size was 5 μm x 5μm, v)
the energy of the beam was 12.0keV, vi) the detector was a distance of 150 mm away
from the sample. The boundaries and X-ray scheme were made and controlled using the
software GUI JBluIce, as was the bright field image. Post-processing data was analyzed
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in MATLAB. The material used in this study was pure griseofulvin (Sigma) in between
two cover slips.

3.2.2

Framework
Non-negative matrix factorization was used to decompose a set of multi-domain

scattering patterns into pure component patterns, subject to the constraint of nonnegativity in the amplitudes. In it, a matrix D is typically factorized into two matrices ε
and C, with no matrix containing negative elements. This makes the matrices easier to
inspect and invertible. In this case, D is the data, ε is intensity, and C is concentration of
the substance. The matrix D (200 x 40) has the peak information in rows with the
intensity in columns, while ε has rows of peaks and columns of individual components,
and C has rows of components and columns of frames. A typical equation can be seen
below in Eq. 3.1.
D = εC

(3.1)

First, after the data is decomposed into two non-negative matrices, we assume a
guess for ε and solve for C, as seen in Eq. 3.2.
C = (εT ε)-1 εT D

(3.2)

Then all negative concentrations from this result are removed. This new
concentration, C, is then used to solve for ε, as seen in Eq. 3.3.
ε = DCT(CCT)-1

(3.3)

After this result is obtained, all negative intensities are removed. The process of
going between Eq. 3.2 and 3.3 is iterated until the results converge.
After optimizing ε and D, the optimum number of contributing diffraction
components, to minimize the error in D, is determined to be 27. Therefore, ε has
dimensions of 200 x 27 and D has dimensions of 27 x 40. From ε, one can map the
component intensity at each peak back through plugging each individual component back
into a new matrix, L, which maps the x and y position, along with the distribution of the
peaks, for each component orientation. After doing this iteration for each of the 27
components of the crystal, a full map for each crystal orientation is created.
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3.3

Results and Discussion
The measurements were taken on this pure sample of griseofulvin, and then a heat

map showing Bragg candidates at each position within the bright field was taken to show
where the most diffraction in the sample occurred (Figure 3.1).
Next, shown is the raw data of the diffraction patterns from all 40 frames in one
frame (Figure 3.2A). Since this is a XRD measurement of a small amount of substrate,
this is an average of many orientations of the crystals, and will have overlapping peaks.
To counter this, the method described above in the Framework section is used to
disentangle the reflections into specific orientations. Once the method above is applied to
the data, a set of 27 possible contributing components comes out from the data. Pattern
11 of the crystal is shown in Figure 3.2B. As can be seen, the method used reduces the
amount of reflections from the original data.
This method is intended to sample a low amount of material, in which finding an
ensemble average may be difficult due to the limited amount of orientations that may be
in one specific measurement. In conventional PXRD, it can be assumed that the
orientations average out over the sample size, due to the amount of material being probed
being large. When the sample size is reduced, as is wanted when screening many
samples, this assumption breaks down and the orientations may not be even. Therefore, a
method to disentangle these orientations is needed, which is shown above. Since we are
probing a small amount of material, these peaks must be disentangled to index the
material, as otherwise the structure will be unable to be determined from the
measurements.

3.4

Conclusions and Future Work
In this work, a first look at detecting ppm of material in ng of sample is

demonstrated. In this work, the goal is to reduce the number of crystals interrogated while
increasing the signal by isolating the contributions from crystals of specific orientations.
The utilization of non-negative matrix factorization allows the recovery of the set of
reflections corresponding to single crystal domains. In this work, first proof of concept
using non-negative matrix factorization to analyze the XRD patterns to find reflections of
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crystals with only a specific orientation, with the goal of making both measurement and
analysis quick for the potential application of pharmaceuticals.
Future work in this project revolves around mainly indexing (which is the process
of determining the crystallographic unit cell for a crystalline component) and determining
these lattice constants for these reflections. To do this indexing and find the lattice
constants, a tilt series will be done at each position. These data will then be integrated
with quantum mechanical calculations to convert these structures into possibilities. New
data will also be collected on the new Eiger-X detector at Argonne, which should allow
for more sensitive detection of scattered X-rays.
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Figure 3.1 Bright field image of sample to be analyzed, along with the raster setup. The
raster gives an intrinsic scale bar, as each box is 5μm x 5μm with a total width of 200 μm.
The heat map indicates Bragg candidates, with the more red the cell, the more Bragg
candidates available.
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(A)

Figure 3.2 (A) Single frame showing all the reflections from the 40 measurements taken
(B) After decomposition, showing a single component with its representative reflections,
with a count heat map shown next to it for Pattern 11.
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Abstract: A spatial-spectral multiplexing two-photon excited fluorescence (TPEF)
hyperspectral imaging system was demonstrated at 17 frames per second (fps) with over
2,000 effective spectral channels. The system exploited the hardware used in beam-scanning
microscopy to perform multiplexing of spatial and spectral information, leading to two orders
of magnitude reduction in data throughput. An iterative demultiplexing algorithm enabled
robust classification and full spectral recovery without requiring prior knowledge of the
emission spectra of the fluorophores. Proof-of-concept demonstrations were performed using
spatially heterogeneous multicomponent laser dyes and live genetically encoded fluorescent
C. elegans. This instrument requires minimal hardware modifications for most existing
multiphoton microscope and provides the ability to acquire hyperspectral TPEF images at
video rate. It has the potential for dynamic studies in deep tissue with multiple spectrally
overlapping fluorescence tags.
© 2017 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
OCIS codes: (110.0180) Microscopy; (110.3010) Image reconstruction techniques.
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1. Introduction
Fluorescence hyperspectral imaging is a powerful tool for biological studies as it provides an
additional dimension of information compared to filter based multispectral fluorescence
microscopes [1, 2]. The expansion in the spectral domain enables accurate classification and
quantitative analysis of multiple spectrally overlapping components in biological structures
for studying complex biological processes [3, 4] and clinical diagnoses [5, 6]. In order to
achieve hyperspectral imaging, a 3 dimensional (3D) data structure (x, y, λ) is typically
populated. Traditional hyperspectral imaging techniques typically rely on spatial scanning [7,
8] or spectral scanning [9, 10]. Spatial scanning interrogates the emission profile (λ) of a
single pixel or line scanned across the field of view (FoV) to construct the 3D data cube.
Conversely, spectral scanning methods image the entire FoV (x, y) on a 2D area detector and
probe a single wavelength (λ) at a time. The speed of acquisition is typically limited by the
mechanical movement of the dispersive optics and integration time for the detector array,
which also introduces 1/f noise into the measurement. Capturing inherent dynamics of living
systems such as Ca2+ oscillations associated with neuron firing typically requires a frame rate
at around 20 Hz [11, 12]. Furthermore, significant blur from cardiovascular motion degrades
resolution for in vivo imaging [13]. The bandwidth of current computer I/O interfaces also
bottlenecks the achievable frame rate for uncompressed hyperspectral imaging. For a system
with 2000 fluorescence channels, 16 bits per channel, 512 × 512 images at 20 frames per
second (fps) speed, the overall data throughput is about 20.97 GB/s compared to the
theoretical limit of a modern PCI-E 3.0 × 16 interface at 15.76 GB/s. The write speed of a
commercially available storage device is typically less than a few gigabytes per second,
representing a practical limit on data throughput.
Recently, several snapshot hyperspectral imaging systems were developed to improve the
image acquisition speed while still maintaining reasonable data throughput rates [14–17].
Coded aperture snapshot spectral imager (CASSI) directly acquires the projection of a rotated
data cube and reconstructs the hyperspectral images using a sparse sampling algorithm [16].
Alternatively, an image mapping spectrometer (IMS) spatially offsets the data cube layer by
layer and projects each layer onto an isolated region of a large area detector [17, 18]. Both of
these methods provide innovative strategies to overcome the scanning mechanism and

34

bandwidth limitation. However, most of the existing snapshot methods are not directly
compatible with multi-photon excited fluorescence microscopy, which significantly increases
the depth of penetration for in vivo imaging. Furthermore, images captured using focal plane
array detectors generally introduce trade-offs between spatial and spectral resolution, as both
sets of information must be encoded on the same fixed number of imaging channels.
In this work, we demonstrated an experimentally simple approach to achieve video-rate
hyperspectral imaging for two-photon excited fluorescence (TPEF) through non-descanned
spatial/spectral multiplexing (NDSSM) without degraded the spatial resolution. A 16-channel
photomultiplier tube (PMT) array (Hamamatsu, H12311-40) was used as spatial-spectral
multiplexing detector with fast single photon response time (ns), and paired with a 16-channel
digital oscilloscope card (AlazarTech, ATS9416) for fast data digitization. Spatial-spectral
multiplexing was achieved by performing non-descanned detection, such that the projections
of the spectra illuminated onto the PMT array varied as a function of beam’s scan position.
Demultiplexing allowed recovery of spectra with over 2000 fluorescence channels at video
rate (17 fps for frame size of 512 × 512 pixels). The data throughput for the 16-channel digital
oscilloscope was compressed at 2.24 GB/s with the multiplexing, as opposed to 336 GB/s
without compression.
It is interesting to consider the potential change in spatial resolution resulting from the
spatial/spectral multiplexing. In CASSI measurements, multiplexing to recover spectral
information necessarily comes at the expense of spatial resolution, since the same fixed
number of pixels now report on combined spatial and spectral information. In contrast, all the
spectral information in NDSSM is contained in the orthogonal spectral axis accessed by the
excitation positions in the PMT array, such that hyperspectral images can potentially be
acquired without sacrifices in spatial resolution or image quality.
2. Methods
2.1 Experimental Instrumentation
The hyperspectral imaging system is depicted in Fig. 1(A). In brief, a tunable 80 MHz
Ti:sapphire femtosecond laser (Spectra-Physics, Mai Tai) was used for excitation. The beam
was scanned across the sample using a resonant scanning mirror at 8.8 kHz (EOPC) for the
fast-scan axis and a galvanometer mirror (Cambridge-Tech) for the slow-scan. A square
aperture was placed in the rear conjugate plane to cut off the turning point of the resonant
mirror to avoid sample damage. A 10 × 0.3 NA objective (Nikon) was used to focus the beam
down to the sample with the fluorescence signal collected in the epi direction back through
the same objective. The laser was tuned in a range of 800 - 1000 nm for different excitations
with powers at the sample around 40 - 100 mW. A dichroic mirror and a band pass filter
(Chroma, 350 – 700 nm) were used to isolate the fluorescence signals. A 4f lens pair directed
the collimated fluorescence onto the center of a transmission diffraction grating (Wasatch
Photonics, WP-600/600-25.4). The spectrally separated beam was then focused on to a 16
channel PMT array (Hamamatsu, H12311-40). The 16 channel PMT array electronics were
custom built to improve the single photon response time by two orders of magnitude over the
original design. The circuit for each channel consisted of a two-stage high-speed operational
amplifier circuit connected directly to the output of each element on the PMT array. The
output was AC-coupled into a 50 Ω impedance microstrip through a custom printed circuit
board (PCB) trace in order to provide impedance matching to the output transmission line.
Responses of the PMT array were digitized synchronously with the laser pulses by using a 16
channel PCI-E digital oscilloscope card and remapped into sixteen 512 × 512 images via
custom software (MATLAB).
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Fig. 1. Overview of spatial-spectral multiplexing. (A) Instrument schematic. (B) Illustration of
spectra projected on the PMT array from different pixels in one image plane. (C) Spectral
reconstruction from a single channel image for two components with different spectra.

2.2 Sample preparation
Fluorescein, coumarin 6, sodium dodecyl sulfate, and chloroform were purchased from
Sigma-Aldrich, with eFluor 450 obtained from Thermo Fisher. All aqueous solutions were
prepared with Milli-Q water (18.2 MΩ cm−1). For emulsion mixtures with two components,
stock solutions of 5 μM fluorescein in water and 50 μM coumarin 6 in chloroform were
prepared separately. The two stock solutions were mixed equally in amount with ~1mg of
sodium dodecyl sulfate. Then the mixture was shaken by hand to produce a stable emulsion
mixture for imaging. For emulsion mixtures with three components, stock solutions of
fluorescein in water, coumarin 6 in chloroform, and eFluorTM 450 in chloroform were made
separately with a concentration of 50 μM for each. Then two two-component emulsion
mixtures were prepared separately for eFluor 450 / fluorescein and coumarin 6 / fluorescein
system based on the procedure above, and the two two-component emulsion mixtures were
mixed in equal parts to produce a three-component emulsion mixture.
For high speed live animal imaging, genetically modified nematode (C. elegans) strains
were cultured on agar plates seeded with Escherichia coli at 20 °C. While imaging, C. elegans
strains were sealed between two glass coverslips immersed in 0.9 % NaCl physiological
saline.
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2.3 Spectral reconstruction and component classification
A spectral retrieval algorithm was developed to analyze the raw data. Since the incident angle
of the beam onto the diffraction grating varied during the beam scanning, each set of the 16
images from different channels was correlated spatially and spectrally for the same FoV. For
each frame, pixels with the same galvanometer mirror position shared the same spectral
projection pattern on the PMT array; while pixels along the galvanometer mirror axis
produced unique projections as a function of position [Fig. 1(B)]. Therefore, spectrum can be
generated by integrating all signals from the same fluorophore along the resonant mirror axis
while the galvanometer axis contained wavelength information [Fig. 1(C)].
For an emission spectrum s 0 (λ ) from one fluorophore (i.e., all locations of identical
classification), the detected spectrum from a single PMT channel s meas (λ ) can be described in
Eq. (1), in which L is the spectral bandwidth of the PMT channel for a given galvanometer
position. The measured spectral intensity s meas
(λ ) for a given measurement centered about
j

the wavelength j is limited by L, which is equivalent to the entrance slit size of a
spectrometer.
s meas
=  s 0j (λ )d λ ≅
j

L/ 2



l =− L / 2

s 0j + l δλ

(1)

In Eq. (1), δλ corresponds the bandwidth of a single pixel in the final recovered spectrum,
which is generally significantly smaller than the bandwidth dictated by the physical
dimensions of the PMT L, and s0j corresponds to the ground truth spectrum at the position j.
Extending this analysis to each pixel in the image and the corresponding center position of the
spectrum upon beam-scanning along the x-axis (galvo), the mathematical relationship
described by summation in Eq. (1) corresponds to convolution of the ground truth spectrum
with a rectangle function of width L.


(2)
s meas = s 0 ⊗ rect ( L )
Significant signal to noise enhancement in the measured spectrum arises through
integration of all the similarly classified locations along the orthogonal y-axis (resonant
mirror). For a δλ corresponding to each x-axis position in the image, a single detector can
produce a spectrum with up to 512 elements in a 512×512 image.
While the single-detector approach described mathematically in Eq. (2) can in principle
recover a complete spectrum at every position, the use of a PMT array has three critical
practical benefits: i) measurements with an array produce detected intensity at each location
to aid in spectral classification, ii) multiple array elements allow extension of the spectral
dynamic range without requiring large displacements of the galvo-axis mirror, and iii) the
higher collection efficiency of light and spectral overlap between channels results in signal to
noise improvements. The spectral overlap between channels depended on the beam scanning
path shown in Fig. 2(A) and the design of the 16-channel PMT array shown in Fig. 2(B).
Each single PMT channel had a width of 0.8 mm with 0.2 mm gap between channels. For a
FoV of 500 μm × 500 μm, 512 × 512 pixels with a 10 × objective, a narrow band emission
was scanned across three adjacent PMT channels with the size of 2.5 mm × 2.5 mm, inducing
~2/3 overlap between the spectral windows for each PMT channel. For a single PMT channel,
the detected narrow band emission had a width around 170 pixels along the galvo axis. In the
case of no spectral overlap between adjacent detectors, the combined set of 16 detectors could
in principle be used to generate a spectrum with 8,192 elements (16 × 512). To minimize edge
effects, spectra with 460 spectral channels were used, correspond to a maximum of 7,360
channels. In practice, significant spectral overlap illustrated in Fig. 2(C) enabled spectral
stitching and calibration, in which minimization of the squared deviations in the overlapping
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regions served to calibrate the relative sensitivities of adjacent detectors. As a result, ~2200
independent spectral channels were recovered after the stitching.
Second harmonic generation (SHG) from a doubling crystal (BBO) in the object plane
was used as the reference as it generated uniformly distributed light across the FoV with a
well-defined narrow band spectrum. By tuning the laser to 800 nm, 900 nm and 1000 nm,
three references SHG spectra (centered at 400 nm, 450 nm, and 500 nm) were generated for
calibration purposes (Fig. 2(C)). As a planar detector was used in the setup, signal projected
on the blue and red end on the PMT array had slightly larger spectral separations compared to
the center due to the longer projection length. It was consistent with the observation of 553
data points between 400 / 450 nm peaks and 549 data points between 450 / 500 nm peaks.
The average channel density was used for the calibration. With a 100 mm lens to focus
spectral pattern down to the PMT array, the width of the whole spectral window was about
200 nm. In this case, the rectangular function in Eq. (2) had a width corresponding to 15 nm
(170 pixels), which limited the operational spectral resolution. The full width half maximum
of the reconstructed SHG peak was 10 nm, compared to 2.5 nm for the excitation source
measured by a spectrometer (Thorlabs, CCS175).

Fig. 2. (A) Beam scanning path (not the beam path). (B) The projection of spectrum of a
narrow band emission on the PMT array. (C) Spectral window calibration with doubling
crystal.

The preceding analysis describes the approach taken to recover spectra from pooled
measurements of locations with identical composition. Obviously, this analysis first requires
prior classification of n composition, which is described herein. A flow chart of the algorithm
is shown in Fig. 3. In brief, a threshold was first set to identify signal pixels from the
background. Next, a simple Euclidean angle (Eq. (3)) method was used for fluorescence
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spectra classification. This method is consistent with previous classification approaches [19],
selected primarily to minimize the analysis time.
 
sref ⋅ sx, y
cos (θ ) = 
(3)

sref ⋅ sx, y


Pixels ( sx , y ) with large Euclidean angles relative to the n known reference spectra ( sref )
(i.e., cos (θ ) < 0.99) were collectively classified as an “other” component. As a result,
discrete masks for each of the n + 1 components were generated. Spectra of all the
components were then extracted based on the new discrete classification masks. This process
was iterated until 99% of the pixels in the FoV were classified as the same component with
the previous iteration. Following classification, spectral recovery for each class was
performed as described in the preceding paragraph, with the process iteratively performed
until convergence was achieved in both the spectra recovered and the spatial classifications.
For data acquired at video-rate, the number of components and their spectra recovered from
the first frame was used as the reference for the rest of the frames to reduce the spectral data
analysis time. The computation time was dependent on the initial guess and the assumed
number of components. For a two-component system, processing a single frame took about
20 to 50 seconds on a 4th generation hexa-core Intel Core i7 processor running in MATLAB.
In order to initiate the iterative process, an initial guess spectrum was produced from the
ensemble average of all pixels containing signal in the entire FoV, which served as the initial
reference spectrum for a preliminary binary classification.

Fig. 3. Flowchart for the iterative classification algorithm.

3. Results and discussion
3.1 Heterogeneous mixtures of fluorescent dye droplets

A fluorescein/coumarin 6 fluorescent dye mixture was used to assess the spectral imaging of
the system and the accuracy of the classification algorithm. Figure 4(A) showed a TPEF
image from the integrated intensity of all 16 channels for this suspension under 800 nm
excitation. A two-component classification image produced the images in Fig. 4(B), with one
component labeled in green (component a) and another in blue (component b). It is worth
noting that the recovered spectra of the two components were highly overlapping (Fig. 4(B)
insert), making them difficult to confidently discriminate using a filter-based fluorescence
microscope. The recovered spectra of this hyperspectral imaging system were overlaid with
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independent measurements from a benchtop fluorimeter (FLS1000, Edinburgh Instruments)
with 400 nm excitation (Figs. 4(D) and 4(E)). All spectra were normalized to the maximum
intensity. The good agreement between the recovered spectra and the fluorimeter
measurements was consistent with component a composed primarily of fluorescein in water
and component b primarily coumarin 6 in chloroform, which also agreed with their
anticipated respective solubility in water and chloroform. While the fluorescence emission
spectra acquired by statistical decomposition were in good qualitative agreement with those
obtained from independent measurements with a fluorimeter using pristine solutions,
statistically significant deviations were present for both coumarin and fluorescein. In
particular, the measurements obtained in the water/chloroform suspensions exhibited broader
peaks than those interrogated in pure solutions. The increase in width for the suspensions is
attributed to a combination of two effects; i) convolution of the emission spectrum with a
rectangle function (vide supra) results in spectral broadening, and ii) the inhomogeneity of the
environment in the water/chloroform suspension results in additional inhomogeneous
broadening. From the measured SHG response, the contributions from convolution are
insufficient to account for the observed differences in peak shapes. Therefore, the primary
origin of the deviations observed between the emission spectra in Figs. 4(D) and 4(E) are
attributed to spectral broadening associated with inhomogeneities from the greater diversity
of environments available for partitioning (e.g., coumarin partitioning into the aqueous phase,
fluorescence into chloroform, and both to the surfactant-stabilized interfaces). To study the
fluorophores’ distributions at the water-chloroform interface, analysis was repeated assuming
a maximum number of three components. Under this case, the boundary of the chloroform
droplets was identified as a third component (red in Fig. 4(C)). The recovered spectrum for
the third components (component c) was shown in Fig. 4(F). The spectrum of component c
(red dot line) was fitted as a linear combination of component a and component b as shown in
solid line in Fig. 4(F) with R2 = 0.99. Based on this fitting, component a (fluorescein in
water) was weighted at 60.6% in the boundary between water and chloroform and component
b (coumarin 6 in chloroform) was weighted at 39.1%. This method could provide new
strategies for the study of surface interactions between different solvents.

Fig. 4. (A) Integrated total fluorescence of a dye mixture (5μM fluorescein in water and 50 μM
coumarin 6 in chloroform). (B) Classification under the assumption of two components (a in
green and b in blue). Insert: recovered spectra of component a and b. (C) Classification under
the assumption of three components (a in green, b in blue and c in red). Insert: recovered
spectra for component a, b and c. (D) Overlay of recovered spectrum of component a with the
fluorescein emission spectrum from a benchtop fluorimeter, and the difference between them.
(E) Overlay of recovered spectrum of component b with the coumarin 6 emission spectrum,
and the difference between them. Both plotted spectra were averaged over all the spatial
positions of the same classified component. (F) Spectrum of the third component (red dotted
line) fitted as a linear combination (black solid line) of the first two components.
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In Fig. 5, hyperspectral TPEF is demonstrated for measurements of fluorescence
photobleaching, highlighting the advantages of high speed hyperspectral microscopy in the
analysis of dynamic multicomponent mixtures. The three-component emulsions system of
eFluor 450 (chloroform)/coumarin 6 (chloroform)/fluorescein (water) was used for this
purpose. A video with both classification images and spectra can be found in the
Supplementary Materials (Visualization 1). Figure 5(A) shows a single frame (frame number
55) from the video (green for fluorescein, blue for coumarin 6 and violet for eFluor 450). A
target coumarin 6 droplet was circled in red for tracking the dynamic behavior. This frame
was set as the start of the dynamic analysis (0 s), which corresponded to 3.2 s in the video.
After 21.8 s, most of the coumarin 6 fluorescence was lost from photobleaching. Following
the removal of the coumarin 6 signal, the classification of the target droplet was reclassified
to ‘eFluor 450’ by the classification algorithm (circled in Fig. 5(B)). The total number of
excitations driving photobleaching was plotted Fig. 5(D). In brief, the single-photon peak
height distribution of the PMT was measured through a histogram analysis of a time-trace.
The mean voltage per photon provided a point of calibration to convert the voltages acquired
during imaging to absolute mean numbers of photons. The total number of emitted
fluorescence photons for an isotropic emission was calculated based on the solid angle of
collection through the objective. Previously measured values for the quantum efficiency of
fluorescence for coumarin 6 [20] allowed conversion from the total number of emitted
photons to the total number of excitations per unit time. The plot of total number of
excitations was then fit to an exponential decay with a time constant of 5.16 ± 0.08 s,
consistent with an exponential process routinely observed in photobleaching [21].

Fig. 5. Dye mixture with three fluorophores: fluorescein (green) in water, coumarin 6 (blue)
and eFluor 450 (violet) in chloroform separately (also see Visualization 1). Target droplet with
coumarin 6 in chloroform (circled in red) was tracked from its first appearance in frame 55, set
as 0 s (A) and final misclassification in frame 386 with during time 21.8 s (B). (C) Spectra
recovered from the target droplet at 0 s (green solid line) and 21.8 s (purple dash line). (D)
Photobleaching curve of coumarin 6 in the target droplet (blue dot) with the exponential fit
(red line).
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3.2 In vivo imaging of genetically modified C. elegans

Genetically modified nematodes (C. elegans) were used as a living biological sample for the
demonstration of fast hyperspectral imaging. C. elegans strains were obtained from the
Caenorhabditis Genetics Center. The main phenotypes of this C. elegans variant are: green
fluorescence in the body wall muscle nuclei [ccIs4251, green fluorescence protein (GFP)],
green fluorescence in the pharyngeal muscle (mIs12, GFP), dumpy (dpy-17), red fluorescence
in the epidermis (frIs7, DsRed), and red fluorescence in pharyngeal muscle (uIs69, mCherry).
A video was acquired for the C. elegans with 17 fps, 512 × 512 pixels (Visualization 2,
Supplementary Materials) and 800 nm excitation. Since only GFP and DsRed could be
accessed by TPEF with 800 nm excitation, a two-component classification was shown in the
video and Figs. 6(A) and 6(B). The two components were labeled in red and green separately
with the recovered spectra shown in Fig. 6(C). In order to assure the accuracy of this
microscopy and classification algorithm, a fluorescence image from a conventional
fluorescence microscope (Olympus BX-51) was acquired for the same type of C. elegans with
an excitation filter at 460 - 490 nm, as shown in Fig. 6(D). A similar distribution of the two
structures with different fluorescence properties was observed, in which the outside epidermis
of the C. elegans was red and the pharyngeal muscle in the head was green. In addition, the
green fluorescence from the body wall muscle nuclei (ccIs4251) could also be seen in images
acquired from our instrument. Compared to one photon excited fluorescence in Fig. 6(D),
significantly less out of plane fluorescence was observed with the TPEF. Detailed biological
structures could be seen along with the spectra for each component. Component 1 and
component 2 were identified to be predominantly GFP and DsRed, respectively. In
Visualization 2, an injury was induced in the mitotic region of the C. elegans. Consistent with
surface infection, injury, or osmotic stress [22, 23], green fluorescence due to frIs7 mutation
was preferentially enhanced at the site of injury.

Fig. 6. Two-photon fluorescence image of gene coded C. elegans analyzed without knowing
the emission spectra of the fluorophores as a priori at (A) frame 33 and (B) frame 104. Pseudocolor based on different components recovered from custom classification algorithm with
green for component 1 and red for component 2 (also see Visualization 2). (C) Recovered
spectra for component 1 (green) and 2 (red) for both frame 33 (solid lines) and frame 104
(dash lines). Both plotted spectra were averaged over all the spatial positions of the same
classified component. (D) Fluorescence image of gene coded C. elegans with conventional
fluorescence microscope under 460 - 490 nm excitation.
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4. Conclusion

A spatial-spectral multiplexing hyperspectral two-photon fluorescence microscope was
developed with over 2000 effective spectral channels in a 200 nm wavelength window and an
imaging acquisition rate up to 17 fps. Iterative demultiplexing enabled classification and full
recovery of emission spectra with no prior knowledge of the sample. Good agreement was
observed between the recovered spectra and those obtained independently using a commercial
fluorimeter. The large number of spectral channels of this system made it possible to
distinguish fluorophores with similar emission spectra. The high imaging speed made it
possible to study highly dynamic multicomponent systems and live biological samples. This
instrument is directly compatible with numerous conventional beam-scanning microscope
platforms upon addition of a diffraction grating and a multi-channel detector array.
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