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ABSTRACT
Wormhole routing has been accepted as an efficient switching mechanism in point-to-point
interconnection networks.

Here

the

network

resource,

i.e.

node

buffers

and

communication channels, are effectively utilized to deliver message across the network.
We consider the problem o f broadcasting a message in the hypercue equipped with
the wormhole switching mechanism. The model is a generalization of an earlier work and
considers a broadcast path-length of m { \ < m < n ) in the n-cube with a single-port
communication capability. In this thesis, the scheme of e-cube and a Gray code path
routing and intermediate reception capability have been adopted in order to solve the
problem of broadcasting in one-port wormhole routed hypercubes. Two methods have
been suggested; one is based on utilizing the Gray codes(Gray code path-based routing),
while the other is based on the recursive partitioning o f the cube(cube-based routing). The
number of routing steps in both methods are compared to those in the previous results, as
well as to the lower bounds derived based on the path-length m assumption. A cube-based
and a path-based algorithm give T{R) + {k^+ \)T{m)anà

-t- r(m ) routing steps,

respectively. By comparison with routing steps of both algorithms, the performance of the
path-based algorithm shows better than that of the cube-based.
The results of this work are significant and can be used for immediate
implementation in contemporary machines most of which are equipped with wormhole
routing and serial communication capability.

Ill
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Chapter 1

Introduction
The supercomputer market is now dominated by parallel architectures. Massively parallel
computers (MFCs) with thousands of processors play an important role in solving
computationally intensive problems. Such large-scale multiprocessors are characterized by
the distribution of memory among an ensemble of computing nodes in which each node
has its own processor, local memory, and other supporting devices. Many such systems
interconnect nodes through an interconnection network, in which each node has a
connection to a set of other nodes, called neighbors. These nodes may have different
functional capabilities. For example, the set of nodes may include vector processors,
graphics processors, I/O processors, and symbolic processors.
The processing of a concurrent computer exchange data and synchronize with one
or others by passing messages over an interconnection network. The interconnection
network is often the critical component of a large parallel computer because performance
is very sensitive to network latency and efficiency because the network describes a large
ft’action of the cost and power dissipation of the machine. An interconnection network is
characterized by four factors : topology, routing, flow control, and switching [1]. The
topology of a network, usually modeled as a graph, defines how the node is
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interconnected by channels [2]. Routing specifies how a packet chooses a path in this
graph. Flow control deals with the allocation of channels and buffers to a packet as it
traverses along a path through the network [3]. Switching is the actual mechanism that
removes data from an input channel and places it on an output channel while the input and
output selection policies determine how a packet uses channels as it travels an
intermediate router [1][4].
Deadlock-free message routing is considered

another important issue in

interconnection networks. Deadlock in the interconnection network of a concurrent
computer occurs when no message can advance toward its destination because the queues
o f the message system are full. Broken cycles in a channel dependency graph by
introducing ascending(e-cube) path and splitting physical channels into groups of virtual
channel [5], this problem is able to be solved.
Several multiprocessors with hypercube or hypercube-like topology have become
commercially available [6], such as the CM-2 of Thinking Machine, The iPSC/860 of Intel,
and the nCUBE 2 of NCUBE. Current technology has made it both technically and
economically feasible to build hypercubes with thousands of nodes. While the first
generation hypercubes introduced store-and-forward routing, most newer generation
multiprocessors configured as hypercubes or meshes use wormhole-like routing. For
example, the Intel iPSC/860 hypercube uses a circuit-switched routing; both the Delta
system by Intel and the MIT J-machine by Dally use wormhole routing; and Michigan
HARTS project uses virtual cut-through routing. Another important issue of routing is to
select paths for broadcasting. Most hypercube machines use e-cube routing, i.e., route
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dimensions (correct bits) in an ascending order. The e-cube routing is a simple way of
guaranteeing freedom from deadlock without using virtual channels.
Some communication operation be point-to-point or unicast, in that they involve
only a single source and a single destination. Other operations are collective, in that they
involve more than two nodes. One example of a collective operation is multicast, in which
same message is delivered from one node to a designated subset of the nodes [7] [8].
Multicast communication is finding increasing demand in many parallel programs,
including simulation of computer networks and electric circuits, particle dynamics
calculations, and image processing. Both unicast and broadcast , in which the destination
set contains all nodes in the network, are special cases of multicast. The special collective
communication routine is broadcast, in which the same message is delivered from a single
source to all the nodes in the network [6] [9] [10]. Efficient broadcast algorithms are
necessary for achieving the high performance required in numerous numerical algebra
algorithms, including matrix-vector multiplication, matrix-matrix multiplication, Gaussian
elimination, LU-factorization, and Householder transformation.
This thesis deals with the problem o f broadcasting and multicasting in hypercubes.
In most current point-to-point interconnected multiprocessors using wormhole-like
routing, an intermediate node on a path cannot receive a copy of messages propagating on
the path. It is, however, advantageous and technologically feasible to add intermediate
reception capability in the routing hardware. In fact, the HARTS machine, which is a Ctype wraparound hexagonal mesh, has such intermediate reception capability [11].
Multicasting in direct networks with a similar intermediate reception capability has been
discussed in [8],
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Efficient broadcasting on an n edge-disjoint spanning tree of an «-cube has been
discussed [12]. Also, Mckinley and Trefftz have found a broadcast algorithm which has
routing steps on an «-cube by using all-port wormhole routing switching [9][13].

Recently Ho described efficient broadcasting on hypercubes with one-port wormhole ecube routing, with the intermediate node having reception capability, and a path length of
at most «. In this thesis, general broadcasting algorithms ( a cube-based and a Gray code
path-based ) which introduce e-cube routing and Gray code path on «-cube with a path
length of at most m have been discussed where 1 < m < « . It is found that a cube-based
and a path-based algorithm have T{K) -t-

4- l)T(«i) and

4- T(«i) routing steps,

respectively. In Chapter 2, an interconnection network architecture and characteristics are
described to understand the broadcasting algorithm on a hypercube. In Chapter 3 the
method to solve deadlock is discussed when no message is advanced to its destination. In
Chapter 4, a new general optimal broadcasting algorithm for hypercube is introduced. It
makes use of one-port wormhole routing, intermediate nodes replicating a message, ecube and Gray code path routing. Also, a new multicasting algorithm in hypercubes with
Gray code path and U-cube routing is introduced. In Chapter 5, the routing steps obtained
by two general broadcast algorithms are compared.
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Chapter 2

Interconnection Network Architectures and Characteristics
2-1. Architectures
The way the nodes are connected to one another varies among machines. In an
interconnection network architecture, each node has a point-to-point, or interconnection,
connection to some number of other nodes, called neighboring nodes. Interconnection
networks have become a popular architecture for constructing massively parallel
computers because they scale well; that is, as the number of nodes in the system increase,
the total communication bandwidth, memory bandwidth, and processing capability of the
system also increase. Figure 1 shows a generic multiprocessor with a set of nodes
interconnected an interconnection network. Because they do not physically share memory,
nodes must communicate by passing messages through the network. Message size may
vary, depending on the application. For efficient and fair use of network resources, a
message is often divided into packets (or flits in wormhole routing switching which is
explained in Section 2-2-4 prior to transmission in store-and-forward switching. A packet
is the smallest unit o f communication that contains routing and sequencing information;
this information is carried in the packet header. Neighboring nodes may send packets to
one another directly, while nodes that are not directly connected must rely on other nodes
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in the network to relay packets from source to destination. In many systems, each node
contains a separate router to handle such communication-related tasks. Although a
router’s function could be performed by the corresponding local processor, dedicated
routers are used to allow overlapped computation and communication within each node.

Node

Node

•••

Node

Node •

Interconnection network

Node *

Figure 1. A generic multiprocessor based on an interconnection network.
Figure 2 shows the architecture of a generic node. Each router supports some
number of input and output channels. Normally, every input channel is paired with
corresponding output channels. Internal channels connect the local processor/memory to
the router. Although it is common to provide only one pair of internal channels, some
systems use more internal channels to avoid a communication bottleneck between the local
processor/memory and the router. External channels are used for communication between
routers and, therefore, between nodes. By connecting the input channels of one node to
the output channels o f other nodes, the topology o f the interconnection network is
defined. A packet sent between two nodes that are not neighboring must be forwarded by
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routers along multiple external channels. The sequential list of channels traversed by such
a packet is called a path, and the number of channels in the path is called the path length.

Local

Other
functional
unit

Processor
Memory

Local
mtercormect
Internal input
channels

External input

• ••

###

Internal output
channels

Router

External output
channels

channels

Figure 2. A generic node architecture

2-2 Characteristics of Interconnection Network
2 -2 -1 . T opology
The topology of a network, usually modeled as a graph, defines how the nodes are
interconnected by channels. If every node is connected directly to every other node, the
network topology is fully connected, or complete. Although complete topologies obviate
forwarding of packets by intermediate nodes, they are practical only for very small
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networks because

the number of physical connections per node is limited by rigid

constraints. These engineering and scaling difficulties preclude networks with large
complete topologies. Therefore, many interconnection networks use a fixed, multiple-hop
topology, such as hypercube or two-dimensional mesh. Most of the popular direct
topologies fall in the general category of either n -dimensional meshes or k -ary n -cubes
because their regular topologies simplify routing. For systems in which the network
latency depends on the path length, the hypercube is a popular choice of topology because
of its relatively small intermediate distance. The hypercube graph and its basic properties
are intensively mentioned as follows [2] since hypercube topology is used for efficient
broadcasting algorithm in this paper.

100

000

101

001
110

010

111

o il

Figure 3. 3-D view o f the 3-cube
In what follows, the hypercube is regarded as a graph and we will often use the
terms vertices or nodes interchangeably for the processors they represent. A 3-cube can be
represented as an ordinary cube in three dimensions where the vertices are the 8 =
2^nodes of the 3-cube, see Figure 3. More Generally, one can construct an n-cube as
follows. First, the 2" nodes are labeled by the 2" binary numbers from 0 to 2 "-l. Then a
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link between two nodes is drawn if and only if their binary numbers differ by one and only
one bit.
Definition 2-1 : An w-cube graph is an undirected graph consisting of k = 2" vertices
labeled from 0 to 2"-l and such that there is an edge between any two vertices if and only
if the binary representations of their labels differ by one and only one bit.

0100

0101
0001

0001

1001

Ml

Dll

0010

ÛÛLL

1010

101

Figure 4. 3-D view of the 4-cube
The first important property of the n-cube is that it can be constructed recursively
from lower dimensional cubes. More precisely, consider two identical ( n - 1 )-cube whose
vertices are numbered likewise from 0 to 2"~'. By joining every vertex of the first ( n - 1 )cube to the vertex for the second having the same number, one obtains an n-cube. Indeed,
it suffices to renumber the nodes of the first cube as 0 A a, and those of the second by
1 A a, where a, is a binary number representing the two similar nodes of the ( n - 1 )cubes and where A ■denotes the concatenation of binary numbers. This is illustrated for n
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= 4 in Figure 4, where a 4-cube is obtained by joining all comers of a left 3-cube with the
corresponding comers of

a right 3-cube. An interesting geometric property o f the

illustration is that it provides one way of constructing higher dimensional cubes from 3cubes by simply repeating the above process.
Proposition 2-1 : There are n different ways of tearing an n -cube, i.e., of splitting it into
two ( n - 1 )-subcubes so that their respective vertices reconnected in a one-to-one way.
Given the labeling of Definition 2-1, each different tearing corresponds to splitting the n cube graph into two subgraphs: one whose node labels have a one in position / and one
whose node labels have a zero in position / .
Proposition 2-2: Any two adjacent nodes A and B of an n -cube are such that the nodes
adjacent to A and those adjacent to B are connected in a one-to-one fashion.
Proof: Since the nodes considered are neighbored, their numbers A and B differ by one
bit, say the i th bit. Let us tear the n -cube along the / th direction. Then the neighbors of
A and those o f B can be put in a one-to-one correspondence by mapping a node whose
label has a one in its i th position to the one whose label has a zero in its i th position. □
Given two nodes of an n -cube, there is always a path between them. One way of
reaching node B from node A is to modify the bits of A one at a time in order to transform
the binary number A into B. Each time one bit is changed, this means that we have crossed
one edge. This provides a simple way of constructing a path o f length at most n between
and two vertices of an n -cube. Therefore, recalling that the diameter of a graph is the
maximum distance between any two nodes in the graph, we can state Proposition 2-3.
Proposition 2-3: The n -cube is a connected graph of diameter n .
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Il

The above propositions establish some basic properties o f the n -cube as a graph.
The important question we would like to answer next is how to recognize a hypercube in a
simple way, i.e., how to characterize an n -cube by a few simple rules. As an example of
application, looking at a four by four grid with nearest neighbor connection and
wraparound at the edges (of the grid) one might ask whether the corresponding graph is
an n -cube, i.e., whether its 16 nodes can be numbered according to the rule of definition
2-1. It is clear that without wraparound at the edges, the grid cannot be a cube since all
the vertices of an n -cube have the same degree. The next result will answer this question.
Theorem 2-1: A graph G = (V, E) is an n -cube if and only if
1) V has 2" vertices;
2) every vertex has degree n ;
3) G is connected;
4) any two adjacent nodes A and B are such that the nodes adjacent to A and
those adjacent to B are linked in a one-to-one fashion.
Proof: Necessary condition: Conditions 1-4 are clearly satisfied for an n -cube as a result
of the definition and some of the previous propositions.
Sufficient Condition: The proof is by induction. It is clear that the property is true
for n = 1 . Assume that it is true for n-1, i.e., that and graph having 2"”' nodes satisfying
Properties 1-4 is an ( n - l)-cube. The proof consists in separating the graph the graph in
two subgraphs each of which has the same properties for n - 1 .
Consider any two adjacent nodes R (for red) and B (for black) of the graph.
According to Property 4, the neighbors of R and those of B are connected in a one-to-one
fashion. We can, therefore, color the neighbors of the red nodes (except the one node
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which is already black) in red and the neighbors of the black node (except the one node
which is already red) in black. This process can be continued until exhaustion of all links.
We refer to two nodes of different colored that are linked by an edge as two opposite
nodes. After this is done we have the following.
a) All the nodes have been colored either B or R. This is because the graph is connected
and therefore there is a path between the original node R (or B) to any node.
b) Exactly half the nodes have color red and the other half have the color black, because
all the B nodes and the R nodes are linked in a one-to-one fashion.
c) It is clear that the R nodes constitute a connected graph, since, by construction, each
node is connected to the original R node. The same property holds for the black
nodes.
d) Consider the two subgraphs obtained by removing all red-black links. Thus, each node
loses exactly one edge, i.e., its degree is (n - 1 ). Then Property 4 is satisfied for the
subgraph of the red nodes (resp., the black nodes).
e) Because of Property 4, and by construction, two red nodes are adjacent if and only
their black opposites are adjacent.
By the induction hypothesis and by b), c), d), and e), the subgraph o f the red nodes
is an (n -l)-c u b e . Now label the red nodes according to the definition and use the same
labeling for the black nodes opposite to them. Adding the bit zero in front o f the red nodes
and the bit one in front of the black nodes, we obtain a labeling of the nodes of the initial
graph.

□
Any multiprocessor system should allow for its processors to exchange data

between all of its nodes. Let A and B be and two nodes o f the n -cube and consider the
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problem o f sending data from node A to node B. The way in which this is achieved in
ensemble architectures is to move the data along a path from A to B crossing a possibly
small number of processors. By definition, the length of a path between two nodes is
simply the number of edges o f the path. As it was already mentioned in above there exists
a path of length at most n between any two nodes. To reach B from A, it suffices to cross
successively the nodes whose labels are those obtained by modifying the bits of A one by
one in order to transform A into B. Assuming that A and B differ only in i bits, i.e., that
their Hamming distance is H(A, B) = / , the length of the path will be / . Clearly, there is
no path o f smaller length between the nodes A and B. This elementary result can be
formalized as follows.
Proposition 2-4: The minimum distance between the nodes A and B is equal to the
number of bits that differ between A and B, i.e., to the Hamming distance H(A, B).

2-2-2 Routing
An interconnection network topology must allow every node to send packets to every
other node. In the absence o f a complete topology, routing determines the path selected by
a packet to reach its destination. Efficient routing is critical to the performance of direct
network.
Routing can be classified in several ways. In source routing, the source node
selects the entire path before sending the packets. Each packet must carry this routing
information, increasing the packet size. Furthermore, the path cannot be changed after the
packet has left the source. Most direct network systems use distributed routing. In this
approach, each router, upon receiving the packet, decides whether it should be delivered
to the local processor or forwarded to a neighboring router. In the latter case, the routing
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algorithm is invoked to determine which neighbor should be sent the packet. In a practical
router design, the routing decision process must be as fast as possible to reduce the
network latency. A good routing algorithm should also be easily implemented in hardware.
Routing can also be classified as deterministic or adaptive. In deterministic routing,
the path is completely determined by the source and destination addresses. This method is
also referred to as oblivious routing. One approach to designing a deadlock-free routing
algorithm for a wormhole-routed network is to ensure that cycles are avoided in the
channel dependence graph. This can be achieved by assigning each channel a unique
number and allocating channels to packets in strictly ascending( or descending) order. If
the behavior o f the algorithm is independent of current network conditions, it is
deterministic. A routing technique is adaptive if, for a given source and destination, the
path taken by a particular packet depends on dynamic network conditions, such as the
presence of faulty o f congested channels. An adaptive routing algorithm for a wormholerouted network, however, must address the deadlock-free issue. To do so often requires
the use of additional channels; in particular, some adjacent nodes must be connected by
multiple pairs o f opposite unidirectional channels. Theses pairs of channels may share one
or more physical channels. The concept of virtual channels will be discussed later.
A routing algorithm is said to be minimal if the path selected is one of the shortest
paths between the source and destination pair. Using a minimal routing algorithm, every
channel visited will bring the packet closer to the destination. One general adaptive routing
technique works by partitioning the channels into disjoint subsets. Each subset constitutes
a corresponding subnetwork. Packets are routed through different subnetworks,
depending on the location of destination nodes. A nonminimal routing algorithm allows
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packets to follows a longer path, usually in response to current network conditions. If
minimal routing is not required, deadlock-free adaptive routing can be provides using
fewer additional channels. If r pairs of channels connect every pair of adjacent nodes, then
the following nonminimal adaptive routing algorithm can be applied to it-ary n-cube and
mesh topologies. Both of these algorithms allow the packets to take a longer path if there
is no shortest path with all its channels available.

2-2-3 Flow control
A network consists o f many channels and buffers. Flow control deals with the allocation of
charmels and buffers to a packet as it travels along a path through the network. A resource
collision occurs when a packet cannot proceed because some resource that it requires is
held by another packet. Whether the packet is dropped, blocked in place, buffered, or
rerouted through another channel depends on the flow control policy. Typically, a single
buffer is associated with each channel. Once a packet A is allocated a buffer 6,, no other
packet B can use the associated channel c, until A release 6,. In networks that use flitlevel flow control, packet A may be blocked due to contention elsewhere in the network
while still holding 6,. In this case channel, q is idled even though there may be other
packets in the network, e.g., packet B, that can make productive use of the channel.
This situation is illustrated in Figure 5. In the Figure, a fragment of a network is
depicted with a rounded box denoting a flit buffer. Shaded arrow denote routes that are in
progress. Packet A is blocked holding buffers 3E (east side of node 3) and 4S. Packet B is
unable to make progress even though all physical channels it requires, (IE to 2W) through
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(4E to 5W), are idle because packet A holds buffer 3E which is coupled to channel (3E to
4W).
This problem o f idling channels due to resource coupling is unique to
interconnection networks that perform flow control at the flit-level. most modem
multicomputer networks that use circuit switching or wormhole routing fall into this class.
The problem does not occur in traditional packet-switched networks that perform flow
control at the packet level since such networks never block a partially transmitted packet.

Node 1

Node 2

Node 3

Node 4

Node 5
Destination of B

Block

I

I

A

B
Figure 5. Packet B is blocked behind packet A while all physical channel
remain idle
A virtual channel consists of a buffer that can hold one or more flits of a packet

and associated state information. Several virtual channels may share the bandwidth of a
single physical channel. Virtual channels decouple allocation of buffers from allocation of
channels by providing multiple buffers for each channel in the network. If a blocked
packet A holds a buffer

associated with channel c, , another buffer

is available

allowing other packets to pass A. Figure 6 illustrates the addition of virtual channels to the
network of Fig. 5. Packet A remains blocked holding buffers 3E.1 and 48.1. In Fig. 6,
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however, packet B is able to make progress because buffer 3E.2 is available allowing it
access to channel (3E to 4 w).
Adding virtual channels to an interconnection network is analogous to adding
lanes to a street network. A network without virtual channels is composed of one-lane
streets. In such a network, a single blocked packet blocks all following packets. Adding
virtual channels to the network adds lanes to the streets allowing blocked packet to be
passed.

Node 1

Node 2

Node 3

Node 4

Node 5
Destination of B

Block
■ m
A B
Figure 6. Virtual channels provide additional buffers allowing packet B to pass
blocked packet A.
In addition to increasing throughput, virtual channels provide an additional degree
o f freedom in allocation resources to packets in the network. This flexibility permits the
use of scheduling strategies, such as routing the oldest packet first, that reduce the
variance of network latency.
The most costly resource in an interconnection network is physical channel (wire)
bandwidth. The second most costly resource is buffer memory. Adding virtual channel
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flow control to a network makes more effective use of both of these resources by
decoupling their allocation. The only expense is a small amount of additional control logic.

2-2-4. Switching
While the input and output selection policies determine how a packet uses channels
as it traverses an intermediate router, switching is the actual mechanism that removes data
an input channel and places it on an output channel. Network latency highly depends on
the switching technique used. Four switching techniques have been adopted in
interconnection networks: store-and-forward, circuit switching, virtual cut-through, and
wormhole routing. In store-and-forward switching, also called packet switching, when a
packet reaches an intermediate node, then packet is then forwarded to a selected
neighboring node when the channel is available and the neighboring node has an available
packet buffer. In circuit switching, a physical circuit is constructed between the source and
destination nodes. After the packet has been transmitted along the circuit to the
destination, the circuit is tom down. In virtual cut-through, the packet header is examined
upon arrival at an intermediate node. The packet is stored at the intermediate node only if
next required channel is busy; otherwise, it is forwarded immediately without buffering.
Although both virtual cut-through and circuit switching offer low network
latencies that are relatively independent of path length, virtual cut-through required that
blocked packets be buffered, and circuit switching makes it difficult to support sharing of
channels among packets. Wormhole routing, proposed by Dally and Seitz, was designed
to overcome these difficulties while offering similar network latency.
Wormhole routing also uses a cut-through approach to switching. A packet is
divided into a number of flits (flow control digits) for transmission. A flit is the smallest
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unit of information that a queue or channel can accept or refuse. The size of a flit depends
on system parameters, in particular the channel width. Normally, the bits constituting a flit
are transmitted in parallel between two routers. The header flit (or flits) o f a packet
governs the route. As the header advances along the specified route, the remaining flits
follow in a pipeline fashion, as shown in Figure 7. It is possible for the first flit of a
message to arrive at the destination node before the last flit of the message has left the
source. Because most flits contain no routing information, the flits in a message must
remain in contiguous channels o f the network and cannot be interleaved with the flits of
other messages. If the header flit encounters a channel already in use, it is blocked until
the channel becomes available.

Processors

estination

Source

Routers

U : Flit buffer
Figure 7. Wormhole routing
The pipelined nature of wormhole routing produces two positive effects. First, the
absence of network contention makes the network latency relatively insensitive to path
length. Second, large packet buffers at each intermediate node are obviated; only a small
FIFO (first in, first out) flit buffer is required. In some wormhole-routed systems such as
the Ncube-2 and Symult 2010, the flit buffer can hold only on flit. Other systems, such as
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the J-machine, a fine-grained system built at the Massachusetts Institute of Technology,
have demonstrated improved network performance by using larger flit buffers. In the
extreme, when the flit buffers are as large as the packet themselves, the behavior of
wormhole routing resembles that of virtual cut-through. However, virtual cut-through
differs from wormhole routing in that it buffers messages when they block, removing them
from the network. The deadlock properties o f cut-through routing are accordingly
identical to those o f

store-and-forward routing. With wormhole routing, blocked

messages remain in the network.
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Figure 8. Comparison of different switching techniques: (1) store-and-forward switching;
(2) circuit switching; (3) wormhole routing
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Figure 8 compares the communication latency of wormhole routing with that of
store-and-forward switching and circuit switching in a contention-free network. In this
case, the behavior of virtual cut-through is the same as that of wormhole routing, so
virtual cut-through is not shown explicitly. The channel propagation delay is typically
small relative to L/B (where L is the length of the message and B is the channel
bandwidth) and is ignored here. For example, in the Intel Touchstone Delta, the time to
transmit one flit on a channel is 75 nanoseconds for packets traveling in the same direction
and 150 nanoseconds for packets that change direction. Even for a channel a foot long,
the propagation delay is only 1.5 nanoseconds. The delay in transmitting a ready signal
from the destination to the source in circuit switching is also ignored.
The Figure 8 shows the activities of each node over time when a packet is
transmitted from a source node S to the destination node D through three intermediate
nodes, /I, /2, and /3. The time required to transfer the packet between the source
processor and its router, and between the last router and the destination processor, is
ignored. Unlike store-and-forward switching, both circuit switching and wormhole routing
have communication latencies that are nearly independent of the distance between the and
destination nodes. This characteristic is confirmed by measurements on actual machines.
Figure 9 plots the communication latency versus path length for a 1-Kbyte packet
transmitted using three switching technique: store-and-forward switching (on a 64-node
Ncube-1 at Michigan State University), circuit switching (on a 32-node iPSC/2 at the
University of Missouri-RoUa), and wormhole routing (on a 64-node Ncube-2 at Purdue
University). The latencies of both circuit switching and wormhole routing demonstrate
virtually no sensitive to distance. In these measurement, the traffic is generated such that
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there is no channel contention. Thus, the communication latency does not include the

blocking time.

Communication latency(mj)

8

I

7
6
64-node Ncube-1 (store-and-forward)

5
4
3

Message size : 1Kbyte
32-node iPSC-2 (circuit switching)

2

64-node Ncube-2 (wormhole routing)

0
1

2

3
4
Distance (number of hops)

5

6

Figure 9. Communication latency in milliseconds versus distance for transmitting a 1Kbyte message.

Under the wormhole routing model, the communication complexity for sending an m-byte
message to a node which is d hops away can be modeled as x + 5{d - \)->rmt^ when
there is no congestion. In this complexity estimate, r

is the initial start-up time

(overhead), Ô is the start-up time for each additional hop, and

is the data transmission

time per byte. Typically, x is much larger than 5 , and the second term 5 ( i i - l ) can
generally be ignored, especially when m is large. For example, on an Intel iPSC/2
hypercube, x = 0.7 msec,

0.36 //sec/byte, 5 = 60 /isec as measured in [9]. As
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mentioned about the property of a circuit-switched routing in Section 2-2-4, although the
iPSC/2 uses circuit-switched routing, the communication system modeling is the same as
that of the wormhole routing

when there is no congestion. Experimental results

demonstrating the distance-insensitivity of wormhole routing can be found on a 64-node
Ncube. The complexity estimate remains the same when intermediate nodes also intercept
a copy of a by-passing message.
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Chapter 3
Deadlock-Free M essage Routing in Multiprocessor
Interconnection Networks with Wormhole Routing
Message passing concurrent computer such as the Cosmic Cube consist of many
processing nodes that interact by sending messages over communication channels between
the nodes. Deadlock in the interconnection network of a concurrent computer occurs
when no message can advance toward its destination because the queues of the message
system are full. Consider the example shown in Fig. 10. The queue of each node in the 4cycle is filled with message destined for the opposite node. No message can advance
toward its destination; thus, the cycle is deadlocked. In this locked state, no
communication can occur over the deadlocked channels until exceptional action is taken to
break the deadlock.

C2
TV,

CO

TV,
Figure 10. Deadlock in a 4-cycle.
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3-1. Deadlock-Free Routing
We assume the following.
1) A message arriving at its destination node is eventually consumed.
2) A node can generate messages destined for any other node,
3) The route taken by a message is determined only by its destination, and not by other
traffic in the network (deterministic or nonadaptive routing).
4) A node can generate messages o f arbitrary length. Packet will generally be longer than
a single flit.
5) Once a queue accepts the first flit if a message, it must accept the remainder of the
message before accepting any flits from another message.
6) An available queue may arbitrate between messages that request that queue space, but
may not choose among waiting messages.
7) Nodes can produce message at any rate subject to the constraint of available queue
space (source queued).
The following definitions develop a notation for describing networks, routing
functions, and configurations. A summary of notation is given below.
Definition 3-1: An interconnection network I is a strongly connected directed graph, I =
G(N, C). The vertices o f the graph N represent the set of processing nodes. The edges of
the graph C represent the set of communication channels. Associated with each channel,
c,, is a queue with capacity cap ( q ) . The source node of channel c, is denoted j, and the
destination node d , .
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Definition 3-2: A routing function R: C x N i-»C maps the current channel
destination node

to next chaimel c„ on the route from

channel is not allowed to route to itself,

to

, R(

and

) = c„. A

# c , . Note that this definition restricts the

routing to be memoryless in the sense that a message arriving in channel

has no

memory of the route that brought it to c^. However, this formulation of routing as a
function from C x N to C has more memory than the conventional definition of routing as
a function from N x N to C. Making routing dependent on the current channel rather than
the current node allows us to develop the idea of channel dependence.
Definition 3-3: A channel dependency graph D for a given intercoimection network I and
routing function R, is a directed graph, D = G(C, E). The vertices of D are the channel of
I.

The

edges

of

R: £■ = |(c, ,Cy)l/?(c, ,/i) = Cj

D

are
for

the

some

pairs

of

channels

connected

by

n 6 AT| .

Since channels are not allowed to route to themselves, there are no 1-cycles in D.
Definition 3-4: A configuration is an assignment of a list of nodes to each queue. The
number of flits in the queue for channel c, will be denoted size (c, ). If the first flit in the
queue for channel c, is destined for node

, then head ( c, ) =

where head ( c, ) is the

destination of the head flit enqueued for channel c ,. A configuration is legal if Vc, e C ,
size (c,.)<cap(c,).
Definition 3-5: A deadlocked configuration for a routing function R is a nonempty legal
configuration of channel queues Vc, e C , (head ( q ) * d, and Cy = R( c,, n ) => size ( Cy )
= ca p (c y )) .
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In this configuration no flit is one step from its destination and no flit can advance because
the queue for the next channel is full. A routing function R is deadlock free on an
interconnection network I if no deadlock configuration exists for that function on that
network.
Theorem 3-1: A routing function R for an interconnection network I is deadlock free iff
there are no cycles in the channel dependency graph D.
Proof: Suppose a network has a cycle in D. Since there are no 1-cycles in D, this cycle
must be of length two or more. Thus, one can construct a deadlocked configuration by
filling the queues o f each channel in the cycle with flits destined for a node two channels
away, where the first channel of the route is along the cycle.
Suppose a network has no cycles in D. Since D is acycle, on can assign a total
order to the chaimels o f C so that if ( c, ,Cy ) e E then c, > Cj. Consider the least channel in
this order with a full queue c, . Every channel c„ that c, feeds is less than c, and thus does
not have a full queue. Thus, no flit in the queue for c, is blocked, and one does not have
deadlock.

□

3-2. Construction of Deadlock-Free Routing Algorithms
Now that we have established this if and only if relationship between deadlock and
the cycles in the channel dependency graph, we can approach the problem of making a
network deadlock free by breaking the cycles. There are two deadlock-free routing
algorithms to break the cycles. One of them is to introduce ascending(c-cube) routing
algorithm in n-cube [6]. Another method is to add virtual channels to physical channel
[3] [5].
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3-2-1. Using Ascending Path
Denote an n -cube by
sequence

. A path P =

/, < ---</jOf cube dimensions of

obtained from

in

is called ascending if there exists a
such that for all

with p > l .

is

complementing the bit at dimension /p. The path P is denoted by

( V(,:/, ,/j ..... ). The dimensions /

,

are called the dimensions traversed by P.

For example, let us consider Q^. A ascending path P(0:0,l,2) is obtained as shown
in Fig. 11. The ascending routing algorithm guarantees deadlock-free routing by breaking
cycle in binary n -cube. Since messages are routed in order of increasing (decreasing)
dimension, there are no cycles in the channel dependency graph and e-cube routing is
deadlock-free.

Figure 11. A ascending path in

.

3-2-2. Adding Virtual Channels
We can break such cycles by splitting each physical channel along a cycle into a group of
virtual channels. Each group o f virtual channels shares a physical communication channel;
however, each virtual chaimel requires its own queue.
For example, consider the case o f a unidirectional four-cycle as shown in Fig. 12(a), N =
{fig, -

C = {cg,- -,C)}. The intercoimection graph I is shown on the left and the

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

29

dependency graph D is shown on the right. We pick channel

to be the dividing channel

o f the cycle and split each channel into high virtual channels.

and low virtual

channels, Cgg,"-,Coi. as shown in Fig. 12(b).
C -i

n,

(a)
'1 3

02

^12

# T

'12

'0 1

'10

(b)
I: Interconnection Graph

D: Dependency Graph

Figure 12. Breaking deadlock by adding virtual edges.

Message at a node numbered less than their destination node are routed on the
high channels, and messages at a node numbered greater than their destination node are
routed on the low channels. Channel Cqq is not used. We now have a total ordering of the
virtual channels according to their subscripts: c ,3 > c,, > c,, > c,q >

> Cq, > Cq, .
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Thus, there is no cycle in D and the routing function is deadlock free. In the next sections
we apply this technique to k -ary n -cubes practical communications networks. In each
case we add virtual channels and restrict the routing to rout message in order of
decreasing channel subscripts.

3-3. An Illustrative Example: k -ary n -cubes
Using the technique of virtual channels, this routing algorithm can be extended to handle
all k -ary n -cubes: cubes with dimension n and k nodes in each dimension. In a cube of
dimension n , we denote a node as

where A: is an n -digit binary number. Node

n output channels, one for each dimension, labeled

has

. Rings and torodial

meshes are includes in this class of networks. This algorithm can also handle mixed radix
cubes. Each node of a &-ary n -cube is identified by an n -digit radix k number. The / th
digit of the number represents the node’s position in the i th dimension. For example, the
center node in the 3-ary 2-cube of Figure 13 is n^^. The channels are identified by the
number of their source node and their dimension. For example, the dimension 0
(horizontal) channel from n^^ to

is Cg,,. To break cycles we divide each channel into

an upper and lower virtual channel, the upper virtual channel of Cg,, will be labeled Cg,,,,
and the lower virtual channel wül be labeled Cgg,,. Virtual channel subscripts are of the
form dvx where d is the dimension, v selects the virtual channel, and x identifies the
source node of the channel. To assure that the routing is deadlock free, we restrict it to
route through channels in order of descending subscripts.
As in the g-cube algorithm we route in order of dimension, most significant dimension
first. In each dimension / , a message is routed in that dimension until it reaches a node
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whose subscript matches the destination address in the i th position. The message is
routed on the high channel if the i th digit o f the destination address is greater than the
i th digit of the present node’s address. Otherwise, the message is routed on the low
channel. It is easy to see that this routing algorithm routes in order of descending
subscripts, and is thus deadlock free.

•020

022

•021

120

•010

122

121

012

Oil

110

112

002

001

000

101

ICO

102

Figure 13. 3-ary 2-cube.

Formally, we define the routing function.
^dux-k^) if{dig{x,d) < dig{j,d)) a (d/g(x,d) * 0),
l^icNc(Cj,x,nj)

=

'

^dQ(x-k^ ) ifidig{x,d) > dig{j,d)) v {dig{x,d) = 0),
> i,dig(x,k) = digU,k)) a (dig(n,i) ^ dig{jj)).
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Where dig(x,d) extracts the d th digit of x , and k is the radix o f the cube. The
subtraction, x - k ‘‘ , decrements the d th digit of x modulo k .
Assertion 3-1: The routing function /?^vc correctly routes messages from any node to
any other node in a A: -ary n -cube.
Proof: By induction on dimension d . for d = 1, a message, destined for rij, enters the
system at n ,. If i < j , the message is forwarded on channels, Co,,,...,Co,o,Cooi_,,...,Coo(^^„
to node rij. If i> j , the path taken is

In both cases the route reaches node

rij.
Assume that the routing works for dimension < d . Then for dimension d +1 there
are two cases. If d ig ( i , d ) ^ dig{j,d ), then the message is routed around the most
significant cycle to a node n, 3 dig(x,d) = dig{j,d) , as in the d = 1 case above. If
dig(i,d) = dig{j,d), then the routing need only be performed in dimensions d and lower.
In each of these cases, once the message reaches a node,

3 dig{x,d) = d i g i j , d ) , third

routing rule is used to route the message to a lower dimension channel. The problem has
then been reduced to one of dimension < d and by induction the routing reaches the
correct node.

^

Assertion 3-2: The routing function

on a A:-ary n -cube intercoimection network I

is deadlock free.
Proof: Since routing is performed in decreasing order of channel subscripts, V c,, Cy,
3 R{Cj,n^) = Cy, i > j , the channel dependency graph, D is acyclic. Thus, by Theorem
3-1 the route is deadlock free.

□
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Chapter 4
Efficient Communication with e-cube and a Gray Code Path
Wormhole Routing in Hypercube.

4-1. Communication Model
A broadcasting algorithm with one-port wormhole and e-cube routing on an n-cube has
been suggested by Ho [6]. He assumed that this primitive has intermediate node reception
capability and the path length for broadcasting in an n-cube is at most n. Therefore,
(n + 1) nodes are covered by one routing step. In other words, a message is delivered to n
nodes between the source and destination node in one routing step.

flit buffer

Q

message replication

to current destination

to subsequent destination

Figure 14. Operation of intermediate reception
The intermediate reception is a hardware feature that allows a router to deliver an
incoming message to the local host while simultaneously forwarding it to another router,
as illustrated in Figure 14. In this way, a message originating at a source node can be
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routed as a single worm through several destination nodes, depositing a copy of the
message at each of the intermediate destinations as it passes through [14] [15].
In this thesis, a new general broadcasting algorithm for an n-cube with a path
length m ( \ < m < n ) is described by introducing e-cube and Gray code path wormhole
routing. If a path length is m, in the same manner, a message is delivered to m nodes in
one routing step. By varying the path length m, general broadcasting steps which cover all
nodes of the n-cube are obtained. Therefore, we interpret m as the number of nodes
which receive a broadcasting message in one routing step. The notation m will be used
throughout the thesis with the same meaning.

0
00
J_____0 1
11
1_0________________

0 00
0 000
0 01
0 001
O il
0011
OJO
0 010
110
0110
111
0111
101
0101
100______________0 100
1100
1 101
1 111

(a)

(b)

(c)

1 110
1010
1011
1001
1000
(d)

Figure 15. Gray code sequences.
The s-bit Gray code, which is a member of a class called binary reflected codes,
can be generated by reflecting the ( 5 - 1 )-bit code and appending “0” to the first half and
“ 1” to the second half, as illustrated in Figure 15. Fig. 15(a) shows the one-bit Gray code.
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The two-bit Gray code can be obtained by reflecting the one-bit code about an axis at the
end of the code, and assigning a most significant bit of **0” above the axis and of "1”
below the axis, as in Fig. 15(b). In the same manner, the three-bit and the four-bit Gray
code are obtained as illustrated in Fig. 15(c) and Fig. 15(d) [16].
Let Gj be the sequence of all 5-tuple Gray codes. Denote by G f the reversed
sequence obtained from G ,. Then the sequence (5+l)-tuple Gray codes may be
represented as: G,^, = {OG^,lGf}where xG^ is the sequence obtained from G, after
appending x to all codes in G, [2].
As mentioned in Section 2-2-1, an n-cube can be divided into several subcubes
according to the following equation:
(4-1)
By equation (4-1), if an /i-cube is partitioned into 2'G„_,, the Gray code path
which connects all subcubes in one routing step can be generated by using an 5-bit Gray
code where the length of the Gray code path is 2 ' - 1 . However, the length must be less
than m. For example, suppose we consider a 5-cube where
path which links four disjoint

= 2^ 05_ ,. The Gray code

’s will be OOXXX - ) m XXX - ) Ü X X X -» lOXXX where

the path length is 3. Therefore, the order by Gray code path routing with a 2-tuple in a 5cube is as follows: OOXXX—30iX X X -3jlX X X ->10X X X . In this case, the routing
scheme is deadlock free since there is no cycle.
Theorem 4-1: The scheme using Gray code path routing is deadlock free.
Proof: By Theorem 3-1 in Section 3-1, if and only if there are no cycles in the channel
dependency graph, a routing function for an interconnection network is deadlock free. If
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the 5-bit Gray code is determined as 2, the routing order will be in an n-cube as follows:
QOuj

a„_, -> O k ,

0 < / < « -1 .

a„_,

Ua^

a„.^

IQa,

a„,^

where a, 6 {0.1}.

Each subset is connected by the Gray code path such that 2" - 1 < m .

Therefore, the function by Gray code path routing is deadlock free since there are no
cycles in the channel dependency graph which consists of 2' subsets.

□

Considering broadcast from a source node to all nodes, a message is delivered to
exactly one node of subsets by e-cube and the Gray code path wormhole routing and all
nodes of each

Q„ are covered simultaneously by an ascending path (e-cube rouintg)

which has already been described in Section 3-2-1. Therefore,

the problem of

broadcasting over Q„ must be solved to establish a broadcasting scheme in

Ho has

found an optimal bound o n T in ), which is the minimum number of routing steps required
for broadcasting in Q„ [6]. Here, as the path length n is replaced by m, the routing steps
in an m-cube are obtained as shown in Table 1.
Table 1: Lower and upper bounds of the minimum number of steps to broadcast on
12J6].
m
Lower bound
Upper bound

1
1
1

2
2
2

3
2
2

4
3
3

5
3
3

6
3
3

7
3
4

8
3
4

4-2. New General Broadcasting Algorithms in Hypercube

9
3
4

10
3
5

Q„

In this section, we generalize the model adopted by Ho by allowing the broadcast path
length to be m where \< m < n . In other words, we assume that in any one routing step,
the message can be sent along any arbitrary path of length m so that nodes along the path
have the reception capability (copying and forwarding). We define such a network as one
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with path-lengîh m for convenience. Let T{_n,m) be the number of routing steps required
for broadcasting in

under the assumption of path-Iength m.

Lemma 4-1: The lower bound is T{n,m) >

Iog,(m + l)

Proof: During the pth routing step, each node in Sp can extend a path-Iength of at most
m, which means that each node covers at most m nodes of uncovered nodes where Sp is
denoted as the set o f nodes which receive the message after step p. Thus,
I5p„,l/I5pl< m +1 and at the end of step T{n), the message is broadcast to at most
nodes. Because there are 2" nodes in Q„, (m + 1 ) > 2".

(m +

Q

Table 2 illustrates lower bound T(n,m) which is obtained by Lemma 4-1 when the
path-Iength m ( l< m < n ) is given. The dotted cells of Table 2 show the lower bound
when the path-Iength is n [6].

Table 2. The lower bound.
Lower bound T(n,m)
( l< m < n )

1
Cube 1
n
1
2
3
4
5
6
7
8
9
10

m=\ m=2
1 ! 2 1 2
3
2
4
3
5
4
4
6
7
5
8
6
9
6
10
7

m=3
2
2
3
3
4
4
5
5

m -4
3
3
3
4
4
4
5

m=5 m«6
3 1 3 1 3
3
3
4
3
4
4
4
4

m=l
3
3
3
4

m=S
-

3
4
4

m=9 m=10
3 I
4 1 3
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In the following, we introduce two algorithms namely, a cube-based and a Gray
code path-based to broadcast a message in Q„ with path-Iength m.

4-2-1. A Cube-based Broadcasting Algorithm
For a cube-based broadcasting algorithm, an n-cube is partitioned into 2""" Q„'s. To
deliver a message to all subcubes, an (n-m)-cube is constructed by exactly one node from
each m-cube. Rrst, a message is delivered to all nodes of an (n-m)-cube by the e-cube
routing algorithm. Second, all nodes of each m-cube are simultaneously covered by e-cube
routing.
Let nodeO = a ^,a

where a,, e {0,1}, 0 < / < /i - 1 . In an n-cube, any

node consists of an n-bit combination of zero and one bit. The node 0 can be written as
where a',, e {0,1}, for 0 < / < m - l .
In developing a broadcast algorithm for

which is a cube-based, we first note

that if the path-Iength of the original cube is m, we could easily adopt Ho’s algorithm. A
cube-based broadcasting algorithm is illustrated as follows:
i)

Partition Q„ into 2"""Q „’s.

ii) If

(/I

- m) > m , the (n-m)-cubeshould be repeatedly partitioned until thedimension of

the remaining network is equal to or smaller than m.
iii) Construct the R-cube to feed the message to all disjointm-cubes where

R is the

remainder of (n/m).
iv) Broadcast the message to all the nodes in the R-cube by e-cube routing. (Exactly one
node in each Q„, which is obtained at the last partitioning, will receive the message at
this step.)
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v) Run Ho’s algorithm concurrently on all such disjoint

’s.

For example, consider broadcasting in a 5-cube with a path-Iength of 3.
Q s = 2 ‘ Qj. A 5-cube is partitioned in four 3-cubes by Equation (4-1) as illustrated in
Figure 16. To deliver the message to one node of each 3-cube, a 2-cube is constructed by
the 2-bit of the remainder of (n/m). All nodes of a 2-cube are as follows: {OOXXX,
01XXX, lOXXX, 1IXXX, >. A broadcasting message is transmitted to all nodes of a 2cube by e-cube routing. Exactly one node of all four 3-cubes receives the message in two
routing steps. After a broadcasting message is transferred to each node of the four 3cubes, all nodes of each 3-cube are simultaneously covered by Ho’s method in two steps.
Overall, the 32-node of the 5-cube are covered completely in four steps.

OOXXX

10XXX

01XXX

11XXX

O

Nodes of a R(2)-cube ( two routing steps required )

D

Nodes of a m(3)-cube ( two routing steps required)

Figure 16. The R-cube and four m-cubes for cube-based broadcasting algorithm in a 5cube with path-Iength 3.
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Let T{R) be the routing steps of an R-cube where R is the remainder of (n / m ).
Therefore, we can express

n as follows: n = k^m + R , where

is the number of

partitions for a cube-based algorithm. In order to calculate the number of routing steps
T{n,m), the routing steps T(R) and T(jn) must be found as discussed in Section 4-1
where Q<R <m and 7(0) = 0. Also, the number of partitions k^ must be identified. This
number is related to the path-Iength m and defined in Lemma 4-2.

Finally, the

broadcasting routing steps T{n,m) are obtained by Theorem 4-2.

Lemma 4-2: The number o f partitions is k^ =

n —m
m

fo r a cube-based algorithm.

Proof: By Equation (4-1), (2 „ = 2 "'"g „ for the first partitioning. If ( n - m ) > m ,
Q„ = 2"'^'" (2„ •Q„ for the second partitioning. Partitioning will be continued until the
dimension of the remaining network is equal to or smaller than m. Therefore, the number
of partitions is k^ such that m > n - k^m. So, the number of partitions is k^ =

n —m
m

Theorem 4-2: For all integers R, m, and n, where 0< R <m and \ < m < n , the number
o f routing steps fo r broadcasting in

are T(ji,m) = T(R) + {k^ + l)T(m ).

Proof: By Equation (4-1), the total routing steps axeT(n,m) = T { n - m ) + T(m). If
n —m > m , partitioning of the (n-m)-cube will be continued until the dimension of the
remaining network is equal to or smaller than m. From Lemma 4-2, the number of
partitions k^, which is equal to the number of an m-cube in an (n-m)-cube, is defined.
Therefore,

the

number

of

routing

steps

in

Q„

is

7(n,m) = T{n - m) -t- 7(m) = 7(R) + k j { m ) + T(m) = T(R) + ( t , + l)T(m)

as

follows:
Q
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Algorithm: Broadcasting algorithm with the cube-based algorithm
Input: (m, n)
Procedure:
1. If m = n then execute Ho’s algorithm.
2. & f = 0 ;

3.
4.

+ 1\

5.

If n - m > m

{ /I <—n - m go to step 3 >
6. else Find R .
1. If /? = 0 , broadcasting in
which is obtained at the last partitioning.
8. else broadcast R -cube.
9. Run Ho’s algorithm concurrently in all such disjoint
’s.

Figure 17. Broadcasting routing algorithm with the cube-based in an /i-cube.
Figure 17 illustrates a cube-based broadcasting algorithm to hnd the number
routing steps in an /i-cube. If the original cube is Q^, we should execute Ho’s algorithm.
Otherwise, an n-cube should be partitioned into 2'’”'" g „ ’s in step 3. At step 5, if
n —m > m , go back to step 3 and continue partitioning until the dimension of

the

remaining network is equal to or smaller than that of Q„ . At step 5, after partitioning has
been done, the remainder R of (nJm) will be obtained. If R = 0, a message is transferred
to all nodes of an m-cube which is constructed at the last partitioning in step 6. Otherwise,
a message is broadcast to all nodes o f an /? -cube in step 7. Finally, all nodes of all such
disjoint m-cubes are simultaneously covered in few steps according to the number of
partitions k^.
In Table 3, the cube-based routing steps given by Theorem 4-2 are compared to
the upper bound of Ho’s method. The upper bound of Ho’s method having a path-length n
is illustrated by the dotted cells of Table 3. By partitioning an n-cube using Equation (4-
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1), the cube-based routing steps are obtained. It is found that we have the same routing
steps in a 10-cube when 5 < m < 8. Also, by reducing one path-length in a 4-cube and a
7-cube, we have the same routing steps as Ho’s method. Since 7(4) = 3 and 7(7) = 4 ,
the routing steps with path-length 3 and 6 are 1 less than those with 4 and 7. respectively,
in an 9-cube. In a 10-cube, the same situation occurs.
Table 3. The comparison between a cube-based routing steps and upper bound.
1
Cube 1
n
1
2
3
4
5
6
7
8
9
10

m=l
1
2
3
4
5
6
7
8
9
10

m=2
-

2
3
4
5
6
7
8
9
10

The routing steps 7(n,m) and upper bound
(l< m < n )
m=3 m=4 m=5 m«6 m=7 m=8 m=9

m=10

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

2
3
4
4
5
6
6
7

i 1 3
4
5
5
6
7
8

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

4
5

5

3
4
5
5
6
6

3
4
5
1 5
6

4
5
6
6

1

4
5
6

4-2-2, Gray Code Path-based Broadcasting Algorithm
For a Gray code path-based broadcasting algorithm, an n-cube is partitioned into several
disjoint subcubes by Equation (4-1) such that 2^ - \ < m where 2" - 1 is the 5-bit Gray
code path length. Since the path-length m is given, the 5-bit Gray code path, which is
constructed by exactly one node from each subcube, is obtained. Therefore, a
broadcasting message is delivered to one node of each subcube by a Gray code path.
Second, all nodes of each m-cube are simultaneously covered by e-cube routing.
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In developing a broadcast algorithm for Q„ with path length m, we first note that
if the original cube were Q^, we could easily adopt Ho’s algorithm. So our algorithm will
be stated as follows:
i) Partition Q„ into 2'Q„_/s.
ii) If n - 5 < m . determine the correct 5-bit such that n - s > m .
iii) If n - s ^ m , go to 1” step. Partition will be continued until
replaced by (n-s). Determine the number of partitions

n -s =m

wherenis

.

iv) Send the message to exactly one node in each Q„ by the Gray code path in k^jrouting
steps.
v) Run Ho’s algorithm concurrently on all such disjoint Q„’s.
In order to find the number of routing steps T{n,m ), two things must be done.
First, the number of routing steps 7(m) must be found as discussed in Section 4-1. The
number of partitions

must then be identified. This number is related to the path-length

m and is defined in Lemma 4-3. Finally, Theorem 4-3 defines the actual number of routing
steps.

Lemma 4-3: The number o f Partitions is k^ =

n —m

|_log2(m-t-l)J

fo r the Gray code path-

based algorithm.
Proof: By equation (4-1), Q„ = 2'Q„_^ where the Gray code path length is 2' - 1 < m and
a path length m is given. For the second partitioning, j2„.j = '^'Qn-is- Partitioning will be
continued until the size of each cube is equal to that of

. Therefore, the number of

□
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partitions is k such that m > n - k ^ s . To reach an m-cube from an n-cube. the number of

partitions k^ =

n-m

is required.

Theorem 4-3f For all integers m and n where \ < m < n , the number o f routing steps for
broadcasting on Q„ are T{n,m) =

4- 7(m) where a path length is at most m.

Proof: As derived in Lemma 4-3, the number of partitions k^ is obtained by n and m as
given. A message is delivered to exactly each node of all the m-cubes with one or more
routing steps generated by the Gray code path according to k^ . After each node of the
subcubes receives a message, all nodes of the 2""'” m-cubes are simultaneously covered by
the routing steps shown in Table 1.

□

The path-based algorithm for broadcasting on a hypercube Q„ , which has 2"
nodes with one-port wormhole. Gray code path and c-cube routings, has been illustrated
such that an n-cube is divided into several subcubes and a broadcasting message is
delivered to each subcube by the Gray code path.
Figure 18 shows a path-based broadcasting algorithm to find the number o f routing
steps in an n-cube. If the path-length is n, Ho’s algorithm should be adopted. Otherwise,
the number of bits for the Gray code s is calculated for partitioning in step 2. In step 4, an
n-cube should be partitioned into

’s by Equation (4-1). In step 5, the correct Gray

code s for partitioning a cube is chosen in the case of n - s <m . The number o f partitions
kc is increased by 1 at the next step. In step 7, if (n-s) is not equal to m, go to step 4
where partitioning will be continued until the subcubes finally become m-cubes. The path
which is to use the 5-bit Gray code feeds a message to exactly one node of all final m-
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cubes in

routing steps in step 8. In step 9. ail nodes of each subcube are

simultaneously covered by optimal routing steps on each m-cube.

Algorithm: Broadcasting with path-based algorithm.
Input: (n, m) where \ < m < n
Procedure:
1. If m = n then execute He’s Algorithm.
2. 5 = [ lo g 2 (m-(-l)J.

3. t g = 0 ;
4.
5. If n - 5 < m
{ s — ; go to step 4}
6 . ÂTg - t- + ;
7. If M—59^ m
{ M(—n —5 go to step 4 }
else determine t g ;
8. Broadcast a message to exactly one node of each m-cube in
9. Run Ho’s algorithm concurrently in all m-cubes.

steps.

Figure 18. Broadcasting routing steps with path-based in an n-cube.
For example, consider a 5-cube with a path length of 3 where 2‘ - 1 < 3 is
satisfied. A 5-cube is partitioned into four 3-cubes by equation (4-1) as shown in Figure
19. A broadcasting message is transmitted from the I*" 3-cube to the 4"’ 3-cube in one
routing step via the Gray code path which is OOXXX—»01XXX—» 1IX X X -^ lOXXX.
And exactly one node of four 3-cubes is covered by this path. The source node of a 5cube becomes that of the first 3-cube. After a broadcasting message is transferred to each
node of the four 3-cubes completely by the Gray code path in one step, all nodes o f the 3cubes are covered by Ho’s method in 2 steps. Overall, the 32-nodes of the 5-cube are
covered completely in 3 steps.
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□
° D

□

.□

□

' ° D
□

OOXXX

10XXX

D

01XXX

11XXX

□
□

□

%

Nodes covered by Gray code path ini routing step.

CH

Nodes of a m-cube (2 routing steps required).

Figure 19. The partitioning method and routing algorithm on 5-cube with path-length 3.

In Table 4, the routing steps by Theorem 4-3 are compared to the upper bound of
Ho’s method when the path length is n. The dotted cells of Table 4 show the upper bound
of H o’s method. From Table 4, we found that we have the same number o f routing steps
in a 9-cube and a 10-cube when 5 < m < 8 and 6 < m < 10, respectively. Also according
to H o’s method, three routing steps are required in a 4-cube and a 5-cube where a path
length o f a 4-cube and a 5-cube is 4 and 5, respectively. However, the broadcasting steps
in a 4-cube and a 5-cube are three by the new algorithm when the path length is 3. Also,
we found that the routing steps are the same although a different path length is used for
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broadcasting in the hypercube. In this case, we can clearly choose the shortest path length.
For instance, in a 9-cube and a 10-cube we can determine the shortest path length to be 5
and 6, respectively. We expect that network latency will be improved as a result of
reduction in path length.

Table 4. The comparison of upper bounds between a path length n and m.
1
Cube]
n
m=l
1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9
10
10

The routing steps T{n,m)
( l< m < n )
m=2 m=3 m=4 m=5 m-6 m=7 m=8
2 i 3 I 2 i .
4
3 I 3
5
3
4
3
6
4
4
4
3 1 7
4
4
4 I 4 i 5
8
5
4
5
5
5 1 4
9
5
6
5
5
5
5
10
6
6
6
5
5
5
-

-

-

-

-

-

-

m=9

-

m=10

-

-

4
5

-

5

To use the full potential o f the path-length m, we would like the Gray code path to
be of length m, but this is not generally possible. In the following, we address this issue.
Case 1: 2^ - 1 = m for some positive integer s. In this case, a message is delivered to m
nodes in the first and second routing step since the Gray code path length is exactly the
same as a path length of m-cube. This is the ideal case.
As an example o f case 1, Rgure 21 depicts the routing steps for
length is 3. Therefore,

=

when a path

2^03 and 2 “ - 1 = 3. The Gray code path to connect four

Q^'s is OOXXX^ 0 1 XXX-4 1IX X X —» lOXXX. During the first step, a message is
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delivered to exactly one node of three 3-cubes. Then all nodes o f each cube are covered by
two routing steps as shown in Section 4-1. Overall, 3 routing steps are required to cover
all nodes of

.

Case 2: 2^ - 1 < m for some positive integer s. In this case, the Gray code path
length is shorter than a path-length m. Therefore, the Gray code path can not broadcast
the message to m nodes in one routing step. To use the full power of the path-length m,
we define the Extended Gray code path as the path with path-length m. As illustrated in
Figure 20, the Gray code path will be extended in the last m-cube. Therefore, the
destination node and the ( m - 2^ + 1) more nodes in the last m-cube receive the message.
The broadcasting message is transferred to exactly one node of each of the other m-

Algorithm: E x te n d e d G r a y c o d e p a th
/* m: p a th - le n g th m
1* y. th e n u m b e r o f b it f o r th e G r a y c o d e p a th
/* G, : G r a y c o d e p a th le n g th
/* D„ : d e s tin a tio n n o d e
/* N„ : n e ig h b o r n o d e

*!
*/
*/
*/
*!

/* d o n e : m = 2^ —1 ( p a th - le n g th - G r a y c o d e p a th le n g th )* /
Input : (m)
Procedure:
1.

5 = Llog2(m-Fl)J.

2. G, = ( 2' - l ) .
3 . I f m —G, = 0 th e n d o n e .
4 . F in d N „ b y e - c u b e r o u tin g a n d G, + 1 ;
5 . C onnect
and N
6.
7 . I f m — G ; # 0 th e n g o to s te p 4.
E ls e d o n e .
Figure 20. Extended Gray code path length for broadcasting ( 2 ’ - 1 < m ).
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Figure 21. An example of routing steps for

64 according to Case 2.
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cubes. Although the Extended Gray code path is used for broadcasting in an n-cube. the
overall routing steps are the same as the steps when the Gray code path length is not
extended.
As an example of Case 2 , Figure 21 illustrate routing steps for

when a path

length is 3. Here, Ô4 = 2 ‘(2j and 2' - 1 < 3. The Gray code path to connect two

is

OXXX-^iXXX and the path length is 1. Since 4 nodes can be covered in one routing
step due to a path length of 3, we can modify the Gray code path into an extended Gray
code path with a path length of 3 by adding two nodes after to the “1000” node such that
the Gray code path length is a path length of a 3-cube as shown in Fig. 21(a). During the
second step, the “ 1101” node can not be covered as shown in Fig 21(b). Also, two routing
steps are required to broadcast in the first 3-cube. Although the Gray code path length is
extended to be the same as the path length o f 3, three routing steps are required to cover
the sixteen nodes of

.

The new broadcasting algorithms in an /i-cube have been described above. These
algorithms work for all value of 1 < m < n . On the other hand, it should be noted that
there are two special cases that have already presented in previous work as follows:
Case 1: m = l for a path length of at most 1. As described previously in Section 2-2-4,
when a packet reaches an intermediate node, the entire packet is stored in a packet buffer.
The packet is then forwarded to a selected neighboring node when the next output channel
is available and the neighboring node has an available buffer. But a packet is divided into
a number of flits for transmission

in wormhole routing. Therefore, we expect that

wormhole routing in which a path length o f “ 1” carries out store-and-forward-like routing
which uses a flit and a big flit buffer instead of a packet and a packet buffer, respectively.
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In this case, the lower bound is

T{n,\) >

Iog,(l + I)

= n and the upper bound

isT(n,l) = 0 (n ).
Case 2: m = « . As Ho has mentioned previousIy[l I], it turns out that the lower bound is
n
T( n, n) >-----— and the upper bound is T(n,n) = Q
log^Cn + I)
l^iogj(n + l)
number of partitions

Note that the

is equal to zero which is in agreement with Ho’s algorithm (no

partitioning has been done).

4-3. Multicast Communication in the Hypercube
In this section, the new multicasting algorithm is presented for M destination nodes in an
n-cube. First of all, an n-cube is partitioned into several disjoint subsets by Equation (4-1 )
such that 1 < s < [log;

m

\ . After separating the n-cube, exactly one node of each subset

is fed by the Gray code path in one routing step. Second, by adopting U-cube routing at
each subcube [7][18], a message will be delivered to destination nodes of all subcubes.
Theorem 4-4: Gray code path routing is guaranteed to be contention-free in one-port
communication.
Proof: If two messages involved in the operation simultaneously require the same channel,
contention will arise in this condition. However, the Gray code path routing uses just one
channel to feed a message to all subcubes. Therefore, since the Gray code path routing
does not share an arc at the same time, the routing algorithm is contention-free.

□

The new algorithm is stated for multicasting for an n-cube as follows: we assume
that the router of the intermediate node in the subcube and the processor of intermediate
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node in the Gray code path can be used only if the intermediate node is not the destination
node for multicasting.
i)

By Equation (4-1), an n-cube is separated into

"s such that 1 < 5 < [log, M J .

ii) The 5-bit Gray code path feeds a message to one node of all {n-s) -cubes.
iii) All destination nodes o f each subcube are simultaneously covered by U-cube routing
on each (n-5)-cube.

Let us consider routing steps for multicasting to M destination nodes. First, M destination
nodes are partitioned into several subsets by separating an n-cube into several subcubes.
Let sub-destination nodes be part o f the total destination nodes after partitions. If A/' is
the largest number of sub-destination nodes, the number of multicast routing steps,
[lo g ;(M '+ l)]+ l are required for M destination nodes. By Equation (4-1), an n-cube is
partitioned into several subsets. Each subcube includes some destination nodes which are
divided by 2*. Exactly one node of each subset is copied a message by the Gray code
path in one routing step. A message is transferred to some destination nodes in each
subset in flog; (A/' +1)][7][18].
For example, consider the 4-cube and 5 = 2for the following destination
nodes: {0001, 0011, 0101, 0111, 1011, 1100, 1110, 1111).

A 4-cube is partitioned into

four 2-cubes by Equation (4-1) as depicted in Figure 22. A multicasting message is
delivered from the 0000 of the 1” 2-cube to the 1000 of the 4“* 2-cube in one routing step
via the Gray code path which is 0000—»0100-» 1100—» 1000. On the other hand, the
processors of the 0100 node and the 1000 are used for forwarding a message to the 2"^
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and 4“*2-cube, respectively. All destination nodes of each 2-cube are covered by U-cube
routing in two steps. Finally, eight destination nodes are covered in three steps.

0111

0001

0011

I 0000 |-

0100

0101

1100

1110

1011

!= □

source
node

destination
node

intermediate node
; (router used)

intermediate node
(processor used)
[i]

m essage sent
in step i

Figure 22. New multicast algorithm.
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Chapter 5
Conclusion
In this thesis, new general broadcasting algorithms on an n-cube with a path-length m
( 1 < m < n) have been addressed. In order to find the number of routing steps T(ji,m ), a
cube-based and a Gray code path-based broadcasting algorithm have been studied.
Table 5 shows the broadcasting routing steps of the Gray code path-based and the
cube-based algorithms in Q„ (1 < n < 10) with varying path-length m ( l < m < 1 0 ) . The
dotted cells of the Table illustrate H o’s upper bound in g , (1 < n < 10). The routing steps
of the Gray code path-based and the cube-based are depicted in the T‘ column and
column of Table, respectively.

Table 5. The comparison of new algorithm and upper bound.

Cube
m=l
1 I I

4

The routing steps T(n,m)
(l<m<n)
(U|_colurniKjAGrawcodepatb|based2||^^
m=2
m=5 I m»6 | m=7 I

21 2
3I 3 I3
4 4

4

m=9

m=10

4 I4
5 5

5 I 5

3I3
3 13
4 I4

8

10

10

10

4 i4

8
10

I

10
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By comparison with both algorithms, the results as shown in Table 6 have been
found from Table 5. The broadcasting steps of both algorithms are the same in most cases.
Otherwise, the routing steps of the path-based algorithm are less than those of the cubebased algorithm. We may say that the Gray code path-based algorithm exhibits better
performance than the cube-based algorithm from Table 6.

Table 6. The comparison of new general broadcasting algorithm.
Cases
Comments

Both algorithms show the same routing steps.

The performance of Gray code path-based shows
better than that of the cube-based algorithm.

m
m - 1, 2
m=3
m* 4
m» 5
m« 6
m* 7
7M—8
m« 9

n
All cubes < n
n = 4, 6
/I * 5, 7
n = 6, 8, 10
n = 7 ,9
n=8
n=9
n = 10
Other Cases

Figure 23 shows the routing steps of the path-based (I** column) and the cubebased algorithm (2™* column) in a 10-cube. We have the same number of routing steps in a
10-cube when 6 < m < 10. According to Ho’s method, the number of routing steps in a
10-cube is 5 when the path-length is 10. With a path-length of 6, the Gray code pathbased algorithm shows the same routing steps by Ho’s method with a path-length of 10.
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10
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8

s i

I :
2
1

0

C M < n ^ i o œ t ^ o o o o
PaUt-iength(ni)

Figure 23. The routing steps for broadcasting in g,g- by new both algorithms varying
path-length m( 1 < m < 10 ).
By partitioning an n-cube by Equation (4-1), multicast destinations are separated
into several subnetworks. The Gray code path which uses the 5-bit Gray code feeds a
message to one node of each subnetwork in one step. The U-cube algorithm for
multicasting is applied in each subnetwork at the same time. Therefore, we may expect
that if the number o f multicast destinations become large, the number of routing steps by
the new method are less than those by applying the U-cube algorithm

directly for

multicasting before partitioning.
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