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Abstract 
During a bulk data transfer over a high speed net- 
work, there is a high probability that the next packet 
received from the network by the destination host is 
the next packet in the transfer. An optimistic imple- 
mentation of a bulk data transfer protocol takes ad- 
vantage of this observation by instructing the network 
interface on the destination host to deposit the data 
of the next packet immediately into its anticipated 
final location. No copying of the data is required in 
the common case, and overhead is greatly reduced. 
Our optimistic implementation of the V kernel 
bulk data transfer protocols on SUN-3/50 worksta- 
tions connected by a 10 megabit Ethernet achieves 
peak process-to-process data rates of 8.3 megabits per 
second for l-megabyte transfers, and 6.8 megabits per 
second for 8-kilobyte transfers, compared to 6.1 and 
5.0 megabits per second for the pessimistic implemen- 
tation. When the reception of a bulk data trans- 
fer is interrupted by the arrival of unexpected pack- 
ets at the destination, the worst-case performance of 
the optimistic implementation is only 15 percent less 
than that of the pessimistic implementation. Mea- 
surements and simulation indicate that for a wide 
range of load conditions the optimistic implementa- 
tion outperforms the pessimistic implementation. 
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1 Introduction 
In an optimistic implementation of a bulk data trans- 
fer protocol, the destination host assumes that the 
next packet to be received from the network is the 
next packet in the transfer. The destination host in- 
structs its network interface to deposit the data of the 
next packet received immediately into its anticipated 
final location. The packet header is deposited in a 
reserved buffer area, and is later inspected to con- 
firm that the packet is indeed the next packet in the 
transfer. If so, the protocol state is updated, but the 
packet data need not be copied, and the code that 
handles arbitrary packets is bypassed. If the assump- 
tion turns out to be wrong, the data is copied to its 
correct destination. With a more conventional pes- 
simistic protocol implementation, the entire packet 
is first deposited into a packet buffer. The header 
is then inspected to decide if this is a packet in a 
bulk data transfer and to determine the address of 
the data portion of the packet. Finally, the data por- 
tion is copied to its final destination. An optimistic 
implementation takes full advantage of the scatter- 
gather capabilities of network interfaces such as the 
AMD LANCE [S] and the Intel i82856 [5] present on 
various models of SUN workstations. These interfaces 
allow portions of an in’coming packet to be delivered 
to noncontiguous areas of memory. 
The bulk data transfer protocol studied in this 
paper is a blast protocol [ll]. The data to be trans- 
ferred is divided into one or more blasts of fixed max- 
imum size. For each blast, the sender transmits the 
required number of packets, and then waits for an ac- 
knowledgement. The receiver sends back an acknowl- 
edgement only after it has received the last packet in 
a blast. There is no per-packet acknowledgement. 
Figure 1 presents an example with 2 blasts of 4 pack- 
ets each. If no acknowledgement is received from the 
destination, the last packet in the blast is retrans- 
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mitted until either an acknowledgement is received 
or the destination is deemed to have failed. Selec- 
tive retransmission is used to deal with missed pack- 
ets. Flow control measures may be needed to reduce 
packet loss when going from a fast to a slow ma- 
chine [2]. The advantages of a blast protocol over 
more conventional protocols such as stop-and-wait 
and sliding window derive from the reduced number 
of acknowledgements, and from the fact that proto- 
col and transmission overhead on the sender and the 
receiver occur in parallel [ll]. 
The ideas presented in this paper are not spe- 
cific to blast protocols, and can be applied to any 
bulk data transfer protocol in which the following two 
properties hold: 
1. Consecutive packets in a bulk data transfer are 
likely to arrive from the network at the destina- 
tion machine uninterrupted by other traffic. 
2. The final destination of the data in bulk data 
packets is known prior to the packets’ arrival. 
The first property assumes that the average network 
I/O rate into a machine is low, and that bulk data 
transfer packets are delivered in short bursts. The 
second property depends on the protocol’s interface 
with user processes. In a request-response protocol, 
the destination address for the response data is com- 
monly specified at the time of the request, and hence 
known before the response arrives. This property also 
holds for the arrival of the request packet, if the server 
is ready to receive the packet before the request ar- 
rives. In stream protocols like TCP, this property 
holds if the user read operation corresponding to the 
incoming data is already pending when the data ar- 
rives. 
Our optimistic implementation of the blast pro- 
tocols in the V kernel on SUN-3/50s connected by a 
Source Destination 
Data 
Ack 
Data 
Ack 
Figure 1 Blast Protocols 
10 megabit Ethernet achieves peak process-to-process 
data rates of 8.3 megabits per second for l-megabyte 
transfers, and 6.8 megabits per second for &kilobyte 
transfers, compared to 6.1 and 5.0 megabits per 
second for the original pessimistic implementation. 
These peak data rates occur when, during a data 
transfer, consecutive incoming packets are also con- 
secutive packets in the transfer. This property can 
be disturbed by errors, out-of-sequence packets, and 
other incoming network traffic. When a blast is in- 
terrupted by intervening packets, the worst-case per- 
formance of the optimistic implementation is only 15 
percent less than the performance of the pessimistic 
implementation. Measurements on our network in- 
dicate that on average 0.8 percent of the blasts di- 
rected at workstations and 4.0 percent of blasts di- 
rected at the file server are interrupted. Additional 
experiments show that even under heavier loads at 
the file server, the percentage of blasts that are inter- 
rupted remains low enough that on average the op- 
timistic implementation outperforms the pessimistic 
implementation. 
The outline of the rest of this paper is as follows. 
Section 2 discusses the implementation of optimistic 
blast protocols. Section 3 describes an experiment to 
determine the throughput available through the net- 
work interface. In Section 4 we present best-case and 
worst-case data rates for our optimistic implementa- 
tion, and compare them to the data rates achieved 
by a pessimistic implementation. Section 5 describes 
a series of simulations which predict the performance 
of an optimistic protocol implementation under var- 
ious system conditions. In Section 6 we report on 
the percentage of interrupted blasts observed on our 
network, and we also discuss the effect of artificially 
putting a higher load on a shared file server. We dis - - 
cuss related work on locality in 
bulk data transfer protocols in 
tion 8 we draw conclusions and 
further work. 
2 Implementation 
network traffic and 
Section 7. In Sec- 
explore avenues for 
An optimistic implementation of bulk data trans- 
fer protocols requires a scatter-gather network inter- 
face such as the AMD 7990 LANCE Ethernet inter- 
face used on the SUN-3/50 and SUN-3/60. Scatter- 
gather interfaces allow a single packet to be received 
in (transmitted from) several noncontiguous locations 
in memory, thereby avoiding intermediate copies dur- 
ing the reception (transmission) of packets. A pes- 
simistic implementation cannot avoid making a copy 
at the receiving side. Typically, one or more fields 
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in the packet header indicate where the packet data 
is to go. Thus, while a pessimistic implementation 
can receive the packet into noncontiguous locations 
in memory, it is not possible to determine the final 
destination of the data without examining the header. 
This results in a copy of the data, which is usually the 
largest part of the packet. An optimistic implemen- 
tation avoids this extra copy except when the bulk 
data transfer is interrupted or an error occurs. 
These interfaces also allow multiple buffers to be 
queued for reception by means of a receive bufler de- 
dcriptor ring. Each receive buffer descriptor contains 
an address and a length. The interface deposits in- 
coming packets at the addresses in consecutive buffer 
descriptors, spreading the packet over multiple re- 
ceive buffers if the length of the packet exceeds the 
length indicated in the buffer descriptor. A new 
packet always starts in a new buffer. 
In our implementation, all even-numbered buffer 
descriptors point to areas in the kernel of length equal 
to the size of the packet header, and all odd-numbered 
buffer descriptors point to areas of length equal to the 
maximum Ethernet packet size minus the size of the 
header. When no blast reception is in progress, the 
odd-numbered descriptors point to areas in the ker- 
nel such that buffer descriptor i + 1 points to the 
area in memory following that pointed to by buffer 
descriptor i (See Figure 2). The kernel then operates 
almost identically to the way it operates without the 
optimistic implementation, except that it sometimes 
needs to wait for the data part of a packet to arrive 
in the second buffer before it has a complete packet. 
The small packets used for 32-byte message transac- 
tions in the V interkernel protocol fit entirely into the 
header [4]. 
When the first packet of a blast arrives, the ker- 
nel redirects the odd-numbered buffer descriptors to 
Receive buffer Kernel 
descriptors buffers 
Figure 2 Receive Buffer Descriptors in 
Default Mode 
point to where consecutive blast packets should de- 
posit their data in user memory.’ The even-numbered 
buffer descriptors for the headers are not changed 
(See Figure 3). When handling the interrupt for a 
header buffer, we check if we received the expected 
packet, and if so, we simply note its receipt. Inter- 
rupts for data buffers require no further action. 
When an unexpected packet interrupts a sequence 
of blast packets, further packets in the blast are de- 
posited at incorrect locations in user memory. We 
do not attempt to dynamically rearrange the receive 
buffer descriptors, because this would lead to a com- 
plicated race condition between the interface and the 
kernel. After the last packet of the blast arrives, we 
send an acknowledgement and copy the blast packets 
to their correct locations. Thus, a worst-case scenario 
occurs when an unexpected packet is received imme- 
diately after redirection, since this causes all further 
blast packets to be copied. Because we only redi- 
rect buffers for at most 32 kilobytes at a time (the 
maximum blast size), the effects of an unexpected 
packet are limited to a single blast and do not spread 
throughout an entire large transfer. 
Packets are also deposited at incorrect locations 
when one or more packets in the blast are lost. Af- 
ter receiving the final packet in the blast, we copy 
the data of the erroneously located packets to their 
intended locations, and request retransmission of the 
missing packets from the sender, in a manner similar 
to the selective retransmission strategy used in the 
pessimistic implementation. 
Figure 3 Receive Buffer Descriptors during Blasts 
1 Our current implementation redirects buffers starting at the 
third packet in the blast, because the hardware is not fast 
enough to allow us to redirect the second packet in time. The 
first two packets in a blast are copied to user address space. 
Also, the kernel must double-map the necessary pages in the 
receiver’s address space into kernel DMA space, because SUN’s 
memory management aliows the interface access only to a lim- 
ited portion of the virtual address space. 
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The gather capability of a scatter-gather interface 
allows a packet to be transmitted from noncontigu- 
ous locations in memory. We use this capability to 
construct the packet at the transmitting side without 
an intermediate copy of the user data into the kernel. 
A transmit buffer descriptor ring, similar to the re- 
ceive descriptor ring, is used to queue several packets 
for transmission. Both our pessimistic and optimistic 
implementation use the gather capability of the in- 
terface, since its use is independent of the optimistic 
assumption. 
3 Hardware Performance 
In order to measure the hardware data rate achiev- 
able through the LANCE Ethernet interface on the 
SUN-3/50, we run standalone programs A and B on 
two machines connected to the network. A sends data 
to B (possibly in multiple packets), and then B sends 
the same amount of data to A. The elapsed time of 
the data transfer is half of the measured time between 
the first packet leaving A and the last packet arriving 
at A. The transfers are implemented at the data link 
layer and at the device level so no protocol or process 
switching overhead appears in the hardware perfor- 
mance results. In particular, no header other than 
the Ethernet data link header is added to the data, 
and no provisions are made for demultiplexing pack- 
ets, or for retransmission. When a transmission error 
occurs, the experiment is halted and restarted. Both 
programs busy-wait on the completion of their cur- 
rent operation, thereby avoiding interrupt handling 
overhead. 
Our measurements show that the hardware can 
sustain an average raw data rate of 9.4 megabits per 
second. The actual data rate is somewhat suscepti- 
ble to other traffic on the network, presumably as a 
result of the Ethernet’s exponential backoff. Packet 
loss is commonly zero, except when the interface is 
configured with only a single receive buffer, in which 
case packet loss is around 40 percent, or with two re- 
ceive buffers, in which case packet loss averages 0.1 
percent. Performance is slightly worse if only a single 
transmit buffer is used. Otherwise, performance is 
relatively independent of the number of transmit and 
receive buffers. Performance is also relatively inde- 
pendent of the number of bytes transferred, as long 
as the amount transferred is larger than 8 kilobytes. 
4 Protocol Performance 
Next, we report the process-to-process data rates 
achievable by both the optimistic and the pessimistic 
implementations of the V kernel bulk data transfer 
protocol. All measurements are taken by user level 
processes running on top the V kernel. The data rate 
reported is the user observed data rate, calculated by 
dividing the total number of user data bits transferred 
by the elapsed time. Protocol header bits are not 
taken into account. Each operation is repeated 1,000 
times, and both the average elapsed time and the 
standard deviation are reported. Time is measured 
using a software clock accurate to 10 milliseconds2 
Table 1 reports measurements of process-to- 
process data rates observed using our optimistic im- 
plementation, when the blast is not interrupted at 
the destination by other packets and when no errors 
occur. Under these conditions, the optimistic imple- 
mentation achieves 88 percent of the hardware data 
rate for l-megabyte transfers. The difference between 
the maximum data rate observed in this experiment 
and the hardware data rate results from a number of 
factors, including: 
1. The headers (94 bytes long) and the acknowl- 
edgements (also 94 bytes long) must be trans- 
mitted and consume extra bandwidth. Taking 
this into account, the total data rate (including 
both user and header data) for l-megabyte trans- 
fers is 9.1 megabits per second, which is within 
5 percent of the hardware data rate. 
2. There is a fixed cost for each data transfer, con- 
sisting of entry into and exit from the kernel, 
permission checking, interrupt handling, page 
map manipulation, and provisions for selective 
retransmission. 
Worst-case behavior occurs when the blast is 
interrupted immediately after the buffers are redi- 
rected. We measure this case by modifying the re- 
ception routine so that the check to verify that the 
correct packet is received always fails. This causes 
Size Elapsed Time Rate % of 
(Kbytes) (msec.) (Mbps) Hardware 
Mean Dev. Data Rate 
4 6.2 0.2 5.3 56% 
8 9.7 0.5 6.8 72% 
32 33.0 1.0 8.0 85% 
1024 1015 19 8.3 88% 
Table 1 Best-Case Optimistic Implementation 
2We repeat small transfers 20 times to guarantee that each 
measurement is much larger than the clock period. 
64 Performance Evaluation Review Vol. 17 #l May1 989 
the reception routine to always invoke its error re- 
covery routine (including making a copy of the data 
in the packet). Table 2 indicates the performance of 
the optimistic blast protocol implementation under 
these circumstances. Note that there are two lines 
in this table corresponding to a l-megabyte transfer. 
The first line refers to the extremely unlikely case 
that every 32-kilobyte blast during the transfer is in- 
terrupted in a worst-case manner. The second line 
refers to the case where only a single one of the 32- 
kilobyte blasts is interrupted in a worst-case manner 
and the others are not interrupted. 
In Table 3 we provide the data rates achieved by 
a pessimistic implementation of the same protocol.5 
Comparison of Tables 1 and 3 shows the benefits of 
the optimistic implementation under favorable cir- 
cumstances. These benefits derive mainly from avoid- 
ing copying the data except for the first two pack- 
ets in the blast6 Permission checking and packet 
handling are also greatly simplified in the case when 
the expected packet arrives. Comparison of Tables 2 
and 3 shows that the performance loss caused by an 
erroneous guess is relatively minor, even in the worst 
case. We only need to copy the data from where we 
assumed it would land to its correct destination. In 
a pessimistic implementation, the data must always 
be copied from the kernel receive buffer area to its 
destination. The extra overhead results from setting 
up the appropriate structures for the optimistic im- 
plementation and releasing them. Figure 4 provides a 
graphical comparison of the throughput achieved by 
the various implementations. 
When two l-megabyte data transfers are taking 
place simultaneously between two pairs of machines, 
Size Elapsed Time Rate % of 
(KW$ (msec.) (Mbps) Hardware 
Mean Dev. Data Rate 
4 7.8 0.4 4.2 45% 
8 14.4 0.6 4.6 49% 
32 52.3 0.9 5.0 53% 
1O243 1667 22 5.0 53% 
1024 4 1035 - 8.1 86% c 
Table 2 Worst-Case Optimistic Implementation 
3Each 32-kilobyte blast is interrupted. 
‘Only one 32kilobyte blast is interrupted. 
5These measurements are better than those reported in [3], 
because the latter implementation did not use the gather ca- 
pability of the interface during transmission, while ours does. 
‘A memory-to-memory copy takes 0.37 milliseconds per 
kilobyte. 
Size Elapsed Time Rate % of 
(Kbyt~) (msec.) (Mbps) Hardware 
Mean Dev. Data Rate 
4 7.8 0.4 4.2 45% 
8 13.1 0.5 5.0 53% 
32 44.4 1.0 5.9 63% 
1024 1376 20 6.1 65% 
Table 3 Pessimistic Implementation 
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Figure 4 Throughput vs Transfer Size 
each transfer receives roughly half the total available 
network throughput (See also [l]). When l-megabyte 
data transfers from two different machines are di- 
rected simultaneously at the same destination ma- 
chine, the transfers achieve an average total through- 
put of 6.5 megabits per second. 35 percent of these 
blasts are interrupted by a blast packet from a differ- 
ent blast. 
Packet loss is uncommon in our implementation. 
A large percentage of the packet loss on an Ether- 
net occurs as a result of receive buffer overflow. Our 
implementation is configured with 64 receive buffers, 
enough to avoid noticeable packet loss. We intend 
to study the packet loss issue further in connection 
with flow control for transfers from a fast to a slow 
machine. 
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5 Simulated Performance 
We use simulation to study the performance of the 
optimistic blast protocol implementation over a wide 
range of system conditions. We assume that the in- 
terarrival times for blasts and for non-blast packets 
are exponentially distributed, and that the non-blast 
packets are independent of the blast transfers. The 
experiments consist of a series of terminating (finite 
horizon) simulations, each with a period of 500 sim- 
ulated seconds. The experiments are repeated a suf- 
ficient number of times to construct a confidence in- 
terval on the percentage of blasts interrupted with a 
95 percent approximate confidence and a relative pre- 
cision of 5 percent. The resulting performance pre- 
dictions match reasonably well with observed perfor- 
mance (See Section 6). 
Figures 5 and 6 present the results of a series of 
experiments designed to study the performance of an 
optimistic blast protocol implementation on a work- 
station. We assume that the blasts are transmitted 
from a single source (i.e., the file server), and thus 
cannot interrupt one another. The blast arrival rate 
is chosen so that an average of 8 kilobytes of blast 
data arrive per second. Figure 5 shows the proba- 
bility that a blast of a given size is interrupted as a 
function of the arrival rate of non-blast packets, for 
blast sizes of 4, 8, and 32 kilobytes. Figure 6 gives 
the resulting throughput, which is calculated in the 
following way. For uninterrupted blasts, we take the 
best-case elapsed time from Table 1. For interrupted 
blasts, we calculate the elapsed time as the worst-case 
elapsed time from Table 2 minus the time to copy half 
of the number of redirected buffers,7 since on average 
the blast is interrupted halfway through, after a num- 
ber of packets have been received without a copy. 
Figure 7 presents the results of a series of experi- 
ments designed to study the performance of an opti- 
mistic blast protocol implementation on a file server. 
Here, we assume that the blasts are transmitted from 
multiple sources, so that blasts can interrupt one an- 
other. We choose a constant blast size of 8 kilobytes, 
which is the predominant size of blasts arriving at 
our file server. Figure 7 shows the percentage of in- 
terrupted blasts as a function of the arrival rate of 
non-blast packets for blast traffic rates of 0.5, 2, 8, 
and 32 kilobytes per second. 
7Redirection in the simulation begins with the third packet. 
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Figure 6 Throughput at a Workstation 
6 Performance in an 
Operating Environment 
6.1 Observed Environment 
Our Ethernet connects over 60 machines, mostly disk- 
less SUN workstations, 8 file servers, and a few large 
machines. Virtually all of the machines are used 
for research, software development, and text pro- 
cessing. Additionally, the network has gateways to 
the ARPANET, the NSF regional and backbone net- 
works, and the campus backbone network. These 
gateways are responsible for a large part of the broad- 
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Figure 7 Percentage of Blasts Interrupted 
at a File Server (8K blasts) 
cast and multicast traffic on the network (approxi- 
mately 0.8 packets per second). The network is heav- 
ily loaded. The network load averaged over l-minute 
intervals fluctuates between 5 and 30 percent. 
Between 8 and 12 diskless SUN workstations run 
the V-System. They are supported by a V-based 
SUN-3 file server. Most V network traffic is be- 
tween workstations and the file server, although there 
is some workstation-to-workstation traffic.” The file 
server uses an 8-kilobyte page size. The following 
statistics were gathered for each machine: 
l The total number of blasts received. 
l The number of interrupted blasts, and the type 
of packet that caused the blast to be interrupted. 
l The average blast size. 
l The number of non-blast packets received, in- 
cluding non-blast V, other unicsst, and broad- 
cast packets. 
6.2 Normal Operation 
To assess performance during normal operation, we 
have collected statistics for different periods of 10,000 
seconds each. While the exact numbers differ some- 
what from one session to another, the overall shape 
of the figures remains the same. Table 4 contains the 
results of a representative monitoring session. The 
column labeled WS represents measurements taken 
on workstations, and the column marked FS repre- 
sents measurements taken on the file server. 
eFor a detailed account of V network traffic see [3]. 
1 WS 1 FS 
~ Percentage of Blasts Interrupted 
Interruptions by Other V packets 23 23 
Blasts per Second 0.3 0.1 
Other Packets per Second 1.4 3.7 
Average Blast Size fkilobvtes) I I 7.0 6.9 
Table 4 Normal Load 
The percentage of blasts interrupted matches 
quite well with the predictions from the simulation. 
At a workstation, an average of 1.4 unrelated pack- 
ets arrive per second, and the average incoming blast 
size is 7.0 kilobytes. The simulation predicts that for 
8-kilobyte blasts and an unrelated packet arrival rate 
of 1.4 packets per second, 1.2 percent of the blasts 
should get interrupted, vs. 0.8 percent as observed. 
Similarly, for the observed file server traffic, the sim- 
ulation predicts that 3.7 percent of the blasts will get 
interrupted, vs. 4.0 percent as observed. 
We conclude that under normal operation, the 
precentage of interrupted blasts directed at worksta- 
tions is extremely low. The file server is the target 
of more unrelated traffic from different sources, and 
hence the percentage of interrupted blasts is some- 
what higher, but it is still low enough that the ac- 
tual performance approximates the best-case perfor- 
mance. 
6.3 High Load Experiment 
A high load situation on the file server is created by 
running a 15-minute sequence of compilations on N 
diskless SUN-3/50s (N = 1, . . . . 5). Tables 5 and 6 
present the results of these experiments. In Table 5 
we indicate the number of incoming blasts, the num- 
ber of incoming non-blast packets, and the percent- 
age of blasts interrupted, both per workstation and 
for the file server. Table 6 presents some cumulative 
statistics for all of the experiments. 
We compare these results with those predicted by 
the simulation. For workstations, the correspondence 
is still quite good. For example, for the experiment 
with 5 workstations, the measurements indicate 2.0 
percent vs. 2.4 percent predicted by the simulation. 
The prediction for the file server is less accurate: 11.4 
percent measured vs. 16.2 percent predicted. In real- 
ity, blasts arriving at the file server are not totally 
independent, and blasts and non-blast packets are 
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II ] Blasts ] Non-Blast ] Percentage N 
1 
1 2 3 4 5 
(per sec.) Packets 
ws FS $; sec.> 
FS 
2.52 0.60 2.21 5.67 
2.33 1.03 2.45 7.21 
1.98 1.21 2.69 10.13 
2.05 1.73 2.98 13.10 
2.17 2.14 3.06 16.23 
of Blast; 
Interrupted 
Table 5 High Load Experiment 
WS FS’ 
Number of Blasts 28953 6039 
Number of Blasts Interrupted 637 477 
Percentage of Blasts Interrupted 2.2% 7.9% 
Interruptions by Broadcasts 180 24 
Interruptions by V Blasts 0 36 
Interruntions bv Other V nackets 457 417 
Table 6 High Load Experiment 
Cumulative Statistics 
somewhat correlated as well. This correlation seems 
to reduce the percentage of blasts interrupted from 
what the simulation predicts. 
Even for the largest configuration considered, the 
“average” performance of our optimistic implemen- 
tation is still significantly better than the pessimistic, 
implementation. For instance, using the figure in Ta- 
ble 5 of 11.4 percent interruptions on the file server, 
assuming 8-kilobyte transfers, and assuming a worst- 
case scenario for each interrupted blast, the average 
data rate becomes 7.6 megabits per second (from Ta- 
bles 1 and 2), which is significantly better than the 
data rate of 5.0 megabits per second achieved by the 
pessimistic implementation (See Table 3). The num- 
bers reported here are conservative estimates for blast 
interruptions at a file server because we do not use 
any caching on the workstations. This significantly 
increases the traffic to the file server, and hence the 
number of interrupted blasts. 
7 Related Work 
Locality in network traffic has been noted earlier [3, 
8, lo]. However, to the best of our knowledge, no 
protocol implementation has taken advantage of this 
phenomenon to the extent described here. In his ef- 
forts to improve TCP performance, Jacobson predicts 
that the next incoming TCP packet on a given con- 
nection will be the next packet on that connection [7]. 
This prediction is less aggressive than ours, which as- 
sumes that the next packet that is received at a host is 
the next in the current bulk data transfer. In the ex- 
pected case, Jacobson’s TCP implementation avoids 
invoking the general purpose packet reception code, 
but the data must still be copied to user space. 
The blast protocols discussed here were developed 
as part of the V interkernel protocol [4]. Similar 
protocols are now part of the VMTP protocol def- 
inition [3]. VMTP claims 4.5 megabits per second 
process-to-process data rates on SUN-3/75s (slightly 
faster than our SUN-3/50s), with no performance im- 
provements when increasing the segment size beyond 
16 kilobytes. The current VTMP implementation 
uses neither the scatter nor the gather feature of the 
network interfaces on the SUN. 
Sprite uses blast protocols (called implicit ac- 
knowledgement and fragmentation) for multi-packet 
RPCs [9]. Sprite performance measurements, also on 
SUN-3/75s, indicate a kernel-to-kernel data rate of 
approximately 6 megabits per second, and a process- 
to-process data rate of 3.8 megabits per second. We 
speculate that the difference between the kernel-to- 
kernel and process-to-process data rates is largely due 
to an extra copy between kernel and user address 
space, further emphasizing the need for avoiding this 
copy as in our optimistic implementation. 
8 Conclusions 
We have described an optimistic implementation of a 
bulk data transfer protocol, which predicts that dur- 
ing receipt of a blast the next packet that comes in 
from the network is the next packet in the blast. The 
implementation instructs the network interface to de- 
posit the data of the next packet in the location for 
the data in the next bulk data transfer packet. If the 
prediction is correct, an optimistic implementation 
avoids an extra data copy. 
We have presented both best-case and worst-case 
performance, and compared them with the perfor- 
mance of a pessimistic implementation. Both sim- 
ulation and experience indicate that the actual per- 
formance of the optimistic implementation is signifi- 
cantly better than the performance of the pessimistic 
implementation, even with a relatively high network 
load on a shared server machine. 
More work is required on network interfaces that 
facilitate optimistic implementation of bulk data 
transfers. Also, flow control is necessary when trans- 
mitting from a fast to a slow machine. We intend 
to experiment with adapting the blast size as a func- 
68 Performance Evaluation Review Vol. 17 #1 May1 989 
tion of the speed of the receiving machine, while still 
transmitting at full speed. Hopefully, this will allow 
uninterrupted packet arrival without overrunning the 
receiver’s buffers. Finally, we want to extend our op- 
timistic blast implementation to allow multicast de- 
livery of bulk data. 
[ll] W. Zwaenepoel. Protocols for large data trans- 
fers over local area networks. In Proceedings 
of the 9th Data Communications Symposium, 
pages 22-32, September 1985. 
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