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ABSTRACT
Aims. We apply various expansion schemes that may be used to study gravitational clustering to the simple case of the
Zeldovich dynamics.
Methods. Using the well-known exact solution of the Zeldovich dynamics we can compare the predictions of these
various perturbative methods with the exact nonlinear result. We can also study their convergence properties and their
behavior at high orders.
Results.We find that most systematic expansions fail to recover the decay of the response function in the highly nonlinear
regime. “Linear methods” lead to increasingly fast growth in the nonlinear regime for higher orders, except for Pade´
approximants that give a bounded response at any order. “Nonlinear methods” manage to obtain some damping at
one-loop order but they fail at higher orders. Although it recovers the exact Gaussian damping, a resummation in the
high-k limit is not justified very well as the generation of nonlinear power does not originate from a finite range of
wavenumbers (hence there is no simple separation of scales). No method is able to recover the relaxation of the matter
power spectrum on highly nonlinear scales. It is possible to impose a Gaussian cutoff in a somewhat ad-hoc fashion
to reproduce the behavior of the exact two-point functions for two different times. However, this cutoff is not directly
related to the clustering of matter and disappears in exact equal-time statistics such as the matter power spectrum.
On a quantitative level, on weakly nonlinear scales, the usual perturbation theory, and the nonlinear scheme to which
one adds an ansatz for the response function with such a Gaussian cutoff, are the two most efficient methods. We can
expect these results to hold for the gravitational dynamics as well (this has been explicitly checked at one-loop order),
since the structure of the equations of motion is identical for both dynamics.
Key words. gravitation; cosmology: theory – large-scale structure of Universe
1. Introduction
The growth of large-scale structures in the Universe
through the amplification of small primordial fluctuations
by gravitational instability is a key ingredient of mod-
ern cosmology (Peebles 1980). This process can be used
to constrain cosmological parameters through the depen-
dence of the matter power spectrum on scale and redshift.
For instance, observations of highly nonlinear objects such
as galaxy clusters can help constrain the normalization of
the matter power spectrum and the average matter density
(Oukbir & Blanchard 1992; Younger et al. 2005). Although
theoretical predictions are not very accurate on these small
scales, one can still derive useful constraints because they
are very rare objects, so that their dependence on cosmo-
logical parameters is very steep. Alternative probes, such as
baryonic acoustic oscillations (Eisenstein et al. 1998, 2005)
or weak lensing surveys (Munshi et al. 2007; Massey et al.
2007), focus on weakly nonlinear scales where they aim at
measuring the matter distribution through its power spec-
trum or its two-point correlation, which are sensitive to typ-
ical fluctuations. In such cases, one needs an accurate theo-
retical prediction to derive useful constraints on cosmology.
This problem is usually tackled through N-body simula-
tions or perturbative expansions for scales not too far from
the linear regime (Bernardeau et al. 2002). However, nu-
merical simulations are rather costly and analytical meth-
ods may have the advantage of leading to a better under-
standing of the physics at work. Moreover, on such large
scales, a hydrodynamical description should be sufficient
(i.e. one neglects shell crossing). This facilitates analytical
approaches as one can use the continuity and Euler equa-
tions instead of the Vlasov equation. Therefore, there has
recently been renewed interest in perturbation theory to
devise analytical methods that could exhibit good accu-
racy on weakly nonlinear scales to be used for such obser-
vational probes (Crocce & Scoccimarro 2006a,b; Valageas
2007; McDonald 2007; Matarrese & Pietroni 2007a,b).
Thus, Crocce & Scoccimarro (2006a,b) find that one
can perform a partial resummation of the diagrammatic
series that appears in the standard perturbative expansion
to obtain a response function that decays into the nonlinear
regime as expected (whereas the standard expansion grows
as a polynomial of increasing order as we truncate the se-
ries at higher order). Moreover, this result agrees well with
numerical simulations and can be used as an intermediate
tool for obtaining a more accurate prediction of the matter
power spectrum than with the usual perturbation theory
(Crocce & Scoccimarro 2007). On the other hand, Valageas
(2007) present a path-integral formalism, so that the system
is fully defined by its action S (or its partition function Z).
Then, one can apply the usual tools of field theory, such
as large-N expansions (similar to a semi-classical expan-
sion over powers of h¯ or a generalization to N fields), to
derive the matter power spectrum (Valageas 2007). Note
that this method also applies to the highly nonlinear scales
described by the Vlasov equation (Valageas 2004). Next,
Matarrese & Pietroni (2007a) have recently proposed an
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alternative method based on the path-integral formalism
where one considers the dependence of the system on a
large-wavenumber cutoff Λ. This gives rise to a new set of
equations and, by taking the limit Λ→∞, one recovers the
original system. These various methods may be seen as dif-
ferent reorganizations of the standard perturbative expan-
sion. Of course, they all involve some truncation at some
stage (otherwise the problem would be solved exactly), and
they are all consistent up to that order (i.e. they only differ
by higher-order terms).
To check the range of validity of such expansions, one
must compare their predictions with N-body simulations
(and assume for observational purposes that the accuracy
remains the same for close cosmological parameters). This
is not very convenient, since simulations themselves may be
of limited accuracy. Along with this problem, the behav-
iors of other two-point functions than the power spectrum
P (k), such as the response function and self-energies and es-
pecially different-time functions such as 〈δ(x1, t1)δ(x2, t2)〉
with t1 6= t2, have not been analyzed in detail from N-
body simulations (which do not give direct access to self-
energies either). Therefore, it is interesting to investigate
these theoretical methods applied to a simpler dynamics
that can be solved exactly. Then, one can do a detailed
comparison of the predictions of various expansion schemes
with the exact nonlinear results. Moreover, one can recon-
struct such expansion schemes in a direct manner from the
exact two-point functions without computing high-order
diagrams that involve many integrals, simply by expand-
ing back the exact nonlinear result. In this way one can
more easily investigate the convergence properties of these
expansions and the behavior of high-order terms. A sim-
ple dynamics that can be solved exactly but that remains
close to the gravitational dynamics (at least up to weakly
nonlinear scales) is provided by the Zeldovich approxima-
tion (Zeldovich 1970; Gurbatov et al. 1989; Shandarin &
Zeldovich 1989). The latter was originally devised as an
approximation to the gravitational dynamics. Here we take
a different point of view as we modify the equations of
motion so that the system is exactly given by the simple
Zeldovich dynamics. Then, we apply to these new equa-
tions of motion various methods which can be applied to
both dynamics (and to other stochastic dynamics such as
the Navier-Stokes equations). Taking advantage of the ex-
act results which can be obtained for the Zeldovich dynam-
ics and its simpler properties we study the accuracy and
the general properties of these expansion schemes in detail.
This should shed light on the behavior of these methods ap-
plied to the gravitational dynamics, because both dynamics
exhibit similar equations of motion, and these expansions
apply in identical manner to both systems.
This article is organized as follows. First, in Sect. 2
we derive the equations of motion associated with the
Zeldovich dynamics and their linear solution. Next, in
Sect. 3 we obtain the path-integral formulation of this sys-
tem, starting from either the differential form or the in-
tegral form of the equations of motion, in order to make
the connection with the different approaches used in the
literature. Then, we briefly describe how some expansion
schemes can be built from this path-integral formalism,
such as the large-N expansions in Sect. 4 and the evolu-
tion equations with respect to a high-k cutoff in Sect. 5.
Before investigating such methods, we first derive the exact
nonlinear two-point functions which can be obtained from
the well-known exact solution of the Zeldovich dynamics
in Sect. 6. Then, we describe the behavior of the standard
perturbation theory in Sect. 7 and of the steepest-descent
method (built from a large-N expansion) in Sect. 8. Next,
we discuss in Sect. 9 the high-k resummation proposed by
Crocce & Scoccimarro (2006b) to improve the behavior of
such expansion schemes. We turn to the 2PI effective action
method in Sect. 10 (a second approach built from a large-N
expansion) and to simple nonlinear schemes associated with
this expansion in Sect. 11. We investigate simple nonlinear
schemes associated with the dependence on a high-k cutoff
in Sect. 12. Finally, in Sect. 13 we study the quantitative
predictions on weakly nonlinear scales of these methods at
one-loop order and we conclude in Sect. 14.
2. Equations of motion
2.1. Zeldovich approximation
On scales much larger than the Jeans length, both the cold
dark matter and the baryons can be described as a pres-
sureless dust. Then, we can neglect orbit crossings and use
a hydrodynamical description governed by the equations of
motion (Peebles 1980):
∂δ
∂τ
+∇.[(1 + δ)v] = 0, (1)
∂v
∂τ
+Hv + (v.∇)v = −∇φ, (2)
∆φ =
3
2
ΩmH2δ, (3)
where τ =
∫
dt/a is the conformal time (and a the scale
factor), H = d ln a/dτ the conformal expansion rate, and
Ωm the matter density cosmological parameter. Here, δ is
the matter density contrast and v the peculiar velocity.
Since the vorticity field decays within linear theory (Peebles
1980), we take the velocity to be a potential field so that
v is fully specified by its divergence θ or by its potential χ
with
θ = ∇.v, v = −∇χ whence θ = −∆χ. (4)
In the linear regime, one finds that the linear growing mode
satisfies
θL = −fHδL whence φL = 3ΩmH
2f
χL, (5)
where f(τ) is defined from the linear growing rate D+(τ)
of the density contrast by
f =
d lnD+
d ln a
=
1
H
d lnD+
dτ
, (6)
and D+(τ) is the growing solution of
d2D+
dτ2
+HdD+
dτ
=
3
2
ΩmH2D+. (7)
If we make the approximation that relation (5) remains
valid in the nonlinear regime, that is, we replace the Poisson
equation (3) by the second Eq.(5): φ = 3ΩmHχ/2f , then
we obtain for the Euler equation (2):
∂v
∂τ
+
(
1− 3
2
Ωm
f
)
Hv + (v.∇)v = 0. (8)
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Obviously, as shown by Eq.(8), within this approximation
the velocity field now evolves independently of the density
field. As is well known (Gurbatov et al. 1989), approxi-
mation (8) is actually identical to the Zeldovich approxi-
mation. Indeed, a change of variables for the velocity field
yields
∂u
∂D+
+ (u.∇)u = 0 with v =
(
dD+
dτ
)
u. (9)
Equation (9) is the equation of motion of free particles,
du/dD+ = 0, hence the trajectories are given by
x = q+D+(τ)sL0(q), v =
dD+
dτ
sL0(q), (10)
where q is the Lagrangian coordinate and s = sL = D+sL0
is the displacement field that is exactly given by the linear
theory. Equation (10) is the usual definition of the Zeldovich
approximation (i.e. setting s = sL).
Thus, the Zeldovich approximation corresponds to a
change in the linear term of the Euler equation, keeping
the quadratic term and the continuity equation unchanged.
Therefore, the analysis presented in Valageas (2007) for
the case of the exact gravitational dynamics applies to the
Zeldovich dynamics up to minor modifications. First, the
equations of motion (1) and (8) read in Fourier space as
∂δ(k, τ)
∂τ
+ θ(k, τ) = −
∫
dk1dk2 δD(k1 + k2 − k)
×α(k1,k2)θ(k1, τ)δ(k2, τ) (11)
∂θ(k, τ)
∂τ
+
(
1− 3Ωm
2f
)
Hθ(k, τ) =
−
∫
dk1dk2 δD(k1 + k2 − k)β(k1,k2)θ(k1, τ)θ(k2, τ) (12)
where δD is the Dirac distribution. The coupling functions
α and β are given by
α(k1,k2) =
(k1 + k2).k1
k21
, β(k1,k2) =
|k1 + k2|2(k1.k2)
2k21k
2
2
,(13)
and we defined the Fourier transforms as
δ(k) =
∫
dx
(2π)3
e−ik.xδ(x). (14)
As in Crocce & Scoccimarro (2006a,b), let us define the
two-component vector ψ as
ψ(k, η) =
(
ψ1(k, η)
ψ2(k, η)
)
=
(
δ(k, η)
−θ(k, η)/fH
)
, (15)
where we have introduced the time coordinate η defined
from the linear growing rate D+ of the density contrast
(normalized to unity today):
η = lnD+(τ) with D+(z = 0) = 1. (16)
Then, the equations of motion (11)-(12) can be written as
O(x, x′).ψ(x′) = Ks(x;x1, x2).ψ(x1)ψ(x2), (17)
where we have introduced the coordinate x = (k, η, i) where
i = 1, 2 is the discrete index of the two-component vectors.
In Eq.(17) and in the following, we use the convention that
repeated coordinates are integrated over as
O(x, x′).ψ(x′) =
∫
dk′dη′
2∑
i′=1
Oi,i′(k, η;k′, η′)ψi′(k′, η′).(18)
The matrix O reads
O(x, x′) =
(
∂
∂η −1
0 ∂∂η − 1
)
δD(k− k′) δD(η − η′) (19)
whereas the symmetric vertex Ks(x;x1, x2) = Ks(x;x2, x1)
writes as
Ks(x;x1, x2) = δD(k1 + k2 − k)δD(η1 − η)δD(η2 − η)
×γsi;i1,i2(k1,k2) (20)
with
γs1;1,2(k1,k2) =
α(k2,k1)
2
, γs1;2,1(k1,k2) =
α(k1,k2)
2
, (21)
γs2;2,2(k1,k2) = β(k1,k2), (22)
and zero otherwise (Crocce & Scoccimarro 2006a). We can
note that all the dependence on cosmology is contained in
the time-redshift relation η ↔ z. Indeed, the equation of
motion (17) written in terms of the coordinate η no longer
involves time-dependent factors such as Ωm/f
2. Therefore,
the evolution of the density field only depends on cosmol-
ogy through the time-coordinate η(z). In this article we
study the system defined by the the equation of motion
(17), which shows the exact solution (10). This will allow
us to compare various expansion methods with exact non-
linear results.
2.2. Linear regime
On large scales or at early times where the density and ve-
locity fluctuations are small, one can linearize the equation
of motion (17), which yields O.ψL = 0. This gives the two
linear modes:
ψ+ = e
η
(
1
1
)
, ψ− =
(
1
0
)
. (23)
Of course we recover the linear growing mode ψ+ of the
gravitational dynamics, since approximation (5) is valid in
this case. However, the usual decaying mode ψ− has been
changed to a constant mode. As seen in Eq.(23), it corre-
sponds to a mere perturbation of the density field that is
transported by the unchanged velocity field. Indeed, since
the velocity field is now decoupled from the density field, it
obeys a first-order differential equation in the linear regime
(rather than a second-order differential equation), which
only admits one linear mode. As usual we define the initial
conditions by the linear growing mode ψL:
ψL(x) = e
ηδL0(k)
(
1
1
)
, (24)
where δL0(k) is the linear density contrast today at redshift
z = 0. In this fashion the system (11)-(12) that we study
here agrees with the gravitational dynamics in the linear
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regime. Besides, from Eqs.(5) and (10), we see that the
displacement field sL0(q) obeys
∇q.sL0 = −δL0. (25)
Moreover, we assume Gaussian homogeneous and isotropic
initial conditions defined by the linear power spectrum
PL0(k):
〈δL0(k1)δL0(k2)〉 = δD(k1 + k2) PL0(k1). (26)
Then, as for the gravitational dynamics studied in Valageas
(2007), the linear two-point correlation function GL(x1, x2)
reads as:
GL(x1, x2) = 〈ψL(x1)ψL(x2)〉
= δD(k1 + k2) e
η1+η2PL0(k1)
(
1 1
1 1
)
. (27)
As in Valageas (2004), it is convenient to introduce the
response function R(x1, x2) (related to the propagator used
in Crocce & Scoccimarro (2006a,b), see Sect. 3.2.2 below)
defined by the functional derivative
R(x1, x2) = 〈δψ(x1)
δζ(x2)
〉ζ=0, (28)
where ζ(x) is a “noise” added to the r.h.s. in Eq.(17). Thus,
R(x1, x2) measures the linear response of the system to an
external source of noise. Because of causality it contains an
Heaviside factor θ(η1 − η2) since the field ψ(x1) can only
depend on the values of the “noise” at earlier times η2 ≤ η1.
Moreover, it satisfies the initial condition:
η1 → η+2 : R(x1, x2)→ δD(k1 − k2)δi1,i2 . (29)
In the linear regime, the response RL can be obtained from
the initial condition (29) and the linear dynamics O.RL = 0
for η1 > η2 (as implied by the definition (28) and O.ψL =
0). This yields (Crocce et al. 2006)
RL(x1, x2) = δD(k1 − k2) θ(η1 − η2)
×
{
eη1−η2
(
0 1
0 1
)
+
(
1 −1
0 0
)}
. (30)
This expression holds for any cosmology, whereas for the
case of the gravitational dynamics factors, such as Ωm/f
2,
lead to a small explicit dependence on cosmological param-
eters. Note that by symmetry the two-point correlation G
has the form
G(x1, x2) = δD(k1 + k2)Gi1,i2(k1; η1, η2) (31)
with
Gi1,i2(k; η1, η2) = Gi2,i1(k; η2, η1) (32)
whereas the response function has the form
R(x1, x2) = δD(k1 − k2) θ(η1 − η2)Ri1,i2(k1; η1, η2). (33)
On the other hand, as noticed above, the linear two-point
functions obey
O(x, z).GL(z, y) = 0, O(x, z).RL(z, y) = δD(x− y). (34)
This can also be checked from the explicit expressions
(27),(30). Finally, it is convenient to define the power per
logarithmic wavenumber ∆2(k) by
∆2(k) = 4πk3P (k), ∆2(k; η1, η2) = 4πk
3G11(k; η1, η2)(35)
where the second expression generalizes ∆2(k) at different
times. Note that for η1 6= η2 we can have ∆2(k; η1, η2) < 0,
whereas at equal times we have ∆2(k; η, η) ≥ 0. Then we
have, for instance,
〈δ(x1)δ(x2)〉 =
∫ ∞
0
dk
k
∆2(k)
sin k|x1 − x2|
k|x1 − x2| . (36)
Thus, for a CDM cosmology the linear power ∆2L0(k) grows
as k4 at low k and as ln k at high k.
3. Path-integral formalism
3.1. Differential form
As in Valageas (2004, 2007) we can apply a path-integral
approach to the hydrodynamical system described in
Sect. 2.1. Let us briefly recall how this can be done from
the differential equation (17) (see also Martin et al. 1973;
Phythian 1977). In order to explicitly include the initial
conditions, we rewrite Eq.(17) as
O.ψ = Ks.ψψ + µI (37)
with ψ = 0 for η < ηI and
µI(x)= δD(η − ηI)eηIδL0(k)
(
1
1
)
= δD(η − ηI)ψI(x), (38)
where we have introduced the coordinate x:
x = (k, i) and ψI(x) = ψL(x, ηI). (39)
Thus, the source µI (which formally plays the role of some
external noise) merely provides the initial conditions at
time ηI , obtained from the linear growing mode (24). We
shall eventually take the limit ηI → −∞. Next, we define
the generating functional Z[j] by
Z[j] = 〈ej.ψ〉 =
∫
[dµI ] e
j.ψ[µI ]− 12µI .∆−1I .µI , (40)
where we took the average over the Gaussian initial condi-
tions
〈µI〉 = 0, 〈µI(x1)µI(x2)〉 = ∆I(x1, x2), (41)
with
∆I(x1, x2) = δD(η1 − ηI)δD(η2 − ηI)GI(x1, x2), (42)
GI(x1, x2) = GL(x1, ηI ;x2, ηI). (43)
All statistical properties of the field ψ may be obtained
from Z[j]. It is convenient to write Eq.(40) as
Z[j] =
∫
[dµI ][dψ] | detM | δD(µI −O.ψ +Ks.ψψ)
×ej.ψ− 12µI .∆−1I .µI , (44)
where the Jacobian | detM | is defined by the functional
derivative M = δµI/δψ. As in Valageas (2007), a simple
computation shows that this Jacobian is equal to an irrele-
vant constant. Then, introducing an imaginary ghost field
λ to express the Dirac as an exponential and performing
the Gaussian integration over µI , we obtain
Z[j] =
∫
[dψ][dλ] ej.ψ+λ.(−O.ψ+Ks.ψψ)+
1
2λ.∆I .λ. (45)
P. Valageas: Using the Zeldovich dynamics to test expansion schemes 5
Thus, the statistical properties of the system (17) are de-
scribed by the action S[ψ, λ] defined by
S[ψ, λ] = λ.(O.ψ −Ks.ψψ)− 1
2
λ.∆I .λ. (46)
Moreover, we can note that adding a “noise” ζ to the r.h.s.
of Eq.(17) amounts to changing µI → µI + ζ, which trans-
lates into S → S − λ.ζ. Therefore, functional derivatives
with respect to ζ are equivalent to insertions of the ghost
field λ. In particular, we have
R(x1, x2) = 〈ψ(x1)λ(x2)〉, 〈λ〉 = 0, 〈λλ〉 = 0. (47)
The response function R is also related to the correlation
with the initial conditions µI through
〈ψµI〉 = 〈ψ(O.ψ −Ks.ψψ)〉
=
∫
[dψ][dλ]ψ
[
− δ
δλ
+∆I .λ
]
eλ.(−O.ψ+Ks.ψψ)+
1
2λ.∆I .λ
= 〈ψ(∆I .λ)〉 = R.∆I (48)
since the integral of a total derivative vanishes, and we have
used the symmetry of ∆I . This also reads as
〈ψ(x1)ψI(x2)〉 = R(x1;x, ηI)×GI(x;x2), (49)
where we define the cross-product × as the dot product
(18) without integration over time, such as:
R× ψI =
∫
dk′
2∑
j=1
Rij(k, η;k
′, ηI)ψIj(k′). (50)
3.2. Integral form
In order to make the connection with the approach devel-
oped in Crocce & Scoccimarro (2006a,b), we describe here
how the same path-integral method can be applied to the
equation of motion (17) written in integral form.
3.2.1. Letting ηI → −∞
First, as in Valageas (2001) (see also Scoccimarro 2000), we
can integrate the equation of motion (17) as
ψ(x) = ψL(x) + K˜s(x;x1, x2).ψ(x1)ψ(x2) (51)
with
O.K˜s = Ks or K˜s = RL.Ks (52)
as seen from Eq.(34). Here the initial time ηI no longer
appears, because we have already taken the limit ηI → −∞.
Then, following the same procedure as in Sect. 3.1 we can
write
Z[j] = 〈ej.ψ〉 =
∫
[dψL] e
j.ψ[ψL]− 12ψL.G−1L .ψL . (53)
Introducing again an imaginary field χ to impose the con-
straint associated with the equation of motion (51), we fi-
nally obtain (the Jacobian is equal to unity):
Z[j] =
∫
[dψ][dχ] ej.ψ+χ.(−ψ+K˜s.ψψ)+
1
2χ.GL.χ. (54)
Thus, the statistical properties of the system (51) are now
described by the action S[ψ, χ] defined by
S[ψ, χ] = χ.(ψ − K˜s.ψψ)− 1
2
χ.GL.χ. (55)
Note that this formulation is equivalent to the one described
in Sect. 3.1 except that we have already taken the limit
ηI → −∞ directly into the equation of motion (51). From
the response field χ, we can again obtain a new response
function R associated with Eq.(51). From the comparison
with Eq.(45), we see that we have the relations between
both approaches:
χ = λ.O, R = 〈ψχ〉 = R.O = 〈 δψ
δψL
〉, (56)
where in the last expression we recall that from Eq.(51) a
variation with respect to an external noise ζ can be seen
as a variation with respect to ψL. In the linear regime we
simply have RL(x, y) = δD(x − y). Moreover, in a fashion
similar to Eq.(49) we have the property
〈ψψL〉 = 〈ψ(ψ − K˜s.ψψ)〉
=
∫
[dψ][dχ]ψ
[
− δ
δχ
+GL.χ
]
eχ.(−ψ+K˜s.ψψ)+
1
2χ.GL.χ
= 〈ψ(GL.χ)〉 (57)
which yields the relation
〈ψ(x1)ψL(x2)〉 = R(x1, x).GL(x, x2), (58)
where we use the symmetry of GL.
3.2.2. Integral form with finite ηI
Finally, as in Crocce & Scoccimarro (2006a,b), it is possible
to apply the initial conditions at some finite time ηI , as in
Sect. 3.1. Thus, we may write the linear growing mode ψL
at times η > ηI as
ψL(x) = RL(x;x
′, ηI)× ψI(x′) (59)
where ψI was defined in Eq.(39) and the cross-product × in
Eq.(50). Then, following the same procedure as in Eqs.(51)-
(54), where the Gaussian average is now taken over the
field ψI with two-point correlation GI , we now obtain the
generating functional:
Z[j]=
∫
[dψI ][dψ][dχ]e
j.ψ+χ.(RL×ψI−ψ+K˜s.ψψ)− 12ψI×G−1I ×ψI
=
∫
[dψ][dχ] ej.ψ+χ.(−ψ+K˜s.ψψ)+
1
2χ.(RL×GI×RTL).χ. (60)
Of course, we can check that, by taking the limit ηI → −∞
in Eq.(60), we recover Eq.(54) since we have
η1, η2>ηI : GL(η1, η2) = RL(η1, ηI)×GI ×RTL(η2, ηI).(61)
The system is now described by the action S˜[ψ, χ] defined
by
S˜[ψ, χ] = χ.(ψ − K˜s.ψψ)− 1
2
χ.(RL ×GI ×RTL).χ. (62)
Next, we can define a response function with respect to the
initial conditions by
R˜(x1, x2) = 〈 δψ(x1)
δψI(x2)
〉 = 〈ψ(x1)χ(x).RL(x;x2, ηI)〉. (63)
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From the comparison of (62) with (46), we obtain χ = λ.O
and
R˜(x1, x2) = R.O.RL = R(x1;x2, ηI). (64)
Thus, the response R˜(x1, x2), which is called the “prop-
agator Gi1i2(k1, η1)δD(k1 − k2)” in Crocce & Scoccimarro
(2006a,b) is equal to the response function R of Sect. 3.1 re-
stricted to time η2 = ηI , without taking the limit ηI → −∞.
Finally, we can note that from Eq.(49) we have
〈ψ(x1)ψI(x2)〉 = R˜(x1;x)×GI(x, x2). (65)
This relation was obtained in Crocce & Scoccimarro
(2006b) from a diagrammatic approach. Thus, we see that
the three approaches (46), (55), and (62) are closely re-
lated. In the integral method we simply absorb the matrix
O into the response field χ. Next, we can either take the
limit ηI → −∞ from the start, as for the action S, or keep
a finite ηI in the computation, as for S˜. Then, we can take
ηI → −∞ in the final results for the nonlinear two-point
correlation. Note, however, that for the approach of Crocce
& Scoccimarro (2006a,b), which corresponds to the action
S˜, it is not possible to take this limit in a practical manner,
since one needs to keep track of the response R˜, which has
no finite limit for ηI → −∞. This leads to somewhat more
complicated expressions than for the approaches based on
the actions S and S of Eqs.(46),(55), where the response
functions R and R remain well-defined for ηI → −∞. Of
course, the analysis described above also applies to the case
of the gravitational dynamics.
4. Large-N expansions
The path integrals (45), (54), and (60) can be computed by
expanding over powers of the non-Gaussian part (i.e. over
powers of Ks or K˜s). This actually gives the usual pertur-
bative expansion over powers of the linear power spectrum
PL (see also Valageas (2001, 2004) for the case of the Vlasov
equation of motion). On the other hand, these path inte-
grals may also be studied through large-N expansions as
in Valageas (2004). We focus below on the differential form
(45), but the formalism also applies to the integral forms
(54) and (60). Thus, one considers the generating functional
ZN [j, h] defined by
ZN [j, h] =
∫
[dψ][dλ] eN [j.ψ+h.λ−S[ψ,λ]], (66)
and one looks for an expansion over powers of 1/N , taking
eventually N = 1 into the results. As discussed in Valageas
(2004), the large-N expansions may also be derived from a
generalization of the dynamics to N fields ψ(α). This yields
the same results once we deal with the long-wavelength
divergences that constrain which subsets of diagrams need
to be gathered.
The interest of such large-N expansions is to provide
new systematic expansion schemes that may show improved
convergence properties as compared with the standard per-
turbation theory. Besides, it is clear from Eq.(66) that the
symmetries of the system (e.g. invariance through trans-
lations) are automatically conserved at any order. These
methods have been applied to many fields of theoretical
physics, such as quantum field theory (e.g. Zinn-Justin
1989; Berges 2002), statistical physics (e.g. study of growing
interfaces described by the Kardar-Parisi-Zhang equation,
Doherty et al. 1994), and turbulence (e.g. Mou &Weichman
1993). They are closely related at lowest order to the so-
called “mode-coupling approximations” used for critical dy-
namics, liquids, or glassy systems (Bouchaud et al. 1996),
and to the “direct interaction approximation” used for tur-
bulent flows (Kraichnan 1961). Therefore, it is natural to
investigate their application to the cosmological gravita-
tional dynamics described by Eqs.(1)-(3), which are similar
to the Navier-Stokes equations. In some cases (e.g. Berges
2002), it has been found that, whereas the simplest pertur-
bative expansions give rise to secular terms (which grow as
powers of time), the 2PI effective action method derived
from such a large-N method (discussed below in Sect. 4.2)
could achieve a non-secular behavior and display relaxation
processes. Of course, the actual behavior of such schemes
depends on the specific problem. It has already been shown
in Valageas (2007) that, for the case of the gravitational dy-
namics in the expanding Universe, the large-N expansions
indeed show a qualitative improvement over standard per-
turbation theory at one-loop order, as they display bounded
oscillations (for the steepest-descent method) or decaying
oscillations (for the 2PI effective action method) for the re-
sponse functions instead of the secular terms encountered in
the standard perturbative expansion (which gives increas-
ingly large powers of time D(τ)p at higher orders). In this
article, we investigate whether this good behavior extends
to higher orders in the case of the Zeldovich dynamics.
We discuss below both “linear schemes”, such as
the standard perturbation theory or the steepest-descent
method of Sect. 4.1, which involve expansions over lin-
ear two-point functions, and “nonlinear schemes”, such as
the 2PI effective action method of Sect. 4.2, which involve
expansions over nonlinear two-point functions themselves.
By expanding different intermediate quantities or different
equations (derived from the same equation of motion), one
obtains different methods that also correspond to different
partial resummations.
4.1. Steepest-descent method
A first approach to handle the large-N limit of Eq.(66)
is to use a steepest-descent method (also called a semi-
classical or loopwise expansion in the case of usual quantum
field theory with h¯ = 1/N). For auxiliary correlation and
response functions G0 and R0, this yields the equations
(Valageas 2004)
O(x, z).G0(z, y) = 0 (67)
O(x, z).R0(z, y) = δD(x− y) (68)
R0(x, z).O(z, y) = δD(x− y), (69)
whereas the actual correlation and response functions obey
O(x, z).G(z, y) = Σ(x, z).G(z, y) + Π(x, z).RT (z, y) (70)
O(x, z).R(z, y) = δD(x− y) + Σ(x, z).R(z, y) (71)
R(x, z).O(z, y) = δD(x− y) +R(x, z).Σ(z, y) (72)
where the self-energy terms Σ and Π are given at one-loop
order by
Σ(x, y)=4Ks(x;x1, x2)Ks(z; y, z2)R0(x1, z)G0(x2, z2) (73)
Π(x, y)=2Ks(x;x1, x2)Ks(y; y1, y2)G0(x1, y1)G0(x2, y2).(74)
P. Valageas: Using the Zeldovich dynamics to test expansion schemes 7
Note that Eqs.(67)-(72) are exact and that the expansion
over powers of 1/N only enters the expression of the self-
energy (73)-(74). Here we only kept the lowest-order terms
(see Valageas 2004 for the next-order terms). We also took
the limit ηI → −∞ so that terms involving ∆I vanish. The
comparison of Eqs.(67)-(68) with Eqs.(34) shows that the
auxiliary matrices G0 and R0 are actually equal to their
linear counterparts:
G0 = GL, R0 = RL. (75)
Next, substituting G0 and R0 into Eqs.(73)-(74), we obtain
the self-energies at one-loop order. First, we can note that
Σ has the same form (33) as the response R, whereas Π
is symmetric and has the same form (31) as the two-point
correlation G. Then, a simple calculation gives
Σ0(x1, x2) = −ω21θ(η1 − η2)δD(k1 − k2)
×
[
e2η1
(
0 1
0 1
)
+ eη1+η2
(
1 −1
0 0
)]
, (76)
where we define ω1 = ω(k1) as
ω(k) = kσv with σ
2
v =
1
3
〈s2L0〉 =
4π
3
∫ ∞
0
dwPL0(w). (77)
Here σ2v is the variance of the one-dimensional displacement
field sL0 (or of the one-dimensional velocity dispersion up
to a normalization factor). On the other hand, Π is given
at one-loop order by
Π0(x1, x2) = δD(k1 + k2)e
2η1+2η2Π0(k1), (78)
with
Π0(k) = 2
∫
dk1dk2δD(k1 + k2 − k)PL0(k1)PL0(k2)
×
(
π21 π1π2
π1π2 π
2
2
)
(79)
and
π1 =
α(k1,k2) + α(k2,k1)
2
, π2 = β(k1,k2). (80)
Then, the response R and the correlationG can be obtained
by integrating Eqs.(70)-(71).
4.2. The 2PI effective action method
As described in Valageas (2004), a second approach is to
first introduce the double Legendre transform Γ[ψ,G] of
the functional W = lnZ (with respect to both the field ψ
and its two-point correlation G) and next to apply the 1/N
expansion to Γ. This “2PI effective action”method yields
the same equations (70)-(72), and the self-energy shows the
same structure at one-loop order as (73)-(74) where G0 and
R0 are replaced by G and R:
Σ(x, y)=4Ks(x;x1, x2)Ks(z; y, z2)R(x1, z)G(x2, z2) (81)
Π(x, y)=2Ks(x;x1, x2)Ks(y; y1, y2)G(x1, y1)G(x2, y2). (82)
Thus, the direct steepest-descent method yields a series of
linear equations that can be solved directly, whereas the 2PI
effective action method gives a system of nonlinear equa-
tions (through the dependence on G and R of Σ and Π) that
usually must be solved numerically by an iterative scheme.
However, thanks to the Heaviside factors appearing in the
response R and the self-energy Σ, these equations can be
solved directly by integrating forward over the time η1.
4.3. Role of self-energy terms
From Eq.(71) we can see that the self-energy Σ plays the
role of a damping term. Indeed, Eq.(71) has the form
∂R/∂η1 = Σ.R so that large negative values of Σ are as-
sociated with a strong damping of the response function
(Exact details are somewhat more intricate since Eq.(71) is
actually an integro-differential equation.) This agrees with
Eq.(76) which shows that the one-loop self-energy Σ0 be-
comes large and negative at high k as Σ0 ∝ −k2. Thus, the
self-energy Σ encodes the loss of memory associated with
the nonlinear dynamics.
On the other hand, we can see from Eq.(70) that the
self-energy Π is associated with the continuous production
of power due to nonlinear mode couplings. Indeed, we can
see from Eqs.(70)-(72) that the correlation G can also be
written in terms of the response R as
G(x1, x2) = R×GI ×RT +R.Π.RT , (83)
and we let ηI → −∞. The physical meaning of Eq.(83) is
clear. The first term on the right hand side means that the
fluctuations at the initial time ηI are merely transported
forward in time through the response R. This is the only
nonzero term in the linear regime (with R = RL hence G =
GL). The effect of the nonlinear dynamics is to modify the
transport matrix R and to add a second term to the right
hand side of Eq.(83). The latter has the meaning of a source
term that produces fluctuations with two-point correlation
Π(η′1, η
′
2) at the times (η
′
1, η
′
2) that are next transported
forward to later times (η1, η2) by the matrices R(η1, η
′
1)
and RT (η′2, η2).
5. Running with a high-k cutoff
In a recent paper, Matarrese & Pietroni (2007a) introduce
another approach to studying the gravitational dynamics
within the hydrodynamical framework. It is also based on
a path-integral formulation. Although they use the integral
form of the equations of motion, as in Sect. 3.2, we briefly
describe in this section how this method may be applied
to the path integral (45). First, from Eq.(45) we define the
generating functional Z[j, h] as
Z[j, h] =
∫
[dψ][dλ] ej.ψ+h.λ−S[ψ,λ], (84)
where we have introduced the external source h. This allows
us to obtain the correlations of the response field λ through
derivatives with respect to h. Next, following Matarrese &
Pietroni (2007a), we add a high-k cutoff Λ to the linear
power spectrum PL0(k) by changing the kernel ∆I , which
appears in the action S of Eq.(46) as
∆I → ∆Λ = θ(Λ − k1)∆I(x1, x2). (85)
Thus, the Heaviside factor θ(Λ − k1) removes the linear
power at high wavenumbers k1 > Λ, and we recover the
full system in the limit Λ → ∞. Then, the idea proposed
in Matarrese & Pietroni (2007a) is to study the evolution
of the system as a function of the cutoff Λ. Therefore, one
first looks for equations that describe the dependence on
Λ. Second, one derives some approximation for these equa-
tions, for instance by a truncation of some expansion, and
finally solves these approximate equations from Λ = 0 up
to Λ = ∞. First, the dependence on Λ may obviously be
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described through the derivative of Z with respect to Λ,
which reads
∂Z
∂Λ
=
e2ηIPL0(Λ)
2
∫
dkδD(Λ−k)
∑
i,j
δ2Z
δhi(k, ηI)δhj(−k, ηI) .(86)
Next, introducing the generating functional W of the con-
nected correlation functions,
W = lnZ, R(x1, x2) =
δ2W
δj(x1)δh(x2)
∣∣∣∣
j=h=0
, (87)
we obtain from Eq.(86) the evolution of the response R with
the cutoff Λ as
∂R
∂Λ
(x1, x2) =
e2ηIPL0(Λ)
2
∫
dw δD(Λ− w)
×
∑
i,j
δ4W
δhi(w, ηI)δhj(−w, ηI)δj(x1)δh(x2) . (88)
Here we use the property (47): 〈λ〉 = 〈λλ〉 = 0. Next, to
make some progress, one needs to obtain an expression for
the fourth-derivative W (4). Of course, in generic cases this
quantity is not known exactly and one must introduce some
approximations. The usual procedure is to write a diagram-
matic expansion for W , using the path integral expression
(84), and to truncate at some finite order. For the cubic ac-
tion (46), the lowest-order contribution is associated with
the diagram of Fig. 1, which gives
W =
(4)
x
x x
x1
2 3
4
+ . . . 
Fig. 1. The first diagram of the expansion of the fourth deriva-
tive W (4) as in Eq.(89). The big dots are the vertices Ks and
the lines are the two-point functions R or G.
δ4W
δj1δh2δh3δh4
= 〈ψ1λ2λ3λ4〉c
= 12RR(KsRKs)RR+ .. (89)
Using expression (20) of the vertex Ks, this gives:
∂Ri1i2
∂Λ
(k; η1, η2)= 4e
2ηIPL0(Λ)
∫
dw δD(Λ− w)
∫ η1
η2
dη
∫ η
η2
dη′
×Ri1i′1(k; η1, η)Ri′2i2(k; η′, η2)Ri′3i3(w; η, ηI )Ri′4i4(w; η′, ηI)
×Rij(k−w; η, η′)γsi′1;i′3i(w,k −w)γ
s
j;i′2i
′
4
(k,−w). (90)
Following Matarrese & Pietroni (2007a,b), we note that at
lowest-order we may replace the response functions on the
right hand side in Eq.(90) by the linear responses, which
do not depend on Λ since they do not depend on the linear
power spectrum, see Eq.(30). Then, in the limit ηI → −∞,
only the linear growing modes of Ri′
3
i3 and Ri′4i4 give a
non-vanishing contribution:
∂Ri1i2
∂Λ
= 4PL0(Λ)
∫
dw δD(Λ − w)
∫ η1
η2
dη
∫ η
η2
dη′eη+η
′
×RLi1i′1(η1, η)RLi′2i2(η′, η2)RLij(η, η′)
×γsi′1;i′3i(w,k−w)γ
s
j;i′2i
′
4
(k,−w). (91)
Using Eqs.(21)-(22) for the vertices γs we obtain:
∂R
∂Λ
= −4π
3
k2PL0(Λ)
(D1 −D2)2
2
RL. (92)
Starting from the initial condition R(Λ = 0) = RL, this
yields at Λ =∞,
R = RL
[
1− ω
2(D1 −D2)2
2
]
, (93)
which agrees with the usual perturbative result at order PL0
(see Eq.(155) below). The running with Λ of the two-point
correlation G (whence of the nonlinear power spectrum) is
then obtained by taking the derivative with respect to Λ of
Eq.(83) and again using a loopwise expansion for the self-
energy Π. In practice, Matarrese & Pietroni (2007a,b) use
some ansatz for G to derive a linear equation that can be
solved up to Λ =∞. Although they refer to this approach
as a renormalization group method, we can note that it is
somewhat different from the usual renormalization group
techniques. Although considering the evolution with a cut-
off Λ, one does not look for a fixed point of renormalization
group equations that would govern the properties of the
system in some large-scale limit.
Matarrese & Pietroni (2007a,b) notice that, if we pro-
mote the linear response RL on the right hand side of
Eq.(92) to the nonlinear response R, we obtain the response
(133) with a Gaussian decay at high k as the solution of
this linear equation. Note that all the previous steps apply
identically to the case of the gravitational dynamics, where
this procedure again leads to the response (133). In this
case, this expression is no longer exact, but it does show the
expected damping into the nonlinear regime. This remark
suggests that this procedure may provide a very efficient ex-
pansion scheme for the response function. However, this is
somewhat artificial. Indeed, to derive Eq.(92) from Eq.(90),
one makes use of the properties of the linear response to
simplify the right hand side, so that substituting back the
nonlinear response R is somewhat ad-hoc (although it is
correct at lowest-order it makes the procedure not system-
atic). Moreover, it is clear that one can apply the same
procedure to any other scheme that gives an equation of
the form ∂R/∂α = F [PL0, R,G] where α can be any vari-
able among {k, η1, η2,Λ, ..}. (For the large-N expansions of
Sect. 4, it would be η1.) Indeed, at lowest order one can al-
ways simplify F as a linear functional of RL such that one
obtains the exact response (133) by substituting RL → R,
since the right hand side must be consistent at lowest-order
with ∂R/∂α evaluated for the exact response (133). Thus,
the latter satisfies the equation
∂R
∂α
=
[
∂ lnRL
∂α
− 1
2
∂
∂α
(D1 −D2)2ω2
]
R, (94)
which implies that at lowest order one can always write
∂R/∂α = F [PL0, R,G] as[
∂
∂α
− ∂ lnRL
∂α
]
R = −1
2
(
∂
∂α
(D1 −D2)2ω2
)
RL + ... (95)
where the dots stand for higher-order terms over {(D1 −
D2), ω}. For the specific case α = Λ, Eq.(95) leads back to
Eq.(92). For the large-N expansion schemes, Eq.(95) would
be Eq.(71) with α→ η1, the left hand side corresponding to
O.R and the right hand side to Σ.R at lowest order. Then,
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substituting R to RL on the right hand side of Eq.(95), one
recovers Eq.(94) and the nonlinear response (133) with the
Gaussian cutoff. This reasoning also applies to the gravita-
tional dynamics, to which one adds high-k approximations
so that the response (133) (or a variant) still applies; see
also Sect. 9 below. Therefore, recovering the response (133)
in this manner does not imply that the underlying expan-
sion scheme is very efficient. However, Matarrese & Pietroni
(2007b) argue that for the running with Λ it is possible to
derive a stronger justification of this procedure which still
applies at higher orders. Then, for cases where additional
arguments can be obtained, such techniques based on the
evolution of the system with respect to some parameter α
may provide useful alternative expansion schemes. We dis-
cuss this method, based on the dependence of the system
on a high-k cutoff Λ, in Sect. 12 below within the frame-
work of a simple systematic expansion, and we find that
it actually gives similar results to the 2PI effective action
method.
6. Exact two-point functions
For the Zeldovich dynamics, all quantities of interest can be
computed exactly, since we know the solution (10) of the
equations of motion. This makes the Zeldovich dynamics
an interesting test of approximation schemes, since we can
compare their predictions with the exact results. As the
equations of motion in the form (11)-(12) are very similar
to those associated with the exact gravitational dynamics,
we can expect that the behavior of various approximation
schemes will be similar for both dynamics. Therefore, we
compute the exact two-point functions associated with the
Zeldovich dynamics in this section.
6.1. Two-point correlation
As is well known, the two-point correlation G for the
Zeldovich dynamics can be computed exactly from the so-
lution (10) of the equations of motion (e.g. Schneider &
Bartelmann 1995; Taylor & Hamilton 1996). Indeed, start-
ing from the uniform density ρ at t → 0, the conservation
of matter gives, before orbit-crossing,
ρ(x)dx = ρdq whence 1 + δ(x) =
∣∣∣∣det
(
∂x
∂q
)∣∣∣∣
−1
. (96)
This also reads from Eq.(10) as
δ(x, η) =
∫
dq δD[x− q− s(q, η)]− 1, (97)
where s(q, η) = D+(η)sL0(q) is the displacement field.
Note that this expression remains valid after shell cross-
ing: all particles of Lagrangian coordinate q that happen
to be at location x at the time of interest contribute to the
right hand side. In Fourier space we obtain, for k 6= 0,
δ(k) =
∫
dq
(2π)3
e−ik.(q+s). (98)
Therefore, the density-density two-point correlation reads
as
δD(k1 + k2)G11(k1; η1, η2) =∫
dq1dq2
(2π)6
e−i(k1.q1+k2.q2)〈e−i(k1.s1+k2.s2)〉. (99)
Since the displacement field sL0 given by Eq.(25) is
Gaussian, the average in Eq.(99) reads as
〈e−i(k1.s1+k2.s2)〉 = e− 12 〈(k1is1i+k2is2i)(k1js1j+k2js2j)〉, (100)
where we sum over the 3D components i, j = 1, 2, 3. Let us
define the displacement correlation Ψ0:
Ψ0;ij(q1,q2) = 〈sL0;i(q1)sL0;j(q2)〉. (101)
Thanks to statistical homogeneity, it obeys
Ψ0;ij(q1,q2) = Ψ0;ij(q1 − q2), (102)
and from Eq.(25) it is given by
Ψ0;ij(q) =
∫
dk eik.q
kikj
k4
PL0(k). (103)
Then, Eq.(99) writes as
G11(k; η1, η2) =
∫
dq
(2π)3
e−ik.q
× eeη1+η2kikj [Ψ0;ij(q)−cosh(η1−η2)Ψ0;ij(0)]. (104)
Using Eq.(103) this can also be written as
G11(k; η1, η2) =
∫
dq
(2π)3
e−ik.q
× eeη1+η2
∫
dw
(k.w)2
w4
PL0(w)[cos(w.q)−cosh(η1−η2)]. (105)
The integration over angles in the exponent of Eq.(105) can
be performed analytically. Thus, let us define the quantity
I(q;k) by
I(q;k) = kikjΨ0;ij(q) =
∫
dw eiw.q
(k.w)2
w4
PL0(w). (106)
Then, by expanding the exponential over spherical harmon-
ics, we obtain
I(q;k) = k2I0(q) + k
2(1− 3µ2)I2(q), µ = k.q
kq
, (107)
where we introduce
In(q) =
4π
3
∫ ∞
0
dwPL0(w)jn(wq), (108)
and jn is the spherical Bessel function of order n. Note
that the variance σ2v of the one-dimensional displacement
field, defined in Eq.(77), also satisfies σ2v = I0(0). Then,
Eq.(105) reads (using the linear growth factor D = eη as
the time-coordinate) as
G11(k;D1, D2) = e
−D
2
1
+D2
2
2 k
2σ2v
∫
dq
(2π)3
cos(kqµ)
× eD1D2k2[I0+(1−3µ2)I2]. (109)
Following Schneider & Bartelmann (1995), we can perform
the integration over angles by expanding the exponential
and using the property∫ 1
0
dµ cos(kqµ)(1 − µ2)n = n!
(
2
kq
)n
jn(kq). (110)
This gives
G11(k;D1, D2) = e
−D
2
1
+D2
2
2 k
2σ2v
∫ ∞
0
dq q2
2π2
eD1D2k
2(I0−2I2)
×
∞∑
n=0
(
D1D2
6k2I2
kq
)n
jn(kq). (111)
10 P. Valageas: Using the Zeldovich dynamics to test expansion schemes
6.2. Asymptotic behavior
From the explicit expression (109), we can obtain the
asymptotic behavior of the two-point correlation function
in the highly nonlinear regime. Thus, we can formally write
for a power-law linear power spectrum
G11 = e
[D1D2−
D2
1
+D2
2
2 ]k
2σ2v
1
4πk3
F
[
∆2L(k;D1, D2)
]
(112)
with
F (x)=
∫
dq
2π2
cos(qµ)e
x
3
∫
dwwn[j0(qw)−1+(1−3µ2)j2(qw)] (113)
where we make the change of variables q → q/k, w → kw,
for
PL0(k) =
1
4πk30
(
k
k0
)n
, (114)
whence
∆2L(k;D1, D2) = D1D2
(
k
k0
)n+3
. (115)
First, we note that infrared (IR) divergences appear in the
one-dimensional velocity dispersion σ2v (defined in Eq.(77))
for n ≤ −1 at low k, and in the integral over w in
Eq.(113) for n ≤ −3. As is well-known, the IR divergence at
n ≤ −1 should disappear for equal-time statistics (Vishniac
1983; Jain & Bertschinger 1996) because of Galilean in-
variance. This is explicitly checked in Eq.(112) since for
D1 = D2 the prefactor of k
2σ2 vanishes so that the con-
tribution associated with σv cancels out. Thus the equal-
time nonlinear power spectrum is well-defined for n > −3.
Second, we can see that both σ2v and the integral over w
in Eq.(113) diverge if n ≥ −1 at high k. Thus, this UV
divergence remains untamed in the full non-perturbative
result (112). This is a qualitative difference with the true
gravitational dynamics where such UV divergences are ex-
pected to disappear in the exact nonlinear power spectrum
for −3 < n < 1. However, this may require going beyond
the single-stream approximation. Therefore, in the follow-
ing we assume −3 < n < −1. After performing the integral
over w and making a change of variable, we obtain
F (x) = x
3
n+1
2
π
∫ ∞
0
dq q2
∫ 1
0
dµ cos
(
x
1
n+1 qµ
)
×exp
[
−q−n−1π
1/22n−1Γ[(n+ 3)/2]
(−n− 1)Γ[(4− n)/2] [1− (n+ 1)µ
2]
]
,(116)
which shows that F (x) is well-defined for −3 < n < −1
and obeys the asymptotic behavior
F (x) ∼ x 3n+1 for x≫ 1. (117)
Thus, the equal-time power ∆2(k;D) decreases in the
highly nonlinear regime as
∆2(k;D) ∼ ∆2L(k;D)
3
n+1 for ∆2L ≫ 1. (118)
Therefore, if PL0(k) ∼ kn at high k the nonlinear power
decreases as a power law P (k) ∼ k−3+3(n+3)/(n+1) in the
highly nonlinear regime.
6.3. Response function
Using the exact solution (10) we can also compute the exact
response function R. First, we note that, since the velocity
field is decoupled from the density field, we have the simple
exact result:
R21 = 0. (119)
Of course, the linear solution (30) is consistent with
Eq.(119). Next, we can compute the response R12 of the
density to a velocity perturbation as follows. At time η−2 ,
before the velocity perturbation localized at time η2, the lo-
cation and velocity of the particle of Lagrangian coordinate
q are from Eq.(10),
x−2 = q+D2sL0(q), v
−
2 = D˙2sL0(q), (120)
whereas at time η+2 , after the velocity perturbation ζ2(x),
we have:
x+2 = x
−
2 , v
+
2 = v
−
2 − f2H2∇−1x2 .ζ2 (121)
where we have used the definition of ψ2 in Eq.(15).
Therefore, the location of the particle at time η1 > η2 is
x1 = q+D1sL0(q)− D1 −D2
D2
∇−1x2 .ζ2. (122)
The density contrast is again given by expressions of the
form (96)-(98) so that ψ1(k1, η1) = δ(k1, η1) reads for k1 6=
0 as
ψ1(k1, η1) =
∫
dq
(2π)3
e−ik1.[q+D1sL0−
D1−D2
D2
∇−1x2 .ζ2]. (123)
Definition (28) of the response function reads here as
R12(k1, η1;k2, η2) = 〈 δψ1(k1)
δζ2(k2)
∣∣∣∣
ζ2=0
〉. (124)
Then, using the expression
−∇−1x2 .ζ2 =
∫
dk eik.x2 i
k
k2
, ζ2(k) (125)
we obtain from Eq.(123)
R12 =
D1 −D2
D2
k1.k2
k22
∫
dq
(2π)3
ei(k2−k1).q
× 〈e−i(D1k1−D2k2).sL0(q)〉. (126)
Because of homogeneity, the average in Eq.(126) does not
depend on q so that the integral over q yields a Dirac factor
δD(k1 − k2). On the other hand, since sL0 is Gaussian the
average can be easily performed as in Sect. 6.1, which gives
for D1 > D2:
R12(k;D1, D2) =
D1 −D2
D2
e−
1
2 (D1−D2)2k2σ2v (127)
= RL12 e
− 12 (D1−D2)2ω2 , (128)
where RL12 is the linear response from Eq.(30) and we have
introduced ω(k) = kσv as in Eq.(77). The computation of
R11 proceeds along the same lines. A perturbation ζ1(x2)
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of the density field at time η2 does not modify the velocity
field, and we obtain, for k1 6= 0,
ψ1(k1, η1) =
∫
dx2
(2π)3
[
1 + δ(x2, η
+
2 )
]
e−ik1.x1
=
∫
dx2
(2π)3
e−ik1.x1
[∫
dqδD[x2−q−D2sL0(q)] + ζ1(x2)
]
(129)
where we have used Eq.(97) and x1,x2 are the locations
at times η1, η2 of the particle of Lagrangian coordinate q.
This gives
R11 = 〈det
(
∂x2
∂q
)
e−i(D1−D2)k.sL0(q)〉. (130)
Expanding the determinant, we find that most terms cancel
out, and we obtain the simple result:
R11 = RL11 e
− 12 (D1−D2)2ω2 . (131)
In a similar fashion, for R22 we can write:
ψ2(k1, η1) =
∫
dq
(2π)3
det
(
∂x1
∂q
)
e−ik1.x1
∫
dk
k1.k
k2
×
[
D1e
ik.qδL0(k) +
D1
D2
eik.x2ζ2(k)
]
(132)
The computation is slightly more intricate than for R11,
since x1 also depends on ζ2; however, most terms cancel out
and we recover again the same form as in Eqs.(128), (131).
Thus, the exact nonlinear response function is merely given
by
R(k;D1, D2) = RL e
− 12 (D1−D2)2ω2 , (133)
that is, all linear components are multiplied by the same
damping factor. We can see from Eq.(133) that the re-
sponse function only depends on the linear power spec-
trum through the linear velocity dispersion σ2v, and on scale
through ω2 = k2σ2v . This property extends to the self-
energy Σ which is related to R through Eq.(71). This is a
big simplification with respect to the gravitational dynam-
ics, where the response R and the self-energy Σ depend on
the detailed shape of PL0(k), see Valageas (2007). However,
even in that case it appears that the behavior of the re-
sponse function is mostly governed by ω2 = k2σ2v ; see for
instance the analysis in Sect. 5.2 of Valageas (2007). This
also shows that both dynamics share important features.
6.4. Damping self-energy Σ
The self-energy Σ introduced in Sect. 4 is usually obtained
as a series of diagrams from the path integral (66). However,
since we know the exact response function R, we can di-
rectly compute Σ from Eq.(71). From the simple result
(133), we can see that the matrix structure of R, hence of
Σ, is not changed by the nonlinear corrections. Therefore,
from Eq.(76) and Eq.(133), we write the exact self-energy
Σ as
Σ(k;D1, D2) = Σ0 σ[ω(D1 −D2)], (134)
where the matrix Σ0 was obtained in Eq.(76). To generalize
the calculation for future use, we consider a response of the
form
R(k;D1, D2)= RL r(t), t = ω(D1 −D2), r(0) = 1, (135)
where the constraint r(0) = 1 comes from Eq.(29).
Substituting Eqs.(134)-(135) into Eq.(71) yields
r′(t) = −
∫ t
0
dt′ σ(t− t′)r(t′). (136)
The fact that the system (71) can be reduced to Eq.(136)
shows that the scalings (134)-(135) are indeed self-
consistent. Note that the functions r(t) and σ(t) are defined
for t ≥ 0, because of the Heaviside factors θ(η1 − η2) in R
and Σ. Then, introducing the Laplace transform
r˜(s) =
∫ ∞
0
dt e−str(t), (137)
we obtain from Eq.(136)
sr˜(s)− 1 = −σ˜(s)r˜(s). (138)
For the exact nonlinear response (133), we have:
r(t) = e−t
2/2, r˜(s) =
√
π
2
es
2/2erfc
(
s√
2
)
, (139)
which gives
σ˜(s) =
√
2
π
e−s
2/2
erfc(s/
√
2)
− s, (140)
where erfc(x) is the complementary error function:
erfc(x) =
2√
π
∫ ∞
x
dt e−t
2
. (141)
Fig. 2. Left panel: the functions r(t) and σ(t). Right panel: the
function σ(t) multiplied by a factor et
2/2.
On the other hand, if we write the expansion of σ(t)
around t = 0 as
t ≥ 0 : σ(t) =
∞∑
p=0
(−1)pσp t
2p
(2p)!
, (142)
we obtain by substituting into Eq.(136)
σp = (2p+ 1)!!−
p∑
m=1
σp−m(2m− 1)!!, (143)
and the first few coefficients are
σ0 = 1, σ1 = 2, σ2 = 10, σ3 = 74, σ4 = 706, ... (144)
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We note that this series also appears in other problems of
field theory as the number of Feynman diagrams associ-
ated for instance to a cubic complex action with two fields
(Cvitanovic et al. 1978). This is not surprising since in our
case we also have a cubic action (46) with two fields ψ, λ.
We show in Fig. 2 the behavior of the self-energy function
σ(t) computed from the expansion (142). We can see that
it shows a fast decay, together with oscillations (but the
numerical range is too small to check whether the asymp-
totic is of the form e−t
2/2 cos(t)). Thus, the self-energy ex-
hibits a more intricate behavior than the response r(t).
This may explain why path-integral methods based on the
Schwinger-Dyson equation (71) have difficulty reproducing
the response R from simple approximations to Σ, as we
shall see below.
6.5. Self-energy Π
We can also compute the self-energy Π from Eq.(83), which
gives
Π(x1, x2) = (O − Σ).G.(O − Σ)T (145)
using Eqs.(71)-(72). Then, using the exact expressions of
the two-point correlation G and of the self-energy Σ, we
can obtain Π. However, using the exact two-point correla-
tion Gij would give intricate expressions, as the velocity
correlations involve a few prefactors up to order P 8L0 in
front of the exponential of Eq.(105). Here we are mostly
interested in the qualitative behavior of the self-energy Π,
therefore, we use the simple approximation
G ≃ Gˆ with Gˆ ≡ G11
(
1 1
1 1
)
, (146)
where G11 is the exact density-density correlation derived
in Sect. 6.1. The simple form (146) is also consistent with
the linear regime limit (27). Then, expanding the exponen-
tial of Eq.(109), we can write
Gˆ(k;D1, D2) =
∫
dq
(2π)3
e−ik.q
∞∑
n=1
1
n!
I(q;k)n
×Gˆn(k,D1)Gˆn(k,D2)T (147)
where I(q;k) is defined in Eq.(107), and we introduce the
vectors Gˆn defined by
Gˆn(k,D) = e
−ω2D2/2Dn
(
1
1
)
. (148)
In Eq.(147) we use the fact that the term n = 0 does not
contribute to Gˆ(k). Then, the self-energy Πˆ associated with
Gˆ through Eq.(145) reads as
Πˆ(k;D1, D2) =
∫
dq
(2π)3
e−ik.q
∞∑
n=1
1
n!
I(q;k)n
×Πˆn(k,D1)Πˆn(k,D2)T (149)
with
Πˆn(k,D) = (O − Σ).Gˆn = πˆn(k,D)
(
1
1
)
. (150)
Using Eq.(134) we obtain
πˆn(k,D) = (n− 1− ω2D2)Dne−ω
2D2/2
+ω2D2
∫ D
0
dD′σ[ω(D −D′)]D′n−1e−ω2D′2/2. (151)
Then, using Eq.(136) we can check that πˆ1 = 0. Moreover,
if we apply the response R to Πˆ as in Eq.(83), we obtain
obviously from Eq.(150) and Eq.(72)
R.Πˆ.RT =
∫
dq
(2π)3
e−ik.q
∞∑
n=2
1
n!
I(q;k)n
×Gˆn(k,D1)Gˆn(k,D2)T , (152)
and we recover the full two-point correlation Gˆ by noticing
that the term n = 1 in Eq.(147) is equal to R × GI × RT
(with ηI → −∞) in agreement with Eq.(83).
7. Standard perturbative expansions
Fig. 3. The standard perturbative expansion of the response
function over powers of PL0 as in Eq.(155). We only show the
density-density component R11 for clarity. The solid curve RNL
is the exact response (133), whereas curves labeled R(p) are the
expansion of the response function up to order p over PL0. Here
we consider a ΛCDM Universe with “n = −2” normalized as in
Eq.(153), but the results are identical for any CDM cosmology
up to a rescaling of k.
In this section, we describe the usual perturbative ex-
pansion over powers of the linear power spectrum PL0 ap-
plied to the Zeldovich dynamics. In this article we are con-
sidering a ΛCDM universe with Ωm = 0.3,ΩΛ = 0.7,Ωb =
0.046, σ8 = 0.9, a reduced Hubble constant h = 0.7, and
we use the linear power spectrum given by the CAMB
Boltzmann code (Lewis et al. 2000). This gives at z = 0
for a smooth linear power spectrum taken from Eisenstein
& Hu (1998):
∆2L0(k0) = 1, ω(k0) = 1.3, for k0 = 0.21hMpc
−1. (153)
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However, until Sect. 13 where we focus on weakly nonlinear
scales and baryonic acoustic oscillations, we use a power-
law linear power spectrum (114) with n = −2 (except in
Sect. 10), normalized as in Eq.(153):
n = −2 : ∆2L0(k) = k/k0, (154)
where k0 is given in Eq.(153). This is not important for the
response function R, which only depends on ω(k) = kσv,
whatever the linear power spectrum, but this will allow us
to simplify the analysis for the nonlinear two-point cor-
relation G. First, we consider the response function R.
Expanding Eq.(133) over powers of PL0 is equivalent to
expanding over powers of ω2, since ω2 ∝ PL0 from Eq.(77).
Therefore, the response function R(p) expanded up to order
P pL0 is:
R(p)(k;D1, D2) = RL
p∑
m=0
(−1)m
m!
[
ω2
2
(D1 −D2)2
]m
.(155)
This expansion converges absolutely at all times and on
all scales, but the convergence is not uniform. Thus, the
convergence rate is very slow for ω(D1 − D2) >∼ 1 and for
any finite order R(p) grows without bound at large times or
wavenumbers instead of decreasing. From Eq.(155) we can
see that in order to obtain a reliable prediction at a given
scale we need to go at least up to order p ∼ ω2(D1 −D2)2.
We display the first few terms in Fig. 3, which clearly shows
that increasing the order p improves the agreement with
the exact result on weakly nonlinear scales but worsens the
prediction in the highly nonlinear regime.
Fig. 4. The standard perturbative expansion of the two-point
correlation over powers of PL0 from Eq.(158). We only show
the density-density equal-time logarithmic power ∆2(k;D) at
redshift z = 0, for the case n = −2. The solid curve ∆2NL is the
exact power from Eqs.(156)-(157), whereas curves labeled ∆2(p)
are the expansion up to order p+1 over PL0. Higher-order terms
grow as kp+1 at high wavenumbers. The perturbative expansion
diverges beyond the vertical dotted line, for k > 0.53hMpc−1 .
Next, we turn to the standard perturbative expansion
of the two-point density-density correlation G11. For illus-
trative purposes we consider the power-law linear power
spectrum (154). In this case we can perform the integrals
in Eq.(116) and for the equal-time nonlinear power we ob-
tain:
∆2 = F (∆2L) with F (x) = xF˜ (xπ/8) (156)
and
F˜ (y)=
1
(1 + y2)2
+
3y(1 +
√
1 + y2)Arctan y√
2+y2+2
√
1+y2
4(1 + y2)5/2
√
2 + y2 + 2
√
1 + y2
+
3y(−1 +
√
1 + y2)Arctan y√
2+y2−2
√
1+y2
4(1 + y2)5/2
√
2 + y2 − 2
√
1 + y2
. (157)
Note that the last two terms have not been correctly written
in Taylor & Hamilton (1996). The expansion over powers
of PL0 corresponds to the expansion of F (x) over powers of
x, and we obtain
∆2 = ∆2L +
3π2
64
∆4L −
π2
32
∆6L −
15π4
8192
∆8L + ... (158)
Contrary to the response function, we can see from Eq.(157)
that this expansion diverges for ∆2L > 8/π. Therefore,
one cannot describe nonlinear scales from this perturbative
expansion, and going to higher orders only improves the
predictions for weakly nonlinear scales where ∆2L < 8/π.
We can see from Eqs.(113)-(116) that the radius of con-
vergence of the perturbative series is zero for n < −2.
(Since at large q we encounter an integrand of the form∫
dqe−xq
−n−1
, which gives rise to a singularity at x < 0.)
For a ΛCDM cosmology, the slope of the linear power spec-
trum goes to n = 1 on large scales; therefore the pertur-
bative series should always converge. However, on small
scales where n ≤ −2 the perturbative expansion is likely
to be useless (except for the quasi-linear regime) since the
series only converges because of the behavior of the lin-
ear power spectrum on unrelated large scales. We compare
the first few terms ∆2(p) of this perturbative expansion
with the exact nonlinear power in Fig. 4. In agreement
with the analysis above, we can check that the perturba-
tive predictions provide a good match on quasi-linear scales
∆2L ≪ 8/π, k ≪ 0.53hMpc−1 and becomes useless deeper
into the nonlinear regime.
Crocce & Scoccimarro (2006a) notice that instead of the
standard perturbative expansion (158), one could keep the
exponential factor e−(D
2
1+D2)
2ω2/2 in expression (109) and
only expand the last exponential eD1D2I . In this fashion,
all terms of the new series are positive and damped by the
exponential factor at small scales, which gives a seemingly
better behaved expansion. We display the results we obtain
for the case n = −2 in Fig. 5, when we consider the series
∆2 = e−D
2ω2
[
eD
2ω2F (∆2L)
]
= e−D
2ω2
[
∆2L +
(
3π2
64
∆4L +D
2ω2∆2L
)
+ ...
]
(159)
where we use the normalization of Eq.(153) for ω(k). Of
course, for a power-law linear power spectrum, we actually
have ω = ∞, but Eq.(159) describes a CDM-like power
spectrum, such that n = −2 on the weakly nonlinear scales
of interest and ω is made finite and normalized to Eq.(153)
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Fig. 5. The perturbative expansion of the two-point correlation
over powers of PL0 from Eq.(159) where we keep the exponen-
tial factor e−D
2ω2 apart. The solid curve ∆2NL is the exact power
from Eqs.(156)-(157), whereas curves labeled ∆2(p) are the ex-
pansion up to order p+1 over PL0. All terms decay as e
−D2σ2vk
2
at high k. The perturbative expansion again diverges beyond
the vertical dotted line, for k > 0.53hMpc−1 .
through IR and UV cutoffs. Fig. 5 shows that indeed the
terms at each order over PL0 are positive, and the series
looks better behaved. However, it is clear that the series still
diverges beyond k ≃ 0.53hMpc−1 as for (158). Moreover,
we note that increasing ω(k0) (by moving the IR and UV
cutoffs) would move the Gaussian cutoff towards smaller k
and would worsen the agreement with the exact nonlinear
power. In fact, for general power-spectra where the linear
velocity dispersion σ2v is not necessarily governed by the
weakly nonlinear scales of interest, the rewriting associated
with Eq.(159) does not always improve the agreement with
the exact power. Power-law linear power spectra are a clear
example of such cases, since ω = ∞ so that the expansion
(159) is not well-defined (unless one absorbs IR divergences
into a renormalized σv
1), even though the equal-time power
remains finite, and the usual perturbative expansion (158)
is well-defined. Note that the expansion schemes based on
Eq.(83), through path-integral or diagrammatic methods,
do not exactly correspond to the expansion (159). Although
the first term R×GI ×RT may exhibit the factor e−D2ω2 ,
this is no longer true for the second term (because of the
integrations over time in R.Π.RT ), as shown by the discus-
sion in Sect. 8.3. We note, however, that since the response
function R also involves the quantity ω we can expect such
schemes to fail in cases where the velocity dispersion σ2v is
governed by scales that are very far from those of interest.
1 The procedure (159) could be modified to apply to cases such
as n = −2 without any IR cutoff, as the exact expression (112)
shows that the IR divergences are fully absorbed into ω = kσv.
Then, by splitting all IR-divergent integrals into a σv part and
a finite part and using a given value for σv, one obtains finite
expansions. The value of σv is irrelevant for exact equal-time
statistics (but would remain in approximate quantities obtained
as in Eq.(159) by truncation at some order).
8. Direct steepest-descent method
8.1. Response R and damping self-energy Σ
Fig. 6. The expansion of the response function defined by the
direct steepest-descent method, from Eq.(162). We only show
the density-density component R11 for clarity. The solid curve
RNL is the exact response (133), whereas curves labeled R
(p) are
the expansion of the response function up to order p.
We now investigate the properties of the steepest-
descent method described in Sect. 4.1. We first consider the
damping self-energy Σ and the response R. The self-energy
Σ can be obtained at one-loop order from Eq.(73), which
gives Eq.(76), and at higher orders by including higher-
order diagrams. However, for the Zeldovich dynamics, it
can be directly obtained from the exact expression derived
in Sect. 6.4. From Eq.(134) it is clear that series (142) cor-
responds to the perturbative expansion of the self-energy Σ
over powers of PL0 (through powers of ω
2). The one-loop
result (76) simply corresponds to the first term σ(1)(t) = σ0
(whereas the linear regime corresponds to σ = 0) because
of the prefactor ω2 in Σ0 defined in Eq.(76). In this fashion
we obtain the self-energy Σ up to order p as
Σ(p) = Σ0 σ
(p) = Σ0
p−1∑
m=0
(−1)mσm [ω(D1 −D2)]
2m
(2m)!
. (160)
This in turn determines the response function through the
steepest-descent method described in Sect. 4.1 as
R(p)(k;D1, D2) = RL r
(p)[ω(D1 −D2)], (161)
where r(p)(t) is obtained from σ(p)(t) through Eq.(136).
From Eq.(138) this gives
r˜(p)(s) =
s2p−1
s2p +
∑p−1
m=0(−1)mσms2(p−1−m)
. (162)
For the first few terms this gives
r(0) = 1, r(1) = cos t, r(2) =
1
3
cosh t+
2
3
cos
√
2t. (163)
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Indeed, the perturbative expansion of the self-energy Σ
gives σ(t) as a series over powers of t, whence σ˜(s) as a
series over powers of 1/s. This yields a rational function
for r˜(p)(s) and a sum of exponentials for r(p)(t). At or-
der p = 1, the arguments of the exponentials are imagi-
nary (they are given by the roots of the denominator of
r˜(p)(s)), but real parts appear at order p = 2, 3 (and pre-
sumably at higher orders). Since the denominator is even,
see Eq.(162), the roots appear by pairs ±si so that both de-
caying and growing exponentials appear. Therefore, the di-
rect steepest-descent method cannot reproduce the decay of
the response function at large t (i.e. in the highly nonlinear
regime). Of course, at a given order p, the response r(p)(t)
agrees with the expansion of the exact response (155) up to
order t2p. We display the first few terms R(p) in Fig. 6. The
behavior is actually rather close to the standard perturba-
tive expansion shown in Fig. 3, as the higher orders slowly
improve the agreements over weakly nonlinear scales but
explode increasingly fast into the highly nonlinear regime
(but their amplitude grows even faster as exponentials in-
stead of power laws).
8.2. Pade´ approximants
Fig. 7. The expansion of the response function defined by the
Pade´ approximants from Eqs.(171). At each order, one obtains
a sum of cosines, with an offset for even p.
The remarks above suggest that we may improve the
expansion (162) by looking for a Pade´ approximant to the
rational function r˜(p)(s), which has the same expansion over
1/s up to 1/s2p+1. In fact, since we know the exact response
function, we can directly obtain the series of Pade´ approx-
imants from Eq.(139). First, from the expansion of e−t
2/2
at t = 0, we obtain formally the expansion of r˜(s) over 1/s
as
r˜(s) =
∞∑
p=0
(−1)p (2p− 1)!! s−2p−1. (164)
Note that this only provides an asymptotic series for r˜(s) in
the limit s→∞. Here it is convenient to make the change
of variable y = 2/s2 and to define r¯(y) by
r˜(s) =
1
s
r¯(y = 2/s2), r¯(y) =
∞∑
p=0
(−1)p r¯p yp. (165)
From Eq.(164) we obtain for the coefficients r¯p
r¯p =
(2p− 1)!!
2p
=
Γ[p+ 1/2]√
π
=
∫ ∞
0
dt√
πt
e−t tp. (166)
This shows that the expansion (165) is a Stieltjes series
since the coefficients r¯p are the moments of a real positive
function defined over t ≥ 0 (here of the function e−t/√πt),
see Bender & Orszag (1978). Since Carleman’s condition
is fulfilled,
∑
r¯
−1/2p
p = ∞, the function r¯(y) is uniquely
determined by its asymptotic expansion (165), which can
be resummed as
r¯(y) =
∫ ∞
0
dt
1 + yt
e−t√
πt
. (167)
Then, all coefficients of the continued-fraction representa-
tion of r¯(y) are nonnegative, and both Pade´ sequences P pp
and P pp+1 converge monotonically to r¯(y) as
P 01 (y) ≤ P 12 (y) ≤ P 23 (y) ≤ ... ≤ r¯(y) (168)
r¯(y) ≤ .. ≤ P 22 (y) ≤ P 11 (y) ≤ P 00 (y) (169)
and
r¯(y) = lim
p→∞
P pp+1(y) = limp→∞
P pp (y). (170)
By contrast, the usual perturbative expansion (155), which
is associated with expansion (164), amounts to approxi-
mate r¯(y) by a polynomial, that is, by the sequence P p0 (y),
whereas the steepest-descent method (162) amounts to ap-
proximate 1/r¯(y) by a polynomial, that is, r¯(y) by the se-
quence P 0p (y). As we have seen above, these two sequences
do not converge very well since they give a response r(p)(t)
that grows without bound for t → ∞. On the other hand,
the sequence associated with (170) gives
r¯(0)(y) = P 00 = 1, r¯
(1)(y) = P 01 =
1
1 + y/2
,
r¯(2)(y) = P 11 =
1 + y
1 + 3y/2
, ... (171)
The first two terms give the same results r(0) and r(1) as
Eq.(163) but the next two terms give:
r(2)(t) =
2
3
+
1
3
cos
√
3t, (172)
r(3)(t) =
√
6 + 2
2
√
6
cos
√
3−
√
6 t
+
√
6− 2
2
√
6
cos
√
3 +
√
6 t, (173)
which do not grow exponentially at large t any more.
Because both the sequences P pp and P
p
p+1 and r¯(y) are
Stieltjes functions, they are analytic in the cut plane
| arg(y)| < π, and all poles of the Pade´ approximants P pp
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and P pp+1 lie on the negative real axis (Bender & Orszag
1978). Therefore, Eq.(165) shows that all poles of the as-
sociated rational function r˜(p)(s) lie on the imaginary axis
and appear by pairs ±isj together with a pole at s = 0
for even p. Then, the response factor r(p)(t) is a sum of
cosines cos(sjt) plus a constant for even p, in agreement
with Eqs.(172)-(173). This is a clear improvement over the
standard expansion (155) and the direct steepest-descent
expansion (162)-(163). However, even this expansion can-
not recover the Gaussian decay e−t
2/2, which is replaced
by fast oscillations. Nevertheless, this gives rise to an effec-
tive damping (for odd p) once the response function is inte-
grated with some weight function. We compare the first few
terms to the exact nonlinear response in Fig. 7. Of course,
we recover the same agreement at low k as with the other
expansions displayed in Figs. 3 and 6, but as explained
above, the response remains bounded at high k with fast
oscillations.
8.3. Correlation G and self-energy Π
We now consider the predictions of the direct steepest-
descent method for the two-point correlation G and self-
energy Π. As in Sect. 7, we consider the case of a power-
law linear power spectrum n = −2, which simplifies the
calculations, since integrals over wavenumber k have al-
ready been performed following Eqs.(156)-(157). Moreover,
as in Eq.(159) and Fig. 5, we consider a finite linear ve-
locity dispersion ω(k) = kσv normalized in Eq.(153). As in
Sect. 6.5, in order to simplify the computations, we approx-
imate the matrix form of the correlation Gij by Eq.(146).
Thus, we keep the exact nonlinear, density-density correla-
tion G11, and make approximation Gij = G11 for all {i, j}.
Using Eq.(112) and expanding the exponential eD1D2ω
2
and
F (x), we write G11 as
G11=
1
4πk3
∞∑
p,m=0
Fp
p!m!
∆2pL0ω
2m(D1D2)
p+me−
D2
1
+D2
2
2 ω
2
(174)
where Fp is the p-th derivative of F (x) at x = 0:
F (x) =
∞∑
p=0
Fp
p!
xp. (175)
The first few coefficients Fp are given in Eq.(158). Note,
however, that for the case n = −2, the Taylor series (175)
diverges for x > 8/π as seen in Sect. 7. Then, we can write
the matrix two-point correlation Gˆ as
Gˆ =
1
4πk3
∑
p,m
Fp
p!m!
∆2pL0ω
2mGˆp+m(D1)Gˆp+m(D2)
T , (176)
where the vectors Gˆn have been defined in Eq.(148). Thus,
as compared with Eq.(147), the use of a power-law linear
power spectrum has simply replaced the integral over q by
a discrete sum. Then Eqs.(149)-(152) still apply, once we
replace the integral over q by this discrete sum. We now
need to compute the functions πˆn(D) defined in Eq.(151).
Using the expansion (142), we can perform the integrations
over D′ and obtain
πˆn(D) = (n− 1)Dn +Dn
∞∑
m=0
(−1)m
m!
(
ω2D2
2
)m+1
×
[
− n− 1
m+ 1
− 2 + m! 2
m+1
(n+ 2m)!
m∑
ℓ=0
σm−ℓ
(n+ 2ℓ− 1)!
ℓ! 2ℓ
]
(177)
Of course, from Eq.(143) we can check that πˆ1 = 0, in
agreement with the result already obtained in Sect. 6.5.
Substituting Eq.(177) into the analog of Eq.(149), which
reads here (as Eq.(176) for Gˆ) as
Πˆ =
1
4πk3
∑
p,m
Fp
p!m!
∆2pL0ω
2mΠˆp+m(D1)Πˆp+m(D2)
T , (178)
we obtain the self-energy Πˆ up to order P p+1L0 as
Πˆ(p)(k;D1, D2) =
1
4πk3
p∑
n=1
Πˆn(k;D1, D2)
(
1 1
1 1
)
, (179)
where Πˆn ∝ Pn+1L0 and the first few terms are
Πˆ1 = ∆
2
L
(
3π2
64
∆2L + ω1ω2
)
(180)
Πˆ2 = −∆2L(ω21 + ω22)
(
3π2
64
∆2L + ω1ω2
)
+∆2L
(
−π
2
8
∆4L +
3π2
16
∆2Lω1ω2 + 2ω
2
1ω
2
2
)
(181)
where we have introduced (we recall that ∆2L = D1D2∆
2
L0)
ω1 = D1ω(k) = D1kσv, ω2 = D2ω(k). (182)
As for the standard perturbative expansion (158) applied
to the correlation function G, the series expansion (179)
for the self-energy Πˆ gives higher-order terms that grow in-
creasingly fast into the highly nonlinear regime. Moreover,
we can expect that it diverges at equal times for ∆2L > 8/π
as for G.
Fig. 8. The expansion of the two-point correlation defined by
the direct steepest-descent method, from Eq.(179). Higher-order
terms display an exponential growth at high k for p ≥ 2.
Then, the direct-steepest descent method prediction at
order p is obtained by applying Eq.(83) using the response
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Fig. 9. The expansion of the two-point correlation defined by
the direct steepest-descent method, from Eq.(179), but using
the Pade´ approximants (172)-(173) for the response function.
Higher-order terms display a power-law growth at high k.
Fig. 10. The expansion of the two-point correlation defined by
the direct steepest-descent method, from Eq.(179), but using
the exact response function (133). Higher-order terms display a
power-law growth at high k.
R(p) and the self-energy Πˆ(p) at that order. Note that this
expansion does not have the form of a standard perturba-
tive expansion such as Eqs.(158) or (159), since all terms in
the series get modified as we go to higher orders, because
the response R(p) has a different functional form, see (163).
At linear order p = 0 we have Π = 0 and ∆2(0) = ∆2L. At
first order p = 1, we obtain from Eq.(163)
∆2(1)(k;D1, D2) = ∆
2
L cos(ω1) cos(ω2)
+∆2L
(
3π2
64
∆2L + ω1ω2
)
sin(ω1) sin(ω2)
ω1ω2
. (183)
Of course, if we expand Eq.(183) over powers of ω, we re-
cover the usual perturbative result, and at equal time we re-
cover Eq.(158) up to order ∆4L. Moreover, we already know
that at equal times D1 = D2, all terms ω must cancel out
up to order P p+1L0 because the exact power (156) does not
depend on ω. This is a general result that does not de-
pend on the shape of the linear power spectrum and can
be seen from Eq.(105). This is related to the cancellation of
IR divergences recalled in Sect. 6.2 associated with Galilean
invariance. In a similar fashion, at order p = 2, we obtain
from Eq.(163)
∆2(2) = ∆2Lr
(2)
1 r
(2)
2 +∆
2
L
(
3π2
64
∆2L + ω1ω2
)
r
(2;1)
1 r
(2;1)
2
−∆2L
(
3π2
64
∆2L + ω1ω2
)(
ω21r
(2;3)
1 r
(2;1)
2 + ω
2
2r
(2;1)
1 r
(2;3)
2
)
+∆2L
(
−π
2
8
∆4L+
3π2
16
∆2Lω1ω2+2ω
2
1ω
2
2
)
r
(2;2)
1 r
(2;2)
2 (184)
where we have defined (ℓ ≥ 1)
r
(p)
i = r
(p)(ωi), r
(p;ℓ)
i =
∫ 1
0
dt tℓ−1 r(p)[ωi(1− t)]. (185)
We display our results for the first few terms in Fig. 8.
We can see that the exponential terms associated with the
response function (see Eq.(163)) make the higher-order ap-
proximations grow exponentially at high k (for p ≥ 2). This
very strong growth makes the series of little practical value
for p ≥ 2, where the convergence is not better than for
the standard perturbative expansion displayed in Fig. 4.
We note that the equal-time power can become negative at
high k, whereas both Π and G should be positive matrices
from Eq.(83), which implies that the components Gii and
Πii are positive at equal times. This failure comes from the
truncation of the self-energy Πˆ in Eq.(179), which breaks
the positivity of Πˆ. Indeed, from Eq.(181) and the scalings
∆2L ∝ k and ω ∝ k, we see that Πˆ2 ∼ −3π2/32∆4Lω2 at
high k.
We show in Fig. 9 the results obtained from the expan-
sion (179) for the self-energy Πˆ but using the Pade´ approx-
imants (172)-(173) for the response function. The higher-
order terms no longer grow as exponentials at high k but as
power laws, since the response functions only contain con-
stants and cosines instead of exponentials. However, this is
not sufficient for significantly improving the convergence of
the series to the exact nonlinear power ∆2.
Finally, we show in Fig. 10 the results obtained from the
expansion (179) for the self-energy Πˆ when we use the exact
response function (133). Note that in this case the lowest-
order approximation ∆2(0) is equal to the linear power mul-
tiplied by a Gaussian damping factor. It is actually equal to
the first term of Eq.(159). Higher-order terms do not exhibit
such a Gaussian damping because of the time-integrals in-
volved in the last term of Eq.(83). Indeed, expansion (179)
yields power laws over D1, D2, which gives enough power
generated at all times to build large density fluctuations
into the nonlinear regime. We can see from Fig. 10 that
using the exact response function is not enough to signif-
icantly improve the convergence of the series obtained for
the matter power spectrum. Therefore, it appears that to
improve the results one should use other expansion schemes
for the self-energy Πˆ: improving the response function alone
does not help much.
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8.4. Using a Gaussian decay for the self-energy Π
Fig. 11. The expansion of the two-point correlation from
Eq.(186), using the exact response function (133) and the ex-
pansion (186) with Gaussian factors for the self-energy Πˆ. All
terms display a Gaussian decay at high k.
The previous discussion and the results obtained from
expansion (159), shown in Fig. 5, suggest that it may be
useful to factor out a Gaussian term of the form e−D
2ω2
from the self-energy Π. Therefore, we now replace expan-
sion (179) by
Πˆ(k;D1, D2) =
e−(ω
2
1+ω
2
2)/2
4πk3
∞∑
n=1
Πˆn(k;D1, D2)
(
1 1
1 1
)
(186)
where Πˆn is again of order P
n+1
L0 and ωi = Diω as in
Eq.(182). This expansion can be obtained as in Sect. 8.3
or it can be derived from the expansion (179) by mul-
tiplying by a factor e(ω
2
1+ω
2
2)/2 and again expanding over
powers of PL0. We display in Fig. 11 the results obtained
from Eq.(186) using the exact response function (133) that
also shows a Gaussian decay at high k. Of course, because
of the Gaussian damping factor introduced in Eq.(186) all
terms decay as e−k
2σ2v at high k and the expansion looks
better behaved than the one displayed in Fig. 10. Besides,
the approximation obtained at a given order seems to pro-
vide good accuracy over a slightly wider range than in both
Figs. 10 and 5. Thus, decomposing the two-point correlation
in terms of response function and self-energy as in Eq.(83)
and using a Gaussian decay ansatz at high k appears to
be a good scheme. However, this is somewhat artificial (see
Sect. 9).
As explained in Sect. 9 below, the Gaussian damping
factors e−D
2k2σ2v/2 merely correspond to the linear displace-
ment field that moves the location of large-scale structures
between different times. However, this process does not af-
fect the matter clustering, and in particular the linear veloc-
ity variance σv can show IR divergences for n ≤ −1, which
cancel out for equal-time statistics (Vishniac 1983; Jain &
Fig. 12. The expansion of the two-point correlation from
Eq.(187), using the exact response function (133) and the ex-
pansion (187) with Gaussian factors for the self-energy Πˆ. This
Gaussian factor only damps the contributions at different times,
and high-order terms display a power-law growth at high k.
Bertschinger 1996). This suggests that it would make more
sense to factor out a Gaussian factor of the form
Πˆ(k;D1, D2) =
e−(ω1−ω2)
2/2
4πk3
∞∑
n=1
Πˆn(k;D1, D2)
(
1 1
1 1
)
,(187)
which is equal to unity at equal times. This also agrees with
the functional form of the exact two-point function (112)
and of the simple approximation (199) below. We show the
results of the expansion (187) in Fig. 12, again using the ex-
act response function (133). The high-order terms now grow
as power laws at high k for the equal-time power (clearly
they would still decay as a Gaussian for unequal times), but
the expansion does not fare better than the straightforward
expansion obtained from Eq.(179) displayed in Fig. 10.
This shows that using a reasonable Gaussian decay ansatz
(which must disappear at equal times) is not sufficient to
bring a significant improvement over previous expansions.
9. High-k limit ?
To improve the behavior of expansion schemes, Crocce &
Scoccimarro (2006b) suggest using a response function that
matches both the low-t behavior (obtained by perturbative
expansions) and the Gaussian decay at high t. Indeed, for
the case of the gravitational dynamics where the exact re-
sponse R is not known, one can still obtain the low-t be-
havior by perturbative expansions, such as those described
above, by summing over higher-loop diagrams; see Crocce
& Scoccimarro (2006a) and Valageas (2007). On the other
hand, Crocce & Scoccimarro (2006b) manage to resum a
subset of diagrams in the high-k limit, which gives rise to
the same Gaussian decay e−t
2/2 as for the Zeldovich dy-
namics. Then, one may hope that by using a “fit” for the
response function that closely follows the expected behav-
ior, one has done half the work needed to obtain a good
prescription for the matter power spectrum, and all that is
left is to use a good recipe for the self-energy Π. In fact, we
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have shown in Sect. 8.3 and Fig. 10 that this is not so sim-
ple, because even using the exact response R is not enough
to improve the predictions for the power spectrum if we use
a simple expansion over powers of PL0 for the self-energy
Π, as in Eq.(179). Moreover, as shown in Sect. 8.4 using
such a Gaussian cutoff for Π is not sufficient either.
1 1 2
1
4
Fig. 13. The expansion of the nonlinear field ψ over the linear
growing mode ψL from Eq.(51), up to order ψ
4
L. The filled circles
are the vertex K˜s, whereas the white circles are the linear input
ψL. The numbers are the multiplicity factor associated with each
diagram.
Nevertheless, this section revisits the approximate re-
summation performed in Crocce & Scoccimarro (2006b) to
clarify its meaning and its shortcomings. Let us start from
the general integral equation of motion (51). This equation
can be solved perturbatively as an expansion over powers
of ψL of the form
ψ = ψL + K˜sψ
2
L + 2K˜
2
sψ
3
L + 5K˜
3
sψ
4
L + ... (188)
which can also be written in a diagrammatic manner, see
Crocce & Scoccimarro (2006a) and Valageas (2001), as
shown in Fig. 13. In the high-k limit, one assumes that
all wavenumbers wi associated with the linear fields ψL are
much smaller than k except for one field (because of the
conservation of momentum associated with the Dirac fac-
tor δD(k1 + k2 − k) in the vertex Ks, see Eq.(20)). This
assumes that the power is generated over some finite range
of wavenumbers (i.e. the dynamics is not governed by an
extended UV tail). Crocce & Scoccimarro (2006b) assume
that the dominant contribution is provided by the diagrams
shown in Fig.14 where all low-wi fields ψL(wi) are directly
connected to the “principal path” that joins the only one
high-k field ψL to the root of the diagram. The idea is
that in such diagrams the “principal path” only interacts
with other fields ψL(wi), which are pure linear growing
modes, as they have not already suffered nonlinear interac-
tions through the coupling vertex K˜s. Then, these diagrams
should maximize the cross-correlations since nonlinear in-
teractions are expected to erase the memory of initial con-
ditions. Therefore, the response function R may be domi-
nated by these diagrams in the high-k limit.
On the other hand, the diagrams of Fig.14 are actually
generated by the equation of motion
ψˆ(x) = ψL(x) + 2K˜s(x;x1, x2).ψ
<
L (x1)ψˆ(x2), (189)
where ψ<L (x1) is the linear growing mode restricted to low
wavenumbers w1 ≪ k (the factor 2 comes from the fact that
k k’ k k’ k k’k
w w w w w w1 1 2 1 2 3
....
Fig. 14. The diagrams assumed to dominate in the high-k limit.
We have k′ ≃ k, and all intermediate wavenumbers wi are much
smaller than k.
we can associate ψ<L to either x1 or x2 in Eq.(51)), and we
noted by a hat the approximate field ψˆ obtained with this
high-k limit. Note that ψL(x) and ψ
<
L (x1) are independent
Gaussian fields (since w1 6= k) and Eq.(189) is now a linear
equation for the field ψˆ. Indeed, we can check that, by solv-
ing Eq.(189) as a perturbative series over powers of ψL, we
recover the diagrams of Fig.14. In other words, by keeping
only the diagrams of Fig.14 we have actually approximated
the nonlinear equation of motion (51) by the linear equa-
tion of motion (189). Next, following Crocce & Scoccimarro
(2006b) we note that the vertices γs of Eqs.(21)-(22) satisfy
at the high-k limit,
k
w
≫ 1:
∑
m
γsi;mj(w,k)ψ
<
Lm(w, η
′) ≃ δi,j k.w
2w2
eη
′
δL0(w),(190)
where we have only kept the terms of order k/w and ne-
glected terms of order 1, w/k, ... At this level, we can also
replace the Dirac factor δD(w + k
′ − k) by δD(k′ − k) in
the vertex Ks, and using the second Eq.(52) and Eq.(20),
we can write Eq.(189) as
δˆ(k, η) = eηδL0(k)+
∫
dw
k.w
w2
δL0(w)e
η
∫ η
ηI
dη′δˆ(k, η′),(191)
where we use the fact that ψL is also the linear growing
mode. Here we consider the case where the initial conditions
are set up at a finite time ηI as in Sect. 3.2.2. This linear
equation can be solved through the expansion
δˆ(k, η) = eηδL0(k) + e
ηδL0(k)
∞∑
p=1
p∏
j=1
∫
dwj
k.wj
w2j
δL0(wj)
×
∫ η
ηI
dη1e
η1
∫ η1
ηI
dη2e
η2 ..
∫ ηp−1
ηI
dηpe
ηp , (192)
which can be resummed as:
δˆ(k, D) = DδL0(k) e
(D−DI )
∫
dw k.w
w2
δL0(w), (193)
where we use the time-coordinate D = eη. Let us recall
that δL0(k) and δL0(w) must be treated as independent
Gaussian variables in Eq.(193). Then, if we define a re-
sponse RˆI(k, η;k
′) in a fashion similar to Eq.(63) by
RˆI(k, η;k
′) = 〈 Dδˆ(k, η)DδLI(k′) 〉 =
1
DI
〈 Dδˆ(k, η)DδL0(k′) 〉, (194)
where D is the functional derivative, we obtain
RˆI = δD(k− k′) D
DI
〈e(D−DI)
∫
dw k.w
w2
δL0(w)〉
= δD(k− k′) D
DI
e−
1
2 (D−DI )2k2σ2v . (195)
20 P. Valageas: Using the Zeldovich dynamics to test expansion schemes
Thus we recover the exact Gaussian decay at high k ob-
tained by Crocce & Scoccimarro (2006b). Note that since
we have restricted the initial conditions to the linear grow-
ing mode in Eq.(191), the response RˆI of Eq.(194) actually
corresponds to the sum R˜11+R˜12 of the components of the
response defined in Eq.(63). The advantage of this formu-
lation is that one may see more clearly through Eqs.(189)-
(193) the meaning of the assumptions involved in this high-
k limit. In particular, it is interesting to compare Eq.(193)
with the exact result (98), which reads as
δ(k, D) =
∫
dq
(2π)3
e−ik.q eD
∫
dw eiw.q k.w
w2
δL0(w). (196)
Then, if we assume that we can split the integral over w
into low and high wavenumber parts w < Λ and w > Λ,
such that most of the power is associated with w < Λ and
the high-wavenumber contribution is small, we can expand
the exponential over this high-wavenumber part as
δ(k, D) =
∫
dq
(2π)3
e−ik.q eD
∫
w<Λ
dw eiw.q k.w
w2
δL0(w)
×
[
1 +D
∫
w′>Λ
dw′ eiw
′.qk.w
′
w′2
δL0(w
′) + ..
]
. (197)
Next, if we assume that this expression is dominated by
q ∼ 1/k, we can neglect the factor eiw.q in the exponent in
the high-k limit k ≫ Λ. Then the integration over q yields
the Dirac factor δD(w
′ − k) to obtain at lowest order (the
factor 1 does not contribute)
δ(k, D) ≃ DδL0(k) eD
∫
w<Λ
dw k.w
w2
δL0(w). (198)
Thus we recover Eq.(193) with DI → 0 and letting Λ→∞.
Of course, the assumptions involved in the derivation of
Eq.(198) from Eq.(196) are identical to those involved in
the derivation of Eq.(193). To check whether these assump-
tions are valid, we can compare the nonlinear power spec-
trum predicted by Eq.(193) with the exact power studied
in Sect. 6.1. This gives (with DI = 0)
∆ˆ2(k;D1, D2) = ∆
2
L e
− 12 (D1−D2)2k2σ2v . (199)
We again recover the exact Gaussian decay at high k for un-
equal times, which corresponds to the exponential term in
the exact expression (112); but for equal times, we merely
get back the linear power ∆2L. In fact, the analysis of
Sect. 6.2 shows that the assumptions underlying Eq.(198)
are not valid. For a power-law linear power spectrum (114),
the derivation leading to Eq.(117) shows that, in the highly
nonlinear regime the nonlinear power at wavenumber k is
associated with scales q ∼ k−1+(n+3)/(n+1) and with linear
wavenumbers w ∼ k1−(n+3)/(n+1). Thus, for −3 < n < −1,
where the system is well-defined, we find that the power at
a nonlinear wavenumber k is generated by linear wavenum-
bers w, which actually grow faster2 than k instead of being
2 That the power at a nonlinear wavenumber k mostly comes
from higher linear wavenumbers w, as shown by the explicit
expression (109) analyzed in Sect. 6.2, may seem a bit counter-
intuitive as one may expect a “direct cascade” from larger to
smaller scales. However, it appears that the actual process is
somewhat more complicated within the highly nonlinear regime.
In particular, as analyzed in Taylor & Hamilton (1996) (see also
Schneider & Bartelmann 1995), the equal-time nonlinear power
restricted to a finite range w < Λ. Therefore, one cannot
define a fixed cutoff Λ beyond which nonlinear interactions
are negligible so that we can expand the high-w part as in
Eq.(197). The latter integral is actually large in the nonlin-
ear regime, and one needs to take its full non-perturbative
expression into account to obtain the non-trivial scaling of
Eq.(118).
As was already clear from the linear Eqs.(189), (191),
the high-k approximations described above neglect the
nonlinear interactions associated with high wavenumbers,
which actually govern the formation of large-scale struc-
tures on small scales, and only keep track of the overall
displacement associated with the large-scale velocity field.
This is why the low-k nonlinear interactions could be re-
summed as e−(D1−D2)k
2σ2v , which only involves the variance
σv of the linear displacement field. This is clearly an impor-
tant feature of the dynamics for unequal times, especially
for the simple Zeldovich dynamics studied in this paper
where the exact trajectories satisfy the simple law (10) and
the response function (133) happens to be fully determined
by a similar advection process. In fact, Eq.(193) reads in
real space (with DI = 0) as
δˆ(x, D) = δL(x− sL(q = 0, D)), (200)
where sL = D+sL0 is the linear displacement field of
Eq.(10). As expected, Eq.(200) explicitly shows that the
approximation δD(w + k
′ − k) ≃ δD(k′ − k) in the vertex
Ks used to obtain Eq.(191) and to simplify the diagrams
of Fig. 14 has broken the invariance through translations
of the system. As seen above, this invariance is restored as
in Eqs.(195) and (199) by treating sL(q = 0) as an inde-
pendent Gaussian random variable. Equation (200) clearly
shows that the effective dynamics associated with these
high-k approximations is simply the uniform advection of
the linear density field by the linear velocity at q = 0. After
averaging over the Gaussian initial conditions, this random
displacement of large-scale structures leads to an apparent
“diffusion” in the form of a Gaussian decay e−k
2σ2v for both
the response function and the different-time correlation, see
Eqs.(195) and (199). This apparent loss of memory happens
to dominate the different-time behavior of two-point func-
tions for the Zeldovich dynamics, as seen from Eqs.(112)
and (133), but it is actually disconnected from the building
of matter clustering as is obvious from Eq.(200).
It is clear that all steps going from Eqs.(188) to (195),
and Eqs.(199)-(200) can be applied identically to the exact
gravitational dynamics, see Crocce & Scoccimarro (2006b).
As seen above, the high-k approximations associated with
Eq.(193) cannot aim at capturing the physics of gravita-
tional clustering but only the “diffusion” associated with
the linear velocity variance, which affects different-time
statistics. However, it is not obvious that the approximate
response (195) should again agree with the exact response
behaves as ∆2(k,D) ∝ D−3 (which is independent of k) in the
highly nonlinear regime if the spectral index is less than −3 on
small scales (e.g. the linear power shows a high-k cutoff PL(k) ∝
kne−k
2/Λ2). This scaling can be read from Eq.(105) with w fixed
and q ∼ 1/(Dk), which shows that the power comes from a fixed
range of wavenumbers w (e.g. w < Λ) associated with caustics
(Schneider & Bartelmann 1995). However, for a spectral index
larger than −3 on small scales the scaling is quite different as
shown by Eq.(118) (see also Taylor & Hamilton 1996), and one
cannot neglect smaller scales to describe the nonlinear evolution.
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in the high-k limit, which may thus depart from such a
Gaussian decay. The small-scale gravitational dynamics is
indeed quite different from the simple Zeldovich dynam-
ics and other processes may come into play. Nevertheless,
the apparent loss of memory due to the almost uniform ran-
dom displacement of large-scale structures by low-k modes,
which is captured by the simple dynamics (200), clearly ap-
plies to the exact gravitational dynamics as well. Therefore,
one can expect again a decay as fast as in Eq.(195) al-
though only wavelengths which are still linear would con-
tribute to σv (it is not clear whether nonlinear wavelengths
would give rise to a stronger or weaker decay as compared
with Eq.(195)). On the other hand, for the exact gravi-
tational dynamics the fluid equations break down beyond
shell-crossing so that the small-scale limit associated with
these hydrodynamical equations is not so well defined.
10. 2PI effective action method
We now investigate the 2PI effective action method pre-
sented in Sect. 4.2 and described in detail in Valageas
(2007). Thus, we need to solve the system of coupled equa-
tions (70)-(72) and (81)-(82). Thanks to causality, which
leads to the Heaviside factor θ(η1 − η2) within both R and
Σ, we solve this system by moving forward over time. We
refer the reader to Valageas (2007) for a description of the
numerical scheme. We consider the ΛCDM cosmology asso-
ciated with Eq.(153) and we only investigate the one-loop
predictions.
Fig. 15. The nonlinear response R(k;D1, D2) (solid lines) as
a function of forward time D1, for D2 = 0.32 (i.e. z2 = 3)
and wavenumbers k = 0.3 (left panel) and 3 × h Mpc−1 (right
panel) for the 2PI effective action method at one-loop order. For
comparison we also plot the exact response RNL (dashed lines).
We first display in Fig. 15 the evolution forward over
time D1 of the response R(k;D1, D2). We can see that the
nonlinear response exhibits oscillations as for the steepest-
descent result (163) but its amplitude now decays as an in-
verse power-law at large times D1 instead of following the
Fig. 16. The nonlinear response function R(k;D1, D2) (solid
lines) as a function of wavenumber k, at times z1 = 0, z2 = 3,
for the 2PI effective action method at one-loop order. We also
plot the exact nonlinear response RNL (dashed lines).
linear envelope (at one-loop order). As shown in Sect. 6.1
of Valageas (2007) this behavior is due to the nonlinear-
ity of the Schwinger-Dyson equation for the response R.
Of course, in the weakly nonlinear regime we also recover
the exact response (133) (dashed lines). Next, we display in
Fig. 16 the response function as a function of wavenumber
k. In agreement with Fig. 15, we again obtain damped oscil-
lations in the nonlinear regime. This is a clear improvement
over both the standard perturbative expansion displayed in
Fig. 3 and the steepest-descent result displayed in Fig. 6.
This behavior is identical to the one obtained for the grav-
itational dynamics studied in Valageas (2007).
Fig. 17. The logarithmic power ∆2(k) (solid line) at redshift
z = 0, that is, at equal times z1 = z2 = 0. We also display the
linear power ∆2L (dotted line), the usual one-loop perturbative
result ∆21loop of Eq.(201) (dotted line) and the exact nonlinear
power ∆2NL of Eq.(109) (dashed line).
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Fig. 18. The logarithmic power ∆2(k) at unequal times (D1 =
1, D2 = 0.32) (i.e. z1 = 0, z2 = 3).
Finally, we show the logarithmic power ∆2(k;D1, D2)
as a function of wavenumber k in Figs. 17 and 18. We com-
pare the 2PI effective action prediction at one-loop order
with the linear power, the exact nonlinear power obtained
from Eq.(109), and the usual one-loop result obtained from
standard perturbative analysis. The latter may also be ob-
tained by expanding Eq.(109) up to order P 2L0, and it reads
for the Zeldovich dynamics as,
P 1loop(k;D1, D2) = PL + P22 + P13, (201)
with
PL = D1D2PL0(k), (202)
P13 = −D
2
1 +D
2
2
2
D1D2PL0(k)k
2σ2v , (203)
P22=D
2
1D
2
2
∫
dw
(k.w)2[k.(k −w)]2
2w4|k−w|4 PL0(w)PL0(|k−w|).(204)
The results match the steepest-descent predictions, as well
as the usual one-loop power (201), on large scales. On small
scales, contrary to the usual one-loop power (201) and the
steepest-descent predictions, the 2PI effective action meth-
ods yields a logarithmic power ∆2(k;D1, D2), which decays
for different times D1 6= D2, see Fig. 18. This high-k power-
law damping is due to the decay of the response function
already shown in Figs. 15 and 16, leading to a decorrelation
on small scales and for large time separations; however, it
is only a power-law decay instead of the exact Gaussian
damping seen in Eq.(112). On the other hand, for equal
times D1 = D2 = D, we obtain a steady growth of the
power ∆2(k) in between the linear prediction ∆2L and the
usual one-loop prediction ∆21loop, see Fig. 17. This is due to
the contributions of nearby times D′1 ≃ D′2 ≃ D in the last
term of Eq.(83), which are not damped because of their
small time-difference. Note that the cancellation at equal
times of the damping associated with the decay of the re-
sponse function is qualitatively correct, as shown from the
exact nonlinear solution studied in sects. 6.1 and 6.2, see
Eq.(112). Therefore, at one-loop order, the 2PI effective
action method shows a significant qualitative improvement
over the standard perturbative expansions of Sect. 7 and
the direct steepest-descent method. However, it does not
manage to predict the high-k smooth power-law decay of
the equal-time power ∆2(k).
11. Simple nonlinear schemes associated with the
2PI effective action method
11.1. Response function
Fig. 19. Left panel: the trajectories of the four roots of Eq.(212)
as we follow s along the real axis from s = +∞ down to s =
0. Right panel: the trajectories of the six roots of Eq.(213) as
we follow s along the line Im(s) = 1.052 from Re(s) = +∞
down to Re(s) = 0. The root of interest starting from r˜ = 0
“collides” with a second root and changes direction by pi/2. This
corresponds to a singularity for the implicit function r˜(s).
For the 2PI effective action method, it is not straightfor-
ward to obtain the self-energy Σ at a given order from the
exact expressions (140) or (142). Indeed, for the steepest-
descent approach investigated in Sect. 8, the self-energy at
a given order simply corresponds to the truncation of its ex-
pansion over powers of PL0; therefore, it could be directly
obtained by expanding the exact result. By contrast, within
the 2PI effective action scheme, the self-energy is obtained
from a diagrammatic expansion in terms of the nonlinear
response R and correlation G (defined self-consistently at
this order). Then, the exact expressions of the response
R and correlation G are not sufficient to fully define the
equations associated with the 2PI effective action method
at any order, so one must go back to its diagrammatic def-
inition. To avoid this complication, and to take advantage
of the known expressions of the exact two-point functions,
which allowed us to bypass the computation of high-order
diagrams in Sect. 8, we investigate here a nonlinear expan-
sion that is not identical to the 2PI effective action but
is expected to show a similar behavior. Thus, we look for
an expansion of the self-energy Σ over the nonlinear re-
sponse R. A simple way to build such an expansion is to
use the expansions over 1/s of the Laplace transforms r˜(s)
and σ˜(s). Thus, from Eq.(164) and the Laplace transform
of Eq.(142), we have
r˜(s) =
1
s
− 1
s3
+
3
s5
− 15
s7
+
105
s9
+ .. (205)
σ˜(s) =
1
s
− 2
s3
+
10
s5
− 74
s7
+
706
s9
+ .. (206)
P. Valageas: Using the Zeldovich dynamics to test expansion schemes 23
Then, the series (205) may be inverted as
1
s
= r˜ + r˜3 + 3r˜7 − 20r˜9 + ... (207)
Composing this expansion with Eq.(206), we obtain
σ˜ = r˜ − r˜3 + 4r˜5 − 27r˜7 + 248r˜9 + ... (208)
This provides an expansion of the self-energy Σ in terms
of the nonlinear response R. In real t−space this yields
multiple integrals over r(t),
σ(t) = r(t)−
∫ t
0
dt1
∫ t1
0
dt2r(t− t1)r(t1− t2)r(t2)+ ..,(209)
in a fashion similar to what would be obtained for the dia-
grammatic expansion associated with the 2PI effective ac-
tion. The main difference is that the expansion (208) only
involves the response R, whereas the 2PI effective action
expansion involves both R and G, as in Eq.(81). Note that
this shows that one can define several nonlinear expansion
schemes. That it is possible to write a simple expansion
such as (208) is due to the exact response R only depending
on the linear power spectrum through the velocity disper-
sion σ2v. This is not the case for the gravitational dynamics
where it may not be possible to write an expansion for Σ
only in terms of R. Next, truncating the expansion (208) at
a given order and substituting it into Eq.(136), we obtain
at order p = 1:
σ˜ = r˜, r˜2 + sr˜ − 1 = 0, r˜(1)(s) =
√
s2 + 4− s
2
. (210)
The root of the polynomial of degree 2p which must be
chosen, is the one that is consistent with the expansion
(205) for s → ∞. Equation (210) is a well-known Laplace
transform, and we obtain
r(1)(t) =
J1(2t)
t
. (211)
Note that this expression is also obtained as a simple ap-
proximation for the one-loop 2PI effective action approach
for the gravitational dynamics in Valageas (2007). We also
recover the damped oscillations obtained within the 2PI ef-
fective action method displayed in Figs. 15 and 16. Thus,
as expected this nonlinear expansion and the 2PI effective
action expansion show the same behavior at order p = 1.
At orders p = 2, 3, we obtain the polynomial equations:
p = 2 : −r˜4 + r˜2 + sr˜ − 1 = 0 (212)
p = 3 : 4r˜6 − r˜4 + r˜2 + sr˜ − 1 = 0. (213)
However, we now find that the solutions r˜(p)(s) de-
fined from these equations have singularities in the right-
hand half-plane Re(s) > 0. For order p = 2, this may
be directly seen from the explicit solution of Eq.(212) or
from the behavior of the four roots r˜i(s) as a function
of s shown in left panel of Fig. 19. Indeed, as we follow
s along the real axis from +∞ to 0, the root of interest
r˜1(s) that starts from r˜1 = 0 at s = +∞ “collides” with
a second root r˜2 at r˜∗ ≃ 0.87 (s∗ ≃ 0.94) and afterwards
forms a pair of complex conjugates with r˜2. This is asso-
ciated with a square-root singularity for r˜(s). (A simple
example is provided by the polynomial r˜2 − s = 0 with
a singularity at r˜∗ = 0, s∗ = 0.) For order p = 3, the
right panel of Fig. 19, where we follow s along the line
Im(s) = 1.052 from Re(s) = +∞ down to Re(s) = 0, shows
that we again have a singularity at the complex points
s∗ ≃ 1.17 ± 1.05i, r˜∗ ≃ 0.56 ∓ 0.31i. These singularities
yield exponential factors es∗t for the response r(t), which
grow at large t. Therefore, although the expansion (208) is
much better than the steepest-descent approach (163) at
order p = 1, since it exhibits a damping in the nonlinear
regime, it shows as for expansion (163) growing exponen-
tials at higher orders. Thus, in this sense this nonlinear
expansion is not well-behaved. We can expect that a simi-
lar problem occurs for the 2PI effective action approach at
high orders.
11.2. Correlation function
We now investigate nonlinear schemes for the two-point
correlation G. As for the response function, we look for a
simple nonlinear expansion that bypasses the need to com-
pute high-order diagrams but that follows the structure of
the 2PI effective action method. This is not as straightfor-
ward as for the response R because the two-point corre-
lation G cannot be written in terms of a one-dimensional
function such as r(t) for the response R. Thus, we focus on
the equal-time nonlinear power for the case of a power-law
linear power spectrum and we write
∆2(k;D) = ∆2L g(t) with t = D
√
∆2L0 =
√
∆2L, (214)
which defines the time-variable t used in this section and
the function g(t). From Eqs.(156) and (175), we have for
n = −2
g(t) =
∞∑
p=1
Fp
p!
t2p−2, (215)
which yields for the Laplace transform defined as in
Eq.(137):
g˜(s) =
∞∑
p=1
Fp
p!
(2p− 2)! s−2p+1 = 1
s
+
3π2
32s3
− 3π
2
4s5
+ ...(216)
This series can be inverted as:
1
s
= g˜ − 3π
2
32
g˜3 +
3(256π2 + 9π4)
1024
g˜5 + ... (217)
Next, the derivative of g(t) verifies
g′(t) =
∞∑
p=2
Fp
p!
(2p− 2) t2p−3, (218)
and the Laplace transform of this equation reads
sg˜(s)− 1 =
∞∑
p=2
Fp
p!
(2p− 2)! s−2p+2
=
3π2
32s2
− 3π
2
4s4
− 675π
4
512s6
+ ..., (219)
which could also be obtained from Eq.(216). Then, substi-
tuting the series (217) into Eq.(219) gives
sg˜(s)− 1 = 3π
2
32
g˜2 − 3π
2(128 + 3π2)
512
g˜4 + .... (220)
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Thus, as for the response function studied in Sect. 11.1,
we have obtained a simple nonlinear expansion scheme for
the two-point correlation G (i.e. for the nonlinear power
∆2(k;D)). However, since the functional dependence of the
two-point correlation G is not as simple as for response R,
the expansion (220) only applies to the equal-time power,
and it is not built from the self-energy Π. Nevertheless,
going back to real t−space, Eq.(220) yields an integro-
differential equation for G such as Eq.(70), with a fixed
differential term on the left hand side and a series of mul-
tiple integrals over g(t) on the right hand side. At order
p = 0, the right hand side is zero and we recover the linear
solution g(0)(t) = 1. At order p = 1, we obtain
sg˜ − 1 = 3π
2
32
g˜2, g˜(1)(s) =
16
3π2
[
s−
√
s2 − 3π2/8
]
, (221)
which gives
g(1)(t) =
√
2
3
4
πt
I1
(√
3
2
πt
2
)
, (222)
where I1 is the modified Bessel function of order 1. Thus,
the nonlinear power ∆2(1) shows an exponential growth in
the highly nonlinear regime. We can check that at order
p = 2 we again have an exponential growth (with oscil-
lations since Im(s∗) 6= 0 where s∗ is the location of the
singularity of g˜(2)(s)). Therefore, the nonlinear expansion
(220) is not better behaved than the “linear” expansions
associated with the steepest-descent approach studied in
Sect. 8.3.
12. Simple nonlinear schemes associated with the
running with the high-k cutoff
12.1. Response function
In a fashion similar to Sect. 11, we now investigate some
nonlinear schemes that may be built in the spirit of the
method outlined in Sect. 5, where we considered the de-
pendence of the system on a high-k cutoff Λ. In order to
separate the dependence on Λ, we now write the response
function as
R = RL r(t, ω
2) with t = D1 −D2, (223)
ω2 = k2
4π
3
∫ Λ
0
dwPL0(w). (224)
Thus, the exact response function r(t, ω2) is, from Eq.(133),
r(t, ω2) = e−ω
2t2/2. (225)
Defining the Laplace transform with respect to t as in
Eq.(137), we obtain
r˜(s, ω2) =
∞∑
p=0
(−1)p (2p− 1)!!ω2p s−2p−1, (226)
while the derivative with respect to Λ is
∂r˜
∂Λ
(s, ω2) =
dω2
dΛ
∞∑
p=1
(−1)p (2p− 1)!! p ω2(p−1) s−2p−1.(227)
Inverting the series (226) and substituting into Eq.(227)
gives the expansion
∂r˜
∂Λ
=
dω2
dΛ
[−r˜3 + 3ω2r˜5 − 18ω4r˜7 + ...] . (228)
At order p = 0, we have ∂r˜/∂Λ = 0 and we recover the
linear response (since we impose r(Λ = 0) = rL). At order
p = 1 we obtain
∂r˜
∂Λ
= −dω
2
dΛ
r˜3, (229)
which is similar to Eq.(91) once we go back to real t-
space, which leads to a double integral over time (as in
Eq.(209)). We can recover Eq.(92) by noting that the lin-
ear response is r˜L(s) = 1/s, whence r˜
3
L = 1/2d
2r˜L/ds
2.
Substituting this result into Eq.(229) gives ∂r˜/∂Λ =
−1/2(dω2/dΛ)d2r˜L/ds2. The inverse Laplace transform of
this equation gives back Eq.(92). It is clear that this pro-
cedure is not systematic and only applies to the linear re-
sponse. This is why we could reduce the three response
functions on the right hand side of Eq.(91) to the one re-
sponse function on the right hand side of Eq.(92). Then,
replacing RL by R in Eq.(92) is clearly correct at the order
ω2 at which the right hand side of Eq.(90) was truncated,
but this method cannot be extended to higher orders in
a systematic fashion. Thus, let us consider Eq.(229) with
keeping the right hand side as it comes out from the system-
atic expansion obtained in (228). Integrating over Λ gives
r˜(1)(s) =
1√
s2 + 2ω2
whence r(1)(t) = J0(
√
2ωt). (230)
Thus, we obtain decaying oscillations into the nonlinear
regime, which are damped as [k(D1 −D2)]−1/2. Note that
the damping is smaller than for the 2PI effective action
method where the simplified expansion (208) gave Eq.(211),
which decays as [k(D1 −D2)]−3/2. At next order p = 2 we
obtain
∂r˜
∂Λ
=
dω2
dΛ
[−r˜3 + 3ω2r˜5] hence ∂r˜
∂ω2
= −r˜3 + 3ω2r˜5. (231)
Then, looking for a solution of the form
r(t, ω2) = ρ(ωt), r˜(s, ω2) =
1
ω
ρ˜(y) with y =
s
ω
, (232)
we obtain for the Laplace transform ρ˜(y) the equation
ρ˜+ yρ˜′ = 2ρ˜3 − 6ρ˜5. (233)
Note that Eq.(233) no longer involves an explicit depen-
dence on ω. It can be solved in implicit form as
y =
1
ρ˜
(1−2ρ˜2+6ρ˜4)1/4e
[
arctan
√
5−arctan
( √
5
1−6ρ˜2
)]
/(2
√
5)
.(234)
Going back to s = ωy, we see that r˜(s, ω2) is singular at
the point
s∗ = ωy∗ with y∗ = 61/4e
1
2
√
5
arctan
√
5
, s∗ > 0, (235)
where |r˜| = ∞. Therefore, the response function obtained
at order p = 2 grows into the nonlinear regime as r(2) ∼
es∗t, which gives R(2) ∼ ey∗kσv(D1−D2). Thus, as for the
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nonlinear scheme of Sect. 11.1 associated with the 2PI effec-
tive action method, we find that at high orders, the expan-
sion (228) gives rise to response functions that exhibit an
exponential growth into the nonlinear regime, even though
at lowest-order p = 1, it managed to provide a nonlinear
damping. Therefore, that the Gaussian decay could be re-
covered from Eq.(92) is not due to the good convergence
properties of the method outlined in Sect. 5. As discussed
in Sect. 5, from Eq.(94) it merely comes from the succes-
sive steps that have been performed using the properties
of the linear response until one gets the linear Eq.(92),
which is correct at lowest order and which has the desired
solution. However, these intermediate steps cannot be di-
rectly extended to high orders without ambiguities, and the
systematic nonlinear expansion (228) does not recover this
damping at high orders.
12.2. Correlation function
For the correlation function G, following the procedure of
Sects. 11.2 and 12.1, we write
∆2(k;D) = ∆2L g(t,∆
2
L0) with t = D. (236)
Then, again introducing the Laplace transform with respect
to t, inverting the series g˜(s,∆2L0) = 1/s+ .. and substitut-
ing into ∂g˜/∂Λ gives the expansion:
∂g˜
∂Λ
=
d∆2L0
dΛ
[
3π2
32
g˜3 − 3π
2(512 + 9π2)
1024
∆2L0g˜
5 + ....
]
(237)
At order p = 0 we have the linear correlation ∂g˜/∂Λ = 0,
g˜ = 1/s and g(t) = 1. At order p = 1 we obtain
∂g˜
∂∆2L0
=
3π2
32
g˜3, g˜(1)(s) =
1√
s2 − 3π2∆2L0/16
, (238)
which gives
g(1)(t,∆2L0) = I0
(√
3π
4
∆L0 t
)
, (239)
where I0 is the modified Bessel function of order 0. Thus,
as for the simple nonlinear scheme associated with the
2PI effective action method of Sect. 11.2, we obtain at or-
der p = 1 a nonlinear equal-time power ∆2 which shows
an exponential growth in the nonlinear regime. Following
the method leading to Eq.(234), we can actually integrate
the nonlinear equation (237) at any order, using the scal-
ing g˜(s,∆2L0) = γ˜(s/∆L0)/∆L0, which transforms Eq.(237)
into an implicit equation giving y = s/∆L0 as the integral
of a rational function of γ˜. We can check that, at order
p = 2, we again have an exponential growth into the non-
linear regime (with oscillations because Im(y∗) 6= 0).
13. Weakly nonlinear scales
In the previous sections, we have investigated the conver-
gence properties of several expansion schemes that may
be used to study gravitational clustering in the expand-
ing Universe, applied to the case of the Zeldovich dynam-
ics where exact results can be obtained. In this section,
we complete this study by a brief description of the re-
sults obtained at one-loop order on weakly nonlinear scales.
Indeed, an accurate prediction for the matter power spec-
trum on these scales is of great practical interest for sev-
eral cosmological probes, such as baryonic acoustic oscilla-
tions (Eisenstein et al. 1998, 2005) and weak-lensing shear
(Munshi et al. 2007). For the exact gravitational dynam-
ics, the various expansion schemes must be compared with
numerical simulations, which is not very convenient to eval-
uate their power. Therefore, it is interesting to check the ac-
curacy and the behavior of these expansion methods against
the Zeldovich dynamics.
13.1. Linear expansion schemes
Fig. 20. The power spectrum P (k) divided by a smooth linear
power P smoothL at redshift z = 0. We display the linear power
PL(k) (dashed line), the exact nonlinear power PNL of Eq.(109),
the standard 1-loop result (dotted line) of Eq.(201), and the
steepest-descent result of Eq.(83) (upper solid line “s.d.”). We
also show the results obtained by adding a Gaussian factor to the
standard perturbative result as in Eq.(159) (lower dot-dashed
line) or by using the exact nonlinear response RNL in Eq.(83)
within the steepest-descent scheme (upper dashed line), as in
Fig. 10.
We first consider “linear” expansion schemes, that is,
methods that give rise to expansions in terms of the linear
power spectrum, such as the standard perturbative expan-
sions of Sect. 7 and the direct steepest-descent methods of
Sect. 8. We focus on the equal-time power spectrum for the
ΛCDM universe described in the first paragraph of Sect. 7.
We used the CAMB Boltzmann code (Lewis et al. 2000) to
obtain the linear power spectrum with the baryonic acous-
tic oscillations. In order to magnify the difference between
various schemes, we show in Figs. 20 and 21 the nonlin-
ear power divided by the linear power P smoothL associated
to a smooth power spectrum without baryonic oscillations,
taken from Eisenstein & Hu (1998). We compared the re-
sults of various expansion schemes with the exact nonlinear
power (solid line labeled PNL) obtained from the numeri-
cal integration of Eq.(109) for the ΛCDM power spectrum.
First, we see in Fig. 20 that all schemes agree with the ex-
act power up to k ≃ 0.1h Mpc−1 at redshift z = 0 and
follow the departure from the linear power PL. On smaller
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Fig. 21. The power spectrum P (k) divided by a smooth linear
power P smoothL as in Fig. 20, but at redshift z = 1.
scales, the various expansion schemes deviate from one an-
other and from the exact nonlinear power. It is interest-
ing to note that using the exact nonlinear response (133)
within the steepest-descent scheme does not improve the
agreement over the original steepest-descent scheme where
we use the response function predicted at the same order.
On the other hand, it appears that the standard one-loop
expansion provides the best results at this order.
Following Eq.(159) and Fig. 5, we also consider the ex-
pansion defined from the standard perturbative series by
factorizing a Gaussian decay:
P 1loopGauss.(k) = e
−D2ω2 [PL + P22 + P13 +D2ω2PL]
= e−D
2ω2(PL + P22). (240)
In agreement with Sect. 7 and Crocce & Scoccimarro
(2006a), this gives a positive power whatever the shape of
the linear power spectrum; however, Fig. 20 shows that this
does not necessarily improve the accuracy as compared with
the usual one-loop result (201). We show the power spec-
trum obtained at redshift z = 1 in Fig. 21. Of course the
various expansion schemes agree more closely on the same
scales with the exact result, since we are closer to the linear
regime. We can see that we recover the same behaviors as
in Fig. 20.
The behavior of these various expansion schemes at
higher orders was investigated in sects. 7-8. We found
that no linear scheme provides a significant improvement
over the standard perturbative expansion. Factorizing a
Gaussian decaying term as in Eq.(240) seemed to give
a small improvement in Fig. 5, but as discussed below
Fig. 5, this is not very robust and would not apply to any
power spectrum. On the other hand, Fig. 10 shows that
even using the exact nonlinear response within the direct
steepest-descent scheme does not generically provide a sig-
nificant improvement either. Nevertheless, the most promis-
ing scheme within this framework is probably to combine
a good ansatz for the response function with such expan-
sions (see also Sect. 13.2 below). Then, one could hope to
gain from the higher orders, while the imposed decay of the
response function could tame the increasingly fast growth
at higher orders obtained in the standard perturbative ex-
pansion. An application of such a strategy was presented
in Crocce & Scoccimarro (2007) for a ΛCDM universe, and
a significant improvement over the standard perturbative
expansion was obtained up to two-loop order.
13.2. Nonlinear expansion schemes
Fig. 22. The power spectrum P (k) divided by a smooth linear
power P smoothL at redshift z = 0. We display the linear power
PL(k) (dashed line), the exact nonlinear power PNL of Eq.(109),
and the 2PI effective action result of Eq.(83) (upper solid line
“2PI”). We also show the results obtained by using the exact
nonlinear response RNL in Eq.(83) within the 2PI scheme (lower
dashed line), or by using the linear two-point correlation to com-
pute both Σ and Π (upper dot-dashed line) or only Σ (dotted
line).
Fig. 23. The power spectrum P (k) divided by a smooth linear
power P smoothL as in Fig. 22, but at redshift z = 1.
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Finally, we study in this section “nonlinear” expansion
schemes, that is, methods that give rise to expansions in
terms of the nonlinear two-point functions R and G, such
as the 2PI effective action method of Sects. 4.2 and 10. We
show our results for the power spectrum (divided again by
P smoothL ) at redshifts z = 0, 1 in Figs. 22 and 23. First,
we note that the 2PI effective action result at one-loop or-
der overestimates the power spectrum on weakly nonlin-
ear scales. Both the standard one-loop result and the di-
rect steepest-descent method actually work better in this
range. This behavior can be traced back to the damping
self-energy Σ. Indeed, since Σ ∝ RG at one-loop order (see
Eq.(81)), the decay of the response and of the two-point
correlation at high k (shown in Figs. 16 and 18)) leads to a
smaller Σ(k) at high k as compared with the Σ0 obtained
for the direct steepest-descent method. This in turns yields
a response R that is somewhat larger than for the steepest-
descent method in the weakly nonlinear regime (but smaller
at high k where it decays) whence a two-point correlation
G that is somewhat larger from Eq.(83). Of course, this
slight overestimate of R and underestimate of Σ will be cor-
rected by higher-order terms. For the Zeldovich dynamics,
we know that R and Σ actually depend only on σv, so that
terms that depend on other integrals over PL0(k) must can-
cel out in the full resummation. However, this discrepancy
makes the one-loop 2PI effective action result insufficient
for practical purposes (at least at the one-loop order).
We also display the results obtained when both the self-
energies Σ and Π are obtained from the linear correlation
G0 (so that only the response R coupled to Σ is obtained
from nonlinear equations) and when only the self-energy
Σ is obtained from G0 (so that the nonlinear systems for
the pairs {Σ, R} and {Π, G} are decoupled). We see that
these two methods give results very close to the original
2PI effective action prediction where all two-point functions
{Σ,Π, R,G} are coupled.
On the other hand, we also show the power spectrum
obtained from the coupled equations (82) and (83), when we
use the exact nonlinear response (133). We can see that this
significantly improves the agreement with the exact power
spectrum, and the result is slightly better than the steepest-
descent prediction shown in Fig. 20, but it is still a bit less
accurate than the standard perturbative result at z = 0.
However, Fig. 23 shows that at z = 1 the power obtained
in this fashion is slightly more accurate than the standard
perturbative result. Therefore, contrary to the case of the
steepest-descent method studied in Sect. 13.1, using the ex-
act nonlinear response improves the prediction for the two-
point correlation and provides a scheme that can be com-
petitive with the usual perturbative expansion on weakly
nonlinear scales.
At higher orders, the nonlinear 2PI expansion scheme
– especially if it uses the exact nonlinear response or a re-
liable ansatz (as for the lower dashed lines of Figs. 20-23)
– may provide an even greater improvement as compared
with the standard perturbative expansion. The analysis of
Sect. 11-12 showed that nonlinear schemes can give un-
wanted exponential growths at higher orders for both the
response function and the power spectrum. However, this
does not rule out a good convergence on weakly nonlinear
scales. Nevertheless, this behavior and Figs. 20-23 suggest
that the most promising scheme would be to combine a
good ansatz for the response with such nonlinear expan-
sions. As for the linear schemes of Sect. 13.1, one could
hope to benefit from the higher orders, while the imposed
decay of the response function could partly restrain their
increasingly fast growth. This could make the improvement
over the standard perturbative expansion even more signif-
icant at higher orders, but such a study is left for future
work.
14. Conclusion
In this article we have applied to the Zeldovich dynam-
ics various expansion schemes that may also be used for
the gravitational dynamics in the expanding Universe. We
derived the path-integral formalism that describes this sys-
tem, starting either from the differential or the integral form
of the equations of motion, and we obtained the relation-
ship between the associated response functions. These re-
sponse functions describe the response of the system to a
small perturbation applied at any time and they also en-
code the memory of initial conditions. Next, we briefly de-
scribed how to build various expansion schemes from these
path integrals, such as large-N expansions or running with
a high-k cutoff. All these results apply almost identically to
the case of the gravitational dynamics.
Then, we have derived the exact nonlinear two-point
functions associated with the Zeldovich dynamics, taking
advantage of the well-known exact solution of the equa-
tions of motion. Whereas the equal-time nonlinear power
decays as a power law in the highly nonlinear regime,
different-time two-point functions, such as the response
R(k; t1, t2) or the correlation G(k; t1, t2), show a Gaussian
decay e−k
2σ2v(D1−D2)2/2, where σv is the variance of the lin-
ear velocity. This damping is associated with the uniform
random displacement of particles between different times by
long wavelength modes. This leads to an effective decorre-
lation but it is not directly related to the matter clustering.
In particular, σ2v can be made very large, and even infinite,
through low-k divergences, without affecting the equal-time
matter power spectrum. This also means that the matter
power spectrum P (k; t) may still be very close to linear on
scale k even though two-point functions such as R(k; t1, t2)
may have already shown large deviations from their linear
values on the same scale at previous times t2 < t1 < t.
Therefore, departures from linearity of different two-point
functions are not necessarily related.
Next, we have studied the standard perturbative expan-
sions for both the response R and the logarithmic power
∆2(k; t) ∝ k3P (k; t), focussing on a power-law linear power
spectrum n = −2 for the latter. The usual perturbative
expansion being equivalent to a Taylor expansion it cannot
capture the different-time Gaussian decay of R and ∆2,
nor the equal-time power-law decay of ∆2, since it gives
polynomial approximations of increasing order. In the spirit
of Crocce & Scoccimarro (2006a), we noticed that for the
power ∆2, reorganizing the perturbative series by factor-
izing a simple Gaussian term e−D
2k2σ2v gives an expansion
which looks better behaved, as all terms become positive
and there is a Gaussian damping. However, this procedure
only works for linear power-spectra such that the scales
which govern σ2v and ∆
2 are close (as for typical ΛCDM
power-spectra).
Then, we have studied the steepest-descent method de-
rived from a large-N expansion. At first order p = 1, there
is some improvement for the response function, which re-
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mains bounded (as a cosine) instead of growing as k2. (The
same behavior is obtained for the gravitational dynamics
(Valageas 2007).) However, at higher orders the expansion
worsens as it exhibits an exponential growth in the nonlin-
ear regime. We showed that this could be cured by using
Pade´ approximants, which remain bounded at all orders as
a sum of cosines (they do not decay but after integration the
oscillations should produce some effective damping). The
power ∆2 displays an exponential growth at orders p ≥ 2 for
the plain steepest-descent method and a polynomial growth
using the Pade´ approximants. As for the standard perturba-
tive expansion, one can reorganize the series by factorizing
a Gaussian term e−(D
2
1+D
2
2)k
2σ2v/2 in the self-energy Π that
describes the generation of power by nonlinear interactions.
This appears to give slightly better results than with the
standard perturbative expansion, but this procedure obvi-
ously suffers from the same restrictions. Alternatively, one
can factorize a Gaussian term such as e−(D
2
1−D22)k2σ2v/2 into
the self-energy Π, to reproduce the fact that the Gaussian
damping must disappear for equal-time statistics. Then,
one again obtains a polynomial growth into the highly non-
linear regime for the power ∆2(k; t), because of the con-
tribution of mode couplings at recent times t1 ≃ t2 ≃ t.
Therefore, none of these methods shows very satisfactory
global convergence properties.
Next, we have discussed a high-k resummation proposed
by Crocce & Scoccimarro (2006b) to improve the behavior
of such expansion schemes. We showed that the partial re-
summation involved in this procedure is equivalent to ap-
proximating the nonlinear equation of motion by a linear
equation. Using the high-k asymptotic of the coupling ker-
nel, as in Crocce & Scoccimarro (2006b), we derived the
explicit expression of the nonlinear density field δ(x, t) as-
sociated with these approximations. Then, both the non-
linear response R and power ∆2 are equal to their linear
counterpart multiplied by the same different-time Gaussian
decay. Thus, these approximations manage to capture the
different-time Gaussian decay (associated with the advec-
tion by long wavelengths) but they fail to capture the equal-
time properties of the system. A close analysis of this pro-
cedure shows that the underlying assumptions are not valid
because one cannot define a high-k limit in a simple man-
ner. (For a linear power spectrum with −3 < n < −1 at
high k the nonlinear power at wavenumber k is generated
by the highly nonlinear couplings of modes k′ ≫ k instead
of being produced by small wavenumbers restricted to some
finite range k′ < Λ.) The same caveats should apply to the
gravitational dynamics, although it is not totally obvious
whether the Gaussian decay at different times is exact in
this case (but this is not necessarily important for practical
purposes).
Then, we have turned to nonlinear schemes, that is, ex-
pansions over powers of nonlinear two-point functions, such
as the 2PI effective action method built from a large−N
expansion. At one-loop order (p = 1), we obtain damped
oscillations (with a power-law decay) for the two-time re-
sponse function and power ∆2(k; t1, t2), but the equal-time
power still grows on small scales. (One obtains the same
behavior for the gravitational dynamics (Valageas 2007)).
Then, from the exact two-point functions we have built sim-
ple nonlinear expansion schemes that are similar to the 2PI
effective action expansion, but that can be more easily han-
dled analytically. We recover damped oscillations for the re-
sponse function at order p = 1, but we find an exponential
growth at higher orders; the equal-time power also shows an
exponential growth. Next, we investigated simple nonlinear
expansion schemes associated with the evolution of the sys-
tem with a high-k cutoff Λ. We find a similar behavior as
we again obtain damped oscillations at order p = 1 and ex-
ponential growth at higher orders for the response function;
the equal-time power also exhibits an exponential growth.
To recover the Gaussian decay from this expansion at order
p = 1, one must introduce some further approximations, as
in Matarrese & Pietroni (2007a,b), which are correct at
this order but which do not give a systematic procedure.
Therefore, it appears that at high orders p ≥ 2 nonlinear
methods do not fare much better than linear schemes.
Finally, we have studied the quantitative predictions of
these various schemes at one-loop order on weakly nonlin-
ear scales for the equal-time matter power spectrum. All
linear expansions agree with the exact results on quasi-
linear scales (k < 0.1h Mpc−1 at z = 0) where there is
already a deviation of 10% from linear theory. On smaller
scales they depart from each other and the standard per-
turbation theory actually works best for the case studied
in this article. Moreover, factorizing a Gaussian damping
factor or using the exact response function does not im-
prove the predictions obtained within this framework. On
the other hand, the nonlinear 2PI effective action method
overestimates the nonlinear power spectrum on these scales
because of the nonlinear feedback involved by the coupled
system obeyed by the response R. However, using the ex-
act nonlinear response within this method now improves
the agreement with the exact result and can be compet-
itive with the standard perturbation expansion (but this
depends on the exact shape of the linear power spectrum
as in our case it is slightly better at z = 1 but slightly worse
at z = 0).
Since the equations of motion associated with the grav-
itational and the Zeldovich dynamics are very close we can
expect these results to apply to the gravitational case. (This
is the case at one-loop order as shown by the compari-
son with Valageas (2007).) We have found that none of
these schemes shows good global convergence properties at
high orders. Indeed, they all lead to polynomial or expo-
nential growth into the nonlinear regime for the response
function, except for the use of Pade´ approximants which
gives bounded response functions with fast oscillations in
the highly nonlinear regime. On the other hand, nonlin-
ear schemes manage to reproduce the damping at one-loop
order p = 1 but fail at higher orders. Next, no scheme
manages to recover the power-law damping of the nonlin-
ear matter power spectrum. They either display increasing
growth at higher order or a Gaussian decay which is also
somewhat artificial.
Nevertheless, an expansion may still be very useful on
weakly nonlinear scales even if it converges badly (or even
diverges) on highly nonlinear scales. There, we found that
the best methods seem to be the standard perturbation
theory or a nonlinear expansion where one uses the exact
nonlinear response (with the Gaussian decay). These re-
sults are somewhat disappointing, since it appears to be
difficult to build systematic expansion schemes that sig-
nificantly improve over the standard expansion. One may
still obtain some improvement as in Crocce & Scoccimarro
(2007) or Matarrese & Pietroni (2007a,b), but this requires
some additional ingredients, such as the use of an ansatz,
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that shows a Gaussian decay, for the response function and
in some cases for other two-point functions as well. On the
other hand, the use of several expansion schemes can be of
interest by itself, since they should be accurate at least over
the range where they all agree. This allows one to obtain
an estimate of their range of validity without the need to
perform numerical simulations.
In order to make progress, it appears that it may be
advantageous for observational purposes to be guided by
the expected behavior of two-point functions and to com-
bine such systematic expansions with reasonable ansatze
(e.g. Crocce & Scoccimarro 2007). From a theoretical per-
spective, one may also look for different approaches. For
instance, one could try to work directly with the Vlasov
equation (Valageas 2004). However, this would make the
computations significantly more difficult, and it is not clear
whether it is not more efficient to stick to the hydrodynam-
ical approach and to simply compute higher order terms,
especially if one is mostly interested in weakly nonlinear
scales. On the other hand, one may consider simpler ef-
fective dynamics that attempt to go beyond shell crossing
(based for instance on a Schroedinger equation, Widrow &
Kaiser 1993).
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