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Abstract 
Let w(G), x(G), A(G), bp(G), diam(Gi), v(G), and y(G) be the clique number, chromatic 
number, adjacency matrix, biclique partition number, diameter, packing number, and domination 
number of a connected graph G. Mycielski constructed a graph g(G) with W@(G)) =w(G) and 
x(~(G))=x(G)+I. We show: if G is Hamiltonian, then so is p(G); ifA andA(G+u) (Gft’ 
is G joined with a vertex) are invertible, then so is A@(G)) and further bp(p(G)) = IG( + 1; 
~(P(G)) ==g(G); Y(P(G))=Y(G)+I; diar@(G))= min(max(2, diam(G)), 4); and more. 0 1998 
Elsevier Science B.V. All rights reserved. 
Mycielski [6] used a fascinating construction to create triangle-free graphs with large 
chromatic numbers. For a graph G on vertices k’ = (~1, ~2,. .,vn}, let p(G) be the 
graph on vertices X U Y U {z} = { x1,x2,. ,x,, y,, ~2,. . . , yn,z} with edges zy, for all i 
and edges xix,, yixi, and Xiyi for all edges ViVj in G. For example, p(K2) = Cs and 
Fig. 1 shows p2(K2). Mycielski showed pk(K2) is triangle free and has chromatic 
number k + 2. 
Larsen et al. [5] extended Mycielski’s results. For a graph G, let o(G) (the clique 
number) be the size of its largest clique and x(G) be its chromatic number. They 
showed that 
u(P.(G)) = ma@, o(G)) and x(p(G)) = X(G) + 1. (1) 
Let a Ji-actional coloring be an assignment of nonnegative weights to independent 
sets so the sum of the weights on independent sets containing a given vertex is one 
(a coloring can be thought of as a fractional coloring where the weights are only 0 
or 1). Then the jiactionaf chromatic number xf(G) is the minimum sum of weights 
in a fractional coloring. It is easy to show that o(G) <xr(G)<x(G). Larsen et al. 
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Fig. 1. A 5-cycle and GrGtzch’s graph. Griitzch’s graph (right) is the smallest triangle-free graph with 
chromatic number 4. 
showed that 
1 
xf@(G)) = xf(G) + -. 
xf(G) 
Eqs. (1) and (2) allow us to find properties of p(G) using only properties of G. This 
paper proves similar results for other properties. 
1. Hamiltonicity 
A graph G on n > 3 vertices is Hamiltonian if G has a simple n-cycle (a Hamiltonian 
cycle). Here we explore the question: When is p(G) Hamiltonian? 
Theorem 1. Zf G is Hamiltonian, then p(G) is Hamiltonian. 
Proof. Let ulv:! . . . u,, be a Hamiltonian cycle of G. Then ~1x2~3~4.. .x,,xly2~3 ~4.. . ynz 
for even n, and ylx2y3xq.. .&_ly&Ixnyn_l . . . ~4x3 yzz for odd n are Hamiltonian cycles 
of p(G) (see Fig. 2). q 
Theorem 2. Zf G is not connected, then p(G) is not Hamiltonian. 
Proof. Removing z disconnects p(G). So p(G) is not Hamiltonian. 0 
Is the converse of Theorem 1 true? Fig. 3 shows the answer is no. If G has an 
isolated vertex, Theorem 2 ensures that if p(G) is not Hamiltonian. Fig. 3 also shows 
that ,u(G) can be Hamiltonian if G has a pendant vertex. What if G has two pendant 
vertices? 
Theorem 3. Zf G has at least two pendant vertices, then p(G) is not Hamiltonian. 
Proof. Let Vi and Vj be pendant vertices with neighbors v& and v/ (possibly k = 6’). 
Suppose p(G) has a Hamiltonian cycle. Since xi and Xj are both degree 2, both Xix& 
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Fig. 2. Hamiltonian cycles in p(C7) and p(Cs). 
P(G) = 
W Y 
Fig. 3. Graph G is not Hamiltonian while g(G) is Hamiltonian 
and Xjxl are in the cycle. Also since Y is an independent set, 2n edges of the cycle 
are incident to Y. So the cycle has at least 2n + 2 edges which is a contradiction as 
p(G) has only 2n + 1 vertices. Therefore, /J(G) is not Hamiltonian. 0 
Theorems 2 and 3 might suggest that if G is connected and has minimum degree 2, 
then p(G) is Hamiltonian. Fig. 4 shows this is false. It would be interesting to find 
simple conditions on G which determine if p(G) is Hamiltonian. 
2. Determinant, spectrum and Biclique partitions 
Given a graph G with vertices {III, ~2,. . , on}, the adjacency matrix A(G) is the 
n x n matrix with ai,j = 1 if UiUj is an edge and ai,, = 0 otherwise. Let 1 = (1, 1, . . , 1 )T 
and 0 = (0, 0, . . , O)T. Let G + u be the graph consisting of G and one additional vertex 
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CL(G) =
Fig. 4. A connected minimum degree 2 graph G where p(G) is not Hamiltonian. The independence number 
of a Hamiltonian graph on 11 vertices is at most 5. However, {x3,~4,x~,y~,y4,ys} is an independent set. 
u adjacent to all vertices of G. Then ordering o as the last vertex of G+v and ordering 
p(G) as in the introduction, we have 
A(G) 1 A(G+v)= 1T o 
[ 1 and A@(G))= [ :Fi ‘1) 81. 
Let c+(A), t-(A), and C&(A) be the number of positive, negative, and zero eigenvalues 
(counting multiplicities) of a symmetric FI x n matrix A, resp. (a symmetric matrix has 
only real eigenvalues). Then 
12 = {+(A) + &,(A) + l_(A) and rank(A) = 5+(A) + t-(A). 
We then get the following. 
Theorem 4. Let G be a graph on n vertices. Then 
(a) 
(b) 
is; 
(e) 
(f-l 
rank(A(p(G))) = rank(A( G)) + rank(A( G + v)), 
5+(AMG))) = 5,MG)) + 5-(4G + v)), 
UAMG))) = 5-(A(G)) + 5,MG + v)), 
5oQUu(G))) = icoCA( + 5oMG + v)), 
det(A(p(G))) = (- 1 )n+’ det(A( G)) det(A( G + u)), and 
det(A(p(G) + u)) = (- 1 )n+‘(det(A(G))’ + det(A( G + u))~). 
Proof. et A=A(G). To prove (a)-(e), factor A@(G)) as follows: 
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Matrices L and M are congruent if A4 = HLHT for an invertible matrix H. So A@(G)) 
and 
A(G) 0 
0 -A(G + u) 1 
are congruent. Since congruent matrices have the same number of positive, negative, 
and zero eigenvalues (see [4, p. 223]), (a)-(d) follow. Part (e) follows from the fact 
that the determinant of a product of matrices is the product of their determinants. 
To prove (f), factor A@(G) + u) as follows: 
Then we have 
A 0 0 1 
det(&(G)+u))=(-l)“+‘det 
0 A 1 0 
For an m x m matrix B and for 1 < i, j d m, cofactor expansion along row i gives 
det(B) = c(- 1 yfkb;,k det(Bj,k) = (- 1 )i+jbi,j det(Bq) + det(B[i, j]), 
k=l 
where Bi,j is the (m - 1) x (m - 1) matrix formed by deleting row i and column j, 
and B[i, j] is the m x m matrix identical to B except its i, j entry is 0. Applying this 
to A first with (i,j)=(2n+ 1,2n+2) and then with (i,j)=(2n+2,2n+ 1) shows 
=-det [$ d il] +det [i z 81 
0 A10 
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= -det(A)det [ 04. y +det(A) [ fT ;I 
= det(A)2 + det(A(G + u))~. 0 
Theorem 4 allows us to determine if A@(G)) and A(p( G)+u) are invertible: A@(G)) 
is invertible if and only if both A(G) and A(G + u) are invertible; and A@(G) + v) is 
invertible if and only if either A(G) or A( G + u) is invertible. 
The invertibility of A(G) and A(G + u) are independent. If G = K2, both A(G) and 
A(G + v) are invertible. If G = Cd, both A(G) and A(G + v) are singular. For k 3 3, let 
Sk be the graph with a k-cycle on 01, ~2,. . , uk and with edges vrvk+t, v21&+2,. . , ukf&?k. 
Then 
A&)X=0+ [A(r) ;] (:;) = (:) +X,=X2=0 
and 
A($+u)(;) = [,) I; a] (-‘) = (-Az(C;;::‘) =O. 
So A(&) is invertible, while A(& + v) is not. Finally, Theorem 4 shows A@(&)) is 
singular, while A&(&) + V) is invertible. 
A biclique [R,S] is a subgraph where R and S are disjoint sets of vertices such 
that rs is an edge for all r E R and s E S. A biclique partition is a set of bicliques 
with each edge in exactly one biclique. The biclique partition number bp(G) is the 
minimum size of a biclique partition of G. A remarkable result due to Graham and 
Pollak (see [7]) asserts that 
bp(G)2 max(~+(G),~-(G))~~rank(A(G)). (3) 
This along with Theorem 4 allows us to find bp(p(G)) for most graphs G. 
Theorem 5. Let G be a graph on n vertices where A(G) and A(G + u) are invertible. 
Then 
b&(G)) = n + 1 
Further if det(A(G)) and det(A(G + 0)) h sue the same sign, then c+(A(u(G))) = n 
and r_(A(u(G))) = n + 1, and otherwise {+(A(u(G))) =n + 1 and c_(A(p(G))) =n. 
Proof. A biclique partition of p(G) can be formed by placing a star around each of 
xl,. . . ,x,,z. So bp(p(G)) <n + 1. Since A(G) and A(G + II) are invertible, Theorem 4 
gives that rank(A(p( G))) = rank(A( G)) + rank(A( G + 0)) = 2n + 1. Then bp(p( G)) Z 
n + i. Integrality then gives bp(p(G)) = n + 1. 
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G= 
G+v= 
P(G) = 
Fig. 5. The Construction in Case 1 of Theorem 6. The darkened biclique of G together with those formed 
by 90’=, 180°, and 270’ rotations are a minimal biclique partition of G. Similarly, the darkened biclique 
of G + v together with those formed by 90°, 180”, and 270’ rotations are a minimal biclique partition of 
G + u. Thus, bp(G)= bp(G + u)=4. When bp(G)= bp(G + u), the proof of Theorem 6 transforms each 
biclique of a minimal bichque partition of G + c into two bicliques of p(G). These form a biclique partition 
of p(G) showing bp(p(G)) <2bp(G + u). Thus, the darkened bicliques of G + c become the two bicliques: 
one shown by thick edges and the other shown by dots. These together with the bicliques formed by rotating 
these two by 90°, 18Oo, and 270° are a biclique partition of p(G) with 8 bicliques. 
Further, let p = l+(A(p(G))) and m = (-(A@(G))). Since p+m = rank(A(p(G))) = 
2n+l and max(p,m)<bp(p(G))=n+l, either m =n or m =n+l. Since det(A@(G)))= 
(- 1 )n+’ det(A(G)) det(A(G + u)) has the same sign as (- 1 )“, we have m = n + 1 if 
and only if det(A(G)) det(A(G + u)) > 0. The result then follows. 0 
Theorem 6 gives two upper bounds for bp(p(G)). For any R = {vi,, ui2,. , Vi,} & V, 
let & = {xi,,xlz,. . ., Xi, ) and YR = {yi, , yi2,. . . , yi, }. 
Theorem 6. Let G be a graph on n vertices. Then 
bp(p(G)) d min(n + 1, bp(G) + bp(G + II)). 
Proof. The proof of Theorem 5 shows that bp(p(G)) <n + 1. So we need to show 
that bp(p(G)) d bp(G) + bp(G + v). Appending [{u}, V] to a biclique partition of G 
gives a biclique partition of G + u. Removing u from each biclique of a biclique 
partition of G + v gives a biclique partition of G. So either bp(G + v) = bp(G) or 
bp(G+v)=bp(G)+ 1. 
Case 1: bp(G+u)=bp(G). Let [Tr, lJr],...,[Tk,Uk] be a biclique partition of G+v 
where, without loss of generality, v # Vi for all i. Let Xi, =xTz =X,_{,) + {Z} if 2’ E Ti 
and Xi8 =X, otherwise. Then (see Fig. 5) 
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Fig. 6. The Construction in Case 2 of the Proof of Theorem 6. The light and dark edges indicate a minimum 
biclique partition of G. So bp(G) = 2. However, A(G + u) has rank 6 and hence (3) shows bp(G + u) = 3. 
When bp(G) + I= bp(G + v), the proof of Theorem 6 transforms each biclique of a minimal biclique 
partition of G into two bicliques of p(G). These, together with a star about z, form a biclique partition of 
p(G) showing bp(n(G)) <2bp(G) + 1. Thus the darkened bicliques of G become the two bicliques of p(G): 
one shown by thick edges and the other shown by dots. These together with the analogous bicliques for the 
vertices subscripted 1 through 4, and the star about z are a biclique partition of p(G) with 5 bicliques. 
is a biclique partition of p(G). Thus, bp(p( G)) Q 2bp(G + v) = bp(G) + bp(G + 0). 
Case 2: bp(G+u)=bp(G)+l. Let [Ti,Ul],...,[T,,U,] be a biclique partition of G. 
Then (see Fig. 6) 
wT,~yu,l~LG, ~~~,~~~,l,...~~~~~,~u,l,~xr,~~~~,~u~l,~{~},vl 
is a biclique partition of p(G). Thus, bp(p( G)) < 2bp( G) + 1 = bp( G) + bp( G + v). 0 
In [3], the authors find results for parameters related to the biclique partition number. 
In particular, they find inequalities for the independence number, vertex cover number, 
biclique cover number, biclique independence number, and maximum matching number 
of P(G). 
3. Diameter 
The distance dist(u,u) between vertices u and v is the length of a shortest path 
between them. Let the diameter diam(G) be the maximum distance between vertices 
of a graph G. 
Theorem 7. For a graph G without isolated vertices, 
diam(p(G)) = min(max(2, diam(G)),4). 
Proof. Since z is adjacent to every vertex in Y, we have dist(z, yi) = 1 and dist(y;, r,-) = 
2 for all i # j. Since G has no isolated vertices, each xi is adjacent to some yj. 
Thus in p(G), we have dist(z,xi) = 2, dist&, yi) = 2, dist(yi, yi) = 2, dist(xi, yj) < 3, 
and dist(xi,xi)<4 for all i # j. Thus diam(p(G))Q4. 
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If ui, 2)k,, . . , uk,, vj k a path in G, then xi,xk,, . . . ,Xk,,Xj and &,Xk, , . . . ,Xk,,,, Yj art? paths 
in p(G). SO dist(xi,xj)<dist(vi,vj) and dist(xi,yj)<dist(vi,t!i) for all i#j in p(G). 
Further, if dist(x,,xj)<3, then the shortest path in p(G) between xi and x, cannot 
contain z. So if the shortest path is Xi, qk,, . . . , qk,,,,Xj (where qk is either xk or yk), then 
vi, ok , , . . , uk,, L;j is a path of the same length showing dist(x,,xj) = min(4, dist(vi, v,)). 
Similarly, dist(xi, vj) = min(3,dist(vi, v,)). Thus if diam(G)<2, then diam(y(G)) = 2; 
and if diam(G)=3, then diam(p(G))= 3. q 
A graph is maximal triangle-free if it is triangle-free and the addition of any edge 
creates a triangle. Then Theorem 7 and a result from Barefoot et al. [l] gives the 
following. 
Theorem 8. A graph G # K1 is maximal triangle free if and only if p(G) is maximal 
triangle free. 
Proof. From [l], a graph is maximal triangle-free if and only if it is triangle-free and 
has diameter at most 2. Eq. (1) shows that if G is not edgeless, then G is triangle 
free if and only if p(G) is triangle free. Theorem 7 shows that if G has no isolated 
vertices, then G has diameter at most 2 if and only if p(G) has diameter at most 2. 
Since a maximal triangle-free graph on two or more vertices must have an edge and 
cannot have isolated vertices, the result follows. ZI 
A diameter 2 graph G is minimal if diam(G - e) > 2 for all edges e (i.e., removing 
any edge increases the diameter). Since the classes of triangle-free graphs, maximal 
triangle-free graphs, and diameter 2 graphs are all closed under Mycielski’s construc- 
tion, it is tempting to conjecture that the same is true for minimal diameter 2 graphs. 
However, Fig. 7 shows this is not true. 
4. Domination and packing 
A closed neighborhood of a vertex consists of the vertex and the vertices adjacent 
to it. A packing (also called the 2-packing) is a set of vertices whose closed neighbor- 
hoods are disjoint (so the distance between any vertices in a packing is greater than 
two). The packing number q(G) is the maximum size of a packing of G. Theorem 9 
is related to Theorem 7 because y(G) = 1 if and only if diam(G) <2. 
Theorem 9. For a graph G without isolated vertices, q@(G)) = y(G). 
Proof. Let {VI, 212,. . , II,,,} be a maximum packing of G. Then {x1,x2,. . . ,x,} is a 
packing of p(G). So q(p(G))2q(G). 
Now, let S be a maximum packing of p(G). Since G has no isolated vertices, every 
vertex of p(G) is at most two from z. Thus if z E S, then no other vertex can be in S 
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Fig. 7. A minimal diameter 2 graph G where p(G) is not minimal diameter 2. Here G is minimal diameter 
2. Thus, Theorem 7 shows that p(G) has diameter 2. However, p(G) - xeys is also diameter 2. So p(G) 
is not minimal diameter 2. 
and hence q@(G)) = 1 <q(G). Otherwise since dist(y[, yj) = 2 for all i fj, at most one 
vertex from Y can be in S. Also since dist(xi, yi) = 2, only one of xi and yi can be 
ins. Thus, G canbe relabeled so S={xi,x~ ,..., xm_i,xm} orS={xi,x2 ,..., xm_i,ym}. 
Note that if dist(xi,xj)>2 or dist(xi, yj)>2 in p(G), then dist(Ui, Uj)>2 in G. SO 
Vs = {ui, ~2,. . , u,} is a packing of G, and again q(p(G)) <q(G). 0 
A domination is a set of vertices whose closed neighborhoods include every vertex 
(so every vertex is either in or adjacent to the domination). The domination number 
y(G) is the minimum size of a domination of G. 
Theorem 10. Let G be a graph. Then y@(G)) = y(G) + 1. 
Proof. If S is a domination of G, then Xs U {z} is a domination of p(G). Thus, 
MG)) Q Y(G) + 1. 
Let D be a domination of p(G) of minimum size. First assume z E D. Then D’ = 
D - {z} dominates X in the sense that any Xi E X is either in or adjacent to D’. Let I’,! 
consist of those vertices Vi where either xi E D’ or yi E D’. Then Vo, dominates G. 
Hence, y(G) d 1 V,lI < ID’1 = y(p(G)) - 1. Otherwise, z $Z D. For z to be dominated, 
yj E D for some j. Let D’ = D - {yj}. Then D’ must dominate (Y - {yj}) U {Xj}. Let 
Vo, consist of those vertices Vi where either xi ED’ or yi ED’. Then Vol dominates G. 
Hence, ~(G)<IV&I<~D’I=Y(~(G))- 1. q 
Since a vertex can dominate only one vertex in a packing, q(G) <y(G) for all G. 
This and Theorems 9 and 10 are reminiscent of equation (1). Is there an analog to 
the fractional chromatic number for domination and packing? Does it behave “nicely” 
under p(G) (as happens in Eq. (2))? 
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Fig. 8. Fractional dominations of p(K2) and p(4). For these two graphs, the sum of the weight 
on a vertex and its neighbors equals one. So these weights are both a fractional domination (be- 
cause the sum is at least one) and a fractional packing (because the sum is at most one). Thus, 
y&4& )) = 5/3 and y&U&)) = 8/s. 
However, yf(Kz) = yf(K3) = 1. So y&(G)) is not a function of yf(G) 
The answer to the first question is yes. Let a fractional domination put nonnegative 
weights on vertices so the weights in any closed neighborhood add to at least one. 
Then the fractional domination number yr(G) is the minimum sum of weights in 
a fractional domination of G. Since a domination can be thought of as a fractional 
domination whose weights are either 1 (for vertices in the domination) and 0, we have 
yr(G) < y(G) for all G. Similarly, a fractional packing puts nonnegative weights on 
vertices so weights in any closed neighborhood sum to at most one. The fractional 
packing number Pf(G) is the maximum sum of weights in a fractional packing of G. 
Since a packing is a fractional packing whose weights are restricted to 1 and 0, we 
have Pf(G) > v(G) for all G. Further, a linear programming formulation that finds 
yf(G) is the dual of one that finds Pr(G) (for example, see Domke et al. [2]). Thus 
for all G, we have 
Unfortunately, the answer to the second question is no. Fig. 8 shows that Y&(G)) is 
not a function of y(G). 
However for a related family of parameters, we do get results similar to (2). Let the 
open neighborhood of a vertex be the vertices adjacent to the vertex (but not the vertex 
itself). An open packing is a set of vertices whose open neighborhoods are disjoint. 
Thus, an open packing can contain adjacent vertices as long as they are not in the same 
triangle. The open packing number q;(G) is the maximum size of an open packing 
of G. A total domination is a set of vertices whose open neighborhoods include every 
vertex. Thus, every vertex in a total domination must have a neighbor which is also 
in the total domination. The total domination number yt(G) is the minimum size of a 
total domination of a graph G without isolated vertices (a graph with isolated vertices 
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has no total dominations). A fractional total domination puts nonnegative weights on 
vertices so the weights in any open neighborhood sum to at least one. The fractional 
total domination number y:(G) is the minimum sum of weights in a fractional total 
domination of a graph G without isolated vertices (a graph with isolated vertices has no 
fractional total dominations). A fractional open packing puts nonnegative weights on 
vertices so the weights in any open neighborhood sum to at most one. The fractional 
open packing number q;(G) is the maximum sum of weights in a fractional open 
packing of a graph G without isolated vertices (a fractional open packing can have 
arbitrarily large weights on isolated vertices). Arguments similar to those for the closed 
counterparts show that for all graphs G without isolated vertices, 
$‘(G) d v;(G) = Y’,(G) GYP. 
The proof of Theorem 11 is similar to that of Theorem 9. The only difference is 
that {z, _Yj} is always an open packing of ,u(G). So if n”(G) = 1, then n’@(G)) = 2. 
Also, the proof of Theorem 12 is similar to that of Theorem 10. 
Theorem 11. For a graph G without isolated vertices, q”@(G)) = max(2, y’(G)). 
Theorem 12. For a graph G without isolated vertices, $(p(G))= yt(G) + 1. 
Theorem 13. For a graph G without isolated vertices, 
1 
y:&(G)) = Y;(G) + -. 
Y:(G) 
Proof. Let a E y:(G)-‘. Let w(q) be the weight on vertex ui in a minimal fractional 
total domination of G. We now assign weights to the vertices of p(G). Let w(Jti)= 
(1 -a)w(ui), w(ui) = aw(ui), and w(z) = a. Then for each xi E X, the sum of the weights 
in the open neighborhood is 
C w(xj> + C W(Yj) = C (1 - a>w(q)+ C aw(vj> 
xJlEaP(G)) ~,Y,WI~G)) u,qWG) w,EqG) 
>(l -a)+a=l, 
For each yi E Y, the sum of the weights in the open neighborhood is 
w(z) + C W(Xj)=a+ C (1 -a)w(q)aa+(l -a)=l, 
nx/@(lr(G)) U,UjEE(G) 
and the sum of the weights in the open neighborhood of z is 
c w(Y~)= c aw(vi)2ayt(G)= 1. 
Y,EY “2 E v 
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So these weights are a fractional total domination. Thus, 
105 
= a + X(1 - U>W(Ui) + c W(Q) 
U,EV U,E V 
= u + C w(ui)=a + y’(G)=$(G) + &. 
U,EV f 
Now, let W(Q) be the weight on vertex vi in a maximal fractional open packing of G. 
In p(G), let w(xi)= (1 - u)w(ui), w(vi) =uw(q), and w(z)=u. Then these weights 
are similarly a fractional open packing of p(G) giving 
1 
y:@(G)) 3 y;(G) + - 
y:(G)’ 
0 
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