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NEXT GENERATION HYDRO SOFTWARE 
 
GENNADII DONCHYTS (1, 2), FEDOR BAART (1,2), ARTHUR VAN DAM (1), ERIK DE GOEDE (1), 
JOOST ICKE (1), HANS VAN PUTTEN (1), 
(1): Deltares, P.O. Box 177, 2600 MH, Delft, the Netherlands 
(2): Civil Engineering and Geosciences, Delft University of Technology, Stevinweg 1, 2628 CN, 
Delft, the Netherlands 
 
A few years ago Deltares started a large multidisciplinary project named Next Generation 
Hydro Software. The main focus of the project is to improve, harmonize and integrate existing 
hydro software that has been developed throughout the years. Important technological 
innovations include development of the new computational core D-Flow Flexible Mesh, as well 
as the user-friendly, open modelling environment Delta Shell. The project involves more than 
40 scientists and software engineers. 
 
The new integrated system will allow both water managers and modelers to do their work better 
and faster. The unique characteristic of the project is that it focuses on the possibility of setting 
up integrated models of the whole aquatic chain from the source to the sea, resulting in complex 
model configurations. The challenges further increase because of the involvement of experts 
from many different fields within the aforementioned aquatic chain.  
 
Furthermore, the project addresses the complete workflow of a modeler, including model setup, 
calibration and validation. For this purpose the system includes new scientific visualization, 
analysis and interactive modeling tools that enable users to improve their understanding of the 
modelled processes.  
 
Applications of the system show the successful integration of 0D (lumped hydrological models 
and real-time control rules), 1D (river flow and water quality models) and 2D/3D model 
components (river, estuary and coastal areas). In this paper some of the preliminary results of 





Deltares hydro software has been leading the way for decades and is used throughout the world 
by water managers, modelers, consultants, and researchers. Since 2011, a total number of five 
packages are being integrated and have undergone a fundamental technological overhaul as part 
of the Next Generation Hydro Software (NGHS) project. The packages, used within the 
international water modeling community, include: Delft3D (Lesser et al., [1]), Simona 
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 One of the most used design principles followed by the NGHS software is Inversion of Control 
(IoC), which is sometimes called the Hollywood Principle. In particular, it was applied to 
integrate the model components, which never implement the main run loop itself but instead are 
integrated as replaceable software components (shared/dynamic libraries) using a workflow 
API (application programming interface). After careful considerations, none of the existing 
model coupling frameworks was used to integrate model components at system level, mainly 
due to the fact that none of the model coupling framework allowed level of abstraction required 
to couple input/output at Entity1 level. 
 
Most of the Delta Shell components are developed using the C# programming language, 
including a number of library components developed using C/C++. Most of the model 
components were developed using the FORTRAN programming language. 
 
D-FLOW FLEXIBLE MESH - THE NEW COMPUTATIONAL CORE 
 
D-Flow Flexible Mesh is the new software engine for hydrodynamic simulations on 
unstructured grids in 1D-2D-3D. It combines the familiar curvilinear meshes from Delft3D with 
unstructured meshes that consist of triangles, pentagons, hexagons and 1D channel networks, all 
in one single mesh. This enables the modeler to construct high quality model meshes with less 
effort, in particular for complicated geometries such as delta regions, river junctions, harbors, 
intertidal flats and more. Besides, schematization that requires multiple spatial scales can now 
benefit from much easier coupling between 1D, 2D and 3D mesh regions. 
 
The numerical solver combines proven technology from the hydrodynamic engines of 
SOBEK 2 and Delft3D and generalizes this for unstructured grids (Kernkamp et al. [14]). In 
recent years, several major new innovations have been undertaken: 3D (hydrostatic) 
hydrodynamics on adaptive sigma layers and fixed z-layers, including several heat flux models 
and turbulence models (mainly k-epsilon). High-resolution vegetation effects are evaluated 
using a subgrid specification of vegetation coverage and the resulting vegetation roughness. 
Sediment transport and morphology is based on a generalized version of the Delft3D-
MOR(phology) module. 
 
The new model kernel implements several high performance features. Multicore processor 
architectures are automatically utilized, using OpenMP. Schematizations with very large 
meshes will benefit from domain partitioning and running on distributed memory clusters with 
the MPI-based parallel solver in D-Flow FM (van der Pijl et al. [15]). Next, higher accuracy is 
achieved by the use of subgrid features, for example: a subgrid weir energy loss formulation, 
and 2D conveyance computation on linearly sloped bed levels. 
 
In addition to the above core hydrodynamic components, D-Flow FM also can be coupled 
to other modules for specific physical processes. For example, there is a WAVE-coupling with 
the SWAN wave modelling program (Booij et al. [16]). Also, there is a water quality/ecology 
coupling with the DELWAQ program (Postma, [17]). The former is a time-step-based online 
coupling, which uses the ESMF interpolation utilities for mapping the flow and wave grids onto 
one another (Hill, [18]). The D-Flow FM core implements the Basic Model Interface (BMI) 
                                                          
1
 Entity: In DDD - an object that is not defined by its attributes, but rather by a thread of 








































ell intends to 
alize various 
ll can operat












e in either c
presented in F
hitecture conf
, and this has 
t directly wit

















red for their s
ing a set of co





















































te of the art f
the end user





ome of the 
t limited to: 
of graphical u
atchments, riv
rface - the ne
D-3D develop
 5. Example a
6. Example ap
unctionality a














 number of u








els is shown i
ckage for hyd











te flow of wa



























been developed. The results of these workshops had a large influence on the Delta Shell 
architecture. 
One of the challenges of the Delta Shell development was to allow flexible coupling of the 
environmental models in a single system with minimal changes to the model engines. Delta 
Shell uses a very flexible, non-intrusive approach to coupling models by assimilating integrated 
modelling experiences gained during development of the model coupling standards such as 
OpenMI, ESMF, OMS (Gregersen, [20], Hill, [18], David, [21], Jagers, [22]) and operational 
forecasting systems such as Delft-FEWS (Werner, [23]). 
  
Another important goal of the Delta Shell development was to target different user types, like 
researchers which prefer working in environments such as Matlab, decision makers requiring an 
aggregated view of the models and advisors asking for a rapid setup and calibration of the 
models. By allowing variation in the ways Delta Shell can be operated (command-line, 
scripting, user interface and on a longer term web-based) it was possible to satisfy most of the 
needs of these user groups. 
  
Delta Shell is heavily based on a number of high quality open-source components and open 
standards. Its file formats include the popular embedded database SQLite and the multi-
dimensional storage format NetCDF, for geospatial data and manipulation it uses libraries like 
SharpMap and GDAL/OGR, and for naming of quantities etcetera the CF (Climate Forecasting) 
conventions. A scripting component, based on the open source IronPython library, provides 
flexibility not available in previous versions of the SOBEK. 
 
CONCLUSIONS AND OUTLOOK 
 
Main conclusion: the NGHS project focused on phasing out and integration of existing software 
and reducing maintenance costs. Delta Shell as a modelling framework has been used to 
achieve these goals. Model plug-ins that represent or can replace existing software have been 
developed within the project. Deltares plans to continue this development in international 
collaboration (through open source), further improvement of existing instruments and the 
implementation of new model codes.  
Most of the results of the NGHS will be available as open source product on the Deltares open-
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