Gravity currents  by Moodie, T.B.
Journal of Computational and Applied Mathematics 144 (2002) 49–83
www.elsevier.com/locate/cam
Gravity currents
T.B. Moodie ∗
Pacic Institute for the Mathematical Sciences and Department of Mathematical and Statistical Sciences, University
of Alberta, Edmonton, Alta., Canada T6G 2G1
Received 10 February 2001
Abstract
We review various aspects of buoyancy-driven ,ows arising from the sudden release of a .xed volume of
heavy ,uid into a larger body of less dense ambient ,uid. The driving density contrasts for these ,ows may
be due to temperature or salinity di0erences in the case of compositionally driven ,ows or to the presence
of suspended material for their particle-driven counterpart. These so-called gravity currents play an important
role in a vast array of geophysical and engineering applications and have been the subject of extensive
theoretical, numerical, and experimental investigations over the past few decades. We shall .rst explore some
of what we feel are the pertinent issues related to these ,ows in the context of their compositionally driven
manifestation. In particular, we examine the e4cacy of hydraulic theory in this context and explore its limits.
We also discuss the notion of hyperbolicity as it relates to the governing hydraulic equations and the role of
the stability Froude number in this concept. For the particle-driven ,ows we demonstrate the role played by
the particles in the production of nonhydraulic e0ects. The roles of settling velocity and volume fraction of
suspended particles in the generation of velocity shear will also be explored. The notion that particles give
rise to nonhydraulic e0ects in the form of velocity shear has not been included in any published studies to
date that we are aware of. We shall also present a means of accounting for initial turbulent energy of mixing
in the release volume. This energy is that which would be injected into the system in the classic lock release
experiment involving a well-mixed .xed-volume suspension maintained behind the lock gate prior to release.
Results will be related to experimental data where possible. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
A gravity current consists of the ,ow of one ,uid within another when this ,ow takes place
because of relatively small di0erences in density between the ,uids [27]. This de.nition immediately
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rules out river ,ow with its very large density di0erences (between air and water) driving the ,ow.
In natural or human-made aquatic settings such as lakes, oceans or reservoirs there are a myriad of
possible contributors to these density di0erences including: temperature di0erences, salinity contrasts,
suspended material, both organic and inorganic, as well as combinations of these mechanisms. In
the arena of human activity, gravity currents produced in the atmosphere or oceans may possess
their driving buoyancy forces as a result of the accidental (or otherwise) release and subsequent
suspension of industrial pollutants. Buoyancy-driven ,ows are also being studied extensively with
the aim of including their e0ects in design criteria for the natural ventilation of buildings [24]. This
relatively new systematic application of these ,ows holds great promise for energy savings in future
designs. Gravity ,ows are thus seen to be highly complex ,ows that are ubiquitous in nature and
human activities and studies of them will be as varied in their aim as the manifestations of these
currents themselves.
Gravity currents are primarily horizontal, occurring as either top or bottom boundary currents
or as intrusions at some intermediate level. Turbidity currents are gravity currents in which the
excess density or unit weight providing the driving buoyancy forces is due to the presence of
sediment being held in suspension by ,uid turbulence. Thus whether or not a sediment-bearing
gravity current is a turbidity current depends to a great extent upon the ordering that exists be-
tween the density of the interstitial ,uid and that of the ambient ,uid [32]. For example, in the
case of a bottom boundary particle-bearing gravity current with an interstitial ,uid whose den-
sity is less than or equal to that of the ambient, the driving buoyancy forces are due solely
to the presence of suspended particles and we have a turbidity current. In this case it is pos-
sible that particle settling may lead to a reduction in bulk density of the bottom ,ow thereby
transforming the bottom current into an intrusive turbidity current at some neutrally buoyant in-
termediate depth that will depend upon the volume fraction of particles remaining in suspension.
Further particle settling can possibly lead to complete buoyancy reversal, the initiation of a buoy-
ant plume, and the subsequent creation of a surface gravity current in which the few remaining
particles play no role in the dynamics of the ,ow [32]. This scenario is, of course, only possible
if the interstitial (suspending) ,uid has a density that is less than that of the ambient ,uid. On
the other hand, should the density of the interstitial ,uid in the bottom current be greater than
that of the ambient, then the turbidity and=or particle-bearing gravity current will remain buoy-
antly stable throughout the entire particle settling phase. If this suspension either is initially or
becomes su4ciently dilute through the settling of particles, then there will be a stage when these
particles will play little or no role in the dynamics of the ,ow. The ,ow dynamics of such a
particle-bearing, compositionally driven gravity current will be governed by the density di0erence
that exists between interstitial and ambient ,uids [32]. Its behaviour will then be indistinguishable
from that of the homogeneous compositionally driven ,ows that have been subjected to the greatest
scrutiny.
Moodie et al. [32] noted an important di0erence in bottom particle-bearing ,ows between the case
in which the densities of interstitial and ambient ,uids are the same, so that only the suspended
particles provide the driving buoyancy forces and the case in which the density of the interstitial ,uid
exceeds that of the ambient so that a density contrast is maintained throughout the particle settling
phase. In the latter case a consistent shallow-water model can be developed because the buoyancy
of the current may be scaled relative to the buoyancy di0erence between the two ,uids and this
provides a constant reference value. As particles sediment from the lower layer, the buoyancy con-
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trast tends to this constant reference value, thereby enabling the precepts of shallow-water theory to
apply throughout the region in which sedimentation occurs. In contrast, a consistent shallow-water
theory cannot be achieved in the former case in which the particles provide the sole buoyancy
contrast. In this case the buoyancy will be scaled with the initial density di0erence between the
particle bearing current and the surrounding homogeneous ,uid. This scaling for the velocity .eld,
when combined with the low aspect ratio of the ,ow, demands that the majority of the particles
settle out over a nondimensional distance O(1). This means that the buoyancy contrast between the
turbidity current and the upper layer will be lost over the same horizontal distance, resulting in a
slowing and deepening of the current, thereby producing signi.cant nonhydrostatic vertical pressure
gradients. These nonhydrostatic vertical pressure gradients can arise even with maintained density
contrasts in the particle-driven ,ows when particle concentrations are su4ciently high [28,31,32].
They also appear in compositionally driven ,ows when the streamlines possess su4cient curva-
ture [31]. This breakdown of hydraulic theory for particle-driven ,ows through the appearance of
nonhydrostatic vertical pressure gradients requires a new approach that will be outlined in this
paper.
The majority of the theoretical work on gravity currents from the early calculation by von KHarmHan
[41] up to that by Benjamin [2] and right on through into the mid-1980s dealt with compositionally
driven ,ows and treated then as steady. von KHarmHan [41] gave a demonstration to show that a
current of density 2 and depth h propagates under a ,uid of density 1(¡2) and of semi-in.nite
depth at a speed c where
c = (2g′h)1=2 (1.1)
and g′=g(2−1)=1 is the reduced gravity with g being the acceleration due to gravity. Benjamin,
in his paper [2], explained that von KHarmHan’s reasoning in arriving at (1.1) was incorrect but that
the result, for this restricted problem, was nevertheless true. Benjamin [2] studied steady irrotational
gravity currents in perfect ,uids having a .xed upper boundary by regarding the overall balance
to be between horizontal momentum and the hydrostatic force. Using this very simple model he
was able to achieve some broad agreement with the earlier experiments of Keulegan [18]. There
were notable exceptions to this earliest work on steady balanced ,ows. Hoult [17] and Fannelop and
Waldman [10] established governing equations and subsequently solved them rather than seeking
time-independent force balances. Hoult’s [17] formulation for bottom ,ows includes the e0ects of
motion of the lighter upper ,uid: a requirement when the depth of the bottom current is roughly
70% or more of the total depth of the two layer system [39]. Hoult’s [17] solution was obtained
in terms of a similarity variable and so the derived relationships are valid only after su4cient
time has elapsed, since release of a .xed volume of heavy ,uid, for the initial geometry of that
volume to be irrelevant. These similarity solutions that are available for compositionally driven ,ows
having plane geometry do not pertain to their particle-driven counterpart nor, it would appear, to the
compositionally driven case with axial symmetry [12].
Further in the realm of time-dependent homogeneous compositionally driven gravity ,ow studies is
the work of Rottman and Simpson [38] on instantaneous .xed-volume releases in plane geometry for
bottom gravity ,ows in the absence of topography. In a detailed series of experiments they studied
instantaneous releases for 0¡h0=H6 1, where h0 is the initial depth of the release volume of heavy
,uid and H the total depth of ,uid in the rectangular channel. In their work they focused on the ,ow’s
transition to the self-similar phase. The key feature of their observations was that for h0=H equal to
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or slightly less than unity, the disturbance generated at the end wall has the appearance of an internal
hydraulic drop whereas for smaller values of h0=H (. 0:7) it is a long wave of depression. Currently,
there are no theoretical calculations that can accurately predict this bifurcation which occurs in the
experimental results. These experiments, however, served to emphasize the importance of including
the e0ect of the ambient ,uid on the gravity current when the current initially occupies a large
fraction of the total depth. As a possible framework for discussing these experiments they solved
an initial value problem for the two-layer, shallow-water equations using the numerical method of
characteristics. Their interpretation of the experimental results in terms of the numerical simulations
gives, at best, a qualitative understanding for 0¡h0=H ¡ 12 . However, for h0=H ¿
1
2 there is little
resemblance between their numerical simulations and the experimentally observed transition of the
,ow to the self-similar phase. D’Alessio et al. [9] employed a two-layer shallow-water model to study
sudden releases for .xed volumes entering a lighter ambient ,uid as a bottom gravity ,ow. Using
MacCormack’s method [23] to integrate numerically the hyperbolic system they were able to achieve
very good agreement with the experimental results of Rottman and Simpson [38] for transition to
self-similarity. Also, employing multiple scales arguments they were able to show analytically the
dependence of internal bore formation on initial fractional depth of the release volume. Their analysis,
however, did not con.rm the experimentally observed value of h0=H  0:7 [38] referred to earlier
but rather gave the precise value h0=H = 0:5 as the minimum fraction for bore initiation. This is
not surprising when one contrasts the simplicity of a shallow-water model for what is a complex
,ow involving unresolved small scale dissipation and other e0ects. Grundy and Rottman [13], in
their study of the approach to self-similarity for solutions to the shallow-water equations for sudden
releases of .xed volumes, employed a set of model equations that ignored inertial e0ects due to the
presence of the lighter ambient ,uid. Their subsequent numerical studies for plane ,ow show little
resemblance to the observed ,ows of Rottman and Simpson [38]. Bonnecaze et al. [4], employing
a two-step Lax–Wendro0 scheme to solve the problem of sudden release of a .xed volume of
homogeneous heavy ,uid on a horizontal bottom achieved very good qualitative agreement with the
experiments of Rottman and Simpson [38] when they took into account the inertial e0ects of the
ambient ,uid in their hydraulic model.
We think it is fair to say, in light of all the material that has been reviewed here and elsewhere
[32,39], that we now have a relatively good understanding of compositionally driven gravity ,ows
in rectangular geometry in the absence of rotational e0ects and topography. The areas that possibly
merit further study in this restricted class of problems are the larger mathematical issues concerning
well-posedness of the related initial boundary value problems. These issues have very recently been
examined by Montgomery and Moodie [33] using the so-called ‘principle of localization’ [20] on
the .eld equations obtained by freezing the coe4cients at .xed constant values of state and, when
topography is involved, space variables. Also, according to Simpson [39], there still exists a need for
further experimental and theoretical work on the transition zone between steady currents down a slope
and time-dependent currents along a horizontal surface. Recent work by Montgomery and Moodie
[33] has shed some light on this aspect of gravity currents but there are still several mathematical
and modelling issues to be resolved.
Attempts at theoretical studies of the overall time-dependent interaction between ,ow and sed-
imentation for gravity currents are, in the main, quite recent. The reason for this stems from the
fact that the prediction of the downstream evolution requires an analysis of the dynamics of the
entire .nite ,ow .eld, including internal and leading-edge bores, rather than just the time-dependent
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behaviour at a point in an otherwise horizontally in.nite ,ow .eld [7,35]. Modern studies of this
overall time-dependent interaction probably commenced with the pioneering works of Sparks et al.
[40] and Bonnecaze et al. [3–5]. In these recent studies it was assumed that the particles are ver-
tically well-mixed by the turbulence in the current, are advected by the mean ,ow and settle out
through the viscous sublayer at the bottom of the current. It was further assumed in all of these
studies that particles once sedimented out of suspension remain so, that the settling velocity of indi-
vidual particles is much smaller than the ,ow speed, that no turbulent mixing occurs at the interface
between the boundary-hugging particulate ,ow and the ambient ,uid, that the pressure in the ,ow
is hydrostatic and that the horizontal velocity .eld is depth-independent. Each of these assumptions,
apart from the latter two, are consistent under certain ,ow circumstances that we will discuss later
when dealing with particle-driven ,ows. It has been shown, however, that the latter two assumptions
are inconsistent and that shallow-water theory for particle-driven ,ows is not possible [28,31,32]. In
this paper we will outline an alternative and consistent description for such ,ows and demonstrate
their essential nonhydraulic nature [30].
The plan of this paper then is to present results for both compositionally driven and particle-driven
,ows. In Section 2 we shall discuss hydraulic theory in the context of compositionally driven ,ows
and examine various distinguished limit equations that can be used e0ectively under prescribed
circumstances. Some points of mathematical interest will be explained and an asymptotic calculation
outlined and interpreted. In Section 3 we will review some of our very recent work on particle-driven
,ows and provide a description of energy decay in the post-release phase of .xed-volume suspension
releases. This turbulent energy of mixing present in the release volume has an in,uence on the
particle deposition patterns and its inclusion in the model brings theory and experiment into closer
accord [31].
2. Compositionally driven ows
2.1. Preliminaries
The physical con.guration of our two-layer ,uid system is depicted in Fig. 1. In Fig. 1, 
(x; y; t)
represents the displacement of the free surface from its undisturbed con.guration, u=(u; v; w) is the
,uid velocity in Cartesian coordinates with position vector x = (x; y; z), H is the mean total depth,
h(x; y; t) is the thickness of the boundary-hugging bottom current, and 1; 2 (1¡2) represent the
constant densities of the upper and lower ,uids, respectively.
The equations of motion for a ,uid in a nonrotating frame consist of the continuity equation
D
Dt
+ ∇ · u = 0 (2.1)
and the equation of momentum balance, that is

Du
Dt
=−∇p+ ∇ + F(u); (2.2)
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Fig. 1. Visualization of a gravity current with physical quantities de.ned.
wherein D=Dt represents the material derivative, p is the total pressure,  is the potential by which
conservative body forces can be represented, and F is any nonconservative force. We take the two
,uids to be inviscid and incompressible so that the equation of mass conservation (2.1) reduces to
the incompressibility condition
∇ · u = 0 (2.3)
in each layer and F ≡ 0 in (2.2). We take the sole conservative body force to be that of gravity
and neglect the e0ects of surface tension at the interface and at the front, or contact line. This latter
assumption requires that the Bond number
B ≡ 2g′L2=1;
where g′ is the reduced gravity, L is the horizontal length scale associated with the current, and 
the surface tension [36].
We will now simplify the above equations in the context of a two-layer system overlying a ,at
bottom by invoking the single simplifying assumption of hydraulic theory that pressure in the ,uid
is hydrostatic [37].
2.2. Hydraulic theory
Although it is obviously the case that the initial ,ow following release of a gravity current of
.nite volume is a complex three-dimensional unsteady ,ow, soon after release the current will
have spread su4ciently that its length is very much greater than its height. The height will at this
stage be slowly varying over the horizontal position and in time. The original argument leading to
the shallow-water equations in this context is based upon the observation that when the maximum
surviving height of the lower layer is small compared with its length, vertical accelerations in the
motion will be correspondingly small compared with horizontal accelerations [21]. This observation
led to the sole assumption that the pressure at any point is e0ectively equal to the static pressure due
to its depth below the free surface. This assumption, together with the dynamic boundary condition
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of a continuous pressure .eld across the interface at z= h, gives for the total pressure .eld in each
layer that [9]
p1 = 1g[(H + 
)− z]; (2.4)
p2 =−2gz + 2g′h+ 1g(H + 
): (2.5)
From (2.4) and (2.5) it follows that the horizontal pressure gradients driving the ,ow are inde-
pendent of depth and hence also are the horizontal velocities. This consequence of the hydrostatic
assumption when deployed in the ,uid equations for each layer and combined with the dynamic
and kinematic boundary conditions at the free surface, interface, and bottom, leads directly to the
simpli.ed hydraulic theory for this two-layer system with the corresponding equations
@u1
@t
+ (u1 · ∇H)u1 + g∇H
= 0; (2.6)
@
@t
(
− h) +∇H · [(H + 
− h)u1] = 0; (2.7)
@u2
@t
+ (u2 · ∇H)u2 + (g− g′)∇H
+ g′∇Hh= 0; (2.8)
@h
@t
+∇H · (hu2) = 0; (2.9)
where we have introduced the horizontal divergence operator ∇H ≡ (@x; @y).
2.3. Weakly stratied hydraulics
We now look at some further simpli.cations to the hydraulic theory of the previous section.
Specializing system (2.6)–(2.9) to the case of plane ,ow, introducing the nondimensional quantities
signi.ed by a tilde according to

=
g′
g
H
˜; (u1; u2) =
√
g′H (u˜ 1; u˜ 2);
h= Hh˜;
L
T
=
√
g′H; (2.10)
where T is a time scale which together with the horizontal length scale L is chosen so that their
ratio is
√
g′H , and writing the resulting nondimensional equations in conservation form [34] gives
@
@t


u1


u2
h

+
@
@x


1
2u
2
1 + 

(g=g′)[(1 + (g′=g)
)u1 + h(u2 − u1)]
1
2u
2
2 + (1− g′=g)
+ h
hu2

=


0
0
0
0

 : (2.11)
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The tilde has been dropped from nondimensional quantities in (2.11) purely for notational conve-
nience. The plane ,ow case adopted here with v1 = v2 = 0 and u1; u2 independent of the transverse,
or y, coordinate is felt to be an appropriate approximation for ,ows generated in the lock-release
experiments conducted in rectangular tanks [2,4,5,13,27,38–40].
To achieve the weak-strati.cation model we neglect terms O(g′=g) in (2.11) on the assumption
that density di0erences are small (that is, the system is Boussinesq) to write the equations as
@u1
@t
+ u1
@u1
@x
+
@

@x
= 0; (2.12)
@
@x
[u1 + h(u2 − u1)] = 0; (2.13)
@u2
@t
+ u2
@u2
@x
+
@

@x
+
@h
@x
= 0; (2.14)
@h
@t
+
@
@x
(hu2) = 0: (2.15)
If we invoke the zero mass ,ux condition at the end wall x = 0, we may integrate (2.13) to obtain
the condition of no net mass ,ux,
(1− h)u1 + hu2 = 0: (2.16)
A relatively straightforward manipulation of Eqs. (2.12)–(2.15) provides the condition of no net
,ux of linear momentum, that is
(1− h)u21 + hu22 + 
+ 12h2 = 0: (2.17)
It is interesting to note here that Eqs. (2.16) and (2.17) imply that 
¡ 0 and u1 = −u2 whenever
h= 12 .
The lower-layer dynamics can then be written in terms of the two partial di0erential equations
(2:14) and (2:15) where (2.14) can be expressed as
@u2
@t
+
(
u2 +
@

@u2
)
@u2
@x
+
(
1 +
@

@h
)
@h
@x
= 0 (2.18)
with 
(u2; h) given by (2.16) and (2.17). Our weak strati.cation equations then consist of (2.16)
and (2.17) together with Eqs. (2.15) and (2.18) written in conservation form as
@
@t
[
u2
h
]
+
@
@x
[
1
2u
2
2 + 
+ h
hu2
]
= 0: (2.19)
2.4. Shallow-layer models
We can use our previous work as a guide in developing a scaling suitable for thin lower and
upper layers. In dimensional variables, the zero mass and momentum ,ux conditions (2.16) and
T.B. Moodie / Journal of Computational and Applied Mathematics 144 (2002) 49–83 57
(2.17) can be expressed as
(H − h)u1 + hu2 = 0; (2.20)
hu22
H − h + g
+
g′h2
2H
= 0: (2.21)
We do not necessarily know that these relations hold exactly in the limit of interest but we will use
them as a scaling guide under the assumption that the balances they represent are reasonable.
Suppose we assume that h(x; t)  h0 and take D=O(H − h0). Here D is not de.ned explicitly in
terms of known variables but rather as an equivalence class of relations in order to avoid having to
choose several di0erent scales for the following analysis. Using this notation, we .nd that in order
for the balances in (2.20) and (2.21) to hold we must have

=O
(
g′h20
gH
)
; u2 = O
(√
g′Dh0
H
)
; u1 = O
(
h0
D
√
g′Dh0
H
)
: (2.22)
Then, from the lower-layer continuity equation (2.15), we have that the horizontal length and time
scales must be in the relation
L
T
=O
(√
g′Dh0
H
)
: (2.23)
Quantities that play a role in subsequent developments are the two fractional depth parameters de.ned
by
 ≡ D
H
;  ≡
(
h0
H
)2
: (2.24)
Based on the above scaling we now nondimensionalize Eqs. (2.6)–(2.9), specialized to the plane
,ow case, according to the new variables
h= h0h˜; 
=
(
g′h20
gH
)

˜; u1 =
h0
D
√
g′Dh0
H
u˜ 1; u2 =
√
g′Dh0
H
u˜ 2: (2.25)
Suppressing the tilde notation in nondimensional quantities we .nd for the equations of motion the
system

@u1
@t
+ 1=2u1
@u1
@x
+ 
@

@x
= 0; (2.26)

@
@t
[
g′
g
1=2
− h
]
+
@
@x
[(
1 +
g′
g

− 1=2h
)
u1
]
= 0; (2.27)

@u2
@t
+ u2
@u2
@x
+ 1=2
@

@x
+
@h
@x
− 1=2 g
′
g
@

@x
= 0; (2.28)
@h
@t
+
@
@x
(hu2) = 0: (2.29)
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System (2.26)–(2.29) has the three parameters, , , and g′=g. The weakly strati.ed model of
Section 2.3 is recovered by taking   1=2 =O(1) and 0¡g′=g1. The leading-order equations for
the thin lower layer are obtained from (2.26) to (2.29) for 0¡1=21, =O(1) and are
@u1
@t
+
@

@x
= 0;
@h
@t
− @u1
@x
= 0; (2.30)
@u2
@t
+ u2
@u2
@x
+
@h
@x
= 0;
@h
@t
+
@
@x
(hu2) = 0: (2.31)
Eqs. (2.30) determine the motion of the upper layer and are linear whereas Eqs. (2.31) for the
thin lower layer are fully nonlinear. This is to be expected as linear momentum is to be (at least
approximately) conserved so that only comparatively small velocities will be generated in the “thick”
upper layer by the motion of the “thin” dense bottom layer. The complete dynamics in this case can
then be resolved by .rst solving system (2.31) written in conservation form as
@
@t
[
u2
h
]
+
@
@x
[
1
2u
2
2 + h
hu2
]
= 0 (2.32)
and using these results in
u1 =−hu2; 
=− 12h2 − hu22: (2.33)
For a thin upper layer, the balances represented by (2.26)–(2.29) suggest a rescaling of our
variables according to
h= 1− h˜; 
= 
˜; (u1; u2) = (u˜ 1; u˜ 2): (2.34)
As before, when transformation (2.34) is substituted into (2.26)–(2.29) and the tilde notation sup-
pressed, the leading-order equations for 1=2 = O(1) and 0¡1 become
@u1
@t
+ u1
@u1
@x
+
@

@x
= 0;
@
@t
[
g′
g

+ h
]
+
@
@x
[(
g′
g

+ h
)
u1
]
= 0 (2.35)
and
@

@x
− @h
@x
− g
′
g
@

@x
= 0; −@h
@t
+
@u2
@x
= 0: (2.36)
As with the case of the thin lower-layer equations, we have a nonlinear system (2.35) for the layer
of interest written in conservation form as
@
@t
[
u1


]
+
@
@x
[
1
2u
2
1 + 


u1
]
= 0 (2.37)
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together with the algebraic relations
h=
(
1− g
′
g
)

; u2 =−
(
1− g
′
g
)

u1 (2.38)
for determining the lower-layer dynamics.
2.5. Hyperbolicity
In this subsection we examine issues surrounding the hyperbolic nature of our model equations and
the stability of long internal waves. We do this in the context of our distinguished limit models as
this allows complete analytical resolution and clari.es the interpretation of results. We also note that
numerical methods such as MacCormacks rely upon the hyperbolic nature of the system associated
with the Cauchy problem being solved [8].
All of our model systems developed in this section can be written in the conservation form
@u
@t
+
@f(u)
@x
= 0 (2.39)
by de.ning appropriate vectors u of the dependent (state) variables and the vector-valued ,ux func-
tions f :R2 → R2 for each of the systems examined. For the weakly strati.ed, thin lower-layer, and
thin upper-layer models, the corresponding state vectors are
u ≡
[
u2
h
]
; u ≡
[
u2
h
]
and u ≡
[
u1
h
]
; (2.40)
respectively. The associated ,ux functions for (2.40) are
f ≡

 u222 + h− h
2
2
− hu
2
2
1− h
hu2

 ; f ≡

 u222 + h
hu2

 ; f ≡

 u212 + 


u1

 : (2.41)
The two conservation equations for the thin layer models are strictly hyperbolic for all physical
values of the state variables. This is not the case for the weakly strati.ed equations. The eigenvalues
associated with (2.39) for the weakly strati.ed case are ±, where
± =
u2(1− 2h)
1− h ±
1
1− h
√
h(1− h)[(1− h)2 − u22]: (2.42)
The system is hyperbolic where ± are real [42]. This region of hyperbolicity, labelled S, is depicted
in Fig. 2.
We shall now show that this region is invariant [16] in the sense that a vector u(x; t) satisfying
the Cauchy problem consisting of (2.39) together with the initial data u(x; 0)=u0(x) has the property
that u(x; t)∈ S for all (x; t) whenever u0 ∈ S.
Associated with the eigenvalues ± are the left and right eigenvectors l and r given by
l± =
[
h(1− h)
u2h±
√
h(1− h)[(1− h)2 − u22]
; 1
]
; (2.43)
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Fig. 2. Region of hyperbolicity for our weakly strati.ed model.
and
r± =
(1− h)3 − u22
±2(1− h)
√
h(1− h) [(1− h)2 − u22]


1
h(1− h)
−u2h±
√
h(1− h)[(1− h)2 − u22]

 ; (2.44)
where these have been chosen to satisfy the orthonormality conditions [42]
l± · r∓ = 0; l± · r± = 1: (2.45)
It can be shown that the characteristic .elds are genuinely nonlinear [42] in that
gradu 
± · r± =0 (2.46)
with the exception of a local linear degeneracy [15] about the state u = (0; 12).
Now, using a result from Ho0 [16], for a system of two conservation laws with genuinely nonlinear
characteristic .elds, we see that the region S in Fig. 2 is invariant if and only if S is convex and
the normal to @S is parallel to a left eigenvector of f ′(u) at each point of @S. Here the boundary
@S consists of three straight line segments labelled with subscripts and de.ned as

@S1 = {(u2; 0) : − 16 u26 1};
@S2 = {(h; 1− h) : 0¡h6 1};
@S3 = {(h; h− 1) : 0¡h¡ 1}:
(2.47)
The outward normal vectors and left eigenvectors on these segments can be calculated as
n|@S1 = [0;−1]; l±|@S1 = [0; 1];
n|@S2 = 2−1=2[1; 1]; l±|@S2 = [1; 1];
n|@S3 = 2−1=2[− 1; 1]; l±|@S3 = [− 1; 1]:
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In this case, it is clear that n|@Si is parallel to l±|@Si for i=1; 2; 3 so that the region of hyperbolicity
S is invariant [16].
The hyperbolicity of the equations can also be examined via the stability Froude number F of the
,ow [22]. This is given, for the dimensional forms of the equations in (2.11), as
F2 =
(u2 − u1)2
g′(H + 
)
: (2.48)
The solution to these equations is said to be subcritical if F2¡F2crit, where F
2
crit is a function of the
variables g′=g, H , h, 
 and takes on values in the interval 16F2crit6 2. For the weak strati.cation
case F2crit  1 [22], so that the subcritical ,ow here is de.ned by the condition F26 1.
In the nondimensional variables (2.10), (2.48) becomes
F2 =
(u2 − u1)2
1 + g′
=g
: (2.49)
Using the algebraic conditions (2.16) and (2.17) for u1 and 
, the condition of subcritical ,ow can
be expressed solely in terms of the lower-layer variables u2; h as
u226 (1− h)2
(
1− g
′
g
h2
2
)(
1 +
g′
g
h(1− h)
)−1
: (2.50)
In the weak strati.cation limit, for g′=g small, this result reduces to u226 (1− h)2 which is precisely
the region of hyperbolicity depicted in Fig. 2. The stability criterion (2.50) [22] and the condition
under which the equations are hyperbolic are one and the same. When the initial state falls in the
region of hyperbolicity, S, we then know that the solution will evolve such that u remains in S and
the stability of long waves is assured for all (x; t). In the usual lock release experiment [38], the
forward velocity of the dense ,uid being released is initially zero so that the initial nondimensional
depth h0 may range from 0 to 1 and the initial data remain in the region of hyperbolicity. If an
initial velocity is given to the dense bottom ,uid then the stability criterion requires that the initial
depth of the dense ,uid is restricted. In dimensional variables this restriction is
0¡h0¡H
(
1− u20√
g′H
)
; (2.51)
where u20 is the initial velocity.
2.6. Interfacial asymptotics
The issue of whether or not smooth de,ections of the interface between the two ,uids can, through
nonlinear processes, develop discontinuities in .nite time is of interest from the point of view of
stability considerations [42] and possible subsequent small-scale motions that are associated with the
generation of internal bores. The method of weakly nonlinear hyperbolic waves is used to examine
this possibility that these smooth variations along the interface may form a shock.
We examine the Cauchy problem for (2.39) with initial data given by u(x; 0) = u0 + uˆ(x) rep-
resenting a perturbation from the constant hyperbolic solution u0 for a small positive parameter .
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For a vector u with two components, we look for a multiple scales expansion solution of the form
[25]
u(x; t) = u0 + [+(’+; ")r+ + −(’−; ")r−] + O(2) (2.52)
with the phase variables ’± = x − ±t, the slow time scale "= t, and ± and r± the eigenvalues
and right eigenvectors of f ′(u0).
The scalar functions ± satisfy a decomposition of the initial condition given by
uˆ(x) = +(x; 0)r+ + −(x; 0)r−
≡ +0 r+ + −0 r−: (2.53)
The expansion is uniformly valid for time scales O(−1) if the two nonresonance conditions
˙± + #±±±′ = 0 (2.54)
hold. In (2.54) the notation introduced is ˙±= @±=@" and ±′= @±=@’±. The constant terms #±
are the interaction coe4cients de.ned by
#± = ‘± · B(r±; r±); (2.55)
where ‘± are the left eigenvectors of f ′(u0) and B(r±; r±) is a bilinear form found from the Taylor
expansion of f, that is,
f(u) = f(u0) + f ′(u0)u + 12B(u; u) + O(‖u‖3): (2.56)
For the case of smooth initial data, (2.54) suggests that shocks will form in a .nite time. The
solutions are given implicitly by
±(’±; ") = ±0 (s); ’
± = s+ #±±0 (s)"; (2.57)
which will be continuous until the breaking times tB which are given explicitly [42] by
tB = min
%
−1
#±±′0 (%)
: (2.58)
Thus the signs of both #± and ±′0 are important in predicting whether or not shocks will form.
This will be examined for the weakly strati.ed equations and both the sets of thin layer equations.
For the weakly strati.ed equations in the form (2.19), using u0 = (0; h0) for 0¡h0¡ 1, a short
calculation gives the interaction coe4cient as
#± =±3
4
√
1− h0
h0
(
1− 2h0
1− h0
)
: (2.59)
Using the initial data decomposition (2.53) and the orthonormality requirement (2.45) we see that
for uˆ(x) = (uˆ 2(x); hˆ(x)) we have
±′0 =±
√
h0
1− h0 uˆ
′
2(x) + hˆ
′
(x): (2.60)
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To interpret these results, we consider a right travelling wave corresponding to + at the interface
of the layers and determine the breaking time for a typical height pro.le. From (2.58) and (2.59)
we see that for 0¡h0¡ 12 , a shock will form in positive time only for 
+′
0 ¡ 0. Conversely, for
1
2 ¡h0¡ 1 a shock will form in positive time only for 
+′
0 ¿ 0. In this latter case, a necessary
condition for shock formation with initial data decomposition (2.60) is then
hˆ
′
(x)¿−
√
h0
1− h0 uˆ
′
2(x): (2.61)
Thus, for h0¿ 12 we expect to see shock formation in a .nite time for an increase in interface height
with increasing x. This does agree with experimentally observed trends.
For the thin lower- and upper-layer systems, a similar expansion procedure can be carried out
about a nonzero constant initial state. Here the interaction coe4cients do not change sign and may
be found to be #± = 34 . Shock formation in this case can be analysed similarly but is uncommon
due to the usually low variation in interface height.
2.7. Nonhydraulic e:ects
As mentioned in our introduction, there are circumstances in which hydraulic theory fails for
compositionally driven gravity currents. This failure can be due to streamline curvature when non-
hydrostatic pressures cannot be ignored. We will discuss this issue here in the context of steady
layered ,ows that are stably strati.ed and not buoyancy driven. By taking this approach we avoid
some of the attendant complications involved in .nite ,ows. This allows us to focus on the central
issue of extending shallow-water theory to account for large de,ections in the streamline pattern.
These may be due to the presence of an object such as a sill on the bottom boundary of the
,ow regime. In any event, the issues surrounding streamline curvature and the applicability of hy-
draulic theory are the same whether for a gravity current or a steady approach-controlled ,ow
[43].
The approach we outline is based on a recent paper by Zhu and Lawrence [43] in which they
studied a homogeneous layer within a multi-layered steady ,ow over a two-dimensional sill in a
rectangular channel of constant width. We assume the ,uid to be inviscid and incompressible and
the ,ow irrotational. The density is taken constant within each layer and the strati.cation is stable.
Phenomena such as internal hydraulic jumps which are accompanied by signi.cant energy loses are
avoided, as are the regions of ,ow separation.
Following standard practice, we use the length of the sill, L, and the upstream depth of the ,ow,
H , as the horizontal and vertical length scales, respectively. Since we are (Fig. 3) interested in
extending shallow-water theory to account for O(1) de,ections of the streamline pattern we allow
the sill to be of .nite height, that is, &˜m = &m=H =O(1), where &m is the maximum sill height and
nondimensional quantities are denoted by a tilde. We choose the sill such that its minimum radius
of curvature RH . A simple calculation gives R = O(L2=H) so that the natural small parameter
is  = O(H=L)21. In gravity current studies the parameter  is the ‘aspect ratio’ squared [9],
where the horizontal scale L is associated with the horizontal extent of the current and not the
topography.
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Fig. 3. Steady, multi-layer ,ow over an O(1) bump.
The equations governing the ,ow in a typical layer are
u
@u
@x
+ w
@u
@z
=−1

@p
@x
; (2.62)
u
@w
@x
+ w
@w
@z
=−1

@p
@z
− g; (2.63)
@u
@x
+
@w
@z
= 0; (2.64)
@u
@z
− @w
@x
= 0 (2.65)
with the dynamic and kinematic boundary conditions
p= ps; −u dsdx + w = 0 on z = s; (2.66)
− udh
dx
+ w = 0 on z = h; (2.67)
where ps is the pressure at the top of the layer, z= s(x) and h(x) are the elevations of the top and
bottom of the layer, respectively, s=y+h where y is the layer thickness, u and w are the horizontal
and vertical velocities, and p the total pressure in the layer.
With the horizontal velocity scaled as (gH)1=2 the vertical velocity must scale as (gH)1=2 to
preserve the balances dictated by the equations of motion. The appropriate choice for nondimensional
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variables is thus{
x = Lx˜; z = Hz˜; (s; h; y) = H (s˜; h˜; y˜);
u= (gH)1=2u˜; w = (gH)1=2w˜; p= gHp˜:
(2.68)
Using (2.68) in (2.62)–(2.67) we obtain the nondimensional equations and boundary conditions
governing the ,ow in a typical layer as
u
@u
@x
+ w
@u
@z
=−@p
@x
; (2.69)

(
u
@w
@x
+ w
@w
@z
)
=−@p
@z
− 1; (2.70)
@u
@x
+
@w
@z
= 0; (2.71)
@u
@z
− @w
@x
= 0; (2.72)
p= ps; −u dsdx + w = 0 on z = s; (2.73)
− udh
dx
+ w = 0 on z = h; (2.74)
where tildes have been dropped from nondimensional quantities. From (2.69), (2.70) and the irrota-
tionality condition (2.72) we have
∇( 12 (u2 + w2) + p+ z) = 0
or
B ≡ p+ z + 12(u2 + w2); (2.75)
where B is the nondimensional Bernoulli function which is constant throughout the layer.
We now expand u; w; p, and B in terms of the small parameter  as
u= u0 + u1 + O(2); w = w0 + w1 + O(2);
p= p0 + p1 + O(2); B= B0 + B1 + O(2): (2.76)
Inserting these expansions into Eqs. (2.69)–(2.74) yields, to leading order,
u0
@u0
@x
+ w0
@u0
@z
=−@p0
@x
; (2.77)
0 =−@p0
@z
− 1; (2.78)
@u0
@x
+
@w0
@z
= 0; (2.79)
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@u0
@z
= 0; (2.80)
p0 = ps; −u0 dsdx + w0 = 0; z = s; (2.81)
− u0 dhdx + w0 = 0; z = h: (2.82)
From (2.80) we see that u0 is a function of x alone. Thus, to leading order, we obtain the .rst
consequence of the hydrostatic pressure assumption of hydraulic theory [28]. We write
u0 = U = q=y; (2.83)
where q is the volume ,ow rate. Integrating in (2.79) and applying the boundary condition (2.82)
gives
w0 =
(z − h)
y
U
dy
dx
+ U
dh
dx
: (2.84)
From (2.78) and (2.81) we obtain
p0 = ps + s− z: (2.85)
Then, from (2.75) and (2.76) it is straightforward to obtain
B0 = p0 + z + 12u
2
0;
which when combined with (2.85) gives
B0 = ps + s+ 12u
2
0;
or
B0 = ps + y + h+ 12U
2: (2.86)
This is the result used in classical hydraulic theory.
At the next order in our expansion, that is O(), we obtain
u0
@u1
@x
+ u1
du0
dx
+ w0
@u1
@z
=−@p1
@x
; (2.87)
u0
@w0
@x
+ w0
@w0
@z
=−@p1
@z
; (2.88)
@u1
@x
+
@w1
@z
= 0; (2.89)
@u1
@z
− @w0
@x
= 0; (2.90)
p1 = 0; −u1 dsdx + w1 = 0 at z = s; (2.91)
− u1 dhdx + w1 = 0 at z = h: (2.92)
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Using (2.87)–(2.92) it is possible, following the procedures of the above calculations, to obtain
the O() corrections to the hydrostatic solutions for the horizontal and vertical velocity .elds, the
pressure distribution, and the Bernoulli constant. These can then be used to study streamline curvature
e0ects in single- and multi-layer ,ows [43].
Although in this section we have not, strictly speaking, dealt with gravity ,ows we have pointed
out that there are factors that even for low aspect ratio ,ows may introduce nonhydrostatic e0ects
thereby preventing the use of shallow-water (hydraulic) theory. For gravity currents this added
complication would come into play whenever such a current encountered O(1) topography. It is an
aspect of these time-dependent ,ows that has not been touched on in the published literature. Given
the widespread distribution of buoyancy-driven ,ows in nature, where topography will play a role in
the ability to incorporate the e0ects of this topography which is essential to a fuller understanding of
these ,ows. The brief description presented here may o0er an avenue of approach to such problems.
In the next section, we will show that nonhydraulic e0ects may be present in particle-suspension
shallow-water ,ows and provide a theory that extends shallow-water theory to deal with these e0ects.
3. Particle-driven ows
3.1. General model considerations
We again consider plane ,ow of a two-layer ,uid system overlying a ,at bottom and surmounted
by a free surface as depicted in Fig. 1 but with the lower layer now consisting of a dilute suspension
of heavy particles of density 3(¿2). The upper-layer ,uid is again homogeneous and of density
1(¡2) and we neglect any mixing between the two ,uid layers. This assumption is commonly
adopted [3,4] even when the densities of interstitial and ambient ,uids are the same. Since it is a
stable density gradient that strongly inhibits turbulent mixing [32] we feel that this assumption is
certainly justi.ed in our case where, even after all the particles have sedimented out of suspension,
a stable density gradient remains. This assumption might be questioned in [3,4].
The ,ow is considered as having been initiated by the sudden release of a well-mixed, .xed-volume
suspension as in the experiments of [11] and is driven by the buoyancy forces arising because of the
di0erence between the bulk density (’) of the suspension and the density 1 of the ambient ,uid.
The density of the suspension is the local volume average of the particle density and the density 2
of the interstitial ,uid and so is given by
(’) = 3’+ (1− ’)2; (3.1)
where ’ is the volume fraction of particles present in the suspension. In all of our developments we
shall assume that the suspension is dilute and that the particles are vertically well-mixed by ,uid
turbulence [3–5]. These latter two assumptions in the case of plane ,ow provide
’= ’(x; t)1:
We shall further assume that the Reynolds numbers are su4ciently large that we may neglect
viscous forces in the ,ow dynamics. The ,ow dynamics will then be dominated by the interplay
between buoyancy and inertial forces. For these dilute suspensions, all terms proportional to ’ in
the lower-layer momentum equations, with the exception of the term containing the gravitational
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acceleration, may be discarded to obtain a Boussinesq approximation to these equations. This gives,
in dimensional variables
@u2
@t
+ u2
@u2
@x
+ w2
@u2
@z
=− 1
2
@p∗2
@x
; (3.2)
@w2
@t
+ u2
@w2
@x
+ w2
@w2
@z
=− 1
2
@p∗2
@z
− ’g(3 − 2)
2
; (3.3)
where the total pressure .eld has been transformed as
p2 = 1gH − 2gz + p∗2(x; z; t) (3.4)
with p∗2 representing the dynamic pressure .eld.
We also require an equation describing the conservation of particles in the lower layer. The
‘well-mixed’ assumption introduced above gives ’ as a function of x and t alone [26]. We will
further assert that the particles leave the current only through the viscous sublayer at the base of the
,ow and with a ,ux −ve0’, where ve0 denotes the e0ective settling velocity of an isolated particle.
We also assume that there is no re-entrainment of particles from the bottom. The fact that we are
treating the particles as being isolated puts de.nite constraints on the range for volume fractions
to which our theory applies. It is known [1] that when the mean volume fraction of particles in
suspension is equal to 0:01, the mean free distance between the grains is about four diameters
and the probability of collisions is small. On the other hand, at a value of 0:09 for the volume
fraction the free distance is equal to the grain diameter and the probability becomes a certainty.
The model discussed here is for initial volume fractions ’0  0:01–0.05 so that the dilute nature of
the suspension is assured. The intermediate shallow-water model to be developed below will require
even smaller values for ’0.
It should be noted that our expression for particle ,ux, −ve0’, involves an e0ective settling
velocity that is di0erent from the Stokes settling velocity for an isolated particle in a ,uid at rest
that is used in the ,ux term of the model developed in [4] and employed in all of their subsequent
work. Our ,ux term is more general and, as we shall demonstrate, enables us to account for the initial
turbulent energy of mixing that is present in the .xed volume release of suspension. Furthermore,
we shall show that by accounting for this initial energy of mixing we get particle deposition patterns
that are qualitatively in accord with the experimentally determined results for deposition patterns
with their characteristic lenticular pro.les [11].
The above assumptions with the addition that the particles be noncohesive lead directly to the
particle equation
@
@t
(h’) +
@
@x
(
’
∫ h(x; t)
0
u2(x; z; t) dz
)
+ ’ve0 = 0: (3.5)
Our governing model equations now consist of the usual continuity and momentum equations for
the upper layer together with (3.2), (3.3), (3.5) and
@u2
@x
+
@w2
@z
= 0 (3.6)
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for the lower layer. The usual dynamic and kinematic boundary conditions hold at the free surface,
the bottom, and across the interface between the two layers [36].
3.2. A decoupled hydraulic model
We now focus on all of the equations with the goal of developing a distinguished limit set of
model equations describing low aspect ratio ,ows [36] of dilute particulate suspensions [32]. We
exploit the low aspect ratio, slowly varying nature of the ,ow arising from a .xed-volume release
of a well-mixed suspension by introducing the parameter =(H=L)2 as was done previously. Here L
and H are the horizontal and vertical length scales of the ,ow. The dilute nature of the suspension
in the lower layer is characterized by the second small parameter  ≡ ’01 representing the initial
spatially uniform volume fraction of particles in the well-mixed release volume.
We now introduce nondimensional and scaled variables according to the following scheme wherein
nondimensional and scaled variables are indicated by a tilde:

x = Lx˜; z = Hz˜; h= Hh˜; t =
L
U
t˜
(u1; u2) = U (u˜ 1; u˜ 2); (w1; w2) =
HU
L
(w˜1; w˜2);
(p∗1 ; p
∗
2) = U
2(1p˜∗1 ; 2p˜
∗
2); 
=
U 2
g

˜; ’= ’˜;
v2e0 = v˜
2
e0 ; g
′
1 ≡
2 − 1
2
g; g′2 ≡
3 − 2
2
g; U 2 ≡ g′1H:
(3.7)
In (3.7), g′1 and g′2 are the reduced gravities and the scaled quantities ’˜ and v˜
2
e0 are now O(1) in
both  and .
Employing the scheme of (3.7) to render all of our equations nondimensional we obtain
@ui
@x
+
@wi
z
= 0; i = 1; 2; (3.8)
@ui
@t
+ ui
@ui
@x
+ wi
@ui
@z
=−@p
∗
i
@x
; i = 1; 2; (3.9)

(
@w1
@t
+ u1
@w1
@x
+ w1
@w1
@z
)
=−@p
∗
1
@z
; (3.10)

(
@w2
@t
+ u2
@w2
@x
+ w2
@w2
@z
)
=−@p
∗
2
@z
− *’; (3.11)
@
@t
(h’) +
@
@x
(
’
∫ h
0
u2 dz
)
+ ’
ve0
U
= 0; (3.12)
+p∗1(x; 1 + +
; t) = 1 + +
; (3.13)
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w1(x; 1 + +
; t) = +
@

@t
+ +u1(x; 1 + +
; t)
@

@x
; (3.14)
+p∗2(x; h; t) = +
1
2
p∗1(x; h; t) + h−
1
2
(1 + h); (3.15)
wi(x; h; t) =
@h
@t
+ ui(x; h; t)
@h
@x
; i = 1; 2; (3.16)
w2(x; 0; t) = 0: (3.17)
In the above equations tildes have been dropped from nondimensional and scaled quantities, + ≡
g′1=g; * ≡ g′2=g′1 and the total pressure .eld in the upper layer has been transformed as
p1 =−1gz + p∗1(x; z; t) (3.18)
with p∗1 again representing a dynamic pressure .eld.
Our above system consisting of Eqs. (3.8)–(3.17) involves the four nondimensional parameters
+; ; * and & ≡ vs=U1=2, where vs is the Stokes settling velocity,
vs =
g′2a2
18-
(3.19)
with a being the diameter of the particle and - the kinematic viscosity of the ,uid. The parameter
& is actually buried in the expression for ve0 in (3.12) as we shall show later. The parameter + is
the square of the ratio of the internal gravity wave speed to the surface gravity wave speed so that
vanishingly small values of + correspond to the .ltering out of surface gravity waves. Thus, + is a
measure of the importance of the free surface in the model [29]. The parameter  is a measure of
the importance of vertical structure in the ,ow for when streamlines are de,ected su4ciently for
the condition 0¡1 to be violated, vertical structure must be introduced into the ,ow .eld. The
parameter * measures, for .xed initial volume fraction of particles in suspension, the ratio of the
density contrast between particle and interstitial ,uid to the density contrast between the two ,uids.
On the other hand, for .xed density contrasts, * may be used as a measure of particle concentration
in the release volume. The parameter & measures the ratio of the scaled Stokes settling velocity to
the internal gravity wave speed. Thus, for .xed density contrasts, one can use the parameter & as a
measure of particle size with decreasing values of & corresponding to decreasing particle size.
The model of this subsection is developed in the parameter regime * ∼ 1 of dilute, low aspect
ratio suspension ,ows. In order to get a sense of how dilute these ,ows must be in order for
nonhydrostatic e0ects to be absent, we look at the experiments of Gladstone et al. [11]. For silicon
carbide particles suspended in a 1% saline solution with the ambient ,uid being pure water an initial
volume fraction ’0 = O(10−4) would give * ∼  ∼ 10−2. This, in turn, gives
@p∗2
@z
= 0 (3.20)
to O() and this is the su4ciency condition for shallow-water theory to apply [28,29,32] to the lower
layer. The upper-layer equation (3.10) gives @p∗1=@z = 0 so that shallow-water theory applies there
as well. To leading order our system (3.8)–(3.17) can then be shown to reduce to the two-layer,
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coupled shallow-water equations [31,32]
@u1
@t
+ u1
@u1
@x
=−@

@x
; (3.21)
@
@t
(h− +
) + @
@x
[(h− +
− 1)u1] = 0; (3.22)
@u2
@t
+ u2
@u2
@x
=−@p
∗
2
@x
; (3.23)
@h
@t
+
@
@x
(hu2) = 0 (3.24)
together with the particle equation
@’
@t
+ u2
@’
@x
=−&’
h
(3.25)
and with the lower-layer perturbation pressure
p∗2 = (1− +)
+ h: (3.26)
The important thing to note here is that the dynamics of ,uid and particles are decoupled in order
to get rid of the nonhydrostatic contributions and thereby obtain shallow-water (hydraulic) theory
with its depth-independent horizontal ,ow .eld.
In order to display the general features of the eventual deposit that is laid down when a .xed
volume of a dilute suspension is suddenly released and its dynamics governed by Eqs. (3.21)–(3.26),
we have computed the long-term nondimensional areal density of deposit m(x;∞) de.ned by
m(x;∞) = lim
t→∞
∫ t
0
’(x; t′)& dt′ (3.27)
and plotted it versus position in Fig. 4.
Fig. 4. Nondimensional areal density of deposit for the decoupled two-layer hydraulic model with h0 = 0:9; &= 0:05 and
g′1=g= 0:2.
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These calculations are for the IBVP consisting of Eqs. (3.21)–(3.26) together with the initial
values

u1(x; 0) = u2(x; 0) = 
(x; 0) = 0;
h(x; 0) =
{
h0; x6 1;
0; x¿ 1;
’(x; 0) =
{
1; x6 1;
0; x¿ 1
(3.28)
and boundary conditions
u1(0; t) = u2(0; t) = 0; t ¿ 0: (3.29)
Note that in the particle equation (3.25) used in these calculations we have taken ve0 = vs. Thus we
have not, at this stage, taken into account the presence of initial turbulent energy of mixing present
in the release volume. It is this Stokes settling velocity, vs, that has been used exclusively in models
appearing in the published literature [3–5,7,40]. In the next subsection we shall modify the settling
velocity to take into account the conditions that prevail at the point of release of the well-mixed
.xed volume of dilute suspension.
Comparing the model-based deposition pattern shown in Fig. 4 with the experimental deposits
from Gladstone et al. [11] we see that this model fails to capture the experimentally observed
proximal pattern of the areal density with its pronounced dip in the region initially occupied by the
well-mixed suspension and its equally pronounced local maximum at roughly the one-third point of
the total reach of the deposit. This inability of our model to capture the distinct lenticular pro.le of
the experimental deposits is shared by other models as well [4,5].
3.3. Turbulence modelling for ve0
In this subsection we continue to work in the parameter regime * ∼ 1, that is, low aspect ratio
,ows of dilute suspensions so that our governing equations will consist of (3.21)–(3.24) together
with the particle equation
@
@t
(h’) +
@
@x
(u2h’) =−’ ve0U (3.30)
obtained from (3.12).
In order to determine the e0ective settling velocity of the particles in the suddenly released,
well-mixed, .xed-volume dilute suspensions we account for the fact that the turbulence initially
present, because of the mixing process, will inhibit particle sinking by raising the mean particle
potential energy at the expense of the mean turbulent kinetic energy in the suspending ,uid. Because
we deal solely with dilute suspensions the back reaction of the particles on the turbulent ,uid can
be ignored.
If the scale of energy injection by external stirring is much larger than that of the suspended
particles, the particle size will lie well within the turbulent inertial range. We may then use the
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transfer rate  of turbulent energy density to smaller scales as a measure of the rate of energy
transfer per unit volume to the suspended particles. The well-known self-similarity argument of
Kolmogorov [19], which assumes that  is independent of length scale within the inertial range,
relates the turbulent energy spectrum E(k), where k is the wavenumber magnitude, to  as
E(k) ∼ 2=3k−5=3: (3.31)
It is readily ascertained from the incompressible Navier–Stokes equations [31] that the rate of decay
of the total turbulent energy
E =
∫
E(k) dk =
1
2
∫
|u|2 dx (3.32)
is given by
@E
@t
=−2-Z; (3.33)
where - is the kinematic viscosity and
Z =
1
2
∫
|∇ × u|2 dx (3.34)
is the total enstrophy, or mean-squared vorticity. If we assume that the turbulent spectrum is peaked
at a characteristic wavenumber Xk, then Z ≈ Xk2E so that
1
E
@E
@t
≈ −2- Xk2: (3.35)
Now if the turbulence is strong enough, sedimentation will be inhibited until such time as the
turbulent energy transfer to the particles balances the potential energy that would be lost due to
particle sinking. In typical experimental situations, this balance is achieved well before the lock is
opened. We will restrict our attention to this case. In a time " the total turbulent energy transfer to
the particles per unit volume, ", must then balance the buoyant potential energy di0erential, that is
"= (3 − 2)g2; (3.36)
where 2 is the mean physical height di0erence (relative to Stokes settling) induced by the turbulent
interaction. Consequently, the reduction in the settling velocity vt = 2=" induced by the turbulence is
proportional to . The departure of the settling velocity from the Stokes value vs will thus decrease
exponentially at the rate ∗, where
∗ =− 1vt
@vt
@t
=−1

@
@t
=−3
2
1
E
@E
@t
≈ 3- Xk2: (3.37)
If sedimentation just begins to occur as the lock is opened at t = 0, the e0ective settling velocity
will then decay exponentially to the Stokes value vs according to
ve0 = vs − vt = vs(1− e−∗t): (3.38)
Combining Eqs. (3.24), (3.30) and (3.38) gives the nondimensional particle equation as
@’
@t
+ u2
@’
@x
=−’
h
&(1− e−∗t); (3.39)
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Fig. 5. Nondimensional areal density of deposit for the decoupled two-layer hydraulic model with turbulence included and
h0 = 0:9; ∗ = 0:1 and a range of & values.
where tildes are omitted from nondimensional quantities. The nondimensional decay rate ˜∗ in (3.39)
is given by
˜∗ =
∗&H
vs
=
∗
1=2
√
H
g′1
: (3.40)
We can obtain a range of values for this nondimensional parameter as follows. Assuming that the
suspending ,uid is water for which - ≈ 0:01 cm2=s, the total depth H of the ,uid in the tank is 30 cm
and  = 0:01, we .nd that typically ˜∗ ≈ 0:235 Xk2 cm2. If we further assume that the characteristic
wavenumber Xk at which the turbulent spectrum is peaked corresponds to wavelengths in the range
8–12 cm, we .nd that typical values for the decay rate ˜∗ will lie in the range 0:06–0:14.
In Figs. 5 and 6 we have plotted the calculated, model-based, long-term nondimensional areal
density of deposit based upon the density function
m(x; t) =
∫ t
0
’(x; t′)&(1− e−∗t′) dt′ (3.41)
for a .xed volume release of suspension.
This .xed volume release is prescribed mathematically as the solution to the IBVP consisting of
the ,uid equations (3.21)–(3.24) together with the particle equation (3.39), the initial conditions
(3.28) and boundary conditions (3.29). The results of Fig. 5 are for a range of & values and .xed
decay rate while those of Fig. 6 are for a range of values for the decay rate and .xed &. For an
in-depth study of the e0ect of parameter variations on the various salient features associated with
these .xed volume release see [31]. Here we note brie,y that the model-based results depicted in
Figs. 5 and 6 bear a strong resemblance to the deposition patterns presented for the carefully crafted
experiments of Gladstone et al. [11]. These deposition patterns shown in Figs. 5 and 6 will be
discussed in more detail in our discussion at the end of this paper.
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Fig. 6. Nondimensional areal density of deposit for the decoupled two-layer hydraulic model with turbulence included and
h0 = 0:9; & = 0:05 and a range of values for ∗.
3.4. Nonhydraulic e:ects of particle concentration
In Sections 3.2 and 3.3 we assumed that *∼ 1 so that terms in the vertical momentum equations
that contribute to nonhydrostatic e0ects could be neglected and shallow-water theory arrived at for
both layers. The models so developed can be thought of as slow depositional models in which internal
hydraulics is dominant. In such highly dilute ,ows we found that the dynamics of ,uid and particles
was decoupled. By now increasing the volume fraction of particles present in the release volume such
that the suspension remains dilute but to a level where the term *’ in (3.11) cannot be neglected
we can begin to see the .rst in,uence of particles on the ,ow. It is still reasonable to assume the
low aspect ratio nature of such ,ows. We thus work in the parameter regime 1; *=O(1).
In this parameter regime we neglect terms O() in our equations and replace (3.10) and (3.11)
by
@p∗1
@z
= 0;
@p∗2
@z
+ *’= 0: (3.42)
From the .rst equation in (3.42) we can deduce that u1 = u1(x; t) [36] and carry out some stan-
dard manipulations to get the upper layer momentum and continuity equations (3.21) and (3.22),
respectively.
We now integrate in the second equation in (3.42) to get
p∗2 =−*’z + 3(x; t); (3.43)
where 3 is the arbitrary function arising from the integration. The function 3 is determined from
the dynamic condition at interface (3.15) to be
3(x; t) = *’h+
1
2

+ h: (3.44)
Thus the total pressure .eld in the lower layer, when expressed in terms of nondimensional variables,
is
p2(x; z; t) =
1 − 2z
2 − 1 + *’(h− z) +
1
2

+ h: (3.45)
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The above expression for p2 shows clearly the impossibility of a depth-independent horizontal ve-
locity .eld in the lower particle-bearing ,uid layer.
We now construct the horizontal velocity .eld for the lower layer with its depth dependence in
the form of a power series, that is
u2(x; z; t) =
∞∑
n=0
#n(x; t) zn; (3.46)
where the evolution of the #n are to be determined from the horizontal momentum equation. Using
(3.46) in the continuity equation for the lower-layer while invoking the kinematic condition (3.17)
on the lower boundary we obtain the lower-layer vertical velocity .eld as
w2(x; z; t) =−
∞∑
n=0
@#n
@x
(x; t)
zn+1
n+ 1
: (3.47)
Now substituting (3.46) and (3.47) into the horizontal momentum equation for the lower layer,
combining the continuity equation with the kinematic condition at the interface and employing the
expansion for u2 in the result gives as the governing equations the pair in (3.21) and (3.22) together
with
@#0
@t
+
@
@x
(
1
2
#20 + *’h+
1
2

+ h
)
= 0; (3.48)
@#1
@t
+ #0
@#1
@x
− *@’
@x
= 0; (3.49)
@#2
@t
+
@
@x
(
1
4
#21 + #0#2
)
− 2#2 @#0@x = 0; (3.50)
@#3
@t
+
@
@x
(#0#3)− 3#3 @#0@x +
2
3
#1
@#2
@x
= 0; (3.51)
@h
@t
+
@
@x
[
h
(
#0 + #1
h
2
+ #2
h2
3
+ #3
h3
4
)]
= 0; (3.52)
@’
@t
+
(
#0 + #1
h
2
+ #2
h2
3
+ #3
h3
4
)
@’
@x
+
’ve0
hU
= 0: (3.53)
We now have a system of eight equations in the eight unknowns u1; 
; h; ’; #0; #1; #2 and
#3 with the e0ective settling velocity speci.ed in (3.38). We will now examine the role of the
suspended particles in the ,ow dynamics with particular attention being paid to the feasibility of a
shear-free horizontal velocity .eld throughout the ,ow regime as was assumed in [3–5,40]. Also,
our model allows us to examine the in,uence of initial turbulent energy in the release volume on
the eventual areal density of the particle deposit.
We shall display and interpret numerical solutions to our model equations (3.21), (3.22), (3.48)–
(3.53) over a range of parameter values, subjected to initial and boundary conditions corresponding
to the lock release experiments for particle-driven ,ows [11]. The initial values are as in (3.28) but
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with u2(x; 0) = 0 replaced by
#i(x; 0) = 0; i = 0; 1; 2; 3; x¿ 0: (3.54)
Similarly, the u2(0; t) = 0 in the boundary conditions of (3.29) is replaced by
#i(0; t) = 0; i = 0; 1; 2; 3; t ¿ 0: (3.55)
MacCormack’s numerical procedure [23] is employed and has already been described and used
by the current author on several occasions to examine buoyancy-driven ,ows [9,31,32]. This method
is an explicit, conservative .nite di0erence scheme possessing second-order accuracy. Because the
scheme is conservative, convergence will be to a physical weak solution of any hyperbolic system of
equations. Further, MacCormack’s method provides sharp resolution of shocks and does not require
the evaluation of the Jacobian of the ,ux vector. One drawback is the occurrence of nonphysical
oscillations around the shock. An e4cient strategy to dampen these spurious oscillations is to in-
troduce arti.cial viscosity. Because adding the necessary arti.cial viscosity reduces the accuracy to
.rst order, Harten [14] proposed using an arti.cial viscosity term which is solution dependent in
such a way as to add signi.cant arti.cial viscosity only around discontinuities. The resulting scheme
then remains second-order accurate where the solution is smooth and is .rst-order accurate only near
discontinuities.
In Figs. 7 and 8 we have plotted the horizontal velocity component in the lower particle-bearing
,uid layer in order to demonstrate the presence of velocity shear that is due to the in,uence of the
suspended particles. In both of these .gures we are employing a two-layer ,uid model with a free
surface. This di0ers from our previous work [30] wherein we took the depth of the ambient ,uid
to be in.nite thereby reducing the number of equations to be solved and eliminating the dynamic
in,uence of the upper layer. Fig. 7 demonstrates clearly the presence of signi.cant velocity shear
over a large proportion of the ,ow regime. There are no known experimental results against which
to compare our model-based calculations for the vertical variations in the horizontal velocity .eld
but it is certainly reasonable to expect such variations in strongly baroclinic ,ows such as these
Fig. 7. Lower-layer horizontal velocity .eld for the two-layer model plotted as a function of depth at various stations for
t = 10; * = 2; & = 0:05, h0 = 0:9 and g′1=g= 0:1 with no initial turbulence.
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Fig. 8. Lower-layer horizontal velocity .eld for the two-layer model plotted as a function of depth at t = 10; x = 9:5 for
* = 2; h0 = 0:9; g′1=g= 0:1 and two values of & with no initial turbulence.
particle-driven ones. In this plane ,ow problem there is a single component of vorticity in the
y direction, !y, and its time rate of change following the motion is governed by the vorticity
equation:
D!y
Dt
= (3 − 2)@’@x
[
2
2 − 1 + *’
]
: (3.56)
We note that for typical experimental values with particles of silicon carbide [11] suspended in a
1% saline solution we would have 2=(2 − 1) ≈ 102, 3 − 2 ≈ 2–3, and * ≈ 5. The rate of
vorticity generation through the baroclinic mechanism ∇×∇p can therefore be quite high and so
to approximate such ,ows as having depth-independent velocity .elds would be a major source of
error. Fig. 8 displays the dependence of velocity shear on the nondimensional scaled settling velocity
& at x = 9:5. Without a much more extensive study of the dependence of the velocity .eld on this
particular parameter it is di4cult to say just how variations in & in,uence the ,ow velocity. It is,
however, apparent from what we have presented here and the calculations contained in [30] that the
velocity .eld is a very strong function of the settling velocity. This observation about vertical struc-
ture appears not to have been made in the literature before. It can also be observed that the shear
is greatest in the vicinity of the leading edge of the particle-driven ,ow where density gradients are
greatest and hence the rate of vorticity generation is greatest. It should also be noted that in Figs. 7
and 8 we have taken ve0 = vs, the Stokes settling velocity. Including the turbulence modelling
to incorporate the e0ect of the mixing process in the settling velocity only slows the rate of
descent of the particles but does not change the trends in velocity shear in any signi.cant
way.
In Figs. 9 and 10 we have plotted the long-term nondimensional areal density of deposit for two
di0erent & values and again without including the modelled e0ects of initial turbulence in the release
volume.
We have done this so as to concentrate on the e0ects of particle-generated velocity shear on the
deposits.
T.B. Moodie / Journal of Computational and Applied Mathematics 144 (2002) 49–83 79
Fig. 9. Nondimensional density of deposit as a function of x for various values of * with &=0:05; h0 =0:9 and g′1=g=0:1.
Fig. 10. Nondimensional density of deposit as a function of x for various values of * with &=0:01, h0=0:9 and g′1=g=0:1.
From Fig. 9 we can see that increasing the initial volume fraction of particles in the release
volume has the e0ect of decreasing the proximal long-term density of deposit. Higher concentrations
of particles thus results in a net increase in transport of particles distally. When this concentration
is increased by a factor of 4, taking the parameter * from 2 to 8, the downstream transport is
greatly accentuated as can be seen from Fig. 9. In Fig. 10 we have the long-term density of deposit
plotted for particles with a lower value of the settling velocity than that used for the calculations
depicted in Fig. 9. Again we see that increasing the initial volume fraction of particles in the release
volume decreases the areal density in the proximal zone. Also, with &=0:01 the particles remain in
suspension longer than they do with & = 0:05 and so will be transported further by the ,ow. This
tendency is seen clearly by comparing results in Figs. 9 and 10.
The results depicted in Figs. 9 and 10 show that the density of deposit possesses two local
maxima. Both sets of results are for a two-layer model with the initial depth of the release volume
h0 = 0:9. We know that for this fractional depth of the release volume the vigorous counter-,ow in
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Fig. 11. Nondimensional density of deposit as a function of x for & = 0:05; h0 = 0:9; g′1=g= 0:1 and ∗ = 0:1.
the ambient ,uid will give rise to the creation of an internal hydraulic drop that will move away
from the end wall and eventually overtake the leading edge of the bottom ,ow [13]. This bore
is accompanied by a thinning of the bottom ,ow [32] and since the rate of particle deposition is
inversely proportional to current depth, h, this may account for the increase of density of deposit that
produces the local maxima seen close to the end wall in both .gures. The second local maximum
that can be seen most prominently in Fig. 10 but is also visible in Fig. 9 must be a result of the
variation in horizontal velocity with depth since such a local maximum is absent when the horizontal
velocity is depth independent [32].
The depth dependent ,ow pattern here is a complex time-dependent one for which it is the
case that the horizontal ,ow .eld can be both positive and negative (see Figs. 7 and 8) in stark
contrast to models presented elsewhere [3–5,32,40]. We feel that it may be as a result of the
diminished average cross-sectional velocity caused by the possible reverse ,ow at certain depths that
enables particles to accumulate at certain stations thereby creating local maxima in the depositional
patterns.
In Fig. 11 we have plotted the nondimensional areal density of deposit versus distance from the
end wall. These model-based calculations employ our ve0 that takes into account the initial turbulence
of mixing in the release volume. By comparing the deposition pro.les for the shear-free case in both
Figs. 9 and 11 we can immediately see the e0ect of initial turbulence in the release volume. With
turbulence included the particles remain in suspension longer thereby leading to the lower value of
the density of deposit in the vicinity of the end wall. This, in turn, leads to the pro.le shown in
Fig. 11 which compares very favourably with the curve shown in Fig. 4 of Gladstone et al. [11] for
deposit density and based upon experimental measurements.
Our .nal .gure depicts the long time areal density of deposit for three di0erent values of the
decay parameter ∗. We see that increasing the value of this parameter has the e0ect of increasing
the proximal density of deposit. This is because higher values of this parameter have the e0ect of
damping the initial turbulent energy of mixing at a greater rate. This, in turn, leads to more rapid
removal of particles from suspension. We have also included the e0ect of vertical structure in the
,ow .eld in the calculations depicted in Fig. 12. This shear leads to the additional structure that
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Fig. 12. Nondimensional density of deposit as a function of x for & = 0:05; h0 = 0:9; g′1=g = 0:1 and * = 2 for di0erent
values of ∗.
appears in the density pro.les at x ≈ 9. One can imagine that this localized increase in deposition
might be associated with a shear-induced decrease in the average ,ow velocity over the depth.
4. Discussion
In this paper we have examined certain aspects of gravity currents in both their compositionally
driven and particle-driven manifestations. We showed how to employ hydraulic theory in the former
case to derive various distinguished limit models. The weakly strati.ed model developed here has
been used successfully to study sudden releases in both two [9] and three [8] layer ,ows. In the
case of compositionally driven ,ows we presented a clear derivation of the shallow-water equations
showing that this derivation depends upon the single assumption that the pressure be hydrostatic. A
depth-independent velocity .eld is a consequence of this assumption and not a separate assumption
as stated in [4]. We also showed how topography could introduce e0ects that would make predictions
based on shallow-water theory in error. A method for extending simple hydraulic theory to account
for streamline curvature was outlined in the case of steady layered ,ows. Since for gravity ,ows
in natural settings topography will always be a factor we feel that one of the immediate goals for
research in this area should be to modify these .nite ,ows to include the e0ects of topography in
the formulation.
Our presentation here for particle-driven ,ows has attempted to provide a consistent approach
for including the role of particles in the ,ow dynamics. We have also provided a means whereby
the initial turbulence in the well-mixed suspension can be taken into account and shown that its
inclusion improves the agreement between theory and experiment. Our demonstration of the fact
that particle-driven ,ows must involve vertical structure in the velocity .eld is apparently the .rst
one to have appeared in the published literature on .nite buoyancy-driven ,ows.
As our knowledge of these complex ,ows increases it is expected that they will play an ever-
increasing role in our attempts to unravel the mechanisms that created the geological features of the
surface of the earth and those of the neighbouring planets [6].
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