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a b s t r a c t
Microwave tomography formedical applications leads to a difficult reconstruction problem
for the dielectric properties of biological tissue due to strongly diffracting waves in
combination with large dielectric contrasts. We apply the material distribution technique
used for topology optimization of elastic structures in order to solve the nonlinear least-
squares problem underlying the reconstruction problem. Using simulated numerical data
with an approximate signal-to-noise ratio of 40 dB and geometrical a priori information on
the unknown objects, we obtain good estimates of the dielectric properties corresponding
to biological objects.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Microwave tomography, as a diffraction based imaging technique for medical applications, has been subject to intensive
research during the last few decades. The high contrast dielectric properties of biological tissue in the microwave regime
have high medical significance. Important physiological conditions of living tissues, such as blood flow reduction and the
presence of malignancy, are accompanied by changes in dielectric properties [1–3]. Moreover, microwave radiation is non-
ionizing, and the tomography equipment is inexpensive and portable. Even so, due to the difficult reconstruction problem,
microwave tomography is not in clinical practice.
For medical applications, the details being reconstructed are comparable in size to (or smaller than) the wavelength of
the illuminating microwaves. Thus, the fast ray theory based algorithms for x-ray and ultrasound tomography cannot be
expected to give satisfactory results. Kak and Slaney [4] review classical ray based as well as fast diffraction tomography
methods. The latter are applicable to the present case of long wavelengths, but only for low contrasts. The high contrasts of
biological tissue turn the mathematical inverse problem – that is, finding a complex permittivity function in the Maxwell
equations for a given set of measurements of the electric field – into a nonlinear least-squares problem. In the low contrast
case, the problem can be approximated with a linear least-squares problem using the Born or Rytov approximations. The
use of a sequence of such linear least-squares problems extends the contrast range [5], however not enough to handle the
contrasts occurring inmedical applications. Themost straightforwardway of dealingwith the high contrast case is to directly
attack the nonlinear least-squares problem [1,6–10]. To decrease the computational cost, most authors assume symmetries,
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Ω?
Fig. 1. The problem consists of finding the dielectric properties of unknown objects. Left: A set of microwave transmitters and receivers are located at the
ends of the waveguides. Right: The container can be rotated with respect to the regionΩ? , in which the unknown objects are located.
as we do below, so that the governing Maxwell equations reduce to the scalar Helmholtz equation. The application of the
inversion techniques studied is not limited to medial imaging; similar problems occur, for example, in geophysics and
nondestructive testing [11–13].
Topology optimization has its origin in structural optimization and concerns the optimal placement of material within
a given domain [14]. During the last decade, researchers have begun to apply similar ideas to problems in other disciplines.
Recently,Wadbro and Berggren [10] applied topology optimization techniques to solve the inverse problem associatedwith
microwave tomography. We refer to our earlier publication for details on the mathematical structure and the numerical
treatment of the problem. Here, we use the same setup as in Ref. [10] to further study and explore the suggested approach
using multiple frequencies and simulated non-exact data. We also utilize a priori geometrical information to enhance the
quality of the reconstruction.
2. Problem statement
Our aim is to reconstruct the dielectric properties of unknown objects located inside a hexagonal metallic container with
side length 16 cm. The objects are located in the regionΩ? (Fig. 1) and embedded in a saline solution with known dielectric
properties, εs. Attached to each side of the container is a 2.2 cm wide waveguide filled with a low loss material with known
dielectric properties, εwg. There is a device able to radiate microwaves as well as measure the electric field at the end of each
waveguide. The container, the waveguides, and the objects infinitely extend in the direction normal to the plane.
We let σ and  denote the conductivity and permittivity and assume that the permeabilityµ is constant, that isµ ≡ µ0,
the free space permeability. The electric field E is governed by theMaxwell equations and is assumed to be polarized normal
to the plane. We seek time harmonic solutions using the ansatz E = R{(0, 0, u)eiωt} and find that the complex amplitude
function u satisfies the Helmholtz equation
∆u+ εk20u = 0,
where
ε = r − i
√
µ0
0
σ
k0
is the complex permittivity, 0 the free space permittivity, r = /0 the relative permittivity, k0 = ω/c the free space
wavenumber, and c the speed of light.
Remark 1. Under the above polarization assumption, it is equivalent to consider the setup as being finite in the direction
normal to the plane but enclosed by plates of perfectly conducting material parallel to the plane.
The computational domain Ω is illustrated to the left in Fig. 1. The outer ends of the waveguides are denoted as
Γ
(n)
in , n = 1, 2, . . . , 6, and their union as Γin. The sides of the container and the waveguides consist of perfectly conducting
material; hence
u = 0 on ∂Ω − Γin.
The devices at the end of the waveguides are simulated with a Sommerfeld approximation prescribing an incoming lowest
mode wave while assuring that all outgoing wave modes are perfectly absorbed.
Letting V = {v ∈ H1(Ω) | v = 0 on ∂Ω − Γin}, the variational form of the wave propagation problem with a source
located at waveguidem is:
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Find u ∈ V such that∫
Ω
∇u · ∇v − k20
∫
Ω
εuv + îk
∫
Γin
uv = 2îkCm
∫
Γ
(m)
in
sin
(
x · tmpi
d
)
v, ∀v ∈ V, (1)
where tm is the tangential vector on Γ
(m)
in . The constant A is used to set the amplitude of the incoming lowest wave mode at
Γ
(m)
in , and k̂ is the reduced wavenumber in the waveguide.
To obtain a larger number of observations, the container is rotated (as illustrated to the right in Fig. 1) at angles
θl ∈ [0◦, 60◦), l = 1, 2, . . . , L, with respect toΩ?. Another strategy for obtaining additional observations is to use multiple
frequencies,ωk, k = 1, 2, . . . , K . For each fixed rotation angle θl and frequencyωk, the devices at the end of the waveguides
irradiate the objects one at a time, and the resulting electrical field is measured by all six devices.
Remark 2. The wave propagation in a waveguide can be expressed as a superposition of wave modes satisfying Helmholtz
equation with zero Dirichlet boundary conditions along the sides of the waveguide. In our experiments, the width of the
waveguides and the frequencies used in the reconstruction are chosen such that all modes except the lowest one are
geometrically evanescent in the waveguide.
We let uk,ln (ε) denote the solution to Eq. (1) for the case when the unknown objects are present in Ω?. The subscripts
and superscripts indicate that the source is located at Γ (n)in , at rotation angle θl, and at frequency ωk. Similarly w
k,l
n denotes
the solution to Eq. (1) when the container contains only the saline solution. In order to reduce systematic errors, we choose
to observe the difference of uk,ln and w
k,l
n instead of only considering u
k,l
n . Letting δ
k,l
n,m denote the measured mean complex
difference at Γ (m)in , for source location Γ
(n)
in , at rotation angle θl, and at frequency ωk, the problem of reconstructing the
dielectric properties of the unknown objects may be formulated as
min
ε∈U
K∑
k=1
L∑
l=1
6∑
m,n=1
∣∣〈uk,ln (ε)〉m − 〈wk,ln 〉m − δk,ln,m∣∣2 , (2)
where 〈·〉m corresponds to an averaging over Γ (m)in , andU is the set of admissible permittivities defined by
U =
ε ∈ L∞(Ω)
∣∣∣∣∣∣∣
ε = εwg in the waveguides
0 < α ≤ R{ε} ≤ α inΩ?
β ≤ ={ε} ≤ β < 0 inΩ?
ε = εs otherwise
 ,
where α, α, β , and β are real constants. A sensitivity analysis and a proof of existence of solutions to problem (2) are given
in [10].
Remark 3. Many experiments have been performed aiming at determining the dielectric properties of healthy as well as,
for example, malignant biological tissue [2,15]. Thus, for biological applications, there exist good estimates for the bound
limits α, α, β , and β .
3. Discrete setup
The finite element method solves variational problem (1) numerically using second-order Lagrangian elements. The
inner region Ω? is triangulated using equilateral triangles, and the rest of the container is, for each rotation, filled with an
unstructured triangularmesh. The complex permittivity ε is approximatedwith a function that is constant on each element.
The numerical experiments use frequencies in the range 870–930 MHz and aim to reconstruct the dielectric properties
at 900 MHz of the three phantomsPI,PII, andPIII depicted in Fig. 2. Here, we let the sum of the real and imaginary parts
of the complex permittivity illustrate the dielectric properties. In the frequency range that we consider, the permittivities of
the materials comprising the phantoms only possess a weak frequency dependence. For each of these materials and at any
frequency in the range 870–930 MHz, the relative permittivity difference compared with the 900 MHz case is less than one
per cent. The dielectric properties of the phantoms are computed using the parametric formulae given in [15]. The triangular
object in the phantomshas side length 6 cmanddielectric properties corresponding to those of humanmuscle (ε ≈ 55−19i),
and the hexagonal object in PII and PIII has side length 2 cm and dielectric properties corresponding to fat (ε ≈ 5 − i).
The parallelogram shaped object inPIII has side lengths 2 respective 4 cm and dielectric properties corresponding to blood
(ε ≈ 61 − 31i). The wavelengths at 900 MHz are approximately 3.7 cm in the saline solution, 4.3 cm in blood, 4.5 cm in
muscle tissue, and 14.9 cm in fat. The target amplitude differences δk,ln,m are computed using two different resolutions—the
edge length in the structured region is 5 mm in the coarse mesh and 1.25 mm in the fine mesh. The reconstruction of the
unknown objects is performed on the coarse mesh, attempting to fit the differences at the end of the waveguides with the
target differences. Thus, δk,ln,m computed on the coarse mesh provides exact data to the reconstruction algorithm, whereas
δk,ln,m computed on the fine mesh simulates ‘‘true’’ data.
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Fig. 2. The sum of the real and imaginary parts (R{ε} + ={ε}) of the complex permittivity for the phantoms used in the numerical experiments. Left: PI ,
middle: PII , and right: PIII . The scales on the axes are in centimeters.
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Fig. 3. Phantoms reconstructed using exact numerical data, a frequency of 900 MHz, and 96 irradiation positions. The dashed lines indicate the contours
of the objects. Left: PI , middle: PII , and right: PIII .
We use the Method of Moving Asymptotes (MMA) [16] to numerically solve optimization problem (2). The MMA is a
gradient based optimization method that is particularly well suited for problems in which the decision (ε) and state (u)
variables are bilinearly related as in Eq. (1). We also make use of MMA’s ability to exploit the least-squares structure of the
objective function. We seek the permittivity within the class of functions that are constant on each element on the coarse
mesh, resulting in a nonlinear optimization problem with 1536 unknown complex variables.
It is possible to argue, like Dobson [17] (who studies a mathematically similar problem), that the optimal admissible
solution attains at least one of the bound constraints whenever there is no admissible complex permittivity such that
the objective function is zero—a likely scenario when using real measurements or using multiple frequencies in the
reconstruction. This effect will manifest itself as noise in the optimal permittivity distribution. To combat such noise, we
introduce a filter in the form of a weighted local averaging. That is, when using filtering we optimize over a function ε˜ that
is constant on each element on the coarse mesh, letting the physical permittivity ε be defined through a discrete version
of the convolution ε = Kτ ∗ ε˜, where the compact kernel Kτ corresponds to a weighted local averaging with radius τ . An
alternative is to apply filtering only as postprocessing, performing a local averaging of the results obtained by optimizing
directly over the permittivity function. For topology optimization of linearly elastic structures, a regularization for instance
in the form of a filter is needed to ensure the existence of minimizers of the objective function [14]. Note that here the filter
is not needed to ensure the existence of solutions to optimization problem (2) [10].
4. Results
The first experiment aims at finding the complex permittivity of the phantoms using data computed on the same mesh
as was used for the reconstruction. We thus know that there exists an admissible permittivity distribution with vanishing
objective function. In this case we use a single frequency of 900 MHz in order not to pollute the noiseless data. Figs. 3 and 4
illustrate the physical permittivities of the phantoms reconstructed using 96 irradiation positions, resulting in 576 complex
observations. Filteringwas used throughout the optimization for the results presented in Fig. 4 but not for the results in Fig. 3.
The size, shape, and location of the triangular object are properly reconstructed in all phantoms both with and without
filtering. The parallelogram shaped object in PIII is decently reconstructed in both cases. The reconstructed hexagonal
object inPII andPIII is correctly reconstructedwithout the use of filtering; however, it is somewhat too small and centered
slightly to the right of its correct center position when filtering is used. Applying filtering only as a postprocessing of the
results in Fig. 3 produces results similar to those presented in Fig. 4.
In many cases the convex hull (or some other geometric property) of the unknown objects is known or can easily be
obtained, through for example laser measurements. The use of such information enhances the quality of the reconstruction.
Here,wewill use geometric information obtainable from lasermeasurements. That is, an element e in themesh is considered
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Fig. 4. Phantoms reconstructed using exact numerical data, filtering, a frequency of 900 MHz, and 96 irradiation positions. The dashed lines indicate the
contours of the objects. Left: PI , middle: PII , and right: PIII .
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Fig. 5. The permittivities in the elements marked black are subject to optimization when a priori geometric information is used. Left: PI , middle: PII ,
and right: PIII .
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Fig. 6. Phantoms reconstructed using a priori geometric information, exact numerical data, the frequency 900 MHz, and 96 irradiation positions. The
dashed lines indicate the contours of the objects. Left: PI , middle: PII , and right: PIII .
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Fig. 7. Phantoms reconstructed using a priori geometric information, exact numerical data, filtering, the frequency 900MHz, and 96 irradiation positions.
The dashed lines indicate the contours of the objects. Left: PI , middle: PII , and right: PIII .
to be filled with the saline solution if for each point x ∈ e there exists a line l such that x ∈ l and l does not intersect any
of the unknown objects. In the case when the unknown elements form a simply connected region this corresponds to using
the convex hull of the objects. The elements remaining in the optimization are marked black in Fig. 5.
1778 E. Wadbro, M. Berggren / Journal of Computational and Applied Mathematics 234 (2010) 1773–1780
-5
0
5
-5
0
5
-5
0
5
-5 0 5-5 0 5 -5 0 5
Fig. 8. Phantoms reconstructed using a priori geometric information, inexact numerical data, the frequencies 870, 890, 910, and 930 MHz, and 24
irradiation positions. The dashed lines indicate the contours of the objects. Left: PI , middle: PII , and right: PIII .
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Fig. 9. Phantoms reconstructed using a priori geometric information, filtering, inexact numerical data, the frequencies 870, 890, 910, and 930 MHz, and
24 irradiation positions. The dashed lines indicate the contours of the objects. Left: PI , middle: PII , and right: PIII .
The dielectric properties in Figs. 6 and 7 are reconstructed using this type of a priori geometric information, a single
frequency of 900 MHz and 96 irradiation positions. The residual, that is, the difference between the differences 〈uk,ln (ε)〉m−
〈wk,ln 〉m, and the targets δk,ln,m is essentially zero. In fact, there exist many dielectric distributions that give very low values of
the objective function (smaller than the expected error in a numerical forward solve).
The phantom PI consisting of only a single triangular object is perfectly reconstructed both with and without filtering.
The phantoms PII and PIII are properly reconstructed in the unfiltered version, in the sense that the shapes of the
objects are clearly visible; however there are some oscillations in the dielectric properties. The phantoms are also correctly
reconstructed in the case when the dielectric properties are indirectly defined using the filter in the optimization. The sizes
and shapes of the objects are clearly visible, The hexagonal shaped object is somewhat too small and slightly squeezed in
the vertical direction. Otherwise, the dielectric properties are more well behaved than in the unfiltered case and exhibit
only minor deviations from the correct value. However, also in this case it works just as well to apply the filtering solely as
a postprocessing of the unfiltered results.
When using data from real experiments, the measured data cannot be expected to be perfect as above—a fact that will
decrease the quality of the reconstruction. Here we let the target differences computed using the fine mesh represent the
measured, inexact data. That is, we assume that the inexactness is dominated by the numerical errors made in the finite
element approximation. Measurement errors due to pure noise can in fact be made arbitrarily small by extending the
measurement time. For our test cases the mean signal-to-noise (or rather signal-to-error) ratios, computed as the relative
difference of the solutions on the two meshes, at the receivers are approximately 40 dB for PI and 30 dB for PII and PIII.
In the case of inexact data, our experiments indicate that including more frequencies in the observations is beneficial. For
our phantoms, experiments using four frequencies and 24 irradiation positions give a better reconstruction of the dielectric
properties of the objects at 900 MHz than using a single frequency of 900 MHz and 96 irradiation positions (both strategies
produce 576 complex observations). A better reconstruction refers here to a smaller deviation (measured in the L2 norm)
from the dielectric values of the phantom.
The optimization using multiple frequencies required fewer MMA iterations than for the single-frequency case.
Moreover, the optimization algorithm converges slightly fasterwhen filtering is applied. The largest differencewas observed
in the optimization process reconstructingPIII, which took 83 iterations usingmultiple frequencies in the optimization and
100 iterations in the single-frequency case, whereas the optimization using filtered dielectric properties converged in 73
and 83 iterations, respectively. Figs. 8 and 9 illustrates the dielectric properties of the phantoms reconstructed on the coarse
mesh using the frequencies 870, 890, 910, and 930MHz, 24 irradiation positions, with data computed on the fine mesh. The
oscillations in the unfiltered case has amuch larger amplitude than the permittivities reconstructed using exact datawithout
filtering. The reconstructed version ofPI looks, at a first glance,more of randomnoise than the true object. However, a closer
look at the reconstructed object reveals that its mean dielectric properties lie close the those of the triangular object in the
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Fig. 10. Postfiltered versions of the reconstructed dielectric properties depicted in Fig. 8. The dashed lines indicate the contours of the objects. Left: PI ,
middle: PII , and right: PIII .
phantom. The hexagonal object in PII and PIII is clearly reconstructed with a well defined shape, and the parallelogram
shaped object in PIII is reasonably well reconstructed. As expected, the results obtained using filtering do not suffer from
any fast oscillatory behavior. The sizes and locations of the unknown objects are clearly visible in all phantoms and the
reconstructed dielectric properties are close to the correct values.
Applying filtering as a postprocessing of the reconstructed permittivities in Fig. 8 results in the reconstruction shown in
Fig. 10. Even though the postfiltered results are similar to the results obtained using filtering throughout the optimization
process, there are some differences. Surprisingly, the reconstructions obtained applying filtering solely as a postprocessing
are better than those computed applying filtering throughout the optimization, in the sense that the postfiltered results
display a smaller L2 norm error for all objects in the phantoms. The better reconstruction of the objects in the phantom
comes at a small cost of a moderate increase in the error in the part of the complex hull of the objects that lies outside the
objects.
5. Discussion and conclusions
The problem of finding a complex permittivity function in the Maxwell equations given measurements of the electrical
field resulting from illuminating the objects with microwaves is a difficult inverse problem. When attacking this problem it
is important to utilize all available information, such as bounds on the complex permittivity and extra geometry information.
Our experiments using inexact data suggest that the use of multiple frequencies in the reconstruction is beneficial. In the
case of inexact data, a filtering procedure can be used to combat noise. We tested two approaches: filtering throughout the
optimization, and applying filtering solely as a postprocessing. Surprisingly, the inclusion of filteringwithin the optimization
does not seem to enhance the quality of the reconstruction.
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