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Figure 1: Examples for different types of duplicates between the CIFAR-100 test and training set. The top row shows images
from the test set and the bottom row shows their nearest neighbors from the training set in a CNN feature space. Please see
the main text for a description of the three categories of duplicates.
Abstract
We find that 3.3% and 10% of the images from the
CIFAR-10 and CIFAR-100 test sets, respectively, have du-
plicates in the training set. This may incur a bias on the
comparison of image recognition techniques with respect
to their generalization capability on these heavily bench-
marked datasets.
To eliminate this bias, we provide the “fair CIFAR”
(ciFAIR) dataset, where we replaced all duplicates in the
test sets with new images sampled from the same domain.
The training set remains unchanged, in order not to invali-
date pre-trained models.
We then re-evaluate the classification performance of
various popular state-of-the-art CNN architectures on these
new test sets to investigate whether recent research has
overfitted to memorizing data instead of learning abstract
concepts. Fortunately, this does not seem to be the case yet.
The ciFAIR dataset and pre-trained models are available
at https://cvjena.github.io/cifair/, where
we also maintain a leaderboard.
1. Introduction
Almost ten years after the first instantiation of the
ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [15], image classification is still a very active
field of research. The majority of recent approaches be-
longs to the domain of deep learning with several new ar-
chitectures of convolutional neural networks (CNNs) be-
ing proposed for this task every year and trying to improve
the accuracy on held-out test data by a few percent points
[7, 22, 21, 8, 6, 13, 3]. A key to the success of these methods
is the availability of large amounts of training data [12, 17].
The world wide web has become a very affordable resource
for harvesting such large datasets in an automated or semi-
automated manner [4, 11, 9, 20].
A problem of this approach is that there is no effective
automatic method for filtering out near-duplicates among
the collected images. When the dataset is split up later into
a training, a test, and maybe even a validation set, this might
result in the presence of near-duplicates of test images in
the training set. Usually, the post-processing with regard
to duplicates is limited to removing images that have exact
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pixel-level duplicates [11, 4]. However, many duplicates are
less obvious and might vary with respect to contrast, trans-
lation, stretching, color shift etc. These are variations that
can easily be accounted for by data augmentation, so that
these variants will actually become part of the augmented
training set.
For a proper scientific evaluation, the presence of such
duplicates is a critical issue: We actually aim at comparing
models with respect to their ability of generalizing to unseen
data. With a growing number of duplicates, however, we
run the risk to compare them in terms of their capability of
memorizing the training data, which increases with model
capacity. This is especially problematic when the difference
between the error rates of different models is as small as it
is nowadays, i.e., sometimes just one or two percent points.
The significance of these performance differences hence de-
pends on the overlap between test and training data. In some
fields, such as fine-grained recognition, this overlap has al-
ready been quantified for some popular datasets, e.g., for
the Caltech-UCSD Birds dataset [19, 10].
In this work, we assess the number of test images that
have near-duplicates in the training set of two of the most
heavily benchmarked datasets in computer vision: CIFAR-
10 and CIFAR-100 [11]. We will first briefly introduce
these datasets in Section 2 and describe our duplicate search
approach in Section 3. In a nutshell, we search for nearest
neighbor pairs between test and training set in a CNN fea-
ture space and inspect the results manually, assigning each
detected pair into one of four duplicate categories. We find
that 3.3% of CIFAR-10 test images and a surprising number
of 10% of CIFAR-100 test images have near-duplicates in
their respective training sets.
Subsequently, we replace all these duplicates with new
images from the Tiny Images dataset [18], which was the
original source for the CIFAR images (see Section 4). To
determine whether recent research results are already af-
fected by these duplicates, we finally re-evaluate the per-
formance of several state-of-the-art CNN architectures on
these new test sets in Section 5.
Similar to our work, Recht et al. [14] have recently sam-
pled a completely new test set for CIFAR-10 from Tiny Im-
ages to assess how well existing models generalize to truly
unseen data. Furthermore, they note parenthetically that the
CIFAR-10 test set comprises 8% duplicates with the train-
ing set, which is more than twice as much as we have found.
As opposed to their work, however, we also analyze CIFAR-
100 and only replace the duplicates in the test set, while
leaving the remaining images untouched. Moreover, we
distinguish between three different types of duplicates and
publish a list of duplicates, the new test sets, and pre-trained
models at https://cvjena.github.io/cifair/.
Figure 2: GUI for duplicate annotation.
2. The CIFAR Datasets
There exist two different CIFAR datasets [11]: CIFAR-
10, which comprises 10 classes, and CIFAR-100, which
comprises 100 classes. Both contain 50,000 training and
10,000 test images. Neither the classes nor the data of these
two datasets overlap, but both have been sampled from the
same source: the Tiny Images dataset [18].
In this context, the word “tiny” refers to the resolution of
the images, not to their number. On the contrary, Tiny Im-
ages comprises approximately 80 million images collected
automatically from the web by querying image search en-
gines for approximately 75,000 synsets of the WordNet on-
tology [5]. However, all images have been resized to the
“tiny” resolution of 32× 32 pixels.
Due to their much more manageable size and the low im-
age resolution, which allows for fast training of CNNs, the
CIFAR datasets have established themselves as one of the
most popular benchmarks in the field of computer vision.
3. Hunting Duplicates
As we have argued above, simply searching for exact
pixel-level duplicates is not sufficient, since there may also
be slightly modified variants of the same scene that vary by
contrast, hue, translation, stretching etc. Thus, we follow a
content-based image retrieval approach [16, 2, 1] for finding
duplicate and near-duplicate images: We train a lightweight
CNN architecture proposed by Barz et al. [3] on the train-
ing set and then extract L2-normalized features from the
global average pooling layer of the trained network for both
training and testing images. For each test image, we find
the nearest neighbor from the training set in terms of the
Euclidean distance in that feature space.
Given this, it would be easy to capture the majority of du-
plicates by simply thresholding the distance between these
pairs. However, such an approach would result in a high
number of false positives as well. Therefore, we inspect the
detected pairs manually, sorted by increasing distance. In a
graphical user interface depicted in Fig. 2, the annotator can
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Figure 3: Number of duplicates per duplicate type between
test and training set (blue) and within the test set (orange).
inspect the test image and its duplicate, their distance in the
feature space, and a pixel-wise difference image. The pair
is then manually assigned to one of four classes:
Exact Duplicate Almost all pixels in the two images are
approximately identical.
Near-Duplicate The content of the images is exactly the
same, i.e., both originated from the same camera shot.
However, different post-processing might have been
applied to this original scene, e.g., color shifts, transla-
tions, scaling etc.
Very Similar The contents of the two images are different,
but highly similar, so that the difference can only be
spotted at the second glance.
Different The pair does not belong to any other category.
Figure 1 shows some examples for the three categories
of duplicates from the CIFAR-100 test set, where we picked
the 10th, 50th, and 90th percentile image pair for each cate-
gory, according to their distance. In the remainder of this
paper, the word “duplicate” will usually refer to any type of
duplicate, not necessarily to exact duplicates only.
We used a single annotator and stopped the annotation
once the class “Different” has been assigned to 20 pairs in a
row. In addition to spotting duplicates of test images in the
training set, we also search for duplicates within the test set,
since these also distort the performance evaluation. Note
that we do not search for duplicates within the training set.
In the worst case, the presence of such duplicates biases the
weights assigned to each sample during training, but they
are not critical for evaluating and comparing models.
We found 891 duplicates from the CIFAR-100 test set
in the training set and another set of 104 duplicates within
the test set itself. In total, 10% of test images have dupli-
cates. The situation is slightly better for CIFAR-10, where
(a) CIFAR-10
frog 59
automobile 55
airplane 47
deer 40
bird 26
horse 20
dog 19
ship 17
truck 14
cat 11
(b) CIFAR-100
cockroach 33
orange 29
lawn mower 28
apple 26
skunk 26
keyboard 23
leopard 23
wolf 21
worm 20
whale 17
rocket 17
skyscraper 17
dinosaur 17
maple tree 17
Table 1: The top 14 classes with the most duplicates.
we found 286 duplicates in the training and 39 in the test
set, amounting to 3.25% of the test set. This is probably
due to the much broader type of object classes in CIFAR-
10: We suppose it is easier to find 5,000 different images of
birds than 500 different images of maple trees, for example.
The vast majority of duplicates belongs to the category
of near-duplicates, as can be seen in Fig. 3. It is worth not-
ing that there are no exact duplicates in CIFAR-10 at all, as
opposed to CIFAR-100. This might indicate that the basic
duplicate removal step mentioned by Krizhevsky et al. [12]
has been omitted during the creation of CIFAR-100.
Table 1 lists the top 14 classes with the most duplicates
for both datasets. The only classes without any duplicates
in CIFAR-100 are “bowl”, “bus”, and “forest”.
On the subset of test images with duplicates in the train-
ing set, the ResNet-110 [7] models from our experiments in
Section 5 achieve error rates of 0% and 2.9% on CIFAR-10
and CIFAR-100, respectively. This verifies our assumption
that even the near-duplicate and highly similar images can
be classified correctly much to easily by memorizing the
training data.
4. The Duplicate-Free ciFAIR Test Dataset
To create a fair test set for CIFAR-10 and CIFAR-100,
we replace all duplicates identified in the previous section
with new images sampled from the Tiny Images dataset
[18], which was also the source for the original CIFAR
datasets.
We took care not to introduce any bias or domain shift
during the selection process. To this end, each replacement
candidate was inspected manually in a graphical user in-
terface (see Fig. 4), which displayed the candidate image
and the three nearest neighbors in the feature space from
the existing training and test sets. We approved only those
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Figure 4: GUI for replacement candidate selection.
samples for inclusion in the new test set that could not be
considered duplicates (according to the category definitions
in Section 3) of any of the three nearest neighbors.
Furthermore, we followed the labeler instructions pro-
vided by Krizhevsky et al. [11] for CIFAR-10. However,
separate instructions for CIFAR-100, which was created
later, have not been published. We found by looking at
the data that some of the original instructions seem to have
been relaxed for this dataset. For example, CIFAR-100 does
include some line drawings and cartoons as well as im-
ages containing multiple instances of the same object cate-
gory. Both types of images were excluded from CIFAR-10.
Therefore, we also accepted some replacement candidates
of these kinds for the new CIFAR-100 test set.
We term the datasets obtained by this modification as
ciFAIR-10 and ciFAIR-100 (“fair CIFAR”). They consist of
the original CIFAR training sets and the modified test sets
which are free of duplicates. ciFAIR can be obtained online
at https://cvjena.github.io/cifair/.
5. Re-evaluation of the State of the Art
Two questions remain: Were recent improvements to the
state-of-the-art in image classification on CIFAR actually
due to the effect of duplicates, which can be memorized
better by models with higher capacity? Does the ranking of
methods change given a duplicate-free test set?
To answer these questions, we re-evaluate the perfor-
mance of several popular CNN architectures on both the
CIFAR and ciFAIR test sets. Unfortunately, we were not
able to find any pre-trained CIFAR models for any of the
architectures. Thus, we had to train them ourselves, so that
the results do not exactly match those reported in the orig-
inal papers. However, we used the original source code,
where it has been provided by the authors, and followed
their instructions for training (i.e., learning rate schedules,
optimizer, regularization etc.).
The results are given in Table 2. Besides the absolute
error rate on both test sets, we also report their difference
(“gap”) in terms of absolute percent points, on the one hand,
and relative to the original performance, on the other hand.
On average, the error rate increases by 0.41 percent
points on CIFAR-10 and by 2.73 percent points on CIFAR-
100. The relative difference, however, can be as high as
12%. The ranking of the architectures did not change on
CIFAR-100, and only Wide ResNet and DenseNet swapped
positions on CIFAR-10.
6. Conclusions
In a laborious manual annotation process supported by
image retrieval, we have identified a surprising number of
duplicate images in the CIFAR test sets that also exist in
the training set. We have argued that it is not sufficient
to focus on exact pixel-level duplicates only. In contrast,
slightly modified variants of the same scene or very similar
images bias the evaluation as well, since these can easily be
matched by CNNs using data augmentation, but will rarely
appear in real-world applications. We hence proposed and
released a new test set called ciFAIR, where we replaced all
those duplicates with new images from the same domain.
A re-evaluation of several state-of-the-art CNN models
for image classification on this new test set lead to a signifi-
cant drop in performance, as expected. The relative ranking
of the models, however, did not change considerably. This
is a positive result, indicating that the research efforts of the
community have not overfitted to the presence of duplicates
in the test set. However, all models we tested have sufficient
capacity to memorize the complete training data. Thus, a
more restricted approach might show smaller differences.
We encourage all researchers training models on the CI-
FAR datasets to evaluate their models on ciFAIR, which will
provide a better estimate of how well the model generalizes
to new data. To facilitate comparison with the state-of-the-
art further, we maintain a community-driven leaderboard at
https://cvjena.github.io/cifair/, where ev-
eryone is welcome to submit new models. We will only ac-
cept leaderboard entries for which pre-trained models have
been provided, so that we can verify their performance.
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