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ANALISA DETEKSI HOAX MENGGUNAKAN ALGORITMA 
SUPPORT VECTOR MACHINE, NAIVE BAYES, RANDOM 
FOREST DAN K-NEAREST NEIGHBOR MENGENAI BERITA 
VAKSIN COVID-19 PADA TWITTER 
ABSTRAK 
    Oleh : Ignatius Fredy Ferdiansyah 
      
Perkembangan teknologi informasi dan sosial media yang pesat media 
menghasilkan lebih banyak penyebaran informasi dalam bentuk berita digital dan 
mengubah media analog menjadi media online. Namun penyebaran berita di media 
online tidak semuanya benar (hoax).  
Permasalahan hoax yang dihadapi para pengguna internet berita dapat 
diselesaikan melalui percobaan hoax detection menggunakan Algoritma Support 
Vector Machine, Naive Bayes, Random Forest dan K-Nearest Neighbor. Data 
penelitian dilakukan menggunakan 1000 berita berbahasa Indonesia, 500 berita non-
hoax, dan 500 untuk berita hoax sebagai data training, 500 data yang didapat dari 
Mining di Twitter. Data dikumpulkan dari Portal berita online Indonesia dengan 
metode text Mining.  Hasil penelitian menunjukkan bahwa akurasi tertinggi 89.27% 
dicapai dengan menggunakan Support Vector Machine untuk 10-fold, dan Naïve Bayes 
akurasi tertinggi  sebesar 89.48% dengan 5-fold.  
Berdasarkan hal tersebut, dapat disimpulkan bahwa pemodelan ini dapat 
digunakan mendukung pendeteksian berita hoax di Indonesia saat ini. Diharapkan 
model ini juga dapat diterapkan untuk  pemerintah menyaring berita yang akan 
disebarkan kepada masyarakat Indonesia. 
Keywords: hoax detection, Algoritma Support Vector Machine, Naive Bayes, Random 





HOAX DETECTION ANALYSIS USING SUPPORT VECTOR 
MACHINE, NAIVE BAYES, RANDOM FOREST AND K-NEAREST 
NEIGHBOR ALGORITHM ON COVID-19 VACCINE NEWS ON 
TWITTER 
ABSTRACT 
    By :  Ignatius Fredy Ferdiansyah 
 
The rapid development of information technology and social media has resulted 
in more dissemination of information in the form of digital news and turning analog 
media into online media. However, the spread of news in online media is not all true 
(hoax).  
Hoax problems faced by internet news users can be solved through hoax 
detection experiments using the Support Vector Machine Algorithm, Naive Bayes, 
Random Forest and K-Nearest Neighbor The research data was conducted using 1000 
Indonesian news, 500 non-hoax news, and 500 hoax news as training data, 500 data 
obtained from Mining on Twitter. Data were collected from Indonesian online news 
portals using the text Mining method.The results showed that the highest Accuracy of 
89.27% was achieved using the Support Vector Machine for 10-fold, and the highest 
Accuracy was 89.48% using Naïve Bayes with 5-fold.  
Based on this, it can be concluded that this modeling can be used to support the 
detection of hoax news in Indonesia today. It is hoped that this model can also be 
applied to the government in filtering news that will be disseminated to the Indonesian 
people. 
Keywords: hoax detection, Support Vector Machine Algorithm, Naive Bayes, Random 
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