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Zusammenfassung
Die interaurale Zeitdifferenz (ITD) spielt eine wichtige Rolle in der Schallortung
und wird von vielen Tieren zur Lokalisierung einer Schallquelle verwendet. Dabei
beschreibt die ITD den Unterschied zwischen den Laufzeiten des Schalls zu beiden
Ohren. Der erste Schritt in der neuronalen Darstellung von ITD, der Detektionsschritt,
kann durch das Jeffress Modell beschrieben werden. Binaurale Neuronen werden
in diesem Zusammenhang als schmalbandig getunte Koinzidenzdetektoren model-
liert, die bevorzugt auf ihre beste ITD antworten. Nach dem Detektionsschritt findet
eine Transformation der neuronalen Antwort statt, die sogenannte Remodellierung.
In diesem (Remodellierungs-) Schritt ist auch die Frequenzintegration mit inbegrif-
fen. Tonale ITD Tuning-Kurven von „Integratorneuronen“, die an unterschiedlichen
Frequenzen gemessen werden, weisen an einer ITD eine gemeinsame relative Feuer-
rate auf. Diese ITD tritt entweder für alle Frequenzen an der besten ITD oder in
einem gemeinsamen Punkt zwischen minimaler und maximaler Feuerrate auf. Fol-
glich kann man diese ITD Tuning-Kurven mittels einer von der Frequenz abhängi-
gen Komponente, der charakteristischen Phase (CP), und einer von der Frequenz
unabhängigen Komponente, der charakteristischen Verzögerung (CD), beschreiben.
Wir nehmen dabei an, dass ein Breitbandneuron linear konvergente Eingänge von
Schmalband Koinzidenzdetektor Neuronen, die jeweils durch verschiedene beste Fre-
quenzen und beste ITD charakterisiert sind, aufsummiert. Die CD und die CP entste-
hen als Produkt eines systematischen Zusammenhangs zwischen bester Frequenz und
bester ITD. Unter dieser Annahme wurden vier Algorithmen entwickelt, die entweder
vii
aus Frequenz Tuning-Kurven oder aus Breitband ITD Tuning-Kurven, die CD und
die CP schätzen. Mittels numerischer Experimente wurden die Eigenschaften der
Algorithmen untersucht und verglichen. Hierbei wurden alle Algorithmen auf zu-
vor berechnete Tuning-Kurven mit vorgegebenen CDs und CPs angewendet. Diese
Tuning-Kurven berücksichtigen dabei sowohl den Einfluss von Rauschen als auch
den Einfluss des Frequenzbandes eines Neurons. Die Schätzleistung aller Algorith-
men ist abhängig von der Bandbreite und im geringerem Maße von der Position
des Frequenzbandes. Der MSE Fit Algorithmus lieferte im Vergleich zu allen ent-
wickelten Schätzalgorithmen die kleinsten mittleren Schätzfehler. Im Hinblick auf
die Gesamtleistung und insbesondere auf die Schätzung der CP war dieser Algorith-
mus allen anderen überlegen. Die entwickelten Algorithmen basieren auf bestimmten
Modellannahmen, die die CD und die CP als Ergebnis der Frequenzintegration verste-
hen. Die Modellierung eines einfachen zwei Ebenen umfassenden neuronalen Mod-
ells konnte diese Annahmen bestätigen. Des Weiteren zeigen wir, dass die Schätzalgo-
rithmen für reale Messdaten sinnvolle Resultate liefern. Elektrophysiologische Daten
der Schleiereule werden systematisch mittels dem MSE Fit Algorithmus untersucht
sowie auch einige Daten von Säugetieren. Die erhaltenen CDs und CPs stimmten mit
früheren Ergebnissen überein und zeigen, dass der MSE Fit Algorithmus auch für die
Vorhersage von CDs und CPs für andere Arten anwendbar ist.
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Summary
An important quantity in the sound localization processing, used by many animals, is
the interaural time difference (ITD), the time shift between the acoustic signals reach-
ing the two ears. The first step in the representation of ITD, the detection step, may
be described by the place theory of Jeffress. Binaural neurons are modeled as coinci-
dence detectors which respond preferable to their best ITD. After the detection stage,
the neural response is remodeled which involves across-frequency integration. Tonal
ITD tuning curves of ’integrator neurons’ collected for different frequencies show a
common relative discharge rate at a single delay which occur either at the best ITD
for all frequencies or at a common point on the slope. Consequently, the ITD tuning
curves may be described in terms of frequency-dependent component, the charac-
teristic phase (CP), and frequency-independent component, the characteristic delay
(CD). Assuming that a broadly tuned neuron linearly sums up convergent input from
narrowly tuned coincidence detector neurons, each characterized by a different best
frequency and a best ITD, we developed four different algorithms for the estimation
of the CD and the CP from either the frequency tuning curves or from broadband
ITD tuning curves. The systematic dependence of the best ITD on the best frequency
is responsible for the emergence of the CP and the CD. We used numerical exper-
iments to study properties of the algorithms and to compare the algorithms. Each
algorithm is applied to artificially generated tuning curves with predetermined CD
and CP values which take into account the influence of noise as well as the frequency
band dependent response behavior of a neuron, as it is observed in experimental
ix
data. The estimation performance of all algorithms was bandwidth dependent, and
to a smaller degree dependent on the position of the frequency band. Compared to
all other developed estimation algorithms, the MSE fit algorithm resulted in smaller
mean estimation errors. In terms of overall performance, it was superior to all other
estimation algorithms, especially for the estimation of the CP. The algorithms are
based on certain model assumptions regarding the emergence of the CD and the CP
as a result of frequency integration. We present a simple two-layer neuronal model
that corroborates this assumption and provides further evidence that the estimation
algorithms are sound. The MSE fit algorithm is systematically applied to electrophys-
iological data of the barn owl and also to sample data for mammalian. The resulting
CD and CP values were in great accordance with previous findings, indicating that
the MSE fit algorithm is also valid for the estimation of the CD and the CP for other
species.
x
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Chapter 1
Introduction
The ability of animals to localize the source of a sound, for example of a prey or a
natural predator, may be crucial for survival in every day life. An important quantity
in the sound localization processing, used by many animals but also by humans, is
the interaural time difference (ITD), the time shift between acoustic signals reaching
both ears. This time shift arises if a sound source is located beside the midline of the
head so that sound waves reach one ear before the other. Consequently, ITDs vary
with the azimuth, the angle between the sound source and the straight line through
the two ears (Vonderschen and Wagner, 2014). The physiological range of ITDs de-
pends on the size and the morphology of the head. For example, for the barn owl,
ITDs range from −250 and 250 µs (von Campenhausen and Wagner, 2006); for cats,
the physiological range of ITDs is larger with ±400 µs (Roth et al., 1980).
How the ITD is represented in the brain is an unresolved problem in the field of
sound localization. The ability of neurons to vary their responses as a function of ITD
is, however, already well known and has been investigated in detail for many brain
areas of many different species (e.g. Rose et al. (1966); Goldberg and Brown (1968,
1969); Moiseff and Konishi (1981); Yin and Kuwada (1983); Takahashi and Konishi
(1986); Carr and Konishi (1990); Spitzer and Semple (1995); McAlpine et al. (1998);
Tollin and Yin (2005); Köppl and Carr (2008); Pecka et al. (2008); Vonderschen and
1
2Wagner (2012)). Yet, the mechanisms underlying the generation of this response de-
pendence variability are still controversially discussed (for a review see Vonderschen
and Wagner (2014)).
The Jeffress model
Jeffress (1948) proposed a model for the detection of the ITD, containing delay lines
and coincidence detection. Binaural neurons are modeled as coincidence detectors,
which discharge maximally if spikes from the opposing afferents reach the neuron
simultaneously. Signals are thought to travel along axonal paths called delay lines
to reach a coincidence detector neuron. The length of these delay lines is different
for the two sides and the coincidence detector neuron prefers to respond to an ITD,
the best ITD, for which the external delay is balanced by its corresponding axonal
delay line (Fig. 1.1). Furthermore, Jeffress (1948) suggested that the binaural neurons
are tuned to frequencies and that the topographic arrangement of the coincidence
detector neurons in terms of their best frequency and best ITD encodes the location
of the sound source (Fig. 1.1). Note that the best frequency is, analogous to the best
ITD, the frequency at which the firing rate is maximal. Thus, a place map of ITD is
formed and the detection of the ITD, the first step in the representation of ITDs, is
further processed by subsequent stages (Vonderschen and Wagner, 2014).
The principle of characteristic delay and characteristic phase
Neurons at the detection stage are narrowly tuned to frequency. Since coincidence
detection is similar to multiplication, the response in narrowly tuned neurons varies
periodically with ITDs, with the period being equal to that of the best frequency of
the neuron in case of noise stimulation (Geisler et al., 1969; Wagner et al., 1987, 2007;
Peña and Konishi, 2000) or of the stimulus frequency in case of tonal stimulation
(Rose et al., 1966; Goldberg and Brown, 1969). This variation of responses with ITD
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may be quantified in a so-called response-vs-ITD curve or ITD tuning curve. Dependent
on the stimulus employed they can be further distinguished into tonal ITD tuning
curves and noise delay tuning curves, called broadband ITD tuning curves.
Tonal ITD tuning curves of a coincidence detector neuron collected at different fre-
quencies show a common relative discharge rate at a single delay. This single delay
sound source
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sound source
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Figure 1.1: Schematic drawing of the Jeffress Model: A model circuit for the Jeffress
model according to Konishi (1993) is depicted. Coincidence detector neurons, each
characterized by a best ITD tbestj and a best frequency ω
best
j , are arrayed in a place
map of ITDs receiving input from both ears. If spikes from the opposing afferents ar-
rive simultaneously the coincidence detectors discharge. Signals are transfered along
delay lines, different for both sides, which compensate the external delay, arising as
the sound source is located beside the midline of the head. If the sound source change
from directly in front of an individual (a) to the side (b) the responding coincidence
detector neuron (white circle) changes.
4may occur either at the best ITD for all frequencies (Fig. 1.2 (b)) or at a common point
on the slope, i.e. a stage between the peak and the trough response. Consequently, the
ITD tuning curve may be described in terms of a frequency-dependent component,
the characteristic phase (CP), and a frequency-independent component, the character-
istic delay (CD) (Rose et al., 1966; Goldberg and Brown, 1969; Yin and Kuwada, 1983;
Takahashi and Konishi, 1986).
Across-frequency integration
After the detection stage, the neural response is remodeled (Vonderschen and Wagner,
2014). This remodeling involves across-frequency integration. This creates a relation
between the ITD tuning and the frequency tuning. Goeckel et al. (2013) have recently
shown how in a linear setting the bandwidth of frequency tuning influences the ITD
tuning.
Most early papers on across-frequency integration of binaural coincidence detector
output (Yin and Kuwada, 1983; Yin et al., 1986, 1987; Kuwada et al., 1987; Batra et al.,
1989) relied on linearity assumptions. A broadly tuned neuron receives convergent
input from narrowly tuned coincidence detector neurons, each characterized by a dif-
ferent best frequency and a best ITD, which are summed up linearly (Fig. 1.2 (a)).
Such a linear summation can reasonably explain the activity of many neurons, see
e.g. the previous paper by van der Heijden et al. (2013). This assumption is also the
basis for the derivation of the so-called composite tuning curves obtained by sum-
ming up delay curves associated to different stimulus frequencies as a predictor of
broadband ITD tuning (Yin et al., 1986; Yin and Chan, 1990; Kuwada et al., 1987; Ba-
tra et al., 1989). Yin et al. (1986) showed that the responses of neurons in the cat’s
nucleus of the inferior colliculus to noise are well predicted by the composite curve.
Similar results are obtained for the noise delay curves of neurons in the auditory ar-
copallium of barn owls (Vonderschen and Wagner, 2012). Furthermore, the data of
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these authors indicated that the CD and the CP are appropriate parameters which
allow the prediction of the shape of the noise delay curves (cf. Fig. 1.2 (c)).
Yin and Kuwada (1983) were the first to quantitatively analyze across-frequency in-
tegration by estimating the CD and the CP from phase-frequency plots. To do so,
these authors collected tonal ITD curves at many frequencies within the frequency-
(a) (b)
(c)
Figure 1.2: Linear across-frequency integration: (a) A broadly tuned neuron (bottom
black circle) receives convergent input from narrowly tuned coincidence detector neu-
rons (black circles in the grey dashed framed box), characterized each by a different
best frequency (ωbestj ) and a best ITD (t
best
j with j ∈ {1, . . . , M}), which are summed
up linearly. (b) Tonal ITD tuning curve of coincidence detector neurons with best
frequencies from 3 to 9 kHz in 1000 Hz steps are shown. Obviously is a common
peak at −50 µs indicating a CD of −50 µs (red dashed line) and a CP of 0 cyc. (c) The
sum of the calculated tonal ITD tuning curves in (b) are plotted. The dashed red line
indicates the CD.
6response-area of a neuron and plotted the mean interaural phase, which represents
the peak of the periodic ITD curve in cycles (cyc) as a function of frequency. In these
plots, the slope of the linear regression represented the CD, while the y-intercept rep-
resented the CP. This procedure was an improvement compared to earlier work (Gold-
berg and Brown, 1968) where first classifications of ITD dependent responses were
mad into three response types, peak responses in which CP = 0 cyc, trough responses
with CP = 0.5 cyc and intermediate responses where typically the CP ≈ ±0.25 cyc.
While this analysis is mathematically sound, the data collection is time consuming. It
would therefore be advantageous to have a simpler method for the estimation of the
CD and the CP, e.g. based on ITD tuning curves collected with noise stimuli called
broadband ITD tuning curves. Hancock and Delgutte (2004) devised a method to
estimate the CD and the CP from broadband ITD tuning curves using a parametric
model for the tuning curves and a nonlinear fit procedure that was not further speci-
fied. Also, the accuracy of their estimation algorithm was not assessed.
Vonderschen and Wagner (2012) also observed that the CD and the CP may be ex-
tracted from broadband ITD tuning curves. The main idea of their approach was that
the broadband ITD tuning curves and the frequency tuning curves were analogous
to a Fourier pair. A linear regression to the phase spectrum of the Fourier Trans-
formation of the broadband ITD tuning curve yielded estimates for the CD and the
CP.
Outline of the thesis
This thesis aims at developing and analyzing algorithms for the estimation of the CD
and the CP from experimental data, especially from broadband ITD tuning curves
and/or frequency tuning curves. The influencing variables of this problem should be
identified and analyzed. The effect of the absolute bandwidths of a neuron as well
as of the signal-to-noise ratio of broadband ITD tuning curves and frequency tuning
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curves on the estimation performance of the devised algorithm is of special interest.
The estimation accuracy of the algorithms and the underlying assumption are vali-
dated by simulations and by sample applications on experimental data, showing that
a systematic application to electrophysiological data of the barn owl is possible.
Vonderschen and Wagner (2012) already outlined the possibility to estimate the CD
and the CP from broadband ITD tuning curves. Following their reasoning, we as-
sumed that the ITD and the frequency tuning of a broadly tuned neuron originate
from integrated input of narrowly tuned coincidence detector neurons (cf. Fig. 1.2
(a)). Furthermore, the systematic dependence of the best ITD on the best frequency
is responsible for the emergence of the CP and the CD in the response behavior of
the broadly tuned integrator neuron. Vonderschen and Wagner (2012) described tonal
ITD tuning curves by a simple cosine function of the stimulus parameters dependent
on the CD and the CP of the neuron. We extend this representation by additionally
including the characteristic frequency spectrum of the neuron, given by an amplitude
function (see Section 2.1) and formally outlined alternative methods for the estima-
tion of the CD and the CP by taking into account the relation between the broadband
ITD tuning and the frequency tuning. Using Fourier analytic methods we developed
four different estimation algorithms (Chapter 3). Two algorithms determine the CD
and the CP values by the use of the frequency tuning curves (Sections 3.1 and 3.4)
and the others yield the CD and the CP estimates from broadband ITD tuning curves
(Sections 3.2 and 3.3).
Due to the nonlinearity of the estimation, a direct mathematical analysis of the al-
gorithms and their properties turned out to be difficult, hence we rely on numerical
experiments to study properties of the algorithms and to compare algorithms with
one another (Chapter 4). Each algorithm is applied to artificially generated tuning
curves with predetermined CD and CP values which take into account the influence
of noise as well as the frequency band dependent response behavior of a neuron as
it is observed in experimental data. The estimation performance of all algorithms
8were bandwidth dependent, and to a smaller degree dependent on the position of the
frequency band. Compared to all other developed estimation algorithms, the MSE fit
algorithm (see Section 3.3) most of the time resulted in smaller mean estimation errors
and in terms of overall performance was superior to all other estimation algorithms,
especially for the estimation of the CP (Sections 4.2 and 4.4). Furthermore, it turned
out that the determination of the CP is a more delicate problem, depending more
sensitively on the frequency tuning.
The algorithms are based on certain model assumptions due to Vonderschen and
Wagner (2012) regarding the emergence of the CD and the CP as a result of frequency
integration. Several explanations concerning the proper origin of the CD and the
CP have been presented in the literature (McAlpine et al., 1998; Leibold, 2010; Von-
derschen and Wagner, 2012). In Chapter 5, we present a simple two-layer neuronal
model that corroborates the assumptions of Vonderschen and Wagner (2012) and pro-
vides further evidence that the estimation algorithms are sound.
We systematically applied the MSE fit algorithm to electrophysiological data of the
barn owl (Chapter 6). The resulting CD and CP values were in great accordance with
previous findings (Takahashi and Konishi, 1986; Vonderschen and Wagner, 2012). Ad-
ditionally, two examples of mammalian data were investigated, indicating that the
MSE fit algorithm is also valid for the estimation of the CD and the CP for other
species (Section 6.2.1).
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Chapter 2
A Mathematical Description of
Across-Frequency Integration
The interaural time difference (ITD) is a perceptual cue to localize sounds used by
many animals. The ITD arises when a sound source is located beside the midline so
that sound waves reach one ear before the other. Jeffress introduced a model, the place
theory, for the detection of ITDs (Jeffress, 1948). Neurons are modeled as coincidence
detectors, whose firing rate is maximal if the spikes, evoked by the stimulus arriving
in both ears, reach the neuron simultaneously. Signals are thought to travel along
axonal paths called delay lines to reach a coincidence detector neuron. The length of
the delay lines differ for the two sides, and the coincidence detector neuron prefers
to respond to an ITD for which the external delay is balanced by its corresponding
axonal delay line. Jeffress also suggested that an ITD map is created by arrays of co-
incidence detectors which receive binaural inputs with systematically varying delays.
This tuning to ITDs is best established for the chicken and the barn owl (Parks and
Rubel, 1975; Carr and Konishi, 1990; Köppl and Carr, 2008; Vonderschen and Wag-
ner, 2012). However, such an ITD sensitivity can also be found in many other species
(Rose et al., 1966; Goldberg and Brown, 1968, 1969; Moiseff and Konishi, 1981; Yin
and Kuwada, 1983; Takahashi and Konishi, 1986; Spitzer and Semple, 1995; McAlpine
11
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et al., 1998; Tollin and Yin, 2005; Pecka et al., 2008).
Neurons at this detection stage are narrowly tuned to frequency. This causes the de-
pendence of the response on ITD to vary periodically, with the period being equal to
that of the best frequency of the neuron. For a tonal stimulus at the best frequency
of the neuron, a comparable response level appears at the corresponding delay and
at the delay plus integer multiples of the period of the given tone (Rose et al., 1966;
Goldberg and Brown, 1969). In the narrowband neurons, similar behavior can also be
seen for broadband stimuli and noise stimuli (Geisler et al., 1969; Wagner et al., 1987,
2007; Peña and Konishi, 2000). The same amount of spikes appears at integer mul-
tiples of the reciprocal of the neuron’s best frequency. Consequently, the ITD tuning
curve cannot directly provide information about the influence of the delay lines.
However, for tonal ITD tuning curves of broadly frequency tuned neurons collected
at different frequencies, an often observed phenomenon is that all tonal ITD tuning
curves have a same common relative response level at a single delay (Fig. 2.3 (a)).
The ITD for which the response of the neuron is frequency independent is called the
characteristic delay (CD). The relative discharge strength at the CD can be deduced
as the characteristic phase (CP) (Rose et al., 1966; Goldberg and Brown, 1969; Yin and
Kuwada, 1983; Takahashi and Konishi, 1986).
2.1 Model Assumption
Following the reasoning in Vonderschen and Wagner (2012), we assumed that the ITD
and the frequency tuning of a broadly tuned neuron originate from integrating input
of narrowly tuned coincidence detector neurons. Furthermore, we assume that the
systematic dependence of the best ITD on the best frequency is responsible for the
CP and the CD in the response behavior of the broadly tuned neuron. Note that the
CD describes the frequency-independent and the CP the frequency-dependent com-
ponent of the ITD curves (Yin and Kuwada, 1983).
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Figure 2.1: Diagram of the linear model: The linear model comprises a layer of coin-
cidence detector neurons (grey dashed framed box) and an integrator neuron (bottom
black circle). The coincidence detector neurons as well as the integrator neuron (de-
picted as black circles) are characterized by their best ITD (tbestj with j ∈ {1, . . . , M}
or j = I) and their best frequency (ωbestj ). The M coincidence detector neurons ascend
to the integrator neuron, i.e. the integrator neuron receives input from M coincidence
detector neurons and sums the responses up.
The linear model assumes that M coincidence detector neurons characterized by a
preferred ITD and a narrowband frequency tuning ascend to an integrator neuron
(Fig. 2.1). The best frequency ωbest, sometimes called as the peak frequency, is defined as
the frequency that evoked the highest firing rate (e.g. Takahashi and Konishi (1986);
Vonderschen and Wagner (2009)). In other words, the firing rate of the jth coinci-
dence detector neuron reaches its maximum if the neuron is stimulated with its best
frequency. At neighboring frequencies the firing rate is reduced. This frequency de-
pendent response behavior is represented by the frequency spectrum of the neuron
which we can describe by a linear weighting function a(·), called the amplitude func-
tion. The class of weighting function is given by the following definition:
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(2.1.1) Definition (amplitude function)
Let ωbest be the best frequency of the coincidence detector neuron and U(ωbest) be a
corresponding neighborhood. Then, the amplitude function of a coincidence detector
neuron is defined by a continuous nonnegative weighting function a ∈ L2(R) with
(i) a(ω) = 0 for all ω ∈ R \U(ωbest),
(ii)
∞∫
−∞
|a(ω)|2 dω < ∞,
(iii) a(−ω) = a(ω) for all ω ∈ R.

(2.1.2) Remark
The two properties (ii) and (iii) in the definition of the amplitude function above
are essential and necessary for our Fourier analytical observations further below (see
Section 2.2). Especially condition (iii) is due to the fact that the investigate tuning
curves are real valued function. 
Neurons in many brain areas of many different species vary their responses as a func-
tion of ITD (Rose et al., 1966; Goldberg and Brown, 1968, 1969; Moiseff and Konishi,
1981; Yin and Kuwada, 1983; Takahashi and Konishi, 1986; Carr and Konishi, 1990;
Spitzer and Semple, 1995; McAlpine et al., 1998; Tollin and Yin, 2005; Köppl and Carr,
2008; Pecka et al., 2008; Vonderschen and Wagner, 2012). This variation of responses
with ITD can be quantified in a so-called response-vs-ITD curve or ITD tuning curve.
Since coincidence detection is similar to multiplication, the response of the narrowly
tuned neurons varies periodically with ITDs. In case of a noise stimulation, the cor-
responding period is equal to that of the best frequency of the neuron. For tonal
stimulation, the period corresponds to that of the stimulus frequency. Therefore, Von-
derschen and Wagner (2012) have modeled the tonal tuning curve of a coincidence
detector by a cosine function dependent on the CD and the CP as well as dependent
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on the applied stimulus parameters, i.e. the stimulus ITD and frequency. We extend
this representation by including further an amplitude function. In particular, the re-
sponse of the jth coincidence detector neuron to a tonal stimulus with the ITD t and
the frequency ω is given by the product of the amplitude function aj(·) and a cosine
term dependent on the CD and the CP. Therefore, we define the tonal ITD tuning
curve of a coincidence detector neuron as follows:
(2.1.3) Definition (tonal tuning curve)
Let aj(·) be a real valued amplitude function according to Definition (2.1.1) which
only depends on the given frequency. Then the response of the jth neuron to a tonal
stimulus with the ITD t and the frequency ω, called tonal ITD tuning curve, is given
by
TCj(t,ω) = aj(ω) · cos (2pi[ω(t− tCD)− ϕCP]) (2.1)
where the CD tCD is given in micro seconds (µs) and the CP ϕCP in units of cycles
(cyc). 
Note that if the amplitude function, in the definition above, is set to one for all fre-
quencies, we obtain the same representation of a tonal tuning curve as used in Von-
derschen and Wagner (2012). The ITD at which the neuron’s response reaches its
maximum is the best ITD tbest and can be calculated by the following equation (Von-
derschen and Wagner, 2012, 2014):
tbest = tCD +
ϕCP
ω
= best ITD(ω). (2.2)
A possible amplitude function is given by a normalized Gaussian function with mean
ωbestj and standard deviation σ =
1
2 w50%, i.e. for ω > 0
aj(ω) =
√
2
pi · w250%
· exp
(−2 · (ω−ωbestj )2
w250%
)
. (2.3)
The half width w50% is the full range of frequencies for which the frequency tuning
curve is higher than 50% of its maximum.
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As an example consider a coincidence detector neuron with a best frequency of 5 kHz
and a half width of 3 kHz. The CD is chosen as 150 µs and the CP as 0 cyc. By the use
of a tone stimulus of 3 kHz, i.e. ω = 3000 Hz, at different ITDs we obtain the tonal
ITD tuning curve which is plotted in Fig. 2.2 (a) (red solid line). In case of the best
frequency the tonal ITD tuning curve gets narrower (black line).
Initially, we assume that the jth coincidence detector neuron is tuned exclusively to
the frequency ωbestj and to the ITD t
best
j . This special tuning behavior can be described
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Figure 2.2: Exemplary ITD tuning curves: (a) Tonal ITD tuning curve of a coincidence
detector neuron for frequencies between 1 and 9 kHz in steps of 2 kHz are shown
(grey lines). Each curve was calculated with equation (2.1). The amplitude function is
given by formula (2.3). The half width is set to 3 kHz and the best frequency is chosen
as 5 kHz. The CD is equal to 150 µs and the CP is 0 cyc. The red line indicates the
tonal ITD tuning curve for a 3 kHz tone stimulus. If the tonal stimulus consists of the
best frequency the tuning curve gets narrower (black solid line). (b) The broadband
ITD tuning curve of the same coincidence detector neuron given by formula (2.8) is
plotted. The used white noise stimulus consists of L = 10 frequencies between 1 and
10 kHz (step size is 1 kHz).
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by a multiplication of the amplitude function by the Dirac delta function δ(·, wj).
Consequently, the tonal ITD tuning curve of the jth neuron is given by
TCj(t,ω) = δ(ω,ωbestj ) · a(ω) · cos (2pi[ω(t− tCD)− ϕCP]) . (2.4)
If the given frequency ω is equal to ωbestj the Dirac delta function takes the value 1.
In other cases the Dirac delta function takes the value 0.
In Fig. 2.3 (a)-(c) tonal ITD tuning curves according to equation (2.4) are plotted
for best frequencies from 3 to 9 kHz in 1000 Hz steps. Additionally, the amplitude
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Figure 2.3: Illustration of the CD and the CP: (a)-(c) Tonal ITD tuning curves accord-
ing to equation (2.4) are plotted for best frequencies from 3 to 9 kHz in 1000 Hz steps.
The CD is chosen as −50 µs and the CP as 0 cyc in (a), 0.25 cyc in (b) and 0.5 cyc in
(c), respectively. The amplitude function is set to 1 for all frequencies. (d)-(f) The sum
of the calculated tonal ITD tuning curves above are shown. In all cases the red dashed
line indicates the corresponding CD. Due to the given CP, we have the peak (d), the
trough (f) or the point with the highest slope of the summed curve (e) at the CD.
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function is set to 1 for all frequencies, i.e. a(ω) = 1 for all ω. The CD is fixed to
−50 µs and the CP is chosen to be 0, 0.25 and 0.5 cyc, respectively. All ITD tuning
curves intersect at the CD at which the common maximum (peak) is attained if the
CP is 0 (Fig. 2.3 (a)). If the CP is 0.5 they intersect at the trough (Fig. 2.3 (c)). For a
CP equal to 0.25 the point of intersection is discernible as the point of highest slope
(Fig. 2.3 (b)).
After the stage of detection, remodeling of the neural response occurs (Vonderschen
and Wagner, 2014). Remodeling involves across-frequency integration which can be
described by a linear summation. Therefore, at the stage of the integrator neuron, all
ascending responses of the coincidence detector neurons are summed up (Fig. 2.1).
The tonal ITD tuning curve of the integrator neuron which receives input from M
coincidence detector neurons is then given by the following formula where m(ω) :=
M
∑
j=1
aj(ω):
TC(t,ω) =
M
∑
j=1
TCj(t,ω) (2.5)
=
eq. (2.1)
M
∑
j=1
aj(ω) · cos (2pi[ω(t− tCD)− ϕCP])
= m(ω) · cos (2pi[ω(t− tCD)− ϕCP]) . (2.6)
If we assume that the tonal ITD tuning curve is given by equation (2.4) and the fre-
quency of the tone stimulus is ωk, then the tonal ITD tuning curve of the integrator
neuron is reduced to
TC(t,ωk) =
M
∑
j=1
δ(ωk,ω
best
j ) · a(ωk) · cos (2pi[ωk(t− tCD)− ϕCP])
= a(ωk) · cos (2pi[ωk(t− tCD)− ϕCP])
= TCk(t,ωk). (2.7)
In the case of a white noise stimulus consisting of frequencies ωj with j ∈ {1, · · · , L}
at varying ITD t, we receive the broadband ITD tuning curve. For a coincidence
19
detector neuron the broadband ITD tuning curve is given as
bTCj(t) =
L
∑
k=1
TCj(t,ωk). (2.8)
For instance, in Fig. 2.2 (b) the resulting broadband ITD tuning curve of the coin-
cidence detector neuron is shown if the white noise stimulus consists of frequencies
between 1 and 10 kHz in 1 kHz steps, i.e. L = 10. Note that the coincidence detector
neuron is characterized by the same values as in Fig. 2.2 (a).
For the integrator neuron, the broadband ITD tuning is given by
bTC(t) =
M
∑
j=1
bTCj(t) =
M
∑
j=1
L
∑
k=1
TCj(t,ωk) (2.9)
where L denotes the number of used frequencies in the broadband noise. Recall
the assumption that the coincidence detector neurons are exclusively tuned to their
best frequencies, i.e the tonal ITD tuning curve is given by formula (2.4). Then the
broadband ITD tuning curve of the integrator neuron reduces to
bTC(t) =
L
∑
k=1
M
∑
j=1
TCj(t,ωk) =
eq. (2.7)
L
∑
k=1
TCk(t,ωk). (2.10)
Therefore, the broadband ITD tuning curve is the sum of the tonal ITD tuning curves
of the coincidence detector neurons whose best frequencies are included in the white
noise stimulus. Fig. 2.3 (d)-(f) show, respectively, the sum of the simulated tonal ITD
tuning curves of Fig. 2.3 (a)-(c). The CD is still discernible as the point of intersection
of the various tonal ITD tuning curves.
However, the approach using the Dirac delta function is idealized and somewhat un-
realistic. As mentioned before, neurons respond to frequencies close to their best
frequency as well. Therefore, we use the amplitude function of equation (2.3). In
the following, we consider a layer of four coincidence detector neurons with best fre-
quencies ωbestj = 2j + 1 in kHz for j ∈ {1, . . . , 4} and a half width of 4 kHz for each
neuron. The used noise stimulus comprises frequencies between 1 and 10 kHz in 1000
20 2.1 Model Assumption
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Figure 2.4: Broadband ITD tuning curves: Broadband ITD tuning curves of an
integrator neuron getting input from four coincidence detector neurons with best
frequencies between 3 and 9 kHz in steps of 2 kHz. Each curve is given by equation
(2.10). The corresponding amplitude function is described by formula (2.3). The half
width of each coincidence detector neuron is set to 4 kHz. Furthermore, the used
broadband stimulus comprises frequencies between 1 and 10 kHz in 1 kHz steps.
The CD is equal to 150 µs and the CP is 0 cyc (a) and 0.25 cyc (b).
Hz steps. In Fig. 2.4, the corresponding broadband ITD tuning curves for a CD of
150 µs and a CP of 0 cyc (Fig. 2.4 (a)) and of 0.25 cyc (Fig. 2.4 (b)) are shown. As we
have previously seen in Fig. 2.2 (d)-(f), the ITD value at the peak (Fig 2.4 (a)) or at the
point of the highest slope (Fig. 2.4 (b)) is equal to the chosen CD.
Besides the tonal and broadband ITD tuning curve, the frequency tuning of a neuron
is also important. To obtain the corresponding frequency tuning the neuron has to be
stimulated with tones at varying frequencies and at a fixed ITD which is often chosen
as the best ITD of the neuron. Thus, the frequency tuning curve is the response of the
neuron to the given frequencies at the ITD t0.
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(2.1.4) Definition
Let t0 be a fixed ITD and a(·) and aj(·) be amplitude functions according to Definition
(2.1.1). The frequency tuning curve of a neuron is given by
F(ω) = TC(t0,ω)
= m(ω) cos(2pi [ω(t0 − tCD)− ϕCP]) (2.11)
where
m(ω) =

a(ω), in case of a coincidence detector neuron,
M
∑
j=1
aj(ω), in case of an integrator neuron.
(2.12)

Later we will see that there is a close relationship between the ITD and the frequency
tuning of the neuron. Both tuning curves are needed to estimate the CD and the CP
in a proper way.
2.2 Fourier Analytic Representation
In the following section, we take into account that the tuning behavior of the neuron
and the signals used in the determination of the broadband tuning curve are restricted
to a certain frequency band [ωmin,ωmax]. Mathematically, this is achieved simply by
setting the amplitude function a to zero outside the frequency band.
Recall that the response of an integrator neuron to a broadband noise stimulus, e.g. a
white noise stimulus, is modeled by formula (2.9). If we make use of equation (2.1)
we obtain
bTC(t) =
M
∑
j=1
L
∑
k=1
TCj(t,ωk)
=
M
∑
j=1
L
∑
k=1
aj(ωk) cos (2pi [ωk(t− tCD)− ϕCP]) .
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Due to the fact that the sum over the coincidence detector neurons is finite and that
the cosine term is independent of j we are able to exchange the order of summation. If
we additionally use the identity m(ω) :=
M
∑
j=1
aj(ω), the above stated equation reduces
to the following:
bTC(t) =
L
∑
k=1
M
∑
j=1
aj(ωk) cos (2pi [ωk(t− tCD)− ϕCP])
=
L
∑
k=1
cos (2pi [ωk(t− tCD)− ϕCP])
M
∑
j=1
aj(ωk)
=
L
∑
k=1
m(ωk) cos (2pi [ωk(t− tCD)− ϕCP]) . (2.13)
In the next step, we assume that the coincidence detector neurons are tuned to
different best frequencies which are distributed equidistantly, i.e. ωk 6= ωl and
|ωk+1 − ωk| = ∆ω for all k, l ∈ {1, . . . , M} with k 6= l and ∆ω > 0. In this case,
equation (2.13) can be rewritten as follows:
bTC(t) =
L
∑
k=1
m(ωk) cos (2pi [ωk(t− tCD)− ϕCP])
=
L
∑
k=1
∆ωc(ωk) cos(2pi [ωk(t− tCD)− ϕCP]) (2.14)
where
c(ω) = ∆−1ω m(ω). (2.15)
The last sum in equation (2.14) can be interpreted as a Riemann sum approximation
of an integral. Thus, the broadband ITD tuning curve can be approximated by
bTC(t) ≈
∞∫
0
c(ω) · cos (2pi[ω(t− tCD)− ϕCP]) dω. (2.16)
This approximation is essential for the following Fourier analytic derivation.
The integral in equation (2.16) exists since the function c(·) is the finite sum of the
amplitude function aj(·) which are compactly supported and square integrable (see
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Definition (2.1.1)).
Now, we are able to make the following transformation:
bTC(t) ≈
∞∫
0
c(ω) · cos (2pi[ω(t− tCD)− ϕCP]) dω
=
(∗)
∞∫
0
c(ω)
2
·
(
e2pii[ω(t−tCD)−ϕCP] + e−2pii[ω(t−tCD)−ϕCP]
)
dω. (2.17)
Due to the fact that cos(x) = 12
(
eix + e−ix
)
the last identity (∗) in equation (2.17)
holds for all x ∈ R. Since the integral is finite, we can split it and use the coordinate
transformation ω 7→ −ω. Then we get
bTC(t) =
∞∫
0
c(ω)
2
·
(
e2pii[ω(t−tCD)−ϕCP] + e−2pii[ω(t−tCD)−ϕCP]
)
dω
=
∞∫
0
c(ω)
2
e2pii[ω(t−tCD)−ϕCP] dω+
∞∫
0
c(ω)
2
e−2pii[ω(t−tCD)−ϕCP] dω (2.18)
=
∞∫
0
c(ω)
2
e2pii[ω(t−tCD)−ϕCP] dω+
0∫
−∞
c(−ω)
2
e−2pii[−ω(t−tCD)−ϕCP] dω
=
∞∫
0
c(ω)
2
e−2pii(ω·tCD+ϕCP)e2piitω dω+
0∫
−∞
c(−ω)
2
e−2pii(ω·tCD−ϕCP)e2piitω dω
=
∞∫
−∞
c(|ω|)
2
e−2pii(ω·tCD+sgn(ω)·ϕCP)e2piitω dω (2.19)
where sgn(·) denotes the sign function which is given by
sgn(ω) =

1, ω > 0,
0, ω = 0,
−1, ω < 0.
(2.20)
If we assume further that the broadband ITD tuning curve is square integrable, i.e.∫
R
|bTC(t)|2 dt < ∞, then, according to the Fourier inversion theorem (cf. Folland
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(1992)), bTC(·) is also given by
bTC(t) =
∞∫
−∞
b̂TC(ω) · e2piiωt dω (2.21)
where the integral above is valid in the L2 sense. If bTC and b̂TC are integrable
equation (2.21) can be interpreted pointwise. Due to the equations (2.19) and (2.21),
the Fourier Transformation of the broadband ITD tuning curve is almost everywhere
given by
b̂TC(ω) =
1
2
c(|ω|) exp(−2pii[ω · tCD + sgn(ω) · ϕCP]). (2.22)
Since the amplitude function aj(·) is positive and even (see Definition (2.1.1)), c(·) is
also positive and an even function, i.e. c(ω) > 0 and c(−ω) = c(ω) for all ω ∈ R (see
equation (2.15)). Consequently, equation (2.21) is equivalent to
b̂TC(ω) =
1
2
c(ω) exp(−2pii[ω · tCD + sgn(ω) · ϕCP]). (2.23)
Further investigation of the absolute value of the Fourier Transform of the broadband
ITD tuning curve provides an opportunity to calculate the amplitude function. In
particular, with the use of formula (2.22) we get
|b̂TC(ω)| =
∣∣∣∣12c(|ω|) exp(−2pii[ω · tCD + sgn(ω) · ϕCP])
∣∣∣∣
=
c(ω)>0
∀ω∈R
1
2
c(|ω|) |exp(−2pii[ω · tCD + sgn(ω) · ϕCP])|︸ ︷︷ ︸
=1
=
c(·) even
1
2
c(ω).
Therefore, the function c(·) is given by twice the absolute value of the Fourier Trans-
form of the broadband ITD tuning curve, i.e.
c(ω) = 2|b̂TC(ω)|. (2.24)
Chapter 3
Estimation Methods
The chief goal of this thesis is to find a method to estimate the CD tCD and the CP ϕCP
from the broadband ITD tuning and/or from the frequency tuning of a neuron. The
present method where the CD and the CP are estimated from phase-frequency plots
has been developed by Yin and Kuwada (1983). Here, in particular, tonal ITD curves
are measured at various frequencies within the frequency-response-area of a cell in
order to plot the mean interaural phase, which represents the peak of the periodic
ITD curve in cycles, as a function of frequency (phase-frequency plot). Analyzing the
data of the phase-frequency plot by linear regression, then, yields a linear regression
line. Its slope represents the CD and its y-intercept represents the CP.
While this analysis is mathematically sound, the data collection is time consuming.
Having a simpler method, for example one based on broadband ITD tuning curves,
for the estimation of the CD and the CP, could therefore be of a great time-saving
advantage. In this chapter, we will develop several estimation methods for the CD
and the CP.
In the following, we assume that the given stimulus is a white noise consisting of
distinct frequencies ωk, k ∈ {1, . . . , L}, within the frequency range [ωmin;ωmax]. Ad-
ditionally, we demand that the integrator neuron receives input from M coincidence
detector neurons which are tuned to different equidistantly distributed best frequen-
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cies. Consequently, the derived framework from Chapter 2, especially Section 2.2, is
the basis of the next sections.
In Section 3.1, we will use the frequency and the broadband ITD tuning to estimate
the CD and the CP of the neuron. The basis of this method is the relationship between
both tuning curves given by the equations (2.11) and (2.16). We search for an approx-
imation φα,β,tCD,ϕCP of the frequency tuning which minimizes the approximation error
in the least square sense. The CD and the CP are the values which yield the smallest
minimal approximation error. However, we will show that for unique CD and CP
estimates it is necessary that the frequency tuning has to be measured at an ITD t0
which lies beyond the search grid of the CD.
Therefore, we develop two other estimation methods which solely use the broadband
ITD tuning curve to estimate the CD and the CP of a neuron. Both methods are
already published in Lehmann et al. (2014) and were developed by the first author.
In Sections 3.2 and 3.3, their derivations are carried out in more detail. For both es-
timation algorithms developed, it is essential that the broadband ITD tuning curve
in equation (2.9) can be viewed as a Riemann sum approximation of the following
integral
bTC(t) ≈
∞∫
0
c(ω) · cos (2pi[ω(t− tCD)− ϕCP]) dω. (3.1)
The first method, described in Section 3.2, uses the fact that the integral in equation
(3.1) can be written as the sum of two integrals. The integral over the positive frequen-
cies is the so-called analytic signal associated with the tuning curve. By definition, its
imaginary part is the Hilbert Transform of its real part. We will show that the modu-
lus of the analytic signal reaches its maximum at the CD and that the CP is given by
the phase of the analytic signal at the CD.
The second estimation algorithm for the CD and the CP in Section 3.3 is based on the
calculation of the Fourier Transform of the broadband ITD tuning. Here we determine
the approximation error given by the mean square error for fixed values of the CD
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and the CP between the given and the estimated ITD tuning curve. The best values
for the CD and the CP minimize the approximation error.
In the last section of this chapter, we will use a similar approach as we have used
for the estimation method in Section 3.3. In contrast to this method, two frequency
tuning curves measured at different ITDs t0 and t1 are used to estimate a CD and a
CP. Again, the idea is to find an approximation Zj for each frequency tuning curve
which minimizes the approximation error. The difference between this method and
the frequency estimation method from Section 3.1 is the approximation function Zj
with j ∈ {0, 1} given by
Zj(ω) = c(ω) · cos(2pi
[
ω(tj − tCD)− ϕCP
]
). (3.2)
Similar to the estimation method in Section 3.3, we first estimate an optimal amplitude
function c∗ for all available CD and CP values with the best CD and CP being those
values with the smallest approximation error given by the mean square error.
3.1 Frequency Tuning Approximation Algorithm
The frequency tuning F(·) at a fixed ITD t0 and the broadband ITD tuning curve
bTC(·) are often determined experimentally. In Section 2.2, we have shown that the
broadband ITD tuning curve can be viewed as a Riemann sum approximation of the
following integral
bTC(t) =
∞∫
0
c(ω) · cos (2pi[ω(t− tCD)− ϕCP]) dω. (3.3)
Therefore, the Fourier Transform of the broadband ITD tuning function can be calcu-
lated by
b̂TC(ω) =
1
2
c(ω) exp(−2pii[ω · tCD + sgn(ω) · ϕCP]).
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By the use of equation (2.24), equation (2.15) reduces to
m(ω) = ∆ωc(ω) ⇔
eq. (2.24)
m(ω) = 2∆ω|b̂TC(ω)|. (3.5)
Consequently, the frequency tuning of a neuron is given by
F(ω) =
Def. (2.1.4)
m(ω) cos(2pi [ω(t0 − tCD)− ϕCP])
= 2∆ω|b̂TC(ω)| cos(2pi [ω(t0 − tCD)− ϕCP]). (3.6)
However, the current spontaneous activity of a neuron can influence the measured
firing rate to varied ITDs or frequencies. Broadband ITD tuning and frequency tuning
curves may be offset by high spontaneous activity so that the equations (3.6) and (2.11)
only apply up to additive and multiplicative constants. Therefore, we search for an
approximation φα,β,tCD,ϕCP(·) of the frequency tuning curve F(·) given by
φα,β,tCD,ϕCP(ω) = α+ β · |b̂TC(ω)| cos(2pi [ω(t0 − tCD)− ϕCP]) (3.7)
which minimizes the approximation error
E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP) = min(α,β)∈Σ‖F− φα,β,tCD,ϕCP‖
2
2, (3.8)
= min
(α,β)∈Σ
{
L
∑
l=1
∣∣F(ωl)− φα,β,tCD,ϕCP(ωl)∣∣2
}
where Σ = R×R. Note that the functions F and φα,β,tCD,ϕCP in equation (3.8) represent,
in this case, vectors with entries for each frequency ωl, l ∈ {1, . . . , L} occurring such
that the ‖·‖2 above can be understood as the Euclidean norm on RL.
The aim is to estimate the CD and the CP of a neuron in a prescribed range Γ ⊂
R2. For barn owl data, we demand for the CD and the CP values for instance that
|tCD| 6 500 µs and |ϕCP| 6 0.5 cyc, resulting in Γ = [−0.0005; 0.0005] × [−0.5; 0.5].
Then, the optimal CD and CP are the arguments of the minimum of the minimal
approximation error E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP). In particular, the best characteristic delay
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t∗CD and best characteristic phase ϕ∗CP are given by
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP) (3.9)
= arg min
(tCD,ϕCP)∈Γ
{
min
(α,β)∈Σ
‖F− φα,β,tCD,ϕCP‖22.
}
. (3.10)
First, we have to solve the minimization problem (3.8) for fixed CD and CP values. In
experiments, the frequency tuning is measured at a fixed ITD t0 for various frequen-
cies. Thus, we assume that the frequency tuning is given at the ITD t0 for frequencies
ωl with ωl 6= ωk for all l, k ∈ {1, . . . , L} and l 6= k. Additionally, we are able to
calculate the Fourier Transform of the broadband ITD tuning curve at the frequencies
ωl. If we take into account these facts we obtain the data points (gl, hl), l ∈ {1, . . . , L}
where
gl := F(ωl) and hl = hl(tCD, ϕCP) := |b̂TC(ωl)| cos(2pi [ωl(t0 − tCD)− ϕCP]). (3.11)
The frequency tuning as well as the product of the cosine term and the absolute value
of the Fourier Transform of the broadband ITD tuning are real valued. Therefore, the
minimization problem (3.8) for fixed CD and CP values can be reduced to a regres-
sion problem. In particular, we want to determine the straight line φα,β,tCD,ϕCP which
approximates the data (gl, hl), l ∈ {1, . . . , L} in the least square sense. In other words,
we have to find real valued parameters α∗ and β∗ for given vectors g, h ∈ RL which
satisfy
(α∗, β∗)T = arg min
(α,β)∈Σ
‖g− (α+ β · h)‖22. (3.12)
In the following lemma the solution of this minimization problem is given:
(3.1.1) Lemma
Let g, h be real valued vectors, i.e. g, h ∈ RL. Further, let h and 1L := (1, . . . , 1)T be
linearly independent. The parameters α∗, β∗ ∈ R which minimize
‖g− (α+ β · h)‖22 (3.13)
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are given by
α∗ =
‖h‖22 ·
L
∑
l=1
gl −
(
L
∑
l=1
glhl
)
·
(
L
∑
l=1
hl
)
L · ‖h‖22 −
(
L
∑
l=1
hl
)2 (3.14)
and β∗ =
L ·
L
∑
l=1
glhl −
(
L
∑
l=1
gl
)
·
(
L
∑
l=1
hl
)
L · ‖h‖22 −
(
L
∑
l=1
hl
)2 . (3.15)
Note that the minimal parameters α∗ and β∗ are unique minimizers of equation
(3.13). 
Proof
Let g, h ∈ RL and H be a real valued function given by
H :

R×R −→ R
(α, β)T 7−→ ‖g− (α− β · h)‖22 =
L
∑
l=1
(gl − α+ β · hl)2.
The gradient of H and its Hessian matrix reduce to
grad H(α, β) = 2

L
L
∑
l=1
hl
L
∑
l=1
hl ‖h‖22

α
β
− 2

L
∑
l=1
gl
L
∑
l=1
glhl
 (3.16)
and Hess H(α, β) = 2

L
L
∑
l=1
hl
L
∑
l=1
hl ‖h‖22
 . (3.17)
By the use of the Cauchy–Schwarz inequality and the fact that L is greater than zero
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we see that
det (Hess H) = 4
L · ‖h‖22 −
(
L
∑
l=1
hl
)2
> 4
(
L · ‖h‖22 − L ·
L
∑
l=1
h2l
)
= 4
(
L · ‖h‖22 − L · ‖h‖22
)
= 0.
Note that the inequality above holds since h is not an element of the span of the vector
1L = (1, . . . , 1)T. Consequently, the Hessian Matrix of H is positive definite and the
function H is minimal in
(α∗, β∗)T = (det (Hess H))−1 · 2

‖h‖22 −
L
∑
l=1
hl
−
L
∑
l=1
hl L
 · 2

L
∑
l=1
gl
L
∑
l=1
glhl

=
L · ‖h‖22 −
(
L
∑
l=1
hl
)2−1

‖h‖22 ·
L
∑
l=1
gl −
(
L
∑
l=1
glhl
)
·
(
L
∑
l=1
hl
)
L ·
L
∑
l=1
glhl −
(
L
∑
l=1
gl
)
·
(
L
∑
l=1
hl
)
 . (3.18)
Thus, (α∗, β∗) are given by the equations (3.14) and (3.15). 
(3.1.2) Remark
The minimization problem in the lemma above can also be solved by calculating the
orthogonal projection of g on the linear span of the vectors h and 1L = (1, . . . , 1)T
which is given by
span(h, 1L) =
{
z ∈ RL; z = α1L + βh with α, β ∈ R
}
. (3.19)
The resulting optimal values α∗ and β∗ are the same as in Lemma (3.1.1). 
Now, we are able to solve the original minimization problem (3.8):
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(3.1.3) Theorem
Let (tCD, ϕCP) ∈ Γ = ΓCD× ΓCP ⊂ R2 be fixed values. Assume that the frequency tuning
F(·) at the ITD t0 is given for the distinct frequencies ωl, i.e. ωl 6= ωk for all l 6= k
with l, k ∈ {1, . . . , L}. The parameters α∗(tCD, ϕCP), β∗(tCD, ϕCP) ∈ R which solve the
minimization problem
min
(α,β)∈R2
‖F− φα,β,tCD,ϕCP‖22 (3.20)
are given by
α∗(tCD, ϕCP) =
(
L
∑
l=1
h2l (tCD, ϕCP)
)
L
∑
l=1
gl −
(
L
∑
l=1
glhl(tCD, ϕCP)
)(
L
∑
l=1
hl(tCD, ϕCP)
)
L
(
L
∑
l=1
h2l (tCD, ϕCP)
)
−
(
L
∑
l=1
hl(tCD, ϕCP)
)2 (3.21)
and β∗(tCD, ϕCP) =
L ·
L
∑
l=1
glhl(tCD, ϕCP)−
(
L
∑
l=1
hl(tCD, ϕCP)
)
L
∑
l=1
gl
L
(
L
∑
l=1
h2l (tCD, ϕCP)
)
−
(
L
∑
l=1
hl(tCD, ϕCP)
)2 (3.22)
where for all l ∈ {1, . . . , L}
gl := F(ωl) and hl(tCD, ϕCP) := |b̂TC(ωl)| cos (2pi [ωl(t0 − tCD)− ϕCP]) . (3.23)
Note that it is necessary that the vectors (h1(tCD, ϕCP), . . . , hL(tCD, ϕCP))T and 1L are
linear independent. 
Proof
The frequency tuning as well as the product of the cosine term with the absolute value
of the Fourier Transform of the broadband ITD tuning curve are real valued. There-
fore, the vectors g and h with entries given by equation (3.11) satisfy the conditions of
Lemma (3.1.1). Consequently, the minimizing parameters α∗(tCD, ϕCP) and β∗(tCD, ϕCP)
take the values given by the equations (3.14) and (3.15). 
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(3.1.4) Remark
The optimal parameters α∗(tCD, ϕCP) and β∗(tCD, ϕCP) depend on the given CD and CP
values. For the sake of simplicity we will denote these optimal parameters by α∗CD,CP
and β∗CD,CP, respectively. 
The next lemma summarizes two important facts, essential for the proof of the prop-
erties of the optimal values α∗CD,CP and β∗CD,CP, stated in Corollary (3.1.6) further down.
These properties will be important in the subsequent consideration of the minimal
approximation error E(α∗CD,CP,β∗CD,CP).
(3.1.5) Lemma
Let the conditions of Theorem (3.1.3) be given. Additionally, let hl : Γ −→ R be
defined by
hl(tCD, ϕCP) = |b̂TC(ωl)| cos (2pi [ωl(t0 − tCD)− ϕCP]) (3.24)
with l ∈ {1, . . . , L}. Then the following properties are fulfilled:
a) For all (tCD, ϕCP) ∈ Γ = ΓCD × ΓCP ⊂ R2 we have
hl(tCD, ϕCP) = −hl
(
tCD, ϕCP +
1
2
)
. (3.25)
b) For all (tCD, ϕCP) ∈ Γ = ΓCD × ΓCP ⊂ R2 it is true that
hl(tCD, ϕCP) = hl (2t0 − tCD,−ϕCP) . (3.26)
Proof
a) Due to the fact that cos(x) = − cos(x− pi) for all x ∈ R we see that
hl(tCD, ϕCP) = |b̂TC(ωl)| cos (2pi [ωl(t0 − tCD)− ϕCP])
= −|b̂TC(ωl)| cos
(
2pi
[
ωl(t0 − tCD)− ϕCP − 12
])
= −|b̂TC(ωl)| cos
(
2pi
[
ωl(t0 − tCD)−
(
ϕCP +
1
2
)])
= −hl
(
tCD, ϕCP +
1
2
)
. (3.27)
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b) In this case, we use the fact that the cosine is an even function. Thus, we get that
hl(tCD, ϕCP) = |b̂TC(ωl)| cos (2pi [ωl(t0 − tCD)− ϕCP])
= |b̂TC(ωl)| cos (2pi [ωl(tCD − t0) + ϕCP])
= |b̂TC(ωl)| cos (2pi [ωl(t0 − (2t0 − tCD))− (−ϕCP)])
= hl (2t0 − tCD,−ϕCP) . (3.28)

The following corollary, stating some essential properties of the optimal values α∗CD,CP
and β∗CD,CP, is a direct consequence of the lemma above:
(3.1.6) Corollary
Let the conditions of Theorem (3.1.3) be given. Then the following properties of the
optimal parameters α∗(tCD, ϕCP) and β∗(tCD, ϕCP) are valid:
a) For all (tCD, ϕCP) ∈ Γ = ΓCD × ΓCP ⊂ R2 we have
α∗(tCD, ϕCP) = α∗
(
tCD, ϕCP +
1
2
)
, (3.29)
β∗(tCD, ϕCP) = −β∗
(
tCD, ϕCP +
1
2
)
. (3.30)
b) For all (tCD, ϕCP) ∈ Γ = ΓCD × ΓCP ⊂ R2 and t0 ∈ R, it holds
α∗(tCD, ϕCP) = α∗(2t0 − tCD,−ϕCP), (3.31)
β∗(tCD, ϕCP) = β∗(2t0 − tCD,−ϕCP). (3.32)
In particular, for t0 = 0 we obtain
α∗(tCD, ϕCP) = α∗(−tCD,−ϕCP), (3.33)
β∗(tCD, ϕCP) = β∗(−tCD,−ϕCP). (3.34)
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For t0 = tCD it is true that
α∗(tCD, ϕCP) = α∗(tCD,−ϕCP), (3.35)
β∗(tCD, ϕCP) = β∗(tCD,−ϕCP). (3.36)

Proof
a) If we, respectively, insert equation (3.25) in the equations (3.21) and (3.22) we obtain
the desired terms, i.e.
α∗(tCD, ϕCP) = α∗
(
tCD, ϕCP +
1
2
)
and β∗(tCD, ϕCP) = −β∗
(
tCD, ϕCP +
1
2
)
.
b) Inserting formula (3.26) in the equations (3.21) and (3.22) again yields
α∗(tCD, ϕCP) = α∗(2t0 − tCD,−ϕCP) and β∗(tCD, ϕCP) = β∗(2t0 − tCD,−ϕCP).
If we set t0 = 0, the formula above reduces to the equations (3.33) and (3.34). If we
set t0 = tCD, we obtain the equations (3.35) and (3.36). 
In the next step, we consider the minimal approximation error E(α∗CD,CP,β∗CD,CP) for arbi-
trary CD and CP values with (tCD, ϕCP) ∈ Γ = [−γmax;γmax] × [−0.5; 0.5] ⊂ R2 and
γmax > 0. Assuming that the frequency tuning F(·) at the ITD t0 is given for distinct
frequencies ωl with l ∈ {1, . . . , L}, equation (3.8) reduces to
E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP)= min(α,β)∈Σ
{
L
∑
l=1
|gl − α− β · hl (tCD, ϕCP)|2
}
=
L
∑
l=1
|gl − α∗CD,CP − β∗CD,CP · hl (tCD, ϕCP)|2 (3.37)
where gl and hl are given by equation (3.23). Due to the fact that the cosine is an even
function and that
cos(x) = − cos(x− pi) ∀x ∈ R, (3.38)
36 3.1 Frequency Tuning Approximation Algorithm
the minimal approximation error E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP) is not unique. With the use of
Corollary (3.1.6) a) and Lemma (3.1.5) a) we can further show that
E(α∗(tCD,ϕCP),β∗(tCD,ϕCP))(tCD, ϕCP)
=
L
∑
l=1
|gl − α∗(tCD, ϕCP)− β∗(tCD, ϕCP) · hl (tCD, ϕCP)|2
=
eq.
(3.25)
L
∑
l=1
∣∣∣∣gl − α∗(tCD, ϕCP) + β∗(tCD, ϕCP) · hl (tCD, ϕCP + 12
)∣∣∣∣2
=
eqs. (3.29)
& (3.30)
L
∑
l=1
∣∣∣∣gl − α∗ (tCD, ϕCP + 12
)
− β∗
(
tCD, ϕCP +
1
2
)
hl
(
tCD, ϕCP +
1
2
)∣∣∣∣2
= E
(α∗(tCD,ϕCP+12 ),β
∗(tCD,ϕCP+12 ))
(
tCD, ϕCP +
1
2
)
. (3.39)
Hence, (tCD, ϕCP) and (tCD, ϕCP + 12) yield the same minimal approximation error. Due
to the equivalence
β∗(tCD, ϕCP) < 0⇔ β∗
(
tCD, ϕCP +
1
2
)
> 0 (3.40)
we will always find a nonnegative parameter β∗CD,CP which solves the minimization
problem (3.20). Consequently, we have to demand that β∗ is positive to find a unique
best CP. Since we want to find a linear regression line which fits perfectly to the given
data, we only search for a positive parameter β∗CD,CP such that the uniqueness problem
above does not occur. Thus, the best characteristic delay t∗CD and the best characteristic
phase ϕ∗CP are given by
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{
min
(α,β)∈R×R>0
‖F− φα,β,tCD,ϕCP‖22
}
= arg min
(tCD,ϕCP)∈Γ
{
E(α∗,β∗)(tCD, ϕCP)
}
, (3.41)
where the optimal value of α is given by equation (3.21) and the optimal value of β is
set to
β∗(tCD, ϕCP) = max{0, βopt}. (3.42)
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Note that βopt is the solution of the original optimization problem (3.20) and is given
by equation (3.22).
(3.1.7) Remark
Even though the best parameter β∗CD,CP is given by equation (3.42) the identities in
Corollary (3.1.6) b) are still valid. It is essential that βopt is the minimizer of the
original optimization problem (3.20) and satisfies the identity
βopt(tCD, ϕCP) = βopt(2t0 − tCD,−ϕCP).
If βopt(tCD, ϕCP) is negative then β∗(tCD, ϕCP) = 0. On the other hand
βopt(2t0 − tCD,−ϕCP) = βopt(tCD, ϕCP) < 0.
Consequently,
β∗(2t0 − tCD,−ϕCP) = max{0; βopt(2t0 − tCD,−ϕCP)} = 0 = β∗(tCD, ϕCP).
The same is true for the positive case, i.e. βopt > 0. 
Although the choice of β∗CD,CP by equation (3.42) excludes the equality of equation
(3.39), there are still some cases in which the minimizing CD and CP values are am-
biguous. This problem is caused by the fact that the cosine is an even function. In the
following examples, we will see that the choice of the ITD t0, at which the frequency
tuning is measured, is essential for the non-uniqueness.
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(3.1.8) Examples
a) Let t0 = 0, then for all (tCD, ϕCP) ∈ Γ = [−γmax;γmax]× [−0.5; 0.5] we can show that
E(α∗(tCD,ϕCP),β∗(tCD,ϕCP))(tCD, ϕCP)
=
eq.
(3.26)
L
∑
l=1
|gl − α∗(tCD, ϕCP)− β∗(tCD, ϕCP) · hl (2t0 − tCD,−ϕCP)|2
=
eqs. (3.33)
& (3.34)
L
∑
l=1
|gl − α∗(−tCD,−ϕCP)− β∗(−tCD,−ϕCP) · hl (−tCD,−ϕCP)|2
= E(α∗(−tCD,−ϕCP),β∗(−tCD,−ϕCP))(−tCD,−ϕCP). (3.43)
In this case, if (t∗CD, ϕ∗CP) 6= (0, 0), there exist two distinct CD and CP values which
produce the same minimal approximation error E(α∗CD,CP,β∗CD,CP). This situation can be
prevented if we demand that t0 is different from zero, i.e. t0 6= 0.
b) Now, let t0 be equal to the CD, i.e. t0 = tCD. Since the cosine is an even function,
we get, in this case, for all (tCD, ϕCP) ∈ Γ = [−γmax;γmax]× [−0.5; 0.5] that
E(α∗(tCD,ϕCP),β∗(tCD,ϕCP))(tCD, ϕCP)
=
eqs. (3.26)
(3.35) & (3.36)
L
∑
l=1
|gl − α∗(tCD,−ϕCP)− β∗(tCD,−ϕCP) · hl (tCD,−ϕCP, )|2
= E(α∗(tCD,−ϕCP),β∗(tCD,−ϕCP))(tCD,−ϕCP). (3.44)
The best CP is not unique if t0 = tCD and ϕ∗CP 6= 0. For uniqueness, it is necessary
that t0 is different from the CD. Finding the CD of a neuron or the optimal CD
value is our primary issue in this work and, at this point, occurs also as a secondary
problem. The optimal CD value is unknown and is an element of the search grid
ΓCD. To exclude such an ambiguity, t0 must be chosen off the search grid of the CD
and thus t0 is not an element of the expected range of the CD values. Therefore,
we have to demand that t0 6∈ ΓCD, i.e. |t0| > γmax. 
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These two examples show that the choice of t0 has a drastic influence on whether
we can find a unique pair of CD and CP values which minimizes the optimization
problem (3.41). However, this ambiguity is not limited to the two values of t0 above,
it can be generalized as follows.
Let t0 ∈ R. In this case, the minimal approximation error E(α∗(tCD,ϕCP),β∗(tCD,ϕCP))(tCD, ϕCP)
for all (tCD, ϕCP) ∈ [−γmax;γmax]× [−0.5; 0.5] reduces to
E(α∗(tCD,ϕCP),β∗(tCD,ϕCP))(tCD, ϕCP)
=
L
∑
l=1
|gl − α∗(tCD, ϕCP)− β∗(tCD, ϕCP) · hl (tCD, ϕCP)|2
=
eqs. (3.26),
(3.31) & (3.32)
L
∑
l=1
|gl − α∗(2t0 − tCD,−ϕCP)− β∗(2t0 − tCD,−ϕCP) · hl (2t0 − tCD,−ϕCP)|2
= E(α∗(2t0−tCD,−ϕCP),β∗(2t0−tCD,−ϕCP))(2t0 − tCD,−ϕCP). (3.45)
To avoid this situation of ambiguity it is necessary that the value (2t0 − tCD) is not
an element of the CD search grid ΓCD = [−γmax;γmax]. Therefore, it is required that
|2t0 − tCD| > γmax for all tCD ∈ ΓCD. Furthermore, the following equivalent transfor-
mations show that the condition |2t0 − tCD| > γmax for all tCD ∈ ΓCD is equivalent to
t0 6∈ ΓCD.
In particular,
|2t0 − tCD| > γmax ∀ tCD ∈ ΓCD
⇔ (−γmax + tCD > 2t0) or (2t0 > γmax + tCD) ∀ tCD ∈ ΓCD
⇔ (−γmax + min
tCD∈ΓCD
{tCD}︸ ︷︷ ︸
=−γmax
> 2t0) or (2t0 > γmax + max
tCD∈ΓCD
{tCD}︸ ︷︷ ︸
=γmax
)
⇔ (−γmax > t0) or (t0 > γmax)
⇔ |t0| > γmax.
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Consequently, it is again necessary for unique best CD and CP estimates that the
ITD t0 at which the frequency tuning is measured is not an element of the search grid
of the possible CD values, i.e. t0 6∈ ΓCD.
Considering all restrictions from the derivation above, it would be desirable if the fol-
lowing uniqueness statement for the minimizing CD and CP values could be proved.
(3.1.9) Conjecture
Let Γ = ΓCD × ΓCP ⊂ R2 with ΓCP = [−0.5; 0.5], ΓCD = [−γmax;γmax] and γmax > 0.
Further, let (tCD, ϕCP) ∈ Γ and t0 ∈ R \ ΓCD. Assume that the frequency tuning F(·) at
the ITD t0 is given for the distinct frequencies ωl = l · ∆ω, i.e. ωl 6= ωk for all l 6= k
with l, k ∈ {1, . . . , L} and ∆ω > 0. Then, the minimization problem
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{
min
(α,β)∈R×R>0
‖F− φα,β,tCD,ϕCP‖22.
}
(3.46)
= arg min
(tCD,ϕCP)∈Γ
{
E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP)
}
has a unique solution (t∗CD, ϕ∗CP) where t∗CD is called best CD and ϕ∗CP best CP. α∗CD,CP and
β∗CD,CP are given respectively by equations (3.21) and (3.42). 
Under the assumption that Conjecture (3.1.9) is true, we are able to formulate an
algorithm that estimates the CD and the CP of a neuron by the use of the frequency
tuning and the broadband ITD tuning curve.
(3.1.10) Algorithm (FTA Algorithm)
Under the conditions of Conjecture (3.1.9) the following estimation algorithm for the
best CD and best CP values of a neuron can be defined:
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Step 1: Calculation of the Fourier Transform b̂TC(·) at the frequencies ωl.
By equation (3.23), this determines the value hl(tCD, ϕCP) used in
equations (3.21) and (3.22).
Step 2: For fixed (tCD, ϕCP) ∈ Γ, solve the minimization problem
(α∗CD,CP, β∗CD,CP) = arg min
(α,β)∈R×R>0
‖F− φα,β,tCD,ϕCP‖22. (3.47)
The solutions α∗CD,CP and β∗CD,CP are given by equations (3.21) and (3.42).
Step 3: Calculation for all (tCD, ϕCP) ∈ Γ of the minimal approximation error
E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP).
Step 4: Finding the CD value t∗CD and the CP value ϕ∗CP with the smallest
minimal approximation error, i.e.
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{
E(α∗CD,CP,β∗CD,CP)(tCD, ϕCP)
}
. (3.48)

Due to the nonlinear nature of the approximation, we have not been able to find a
proof of Conjecture (3.1.9). However, a numerical implementation showed that the al-
gorithm indeed estimated the predefined CD and CP values of artificial tuning curves
which satisfy the conditions of the Conjecture (3.1.9) correctly or with negligible er-
rors.
An important and essential condition for the uniqueness of the estimated best CD
and best CP by the frequency approximation algorithm is that the ITD t0 at which the
frequency tuning is measured has to be beyond the expected range of CD values, i.e.
off the search grid ΓCD. The CD of a neuron is always expected in the physiological
range of a neuron. Thus, the search grid should be matched with this range and
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the frequency tuning has to be measured at a fixed ITD t0 beyond the physiological
range. However, the response of a neuron to ITDs beyond the physiological range
is often not significant. In experiments, the ITD t0 is therefore chosen mostly as the
best ITD tbest of the neuron. Note that the best ITD is the ITD at which the neuron
responds strongest to noise, i.e. the ITD at which the broadband ITD tuning reaches
its maximum. This ITD always is in the physiological range. Consequently, the FTA
algorithm is less suitable to estimate the best CD and best CP from experimental data.
Two available frequency tuning curves at different ITDs t0 and t1 would grant a pos-
sible improvement of this approach. In this case, the best CD t∗CD and the best CP ϕ∗CP
are the solution of the minimization problem
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
 min(α0,β0)∈R×R>0
‖Ft0 − φα0,β0,tCD,ϕCP‖22 + min
(α1,β1)
∈R×R>0
‖Ft1 − φα1,β1,tCD,ϕCP‖22
 .
(3.49)
First, we have to find the optimal parameters α∗j and β
∗
j with j ∈ {0, 1} as a function
of the given CD and CP values for each ITD t0 and t1, i.e. we solve both minimization
problems
min
(α0,β0)
∈R×R>0
‖Ft0 − φα0,β0,tCD,ϕCP‖22 and min
(α1,β1)
∈R×R>0
‖Ft1 − φα1,β1,tCD,ϕCP‖22
for fixed CD and CP values. The values which minimize the sum of the terms above
are chosen as the best CD and best CP of the neuron. In Section 3.4, we will develop
an alternative approach to estimate the CD and the CP from two different frequency
tuning curves.
However, one should keep in mind that this method requires a second frequency
tuning to be measured. The question is whether it is practicable and preferable to es-
timate a second frequency tuning. In most experiments, the (broadband) ITD tuning
curve is measured besides the frequency tuning. In our point of view it is conve-
nient to have an estimation method which uses the tuning curves already available.
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Therefore, in the next sections we focus on two further estimation methods which
only need the broadband ITD tuning curves to estimate the best CD and the best CP
of a neuron. By using an approach developed in Section 3.3, we will later pursue the
idea to estimate the CD and the CP from two different frequency tuning curves and
develop an alternative estimation method (Section 3.4).
3.2 Hilbert Transform based Estimation Algorithm
In the previous section, we found out that the choice of the ITD t0 at which the
frequency tuning is measured is essential for a unique CD and CP estimate. Due to
the fact that t0 has to be beyond the physiological range in order to get unique best
CD and CP values, the FTA algorithm seems less suitable. Therefore, we developed
an alternative estimation algorithm which only uses the broadband ITD tuning to
estimate CD and CP values of a neuron.
In the current section we again use that the integral
∞∫
0
c(ω) · cos (2pi[ω(t− tCD)− ϕCP]) dω (3.50)
approximates the broadband ITD tuning curve (see Section 2.2). In contrast to the
previous chapter, we use the fact that according to equation (2.18) this integral can be
rewritten as
bTC(t) =
∞∫
0
c(ω)
2
e−2piiϕCP e2piiω(t−tCD) dω+
0∫
−∞
c(−ω)
2
e2piiϕCP e2piiω(t−tCD) dω
=
c(ω)=
c(−ω)
∞∫
0
c(ω)
2
e−2piiϕCP e2piiω(t−tCD) dω+
0∫
−∞
c(ω)
2
e2piiϕCP e2piiω(t−tCD) dω. (3.51)
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Consequently, the broadband ITD function is the sum of the two integrals
I+(t) :=
∞∫
0
c(ω)
2
e−2piiϕCP e2piiω(t−tCD) dω (3.52)
and I−(t) :=
0∫
−∞
c(ω)
2
e2piiϕCP e2piiω(t−tCD) dω (3.53)
which take into account the positive and negative frequencies.
The amplitude function c is a real valued, even function. By using a coordinate trans-
formation we see that the integral over the negative frequencies I− is the complex
conjugate of the integral over the positive frequencies I+.
Indeed, we have
I−(t) =
0∫
−∞
c(ω)
2
e2piiϕCP e2piiω(t−tCD) dω =
∞∫
0
c(ω)
2
e2piiϕCP e−2piiω(t−tCD) dω
=
∞∫
0
c(ω)
2
e2piiϕCP e−2piiω(t−tCD) dω =
∞∫
0
c(ω)
2
e−2piiϕCP e2piiω(t−tCD) dω
= I+(t). (3.54)
Due to this relationship between the functions I+ and I−, we will only focus on the
integral I+ in the following. However, before we investigate this function in more
detail, the concept of an analytic signal has to be defined:
(3.2.1) Definition (analytic signal, cf. Debnath (2003))
The complex valued, (square) integrable function z : R→ C is an analytic signal, if its
Fourier Transform zˆ satisfies
zˆ(ω) = 0 for all ω < 0.

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(3.2.2) Remark (cf. Debnath (2003))
The definition above implies that a complex signal that contains only positive fre-
quencies is an analytic signal. Note that this is not true for non-trival real valued
signals. Otherwise, the fact that for a real valued function zˆ(ω) = zˆ(−ω) for all
ω ∈ R contradicts the condition that zˆ(ω) = 0 for all ω < 0 in case of an analytic
signal. 
The following theorem gives an alternative characterization of an analytic signal
which is important for our investigation of the function I+ further down:
(3.2.3) Theorem (cf. Debnath (2003))
Let the complex valued, (square) integrable function z : R→ C be represented by two
real valued functions x, y : R→ R such that
z(t) = x(t) + i · y(t) for all t ∈ R.
The function z is an analytic signal if and only if the imaginary part y is equal to the
Hilbert Transform of the real part x of the complex valued function z, i.e.
y(t) = (x ∗ g) (t) = H(x)(t) (3.55)
where g(t) = 1pi·t and the Hilbert Transform H(x) of x is given by
H(x)(t) = lim
e↓0
∫
|τ|>e
x(t− τ)
pi · τ dτ. (3.56)
Note that, in general, the limit has to be interpreted in the L2-sense. If the function x,
additionally, is differentiable, the limit can be interpreted pointwise. 
Now, we are ready to concentrate further on the function I+. To begin with, it is true
for t ∈ R that
I+(t) =
∞∫
0
c(ω)
2
e−2piiϕCP e2piiω(t−tCD) dω =
∞∫
−∞
G(ω) · e2piiωt dω (3.57)
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where
G(ω) =
1
2
c(ω) e−2pii(ωtCD+ϕCP) H(ω). (3.58)
Hence, the function H is the Heaviside step function having the value 1 for all ω > 0
and the value 0 for ω < 0. Since the Fourier Transform of the broadband ITD tuning
curve is given by equation (2.23), i.e.
b̂TC(ω) =
1
2
c(ω) exp(−2pii[ω · tCD + sgn(ω) · ϕCP]), (3.59)
the function G is also equal to the product of the Fourier Transform of the broadband
ITD tuning curve and the Heaviside step function. Indeed, due to the fact that H(ω) =
0 for all ω < 0 it follows for all ω ∈ R that
G(ω) =
1
2
c(ω) e−2pii(ωtCD+ϕCP) H(ω)
=
1
2
c(ω) e−2pii(ωtCD+sgn(ω)·ϕCP) H(ω)
=
eq. (3.59)
b̂TC(ω) · H(ω). (3.60)
The integral in equation (3.57) implies that I+ is the inverse Fourier Transform of the
function G, i.e.
I+(t) = F−1(G)(t) for all t ∈ R. (3.61)
The Fourier inversion theorem (cf. Folland (1992, 1999)), then, yields that G conversely
is the Fourier Transform of the function I+. Consequently,
G(ω) = Î+(ω) for almost all ω ∈ R. (3.62)
Note that equation (3.57) holds also pointwise, since the function G is an integrable
function which is a direct consequence of the integrability of the amplitude function
c. By applying the convolution theorem (cf. Folland (1992, 1999)) to expression (3.60)
it turns out that I+ is the convolution of the broadband ITD tuning function and the
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inverse Fourier Transform of the Heaviside distribution, i.e. for t ∈ R
I+(t) = F−1(Î+)(t)
=
eq. (3.62)
F−1(G)(t)
=
eq. (3.60)
F−1(b̂TC · H)(t)
=
(
bTC ∗
(
F−1H
))
(t). (3.63)
The inverse Fourier Transform of the Heaviside distribution is given by(
F−1(H)
)
=
1
2
(
δ0 +
i
pi
ϕ
)
(3.64)
(see Folland (1999); Mitrovic´ and Žubrinic´ (1998)) where δ0 is the Dirac delta distri-
bution. Furthermore, ϕ denotes the Cauchy principal value of
∫ g(x)
x
dx which is
defined for a smooth function g as
ϕ(g) = lim
ε↓0
∫
|x|>ε
g(x)
x
dx. (3.65)
Due to the linearity of the convolution, equation (3.63) can be rearranged to the fol-
lowing equations:(
bTC ∗
(
F−1H
))
(t) =
eq. (3.64)
(
bTC ∗
(
1
2
δ0 +
i
2pi
ϕ
))
(t)
=
1
2
(bTC ∗ δ0) (t) + i2pi (bTC ∗ ϕ) (t)
=
1
2
(δ0 ∗ bTC) (t) + i2pi (ϕ ∗ bTC) (t). (3.66)
For mathematical correctness, it is necessary to assume throughout the previous cal-
culation that the broadband ITD tuning function is a function in the Schwartz space.
Note that Schwartz functions are functions where all derivatives decay rapidly, i.e.
faster than any polynomial. Due to the fact that the broadband ITD tuning curve
is given by equation (2.16), this is true if the amplitude function c is additionally a
smooth function which, together with all its derivatives, rapidly vanishes at 0 and ∞.
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Since the Dirac delta distribution δ0 as well as the Cauchy principal value of
∫ g(x)
x
dx
are tempered distributions, both terms in the equation above are convolutions of a
tempered distribution and a Schwartz function. Note that the convolution of a tem-
pered distribution φ and a Schwartz function g is defined for t ∈ R as
(φ ∗ g) (t) = φ (Tt g˜) (3.67)
(Folland, 1992) where Tt is the translation operator defined for t ∈ R by
(Ttg) (x) = g(x− t). (3.68)
The function g˜ is given by g˜(x) = g(−x) for t ∈ R. Consequently, equation (3.66)
further reduces to(
bTC ∗
(
F−1H
))
(t) =
1
2
(δ0 ∗ bTC) (t) + i2pi (ϕ ∗ bTC) (t)
=
eq. (3.67)
1
2
δ0
(
Tt b˜TC
)
+
i
2pi
ϕ
(
Tt b˜TC
)
. (3.69)
By using the definition of the Cauchy principal value of
∫ g(x)
x
dx (see equation
(3.65)) and the fact that
δ0
(
Tt b˜TC
)
=
(
Tt b˜TC
)
(0) = bTC(−(0− t)) = bTC(t), (3.70)
we further obtain that(
bTC ∗
(
F−1H
))
(t) =
eqs. (3.70)
& (3.65)
1
2
bTC(t) +
i
2pi
lim
ε↓0
∫
|x|>ε
Tt b˜TC(x)
x
dx
=
1
2
bTC(t) +
i
2pi
lim
ε↓0
∫
|x|>ε
bTC(t− x)
x
dx
=
bTC(t)
2
+ i · lim
ε↓0
∫
|x|>ε
bTC(t− x)
2pix
dx (3.71)
=
eq. (3.56)
bTC(t)
2
+ i · H
(
bTC
2
)
(t). (3.72)
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In summary, we have shown that the function I+ is also represented for all t ∈ R by
the following equations:
I+(t) =
eq. (3.63)
(
bTC ∗
(
F−1H
))
(t) =
eq. (3.72)
bTC(t)
2
+ i · H
(
bTC
2
)
(t). (3.73)
Recall that the amplitude functions a and aj are real valued, even nonnegative func-
tions. By equations (2.12) and (2.15) c is also real valued, so that equation (2.14)
or (2.16) imply that bTC is real valued. By definition of the Hilbert Transformation
(see equation (3.56)), H(bTC) is also real valued. Consequently, by means of Fourier
analytical methods, particularly the Fourier inversion theorem and the convolution
theorem, we have shown that the imaginary part of I+ is the Hilbert Transform of its
real part. In particular, due to Theorem (3.2.3), the function I+ is an analytic signal.
Since we are able to show that the maximal absolute value of function I+ occurs pre-
cisely at the time t = tCD, this analytic signal is suitable for the estimation of the CD
and the CP values of a neuron. The following theorem is essential for this property of
the function I+.
(3.2.4) Theorem
Let c be a nonnegative function with
∞∫
−∞
|c(ω)| dω < ∞ and c 6= 0. Then the function
f : R→ C given by
f (x) =
∞∫
−∞
c(ω)e2piiω(x−tCD) dω (3.74)
has a unique maximal absolute value at x = tCD. Furthermore, lim|x|→∞
f (x) = 0. 
Before we provide the proof of this theorem, we initially show that the limit of the in-
ner product of a square integrable function f and its translation Tx f , as the translation
value x approaches infinity, is zero.
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(3.2.5) Lemma
Let f ∈ L2(R). Then
lim
|x|→∞
〈 f , Tx f 〉 = 0. (3.75)

Proof
Initially, let f be a smooth and compactly supported function, i.e. f ∈ C∞c (R). In this
case, there are two numbers a, b ∈ R with a < b such that the support of the function
f is in the closed interval [a, b]. Then the support of the translation of f is given for
all x ∈ R by
supp(Tx f ) = x + supp f ⊆ x + [a, b].
In addition, we have
〈 f , Tx f 〉 =
〈
f̂ , M−x f̂
〉
=
∞∫
−∞
| f̂ (t)|2e−2piixt dt = F
(
| f̂ |2
)
(x) (3.76)
where Mx is the modulation operator given for all ω ∈ R by
(Mx f ) (ω) = e2piiωx f (ω). (3.77)
Since | f̂ |2 is an integrable function, equation (3.75) is a consequence of the Riemann–
Lebesgue lemma. 
Now we are able to prove Theorem (3.2.4):
Proof
At first we show the existence of the maximal absolute value x = tCD. Without loss of
generality we can set the CD tCD to zero. Indeed, if the CD is not equal to zero we can
set y = x− tCD and consider the function
g(y) =
∞∫
−∞
c(ω)e2piiωy dω.
If y = 0 is the unique maximal absolute value of g, then x = tCD is the unique maximal
absolute value of the original function f .
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First, we define b(ω) :=
√
c(ω). Since c is a nonnegative function, this is well defined.
Furthermore, due to the fact that
∞∫
−∞
|c(ω)| dω < ∞, i.e. c ∈ L1(R), we conclude that
∞∫
−∞
|b(ω)|2 dω =
∞∫
−∞
|
√
c(ω)|2 dω =
∞∫
−∞
|c(ω)| dω < ∞. (3.78)
Consequently, b ∈ L2(R) and the function f can also be expressed for all x ∈ R by
the following equations:
f (x) =
∞∫
−∞
c(ω)e2piiωx dω =
c>0
∞∫
−∞
|c(ω)|e2piiωx dω
=
∞∫
−∞
|b(ω)|2e2piiωx dω =
∞∫
−∞
b(ω)b(ω)e2piiωx dω
=
∞∫
−∞
b(ω)b(ω)e−2piiωx dω =
∞∫
−∞
b(ω)(M−xb) (ω) dω
= 〈b, M−xb〉 .
By the use of Plancherel’s Theorem (cf. Folland (1992, 1999)) for square integrable
functions the following equation is true:
〈b, M−xb〉 =
〈
F−1b,F−1 (M−xb)
〉
=
F−1=F3
〈
F−1b,F 3 (M−xb)
〉
. (3.79)
Since on the one hand F (Mxb) = Tx b̂ and on the other hand F (Txb) = M−x b̂, we
further obtain
〈b, M−xb〉 =
〈
F−1b,F 2 (F (M−xb))
〉
=
〈
F−1b,F 2
(
T−x b̂
)〉
=
〈
F−1b,F
(
F (T−x b̂)
)〉
=
〈
F−1b,F
(
Mx
̂̂b)〉
=
〈
F−1b, TxF 3b
〉
=
〈
F−1b, TxF−1b
〉
.
Note that Fb = b̂ and F 2b = ̂̂b. In summary, we have shown that for all x ∈ R
f (x) = 〈b, M−xb〉 =
〈
F−1b, TxF−1b
〉
. (3.80)
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Due to Lemma (3.2.5) the limit of
〈F−1b, Tx (F−1b)〉 as |x| approaches ∞ is zero.
Thus
lim
|x|→∞
f (x) =
eq. (3.80)
lim
|x|→∞
〈
F−1b, Tx
(
F−1b
)〉
= 0. (3.81)
By using the Cauchy-Schwarz inequality and the fact that ‖F−1b‖2 = ‖Tx
(F−1b)‖2
we are able to estimate for all x ∈ R as follows:
| f (x)| = |
〈
F−1b, Tx
(
F−1b
)〉
|
6 ‖F−1b‖2 ·
∥∥∥Tx (F−1b)∥∥∥
2
= ‖F−1b‖22
=
〈
F−1b, T0
(
F−1b
)〉
=
eq. (3.80)
f (0). (3.82)
Therefore, the function f takes its maximal absolute value at x = tCD.
Now we have to show the uniqueness of this maximum value. Thus, we assume that
there is another value x˜ ∈ R with x˜ 6= 0 and | f (x˜)| = | f (0)|. Due to the equation
above we get that
| f (x˜)| =
∣∣∣〈F−1b, Tx˜ (F−1b)〉∣∣∣ = ‖F−1b‖2 · ∥∥∥Tx˜ (F−1b)∥∥∥
2
= | f (0)|, (3.83)
i.e. the Cauchy-Schwarz inequality used in equation (3.82) is an equality. However,
we obtain an equality by using the sharp version of the Cauchy-Schwarz inequality
if and only if Tx˜
(F−1b) and F−1b are linearly dependent. Hence, for (almost) all
ω ∈ R
Tx˜
(
F−1b
)
(ω) = α · F−1b(ω)
where α ∈ C with |α| = 1. Furthermore, we can show inductively that for all k ∈N
Tkx˜
(
F−1b
)
(ω) = αk · F−1b(ω). (3.84)
With |α| = 1 and with equation (3.84), we see that
| f (kx˜)| = |
〈
F−1b, Tkx˜
(
F−1b
)〉
| = |
〈
F−1b, αkF−1b
〉
|
= |α|k‖F−1b‖22 = ‖F−1b‖22 =
eq. (3.80)
f (0).
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Consequently,
lim
k→∞
| f (kx˜)| = f (0).
This is inconsistent with equation (3.80) as f (0) = ‖c‖1 6= 0 (otherwise c ≡ 0). Thus
the maximal absolute value is unique. 
In accordance with equation (3.57) the absolute value of the function I+ is given by
|I+(t)| =
∣∣∣∣∣∣
∞∫
0
c(ω)
2
e−2piiϕCP · e2piiω(t−tCD) dω
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∞∫
−∞
G(ω) · e2piiω(t−tCD) dω
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∞∫
−∞
c(ω)
2
· e−2piiϕCP · χ[0,∞)(ω) · e2piiω(t−tCD) dω
∣∣∣∣∣∣ (3.85)
with G(w) = c(ω)2 · e−2piiϕCP · χ[0,∞)(ω). Since we demand that H(0) = 1, the Heaviside
step function is right continuous. In this case, the Heaviside step function is equal to
the indicator function of the set [0,∞), i.e. H(ω) = χ[0,∞)(ω). Due to the fact that
e−2piiϕCP is a constant with an absolute value of one, we further see that
|I+(t)| =
∣∣∣∣∣∣
∞∫
−∞
c(ω)
2
· e−2piiϕCP · χ[0,∞)(ω) · e2piiω(t−tCD) dω
∣∣∣∣∣∣
= |e−2piiϕCP |︸ ︷︷ ︸
=1
·
∣∣∣∣∣∣
∞∫
−∞
c(ω)
2
· χ[0,∞)(ω) · e2piiω(t−tCD) dω
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∞∫
−∞
c(ω)
2
· χ[0,∞)(ω) · e2piiω(t−tCD) dω
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∞∫
−∞
p(ω) · e2piiω(t−tCD) dω
∣∣∣∣∣∣ (3.86)
where p(ω) = c(ω)2 · χ[0,∞)(ω). The function p satisfies the conditions of Theorem
3.2.4, so that the maximal absolute value of the function f defined by the integral in
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equation (3.86) is at the time t = tCD. Since the absolute value of I+ is equal to the
absolute value of f , the maximal absolute value of the function I+ is also given at the
time t = tCD, i.e. the best CD.
Next, we have to calculate the best CP. According to equation (3.52),
I+(tCD) =
∞∫
0
c(ω)
2
e−2piiϕCP e2piiω(tCD−tCD) dω = e−2piiϕCP · 1
2
∞∫
0
c(ω) dω. (3.87)
Since the phase of a complex value with z = eiφ|z| is given by φ = arg(z) + 2pin with
n ∈ Z, we receive that
arg(I+(tCD)) =
eq. (3.87)
arg
e−2piiϕCP · 1
2
∞∫
0
c(ω) dω
 = −2pi · ϕCP + 2pin. (3.88)
Note that the function ”arg” denotes the argument function of the respective complex
value. Since the CP is a number between −0.5 and 0.5 cyc, n = 0 in equation (3.88).
Consequently, the best CP can be calculated from the phase of the analytic signal I+
at the time t = tCD.
Until now, we have shown on the one hand that I+ is an analytic signal such that its
imaginary part is the Hilbert Transform of its real part. On the other hand, we have
worked out that the maximal absolute value of function I+ occurs precisely at the CD
and that the CP is the corresponding phase. This enables us to formulate an algorithm
to estimate the CD and the CP solely from the broadband ITD tuning curve.
(3.2.6) Algorithm (HT Algorithm)
Let Γ = ΓCD × ΓCP ⊂ R2 with ΓCP = [−0.5; 0.5], ΓCD = [−γmax;γmax] and γmax > 0.
Further, let (tCD, ϕCP) ∈ Γ and the function bTC(·) be the measured broadband ITD
tuning curve. The following estimation algorithm for the best CD and best CP values
of a neuron can be defined:
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Step 1: Determination of the analytic signal I+ by
I+(t) = bTC(t)2 + i · H
(
bTC
2
)
(t). (3.89)
Step 2: Calculation of the time t∗CD at which the absolute value of I+ attains
its maximum value. The best CD is given by
t∗CD = arg max
t∈ΓCD
|I+(t)|. (3.90)
Step 3: Calculation of the phase of I+ at the time t = t∗CD yields the best
CP ϕ∗CP, i.e.
ϕ∗CP = −
1
2pi
arg(I+(t∗CD)). (3.91)

The approach via the analytic signal of the ITD tuning curve is conceptually appealing
and easy to implement. Envelopes of tuning curves were already studied by Agapiou
and McAlpine (2008), who also made the interpretation of the CD as envelope shift
and the CP as phase-shift on the carrier frequency. In the general literature the en-
velope is rather regarded and studied as a feature of stimuli and commonly only
discussed for frequency-modulated narrow-band signals, possessing a well-defined
carrier frequency. In our setting, however, the signal under consideration is an ITD
tuning curve that is not a priori assumed to be narrow-band. Nonetheless, as con-
firmed by our analysis, both envelope and associated phase of the analytic signal
corresponding to the broadband ITD tuning curve contain useful information.
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3.3 Mean Square Approximation based
Estimation Algorithm
In the following section, we develop an alternative algorithm which estimates the CD
and the CP only from the broadband ITD tuning curve of a neuron. The approach we
use is based on the computation of the Fourier Transform. The initial situation is a
given broadband ITD tuning curve bTC(·). The aim is to find an approximation I of
this given broadband ITD tuning curve which exhibits a CD and a CP and minimizes
the approximation error.
In Section 2.2, we have shown that the Fourier Transform of the broadband ITD tuning
curve (compare equation (2.23)) is given by
b̂TC(ω) =
1
2
c(ω) exp(−2pii[ω · tCD + sgn(ω) · ϕCP]). (3.92)
Note that c is an amplitude function according to Definition (2.1.1) such that c is a
square integrable function with
c(ω) > 0 and c(−ω) = c(ω) for all ω ∈ R.
Thus, a function f exhibits a CD tCD and a CP ϕCP if its Fourier Transform is almost
everywhere given by an analogous representation of equation (3.92). In particular, we
formulate the following definition:
(3.3.1) Definition
Let f be a real valued square integrable function and (tCD, ϕCP) ∈ Γ ⊂ R2. Further, let
a be an amplitude function according to Definition (2.1.1). We say that f exhibits a CD
tCD and a CP ϕCP in Γ if its Fourier Transform f̂ is almost everywhere given by
f̂ (ω) = a(ω)e−2pii(ωtCD+sgn(ω)ϕCP). (3.93)
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The set of all real valued square integrable function which exhibit a CD tCD and a CP
ϕCP is denoted by A(tCD, ϕCP), i.e.
A(tCD, ϕCP) =
{
f ∈ L2(R) : f exhibits a CD tCD and a CP ϕCP
}
(3.94)
=
{
f ∈ L2(R) : f̂ (ω) = a(ω)e−2pii(ωtCD+sgn(ω)ϕCP) for almost
all ω ∈ R and some amplitude function a
}
. (3.95)

Consequently, if the CD and the CP are, respectively, the fixed values tCD and ϕCP,
we try to find an approximation I of the broadband ITD tuning curve bTC in the
corresponding set A(tCD, ϕCP).
Plancherel’s Theorem (cf. Folland (1992)) implies that we can perform a mean square
approximation on the Fourier Transform side. Therefore, we define the approximation
error by
E(tCD, ϕCP, I) = ‖bTC− I‖22 = ‖b̂TC− Î‖22, (3.96)
where ‖·‖2 is the square norm which we can interpret as a mean square error. In
this case, the best CD and the best CP of a neuron are the values t∗CD and ϕ∗CP with
(t∗CD, ϕ∗CP) ∈ Γ which yield the minimal approximation error, i.e.
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{
min
I∈A(tCD,ϕCP)
E(tCD, ϕCP, I)
}
= arg min
(tCD,ϕCP)∈Γ
{
min
I∈A(tCD,ϕCP)
‖b̂TC− Î‖22
}
. (3.97)
Let (tCD, ϕCP) ∈ Γ be fixed values. Now, we first have to find the minimizing function
I∗ in the corresponding set A(tCD, ϕCP) of the following minimization problem:
I∗ = arg min
I∈A(tCD,ϕCP)
E(tCD, ϕCP, I)
= arg min
I∈A(tCD,ϕCP)
‖b̂TC− Î‖22. (3.98)
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By the use of the coordinate transform ω 7→ −ω, we are able to rearrange the approx-
imation error as follows:
E(tCD, ϕCP, I) =
eq. (3.96)
‖b̂TC− Î‖22
=
∫
R
|b̂TC(ω)− Î(ω)|2 dω
=
0∫
−∞
|b̂TC(ω)− Î(ω)|2 dω+
∞∫
0
|b̂TC(ω)− Î(ω)|2 dω
=
∞∫
0
|b̂TC(−ω)− Î(−ω)|2 dω+
∞∫
0
|b̂TC(ω)− Î(ω)|2 dω. (3.99)
Since the broadband ITD tuning function bTC(·) and the function I are real valued,
i.e. bTC(t), I(t) ∈ R for all t ∈ R, their Fourier Transforms satisfy that for all ω ∈ R
b̂TC(ω) = b̂TC(−ω) and Î(ω) = Î(−ω). (3.100)
Consequently, the integrand of the first integral in equation (3.99) reduces to∣∣∣b̂TC(−ω)− Î(−ω)∣∣∣2 = ∣∣∣b̂TC(ω)− Î(ω)∣∣∣2
=
∣∣∣b̂TC(ω)− Î(ω)∣∣∣2
=
∣∣∣b̂TC(ω)− Î(ω)∣∣∣2 . (3.101)
Therefore, equation (3.99) can be rewritten as follows:
‖b̂TC− Î‖22 =
∞∫
0
|b̂TC(−ω)− Î(−ω)|2 dω+
∞∫
0
|b̂TC(ω)− Î(ω)|2 dω
=
eq.
(3.101)
∞∫
0
|b̂TC(ω)− Î(ω)|2 dω+
∞∫
0
|b̂TC(ω)− Î(ω)|2 dω
= 2 ·
∞∫
0
|b̂TC(ω)− Î(ω)|2 dω. (3.102)
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According to the definition of A(tCD, ϕCP) above, the Fourier Transform of I is almost
everywhere given by equation (3.93). Hence,
‖b̂TC− Î‖22 = 2 ·
∞∫
0
∣∣∣b̂TC(ω)− Î(ω)∣∣∣2 dω
=
eq.
(3.93)
2 ·
∞∫
0
∣∣∣b̂TC(ω)− a(ω)e−2pii(ωtCD+sgn(ω)ϕCP)∣∣∣2 dω
= 2 ·
∞∫
0
∣∣∣b̂TC(ω)− a(ω)e−2pii(ωtCD+ϕCP)∣∣∣2 dω
= 2 ·
∞∫
0
∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2 ∣∣∣e−2pii(ωtCD+ϕCP)∣∣∣2︸ ︷︷ ︸
=1
dω
= 2 ·
∞∫
0
∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2 dω. (3.103)
Since the approximation error is minimal if the corresponding mean square error or
L2-norm is minimal, the optimization problem given by equation (3.98) reduces to
the problem of finding a nonnegative even amplitude function a with a finite mean
square error which minimizes the last integral above, i.e.
min
I∈A(tCD,ϕCP)
‖b̂TC− Î‖22 = 2 ·mina∈P

∞∫
0
∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2 dω
 (3.104)
where P denotes the set of all nonnegative even amplitude functions with a finite
mean square norm. Since the function ψ(tCD, ϕCP, a), defined as
ψ(tCD, ϕCP, a) =
∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2 , (3.105)
is a nonnegative and integrable function with∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2 > min
a∈P
{∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2} , (3.106)
the integral in equation (3.104) is minimal if the integrand ψ(tCD, ϕCP, a)(ω) is mini-
mized separately for each frequency ω.
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Since the value b̂TC(ω)e2pii(ωtCD+ϕCP) is a complex number for all ω ∈ R and a(ω) is a
nonnegative real number for all ω ∈ R, the minimization problem can be generalized
to the following:
Let z be a complex number. In this case, we search a nonnegative real number ropt
which minimizes the distance to z, i.e.
ropt = arg min
r∈R>0
|z− r|.
The solution of this minimization problem is given in the following lemma:
(3.3.2) Lemma
Let z be a complex number. The nonnegative real number ropt which has a minimal
distance to z is given by
ropt = arg min
r∈R>0
|z− r| = max {0;<(z)} , (3.108)
where <(z) denotes the real part of the complex number z. 
Proof
Let z ∈ C and f be the function given by
f : R>0 −→ R>0 with f (r) = |z− r| =
√
(<(z)− r)2 + (=(z))2
where <(z) and =(z) denote, respectively, the real and imaginary part of z. The
function f is minimal if its second power, i.e. f 2, is minimal. f 2 is continuous on its
whole domain and differentiable for all r ∈ (0;∞) with(
f 2
)′
(r) = 2 (r−<(z)) . (3.110)
If the real part of z is negative, we obtain that <(z) < r. Consequently, f 2 increases
strictly monotonically for all r > 0 such that the minimal value, in this case, is given
by ropt = 0. In the other case, ropt = <(z). Altogether, we conclude that f 2, and with
that also f , is minimal at ropt = max {0;<(z)} . 
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Applying the lemma above to the problem given by equation (3.104), we obtain for all
ω ∈ R that the optimal amplitude function is
a∗(ω) = arg min
a(ω)∈R>0
{∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a(ω)∣∣∣2}
= max
{
0;<
(
b̂TC(ω)e2pii(ωtCD+ϕCP)
)}
. (3.111)
Consequently, for given values (tCD, ϕCP) ∈ Γ, the Fourier Transform of the minimizing
function I∗ of the optimization problem in equation (3.98) is
Î∗(ω) = a∗(ω)e−2pii(ωtCD+sgn(ω)ϕCP) (3.112)
where the even amplitude function a∗ : R→ R>0 is given by
a∗(ω) = max
{
0;<
(
b̂TC(ω)e2pii(ωtCD+ϕCP)
)}
. (3.113)
With the equations above, we are able to calculate the minimizing amplitude func-
tion a∗(· ; tCD, ϕCP) for the different value pairs of the CD tCD and the CP ϕCP which
result from the given search grid Γ. The next step is the computation of the approxi-
mation error for the different (tCD, ϕCP)-pairs by equation (3.104). The optimal values
for the CD t∗CD and the CP ϕ∗CP are the argument of the minimum of the determined
approximation errors, i.e.
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{
min
I∈A(tCD,ϕCP)
‖b̂TC− Î‖22
}
= arg min
(tCD,ϕCP)∈Γ
2 ·
∞∫
0
∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a∗(ω)∣∣∣2 dω
 . (3.114)
The whole derivation above is based on Plancherel’s Theorem and its conditions need
to be satisfied. If the broadband ITD tuning curve and its Fourier Transform are given,
respectively, at the values t ∈ {−N∆t, . . . , N∆t} and ω ∈ {0,∆ω, . . . , N∆ω} where N
is a natural number, we have to demand the step sizes ∆t and ∆ω according to the
following expression:
∆ω =
1
(2N + 1) · ∆t . (3.115)
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This relation guarantees that we obtain a unitary transformation and the fact that the
mean square approximation error E is indeed minimized. Taking this into considera-
tion, we are able to formulate an estimation algorithm which we call mean square error
fit algorithm or short MSE fit algorithm.
(3.3.3) Algorithm (MSE Fit Algorithm)
Let Γ = ΓCD × ΓCP ⊂ R2 with ΓCP = [−0.5; 0.5], ΓCD = [−γmax;γmax] and γmax > 0.
Further, let (tCD, ϕCP) ∈ Γ and the function bTC(·) be the measured broadband ITD
tuning curve at the times −N∆t, · · · , N∆t where N is a natural number.
The following estimation algorithm for the best CD and the best CP values of a neuron
can be defined:
The Mean Square Error Fit Algorithm
Step 1: Determination of the Fourier Transform b̂TC at the frequencies
0,∆ω, · · · , N∆ω where the step size ∆ω is given by
∆ω =
1
(2N + 1) · ∆t .
Step 2: Calculation of the minimizing amplitude function a∗ for each value
(tCD, ϕCP) ∈ Γ according to
a∗(ω; tCD, ϕCP) = max
{
0;<
(
b̂TC(ω)e2pii(ωtCD+ϕCP)
)}
.
Step 3: Calculation of the mean square error E for each value
(tCD, ϕCP) ∈ Γ by
E(tCD, ϕCP) = 2 ·
∞∫
0
∣∣∣b̂TC(ω)e2pii(ωtCD+ϕCP) − a∗(ω; tCD, ϕCP)∣∣∣2 dω.
Step 4: Determination of the CD value t∗CD and the CP value ϕ∗CP with
the smallest mean square error, i.e.
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{E(tCD, ϕCP)} .

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Note that our algorithm indeed computes the optimal approximation (in the least-
squares sense) of the analyzed tuning curve by a curve exhibiting characteristic delay
and phase, at least for the values of tCD and ϕCP prescribed in the search grid Γ. Due
to the nonlinear nature of the approximation, an exhaustive mathematical analysis
of the algorihm and its performance on noisy signals could not be performed. For
this reason, we rely on numerical experiments in Chapter 4 to study properties of the
algorithm.
Finally, we want to stress one property of the algorithm above which is important
for the decision whether the estimated CD and CP values are meaningful parameters
or not (see Section 4.1.6). In step three of the MSE fit algorithm, we calculate the
minimizing amplitude function a∗ for each (tCD, ϕCP)-pair in the searching grid. Con-
sequently, we also obtain the minimizing amplitude function for the best CD t∗CD and
the best CP ϕ∗CP. In addition, this yields an approximation for the Fourier Transform
of the measured broadband ITD tuning, i.e.
Î∗(ω) = a∗(ω; t∗CD, ϕ∗CP)e−2pii(ωt
∗
CD+sgn(ω)ϕ
∗
CP). (3.119)
If we further apply the Fourier inversion Theorem to the Fourier Transform above
we gain a function which optimally fits the measured broadband ITD tuning curve.
Thus, the MSE fit algorithm additionally provides an approximation for the analyzed
broadband ITD tuning curve by a curve possessing a CD and a CP, which we call CD-
CP fit. The corresponding correlation coefficient between the measured broadband
tuning curve and the CD-CP fit is the basis of the decision whether the CD and the
CP estimates are significant features or not. The characterization method of the CD
and CP values is subject of Section 4.1.6.
64 3.4 Frequency Amplitude Estimation Algorithm
3.4 Frequency Amplitude Estimation Algorithm
At the end of Section 3.1, we suggested to estimate the CD and the CP of a neuron
from two frequency tunings measured at different ITDs. The fact that the frequency
tuning is the response to a certain ITD t0, most of the time chosen as the best ITD of a
neuron, causes difficulties and non-uniqueness problems for the estimation of the CD
and the CP values from only one frequency tuning.
For example, if the ITD t0 is equal to the CD of the neuron, i.e. t0 = tCD, the frequency
tuning is given by
F(ω) =
eq. (2.11)
m(ω) cos(2pi [ω(t0 − tCD)− ϕCP])
=
t0=tCD
m(ω) cos(−2piϕCP)
= m(ω) cos(2piϕCP), (3.120)
where m(·) is the corresponding amplitude function (see equation (2.12)). The last
two equations above show that the values ϕCP and −ϕCP can both be assigned to the
same frequency tuning curve. A similar nonuniqueness problem occurs if the ITD
t0 = 0. In this case, equation (2.11) reduces to the following:
F(ω) =
eq. (2.11)
m(ω) cos(2pi [ω(t0 − tCD)− ϕCP])
=
t0=0
m(ω) cos(−2pi [ωtCD + ϕCP])
= m(ω) cos(2pi [ωtCD + ϕCP]). (3.121)
The values (tCD, ϕCP) and (−tCD,−ϕCP) describe the same frequency tuning curve.
These problems are similar to the ones already seen in Section 3.1. One way to avoid
this problem is to consider two frequency tuning curves.
In the previous section, the MSE fit algorithm was based on the approach to approxi-
mate the ITD tuning curve in the least square sense by a function containing a CD and
a CP. By calculating the optimal amplitude function for different CD and CP values
it is possible to predict the best CD and the best CP of the neuron. In this section,
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we apply a similar procedure to two different frequency tuning curves of the same
neuron.
The initial situation is that two frequency tuning curves Fj(·) with j ∈ {0, 1} are given.
Each frequency tuning curve is measured at a fixed ITD which we denote by t0 and
t1. We further assume that t0 6= t1. The aim now is to find an approximation Zj of
each frequency tuning curve which minimizes a suitable approximation error, based
on the choice of the CD and the CP.
In Section 2.2, we have shown that the frequency tuning curve can be represented by
the following expression:
F(ω) = m(ω) cos(2pi [ω(t0 − tCD)− ϕCP]) (3.122)
where m(·) is an appropriate amplitude function according to equation (2.12). If the
CD and the CP are, respectively, the fixed values tCD and ϕCP, we search approxima-
tions of the two frequency tuning curves given by
Zj(ω) = c(ω) cos(2pi
[
ω(tj − tCD)− ϕCP
]
) (3.123)
which minimize the approximation error
E(tCD, ϕCP,Z0,Z1) = ‖Ft0 −Z0‖22 + ‖Ft1 −Z1‖22. (3.124)
Note that ‖·‖2 denotes the L2-norm as in Section 3.3 which can be considered as the
mean square error. Consequently, the best CD and the best CP of a neuron are the
values t∗CD and ϕ∗CP with (t∗CD, ϕ∗CP) ∈ Γ which yield the minimal approximation error,
i.e.
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
 minZ0,Z1∈M(tCD,ϕCP) E(tCD, ϕCP,Z0,Z1)
 (3.125)
= arg min
(tCD,ϕCP)∈Γ
 minZ0,Z1∈M(tCD,ϕCP)
{
‖Ft0 −Z0‖22 + ‖Ft1 −Z1‖22
} (3.126)
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with
M(tCD, ϕCP) =
{
(Z0,Z1) ∈
(
L2(R)
)2
;Zj(ω) = c(ω) cos(2pi
[
ω(tj − tCD)− ϕCP
]
)
for all ω ∈ R and some c ∈ P
}
. (3.127)
Note that P is again the set of all nonnegative even amplitude functions with a finite
mean square norm.
Now, let (tCD, ϕCP) ∈ Γ be fixed values. The approximation error as a function of tCD
and ϕCP can be rearranged as follows:
E(tCD, ϕCP,Z0,Z1) = ‖Ft0 −Z0‖22 + ‖Ft1 −Z1‖22 (3.128)
=
∫
R
|Ft0(ω)−Z0(ω)|2 dω+
∫
R
|Ft1(ω)−Z1(ω)|2 dω
=
∫
R
|Ft0(ω)−Z0(ω)|2 + |Ft1(ω)−Z1(ω)|2 dω. (3.129)
=
∫
R
|Ft0(ω)− c(ω) cos(2pi [ω(t0 − tCD)− ϕCP])|2
+|Ft1(ω)− c(ω) cos(2pi [ω(t1 − tCD)− ϕCP])|2 dω. (3.130)
As in Section 3.3, the approximation error E(tCD, ϕCP,Z0,Z1) is minimal if the sum of
the two mean square errors in equation (3.128) is minimal. Thus, the optimization
problem given by equation (3.126) reduces to the problem of finding a nonnegative
even amplitude function c with a finite mean square error which minimizes the last
integral above, i.e.
min
Z0,Z1∈
M(tCD,ϕCP)
{
‖Ft0 −Z0‖22 + ‖Ft1 −Z1‖22
}
= min
c∈P

∫
R
|Ft0(ω)− c(ω) cos(2pi [ω(t0 − tCD)− ϕCP])|2
+|Ft1(ω)− c(ω) cos(2pi [ω(t1 − tCD)− ϕCP])|2 dω
}
. (3.131)
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Since the integrand in equation (3.130) is a nonnegative and integrable function with
2
∑
j=1
|Ftj(ω)− c(ω) cos(2pi
[
ω(tj − tCD)− ϕCP
]
)|2
> min
c∈P
{
2
∑
j=1
|Ftj(ω)− c(ω) cos(2pi
[
ω(tj − tCD)− ϕCP
]
)|2
}
, (3.132)
the integral in equation (3.130) is minimal if the integrand is minimized for each
frequency ω separately.
Each summand of the integrand in equation (3.130) is nonnegative such that the sum
is minimal if each summand is minimized. Since c(ω) is the only unknown parameter,
we have to find the optimal amplitude value c(ω) for all ω ∈ R, i.e. we have to solve
the following minimization problem
min
c∈P
{
|Ft0(ω)− c(ω) cos(2pi [ω(t0 − tCD)− ϕCP])|2
+|Ft1(ω)− c(ω) cos(2pi [ω(t1 − tCD)− ϕCP])|2
}
. (3.133)
Since the values Ftj(ω) and cos(2pi
[
ω(tj − tCD)− ϕCP
]
) with j ∈ {0, 1} are real num-
bers for all ω ∈ R and c(ω) is a nonnegative real number for all ω ∈ R, the minimiza-
tion problem can, similar to Section 3.3, be generalized to the following: Let zl with
l ∈ {1, · · · , 4} be real numbers. In this case, we search for a nonnegative real number
r which minimizes
|z1 − rz2|2 + |z3 − rz4|2 =
∥∥∥∥(z1z3
)
− r
(
z2
z4
)∥∥∥∥2
2
, (3.134)
where ‖·‖2 denotes the Euclidean norm on R2. For r ∈ R, the solution of this min-
imization problem is given by the orthogonal projection of the vector (z1z3) onto the
straight line g = r(z2z4) which is given by
Pg
(
z1
z3
)
=
〈
(z1z3), (
z2
z4
)
〉
‖(z2z4)‖22
(
z2
z4
)
, (3.135)
if the vector (z2z4) 6= 0. Note that 〈·, ·〉 is the standard inner product of the Euclidean
space R2. Since, on the one hand, the first derivative of expression (3.134) is zero at
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Pg(z1z3), and on the other hand, expression (3.134) is strictly monotonically increasing
for all nonnegative real numbers r, the minimal nonnegative real number ropt is given
by
ropt = arg min
r∈R>0
∥∥∥∥(z1z3
)
− r
(
z2
z3
)∥∥∥∥2
2
= max
0;
〈
(z1z3), (
z2
z4
)
〉
‖(z2z4)‖22
 . (3.136)
In the case that (z2z4) = 0, the optimal value ropt is not unique. Applying this result
to the minimization problem in equation (3.133) we obtain the optimal amplitude
function for all ω ∈ R
c∗(ω) = max { f (ω); 0} (3.137)
where
f (ω) =
Ft0(ω) cos(2pi [ω(t0 − tCD)− ϕCP]) + Ft1(ω) cos(2pi [ω(t1 − tCD)− ϕCP])
cos2(2pi [ω(t0 − tCD)− ϕCP]) + cos2(2pi [ω(t1 − tCD)− ϕCP]) .
(3.138)
Essential for a unique optimal amplitude function is that
cos(2pi
[
ω(tj − tCD)− ϕCP
]
) 6= 0 for all j ∈ {0, 1}.
In the following, we will search for conditions such that the expressions above are not
satisfied. In particular, we want to find restrictions for the ITDs t0 and t1 such that
cos(2pi [ω(t0 − tCD)− ϕCP]) = 0 = cos(2pi [ω(t1 − tCD)− ϕCP]). (3.139)
The equation above can be equivalently rearranged as follows:
cos(2pi
[
ω(tj − tCD)− ϕCP
]
) = 0 for all j = 0, 1
⇔
2pi
[
ω(tj − tCD)− ϕCP
]
= pi2 + mjpi
with mj ∈ Z for at least one j = 0, 1.
(3.140)
Therefore, equation (3.139) can only be satisfied if
ω(t0 − tCD)− 12
(
1
2
+ m0
)
= ω(t1 − tCD)− 12
(
1
2
+ m1
)
(3.141)
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where m0, m1 ∈ Z. After a rearrangement of the equation above, we obtain that
equation (3.141) can only be satisfied if 2ω(t0 − t1) is an integer.
We further assume that the frequency tuning is given at the frequencies ωk = k · ∆ω
with k ∈ K = {1, · · · , N}, N ∈N and that
t0 − t1 = K · ∆t
with K ∈ N where ∆t (> 0) is given by equation (3.115). In this case, the integral in
equation (3.131) can be approximated by a Riemann sum. In particular, we have to
solve the minimization problem
min
c(ωk)∈R>0
∑
k∈K
∆k
{
|Ft0(ωk)− c(ωk) cos(2pi [ωk(t0 − tCD)− ϕCP])|2
+|Ft1(ωk)− c(ωk) cos(2pi [ωk(t1 − tCD)− ϕCP])|2
}
. (3.142)
Due to the arguments above (cf. equation (3.141)), we obtain a non unique amplitude
function if
2ωk(t0 − t1) = 2 · k∆ω · K∆t = 2 · k · K2N + 1 (3.143)
is an integer. This is the case if K is an integer multiple of 2N + 1. Therefore, we have
to demand that |t0 − t1| = K · ∆t where K ∈N is relative prime to 2N + 1, to obtain a
unique optimal amplitude function. Note that two integers are relative prime if their
greatest common divisor is 1.
To illustrate, let N = 7, ∆t = 30 µs and t0 be chosen as 0 µs. In this case, the condition
above implies that it is sufficient if K is relative prime to 15. Thus, K could be set to 4
and t1 = 120 µs, for instance. Consequently, the condition that K is relative prime to
2N + 1 can easily be satisfied.
Similar to the MSE fit method, we estimate the best CD and the best CP by first
calculating the minimizing amplitude function c∗(· ; tCD, ϕCP) for the different value
pairs of the CD tCD and the CP ϕCP according to equation (3.137). The next step is the
computation of the approximation error for the different (tCD, ϕCP)-pairs by equation
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(3.130). Again, the optimal values for the CD t∗CD and the CP ϕ∗CP are the argument
of the minimum of the determined approximation errors. This approach to estimate
the CD and the CP is summarized in the following frequency amplitude estimation
algorithm:
(3.4.1) Algorithm (FAE Algorithm)
Let Γ = ΓCD × ΓCP ⊂ R2 with ΓCP = [−0.5; 0.5], ΓCD = [−γmax;γmax] and γmax > 0.
Further, let (tCD, ϕCP) ∈ Γ and the function Ftj(·) with j ∈ {0, 1} is the frequency
tuning curve measured at the ITD tj and at the frequencies ∆ω, · · · , N∆ω where N is
a natural number. Additionally, let |t0 − t1| = K · ∆t where K ∈N is relative prime to
2N + 1 and ∆t is given by equation (3.115).
The following estimation algorithm for the best CD and the best CP values of a neuron
arises:
The Frequency Amplitude Estimation Algorithm
Step 1: Calculation of the minimizing amplitude function c∗ for each value
(tCD, ϕCP) ∈ Γ according to equations (3.137) and (3.138).
Step 2: Calculation of the mean square error E for each value
(tCD, ϕCP) ∈ Γ by equation (3.130).
Step 3: Determination of the CD value t∗CD and the CP value ϕ∗CP with
the smallest mean square error, i.e.
(t∗CD, ϕ∗CP) = arg min
(tCD,ϕCP)∈Γ
{E(tCD, ϕCP)} .

Chapter 4
Evaluating Algorithm Performances
In the previous Chapter 3, we developed several methods to estimate the CD and
the CP of a neuron from either the frequency tuning curve or from the broadband
ITD tuning curve. In the following, we will investigate the performance of these es-
timation algorithms. Since a direct mathematical analysis of the algorithms and their
properties turned out to be difficult, we relied on numerical experiments to study
properties of the algorithms and to compare algorithms with one another.
In these experiments, each algorithm was applied to artificially generated tuning
curves with predetermined CD and CP values which take into account the influence
of noise as well as the frequency band dependent response behavior of a neuron as
it is observed in experimental data. In particular, these so-called noisy tuning curves
were produced randomly as the sum of a pure tuning curve, dependent on the given
CD and CP values, and a weighted standard normally distributed noise. The pure
tuning curves were restricted to a certain frequency band [ωmin,ωmax]. By varying
the frequency limits, we were able to investigate the influence of the frequency band
on the estimation performance of all algorithms. The impact of noise was regulated
by the weighting factor which was defined in a way such that a preset signal-to-noise
ratio (SNR) was achieved.
While Section 4.1 deals with the composition and the implementation of the used
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methods, Sections 4.2 and 4.3 summarize the results of these numerical experiments.
The properties of the Hilbert Transform based algorithm as well as of the MSE fit al-
gorithm are the main subject of Section 4.2. Some of the findings described, especially
for SNRs greater than 5 dB, were already published in Lehmann et al. (2014). The cre-
ation and analysis of these numerical experiments were done by the first author. The
results of the two frequency approximation methods are discussed in Section 4.3.
Of particular importance was the influence of the frequency band. The estimation
performance of all algorithms were bandwidth dependent, and, to a smaller degree,
dependent on the position of the frequency band, with the exception for the FAE al-
gorithm. The corresponding mean estimation errors of low-pass tuning curves were
not significantly lower than the ones for high-pass tuning curves.
Additionally, our numerical simulations revealed that the estimation accuracy of all
developed estimation algorithms were enhanced by increasing the SNR. In cases
where the tuning curves were less influenced by the noise, the algorithms estimated
the CD and CP values in the desired ranges given by the chosen time and frequency
spacing ∆t and ∆ω of the analyzed tuning curves. While the MSE fit method and the
FAE method estimated the CD and the CP with sufficient accuracy, the Hilbert Trans-
form based method as well as the FTA method only estimated the CP with sufficient
accuracy.
Furthermore, we investigated the robustness of the Hilbert Transform based algo-
rithm and the MSE fit algorithm relative to the shape of the tonal ITD tuning curves.
The rectification of the tonal tuning curves generally deteriorated the estimation per-
formance and was most pronounced for the strong rectification. In contrast to the
rectification, a sharpening of the tonal tuning curves seemed to have a stronger effect
on the estimation accuracy of both algorithms, especially the performance of the MSE
fit algorithm was distinctively influenced.
Since only the Hilbert Transform based method and the MSE fit method used the
same data sets, i.e. the generated bTCn curves, a direct statistical comparison of the
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mean estimation errors was only applicable for these two methods but not for all
developed estimation algorithms. It turned out that the MSE fit method was more
reliable than the Hilbert Transform based method.
However, in Section 4.4 we tried to rank the algorithms among one another. Com-
pared to all other developed estimation algorithms, the MSE fit algorithm most of the
time resulted in smaller mean estimation errors and, in terms of overall performance,
was superior to all other estimation algorithms, especially for the estimation of the
CP.
Since the used time and frequency spacing in the numerical experiments were similar
to the ranges applied in experiments with the barn owl, in Section 4.5 we will describe
the necessary changes that must be carried out to adapt the MSE fit algorithm to a
different time setting. For the remaining estimation methods the adaptation is quite
similar. As it turned out, the most sensitive aspect was the adaptation of the proper
choice of sampling rates in time and frequency.
4.1 Methods
The basic idea of the numerical experiments is to apply each estimation algorithm
to modeled broadband ITD tuning curves and modeled frequency tuning curves for
which the values of the CD and the CP are known and to calculate the resulting ab-
solute estimation errors. Since it is well known that neurons are tuned to a certain
frequency band and that their response to various ITDs is noisy ((Knudsen and Kon-
ishi, 1978; Yin et al., 1986; Wagner et al., 1987, 2007; Cohen and Knudsen, 1995; Mazer,
1998)), we create noisy broadband ITD and noisy frequency tuning curves in the fol-
lowing section which take into account the influence of noise as well as the frequency
band dependent response behavior of a neuron as it is seen in experimental data.
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4.1.1 Noisy broadband ITD tuning curves
and noisy frequency tuning curves
In order to investigate the performance of the estimation algorithms we apply each
estimation algorithm to modeled noisy broadband ITD tuning curves (bTCn curves)
and/or modeled noisy frequency tuning curves (Fn curves). These noisy tuning
curves are produced randomly as the sum of a pure tuning curve, bTC0 or F0, with
predetermined values for the CD and the CP and weighted standard normally dis-
tributed noise nI or nF, i.e. in case of a broadband ITD tuning curve
bTCn(t) = bTC0(t) + α · nI(t). (4.1)
The noisy frequency tuning curve is obtained by
Fn(ω) = F0(ω) + α · nF(ω) (4.2)
where α is in both cases the positive weighting factor.
The underlying linear model of all our estimation algorithms assumes that the broad-
band ITD tuning curve of an integrator neuron is the sum of all ascending responses,
each originating in a different frequency channel (Section 2.1). Which frequency is
included depends, on the one hand, on the frequency spectrum of the used noise
stimulus and, on the other hand, on the neuron’s circuitry. By restricting the broad-
band ITD tuning and the frequency tuning to the frequency band [ωmin,ωmax] such
a frequency band dependent response behavior is achieved. Mathematically, this is
implemented by setting the amplitude function a to zero outside the frequency band.
In addition, in Section 2.2, we have shown that the Fourier Transform of the broad-
band ITD tuning curve is given by a product of an amplitude function and an expo-
nential term dependent on the CD and the CP (see equation (2.22) or (2.23)). By the
use of a discrete inverse Fourier Transform representation, the pure broadband ITD
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tuning curve is given by
bTC0(t) = ∆ω ∑
ω with
ωmin6ω6ωmax
c(ω)e2pii(ω(t−tCD0 )−ϕCP0 ) (4.3)
with t ∈ {−N∆t, · · · , N∆t}, ω ∈ {0,∆ω, · · · , N∆ω} and N being a natural number.
tCD0 and ϕCP0 denote, respectively, the predetermined CD and CP.
To obtain a unitary transformation we choose the step sizes ∆t and ∆ω according to
the following expression,
∆ω =
1
(2N + 1) · ∆t . (4.4)
This choice guarantees that our algorithms indeed minimize the mean square ap-
proximation error. In all our tests we use a time and frequency spacing that ensures
the inclusion of sufficiently many frequencies in the subsequent described bandwidth
analysis of the prediction performance of the algorithms:
N = 55 and ∆t = 30 µs. (4.5)
In order to guarantee the discrete analogous of Plancherel’s formula, the frequency
spacing is chosen like in equation (4.4) based on the sampling theorem (cf. Folland
(1992)), leading to ∆ω ≈ 300.30 Hz. The resulting ITD and frequency ranges are
similar to the ranges applied in experiments with the barn owl. Positive ITD values
indicate a lead in the contralateral ear. However, we note that the adaptation to other
settings, which are more suited to other animals, is straightforward (cf. Section 4.5).
For example, neurons in the nucleus of the inferior colliculus (IC) or auditory nerve
(AN) fibres in cats can have bandwidths smaller than 1 kHz (Mc Laughlin et al., 2007).
In this case, the setting N = 55 and ∆t = 90 µs, resulting in a frequency spacing of
∆ω = 100.10 Hz and in frequency sample up to 5.5 kHz, is more suitable.
The frequency tuning curve is the response of the neuron to the given frequencies
at the ITD t0 and is defined by equation (2.11). Thus, the pure frequency tuning is
calculated according to the following formula:
F0(ω) = c(ω) cos(2pi [ω(t0 − tCD0)− ϕCP0 ]) (4.6)
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with ω ∈ {0,∆ω, · · · , N∆ω} and c(ω) = 0 for all ω 6∈ [ωmin,ωmax]. Note that the
amplitude function c is the same in both equations (4.3) and (4.6).
Due to the fact that the ITD t0 at which the frequency tuning is measured is depen-
dent on the choice of the experimenter and not on the neuronal system itself, we
keep the ITD t0 constant for all SNRs and frequency band settings in the numerical
experiments. Since the FTA algorithm only provides unique estimates of the CD and
the CP if the ITD t0 is off the search grid of the CD (Section 3.1), we set t0 to 510 µs.
In Fig. 4.1, such pure frequency tuning curves F0, randomly generated according
to equation (4.6), are shown. The shape of the frequency tuning curves is strongly
dependent on the applied frequency band [ωmin,ωmax]. Note that the magnitude of
the amplitude function is also essential since c(ω) is modeled as the absolute value
of a standard normally distributed variable with c(0) = 0 (see further down). Al-
though the produced frequency tuning curves sometimes do not resemble measured
frequency tuning curves, e.g. Fig. 4.1 (b), we stick to this model, since we want to
investigate and compare the estimation performance of the algorithms as a function
of the frequency band.
In case of the investigation of the FAE algorithm performance, we additionally need
a second frequency tuning given at a second ITD t1. One important assumption for
uniqueness of the CD and the CP estimates of this algorithm is that |t0 − t1| = K · ∆ω
where K ∈N and relative prime to 2N + 1.
In the barn owl, neurons can phase lock to tone stimuli up to 9 or 10 kHz. Based
on this information alone, the smallest difference of ITDs which can be distinguished
properly is about 100 µs (Köppl, 1997). Therefore, we set K to 5, i.e. |t0− t1| = 150 µs,
and choose the ITD t1 = 360 µs. This choice is also confirmed by a numerical ex-
periment where we investigate the values 4, 5, 7 and 8 for the parameter K such that
the difference between the two ITDs t0 and t1 varies between 120 and 210 µs. The
upper and lower bound of the used frequency band [ωmin,ωmax] are set to ωmin = 0
Hz and ωmax = 40 · ∆ω = 12012 Hz. The lowest mean estimation error and standard
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Figure 4.1: Influence of the frequency band on the shape of pure frequency tuning
curves: Pure frequency tuning curves F0 according to equation (4.6) with different
frequency bands [ωmin,ωmax] are plotted. For each plot, the CD and the CP are set,
respectively, to 300 µs and 0.125 cyc and t0 = 510 µs. We further chose N = 55,
∆t = 30 µs and ∆ω = 300.3 Hz. The even amplitude function c is randomly generated
as the absolute value of a standard normally distributed variable with c(0) = 0. The
same random generated amplitude function is used in all cases and set zero outside
the applied frequency band. We chose the frequency ranges [0, 12012] Hz in (a),
[0, 3003] Hz in (b), [3003, 6006] Hz in (c) and [6006, 10210] Hz in (d). The shape of the
frequency tuning curve is strongly influenced by the used frequency band.
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deviation for the CD and the CP are most of the time obtained for the value K = 5 (cf.
Fig. 4.13).
The values tCD0 and ϕCP0 are chosen at random, uniformly distributed between −500
and 500 µs for the CD and −0.5 and 0.5 cyc for the CP. Additionally, the even ampli-
tude function c is modeled as the absolute value of a standard normally distributed
variable with c(0) = 0.
To investigate the decay of the estimation precision in the presence of noise, we choose
the weighting factor such that a preset signal-to-noise ratio (SNR) s, given in decibel
(dB), is achieved. The SNR s quantifies the ratio between the signal and noise compo-
nents in the tuning curves (van Drongelen, 2006) and is defined by
s = 10 · log10
(
‖ f0‖22
‖αn‖22
)
(4.7)
where f0 denotes either the pure broadband ITD tuning curve bTC0 or the pure fre-
quency tuning curve F0. The equation above can be rearranged as follows:
s = 10 · log10
(
‖ f0‖22
‖αn‖22
)
⇔ s = 20 · log10
( ‖ f0‖2
‖αn‖2
)
⇔ 10 s20 = ‖ f0‖2‖αn‖2
⇔ 10− s20 = α‖n‖2‖ f0‖2 .
Consequently, the noise weighting factor is given by
α =
‖ f0‖2
‖n‖2 · 10
− s20 . (4.8)
For an SNR s = 0 dB the contribution of the noise is equal to the contribution of
the pure broadband ITD tuning. If the value s increases the proportion of the noise
declines.
We test each algorithm with the SNRs -10, -5, 0, 5, 10 and 20 dB. The inclusion of
noise in the model allows to account for the fact that all tuning curves are the results
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of measurements, hence themselves noisy to some degree.
In Fig. 4.2, the influence of the SNR on the shape of a broadband ITD tuning curve
is exemplified. With decreasing SNR the influence of the noise on the broadband ITD
tuning curve increases.
A lower bound for the SNR of a measured tuning curve can be calculated from the
firing rate values to the stimulus parameters, e.g. to ITDs, rectified by the spontaneous
firing rate, i.e. the tuning curve values rj with j ∈ {1, . . . , n}, and the spontaneous rate
rspon of a neuron. Since we expect the tuning curve as the stimulus driven component
and the spontaneous firing rate as the noise component, the SNR can be determined
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Figure 4.2: Influence of the SNR on the shape of tuning curves: (a) A low-pass
pure broadband ITD tuning curve bTC0 with a CD of 200 µs and a CP of 0.25 cyc is
plotted for N = 55 and ∆t = 30 µs. The upper and lower bounds of the considered
frequency range are ωmin = 0 Hz and ωmax = 10∆ω Hz. (b)-(f) The corresponding
noisy broadband ITD tuning curves for different SNRs. With increasing SNR the
influence of the noise on the broadband ITD tuning curve decreases.
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via
s = 10 log10

n
∑
j=1
r2j
n
∑
j=1
r2spon
 = 10 log10

n
∑
j=1
r2j
n · r2spon
 . (4.9)
In cases where only the mean stimulus driven activity is known, i.e.
rmean =
1
n
n
∑
j=1
rj,
the inequality
n
∑
j=1
r2j
n
>
(
n
∑
j=1
rj
n
)2
= r2mean (4.10)
provides a lower bound for the SNR based on the mean value of the tuning curve
rmean and the spontaneous activity rspon. In particular, for the SNR s we obtain that
s > 20 log10
(
rmean
rspon
)
. (4.11)
Note that this estimate is rather conservative. The equality above only holds if the tun-
ing curve is flat. In any case, as soon as rmeanrspon > 10, the SNR will be greater or equal
than 20 dB. For the barn owl, Wagner and Takahashi (1992) observed that throughout
all auditory kernels in the midbrain, spontaneous activity contributed 5% of total ac-
tivity, implying that rmeanrspon > 20. For the midbrain of the barn owl this estimate yields
an SNR greater or equal to 20 dB (Wagner, 1990).
4.1.2 Modified tonal ITD tuning curves
Equation (2.1) can be viewed as a somewhat idealized, and somewhat unrealistic,
model of tonal ITD tuning curves. By comparison to actually observed tonal ITD
tuning curves, the curves described by equation (2.1) have a fairly broad peak and
slow decay on both sides of the peak. In real data the peak is more pronounced and
the width of the peak is typically smaller. We considered two alternative models for
ITD tuning curves which possess sharper peaks than the original choice.
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Sharpened tonal ITD tuning curves
The first alternative model is a sharpening obtained by introducing positive powers,
using tonal tuning curves of the type
TCj(t,ω) = aj(ω) · (1+ cos (2pi[ω(t− tCD)− ϕCP]))γ. (4.12)
The parameter γ allows control over the width of the peaks.
In Fig. 4.3 (a) such a normalized tonal ITD tuning curve is plotted for a 5 kHz tone
stimulus and γ equal to 2 (chain dotted line), 4 (dotted line) and 8 (dashed line). The
CD is 100 µs and the CP is 0 cyc. For the quadratic cosine term the peak is more
distinctive. If the exponent γ grows, the peak gets sharper and the neighborhood
around the trough is compressed.
By replacing the tonal ITD tuning curves by the new model in equation (2.9), we
obtain a representation analogous to the one in equation (2.13). In particular,
bTC(t) = ∑
ω
ωmin6ω6ωmax
M
∑
j=1
TCj(t,ω)
= ∑
ω
ωmin6ω6ωmax
M
∑
j=1
aj(ω) · (1+ cos (2pi[ω(t− tCD)− ϕCP]))γ
= ∑
ω
ωmin6ω6ωmax
m(ω) · (1+ cos (2pi[ω(t− tCD)− ϕCP]))γ (4.13)
where the function m is the sum of all contributing amplitude functions aj. Therefore,
the sharpend pure broadband ITD tuning curve in equations (4.1) and (4.3) can be
expressed by
bTC0(t) = ∆ω · ∑
ω
ωmin6ω6ωmax
c(ω)(1+ cos(2pi[ω(t− tCD0)− ϕCP0 ]))γ, (4.14)
where c(ω) = ∆−1ω m(ω). In our numerical experiments, we investigate the perfor-
mance of the algorithms for the parameters γ = 2 and γ = 4 at the SNRs 5, 10 and 20
dB. All other parameters are defined as in the previous section.
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Figure 4.3: Modified tonal ITD tuning curves: (a) Sharpened tonal ITD tuning curves:
Normalized tonal ITD tuning curves according to equations (2.4) (solid line) and
(4.12) (γ = 2 chain dotted line, γ = 4 dotted line and γ = 8 dashed line) for 5 kHz
and a CD of 100 µs and a CP of 0 cyc. The amplitude function is 1 for all frequencies.
(b) Half-wave rectified tonal ITD tuning curves: Normalized tonal ITD tuning curves
according to equations (2.4) (solid line) and (4.15) (β = 13 dashed line, β =
2
3 dotted
line) for 5 kHz and a CD of 100 µs and a CP of 0 cyc. The amplitude function is 1 for
all frequencies.
Half-wave rectified tonal ITD tuning curves
The sharpened tonal ITD tuning curve described above is compressed at the trough
and reaches the value zero only for certain values. As an alternative, we consider
a half-wave rectified tonal ITD tuning curve TCj. In particular, we shift the cosine
function by an amount of β upwards and set TCj equal to zero if the sum of β and
the cosine is negative. In this case, the half-wave rectified tonal ITD tuning curve TCj
is given by
TCj(t,ω) = aj(ω) ·max {0; β+ cos (2pi[ω(t− tCD)− ϕCP])} (4.15)
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where β ∈ (0, 1). The parameter β allows us to control the width of the peaks.
Fig. 4.3 (b) shows such a normalized half-wave rectified tonal ITD tuning curves for a
5 kHz tone stimulus. Again, the CD is set to 100 µs and the CP to 0 cyc. The rectifica-
tion parameter β is chosen as β = 13 (dashed line) and β =
2
3 (dotted line). For β =
2
3
the peak is more distinct. If β decreases, the peaks get sharper.
Replacing the tonal ITD tuning curves by the rectified model yields, in an analogous
way as above, that the half-wave rectified pure broadband ITD tuning curve in equa-
tions (4.1) and (4.3) is given by
bTC0(t) = ∆ω · ∑
ω
ωmin6ω6ωmax
c(ω)max {0; β+ cos (2pi[ω(t− tCD)− ϕCP])} . (4.16)
The rectification parameter β is set to 13 and
2
3 in the numerical experiments where the
other parameters are defined as before.
4.1.3 Basic testing procedure
The basic test procedure of our numerical experiments consists of three steps. First
we randomly generate the values tCD0 and ϕCP0 , as well as the amplitude function and
compute the corresponding noisy tuning curves bTCn and Fn. In the second step we
estimate the CD and the CP values testCD and ϕestCP from the ITD and/or frequency tuning
curve created above with each algorithm. Which tuning curve is used depends on the
corresponding estimation algorithm. Finally, the absolute estimation errors for the
CD and the CP are calculated as
errCD = |tCD0 − testCD | (4.17)
and errCP = min{|ϕCP0 − ϕestCP |, |ϕCP0 + 1− ϕestCP |}, (4.18)
the latter definition reflecting the periodicity of the phase.
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4.1.4 Analysis of bandwidth influence on estimation performance
During the analysis we noticed that the bandwidth of the tuning curves influences the
performance of the estimation algorithms. Recall that we essentially want to detect a
linear behavior of the phase spectrum of the broadband tuning curve. Hence, a reli-
able estimate can only be expected if sufficiently many relevant frequencies occur. A
somewhat more subtle influence is exerted by the position of the relevant frequency
bands. Since the CD is multiplied with the frequencies, little deviations in the CD
will have a larger effect on the shape of the tuning curves if the frequencies involved
are large. Accordingly, one can expect a somewhat different behavior for frequency
bands positioned in the lower range in comparison to high frequency bands.
To study these effects, we systematically vary the bandwidth of the generated bTCn
and Fn curves, for low- and high-frequency regimes. The bandwidth of these tuning
curves is controlled by the upper bound ωmax and the lower bound ωmin of the con-
sidered frequency range. We fix the center frequency ωc of the frequency band and
vary the upper and lower bound according to the following two equations:
ωmin = ωc − k · ∆ω and ωmax = ωc + k · ∆ω (4.19)
with k ∈N.
We distinguish between high-pass bTCn curves (hTCn curves) and low-pass bTCn
curves (lTCn curves) as well as between high-pass Fn curves (hFn curves) and low-pass
Fn curves (lFn curves). For the low-pass tuning curves, we fix the center frequency
of the bandwidth to ωc = 5 · ∆ω = 1500.15 Hz and for the high-pass curves to ωc =
20 · ∆ω = 6006.00 Hz and choose, k 6 5 and k 6 8, respectively. The resulting absolute
bandwidth (BW), i.e. the difference
BW = ωmax −ωmin, (4.20)
varies between 600.60 and 3960.36 Hz.
When comparing different frequency bands, it is customary to use the relative band-
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width (BWrel), determined in octaves (oct) by the formula
BWrel = log2
(
ωmax
ωmin
)
. (4.21)
However, we found the absolute bandwidth, which simply is the length of the fre-
quency band [ωmax,ωmin], to be more useful for our purposes. First of all, the low-
pass and high-pass tuning curves only share two values of BWrel, making a compar-
ison rather difficult. Secondly, we will see that at least for the significance thresholds
(see Section 4.1.6 further down) the absolute bandwidth is really the decisive param-
eter (compare also Fig. 4.12). Thus we choose the absolute bandwidth to illustrate the
bandwidth influence on the estimation performance.
For the determination of the mean estimation errors and their variability, we produce
n = 5000 lTCn and lFn or hTCn and hFn curves for each occurring bandwidth and
SNR, and estimate the CD and the CP values with the algorithms developed in Chap-
ter 3. In Fig. 4.4 (a) and (b) the CD values obtained by the MSE fit algorithm are
plotted versus the known values from the simulation. Both plots indicate the band-
width dependence of the estimation accuracy. However, a comparison between the
different test conditions using this representation (Fig. 4.4 (a) and (b)) of the data is
rather laborious.
In the following, we use the mean estimation error to investigate the influence of the
bandwidth on the performance of the estimation algorithms. The estimation errors
for the CD and the CP are calculated, and averaged over the trials. In case of the CD,
we obtain the mean estimation error according to the formular
mean errCD =
1
n
n
∑
j=1
errjCD =
1
n
n
∑
j=1
|tjCD0 − test,jCD |. (4.22)
For the CP, the mean estimation error is given by
mean errCP =
1
n
n
∑
j=1
errjCP =
1
n
n
∑
j=1
min{|ϕjCP0 − ϕest,jCP |, |ϕjCP0 + 1− ϕest,jCP |}. (4.23)
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Figure 4.4: Composition of the mean estimation error: (a),(b) The given CD tCD0
(abscissa) is plotted versus the CD testCD estimated by the MSE fit method (ordinate) of
lTCn curves at an SNR of 10 dB for the BW 601 Hz (a) and 2403 Hz (b). For a BW
of 601 Hz the point cloud is broader than for a BW of 2403 Hz, but in both cases the
data points are scattered around the identity line (white line). A visual comparison
of (a) and (b) shows that the estimation accuracy increases with increasing BW. This
is also confirmed by a linear regression which yields y = 0.967x − 1, 32 for (a) and
y = 0.998x + 0.126 for (b). (c) The mean estimation error (mean errCD) for the CD
values of lTCn curves at an SNR of 10 dB, given by equation (4.22), is plotted as a
function of the BW. The increase of the estimation accuracy with the BW is confirmed
by this plot. The mean errCD decreases with increasing bandwidth (α = 0.01 and
pmax = 0.0020, binomial proportion test). The framed points are the corresponding
mean errCD of the data from (a) and (b).
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This allows to study the dependence of mean estimation errors and standard devi-
ations of the CD and the CP estimated as a function of the bandwidth and/or SNR
(Figs. 4.4 (c), 4.6 to 4.11 as well as Figs. 4.14 to 4.15).
4.1.5 Statistical analysis
Our statistical analysis is based, respectively, on 5000 lTCn and lFn curves as well as
on 5000 hTCn and hFn curves for each SNR and bandwidth pair. We run the algo-
rithms on each curve and record the estimation errors for the CD and the CP. Then,
the statistical evaluation is based on the comparison of the estimation accuracy with
predetermined thresholds. Since the ITD tuning curves are sampled by the interval
∆t we set the threshold for the estimation accuracy for the CD to ∆t. Thus, the eval-
uation of the CD through the used algorithm is sufficiently precise if the estimation
error is smaller than the chosen sampling interval ∆t, in our case 30 µs. Note that the
threshold as a function of ∆t changes if a different time spacing ∆t is applied. For the
distinction between peak-type, trough-type and intermediate-type neurons, the accu-
racy threshold for the CP is set to half the difference of the corresponding CP values,
i.e. 0.125 cyc (cf. Fig. 2.3). The statistical evaluation of the algorithm performance in
the various circumstances is primarily based on the number of times the accuracy is
below the prescribed thresholds. The use of accuracy thresholds allows a compara-
tive analysis of the algorithms and a study of the influence of bandwidth, SNR and
rectification without making any assumptions on the probability distributions of the
estimation errors.
To test whether the estimation errors for the CD and/or for the CP are significantly
lower than the thresholds mentioned above we calculate the probability of these
events. An upper tailed binomial test gives evidence that the probability (p˜) of gen-
erating an estimation error smaller than the given threshold is at least equal to the
p-value. In other words, if we reject the null hypothesis, i.e. p˜ is less than a fixed
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probability p0, the algorithm predicts the CD and/or the CP in the desired precision
in at least p0100% of the cases.
The dependence of the estimation errors of the CD and the CP on the bandwidth
and on the SNR is investigated by a binomial proportion test. Initially we fix either
the SNR or the bandwidth and compare the probabilities that the estimation error is
less than the determined precision threshold for the different settings of SNRs and/or
bandwidths. We furthermore use this statistical test to compare the estimation errors
between low-pass and high-pass tuning curves and also between the different tonal
tuning curve models (Section 4.1.2).
By contrast, the comparison of the MSE fit method to the Hilbert Transform method
is based on a direct comparison of the estimation errors, which is possible because
both methods apply to the same noisy broadband ITD tuning curve. Here we use an
upper tailed binomial test to calculate the probability that the estimation error of the
MSE fit method is smaller than that of the Hilbert Transform based method.
Note that the FTA algorithm uses the bTCn curve and the Fn curve at the ITD t0 to
estimate the CD and the CP. In contrast, the FAE algorithm uses the second Fn curve
at the ITD t1 instead of the noisy broadband ITD tuning curve. Since both algorithms
use different data sets to estimate the CD and the CD, an analogous comparison of
the two frequency approximation methods is not possible.
4.1.6 Significance threshold
It is often not entirely clear whether a measured tuning curve actually exhibits a CD
and a CP. As the literature indicates, there are many settings in which the neurons will
behave in a clearly different way. The CD and the CP may not be sufficient to describe
the representation of ITDs in all neurons (Kuwada et al., 1987; McAlpine et al., 1998).
A considerable number of neurons exhibited a clearly nonlinear phase-frequency plot.
Note that the MSE fit algorithm additionally delivers an approximation of the ana-
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lyzed ITD tuning curve by a curve possessing a CD and a CP. As Fig. 4.5 illustrates,
this approximation can be fairly accurate even for completely random data sets. Both
examples in Fig. 4.5 show that the estimation algorithm will “detect” a CD and a CP
in any data set, and typically the approximation provided by a tuning curve with this
CD and CP will have a fairly high correlation to the data.
We want to stress that this high correlation is not a result of overfitting: The ITD
tuning curve consists of 2N + 1 data points which we fit by the MSE fit algorithm.
We estimate the even amplitude function (N free parameters) and the CD and the
CP value (two free parameters), hence the effective number of free parameters is
N + 2 < 2N + 1. Consequently, the MSE fit method is not overdetermined, nonethe-
less provides even for noise a reasonably good fit. It is therefore necessary to deter-
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Figure 4.5: Random data curves and their CD-CP fit: Random data curves (black
solid line) are generated as a standard normally distributed stochastic variable. The
step size ∆t is chosen to 30 µs and the number of positive data points N is set to 50.
The dashed red line is the corresponding best CD-CP fit which is given by the MSE
fit method. The correlation coefficient (cc) between the two tuning curves is 0.7857 in
(a) and 0.6247 in (b). The CD and the CP values estimated by the MSE fit method are
CD = 25 µs, CP = 0.245 cyc for (a) and CD = 270 µs, CP = 0.465 cyc for (b).
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mine significance thresholds that provide information on whether the approximation
provided by a tuning curve with an estimated CD and CP is due to purely random ef-
fects or not. The idea is to base the decision, whether the CD and the CP estimates are
significant features of the data, on the correlation coefficient between the tuning curve
and the fit provided by the estimation procedure. The estimate is considered relevant
only if the correlation coefficient exceeds the value associated with a suitable per-
centile of correlation coefficients computed from a random selection of tuning curves
which do not exhibit a CD and a CP. One possible choice for the tuning curves could
be white noise.
However, a proper choice of a significance threshold should reflect properties of the
neuron: If a particular neuron is known to respond preferably to a certain range of
frequencies, say in the interval [ωmin,ωmax], the linearity assumption underlying our
approach predicts that the predominant frequencies in the Fourier Transform of the
tuning curve are in the same range. In this case, white noise no longer provides the
proper class of random curves for the comparison of correlation coefficients. Recall
that the approximation of a tuning curve by a curve exhibiting a CP and a CD is
closely related to the problem of approximating the phase spectrum of the tuning
curve by a linear phase-frequency relationship. In cases where only a few relevant
frequencies are present in a tuning curve, better approximations are available for ap-
propriate CD and CP values than for broadband signals.
For these reasons, the significance thresholds, computed based on white noise, will be
too small. In order to address this problem, we generate frequency band dependent
random ITD tuning curves, called filtered noise curves. First, we generate the Fourier
coefficients T̂C f of the ITD tuning curve for frequencies ω ∈ [ωmin,ωmax] as ran-
dom complex variables with their real and imaginary part being identically standard
normally distributed. As a result, the associated amplitudes are Rayleigh-distributed
random variables, and by rotation-invariance of the two-dimensional standard nor-
mal distribution, the phases are random and uniformly distributed.
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For (positive) frequency values less than ωmin and greater than ωmax we set T̂C f (ω) =
0. Since we require a real-valued tuning curve, we extend the Fourier Transform to
the negative frequency axis using the well-known formula
T̂C f (ω) = T̂C f (−ω),
for ω < 0. In the next step, we apply the inverse Fourier Transform to T̂C f . The
resulting function is the filtered noise curve. This curve can be understood as a tun-
ing curve arising as superposition of tonal tuning curves with Rayleigh-distributed
amplitudes and uniformly distributed random phases.
For each bandwidth, we compute 5000 of these random curves, determine their as-
sociated optimal approximation by a curve exhibiting a CD and a CP and record the
correlation coefficient between the fit and the random curve. The thresholds ϑ for the
upper 1%- and 5%-percentiles of the collected correlation coefficients can finally be
understood and used as significance thresholds.
4.2 Results for the HT and the MSE fit Algorithms
The following section summarizes the results of the numerical experiment with used
Hilbert Transform based method and MSE fit method. The influence of the frequency
band is a central point of this section (Section 4.2.1). For both algorithms, a bandwidth
dependent estimation performance was detectable with a small influence of the fre-
quency band position. Additionally, it turned out that the MSE fit method was more
reliable than the Hilbert Transform based method and delivered smaller estimation
errors in comparison to all other estimation algorithms.
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4.2.1 Dependence of the mean estimation errors on bandwidth and
SNR for the HT or MSE fit algorithms
We applied the HT algorithm and the MSE fit algorithm to the high-pass and low-pass
tuning curves, obtaining mean estimation errors for both algorithms, and all combina-
tions of bandwidths and noise levels. The mean estimation errors and their standard
deviations for sinusoidal ITD curves were plotted in Figs. 4.6 and 4.7. The same data
curves are shown in Figs. 4.8 and 4.9 for truncated (rectified) ITD tuning curves. Figs.
4.10 and 4.11 depicted the results for the sharpened ITD tuning curves.
Due to the fact that each data point in Figs. 4.6 and 4.7 is the mean or the standard
deviation of a random variable for a fixed SNR and bandwidth pair with different
probability distributions, it is necessary to give statistical evidence for the observed
dependencies. Thus we statistically investigated the estimation errors, as described in
the Methods Section 4.1.5.
In order to study the influence of one parameter, say bandwidth, we fixed the other
parameter, and determined the largest interval in which the estimation performances
recorded for neighboring values of bandwidth were significantly different, according
to a binomial proportion test. Note that we quantified the estimation performance by
the number of times the estimation algorithm was within the prescribed accuracy, i.e.
mean errCD < 30 µs and mean errCP < 0.125 cyc.
For example, fixing the SNR at −10 dB, we found such a significant dependence for
BWs between 601 and 1802 Hz (see upper left corner of Table 4.1). The results for all
the cases of this procedure are summarized in Table 4.1 below.
All tests were based on the time and frequency spacing N = 55, ∆t = 30 µs and
∆ω ≈ 300.30 Hz which resulted in ITD and frequency ranges similar to those used
in experiments with the barn owl. There, neurons from the nucleus of the inferior
culliculus (ICx) and the auditory arcopallium (AAr) had bandwidths between 2 and
4 kHz and 2.5 and 6 kHz, respectively (Vonderschen and Wagner, 2009). For band-
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errlowCD err
high
CD err
low
CP err
high
CP
HT MSE HT MSE HT MSE HT MSE
-10 601 - 1802 1201 - 2402 2402 - 3604 -? 1201 - 2402 1201 - 2402 -? -?
-5 601 - 3003 601 - 3003 601 - 4805 601 - 4805 601 - 2402 601 - 2402 -? 2402 - 4805
0 601 - 3003 601 - 3003 601 - 4805 601 - 4805 601 - 2402 601 - 3003 3604 - 4805 1201 - 4805
5 601 - 2402 601 - 3003 601 - 4805 601 - 4805 601 - 2402 601 - 2402 1802 - 4805 601 - 4805
10 601 - 3003 601 - 3003 601 - 4805 601 - 4204 601 - 3003 601 - 1802 1201 - 4805 601 - 3604
20 601 - 3003 601 - 1802∗ 601 - 4805 601 - 1802 601 - 2402 601 - 1201 601 - 4805 601 - 1802
601 0 - 20 -10 - 20 5 - 20 -10 - 20 5 - 20 -10 - 20 -? 5 - 20
1202 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -? 0 - 20
1802 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -? -5 - 20
2402 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 5 - 20 -5 - 20
3003 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -5 - 20 -10 - 20
3604 -10 - 20 -10 - 20 0 - 20 -10 - 20
4204 -10 - 20 -10 - 10∗ -10 - 20 -10 - 20
4805 -10 - 20 -10 - 10∗ -10 - 20 -10 - 20
Table 4.1: Ranges of significant dependence on the bandwidth and/or SNR: The
table represents the summarized results of the statistical analysis of the dependence
of the prediction precision on the bandwidth and/or SNR. In the upper part the
dependence of the estimation error on the bandwidth is shown. For each SNR given
in dB we give a range for the bandwidth (Hz) with significant dependence. The lower
part presents the results with roles of SNR and bandwidth interchanged. For all non-
empty ranges marked with ∗, the probability to create an estimation error smaller
than the predefined precision threshold was 100% in the simulation. In addition, the
symbol −? denotes that no significance dependence of the prediction precision on the
bandwidth and/or SNR was detectable.
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widths greater than 2 kHz the MSE fit algorithm had mean estimation errors in the
desired ranges (see Section 4.1.5 as well as Figs. 4.6 (a2), (a4) and 4.7 (a2), (a4)).
By contrast, the mean estimation errors produced by the Hilbert Transform based
method were only lower than these thresholds for an SNR of 20 dB and bandwidths
greater than 3 kHz. These observations are also applicable for mammalian neurons
with bandwidth greater than 2 kHz, i.e. for example neurons from the nucleus in-
ferior colliculus (IC) in rats (Kelly et al., 1991) or auditory nerve (AN) fibers in ger-
bils (Müller, 1996). However, for neurons with bandwidths smaller than 1 kHz, for
instance neurons from IC and AN fibers in cats (Mc Laughlin et al., 2007), it is neces-
sary to carry out a simulation with a more suited setting, e.g. N = 55 and ∆t = 90 µs
resulting in a frequency spacing of ∆ω ≈ 100.10 Hz.
Increasing bandwidth increases the estimation accuracy
An increase in bandwidth resulted in a decrease of the detection errors (Fig. 4.6 (a)).
The influence of bandwidth is most pronounced for small bandwidths, the mean er-
rors tend to stabilize at 1.5 kHz. Fig. 4.7 (a) shows the analogous results for the
hTCn curves. The observations made for the low-frequency case more or less carry
over. To quantify the variability of the mean estimation error for the CD and the CP
we also plotted the corresponding standard deviation as a function of the bandwidth
(Figs. 4.6 (b) and 4.7 (b)). Typically, variability decreases and/or increases in the same
way, and on the same scales, as the mean estimation error, depending on the different
parameters. For the CP estimate, variability is somewhat higher than the mean esti-
mation error, emphasizing that generally speaking, estimating the CP is a somewhat
more sensitive problem.
These observations were confirmed by the upper tailed binomial proportion test ap-
plied to the number of times that the estimation error fell below the prescribed thresh-
olds of 30 µs and 0.125 cyc (Section 4.1.5). An increase in bandwidth significantly
improves the percentage of sufficiently accurate estimates. This is obvious from the
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Figure 4.6: Mean estimation errors for low-pass setting (HT and MSE fit method):
(a) Mean estimation errors for the CD (mean errCD; upper row) and the CP (mean errCP;
lower row) computed using lTCn curves as a function of the bandwidth for different
SNRs s (see inset). (b) Standard deviation of the absolute mean estimation error for
the CD (σCD; upper row) and the CP (σCP; lower row) for lTCn curves as a function of
the bandwidth for different SNRs s. The CD and the the CP values were calculated
either by the Hilbert Transform based method (first and third column) or by the MSE
fit method (second and last column).
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dependence of the ranges with significant bandwidth dependence in Table 4.1. It
holds for most values of the SNR. Typical exceptions where this behavior was less pro-
nounced occurred for low values of the SNR, and for high SNR combined with large
bandwidth. In the latter case, the desired estimation precision was often achieved in
100% of the cases which left no room for improvement and therefore, the discrimi-
nation analysis did not yield significant dependencies. Differences between the low-
and high-pass cases consisted mostly in longer bandwidth intervals for the high-pass
case. Analogous conclusions applied to the Hilbert Transform based algorithm.
Increasing SNR increases the estimation accuracy
A comparison of the curves in Fig. 4.6 showed that an increase in the SNR resulted
in a systematic improvement of the estimation error, and the same could be observed
in Fig. 4.7. A statistical confirmation of this fact can be found in the lower half
of Table 4.1. Concerning the dependence of the MSE fit method on the SNR, the
binomial proportion test (Table 4.1, lower part) showed that the estimation accuracy
for both values, the CD and the CP, increased significantly with increasing SNR for
all investigated bandwidths (a significance level α = 0.01 and a maximal p-value of
pmax = 0.0023). However for hTCn curves with bandwidths smaller than 1.5 kHz,
the estimation accuracy for the CP values increases only significantly with increasing
positive SNR (right upper corner of the lower half of Table 4.1; α = 0.01 and pmax =
1.0459 · 10−16).
Again, the Hilbert Transform based algorithm showed a similar behavior, with the
exception of the CP estimation, which was more strongly affected by noise in the
high-frequency than in the low-frequency case.
Frequency band location influences the estimation accuracy
The most pronounced difference between Figs. 4.6 and 4.7 was in (b3). For the high-
pass setting, the decay of the error in estimating the CP as a function of bandwidth
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Figure 4.7: Mean estimation errors for high-pass setting (HT and MSE fit method):
(a) Mean estimation errors for the CD (mean errCD; upper row) and the CP (mean errCP;
lower row) computed using hTCn curves as a function of the bandwidth for different
SNRs s (see inset). (b) Standard deviation of the absolute mean estimation error for
the CD (σCD; upper row) and the CP (σCP; lower row) to hTCn curves as a function of
the bandwidth for different SNRs s. The CD and the CP values were calculated either
by the Hilbert Transform based method (first and third column) or by the MSE fit
method (second and last column).
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was much less clear than for the CD. In fact, these curves reveal that the Hilbert
Transform based method is of limited use for the estimation of the CP from high-
pass tuning curves. Figs. 4.6 and 4.7 show that the mean estimation error for hTCn
curves was higher than for lTCn curves. The upper tailed binomial proportion test
also confirmed this observation (α = 0.01 and pmax = 0.0019).
4.2.2 Robustness of the HT and the MSE fit algorithms relative to
the shape of the tonal ITD tuning curves
As already mentioned in Section 4.1.2, realistic tonal tuning curves typically have
more pronounced and narrower peaks than the model equations (2.1) or (2.4) pre-
scribed. Replacing these equations by equation (4.12), corresponding to sharpening
of the tuning curve, or by equation (4.15), corresponding to the rectification, in the
synthesis of a broadband ITD tuning curve allowed to investigate the influence of the
shape of the tonal tuning curves on the estimation performance. Since the Hilbert
Transform based and the MSE fit methods exclusively used the broadband ITD tun-
ing curve to estimate the CD and the CP values, we only investigated their robustness
relative to the shape of the tonal ITD tuning curves. Figs. 4.8 and 4.9 showed the
bandwidth-dependent absolute mean estimation errors for the standard and the half-
wave rectified noisy broadband ITD tuning curves with β = 23 (dotted line) and β =
1
3
(dashed line) at the SNRs 5, 10 and 20 dB. The same results for the sharpened noisy
broadband ITD tuning curves with γ = 2 (dotted line) and γ = 4 (dashed line) at the
SNRs 5, 10 and 20 dB are plotted in Figs. 4.10 and 4.11.
Moderate rectification slightly influences the estimation accuracy
The rectification of the tonal tuning curves generally deteriorated the estimation per-
formance. For the low-pass setting (see Fig. 4.8), the effect of moderate rectification,
i.e. β = 23 , on the mean estimation errors was negligible whereas the rectification
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Figure 4.8: Influence of rectified tonal ITD tuning curves, low-pass setting: Mean
estimation errors for the CD and the CP to the different lTCn curves as a function
of the bandwidth for the SNRs s = 5 dB ((a1), (a2), (b1) and (b2)), s = 10 dB ((a3),
(a4), (b3) and (b4)) and s = 20 dB ((a5), (a6), (b5) and (b6)) were shown. The Hilbert
Transform based method (the first two columns) and the MSE fit method (the last two
columns) are applied to three lTCn curves, associated to the standard (solid line) and
half-wave rectified hTCn tonal tuning curve models (β = 13 dotted line, β =
2
3 dashed
line).
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with β = 13 had a somewhat stronger impact. However for the SNRs 10 and 20 dB,
an upper tailed binomial proportion test revealed that the estimation errors for the
CD value of standard lTCn curves were significantly lower than for the moderately
rectified hTCn curves (α = 0.01 and pmax = 0.003).
Strong rectification affects the estimation accuracy
Also, the MSE fit method was more strongly affected by the rectification with β = 13 .
The probability to produce an estimation error smaller than 30 µs or smaller than
0.125 cyc was significantly smaller for the stronger rectification than in the standard
case (α = 0.01 and pmax = 2.417 · 10−10). Note that, for the CP estimation error, such
a significance was only given for bandwidths smaller than 1802 Hz at 5 and 10 dB, or
smaller than 2402 Hz at 20 dB (α = 0.01 and pmax = 0.0081).
For the high-pass setting (see Fig. 4.9), the findings were similar. Curiously, for the
Hilbert Transform based estimate of the CP for small bandwidths, the performance
seemed somewhat enhanced by the rectification. However, this was only seen for the
mean estimation errors of the CP values at the SNRs 5 and 10 dB. The upper tailed
binomial proportion test revealed that for bandwidths greater than 1802 Hz and the
SNRs 10 and 20 dB the estimation accuracy for CD values of lTCn curves was higher
for the standard tuning curves than for the rectification (α = 0.01 and pmax = 0.0045).
For an SNR of 20 dB, this was also observed for the mean estimation errors of hTCn
curves (α = 0.01 and pmax = 0.0012).
Overall, the CD estimates remained in the same range and were similarly reliable for
both estimation procedures and all considered half-wave rectified tonal tuning curve
shapes. The effect on the accuracy of the CP estimates was more serious, at least
for the MSE fit method. Here both forms of rectification resulted in a statistically
significant loss of estimation accuracy. The probability of producing an error smaller
than 0.125 cyc was significantly smaller for the rectification than for the standard
tuning curves. In the case of the stronger rectification the significance was given in
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Figure 4.9: Influence of rectified tonal ITD tuning curves, high-pass setting: Mean
estimation errors for the CD and the CP to the different hTCn curves as a function
of the bandwidth for the SNRs s = 5 dB ((a1), (a2), (b1) and (b2)), s = 10 dB ((a3),
(a4), (b3) and (b4)) and s = 20 dB ((a5), (a6), (b5) and (b6)) were shown. The Hilbert
Transform based method (the first two columns) or rather the MSE fit method (the last
two columns) are applied to three hTCn curves, associated to the standard (solid line)
and half-wave rectified hTCn tonal tuning curve models (β = 13 dotted line, β =
2
3
dashed line).
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the whole investigated bandwidth range (α = 0.01 and pmax = 2.4508 · 10−13), except
for the setting BW = 601 Hz and SNR s = 5 dB. In the other case, i.e. β = 23 , the
probability was significantly higher only for certain values of bandwidth and SNR
(for 5 dB and bandwidths between 3003 and 4805 Hz, for 10 dB and bandwidths
between 1201 and 3604 Hz, for 20 dB and bandwidths smaller than 3003 Hz (α = 0.01
and pmax = 0.0027)). These findings emphasized that the correct estimate of the CP
was a more subtle and difficult problem for high-pass tuning curves.
Strong impact of sharpening on the estimation accuracy of the MSE fit algorithm
In general, the sharpening of the tonal tuning curves also deteriorated the estimation
performance. For the low-pass setting (Fig. 4.10), the estimation accuracy of the MSE
fit method was strongly influenced by sharpening the tonal ITD tuning curves. This
was also confirmed by an upper tailed binomial proportion test. Both sharpening
models reduced significantly the estimation performance of the CD values (α = 0.01
and pmax = 1.5502 · 10−15). For the CP values, strong sharpening, i.e. γ = 4, affected
the estimation errors of lTCn curves more strongly than moderate sharpening, i.e.
γ = 2 (α = 0.01 and pmax = 6.5819 · 10−48). The latter had only a significant impact
on the estimation accuracy for BWs smaller than 1802 Hz (10 dB) or 2402 Hz (5 and
20 dB). Overall, the probability to produce an estimation error smaller than 30 µs or
rather 0.125 cyc was significantly smaller for a strong sharpening than for a moderate
one (α = 0.01 and pmax = 8.9121 · 10−26).
For the high-pass setting (see Fig. 4.11), the influence of sharpening the lTCn curves
on the mean estimation errors seemed to diminish by comparison to the low-pass
setting and to be negligible. However, for the SNRs 10 and 20 dB, an upper tailed
binomial proportion test revealed that the estimation errors for the CD value of stan-
dard hTCn curves were significantly lower than for the sharpened hTCn curves. For
5 dB, this was only the case for BWs greater or equal than 1201 Hz (α = 0.01 and
pmax = 1.7264 · 10−14). For the estimation of the CP values, the findings were similar;
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again emphasizing that the correct estimate of the CP was a more subtle and difficult
problem for high-pass tuning curves.
In comparison to the MSE fit method the estimation accuracy of the Hilbert Trans-
form based method is less affected by a sharpening of the tonal ITD tuning curves.
Moreover, it seemed that the sharpening influences the estimation performance more
strongly than the rectification; especially the estimation of the CD values of lTCn
curves. For the estimates of the CD of lTCn curves at 5 dB, the upper tailed binomial
proportion test revealed that for BWs greater than 1201 Hz the estimation accuracy
was higher for the standard tuning curves than for the sharpened ones (α = 0.01 and
pmax = 1.4188 · 10−4). At an SNR of 20 dB significance was given on the whole range
of investigated BWs (α = 0.01 and pmax = 5.0992 · 10−24). Similar results were also
obtained for the mean estimation errors of the CP values. CP estimates remained in
the same range, and were similarly reliable.
In case of the high-pass setting, an analogous enhancement of the estimation per-
formance of the Hilbert Transform based algorithm for the CP values as for the rec-
tification was also observed for the SNRs 5 and 10 dB. Especially for an SNR of 5
dB, the upper tailed binomial proportion test confirmed this observation. Moderate
sharpening did not significantly influence the performance, whereas strong sharp-
ening resulted in significant lower probabilities for BWs between 4204 and 4805 Hz
(α = 0.01 and pmax = 1.7140 · 10−4). For the SNRs 10 and 20 dB, the estimation
accuracy for the CP values of hTCn curves was significantly higher for the standard
tuning curves with BWs greater than 3003 Hz (10 dB) or greater than 1802 Hz (20 dB)
than for the moderate sharpening. In case of γ = 4, the BW range was broader, i.e. a
significant lower estimation accuracy for the strong sharpening was obtained for BWs
between 2402 and 4805 Hz at 10 dB and between 1201 and 4805 Hz at 20 dB (α = 0.01
and pmax = 0.0034).
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Figure 4.10: Influence of sharpened tonal ITD tuning curves, low-pass setting: Mean
estimation errors for the CD and the CP to different lTCn curves as a function of the
bandwidth for the SNRs s = 5 dB ((a1), (a2), (b1) and (b2)), s = 10 dB ((a3), (a4), (b3)
and (b4)) and s = 20 dB ((a5), (a6), (b5) and (b6)) were plotted. The Hilbert Transform
based method (the first two columns) and the MSE fit method (the last two columns)
are applied to three lTCn curves, associated to the standard (solid line) and sharpened
lTCn tonal tuning curve models (γ = 2 dotted line, γ = 4 dashed line).
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Figure 4.11: Influence of sharpened tonal ITD tuning curves, high-pass setting:
Mean estimation errors for the CD and the CP to different hTCn curves as a function
of the bandwidth for the SNRs s = 5 dB ((a1), (a2), (b1) and (b2)), s = 10 dB ((a3),
(a4), (b3) and (b4)) and s = 20 dB ((a5), (a6), (b5) and (b6)) were plotted. The Hilbert
Transform based method (the first two columns) and the MSE fit method (the last two
columns) are applied to three hTCn curves, associated to the standard (solid line) and
sharpened hTCn tonal tuning curve models (γ = 2 dotted line, γ = 4 dashed line).
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Sharpening affects the estimation accuracy more strongly
In contrast to the rectification, the sharpening seemed to have a stronger effect on
the estimation accuracy of both algorithms. In case of lTCn curves at 10 and 20 dB,
strong sharpening yielded a significant lower probability to produce an estimation er-
ror in the desired ranges than both rectification models (α = 0.01 and pmax = 0.0015).
Except for the Hilbert Transform based method, strong rectification had only a signif-
icantly weaker influence on the estimation performance than the strong sharpening
model for BWs greater than 1201 Hz (α = 0.01 and pmax = 1.4730 · 10−4). At an SNR
of 5 dB, similar results were obtained. While, for the MSE fit method, the ranges of
BWs at which strong sharpening had a greater influence on the performance than
the rectification models remained the same, they got narrower in case of the Hilbert
Transform based method. In particular, significance was given for BWs between 1201
and 3003 Hz (α = 0.01 and pmax = 8.2630 · 10−6) or between 2402 and 3003 Hz in case
of the comparison of both strong sharpening models (α = 0.01 and pmax = 0.0041).
Moderate sharpening did not affect the estimation accuracy of the MSE fit algorithm
significantly more strongly than the rectification with β = 13 . For the Hilbert Trans-
form based method the same results were only obtained for an SNR of 5 dB. The
findings for the sharpening with γ = 4 were carried over for the other SNRs. In
contrast to moderate rectification, the sharpening with γ = 2 resulted in significant
smaller probabilities of producing an estimation error smaller than 30 µs by the MSE
fit method for all BWs less or equal than 1802 Hz (10 and 20 dB, α = 0.01 and
pmax = 3.1720 · 10−11) and smaller than 0.125 cyc for BWs less than 2402 Hz (5 dB,
α = 0.01 and pmax = 1.2113 · 10−4).
Similar results were also obtained for the estimates of hTCn curves. For the MSE fit
method, strong sharpening resulted for almost the whole range of BWs and SNRs
in significant higher estimation errors than both rectification models (α = 0.01 and
pmax = 0.0027) and moderate sharpening did not result in significant weaker estima-
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tion accuracy than the strong rectification model. In contrast to the low-pass setting,
the probability of producing an estimation error within the desired ranges was signif-
icantly higher for the moderate rectification model than for the moderate sharpening
model on the whole range of investigated BWs (α = 0.01 and pmax = 0.0012). Only
for the setting SNR = 5 dB and BW = 601 Hz, significance was not given.
In case of the Hilbert Transform based method, the upper tailed binomial propor-
tion test revealed for certain BWs, that the sharpening model influences the estima-
tion performance for the CD values more strongly than the rectification models. In
particular, the probability of producing an estimation error smaller than 30 µs was
significantly higher for the rectification than for the sharpening for BWs greater than
3604 Hz (5 dB) or 2402 Hz for an SNR of 10 dB or 1802 Hz for 20 dB (α = 0.01 and
pmax = 6.0024 · 10−6). For the strong sharpening model, the same BW ranges with sig-
nificance were also obtained for the estimation accuracy of the CP estimates. The BW
ranges with a significantly stronger influence of the moderate sharpening model than
the rectification models on the estimation performance of the CP values got narrower.
Especially for an SNR of 5 dB, the moderate sharpening did not have a significantly
stronger impact on the estimation accuracy than the moderate rectification, indicating
that the estimation of the CP is a sensitive issue.
4.2.3 General evaluation and comparison of the HT and MSE fit
algorithms
The Hilbert Transform based algorithm was conceptually simpler, and had signifi-
cantly shorter computation times than the MSE fit algorithm, although the difference
in computation time was most relevant if one used the algorithms in numerical ex-
periments with large number of tuning curves. For data evaluation purposes, where
the number of processed tuning curves is typically on the order of several hundreds,
these differences were irrelevant.
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MSE fit method estimates CD and CP in sufficient accuracy
The upper tailed binomial test revealed that for an SNR of 20 dB and an absolute
bandwidth between 1201 and 3003 Hz for lTCn curves and 4805 Hz for hTCn curves
the MSE fit algorithm stayed in 95% of the cases within the prescribed CD and CP
ranges (a significance level α = 0.01 and a maximal p-value of pmax = 0.0094). For
an SNR of 10 dB the bandwidth range for accurate prediction of the CD value got
narrower, i.e. for bandwidths greater than 2402 Hz and the same upper bounds as
for 20 dB the MSE fit method estimated the CD in 95% of the cases in the defined
estimation accuracy. For lTCn curves the bandwidth range was unchanged. However,
for hTCn curves the bandwidth range of accurate estimation of the CP value also
got narrower, i.e. a sufficient estimation accuracy fot the CP values was observable
between 3604 and 4805 Hz.
Hilbert Transform based method estimates CP in sufficient accuracy
Similar to the previous section the upper tailed binomial test yielded that for an SNR
of 20 dB and bandwidths between 1802 and 3003 Hz the Hilbert Transform based
algorithm predicted in 90% of the cases the CP value of lTCn curves in the desired
estimation accuracy. For hTCn curves the performance was weaker. For an SNR
of 20 dB only for 4805 Hz the estimation error stayed in 90% of the cases within
the prescribed CP ranges (α = 0.01 and pmax = 0.0094). In contrast to the MSE fit
algorithm an analogous result for the estimation of the CD values was only available
for hTCn curves. At an SNR of 20 dB and bandwidths between 4204 and 4805 Hz
the estimation error for the CD values was in 90% of the cases smaller than 30 µs
(α = 0.01 and pmax = 0.0094).
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MSE fit method is superior to the Hilbert Transform based method
In contrast, the Hilbert Transform based method evaluated in 95% of the cases the CP
values of the lTCn curves in the predetermined estimation accuracy of 0.125 cyc only
for an SNR of 20 dB and bandwidths between 2402 and 3003 Hz. Figs. 4.6 and 4.7
already suggested that the MSE fit algorithm always yielded better results. This was
also confirmed by an upper tailed binomial test. For nonnegative SNRs the estimation
error for the CP and the CD of lTCn curves was superior to the Hilbert Transform
based algorithm in at least 60% of the cases, for all investigated bandwidths (α = 0.01
and pmax = 8.7793 · 10−5). By contrast, the bandwidth range of precise prediction for
the CP value of hTCn curves was narrower. In this case the MSE fit algorithm yielded
for 10 and 5 dB in 60% of the cases better results only for BWs between 1802 and 4805
Hz and between 3003 and 1805 Hz for an SNR of 0 dB (α = 0.01 and pmax = 0.0099).
Thus, in terms of overall performance, the MSE fit method was superior to the Hilbert
Transform approach. It yielded consistently lower estimation errors, with consistently
lower variabilities.
4.2.4 Analysis of the significance threshold
Although, in some nuclei of the auditory system, a representation by the CD and the
CP parameters seemed to be for the most neurons sensible, one can still find some
exceptions with a markedly different behavior (see the discussion in Section 4.1.6).
Thus, whether a measured ITD tuning curve exhibits a CD and a CP or not is con-
troversially discussed. One important advantage of the MSE fit method is, that the
corresponding algorithm (see Algorithm (3.3.3)) also delivers an approximation of the
analyzed broadband ITD tuning curve, called CD-CP fit. This CD-CP fit contains a CD
and a CP. As we already mentioned in Section 4.1.6, the MSE fit algorithm will detect
these parameters in any data set, resulting in a CD-CP fit with often surprisingly high
accordance to the analyzed data (see Fig. 4.5).
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As the above discussion showed, there is a need to determine significance thresholds
to allow a decision whether the CD and the CP parameters are actually meaningful
features of a given tuning curve or not. Here it is important to note that the threshold
can be expected to depend on the frequency band. Fig. 4.12 shows the dependence of
the upper 1%- and upper 5%-percentile thresholds on the frequency band. In the first
row, the upper 1%- and upper 5%-percentile thresholds as a function of the absolute
BW measured in Hz are shown (Fig. 4.12 (a) and (b)). The latter demonstrates a more
or less linear decay of the thresholds. Furthermore, it shows that the dependence of
the thresholds on the absolute bandwidth was essentially the same for the low-pass
and high-pass cases.
The same results for the relative bandwidth were summarized in the second row
of Fig. 4.12. Due to the definition of the relative bandwidth (see equation (4.21)),
low-pass and high-pass tuning curves only shared two values of BWrel, making a
comparison rather difficult. However, a decay with increasing relative bandwidths
was also seen.
In conclusion, the necessary and sufficient piece of information required to determine
a significance threshold for a given neuron was its absolute bandwidth. If this band-
width can be determined by measurements, or estimated by a priori consideration,
significance thresholds for CD and CP estimates from experimental data are obtain-
able by numerical simulations.
However, note that the bandwidth-dependent thresholds are based on a particular
choice of step sizes in time and frequency domain, as described above (see Section
4.1.1). For the thresholds to be applicable to tuning curves with other ranges of ITDs,
the simulations will have to be adjusted, using step sizes ∆t and ∆ω that satisfy the
relation between ∆t and ∆ω given by formula (4.4). Generally for the determination
of significance thresholds, we expect that the relevant parameter is not the absolute
bandwidth ωmax−ωmin measured in Hz, but rather the number of frequency samples
k · ∆ω, with k = 1, . . . , N, that are contained in the frequency interval [ωmax,ωmin].
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Figure 4.12: Bandwidth dependent significance thresholds: Upper 5% ((a),(c)) and
upper 1% ((b),(d)) significance thresholds, as functions of the absolute bandwidth BW
(upper row) and relative bandwidth BWrel (lower row). We used the frequency bands
for low-pass and high-pass data described in Section 4.1.6. Briefly, the upper and
lower bounds are given by ωmax \min = ωc ± k · ∆ω with ωc = 5 · ∆ω and k 6 5 for the
lTCn curves and ωc = 20 ·∆ω and k 6 8 for the hTCn curves. The relationship between
time and frequency spacing is chosen according to the equation ∆ω = 1(2N+1)·∆t , more
precisely we choose ∆t = 30 µs, N = 55 and ∆ω = 300.30 Hz.
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4.3 Results for the FTA and the FAE Algorithms
Besides the Hilbert Transform based method and the MSE fit method, we also de-
veloped two estimation algorithms which additionally or exclusively use frequency
tuning curves to determine the CD and the CP. In particular, we derived on the one
hand the FTA algorithm which uses the broadband ITD and the frequency tuning
curve to estimate the CD and the CP and on the other hand the FAE algorithm. The
latter one determines the CD and the CP values by calculating the amplitude function
from two frequency tuning curves.
In this section, the results of the numerical experiments of these two methods are
discussed. Similar dependencies, as we have seen for both broadband ITD tuning
approximation methods, on the bandwidth and the SNR were also detectable for the
FTA and FAE algorithms. Additionally, it seemed that the estimation performance of
the FAE algorithm was less affected by the difference of the adjusted ITDs at which
the frequency tuning curves were given, which is the subject of the following section.
4.3.1 Dependence of the estimation accuracy on the difference of the
adjusted interaural time differences
Recall that the FTA as well as the FAE algorithms needed frequency tunings given
at predefined ITDs t0 and t1. The ITD t0 of the Fn curve used for the FTA algorithm
was set to 510 µs (see Section 4.1.1). For the second Fn curve, necessary for the FAE
algorithm, we used the ITD t1 = 360 µs. The choice of both values was founded by
the uniqueness problems of both algorithms (see Sections 4.1.1, 3.1 and 3.4).
Additionally, the decision of using the value t1 = 360 µs was also confirmed by a
numerical experiment. Important for the uniqueness of the CD and the CP estimate
of the FAE algorithm was that |t0 − t1| = K · ∆ω with K ∈ N being relative prime to
2N + 1, i.e. the greatest common divisor of K and 2N + 1 is 1. Therefore, we system-
113
−10 −5 0 5 10 15 200
50
100
150
200
250
SNR in dB
m
e
a
n
 e
rr
CD
 
in
 µ
s
 
 
(a)
−10 −5 0 5 10 15 200
0.05
0.1
0.15
0.2
0.25
0.3
SNR in dB
m
e
a
n
 e
rr
CP
 
in
 c
yc
 
 
(c)
−10 −5 0 5 10 15 200
50
100
150
200
250
SNR in dB
σ
CD
 
in
 µ
s
 
 
 K = 4
 K = 5
 K = 7
 K = 8
(b)
−10 −5 0 5 10 15 200
0.05
0.1
0.15
0.2
0.25
0.3
SNR in dB
σ
CP
 
in
 c
yc
 
 
(d)
Figure 4.13: Influence of the ITD difference t0 − t1: The mean estimation error
mean errCD/CP and the standard deviation σCD/CP for the CD ((a) and (b)) and the
CP ((c) and (d)) as a function of the SNR s are plotted for different values of the
parameter K. 5000 Fn curves were generated for the ITD values t0 = 510 µs and
t1 with t0 − t1 = K · ∆t. We investigated the values 4 (black circle), 5 (red square),
7 (green diamond) and 8 (blue triangles) for the parameter K. Note that N = 55,
∆t = 30 µs and ∆ω = 300.3 Hz. The even amplitude function c was randomly gener-
ated as the absolute value of a standard normally distributed variable with c(0) = 0.
The upper and lower bounds of the frequency range were set to ωmin = 0 Hz and
ωmax = 40∆ω = 12 kHz. The CD and the CP values were chosen at random, uni-
formly distributed between −500 and 500 µs for the CD and −0.5 and 0.5 cyc for the
CP. The numerical experiment was performed as described in Section 4.1.3. The vari-
ables mean errCD/CP and σCD/CP decreased with increasing SNR and reached minimal
values for K = 5.
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atically varied the difference between the paramters t0 and t1. In particular, we set
t0 − t1 = K · ∆t and investigated the values 4, 5, 7 and 8 for the parameter K. In Fig.
4.13 the obtained mean estimation errors and standard deviations as a function of the
SNR were plotted. Note that the noisy tuning curves were restricted to frequencies
smaller than 12 kHz, i.e. the frequency range [ωmin,ωmax] was set to [0, 40∆ω]. The
lowest mean estimation error and standard deviation for the CD and the CP were ob-
tained mostly for K = 5. Somehow surprisingly, the mean estimation errors for both
values, the CD and the CP, seemed to be not significantly influenced by the difference
t0 − t1. For all investigated values of the parameter K, the obtained mean estimation
errors stayed in the same scale. Only for the CP estimates, a small improvement of the
estimation accuracy could be detected for K = 5. Similar results were also obtained
for the standard deviation of the CD values. The most pronounced influence of the
difference between both ITDs was seen for the standard deviation of the CP estimates
(Fig. 4.13 (d)), again indicating that the estimation of the CP is a sensitive and delicate
problem.
Since both alternative estimation algorithms seemed to have a great potential as alter-
native methods of estimating the CD and the CP, we also applied the FTA as well as
the FAE algorithm, to randomly generated standard high-pass and low-pass tuning
curves with the same time and frequency spacing used previously in the investiga-
tion of estimation accuracy of the Hilbert Transform based method and the MSE fit
method, i.e. again N = 55, ∆t = 30 µs and ∆ω ≈ 300.30 Hz.
4.3.2 Dependence of the mean estimation error on bandwidth and
SNR with applied FTA or FAE algorithms
Mean estimation errors for both algorithms, and all combinations of bandwidth and
noise levels were determined for the sinusoidal ITD tuning and frequency tuning
curves and were plotted in Figs. 4.14 and 4.15. Due to the fact that each data point
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in Figs. 4.14 and 4.15 was the mean or the standard deviation of a random variable
for a fixed SNR and bandwidth pair with different probability distributions, it was
necessary to give statistical evidence for the observed dependencies. The results of
the statistically investigations of the estimation errors were obtained in the same way
as we described previously in Sections 4.1.5 and 4.2.1. Recall that the estimation
performance was quantified by the number of times the estimation algorithm was
within the prescribed accuracy, i.e. mean errCD < 30 µs and mean errCP < 0.125 cyc.
Table 4.2 summarizes these results.
Increasing bandwidth improves the estimation performance
Overall, the dependency of the bandwidth on the performance observed for the
Hilbert Transform based method and for the MSE fit method more or less carry over.
An increase in BW resulted in a decrease of the detection accuracy which was distinc-
tive for small BWs. For the FAE algorithm, the mean estimation error of lFn curves
tended to stabilize also at a frequency of 1.5 kHz, comparable with the behavior of
the mean estimation error of the MSE fit algorithm for lTCn curves. The standard
deviation quantifying the variability of the mean estimation errors decreased in the
same way and on the same scale with increasing bandwidth. For the CP estimates,
the standard deviation was higher than the actual mean estimation errors, again illus-
trating the sensitive estimation problem of the CP.
For most of the SNR values, a decrease in BW significantly shrank the percentage of
sufficiently accurate estimates. For positive SNRs, the upper tailed binomial propor-
tion test revealed that the estimation accuracy of the FTA algorithm in determining
the CD from low-pass tuning curves decreased significantly with decreasing BW on
the whole investigated range of BWs (a significance level α = 0.01 and a maximal
p-value of pmax = 0.0048). In case of the FAE algorithm, this was only observed for
an SNR of 5 dB. Typically, the range of a significant decrease was narrower (see the
second column of the first part of Table 4.2). For the CP, a significant increase with
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errlowCD err
high
CD err
low
CP err
high
CP
FTA FAE FTA FAE FTA FAE FTA FAE
-10 601 - 1201 -† 601 - 1201 -† 1201 - 2402 601 - 2402 -? -?
-5 601 - 2402 601 - 2402 601 - 2402 1201 - 4805 601 - 2402 601 - 2402 4204- 4805 -†
0 601 - 3003 601 - 2402 601 - 4805 601 - 4805 601 - 2402 601 - 2402 3604 - 4805 1802 - 4805
5 601 - 3003 601 - 3003 601 - 4805 601 - 4805 601 - 3003 601 - 2402 1802 - 4805 1201 - 4805
10 601 - 3003 601 - 2402 601 - 4805 601 - 4805 601 - 2402 601 - 1802 601 - 4805 601 - 4805
20 601 - 3003 601 - 1802 601 - 4805 601 - 3003∗ 601 - 2402 601 - 1802 601 - 4805 601 - 3003
601 0 - 20 -10 - 20 -5 - 20 -10 - 20 0 - 20 -10 - 20 -† 5 - 20
1202 -10 - 20 -10 - 20 -5 - 20 -10 - 20 -5 - 20 -10 - 20 5 - 20 0 - 20
1802 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 5 - 20 0 - 20
2402 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 0 - 20 -5 - 20
3003 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -10 - 20 -5 - 20 -5 - 20
3604 -10 - 20 -10 - 20 -5 - 20 -10 - 20
4204 -10 - 20 -10 - 20 -5 - 20 -10 - 20
4805 -10 - 20 -10 - 20 -10 - 20 -10 - 20
Table 4.2: Ranges of significant dependence on the bandwidth and/or SNR: The
table represents the summarized results of the statistical analysis of the dependence
of the prediction precision on the bandwidth and/or SNR. In the upper part the
dependence of the estimation error on the bandwidth is shown. For each SNR given
in dB we give a range for the bandwidth (Hz) with significant dependence. The lower
part presents the results with roles of SNR and bandwidth interchanged. For all non-
empty ranges marked with ∗, the probability to create an estimation error smaller than
the predefined precision threshold was 100% in the simulation. In addition, while the
symbol −? denotes that no significance dependence of the prediction precision on the
bandwidth and/or SNR was detectable. The symbol −† indicates that significance
was only given between certain values.
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Figure 4.14: Mean estimation errors for low-pass setting (FTA and FAE methods):
(a) Mean estimation errors for the CD (mean errCD; upper row) and the CP (mean errCP;
lower row) computed using lTCn and lFn curves as a function of the bandwidth for
different SNRs s (see inset) are shown. (b) Standard deviation of the absolute mean
estimation error for the CD (σCD; upper row) and the CP (σCP; lower row) for lTCn and
lFn curves as a function of the bandwidth for different SNRs s are plotted. The CD
and the CP values were calculated either by the FTA method (first and third column)
or by the FTA method (second and last column).
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BW of the estimation accuracy was given for BWs between 601 and 2402 Hz and al-
most every SNRs (α = 0.01 and pmax = 0.0047). Except for the SNR 10 and 20 dB,
the performance of the FAE method was only significantly improved for BWs smaller
than 1802 Hz (α = 0.01 and pmax = 0.0018).
For the high-pass setting, the results were more or less the same. Different to the
low-pass setting were the longer BW intervals with a significant increase of the es-
timation accuracy. Especially, for BWs greater than 3003 Hz at 20 dB and used FAE
algorithm, the desired estimation precision for CD values was often achieved in 100%
of the cases, which left no room for improvement and therefore, the discrimination
analysis did not yield significant dependencies. For SNRs smaller than 0 dB, the esti-
mation accuracy of both frequency tuning approximation algorithms in determining
the CP were less significantly enhanced with increasing BW. The upper tailed bino-
mial proportion test also confirmed this (see the right corner of the upper part of
Table 4.2).
Increasing SNR enhances the estimation accuracy
In Figs. 4.14 and 4.15, the mean estimation errors and the standard deviations dimin-
ished for higher SNRs, indicating that an increase in the SNR systematically improves
the estimation performance of both frequency approximation methods. Notably, for
the FAE algorithm the upper tailed binomial proportion test exhibited that the prob-
ability of producing estimation errors smaller than 30 µs increased significantly with
increasing SNR for all investigated BWs (α = 0.01 and pmax = 1.5351 · 10−5). This
was also the case for the CP estimates of low-pass and high-pass tuning curves with
BWs greater than 3.5 kHz (α = 0.01 and pmax = 1.6796 · 10−8). Similar to the MSE
fit method, for high-pass tuning curves with BW 6 2.0 kHz, the estimation accu-
racy for the CP values increased only with increasing positive SNRs (α = 0.01 and
pmax = 0.0019). Additionally, the upper tailed binomial proportion test revealed that
a significant increase for the other BWs was only given for SNRs between −5 and 20
119
dB (α = 0.01 and pmax = 3.6224 · 10−5).
In comparison to the FAE method, the FTA algorithm more or less showed a sim-
ilar dependence on the SNR. However, for low-pass tuning curves with a BW of
601 Hz, the probability of producing an estimation error smaller than the desired
ranges (Section 4.1.5) only increased with increasing positive SNRs (α = 0.01 and
pmax = 7.8983 · 10−5). In the high-pass setting, the estimation accuracy for CD val-
ues was significantly improved by increasing SNR for almost all investigated BWs
(α = 0.01 and pmax = 2.0330 · 10−5). The estimation of the CP values was less
significantly enhanced. Noise in the high-frequency case affected to a great degree
the estimation performance of the FTA algorithm. Compared to the performance of
the Hilbert Transform based algorithm, the effect was less pronounced. While, for
the Hilbert Transform based method a significant increase of the estimation accuracy
with increasing SNR was not given for BWs smaller than 2 kHz, the estimation per-
formance of the FTA algorithm for the CP values was significantly improved with
increasing positive SNRs (α = 0.01 and pmax = 8.5502 · 10−5). Only for a BW of 601
Hz, significance was given between certain values, once again indicating the suscep-
tibility of the estimation problem of the CP values in the high-frequency ranges.
Frequency band location affects only the FTA algorithm
A direct comparison of the Figs. 4.14 and 4.15 also showed that the FTA algorithm
was limited in estimating the CP from high-pass tuning curves, with the most marked
difference to be observed in the plot (b3) of both figures. For the high-pass setting, the
standard deviation of the CP estimates as a function of BWs only decayed strongly
for an SNR of 20 dB. At 10 dB, a decay was only detectable for BWs greater than 2.5
kHz. In the other case the standard deviation was stationary at a value of 0.2 cyc.
This observation was confirmed by the upper tailed binomial proportion test. For
positive SNRs, the percentage of producing an estimation error smaller than 0.125 cyc
was significantly lower for high-pass tuning curves (α = 0.01 and pmax = 0.0012). In
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Figure 4.15: Mean estimation errors for high-pass setting (FTA and FAE methods):
(a) Mean estimation errors for the CD (mean errCD; upper row) and the CP (mean errCP;
lower row) computed using hTCn and hFn curves as a function of the bandwidth for
different SNRs s (see inset) are shown. (b) Standard deviation of the absolute mean
estimation error for the CD (σCD; upper row) and the CP (σCP; lower row) to hTCn and
hFn curves as a function of the bandwidth for different SNRs s are plotted. The CD
and the CP values were calculated either by the FTA method (first and third column)
or by the FAE method (second and last column).
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the other cases a significant smaller estimation error for the low-pass setting was only
given for BWs greater than 1802 Hz for −10 dB or 1201 Hz for −5 dB (α = 0.01 and
pmax = 1.8635 · 10−7). Yet, in case of the FAE algorithm, the mean estimation errors for
low-pass tuning curves were not significantly lower than the ones for the high-pass
tuning curves.
4.3.3 General evaluation of the FTA and FAE algorithms
For both frequency approximation methods, the computation times were rather com-
parable to the MSE fit algorithm.
FAE algorithm estimates CD and CP in sufficient accuracy
The upper tailed binomial test revealed that for an SNR of 20 dB and an absolute
bandwidth between 1201 and 3003 Hz for lFn curves the FAE algorithm stayed in 95%
of the cases within the prescribed CD ranges. For the high-pass setting, this was only
the case for bandwidths between 2402 and 4805 Hz (a significance level α = 0.01 and
a maximal p-value of pmax = 0.0094). It is notable that the FAE algorithm estimated
the CP from lFn curves in 95% of the cases in the defined estimation accuracy for all
investigated bandwidths at 20 dB. For hFn curves, this was only observed for BWs
greater than 2402 Hz. In contrast to the MSE fit algorithm, for an SNR of 10 dB, the
FAE algorithm no longer estimated the CD of low-pass tuning curve in 95% of the
cases. Only for BWs between 1802 and 3003 Hz the CD estimates were determined
correctly in 60% of the cases. The range of BW for the CP got narrower. In particular,
the FAE algorithm provided for BWs greater than 1201 in 95% of the cases appropriate
CP estimates. For hFn curves, the bandwidth range of accurate estimation of the CP
and the CD values was also narrower, i.e. correct estimates were only given in 90% of
the cases for bandwidths between 3604 and 4805 Hz.
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FTA algorithm estimates CP in sufficient accuracy
Similar to the previous section, the upper tailed binomial test yielded that for an SNR
of 20 dB and bandwidths between 1802 and 3003 Hz the FTA algorithm predicted in
95% of the cases the CP value of low-pass tuning curves in the desired estimation
accuracy. For high-pass tuning curves this was observed for BWs between 3604 and
4805 Hz (α = 0.01 and pmax = 0.0094). An analogous result for the estimation of the
CD values was only available for high-pass tuning curves, comparable to the Hilbert
Transform based method. At an SNR of 20 dB and bandwidths between 3003 and
4805 Hz the estimation error for the CD values was in 95% of the cases smaller than
30 µs (α = 0.01 and pmax = 0.0094). For low-pass tuning curves, the performance
was weaker. For an SNR of 20 dB and bandwidths between 1802 and 3003 Hz, the
estimation error stayed in 75% of the cases within the prescribed CD ranges (α = 0.01
and pmax = 0.0094).
4.4 Assessment of the Estimation Algorithms
In the following we try to assess the four developed algorithms. This was done by
a basic comparison of the mean estimation error scales for different parameter set-
tings. A direct comparison of single results is not possible, since the data basis of
the algorithms differ. Recall that only the Hilbert Transform based method and the
MSE fit method used the same noisy broadband ITD tuning curve for their estima-
tion. Consequently, a direct statistical comparison was only possible between these
two ITD tuning approximation methods which was carried out in detail in Section
4.2.3. In terms of overall performance the MSE fit method was superior to the Hilbert
Transform based method, consistently resulting in lower estimation errors with con-
sistently lower variability.
In Figs. 4.16 and 4.17, for each SNR (−5, 0, 10 and 20 dB), the mean estimation errors
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of the various estimation algorithm were displayed together in one plot. Through-
out all low-pass settings, the magnitude of the mean estimation errors of the Hilbert
Transform based algorithm (green diamonds) and of the FTA algorithm (blue circles)
were comparable. The same relation was also observable between the MSE fit method
(black triangles) and the FAE algorithm (red squares). Thus, the four estimation algo-
rithms can be divided into two classes.
For low-pass tuning curves at −5 and 0 dB, a clear ranking of the estimation algo-
rithms was observable for BWs greater than 1.5 kHz (Fig. 4.16 (a), (b), (e) and (f)).
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Figure 4.16: Comparison of the estimation performance, low-pass setting: Mean
estimation errors for the CD (mean errCD; upper row) and the CP (mean errCP; lower
row) computed using low-pass tuning curves as a function of the bandwidth for the
SNRs −5 dB ((a), (e)), 0 dB ((b), (f)), 10 dB ((c), (g)) and 20 dB ((d), (h)) are shown.
The CD and the CP values were calculated by the FTA algorithm (blue circles), the
FAE algorithm (red squares), the Hilbert Transform based method (green diamonds)
or by the MSE fit method (black triangles).
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While the FTA algorithm possessed the largest mean estimation errors, followed by
the Hilbert Transform based method, the smallest mean estimation errors were ob-
tained by the MSE fit method. This ranking was most pronounced for an SNR of −5
dB (Fig. 4.16 (a) and (e)). For positive SNRs, the difference between the estimation
errors of the MSE fit method and the FAE algorithm got lower and was almost negli-
gible at 20 dB (Fig. 4.16 (c), (d), (g) and (h)). Thus, the performance of both algorithms
seemed comparable. Since the approach by the Hilbert Transform based algorithm is
straightforward compared to the FTA algorithm, somehow surprisingly, for positive
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Figure 4.17: Comparison of the estimation performance, high-pass setting: Mean
estimation errors for the CD (mean errCD; upper row) and the CP (mean errCP; lower
row) computed using high-pass tuning curves as a function of the bandwidth for the
SNRs −5 dB ((a), (e)), 0 dB ((b), (f)), 10 dB ((c), (g)) and 20 dB ((d), (h)) are shown.
The CD and the CP values were calculated by the FTA algorithm (blue circles), the
FAE algorithm (red squares), the Hilbert Transform based method (green diamonds)
or by the MSE fit method (black triangles).
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SNRs, the Hilbert Transform based method resulted in higher estimation errors than
the FTA algorithm. This difference was largest for the mean estimation errors of the
CP values (Fig. 4.16 (g) and (h)).
The same hierarchy of the estimation algorithms was also applicable to the high-pass
setting. The MSE fit method yielded for almost all SNRs the lowest estimation errors
with the exception of the CP estimation at an SNR of 20 dB (Fig. 4.17 (h)). For BWs
greater than 3.5 kHz the FAE algorithm produced more precise estimates of the CP
values. In contrast to the low-pass setting, the two categories of estimation algorithms
were only observed for the mean estimation errors of the CP values from high-pass
tuning curves at 0 dB. At an SNR of −5 dB, the mean estimation errors for the CP
were stationary at about 0.3 cyc for all four estimation algorithms. For the other SNRs,
the difference between the algorithms were most distinctive, indicating that the deter-
mination of the CP values in the high-frequency range is a sensitive and susceptible
problem. In conclusion, the MSE fit algorithm was superior to all other estimation al-
gorithms in terms of overall performance and should be used preferentially, especially
for the estimation of the CP.
4.5 Adaptation of the Methods to Mammalian Settings
The numerical experiments in the previous sections were applicable to the ranges em-
ployed in experiments to the barn owl. Nevertheless, the numerical results above were
also suitable for mammalian neurons with bandwidths greater than 2 kHz, i.e. for ex-
ample neurons from the IC in rats (Kelly et al., 1991) or AN fibers in gerbils (Müller,
1996). However, for neurons with bandwidths smaller than 1 kHz, for instance neu-
rons from IC and AN fibers in cats (Mc Laughlin et al., 2007), it is necessary to carry
out a simulation with a more suited setting. The aim of the present section is to
demonstrate that, on the one hand, such an adaptation to other settings is straight-
forward and, on the other hand, the algorithms are also applicable for other species.
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In the following, we briefly explain the necessary changes that must be carried out to
adapt the MSE fit algorithm to a different setting. The adaptation of the other meth-
ods is quite similar. As it turned out, the most sensitive aspect of this adaptation is
the proper choice of sampling rates in time and frequency. If possible we will com-
pare the results with the one obtained for the barn owl setting above, i.e. N = 55,
∆t = 30 µs and ∆ω = 300.3 Hz.
To account for BWs smaller than 1 kHz a finer frequency spacing is necessary, for
example, ∆ω = 100 Hz. In our analysis of the bandwidth influence the upper bound
ωmax and the lower bound ωmin of the considered frequency range is systemati-
cally varied according to equation (4.19). Therefore, the chosen frequency spacing
∆ω = 100 Hz results for both settings, high-pass and low-pass setting, in a smallest
absolute bandwidth of
BWmin = ωmax −ωmin = (ωc + ∆ω)− (ωc − ∆ω) = 2 · ∆ω = 200 Hz.
If we further assume that the number of time samples l · ∆t, with l ∈ {−N, . . . , N} of
the noisy broadband ITD tuning curves is the same as before, i.e. N = 55, we obtain
according to equation (4.4) the time spacing
∆t =
1
(2N + 1)∆ω
≈ 90 µs.
Recall that this relation between the time and frequency spacing ensure the inclusion
of sufficiently many frequencies up to 5.5 kHz in the subsequent described bandwidth
analysis of the prediction performance of the algorithms and that the algorithm in-
deed minimizes the approximation error on the Fourier side.
In consequence, the covered range of ITDs gets broader, i.e. the generated noisy
broadband ITD tuning curves are given for ITDs between −4950 and 4950 µs. Com-
pared to already published mammalian studies, the time spacing of ∆t = 90 µs above
was used in a comparable manner and size (e.g. Palmer et al. (1990); McAlpine et al.
(1996); Siveke et al. (2006)). Alternatively, Yin et al. (1986) and Chan et al. (1987), for
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instance, estimated noise delay function for ITDs between −4000 and 4000 µs from the
central nucleus of the inferior colliculus (ICC) of cats. The range of ITDs was sampled
by ∆t = 200 µs with N = 20 resulting, according to equation (4.4), in a frequency step
size of ∆ω = 121.95 Hz.
In order to compare the basic findings with our previous results we additionally
generated noisy broadband ITD tuning curves for the time and frequency spacing
N = 55 and ∆t = 90 µs (from now on denoted as mammalian time setting) with
the same center frequencies for the low-pass and high-pass setting (Section 4.1.4), i.e.
for the low-pass tuning curves, we fixed the center frequency of the bandwidth to
ωc = 15 · ∆ω = 1500.15 Hz and for the high-pass curves to ωc = 60 · ∆ω = 6006.00 Hz
and chose, respectively, the parameter k in equation (4.19) as k 6 15 and k 6 24 (owed
to a comparison with the barn owl setting data).
In Fig. 4.18, the mean estimation errors (black squares) for lTCn curves of the mam-
malian setting by used MSE fit algorithm were shown for the SNRs of 5, 10 and
20 dB. Additionally, the mean estimation errors of the barn owl setting (red circles,
N = 55, ∆t = 30 µs) were also depicted for comparison purposes. For the mammalian
low-pass setting (Fig. 4.18), the resulting mean estimation errors exhibited a similar
bandwidth dependent estimation performance with a more distinct decay behavior.
The estimation accuracy also increased with increasing SNR. In terms of overall per-
formance, the mammalian time setting resulted for almost every SNR in lower mean
estimation errors for lTCn curves. Note that due to the finer frequency spacing of
∆ω = 100 Hz the frequency resolution of the frequency range [ωmin,ωmax] used for
the generation of the lTCn curves was higher. Consequently, the BWs, equal to the
ones in the barn owl setting, comprised more frequency samples substantiating our
conjecture that the number of frequency samples k · ∆ω, with k = 1, . . . , N, that are
contained in the frequency interval [ωmax,ωmin] are essential for the determination,
especially in regard of the determination of the significance threshold.
Somehow surprisingly, these results can not be carried over to the high-pass setting
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(Fig. 4.19). On the whole, the estimation performance of the MSE fit algorithm be-
came decidedly weaker. For BWs smaller than 2.5 kHz, the estimation accuracy of the
CD values deteriorated sharply (Fig. 4.19 (a)-(c)). In contrast, the mean estimation
errors of the CP estimates were totally higher for the mammalian high-pass setting
with the exception of BWs greater than 3.5 kHz at 20 dB (Fig. 4.19 (d)-(f)).
On closer inspection, these findings can be explained. Recall that the MSE fit method
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Figure 4.18: Mean estimation errors for a mammalian time setting, low-pass tuning
curves: Mean estimation errors for the CD (mean errCD; upper row) and the CP
(mean errCP; lower row) computed using lTCn curves as a function of the bandwidth
for different SNRs 5 dB ((a), (d)), 10 dB ((b), (e)) and 20 dB ((c), (f)) are shown. The
CD and the CP values were calculated by the MSE fit method. lTCn curves were either
generated according to the mammalian setting (black squares) N = 55, ∆t = 90 µs
or according to the barn owl setting (red circles) N = 55 and ∆t = 30 µs. Overall,
the mammalian time setting resulted in smaller mean estimation errors reinforcing
the hypothesis that the amount of frequency samples used for the construction of the
lTCn curves.
129
approximates the Fourier Transform of the given broadband ITD tuning curve at the
frequency samples k · ∆ω, with k = 1, . . . , N (see Section 3.3). Consequently, if we use
the mammalian time setting, the MSE fit algorithm only consider frequencies between
100 Hz and 5.5 kHz during the approximation process. Unfortunately, due to the con-
struction of lTCn curves (see Section 4.1.4), frequencies greater or equal than 5.5 kHz
were only included in the generation of the high-pass tuning curves with BWs smaller
than 1 kHz. In an extreme case, i.e. for a BW of 8.4 kHz, the lTCn curves contained
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Figure 4.19: Mean estimation errors for a mammalian time setting, high-pass
tuning curves: Mean estimation errors for the CD (mean errCD; upper row) and
the CP (mean errCP; lower row) computed using hTCn curves as a function of the
bandwidth for different SNRs 5 dB ((a), (d)), 10 dB ((b), (e)) and 20 dB ((c), (f)) are
shown. The CD and the CP values were calculated by the MSE fit method. hTCn
curves were either generated according to the mammalian setting (black squares)
N = 55 and ∆t = 90 µs or according to the barn owl setting (red circles) N = 55 and
∆t = 30 µs. Overall, the mammalian time setting resulted in distinct higher mean
estimation errors, especially for small BWs.
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only frequencies between 3.6 and 8.4 kHz. Hence, for BWs smaller than 1 kHz, the
MSE fit algorithm searched for an approximation in a totally disjoint frequency win-
dow which accounts for the higher mean estimation errors. Note that, in case of the
barn owl setting (∆t = 30 µs and ∆ω = 300.3 Hz) we considered frequencies up to
16.5 kHz and, thus, eluded the problem depicted above in the high-pass case.
For instance, if frequencies up to 16.5 kHz should be included in the approximation
processing of the MSE fit algorithm, analogous to the barn owl setting, and a fre-
quency sampling step of ∆ω = 100 Hz is considered, it is necessary to increase the
number of time samplings at least to N = 165. In this case, N ·∆ω = 16.5 kHz and the
corresponding time sample step ∆t is about 30 µs large. We expect that the resulting
mean estimation errors for lTCn curves of this time and frequency setting will show
the same bandwidths depending decay behavior and systematically yield smaller val-
ues as for the barn owl setting. Fig. 4.20 (a) and (b) confirm our expectation. The
mean estimation errors of lTCn curves with a time spacing of ∆t = 30 µs and N = 166
yield significantly lower mean estimation errors than for the barn owl setting (N = 55
and ∆t = 30 µs).
Recall that the MSE fit method may also detect a CD and a CP in totally random
data. Therefore, the significance threshold was developed to evaluate whether the de-
termined CD and CP were meaningful parameters or not. However, the bandwidth-
dependent significance thresholds based also on the particular choice of stepsizes in
time and frequency domain, as described above (Section 4.1.1). Consequently, if an-
other time and frequency spacing is used, a new calculation of the significance thresh-
old is necessary and the same problems of the essential frequency range as above need
to be considered. We expect that the relevant parameter is not the absolute bandwidth
ωmax−ωmin measured in Hz, but rather the number of frequency samples k ·∆ω, with
k = 1, . . . , N, that are contained in the frequency interval [ωmax,ωmin]. If the number
of frequency samples increases the significance threshold should decrease. Fig. 4.20
(c) shows the significance thresholds calculated for the time setting ∆t = 30 µs and
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Figure 4.20: Mean estimation errors and significance thresholds for an adjusted
high-pass setting: Mean estimation errors for the CD (mean errCD) (a) and the CP
(mean errCP) (b) computed using hTCn curves as a function of the bandwidth for the
SNR 20 dB. The CD and the CP values were calculated by the MSE fit method. hTCn
curves were either generated according to the time setting N = 166 and ∆t = 30 µs
(circles) resulting in a frequency spacing of ∆ω = 100.1 Hz or by the barn owl setting
N = 55 and ∆t = 30 µs (squares). Overall, the barn owl time setting resulted in
distinct higher mean estimation errors due to the rough frequency spacing of ∆ω =
300.3 Hz. (c) The significance threshold as a function of the absolute bandwidths
(BW) in kHz is plotted for the different time and frequency setting as before. If the
BW increased the significance threshold decreased. Compared to the barn owl setting
(squares) the values of the finer time spacing are distinctively smaller. (d) The same
results of (c) are plotted as a function of the number of included frequency samples.
For both settings, the significance threshold decreased as the number of frequency
samples increased.
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N = 166. As expected, the significance threshold decreased with increasing band-
width and resulted in distinctively smaller values than the significance threshold of
the time setting used in the numerical experiments in Sections 4.2 and 4.3. Further-
more, Fig. 4.20 (d) confirmed our conjecture that the number of frequency sample is
the decisive parameter. For both time settings, the significance threshold decreased
with increasing number of included frequency samples. For the smaller frequency
spacing of ∆ω = 100 Hz, the significance threshold resulted still in smaller values.
In summary, for the MSE fit algorithm to be applied to electrophysiological data,
firstly, it is necessary to consider the upper bound of the included frequency range
and the desired frequency spacing ∆ω. Next, the number of time samples and the
time spacing ∆t can be adjusted according to equation (4.4). Using the setup, one
can run the simulation used in this section to analyse algorithm performance and to
determine significance thresholds.
Chapter 5
A Simple Neuronal Model of
Across-Frequency Integration
The simulations described in this chapter provide a simple neuronal model of across-
frequency integration and illustrate that the CD and the CP may arise by the mech-
anism specified in the linear model. Narrowly tuned coincidence detector neurons
convey their responses evoked by a broadband sound stimulus to an integrator neu-
ron which sums up the incoming responses. The systematic dependence of the best
ITD on the best frequency will be seen to give rise to the emergence of the CP and the
CD in the response behavior of the broadly tuned integrator neuron.
The subject of Section 5.1 is the implemented linear across-frequency model. The basis
of this model is a layer of coincidence detector neurons receiving ipsi- and contralat-
eral input given by two spike trains. These spike trains result from a phase-coupled
inhomogeneous Poisson process with a periodic Gaussian probability density func-
tion (Gerstner et al., 1996; Kempter et al., 1998). Best frequencies and best ITDs of the
coincidence detector neurons are determined by the periods and phases of ipsi- and
contralateral input spiking densities (Section 5.1.1).
The coincidence detector unit is modeled as a leaky integrate and fire neuron (LIF
neuron) with a time constant τm = 0.1 ms and a synaptic weight gC = 1.98 mV and
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is described in detail in Section 5.1.2. Briefly, each time the postsynaptic potential
exceeds the threshold of −50 mV the time is recorded and the potential is set to the
resting potential of −65 mV. This provides the output spike train (tcoini )i of the coinci-
dence detector unit. At the earliest, the next spike event may occur after a refractory
period tref of 1 ms.
In the second stage, these output spike trains project to an integrator unit, also mod-
eled as a LIF neuron with τm = 0.5 ms and tref = 1 ms (Section 5.1.3). The synaptic
weight depends on the frequency spectrum of the integrator neuron represented by
an amplitude function (cf. Definition (2.1.1)) and also on the weighted summed input
of all afferent coincidence detector neurons. For an integrator neuron with a flat fre-
quency spectrum, the synaptic weight is set to gI = 980 mV.
The simulation of the across-frequency integration model is performed with 20 coin-
cidence detector neurons, each characterized by a best ITD tb and a best frequency
ωb, where best frequencies ranged from 0.5 to 10 kHz in 500 Hz steps. To validate
the assumption that the CD and the CP of the integrator neuron can arise by a simple
linear across-frequency integration model, and that the systematic dependence of the
best ITD on the best frequency is able to generate the emergence of the CP and the
CD in the response behavior of a broadly tuned integrator neuron, we systematically
varied the relation between the best ITD tb and the best frequency ωb of the ascending
coincidence detector neurons by formula (2.2), i.e.
tb =
CP
ωb
+CD.
We determined ITD tuning curves for all coincidence detector neurons as well as for
the integrator neuron with ITDs between −900 and 900 µs. While the tuning curves of
the coincidence detector units displayed the well-known periodic behavior, the tun-
ing curves of the integrator neuron exhibited the expected frequency-independent
(CD) and frequency-dependent components (CP). A qualitative analysis of the results
showed that for the various models of frequency integration (cf. Vonderschen and
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Wagner (2014)), the CD and the CP of the integrator tuning curves arose in the ex-
pected way. The output of the integrator neurons can be predicted with high accuracy
from the sum of the input coincidence detector neurons, which corroborates the above
mentioned linearity assumption. Furthermore, the tuning curves were also analyzed
by the MSE fit method. The results of this analysis are summarized in Section 5.2.
The obtained CD and CP estimates were in great accordance with the predefined
ones. The estimation errors were smaller than the desired accuracy threshold (cf. Sec-
tion 4.1.6) and the CD-CP fits given by the MSE fit method were highly correlated to
the analyzed broadband ITD tuning curves. Similar results were also achieved for a
low-pass and high-pass frequency spectrum. Since the absolute bandwidth is known,
we also calculated the corresponding significance thresholds. All generated tuning
curves satisfied the upper 1%-percentile significance criterion with the exception of
low-pass tuning curves, for which only 6% of the calculated correlation coefficients
were greater than the upper 5%-percentile significance threshold. In summary, the
implemented simulation of the linear across-frequency model confirmed the linear
assumption made in Chapter 2. A basic two stage network model of LIF neurons
comprising a layer of coincidence detector neurons ascending to an integrator neuron
is able to reproduce the emergence of the CD and the CP in broadband ITD tuning
curves as a result of a linear summation over frequencies.
5.1 Linear Across-Frequency Integration Model
Following our assumption in Chapter 2, the broadband ITD tuning curves of an inte-
grator neuron are the results of a simple across-frequency integration. In particular,
a broadly tuned neuron integrates the input of narrowly tuned coincidence detector
neurons preferring each a different ITD and frequency (right part of Fig. 5.1). The
systematic dependence of the best ITD on the best frequency, described by equation
(2.2), causes the emergence of the CP and the CD in the response behavior of the
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broadly tuned neuron. The CD describes the frequency-independent and the CP the
frequency-dependent component of the ITD curves (Yin and Kuwada, 1983).
5.1.1 Input spike trains of the coincidence detector neurons
The aim of this chapter is to give evidence that the CD and the CP indeed arise
by a specific type of across-frequency integration of coincidence detector responses.
The first stage of the following model simulation comprises a layer of coincidence
detector neurons receiving ipsi- and contralateral input. This input is given by two
spike trains which are evoked by a noise or tone signal with an ITD ts (left part of
Fig. 5.1). An incoming spike train is represented by a sequence of spiking times (ti)i.
These input spike trains result from a phase-coupled inhomogeneous Poisson process
with a time dependent periodic Gaussian probability density function (Gerstner et al.,
1996; Kempter et al., 1998) which is given by
λ(t) = nin ·
∞
∑
k=−∞
1
σ
√
2pi
exp
(−(t− kT − θtb,ωb(ts))2
2σ2
)
(5.1)
where nin denotes the average number of spikes arriving during the period T corre-
sponding to the frequency of the used tone stimulus. nin is determined such that on
average 30000 spikes arrived in one second at a coincidence detector. Note that the
coincidence detector neurons are narrowly tuned, i.e. they exclusively fire if they are
stimulated by a tone of their best frequency ωb. Consequently, if a noise stimulus, e.g.
a white noise, is used they will only discharge if their preferred frequency ωb occurs
in the stimulus. Thus, the period T is that of the best frequency ωb of the considered
coincidence detector neuron. The phase of the spike train is given by θtb,ωb(ts) depen-
dent on the best ITD tb, the best frequency ωb and the ITD of the stimulus ts. For
the ipsilateral spike train, the phase was set to zero, i.e. θ(tb,ωb)ipsi (ts) = 0 (Fig. 5.1). In
contrast, the contralateral phase was defined by
θ
tb,ωb
contra(ts) = (tb − ts)ωb − b(tb − ts)ωbc, (5.2)
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Figure 5.1: Diagram of the across-frequency model of LIF neurons: The linear
across-frequency model comprises a layer of coincidence detector neurons (grey
framed box) receiving ipsi- and contralateral input. The input of each coincidence
detector is given by the ipsi- and contralateral spike trains (tipsi/contrai )i evoked by a
(white) noise signal with an ITD ts. Each spike train is the result of a phase-coupled
inhomogeneous Poisson process with a time dependent periodic Gaussian probabil-
ity density function (see equation (5.1)). The jth coincidence detector neuron with
j ∈ {1, . . . , M} is characterized by its best ITD tbj and its best frequency ωbj . The inte-
grator neuron receives spike trains (tcoin,ji )i from M coincidence detector neurons and
integrates their input across the frequencies. Both types of neurons are modeled as
leaky integral and fire (LIF) neurons. The output spike train (tintegi )i of the integrator
neuron is used to create a broadband ITD tuning curve.
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where bxc denotes the floor function and yields the largest integer not greater than x.
The standard deviation σ of the Gaussian distribution above parametrizes the degree
of the synchrony of the incoming spike trains to a certain phase (Kempter et al., 1998)
and is comparable to the temporal dispersion (Köppl, 1997). Hence, we denote the
parameter σ as the temporal dispersion. Such a phase-locking is often quantified by
the vector strength r, which takes values between 0 and 1 (Goldberg and Brown, 1969;
Ashida and Carr, 2010). If the spikes occur totally randomly, the value of the vector
strength is 0. In contrast, for a perfect phase-locked spike train, i.e. the neuron fires
exclusively at its preferred phase, the value is equal to 1.
For the time varying spike rate in equation (5.1) the temporal dispersion can be cal-
culated from the vector strength. In particular, we see that (Kempter et al., 1998)
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Figure 5.2: Vector strength and temporal dispersion: (a) The vector strength as a
function of frequency is plotted. The data were already published by Köppl (1997)
(see loc. cit. Fig. 4 C). The curve was taken by using the Figure Digitizer (Cai,
Hongxue (2006), Figure Digitizer, MATLAB Central File Exchange) and was after-
wards interpolated. We set further the vector strength to 0.2 for a frequency of 10
kHz and extended the curve linearly to that value. (b) The corresponding temporal
dispersion given by equation (5.3) is shown.
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σ =
√−2 log(r)
2piωb
. (5.3)
For neurons in the nucleus magnocellularis (NM), Köppl (1997) showed that the vec-
tor strength decreases as a function of the stimulus frequency. We extracted the data
(loc. cit. Fig. 4 C) with the use of the Figure Digitizer (Cai, Hongxue (2006), Figure
Digitizer, MATLAB Central File Exchange) and afterwards interpolated them. Due to
the fact that the vector strength for frequencies greater than 7.7 kHz was not available,
we set for our purposes the vector strength at 10 kHz to 0.2 and extended the vector
strength linearly to that value. Fig. 5.2 (a) shows the extracted vector strength as a
function of frequency. The corresponding temporal dispersion is plotted in Fig. 5.2
(b). Since the coincidence detector neurons are exclusively tuned to their best fre-
quency ωb a characteristic vector strength rb is assigned to each coincidence detector.
5.1.2 Coincidence detector neurons
Each coincidence detector neuron is modeled as a leaky integrate and fire neuron
(LIF) with the membrane potential u. A spike or action potential is generated every
time the postsynaptic potential exceeds the threshold of ϑthres = −50 mV. The spiking
time ti with i ∈ N, the time at which the ith spike occurs, is recorded. This gives the
output spike train (tcoini )i of the coincidence detector unit. If a spike is generated at
the time tcoinl the membrane potential is set to the resting potential Vrest = −65 mV.
During two spike events the membrane potential is given by the differential equation
d
dt
u(t) = −u(t)
τm
+ I(t) (5.4)
where τm is the positive membrane time constant and I denotes the total input current
(Gerstner et al., 1996). For the coincidence detector neurons, we used a membrane
time constant of τm = 0.1 ms (Kempter et al., 1998). The total input current is modeled
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as the weighted sum of all incoming spikes after the last spike event at tcoinl and an
absolute refractory period of tref = 1 ms until the time t (Dasika et al., 2005), i.e.
I(t) = g∑
i∈Jt
δ0(t− ti) (5.5)
where δ0 is the Dirac delta function and the set Jt describes the index set of all input
spikes that arrived after the refractory period following the previous spike until the
time t, i.e.
Jt =
{
n ∈N; tcoinl + tref < tn 6 t
}
. (5.6)
The weighting factor g denotes the synaptic weight and is given in mV. The synaptic
weighting factor is chosen such that the coincidence detector neuron distinguishes
between an input spike train phase-locked to the phase of its best frequency and
an input spike train resulting from a homogeneous Poisson process. Therefore, we
generated spike trains phase-locked to best frequencies between 0.5 and 10 kHz in a
step size of 0.5 kHz (see Section 5.1.1) and calculated the responses of the coincidence
detector neurons according to the LIF model described above (see equations (5.4) and
(5.5)) for synaptic weighting factors between 1.75 and 2 mV with a resolution of 0.01
mV. In particular, the number of output spikes cphase(ωb, g) for the various factors was
recorded. The same was done with spike trains resulted from a homogeneous Poisson
process, called homogeneous spike trains, where the numbers of output spikes for the
different tested factors are denoted by chom(ωb, g). The optimal synaptic weighting
factor was chosen as
gopt = arg min
g
{
min
ωb
{
cphase(ωb, g)
chom(ωb, g)
}}
. (5.7)
This choice guaranteed that the coincidence detector neurons, modeled as LIF neu-
rons, discharged distinctively more if spikes, locked to a certain phase corresponding
to a frequency between 0.5 and 10 kHz, arrived synchronously. Our simulation re-
sulted in an optimal synaptic weighting factor of gC = 1.98 mV.
This LIF model was used to compute the output spike trains of different coincidence
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detector neurons which project onto the integrator neuron. We simulated only a co-
incidence detector neuron with a best ITD of 0 µs. The ouput of coincidence detector
neurons with best ITDs tb 6= 0 was generated by a translation of simulated spike
trains. In the following, we explain this procedure in detail.
We simulated 20 coincidence detector neurons with best frequencies varied from 0.5
to 10 kHz with a 500 Hz resolution for sound ITDs ranging from −1020 to 1020 µs in
15 µs steps. Since the contralateral phase of a nonzero best ITD tb can be calculated
by the contralateral phase to a zero best ITD according to
θ
tb,ωb
contra(ts) = − (ts − tb)ωb − b− (ts − tb)ωbc
= θ0,ωbcontra(ts − tb), (5.8)
the output spike trains of all coincidence detector neurons were calculated with a best
ITD tb = 0 µs. For example, the output spike train of a coincidence detector neuron
with a best ITD of tb = 100 µs to a sound ITD of 300 µs can be obtained as the spike
train of a coincidence detector neuron with a best ITD of 0 µs at a sound ITD of
ts − tb = 200 µs. Additionally, we see that for all k ∈ Z
θ
tb,ωb
contra
(
ts − k
ωb
)
=
(
tb − ts + kωb
)
ωb −
⌊(
tb − ts + kωb
)
ωb
⌋
= (tb − ts)ωb + k− b(tb − ts)ωb + kc
= θtb,ωbcontra(ts), (5.9)
due to the fact that bx+ kc = bxc+ k for all k ∈ Z and all x ∈ R. If |ts− tb| > 1020 µs,
the contralateral phase can be calculated by equation (5.9). Considering a coincidence
detector neuron with a best ITD of 200 µs and a best frequency of 2.5 kHz. If the
sound ITD ts is equal to −900 µs, then the difference ts− tb is equal to −1100 µs. Due
to equation (5.9), the spike train of this coincidence detector neuron is for instance
given by the spike train of the coincidence detector neuron with a best ITD of 0 µs at
a sound ITD of
ts − tb − kωb = ts − tb − k · 400 =k=−1 −700 µs.
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Fig. 5.3 (a) shows the tonal tuning curves of the modeled coincidence detector neu-
rons, which show the expected cyclic tuning to ITDs (see yellow and red curves).
Since, on the one hand tone stimuli are mainly sinusoidal with a period equal to the
inverse of the used frequency and on the other hand coincidence detection is similar
to a multiplication the response of the narrowly tuned neurons varies periodically
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Figure 5.3: ITD tuning curves of coincidence detector neurons: (a) Simulated tonal
ITD tuning curves of coincidence detector neurons with a best ITD of 0 µs and a
best frequency ωb modeled as a LIF neuron are plotted. Each tonal ITD tuning curve
corresponds to a different best frequency varied from 0.5 up to 10 kHz in 500 Hz
steps. For ITDs between −900 and 900 µs in a 30 µs resolution, spike trains phase-
locked to the given best frequencies are generated and the corresponding number of
occurring spikes is recorded. While the red line denotes the tonal tuning curve for a
best frequency of 1 kHz, the yellow line depicts the tonal tuning curve corresponding
to a best frequency of 2.5 kHz. All tonal tuning curves vary sinusoidally with a
period equal to the reciprocal of the corresponding best frequency with a common
peak at 0 µs. (b) The sum of the tonal tuning curves depicted in left plot is shown.
The common peak at 0 µs is clearly discernible.
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with the ITD. For example, for a coincidence detector neuron with a best frequency
of ωb = 2500 Hz the tonal tuning curve varies sinusoidally with a period of 400 µs
(yellow line in Fig. 5.3 (a)). Additionally, a common peak is found at the best ITD
tb = 0 µs for all coincidence detector neurons which is also discernible in the sum of
all tonal tuning curves (Fig. 5.3 (b)).
5.1.3 Integrator neuron
The second stage of our linear across-frequency integration model consists of an inte-
grator unit receiving spike trains from M afferent coincidence detector neurons with
different best ITDs and best frequencies (right part of Fig. 5.1). This integrator neu-
ron is also modeled as a LIF neuron according to equation (5.4). In comparison to
the coincidence detector neurons, the spike timing is less important for an integrator
neuron, thus a larger membrane time constant is used. For our purposes, we set the
membrane time constant of the integrator neuron to τintm = 0.5 ms comparable with
the values used by Dasika et al. (2005) for neurons of the nucleus laminaris (NL) and
of the NM. Again, a spike or action potential is generated every time the postsynaptic
potential exceeds the threshold of ϑthres = −50 mV and the spiking time tintegi with
i ∈ N is recorded. The total input current of the integrator neuron Iinteg is the sum
of all incoming spikes over all afferent frequency channels represented by the nar-
rowly tuned coincidence detector units. If the integrator neuron receives input from
M coincidence detector neurons, we have
Iinteg(t) = gI
M
∑
j=1
Icoin,j(t) (5.10)
where Icoin,j(t) denotes the input current of the jth frequency channel and gI is the
corresponding synaptic weighting factor of the integrator neuron.
In contrast to the coincidence detector neuron, the total input current Icoin,j(t) of each
frequency channel is modeled such that an incoming spike from the jth frequency
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channel, i.e. the spike originated from a coincidence detector neuron with a best fre-
quency ωbj , is weighted by a frequency dependent factor g0(ωbj). The weighting is
chosen to guarantee that each afferent frequency channel contributes equally to the
total input current of the integrator neuron. In particular, the weighting factor g0(ωbj)
is defined as the quotient of an amplitude function a representing the frequency spec-
trum of the integrator neuron (cf. Definition (2.1.1)) and the maximal discharge rate
of the corresponding frequency channel Kmax. Thus, we have
g0(ωbj) =
a(ωbj)
Kmax(ωbj)
(5.11)
where Kmax(ωbj) = maxts
{TC(ts,ωbj)}. Recall that TC(ts,ωbj) denotes the discharge
rate of a coincidence detector neuron with best frequency ωbj to the sound ITD ts.
(see also Definition (2.1.3)). Consequently, the total input current of the jth frequency
channel is given by
Icoin,j(t) = g0(ωbj)∑
i∈J jt
δ0(t− tcoin,ji ) (5.12)
where the set J jt describes the index set of all input spikes from the frequency chan-
nel ωbj that arrived after an absolute refractory period of tref = 1 ms following the
previous spike event tintegl until the time t, i.e.
J jt =
{
n ∈N; tintegl + tref < t
coin,j
n 6 t
}
. (5.13)
Thus, the total input current of the integrator neuron can be represented by the fol-
lowing equation:
Iinteg(t) = gI
M
∑
j=1
∑
i∈J jt
g0(ωbj)δ0(t− t
coin,j
i ). (5.14)
The synaptic weighting factor gI of the integrator neuron is determined such that the
output of the integrator neuron is an affine transformation of the weighted input of
all frequency channels. For a sound ITD ts the weighted spike rate of all ascended
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coincidence detector neurons is given by the following equation:
TCw(ts) =
M
∑
j=1
g0(ωbj)TC(ts,ωbj). (5.15)
In Fig. 5.4 (a) the weighted input spike rate of 20 afferent coincidence detector neurons
with best frequencies ranged from 0.5 up to 10 kHz for sound ITDs between −900
and 900 µs is plotted. Note that the curve can also be obtained if the tonal tuning
curves of Fig. 5.3 (a) are weighted each by their maximum and summed up. The
peak is pronounced and the firing rate at both sides is relatively flat compared to the
unweighted sum in Fig. 5.3 (b).
To find the optimal synaptic weighting factor gI , we calculated the output spike rate
of the integrator neuron for input spike trains generated from a homogeneous Poisson
process with, spike rates similar to the weighted spike rate of the generated spike rates
of the coincidence detector neurons. Each input spike was weighted by the product
of the given synaptic weighting factor gI and the proportion of the average weighted
spike rate on the average spike rate, denoted by g1. In particular,
g1 =
∑
ts
M
∑
j=1
TC(ts,ωbj)
∑
ts
M
∑
j=1
g0(ωbj)TC(ts,ωbj)
. (5.16)
For example, if one would like to predict the output spike rate for the sound ITD ts
in response to the weighted input spike rate of all ascending frequency channels, a
homogeneous input spike train with a spike rate of
rspikes = g−11 · TCw(ts) = g−11 ·
M
∑
j=1
g0(ωbj)TC(ts,ωbj) (5.17)
is generated with single weights equal to g1.
For an integrator neuron with a flat amplitude function, i.e. a ≡ 1, we tested synaptic
weighting factors gI between 975 and 990 mV in a 1 mV resolution. For almost
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Figure 5.4: Parameters of the integrator neuron: (a) The weighted input spike rate of
20 afferent coincidence detector neurons with best frequencies ranged from 0.5 up to
10 kHz for sound ITD between −900 and 900 µs is plotted. The curve is calculated
according to equation (5.15). (b) The output spike rate (black circles) of the integrator
neuron driven by a homogeneous input spike train with a spike rate equal to the
weighted spike rate shown in (a). The synaptic weighting factor gI was set to 980 mV.
The regression line of these data, given by y = 26.6 · x− 213, represents the prediction
function of the output spike rate (red line). (c) The actual response of the integrator
neuron to the weighted input in (a) and the corresponding prediction (red dashed
line) computed by the prediction function in (b) are plotted. (d) The response of the
integrator neuron to a weighted input of 20 coincidence detector neurons with best
ITDs tbj given by tbj =
CP
ωbj
+ CD is shown. The CD is set to −150 µs and the CP to
0.25 cyc. The red dashed line is the estimate computed from the input rate by the
prediction function.
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all factors the output spike rates of the integrator neuron were well approximated
by affine transformations of weighted input spike rates generated by homogeneous
spike trains with spike rates rspikes between 3000 and 4500 spikes/s. Therefore, we
set gI to 980 mV to receive an average output spike rate of the integrator neuron
between 200 and 300 spikes/s. In Fig. 5.4 (b), the corresponding computed output
spike rates are plotted as a function of the weighted input spike rates (black circles).
The linear regression line of these data (red line) is used as the prediction function for
the output spike rate of the integrator neuron with a flat frequency spectrum. Fig. 5.4
(c) depicts a simulated (broadband) ITD tuning curve of the integrator neuron (black
solid line) driven by 20 coincidence detector neurons with a best ITD of 0 µs and best
frequencies ranged from 0.5 to 10 kHz in 500 Hz steps. The corresponding prediction
of the output spike rates based on the prediction function are also shown (dashed
red line). We see that the prediction function underestimates the actual output spike
rates, but results in a very similar shape of the tuning curve.
We also perform this calculation for a low-pass and a high-pass frequency spectrum.
For the low-pass case, the amplitude function was set to zero for frequencies greater
than 3.5 kHz, i.e. a(ωb) = 1 for ωb 6 3.5 kHz and a(ωb) = 0 for ωb > 3.5 kHz. The
obtained synaptic weight was glowI = 2350 mV. The high-pass synaptic weight was
smaller and set to ghighI = 1180 mV. Here, the amplitude function was set to zero for
frequencies smaller than 3 kHz.
5.2 Application of the MSE Fit Method
The aim was to validate the assumption that the CD and the CP of neurons arise by a
simple linear across-frequency integration model and that the systematic dependence
of the best ITD on the best frequency is responsible for the emergence of the CP and
the CD in the response behavior of a broadly tuned integrator neuron. Therefore, we
systematically varied the relation between the best ITD tb and the best frequency ωb of
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the ascending coincidence detector neurons by the following equation (Vonderschen
and Wagner, 2009):
tb =
ϕCP
ωb
+ tCD (5.18)
where tCD and ϕCP denote, respectively, the used CD and CP values. Similar to the
numerical experiments in Chapter 4, these values were chosen at random and uni-
formly distributed: the CD between −300 and 300 µs and the CP between −0.5 and
0.5 cyc. The corresponding output spike trains of the coincidence detector neurons
(tcoin,·i )i were taken according to the described procedure in Section 5.1.2 (cf. with the
equations (5.8) and (5.9)). For the systematic simulation of the output spike trains of
the integrator neuron, we used 20 ascending frequency channels represented by nar-
rowly tuned coincidence detector neurons with best frequencies varied from 0.5 to 10
kHz in 500 Hz steps. Sound ITDs ranged from −900 to 900 µs in 30 µs spacing. The
corresponding output spike trains of the coincidence detector neurons were conveyed
to the integrator neuron and the output spike train (tinti )i of the integrator neuron
was computed. Table 5.1 summarizes the used parameters for this simulations. The
number of spikes in each output spike train was recorded and the resulted broadband
ITD tuning curve of the integrator neuron was analyzed by the MSE fit method.
In total, 100 such broadband tuning curves were generated by the linear across-fre-
τm tref g g1
Coincidence
detector neuron
0.1 ms 1 ms 1.98 mV -
Broadband
integrator neuron
0.5 ms 1 ms 980 mV 0.0043
Low-pass
integrator neuron
0.5 ms 1 ms 2350 mV 0.0014
High-pass
integrator neuron
0.5 ms 1 ms 1180 mV 0.0033
Table 5.1: Overview of the used model parameters: The table summarizes the used
parameters for the implementation of the several LIF neurons.
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Figure 5.5: Broadband ITD tuning curves of the integrator neuron: (a)-(d) Four
simulated broadband ITD tuning curves of the integrator neuron (black solid lines)
and the corresponding CD-CP fit (red dashed line) obtained by the MSE fit algorithm
are plotted. The predefined CD and CP values, denoted by CD0 and CP0 as well
as the CD and CP estimates of the MSE fit algorithm, denoted by CD∗ and CP∗,
and the corresponding correlation coefficient cc between the CD-CP fit and the actual
broadband ITD tuning curve are given in the insets in the corresponding plots. The
predefined CD and CP values are reflected in the shape of the broadband tuning
curves. Additionally, the CD and CP estimates of the MSE fit method are in great
accordance with the predefined ones resulting in CD-CP fit highly correlated with the
analyzed tuning curve.
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quency model. In Fig. 5.5 some examples are shown. Note that an increase of the
firing rate after a strong decrease as it is seen in Figs. 5.5 (a)-(c) is not a typical re-
sponse behavior of a neuron (oral communication with C. Köppl at the 9th Götting
Meeting of the German Neuroscience Society). However, the used CD and CP values
were discernible and reflected in the shape of broadband ITD tuning curves of the
integrator neuron giving evidence for our linearity assumption. Furthermore, the es-
timated best CD and CP values by the MSE fit method were in great accordance with
the prescribed values. The resulted estimation errors were in the desired ranges, i.e.
errCD < 30 µs and errCP < 0.125 cyc (cf. Section 4.1.6).
This was also confirmed by Fig. 5.6 (a) and (b). Here, the predefined CD and CP
values were plotted against the estimates obtained by the MSE fit algorithm. The red
dashed lines indicated the accuracy thresholds for the estimation errors. For the CD
(Figs. 5.6 (a)), the mean estimation error plus the standard deviation obtained the
value 5.12± 3.62 µs. The results for the CP values are shown in Fig. 5.6 (b). Most
of the CP data were found between the two red dashed lines, seemingly with the
exception of two data points in the bottom right corner. However, these values are
also in great accordance due to the periodic nature of phase. The mean estimation
error of the CP values plus the standard deviation was given by 0.018± 0.013 cyc.
Additionally, we also determined the corresponding significance threshold. The BW
of the simulated integrator neurons were 9.5 kHz broad and we obtained a signifi-
cance threshold of 0.8532 if the upper 5%-percentile was used, i.e. ϑ5%(9.5) = 0.8532.
The correlation coefficient between the analyzed broadband ITD tuning curve and the
CD-CP fit was in all cases larger than this threshold. Note that this was also the case
if the upper 1%-percentile (ϑ1%(9.5) = 0.8848) was used.
The results obtained for the flat frequency spectrum carry over to the low-pass and
high-pass frequency spectrum. The results for both cases were summarized in Fig.
5.6 (c) and (d). Again, the predefined CD and CP values were plotted against the
estimates obtained by the MSE fit algorithm. All data points were in the bounded
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Figure 5.6: CD and CP stimates of the MSE fit method: The predefined CD (a) and
CP (b) values are plotted against the estimates obtained by the MSE fit algorithm from
broadband ITD tuning curves with a flat frequency spectrum. The red dashed lines
indicate the accuracy thresholds for the estimation error (cf. Section 4.1.6). The anal-
ogous scatter plots are shown for the CD (c) and CP (d) estimates of the broadband
ITD tuning curves with a low-pass (yellow circles) and a high-pass spectrum (black
circles). Almost all data points were in the dashed bounded area indicating a great
estimation performance of the MSE fit algorithm.
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areas (red dashed lines) indicating that the estimation errors for the CD and the CP
values were below the accuracy thresholds. Overall, the mean estimation errors were
higher than for the flat frequency spectrum. The mean estimation errors plus the
standard deviation were given by 6.36± 4.65 µs for the low- and by 5.88± 4.42 µs for
the high-pass estimates of the CD. For the CP those values were equal to 0.025± 0.018
cyc and 0.018± 0.014 cyc, respectively. Similar to the flat frequency spectrum, 100%
of the generated tuning curves satisfied the significance threshold with used upper
1%- or 5%-percentile, i.e. ϑ1%(7) = 0.9193 and ϑ5%(7) = 0.8919. However, in case of
a low-pass frequency spectrum where BW = 3 kHz, the corresponding significance
threshold was relatively high (ϑ5%(3) = 0.9640), and only 6% of the generated tuning
curves satisfied the upper 5%-percentile significance criterion.
In summary, the implemented simulation of the linear across-frequency model con-
firmed that our linear across-frequency integration assumption made in Chapter 2
can be implemented by LIF neurons, a simple nonlinear model for spiking neurons.
Furthermore, we showed that a basic two stage network model of LIF neurons com-
prising a layer of coincidence detector neurons projecting to an integrator neuron is
sufficient to describe the emergence of the CD and the CP in broadband ITD tuning
curves by a linear summation. One should keep in mind that our model only con-
sidered excitatory inputs, including additional inhibitory inputs could improve the
performance.
Chapter 6
Analysis of Experimental Data
by the MSE Fit Algorithm
The numerical experiments in the previous chapter revealed that the MSE fit algo-
rithm was superior to the other methods especially for SNRs greater than 10 dB re-
sulting in estimation errors significantly lower than the applied time spacing ∆t. In
Section 4.1.1, we showed that SNRs greater or equal to 20 dB are common in the mid-
brain of the barn owl (see equation (4.11)). Consequently, the MSE fit algorithm is an
appropriate algorithm to estimate the CD and the CP from experimental data of the
barn owl.
The subject of the following chapter is on the one hand an illustration of the applica-
bility of the MSE fit algorithm to experimental data from various animals and on the
other hand the systematic application of the MSE fit method to electrophysiological
data from the external nucleus of the inferior colliculus (ICx), the core of the central
nucleus of the inferior colliculus (ICcc), and from the auditory arcopallium (AAr) of
the barn owl.
While Section 6.1 is concerned with the general methods used for the data collection
as well as with the description of the procedures necessary for the (systematic) appli-
cation of the MSE fit method Section 6.2.1 exemplarily demonstrates our approach.
153
154
One example revealed that if a too small number of time samples is used for the data
acquisition, a derivation of meaningful CD and CP estimates is sometimes not possi-
ble. A finer time spacing, resulting in a finer frequency spacing, would be required
to obtain trustful estimates. In addition, data from the inferior colliculus (IC) of the
guinea pig and data from the central nucleus of the inferior culliculus (ICC) of the
cat were investigated, demonstrating that the MSE fit algorithm is also valid for the
estimation of the CD and the CP from mammalian data.
The results of the systematic application of the MSE fit method are summarized in Sec-
tion 6.2.2. Overall, the provided approximations, called the CD-CP fits, were highly
correlated to the analyzed broadband ITD tuning curves, especially for ICcc neurons.
If the corresponding correlation coefficient between the measured broadband ITD tun-
ing curve and its CD-CP fit was higher than the corresponding significance threshold,
the CD and the CP estimates were characterized as meaningful parameters and called
significant.
It has been observed in the literature (e.g. Kuwada et al. (1987); McAlpine et al. (1998))
that even in kernels, possessing neurons with characteristic phases and delay, a certain
percentage of neurons does not exhibit these features. Hence, an analysis extracting
or estimating the CD and the CP from tuning curves must provide criteria that allow
to assess whether the parameters are actually meaningful. Such a criterion should
take into account the bandwidth of the neuron. This is provided by the analysis in
Section 4.1.6 and will be employed below in a systematic manner.
Recall that for each neuron the significance threshold was computed individually for
its frequency spectrum characterized by its absolute bandwidth. The longest connect-
ed interval in which the frequency tuning was higher than a predetermined threshold
yield the absolute bandwidth. ICcc neurons were narrowly tuned with bandwidths
smaller than 2 kHz. Bandwidths of ICx and AAr neurons were computed with a
threshold dependent on the specific response behavior of each neuron. In particu-
lar, we set the threshold equal to the sum of the mean spontaneous firing rate plus
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twice its standard deviation. Consequently, high variability in the spontaneous ac-
tivity strongly influenced the bandwidths of these nuclei. However, the obtained
bandwidths were in great accordance with the literature (cf. Vonderschen and Wag-
ner (2009)), i.e. ICx and AAr neurons were broadly tuned with bandwidths ranging
from about 1.5 to 5 kHz.
The significance threshold of the computed bandwidth was also dependent on the
used upper percentile. Thus, we additionally recorded the minimal upper percentile
of a neuron which was defined as the smallest upper percentile for which the cor-
responding correlation coefficient of the CD-CP fit was still greater than the relevant
threshold. Notably, all ICcc neurons with a sufficiently broad bandwidth satisfied the
upper 1%-percentile significance criterion, i.e. the correlation coefficients of their CD-
CP fits were larger than the significance threshold based on the upper 1%-percentile.
Consequently, the CD and the CP estimates of the ICcc tuning curves were sound.
While the CD values were significantly negative, the CP estimates were as expected
centered around zero. In case of neurons from other nuclei, the resulting minimal
percentiles were broadly distributed, especially for the AAr. We investigated there-
fore the distributions of the CD and the CP estimates which passed either the upper
5%-percentile or the upper 20%-percentile significance criterion. The resulting distri-
bution of the CD and the CP estimates were in great accordance with known ranges,
especially with the data in the work of Vonderschen and Wagner (2012). CD and CP
values obtained for ICx neurons were centered around zero confirming that ICx neu-
rons had prevalent frequency independent ITD tunings (Takahashi and Konishi, 1986).
In case of the AAr, the CD estimates were similarly narrowly distributed around zero.
The corresponding CP estimates tended to be positive, following the findings of Von-
derschen and Wagner (2012).
A further advantage of the MSE fit algorithm was that it additionally provides the
optimal amplitude function for the estimated CD and CP. Furthermore, during the
calculation of the optimal CD and CP values the Fourier Transform of the measured
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broadband ITD tuning curve was also yielded. Recall that the frequency tuning of a
neuron measured at the fixed ITD t0 could be calculated by the use of either equa-
tion (6.2) or (6.3). Therefore, we further computed an approximation of the measured
frequency tuning curve according to these two equations. The prediction of the fre-
quency tuning curve based on the latter equation was called absolute value based
method and delivered rather poor approximations. The other approach was denoted
as amplitude based method and was superior in the prediction of frequency tuning
curves from ICcc and ICx neurons.
6.1 Methods
We systematically applied the MSE fit method to electrophysiological data from the
external nucleus of the inferior colliculus (ICx), the central nucleus of the inferior
culliculus (ICcc) and the auditory arcopallium (AAr) of the barn owl.
The broadband ITD and frequency tuning curves used in the systematic application
of the MSE fit method were collected as in the work of Christianson and Peña (2006),
Vonderschen and Wagner (2009, 2012) and Singheiser et al. (2012). In the following,
we will describe briefly the employed methods. Our description is largely taken from
the cited sources.
6.1.1 Data collection in the ICC
In particular, the ICcc data were kindly provided by Björn Christianson and were
already published in Christianson and Peña (2006).
Owl handling
The data collection was carried out with 16 adult barn owls (Tyto furcata) of both
sexes. The owls were anesthetized by intramuscular injection of ketamine hydrochlo-
ride (20 mg/kg Ketaject; Phoenix Pharmaceuticals, Mountain View, CA) and xylazine
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(2 mg/kg Xyla-Ject; Phoenix Pharmaceuticals). To maintain an adequate level of
anesthesia, additional injections of both anesthesias were given when needed. All
procedures followed the National Institutes of Health Guide for the Care and Use of
Laboratory Animals and were approved by the Animal Care and Use Committee of
the Institute.
Electrophysiology
ICcc neurons were recorded using tungsten electrodes (A-M Systems, Carlsborg, WA).
Their neural impulses were converted into transistor-to-transistor logic pulses by a
spike discriminator (SD1; Tucker-Davis Technologies, Gainesville, FL). Additionally,
an event timer (ET1; Tucker-Davis Technologies) recorded the timing of the pulses.
Stimulus synthesis and on-line data analysis was performed on a personal computer.
Recordings
Broadband stimuli (1-12 kHz) last 100 ms with 5 ms rise and fall times and were
presented once per second. Long broadband ITD tuning curves (rate ITD functions)
were obtained by sampling in 30 µs steps between −4000 and 2000 µs at an intensity
of 50 dB per sound pressure level. Note that one unit was sampled by a time spacing
of ∆t = 60 µs. 5 to 10 trials per ITD were used to construct the broadband ITD tuning
curves for each neuron and were presented in pseudorandom order. The mean firing
rate as a function of frequency (frequency tuning curve), at the same sound intensity
as the corresponding broadband ITD tuning curve, was also collected.
6.1.2 Data collection in the ICx and the AAr
The ICx and AAr data were kindly provided by Philipp Tellers (RWTH Aachen Uni-
versity, Aachen, Germany) and were not yet published. They have been collected as
described in the work of Singheiser et al. (2012) (ICx) and Vonderschen and Wagner
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(2009, 2012) (AAr).
Owl handling
Briefly, the data were obtained from 4 barn owls (Tyto furcata) of both sexes. A head
piece for stereotactic control was implanted before experiments. Owls were kept un-
der anesthesia during all surgical interventions (initial dosis: 0.065 mg/kg of atropine
sulfate; 15 or 30 mg/kg of ketamin, 1 mg/kg of diazepam). At the beginning and at
the end of each experiment, 0.06 mg/kg of buprenorphine was injected as analgesics.
During recordings, the anesthesia was kept light.
The stereotactic coordinates were given by the posterior edge of the head plate. For
the AAr, the coordinates were established further with respect to the optic tectum
(Cohen and Knudsen, 1995).
All procedures were approved by the Landespräsidium für Natur, Umwelt und Ver-
braucherschutz Nordrhein-Westfalen, Recklinghausen, Germany and complied with
the National Institutes of Health guidelines for animal experimentation.
Electrophysiology
For the AAr and ICx, extracellular recordings were obtained with epoxylite-insulated
tungsten microelectrodes (9–12 MΩ (AAr) or 12–18 MΩ (ICx), FHC, Bowdoinham,
ME, USA). Electrodes were advanced into the brain with a custom-built microdrive.
Electrophysiological signals were preamplified (custom-built device), amplified and
bandpass-filtered (300–5000 Hz, M. Walsh Electronics, Pasadena, CA, USA), digitized
(25 kHz, AD1, Tucker-Davis Technologies) and stored on a personal computer. Semi-
automatic spike sorting based on cluster analysis (BrainWare, Jan Schnupp, Tucker-
Davis Technologies) was performed on-line and refined for analysis off-line. Final
data analysis was done in Matlab using custom-written routines (MathWorks, Natick,
MA, USA).
159
Recordings
Experiments were conducted in an anechoic chamber (IAC 403A, Industrial Acous-
tic, Niederkrüchten, Germany). White noise bursts (0.1–25 kHz) and tone pips of
100 ms length with 5 ms cosine start and end ramps for dichotic stimulation were
used. Signals were sampled at 50 or 100 kHz, digital-to-analog converted, attenuated,
antialias-filtered (DA3-4, PA4, FT6, System II, Tucker-Davis Technologies), poweram-
plified (AX-590, Yamaha) and presented through calibrated earphones (MDR-E831LP,
Sony). The recordings started 400 ms before the stimulus presentation to determine
the spontaneous activity of a unit for the stimulus ITD.
For each neuron, the response to the noise stimuli with varying ITD (±1020, ±960,
±330 and ±270 µs, 30 or 10 µs) and the response to tonal stimuli of varying frequen-
cies (500 to 12500 Hz, 498-521 Hz steps) was recorded. Due to changes in the analysis,
the step size of the frequency tuning curves was changed during data acquisition.
Frequency tuning curves were collected by using tonal stimulus at the best ITD.
Stimuli were presented between 5 and 10 times in blockwise random order. Since AAr
neurons were more responsive to noise than to pure tones, five trials were normally
used with noise stimuli and 7–10 with pure tones. The broadband ITD and frequency
tuning curve were given by the average response firing rate of a unit in a response
window of 100 ms after stimulus onset plus response latency. Latency was deter-
mined using peri-stimulus time histograms with 1 ms bin size. The point in time at
which the response reached the half-maximal response level was defined as response
latency.
6.1.3 Data analysis
The whole data analysis was done using self-written Matlab routines (MathWorks).
For the application of our MSE fit algorithm (see Algorithm (3.3.3)), we only used
units with a significant broadband ITD and frequency tuning curve (Kruskal-Wallis
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test, p < 0.05). Additionally, the electrophysiological data of the ICx and the AAr
were further restricted by the mean spontaneous activity in order to account for the
high variability in the AAr data. In particular, neurons from the ICx and the AAr
were excluded from the analysis if the mean spontaneous activity was higher than
30% of the firing rate at the best frequency ωbest defined as the frequency at which
the frequency tuning curve reached its maximum. Note that the mean spontaneous
activity µspon was assessed by averaging the spike rates, recorded in a 400 ms window
before stimulus onset over all trials and all used stimulus ITDs. The corresponding
standard deviation σspon was also calculated. For the ICcc, the mean spontaneous
activity and its standard deviation were not available and the data were not further
restricted.
MSE fit method based analysis
The initial step of the subsequent analysis by the MSE fit method is the definition of
the search grid for the CD and the CP values. For the ITD ranges ±1020 and ±960 µs,
CD estimates t∗CD were determined between −500 and 500 µs. In the other cases we set
the search grid of the CD values to the given ITD range. Note that for all used search
grids for the CD a resolution of 1 µs was used. The CP estimates ϕ∗CP were restricted
to −0.5 and 0.5 cyc with a 0.001 cyc resolution.
Before the Fourier Transform was calculated, the broadband ITD tuning curve was
rectified by the corresponding mean firing rate ensuring a zero mean. In accordance
with the MSE fit algorithm (see Algorithm (3.3.3)), the Fourier Transform of the broad-
band ITD tuning curve was determined at the frequency samples ωl = l · ∆ω with
l ∈ {0, · · · , N} where the frequency spacing ∆ω was given by equation (3.115). For
example, if N = 34 with ∆t = 30 µs a frequency spacing of ∆ω = 483 Hz was ob-
tained.
The next step consisted of determining the optimal amplitude function c∗ at the fre-
quency samples ωl and the corresponding approximation error E(tCD, ϕCP) for each
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(tCD, ϕCP)-pair of the given search grid given respectively by equations (3.111) and
(3.103). In particular, E(tCD, ϕCP) is given by the discrete version
E(tCD, ϕCP) = 2 ·
N
∑
l=0
∆ω
∣∣∣b̂TC(ωl)e2pii(ωl tCD+ϕCP) − a∗(ωl)∣∣∣2 (6.1)
where a∗(ωl) = max
{
0;<
(
b̂TC(ωl)e2pii(ωl tCD+ϕCP)
)}
with l ∈ {0, · · · , N}. The values
of the (tCD, ϕCP)-pair, which resulted in the smallest approximation error, were the
optimal estimates for the CD and the CP denoted respectively by t∗CD and ϕ∗CP.
Assessment of the CD and CP estimates
Recall that the MSE fit algorithm additionally yielded an approximation of the ana-
lyzed broadband ITD tuning curve possessing a CD and a CP, called CD-CP fit. How-
ever, Section 4.1.6 showed that the MSE fit method will also find these parameters in
any data sets, resulting in a CD-CP fit with great accordance to the analyzed tuning
curve. Thus, we developed a significance criterion such that we were able to evaluate
the received CD and CP estimates. More precisely, if the correlation coefficient (cc)
between the measured broadband ITD tuning curve and the CD-CP fit was greater
than the significance threshold for the corresponding BW the CD and CP estimates
were assessed as meaningful parameters.
Analogous as for the numerical experiments (see Section 4.1.6), we computed for
the bandwidth of each neuron, 5000 random filtered noise curves, determined for
each the associated optimal approximation by a curve exhibiting a CD and a CP and
recorded the correlation coefficient of the fit with the random curve. The thresholds
ϑ for the upper 5%- or 20%-percentiles of the collected correlation coefficients were
used as the significance thresholds. Additionally, we calculated the thresholds ϑ for
the upper 1%- and ρ%-percentiles where ρ = 5 · j with j ∈ {1, · · · , 19} and recorded
the smallest upper percentile for which the correlation coefficient was greater than
the corresponding thresholds which we denoted as the minimal upper percentile of the
neuron.
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Determination of the bandwidth
A proper determination of such a threshold required firstly some information con-
cerning the bandwidth of the neuron. We defined the absolute bandwidth (BW) as the
longest connected interval at which the frequency tuning was higher than a predeter-
mined threshold. Usually the threshold was set to a certain portion of the peak firing
rate of the frequency tuning curve, i.e. mostly at the half height (see e.g Wagner et al.
(2002); Christianson and Peña (2006); Vonderschen and Wagner (2009)). However,
such a threshold is somehow arbitrary and dependent on the choice of the experi-
mentalist. Thus, we used the mean spontaneous activity and its standard deviation
for the computation of the bandwidth.
For the data of the ICx and the AAr the spontaneous activity and its standard devia-
tion were available. In this case the threshold was defined as the mean spontaneous
activity plus twice the standard deviation. The purpose of this approach was to re-
flect the response behavior and characteristics of the neuron by the used threshold.
For the ICcc data, the threshold was set to half of the maximum of the frequency
tuning curve, similarly as it was done in the works of Christianson and Peña (2006)
and Wagner et al. (2002). This was due to the fact that the spontaneous firing rates
were not available. Note that this threshold was quite conservative since, throughout
all auditory kernels in the midbrain, spontaneous activity contributes 5% of total ac-
tivity (Wagner, 1990). Thus the actual threshold should be much smaller resulting in
broader BWs and in a smaller significance threshold (see Section 4.2.4).
For neurons with a BW smaller than twice the frequency spacing ∆ω a significance
threshold was not calculated. In this case the BW comprised at the best only two
frequencies. Since we actually wanted to detect a linear behavior of the phase spec-
trum of the broadband tuning curve, a reliable estimate could only be expected if
sufficiently many relevant frequencies were included. Here, at least three relevant
frequencies are needed for a meaningful estimation.
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Prediction of the frequency tuning
Besides the CD-CP fit, the MSE fit algorithm also delivered the optimal amplitude
function for the estimated CD and CP as well as the Fourier Transform of the mea-
sured broadband ITD tuning curve. In Section 2.2, we derived that the frequency
tuning of a neuron measured at the fixed ITD t0 can be represented by the following
to equations:
F(ω) = a∗(ω) cos(2pi [ω(t0 − t∗CD)− ϕ∗CP]) (6.2)
= 2∆ω|b̂TC(ω)| cos(2pi [ω(t0 − t∗CD)− ϕ∗CP]). (6.3)
Therefore, we further computed an approximation of the measured frequency tuning
curve according to both equations above. The correlation coefficient (ccF) between the
analyzed frequency tuning curve and the corresponding approximation was used to
quantify the quality of the estimated approximation of the frequency tuning. While
the approximation based on equation (6.2) was denoted as amplitude based approxima-
tion, the estimation based on equation (6.3) was, due to its dependency on the absolute
value of b̂TC(ω), called absolute value approximation.
6.1.4 Statistical analysis of the data
The statistical analysis of the obtained data was done in Matlab using custom-written
routines (MathWorks, Natick, MA, USA). For detailed description of the used statis-
tical test compare also with Stahel (2007).
6.2 Results
The systematic application of the MSE fit method to electrophysiological data is the
subject of Section 6.2.2. In the following section, we present some examples illus-
trating the validity of the approach and demonstrating the necessary conditions to
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estimate meaningful CD and CP values from a given broadband ITD tuning curve.
Note that the main results of Section 6.2.1 were already published in Lehmann et al.
(2014) where the included analysis was done by the first author.
6.2.1 Sample application of the MSE fit algorithm
to experimental data
The MSE fit algorithm was applied to electrophysiological data from the external nu-
cleus of the inferior colliculus (ICx), the central nucleus of the inferior culliculus (ICc)
and the auditory arcopallium (AAr) of the barn owl as well as to already published
data from the inferior colliculus (IC) of the guinea pig and to data from the ICc of
the cat. Figs. 6.1 and 6.3 present for each of these nuclei a measured ITD tuning
curve together with the approximation provided by the MSE fit algorithm (dashed
red line). Recall that an application of the significance thresholds required additional
bandwidth information, in particular, we determined the absolut bandwidth of the
neuron and the corresponding significance threshold for the upper 5%-percentile. If
the correlation coefficient between the CD-CP fit and the analyzed broadband ITD
tuning curve was higher than the bandwidth dependent threshold the CD and CP
estimates considered significant.
Sample application to data of the barn owl
Fig. 6.1 (a) and (d) contained a broadband ITD and frequency tuning curve of an ICc
unit of the barn owl; these data were published in Fig. 2 b and f of Bremen et al.
(2007). For this unit, the MSE fit algorithm provided an excellent approximation of
the tuning curve. Visual inspection of the frequency tuning in Fig. 6.1 (d) suggested
a rather narrow tuning around 5000 Hz. More precisely, a calculation based on the
spontaneous activity yielded a bandwidth of 2724 Hz. However, we needed to take
into account the temporal spacing, where we had N = 9 and ∆t = 30 µs. These
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values resulted in a frequency step size of about 1754 Hz and the minimal frequency
band containing at least three frequency samples centered around 5000 Hz would be
[3246; 6754] (in Hz). Therefore, a corresponding significance threshold was impossi-
ble to calculate. In summary, even though the correlation coefficient provided for this
example was excellent and the neuron was evidently ITD sensitive the conclusion of
our analysis was that the ITD curve was based on a too small number of data points
to allow a meaningful derivation of the CD and the CP.
In order to assess the quality of the fits in Fig. 6.1 (b) and (c), we determined the
thresholds relevant for N = 34 (for the ICx) or N = 32 (for the AAr) and ∆t = 30 µs.
For the ICx unit, the fit was interpreted as significant as soon as the absolute band-
width of the neuron exceeded 3606 Hz. The estimation of the BW from the frequency
tuning curve (Fig. 6.1 (e)) yielded a value of 4651 Hz and thus a sufficient BW for
the estimation of the CD and the CP (ϑ5%(4651) = 0.9085). At this point, recall that
we need to use criteria that allow to assess whether the CD and the CP estimates are
meaningful. The analysis by the significance criterion above provides such a criterion.
Regarding the data in Fig. 6.1 (c), for the correlation coefficient of 0.8997 to be signifi-
cant a bandwidth of 5424 Hz or higher would be necessary. This could be confirmed
by inspecting the frequency tuning curve determined for this neuron (Fig. 6.1 (f)).
Furthermore, the spontaneous activity criterion yielded a higher bandwidth of 8616
Hz.
Fig. 6.2 (a) and (b) also substantiated this conclusion. In Fig. 6.2 (a), the correla-
tion coefficient between the given ITD tuning curve and the CD-CP fit estimated by
the MSE fit algorithm for all considered CD and CP values was plotted. It could
be seen that there were numerous (tCD, ϕCP)-pairs for which the correlation coefficient
was close to one. This emphasized that the bandwidth of the neuron was too small
to allow a meaningful estimate. A finer time spacing (resulting in a finer frequency
spacing) would be required to obtain significant estimates. By comparison, Fig. 6.2
(c) and (d) showed an example where the relationship between bandwidth and time
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Figure 6.1: Electrophysiological data of the barn owl: (a)-(c) Three exemplary ITD
tuning curves (black solid line) together with the values of tCD and ϕCP (denoted by
CD∗ and CP∗) computed by the MSE fit algorithm (see insets) and the fits (red dashed
line) based on these values are shown. (d)-(f) The corresponding frequency tuning
(black solid line) to the above plotted ITD tuning curves are shown. The black dashed
line indicated the threshold for the bandwidth calculation (see Section 6.1.3), i.e. for
(d) 12.13 spikes/s, for (e) 8.3 spikes/s and for (f) 5.91 spikes/s. The resulting BW
and the corresponding significance threshold were given in the insets. The data in (a)
and (d) were published in Fig. 2 b and f in Bremen et al. (2007). In the other cases
the tuning curves were not yet published and have been collected as described in the
work of Singheiser et al. (2012) ((b)/(e)) and Vonderschen and Wagner (2012) ((c)/(f)).
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spacing allowed a meaningful estimate (according to the significance threshold). Here
the correlation plots no longer showed multiple candidates for maximal correlation.
Sample application to mammalian data
To demonstrate that the MSE fit method was also applicable to other species, we also
used this estimation method to analyzed mammalian electrophysiological data. Fig.
6.3 (a) and (c) contained a broadband ITD and frequency tuning curve of an IC unit
of the guinea pig; these data were published in Fig. 9 of McAlpine et al. (1996). The
corresponding frequency tuning at an ITD of 200 µs was reconstructed from the mea-
sured tonal ITD tuning curves plotted in McAlpine et al. (1996), Fig. 9 A. In both cases
we extracted the data from the paper with the Figure Digitizer (Cai, Hongxue (2006),
Figure Digitizer, MATLAB Central File Exchange) and interpolated them in order to
ensure that the time spacing and frequency spacing was equidistant. For the guinea
pig the MSE fit algorithm estimated a CD of 185 µs and a CP of 0.022 cyc, which was
not too far from the values of 147 µs and 0.03 cyc reported in McAlpine et al. (1996).
Note that the difference in the CD was below the sampling interval of ∆t = 100 µs.
Thus, the difference between our results and the values in the original source was
below half of the ITD intervall ∆t which was considered as satisfactory.
Popelárˇ and Syka (1982) measured the spontaneous activity of IC neurons in guinea
pigs anesthetized by urethane. Following their results, we assumed that the sponta-
neous activity did not exceed 10 spikes/s. Assuming as well that IC neurons fired in
accordance with a Poisson process the threshold for the bandwidth calculation was
chosen as 16.32 spikes/s, which resulted in a bandwidth estimate of 684 Hz for the
neuron (Fig. 6.3 (c)). For this bandwidth the correlation coefficient had to be higher
than 0.9768 to be significant. Fig. 6.3 (a) confirmed that this was indeed the case.
Note that for lower spontaneous activity the bandwidth would be broader and the
corresponding significance threshold would decrease.
For the cat, we analysed ICc data which Tom Yin (University of Wisconsin, Madison,
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Figure 6.2: Dependence of the correlation coefficient on the chosen CD and CP
values: The correlation coefficient (cc) of the CD-CP fit with the ITD curve of (a) the
ICc and (c) the ICx unit of Fig. 6.1 was plotted for considered (tCD, ϕCP)-pairs. (b),(d)
The correlation coefficient cc was plotted as a function of the CP for fixed CDs (see
insets) corresponding to horizontal slices through the plots in (a) and (c). (a) and (b)
confirmed that there were various values of the CD tCD and the CP ϕCP which delivered
a correlation coefficient greater than 0.9. In contrast, in (c) and (d) there were only
one (tCD, ϕCP)-pair which delivers a correlation coefficient greater than the significance
threshold ϑ5%. For the ICc unit ϑ5% could not be calculated due to the small number
of data points.
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Figure 6.3: Mammalian electrophysiological data: ITD and frequency tuning curves
(solid black lines) of an IC unit of the guinea pig ((a),(c)) and of an ICc unit of the
cat ((b),(d)). The data were published before for the guinea pig by McAlpine et al.
(1996) (see their Fig. 9 B) and for the cat by Yin et al. (1986) and Chan et al. (1987) (see
their Figs. 1 C and 3 B, respectively). (a),(c) Each tuning curve was taken by using
the Figure Digitizer (Cai, Hongxue (2006), Figure Digitizer, MATLAB Central File
Exchange) and afterwards interpolated. In (a) the corresponding CD-CP fit (dashed
red line) was plotted and the values of the CD and the CP were shown in the inset.
The resulting absolute estimation error were errCD = 38 µs < ∆t = 100 µs and
errCP = 0.008 cyc < 0.125 cyc. The dashed black line in (c) indicated the threshold for
the bandwidth calculation, i.e. 16.32 spikes/s. The resulting bandwidth (BW) and the
corresponding significance threshold were shown in the inset. (b),(d) Data from an
ICc unit in the cat. Tom Yin (University of Wisconsin, Madison, USA) kindly provided
us with the data. Just as before, the corresponding CD-CP fit (dashed red line) as well
as the values of tCD and ϕCP computed by the MSE fit algorithm were plotted. In this
case the resulting absolute estimation error were errCD = 78 µs < ∆t = 200 µs and
errCP = 0.049 cyc < 0.125 cyc. For the cat, the threshold for the bandwidth calculation
(dashed black line) in (d) was about 0.30 spikes/s.
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USA) kindly provided us. The ITD tuning (Fig. 6.3 (b)) was previously published in
Yin et al. (1986) in their Fig. 11 B and the corresponding frequency tuning (Fig. 6.3
(b)) was published in Fig. 3 A of Chan et al. (1987). For the cat’s ICc data, the MSE fit
algorithm estimated a CD of 350 µs and a CP of −0.151 cyc which fit in the expected
ranges (errCD < 200 µs and errCP < 0.125 cyc), and was close to the values of 428 µs
and −0.20 cyc reported in the publications mentioned above. Due to the fact that the
ICc neurons in Yin and Kuwada (1983) and Chan et al. (1987) had a spontaneous rate
close to zero and this neuron indeed had zero spontaneous activity (T. Yin, personal
communication), the threshold for the absolute bandwidth calculation (Fig. 6.3 (d),
black dashed line) was chosen in this case as 1% of the maximal discharge rate of the
frequency tuning yielding an absolute bandwidth of 974 Hz. The fit for the cat’s ICc
unit was significant because for this absolute bandwidth the significance threshold
was ϑ5%(974) = 0.8990.
6.2.2 Systematic application of the MSE fit algorithm
to experimental data
The subject of this section is the systematic application of the MSE fit algorithm. As
in the previous section, we estimated the CD and the CP from electrophysiological
data from various midbrain and forebrain kernels of the barn owl. In particular, we
investigated the broadband ITD tuning as well as the frequency tuning of neurons
from two midbrain kernels, the ICcc and the ICx, and from a kernel in the forebrain,
the AAr.
In total, tuning curves from 24 ICcc, 131 ICx and 244 AAr units were available. Due
to the fact that the broadband ITD tuning and the frequency tuning were necessary
for the determination as well as for the quality assessment of the CD and the CP es-
timates of the neurons, we only used units where both types of tuning curves were
significant. Therefore, only 13 ICcc units were included in the systematic MSE fit
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analysis.
Since some units, especially in the AAr, had highly variable firing rates the data from
the ICx and the AAr were further reduced. This also included responses influenced
by unwanted movements of the animals. Only units with a mean spontaneous firing
rate smaller than 30% of the peak firing rate were analyzed by the MSE fit method.
Thus, the CD and the CP was estimated from 80 ICx and from 82 AAr neurons. Note
that this criterion was not applied to the ICcc data since the spontaneous firing rate
was not available.
The systematic analysis of the remaining neurons was done as in the previous sub-
section. In particular, the MSE fit algorithm was applied to each measured broadband
ITD tuning curve. The obtained CD and CP estimates were further investigated by
calculating for each neuron the correlation coefficient between the obtained CD-CP fit
and the analyzed tuning curve and the bandwidths dependent significance threshold.
We interpreted the estimates for the CD and the CP as meaningful or significant if the
corresponding correlation coefficient was higher than the used significance threshold.
CD-CP fits are highly correlated to the analyzed ITD tuning curves
Recall that in Section 6.2.1, the obtained CD-CP fits were in great accordance with
the measured broadband ITD tuning curves, resulting in high correlation coefficient
values. In Fig. 6.4, the distributions of the correlation coefficient between these two
tuning curves were shown for the two midbrain kernels (Fig. 6.4 (a) and (b)) and for
the forebrain kernel (Fig. 6.4 (c)).
For the ICcc, the correlation coefficients were significantly larger than 0.95 (t-test,
p = 0.0041) with a median of 0.967 (lower and upper quartile at 0.957 and 0.975,
respectively). Similar results were also obtained for the other two kernels. While the
median of the ICx units was significantly higher than 0.9 (t-test, p < 0.0009) with
a lower and upper quartile at 0.893 and 0.976, respectively, the median for the AAr
neurons was significantly higher than 0.85 (t-test, p = 0.0013, lower and upper quartile
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Figure 6.4: Distributions of the correlation coefficient: The distributions of the cor-
relation coefficient between the analyzed broadband ITD tuning and the CD-CP fit
given by the MSE fit algorithm for the ICcc (a), the ICx (b) and the AAr data (c)
are shown. The distributions were significantly different (Kolmogorov-Smirnov test,
p < 0.04) where the median of the AAr data was significantly smaller than the me-
dians of the other nuclei (Wilcoxon rank sum test, p < 3.5 · 10−8). Note that units
with an absolute bandwidth smaller than twice the frequency spacing ∆ω were not
excluded in the shown data.
were 0.824 and 0.917, respectively). A Kolmogorov-Smirnov test revealed that the
three distributions of the obtained correlation coefficients were significantly different
(p < 0.036). Additionally, the median of the AAr data was significantly smaller than
the ones for the other two kernels (Wilcoxon rank sum test, p < 3.5 · 10−8).
Bandwidth of the ICcc neurons are in the expected ranges
The calculated correlation coefficient between the CD-CP fit and the measured broad-
band ITD tuning curve was the basis of the subsequent assessment of the given CD
and CP estimates. We used the criterion for the calculated values described in Section
4.1.6. The CD and the CP estimates were meaningful parameters and called signifi-
cant if the correlation coefficient between the analyzed broadband ITD tuning curve
and its CD-CP fit obtained by the MSE fit algorithm was greater than the correspond-
ing significance threshold. Recall that for each neuron the significance threshold was
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computed individually for its frequency spectrum characterized by its absolute band-
width. The (absolute) bandwidth was defined as the longest connected interval at
which the frequency tuning was higher than a predetermined threshold.
In case of the ICcc neurons this threshold was defined as the half of the maximum
firing rate of the frequency tuning curve. Fig. 6.5 (a) shows the distribution of the re-
sulted bandwidths. Visual inspection of the distribution suggested that the obtained
bandwidths were smaller than 2 kHz. This was also confirmed by a t-test, i.e. the
BWs of the ICcc neurons were significantly smaller than 1.5 kHz (p = 4.9 · 10−4). The
median BWs was 0.9 kHz with a lower and upper quartiles of 0.5 and 1.3 kHz, re-
spectively. Due to the fact that we used the same threshold as Christianson and Peña
(2006) for the bandwidth calculation the results obtained here were comparable.
For the evaluation of the CD and the CP estimates of the MSE fit algorithm only units
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Figure 6.5: Bandwidth distributions: The distributions of the resulting absolute
bandwidths (BW) for the ICcc (a), the ICx (b) and the AAr data (c) are shown. The
absolute bandwidth was the longest connected interval at which the frequency tuning
was higher than a predetermined threshold. In case of the ICcc data, the threshold
was set to 50% of the maximal firing rate. The thresholds for the ICx and AAr data
were equal to the mean spontaneous activity plus twice the standard deviation. The
distributions were significantly different (Kolmogorov-Smirnov test, p < 3 · 10−6) and
the distributions of the ICx and AAr data were distinctively broader.
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with a bandwidth greater or equal to 2∆ω could be used for smaller bandwidths a
reliable estimate was not guaranteed. For the ICcc, this was only the case for two
neurons with BWs smaller than 350 Hz.
High variability in spontaneous activity strongly influenced the bandwidths of ICx
and AAr neurons
Fig. 6.5 (b) and (c) showed the bandwidth distributions for the ICx and the AAr neu-
rons. The absolute bandwidths for these neurons were computed in the same way as
for the ICcc with the exception that the thresholds were set to the mean spontaneous
activity plus twice the standard deviation. Thus, the obtained absolute bandwidths
for these neurons were based on their corresponding spontaneous firing rates. A
high mean spontaneous firing rate with a large variability resulted in a relative high
threshold, sometimes greater than the maximal firing rate. Consequently, the calcu-
lated absolute bandwidths of such neurons were quite narrow. Especially for the AAr
such neurons had bandwidths often smaller than 1 kHz or in some cases equal to
zero, making a validation of the estimated CD and CP values impossible (red squares
above the dotted line in Fig. 6.6 (b)).
Due to the fact that we excluded neurons with a mean spontaneous firing rate higher
than 30% of the peak firing rate from the analysis, a large number of narrow frequency
tuned neurons was not considered. Fig. 6.6 showed that this reduction criterion in-
deed excluded units with an absolute bandwidth equal to zero or smaller than twice
the frequency spacing (red squares). However, there remained still some units with
bandwidths smaller than 2∆ω. For most of these neurons only short broadband ITD
tuning curves were available, i.e. the tuning curve was given at ITDs between −300
and 300 µs with a time spacing of 30 or 10 µs. Such a small sampling rate yielded
in a large frequency spacing. For instance N = 27 and ∆t = 10 µs resulted in a
rough frequency spacing of ∆ω = 1818 Hz. In this case, the smallest BW which can
be used for the assessment of the quality of the obtained CD and CP estimates was
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Figure 6.6: Influence of the variability of the mean spontaneous firing rate: The
ratio of the mean spontaneous firing to the peak firing rate of the frequency tuning
curve was plotted against the absolute bandwidth (BW) given in kHz of each neuron.
The calculated ratios for the ICx (a) and the AAr (b) neurons were shown. Neurons
with a mean spontaneous firing rate greater than 30% of the maximum of the fre-
quency tuning were excluded from the MSE fit analysis. The dashed line indicated
the 30% threshold. Red squares denoted that the estimated BWs were smaller than
twice the corresponding frequency spacing ∆ω making a meaningful computation
of a significance threshold impossible. For neurons with BWs greater or equal than
2∆ω for the BW of each neuron the smallest upper percentile ρ in %, for which the
corresponding correlation coefficient between the CD-CP fit and analyzed broadband
ITD tuning curve was still higher, was determined. The results were clustered in the
ranges 1 6 ρBW 6 5 (black circles), 5 < ρBW 6 20 (blue circles), 20 < ρBW 6 95 (yel-
low circles) and ρBW > 95 (green triangles) where ρBW was given in %. As desired,
neurons with BWs 6 1 kHz and smaller than 2∆ω laid above the 30% threshold.
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3.6 kHz broad. Consequently, for these sampling setting a significance threshold for
bandwidths smaller than 3.5 kHz was not adequate. A visual inspection of Fig. 6.6,
especially the left one (ICx data), revealed that there were various neurons with BWs
between 1.5 and 3.5 kHz which were characterized as too narrow for the significance
threshold calculation.
Bandwidths of ICx and AAr neurons are broadly distributed
In comparison to the ICcc data the distribution of the bandwidths in the ICx was
much broader (Fig. 6.5 (b)) where the majority of the units had BWs between 1.5
and 5 kHz. This was also confirmed by a t-test which revealed that the BWs of ICx
neurons were significantly smaller than 4.8 kHz (p = 0.0083). The median was at 3.6
kHz with a lower and upper quartile of 2.7 and 5.4 kHz, respectively. Since our used
thresholds for the bandwidth calculation were significantly smaller than 30% of the
peak firing rate of the frequency tuning curve (t-test, p = 0.0225) with a median equal
to a 20% threshold, our results were comparable to the findings of Vonderschen and
Wagner (2009) for their 25% threshold (BWs ranged from 2.5 to 4.5 kHz). Note that a
20% threshold meant that the threshold for the BWs calculation was set to 20% of the
peak firing rate of the frequency tuning.
In case of the AAr, the obtained BWs were significantly smaller than 3.5 kHz (t-
test, p = 0.0031). The median was at a BW of 2.4 kHz with a lower quartile at 1.7
kHz and an upper quartile at 3.3 kHz. These findings were similar to the results
of Vonderschen and Wagner (2009) obtained by their 50% threshold, i.e. neurons
had BWs between 2 and 4 kHz. A t-test also confirmed the comparability, since
the thresholds used for the BW computation of the AAr neurons were significantly
smaller than 50% of the peak firing rate (p = 0.0003) with a median equal to 0.4.
Furthermore, a Kolmogorov-Smirnov test revealed that the bandwidth distributions
for all three investigated kernels were significantly different (p < 3 · 10−6). While the
median of the calculated BWs of the ICcc neurons were significantly smaller than the
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medians for the other nuclei, the median of the AAr was significantly smaller than
the one of the ICx (Wilcoxon rank sum test, p < 1.5 · 105). These findings somehow
contradicted the broader distribution of BWs for AAr neurons in Vonderschen and
Wagner (2009). However, this difference was due to the fact that we used a different
threshold for each neuron and, therefore, also for each nucleus. An advantage of
our approach is that the individual firing properties of each neuron can be taken into
account.
CD and CP estimates from ICcc tuning curves are sound
Before we were able to validate the estimated CD and CP values the calculation of the
significance threshold of the corresponding BW for a predefined percentile was nec-
essary. Therefore, we calculated for each BW the thresholds ϑ(BW) for the upper 1%-
and upper ρ%-percentiles where ρ = 5 · j with j ∈ {1, · · · , 19}. The smallest upper
percentile for which the correlation coefficient was still greater than the correspond-
ing thresholds was assigned to the BWs, which we denoted as the minimal upper
percentile ρBW. In Fig. 6.7, the distribution of the obtained percentiles were plot-
ted for the two midbrain kernels and the forebrain kernel. Note that the units with
BW < 2∆ω were not included. Since we only calculated the thresholds up to an upper
95%-percentile, we set the smallest percentile to 110% if the corresponding correlation
coefficient (cc) was still smaller than the threshold of the upper 95%-percentile, i.e
ϑ95%(BW) > cc.
For the ICcc (Fig. 6.7 (a)) all investigated neurons with a sufficient broad BW (in total
11 units) satisfied the upper 1%-percentile significance criterion indicating that a large
number of time samplings l · ∆t with l ∈ {−N, . . . , N}, e.g. N = 80 and ∆t = 30 µs,
resulted in meaningful and reliable CD and CP estimates by the MSE fit algorithm.
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Minimal upper percentiles of ICx and AAr neurons are broadly distributed
In contrast, the distributions of the assigned upper percentiles for the ICx and AAr
neurons were distinctively broader (Fig. 6.7 (b) and (c)). For the ICx data, we found
two types of neurons. In particular, neurons had either a minimal upper percentile
ρBW 6 20% or ρBW > 30%. Neurons with a minimal upper percentile of 25% or 30%
did not occur (Fig. 6.7 (b)). The median of the minimal upper percentile was equal to
10% (upper and lower quartiles were 5% and 40%, respectively). A t-test revealed that
the minimal upper percentiles ρBW of the ICx units were significantly smaller than
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Figure 6.7: Distributions of the minimal upper percentiles: The distributions of the
minimal upper percentiles ρBW for the ICcc (a), the ICx (b) and the AAr data (c) were
plotted. The upper percentile ρBW (in %) was defined as the smallest upper percentile
for which the correlation coefficient was still greater than the thresholds assigned to
the BW of the neuron. Note that units with BW < 2∆ω were not included in the
data above. If the correlation coefficient between the broadband ITD tuning curves
and the CD-CP fit was still smaller than the upper 95%-percentile threshold we set
ρBW = 110%. Notably, all neurons of the ICcc fulfilled the upper 1% significance
threshold indicating that the CD and the CP estimates were meaningful parameters.
The distributions were significantly different among each other (Kolmogorov-Smirnov
test, p < 1.7 · 10−5) where the distributions of the ICx and AAr data were distinctively
broader.
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30% (p = 0.0335). However, the AAr neurons did not exhibit such a clear separation
of the minimal upper percentiles. Moreover, the corresponding distribution was fairly
broad and highly variable (Fig. 6.7 (c)). This was also confirmed by a two-sample F-
test (cf. Stahel (2007)), i.e. the variance of the minimal upper percentiles obtained
for the AAr neurons were significantly higher than for the other nuclei (p 6 0.0044).
These findings were largely owing to the high variability of (spontaneous) firing rates
from AAr neurons. In particular, highly variable mean spontaneous activity resulted
in rather small estimates of BWs. Recall that the significance threshold decreased with
increasing BW (see Section 4.2.4), thus resulting in larger minimal upper percentiles.
The median of the minimal upper percentiles was at 60% with a lower quartile of 10%
and an upper quartile of 80%. Especially, ρBW was only significantly smaller than
an upper 55%-percentile (t-test, p = 0.0284). Furthermore, the three distributions
in Fig. 6.7 were significantly different among each other (Kolmogorov-Smirnov test,
p < 1.7 · 10−5).
CD estimates of ICcc neurons are significantly negative
At this point, we were able to validate the calculated CD and CP values by the MSE
fit algorithm. In Fig. 6.8, the distributions of the significant CD and CP estimates
for the upper 5%-percentile (white bars) and the upper 25%-percentile (grey bars)
were shown. Recall that all ICcc neurons satisfied the upper 1%-percentile criterion.
Therefore, the distributions remained the same for the stated percentiles above and
were only depicted in grey (Fig. 6.8 (a) and (d)). The CD estimates for the ICcc
neurons were significantly negative (t-test, p = 0.0111) with a median of −80 µs
(lower and upper quartiles at −113 and 18 µs). Most of ICcc neurons had a CP of
zero. The median CP was at −0.01 cyc with a lower and upper quartile at −0.03
and 0.03 cyc, respectively. It seemed that the CP estimates tended to be negative
(Fig. 6.8 (d)). To confirm this observation we applied a Rayleigh test to the CP data
which investigated whether the data were uniformly distributed around the circle
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(null hypothesis) or not. If the null hypothesis was rejected the data were significantly
not distributed uniformly around the circle. For the CP estimates of the ICcc neurons
this was not the case (p = 0.0656). Note that we used the implemented Rayleigh test
in the Circular Statistics Toolbox (Directional Statistics; Berens, Philipp (2006, updated
in 2012), MATLAB Central File Exchange).
CD and CP estimates of ICx neurons are centered around zero
The corresponding distributions of the estimates for the CD and the CP of the ICx
neurons were plotted in Fig. 6.8 (b) and (e). In total, 27 units of the 60 remained units,
i.e. neurons had BWs greater than twice the frequency spacing and the mean sponta-
neous firing rate was smaller than 30% of the peak firing rate of the frequency tuning,
satisfied the upper 5%-percentile criterion (white bars). By the upper 20%-percentile
significance threshold, the CD and the CP estimates of 41 neurons were characterized
as meaningful parameters. Units which only passed the latter significance criterion
were represented by grey bars in Fig. 6.8 (b) and (e). A visual inspection of the distri-
bution of the CD estimates (Fig. 6.8 (b)) suggests that the CD values of ICx neurons
were more or less centered around zero with a distinct tendency to positive values.
The median was located at 20 µs (lower and upper percentiles at −4 and 31 µs) for
the upper 5%-percentile threshold and at 12 µs for the upper 20%-percentile threshold
(lower and upper percentiles at −16 and 32 µs). A sign test also confirmed that the
median of both criteria was not significantly different from zero (p > 0.05).
Similar observations were made for the distribution of the CP estimates (Fig. 6.8
(e)). In particular, a high ratio of ICx neurons had a CP near zero with 50% of the
CP estimates between −0.001 cyc (lower quartile) and 0.03 cyc (upper quartile) using
the upper 5%-percentile threshold (white bars, median at 0.02 cyc). For the upper
20%-percentile threshold, more negative CP estimates occurred (grey bars). In this
case, the median was equal to 0.01 cyc (lower and upper quartiles at ±0.03 cyc). The
Rayleigh test revealed for both significance thresholds that the distribution of CP es-
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Figure 6.8: Distributions of the estimated CDs and CPs: Distributions of the CD
(upper row) and the CP (lower row) estimates of the ICcc (left column), the ICx (mid-
dle column) and the AAr (right column) neurons were plotted for two different upper
percentiles significance thresholds. White bars represented the neurons which passed
the upper 5%-percentile criterion. Neurons with a correlation coefficient greater than
the significance threshold of the 20%-percentile were represented by the grey bars.
Since all investigated ICcc neurons fulfilled the upper 1%-percentile the distributions
were identical for both used upper percentiles. Thus, the corresponding distributions
of the CD and the CP estimates were depicted only in grey bars. A Kolmogorov-
Smirnov test revealed that the distributions of the CD estimates were not significantly
different with the exception for the CP estimates with a significance threshold based
on the upper 20%-percentile (p = 0.007).
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timates of ICx neurons was not significantly uniformly distributed around the circle
(p  0.001). Altogether, these findings were in great accordance with the ranges
found in the work of Vonderschen and Wagner (2012) (see their Fig. 4 a and b, lower
row) indicating that frequency independent ITD tuning is dominant in the ICx (Taka-
hashi and Konishi, 1986).
CD estimates of AAr neurons are narrowly distributed around zero
Fig. 6.8 (c) and (f) showed the results for the forebrain kernel. On the whole, for
12 of the 56 used AAr neurons, the significance threshold based on the upper 5%-
percentile was smaller than the corresponding correlation coefficient between the
analysed broadband ITD tuning curve and the CD-CP fit. If the upper 20%-percentile
was used, this was the case for 22 AAr neurons (depicted in Fig. 6.8 (c) and (f) by grey
bars). Note that, especially in this nucleus, the small amount of significant CD and
CP estimates resulted from the high variability of the tuning curves (see the discus-
sion above and Fig. 6.6 (b)). The distribution of the estimated CD values was similar
to the one obtained for the ICx neurons which holds for both used percentiles. A
Kolmogorov-Smirnov test also confirmed this observation since the null hypothesis,
i.e. both data were the results of the same distribution, was not rejected with a p-value
of 0.61 for the upper 5%-percentile and 0.93 for the upper 20%-percentile. Although,
this findings were different to the findings of Vonderschen and Wagner (2012) where
the distributions for both kernels were significantly different, the CD estimates were
also distributed narrowly around zero. For the upper 5%-percentile, the median of
the CD estimates was equal to 2 µs where the lower and upper quartiles were given,
respectively, at −8 and 28 µs. 50% of the CD estimates were found in the range of
−17 µs (lower quartile) and 29 µs (upper quartile) if the upper 20%-percentile was
used. The median was at 8 µs. Additionally, a t-test also gave evidence for a narrow
distribution centered around zero. In particular, the CD estimates were not signifi-
cantly different from zero for both applied significance thresholds (p > 0.22).
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CP estimates of AAr neurons are rather positive
CP estimates of AAr neurons seemed to be rather positive (Fig. 6.8 (f)) similar to the
distributions of Vonderschen and Wagner (2012). However, a direct comparison did
not confirm this observations. In particular, the median for the more conservative
significance threshold (upper 5%-percentile) was given at 0.04 cyc (lower and upper
quartiles at −0.34 and 0.15 cyc, respectively). For the weaker significance threshold,
50% of the CP values ranged from −0.03 to 0.17 cyc (median at 0.07 cyc) indicating a
slight shift towards the positive cycles. Note that this was due to the fact that employ-
ing the upper 20%-percentile added neurons with positive CPs. Compared to the CP
values of AAr neurons obtained by Vonderschen and Wagner (2012), our estimates
were rather shifted to negative cycles, caused by 4 or 5 units (dependent on the used
significance threshold) with CP values smaller than −0.25 cyc. If these neurons were
neglected our findings are comparable. However, this diversity might be the result of
the small number of adequate neurons which satisfied the used significance thresh-
old.
In Fig. 6.9, the CP distribution of all neurons with a BWs greater than 2∆ω and a cor-
relation coefficient greater than the significance threshold of the upper 95%-percentile
was plotted. The median and the lower and upper quartiles were in the same ranges
as Vonderschen and Wagner (2012) found. A Rayleigh test revealed that only for the
upper 20%-percentile criterion the CP values were significantly not uniformly dis-
tributed around the circle (p = 0.028). Additionally, the distributions between the ICx
and AAr were only significantly different if the weaker significance threshold (upper
20%-percentile) was applied (Kolmogorov-Smirnov test, p = 0.007).
Absolute value based approximations are rather poor
A further advantage of the MSE fit algorithm was that besides the CD-CP fit the opti-
mal amplitude function for the estimated CD and CP as well as the Fourier Transform
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Figure 6.9: Distribution of the CP estimates of AAr neurons (upper 95%-percentile):
The distribution of the CP estimates of AAr neurons which passed the upper 95%-
percentile criterion is shown. 50% of the CD estimates were found between −0.08 cyc
(lower quartile) and 0.19 cyc (upper quartile) with a median of 0.09 cyc similar to the
findings of Vonderschen and Wagner (2012).
of the measured broadband ITD tuning curve was also provided. Recall that the fre-
quency tuning of a neuron measured at the fixed ITD t0 could be calculated by the
use of either equation (6.2) or (6.3). Therefore, we further computed an approxima-
tion of the measured frequency tuning curve according to both equations. Similar to
the broadband ITD tuning curve the correlation coefficient (ccF) between the analyzed
frequency tuning curve and the corresponding approximation was used to quantify
the quality of the estimated approximation of the tuning curve.
In Fig. 6.10, the resulting distributions of the correlation coefficients for the two ap-
proximation approaches and each investigated nucleus were shown. As for the distri-
bution of the CD and the CP estimates, we considered the two significance thresholds
based either on the upper 5%-percentile (white bars) or the upper 20%-percentile
(light grey bars). Additionally, we plotted the distribution of the ccF for all neurons
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with a sufficiently large bandwidth (BW > 2∆ω, dark grey bars). Since all inves-
tigated ICcc neurons with a sufficient broad BW satisfied the upper 1%-percentile
significance criterion, the distributions was for all higher upper percentiles the same.
Consequently, the distribution for this midbrain kernel was only depicted in light
grey bars.
In Fig. 6.10 (a), the correlation coefficients between the measured frequency tuning
and its fit obtained by the absolute value based approach were plotted. The result-
ing correlation coefficient values were centered around zero with a median of −0.03.
50% of the data were spread between −0.18 and 0.21 (lower and upper quartile, re-
spectively). Especially, the values were not significantly different from zero (sign test,
p = 0.55), indicating that the absolute value based method was rather poor for a pre-
diction of the frequency tuning curve.
Visual inspection of Fig. 6.10 (b) and (c) suggested that the distributions obtained for
the ICx and the AAr frequency data became broader with a bias towards negative
correlation coefficients. This was indeed the case if all neurons with a bandwidth
greater than 2∆ω were considered, i.e. the correlation coefficient values were signifi-
cantly negative in both kernels (sign test, p < 0.007). While 50% of the ICx data laid
between −0.33 and 0.10 (lower and upper quartile, respectively), 50% of the correla-
tion coefficient values from the AAr ranged from −0.36 and 0.15. However, if only
neurons were used which passed one of the two significance criteria the correlation
coefficients received by the absolute value based approximation were not significantly
negative anymore with exception for the AAr neurons. If the upper 5%-percentile cri-
terion was applied the values were again significantly negative (sign test, p = 0.006).
In the other cases, the correlation coefficient values were not significantly different
from zero, slightly centered around zero. Consequently, the absolute value based
approximation method was rather inferior in predicting the frequency tuning curve.
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Figure 6.10: Influences of the used frequency approximation methods: Histograms
of the correlation coefficients between the analyzed frequency tuning curve and its
approximation obtained by equation (6.3) (absolute value based approximation, upper
row) or by equation (6.2) (amplitude based approximation, lower row) plotted for
all investigated nuclei. Since all ICcc neurons (left column) fulfilled the upper 1%-
percentile significance criterion, the corresponding distributions were only depicted
in light grey (a) and (d). For the ICx (middle column) and the AAr (right column)
we also showed the data where the significance threshold based either on the upper
5%-percentile (white bars) or on the upper 20%-percentile (light grey bars) was used.
Dark grey bars symbolized the remained neurons with BW > 2∆ω.
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Amplitude based approximation is superior in the ICcc and ICx
The lower row of Fig. 6.10 summarized the results based on the amplitude based
approximation approach. In this case, the optimal amplitude calculated during the
estimation of the best CD and best CP by the MSE fit method was used to predict the
frequency tuning of each neuron.
For the ICcc (Fig. 6.10 (d)), the correlation coefficients between the prediction and
the actual frequency tuning curves were significantly higher than 0.7 (t-test, p =
0.019) where 50% of the data were found between 0.67 and 0.95 (lower and upper
quartile, respectively). Similar results applied to the ICx neurons (Fig. 6.10 (e)). The
correlation coefficients for these neurons were significantly positive, especially for
all conditions, they were significantly greater than 0.2 (t-test, p < 0.02). For both
significance thresholds, 50% of the values could be found between 0.2 (lower quartile)
and 0.76 (upper quartile) with a median of 0.65. In contrast, for the AAr neurons, the
distribution was more biased towards negative correlation coefficients (Fig. 6.10 (f)).
Over all adequate units the median was equal to −0.24 with a lower quartile at −0.38
and an upper quartile at 0.19. A sign test as well as a t-test confirmed this observation
(p < 0.003). In case of the upper 20% criterion, these results were carried over. In 50%
of the cases the correlation coefficients were greater than −0.62 and smaller than 0.09
(lower and upper quartile, respectively). However, for the conservative significance
threshold, none of these findings were applicable. Indeed, the correlation coefficient
values were not significantly different from zero. Altogether, the amplitude based
approximation method was superior in predicting the frequency tuning curves from
ICcc and ICx data than from the AAr data. This might be another result of the higher
variability in the firing rates of the latter.

Chapter 7
Discussion
The aim of this thesis was to develop methods to estimate the CD and the CP from the
broadband ITD tuning and/or from the frequency tuning curves of a neuron. Von-
derschen and Wagner (2012) already outlined the possibility to estimate the CD and
the CP from broadband ITD tuning curves. Following their reasoning, the approach
of this work was based on a linear relationship between broadband and tonal ITD
tuning, arising as a result of frequency integration. This relationship has often been
used implicitly or explicitly in the literature, see for instance Yin and Kuwada (1983);
Kuwada et al. (1987); Wagner et al. (1987); Shackleton et al. (1992); Batra et al. (1997);
McAlpine et al. (1998); Vonderschen and Wagner (2009, 2012). However, a formal rela-
tion was derived only recently by Goeckel et al. (2013). Note that some parts, mainly
composed by the first author, of this discussion were already published in Lehmann
et al. (2014).
The frequency tuning based algorithms
By the use of Fourier analytic methods we derived four different estimation algo-
rithms. Two algorithms, the FTA and the FAE algorithm, determined the CD and the
CP values by the use of the frequency tuning curves and the others, the Hilbert Trans-
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form based and the MSE fit algorithm, yielded the CD and the CP estimates solely
from broadband ITD tuning curves. Although in terms of overall performance, the
MSE fit algorithm was superior to all other estimation algorithms, both approxima-
tion methods based on frequency tuning curves provide alternative approaches for
the prediction of the CD and the CP, especially, if the data acquisition is already done
and an analysis concerning the CD and the CP parameters is needed.
The Hilbert Transform based algorithm
The analysis of the Hilbert Transform based algorithm revealed a new mathematical
interpretation of the CD and the CP via the analytic signal associated to the broad-
band ITD tuning curve, see Theorem 3.2.4. Recall that, the analytic signal I+ of the
broadband ITD tuning curve is calculated at first. The best CD is the time at which
the absolute value of I+ reaches its maximum and the phase of I+ at the best CD
delivered the best CP. This approach was similar to the envelope calculation of the
difference of the ITD tuning to correlated and anti-correlated stimuli, so-called difcor,
by Joris et al. (2005). There the envelope of the difcor was given by the amplitude of
the complex analytical function obtained from the difcor and its Hilbert Transform. In
this context the absolute value of I+ can be interpreted as the envelope of the broad-
band ITD tuning curve.
The approach via the analytic signal of the ITD tuning curve is conceptually appeal-
ing and easy to implement. Envelopes of tuning curves were already studied by
Agapiou and McAlpine (2008), and the interpretation of the CD as envelope shift and
the CP as phase-shift on the carrier frequency has also been observed there. How-
ever, in the general literature the envelope is rather regarded and studied as a feature
of signals, and moreover it is customary to discuss envelopes only for frequency-
modulated narrow-band signals, possessing a well-defined carrier frequency as well.
In our setting, however, the signal under consideration is an ITD tuning curve that is
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not a priori assumed to be narrow-band. Nonetheless, as our analysis confirms, both
envelope and associated phase of the analytic signal assigned to the broadband ITD
tuning curve contain useful information.
Comparison to other estimation methods
The common procedure to calculate the CD and the CP is based on the method de-
veloped by Yin and Kuwada (1983), where a linear regression, applied to the phase-
frequency plot, provides an estimation of the neuron’s CD and CP values. While the
approach used in this work is based on similar assumptions, we attempt to solve a
reverse estimation problem, using the broadband ITD tuning to estimate the CD and
the CP.
Hancock and Delgutte (2004) also derived a method to predict the CD and the CP val-
ues from noise delay curves. They used a cross-correlation model in which the firing
rate is given as a quadratic function of the interaural correlation. The CD and the CP
values were included by a time-delayed contralateral filter impulse response which is
cross-correlated with the ipsilateral filter impulse response. In a way that similar to
our approach they minimized the sum of the squared errors between the given and
modeled ITD tuning curve by using a nonlinear fit procedure which was not further
specified. However, a quantitative assessment of the estimate precisions and a sys-
tematic investigation of the bandwidth dependence of their algorithm is missing.
Vonderschen and Wagner (2012) also observed that the CD and the CP may be ex-
tracted from broadband ITD tuning curves. The main idea of their approach was that,
in case of a linear across-frequency setting, the phase-frequency function obtained by
tonal ITD tuning curves is equivalent to the phase spectrum of the broadband ITD
tuning curve. In particular, a linear regression to the phase spectrum of the Fourier
Transformation of the broadband ITD tuning curve yielded estimates for the CD and
the CP. Somehow similar to Vonderschen and Wagner (2012), the approach via the
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MSE fit algorithm operates on the Fourier side with the exception that we initially ap-
proximate the amplitude spectrum by a positive even amplitude function dependent
on the CD and the CP. The resulting optimal amplitude function for fixed CD and CP
values is used in the subsequent fitting procedure providing the optimal CD and CP
values (cf. Algorithm (3.3.3)).
Linear across-frequency integration
There are several assumptions underlying the model used to derive the estimation al-
gorithms. The most basic one is the linearity of the frequency integration. Most early
papers on across-frequency integration of binaural coincidence detector output (Yin
and Kuwada, 1983; Yin et al., 1986, 1987; Kuwada et al., 1987; Batra et al., 1989) relied
on linearity assumptions. The appropriateness of this assumption was investigated
in Takahashi and Konishi (1986) who showed that a significant fraction of the neu-
rons they studied deviated from the linearity assumption. Nonetheless, the activity
of many neurons can be reasonably explained by linear summation, see e.g. the pre-
vious paper by van der Heijden et al. (2013). This assumption is also the basis for the
derivation of the so-called composite tuning curves, obtained by summing recorded
delay curves associated with different stimulus frequencies, as a predictor of broad-
band ITD tuning (Yin et al., 1986; Kuwada et al., 1987; Batra et al., 1989). Yin et al.
(1986) showed that the responses of IC neurons of cats to noise were well predicted
by the composite curve. Similar results are obtained for the noise delay curves of
neurons in the AAr of barn owls (Vonderschen and Wagner, 2012). Additionally, the
data of these authors indicated that the CD and the CP are appropriate parameters
that allow to predict the shape of the noise delay curves. As the results presented
in Chapter 5 show, linear integration can be implemented by spiking neurons to a
reasonably exact degree.
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Emergence of the CD and the CP
Similar to Vonderschen and Wagner (2012), we assumed a linear remodeling based
on the output of coincidence detectors, each narrowly tuned to frequency. In this
setting, the CP and the CD arose from a systematic relationship between the best de-
lays of the coincidence detectors providing input to the integration neurons and their
best frequencies, see equation (2.2). This offers a possible explanation for the mech-
anisms by which a characteristic delay and phase may emerge. Our simulation of a
simple two-layer neuronal LIF model (cf. Chapter 5) corroborates the assumptions
of Vonderschen and Wagner (2012) and provides further evidence that the estimation
algorithms are sound. However, one should keep in mind that our model only con-
sidered excitatory inputs. The inclusion of additional inhibitory inputs could be a
possible improvement.
Such a network model with four pathways, two excitatory and two inhibitory ones,
was proposed in Leibold (2010), delivering an alternative explanation for the origin
of linear phase-frequency plots. This model was fitted to a predetermined ITD sen-
sitivity, quantified by the CD and the CP by suitably determining the characteristic
parameters of the inhibitory pathway. With this optimization approach it was possi-
ble to determine circuit parameters for which the activity of the coincidence detector
neuron exhibited a prescribed phase-frequency dependency. The main difference to
our model was that the CD and the CP in Leibold (2010) arose at the coincidence
detection level as a result of the interplay of inhibition and excitation, whereas we
describe it as a result of remodeling.
Hebbian learning rules could provide an explanation for the emergence of a system-
atic relationship between best delay and best frequency, as described by equation (2.2).
It has been demonstrated that such rules could be used to explain subtle properties of
the network emerging as a result of plasticity in the early stages of development (Ger-
stner et al., 1996; Fontaine and Brette, 2011). Especially Fontaine and Brette (2011)
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presented an explanation how neurons with frequency-dependent best delay could
result from such a process. While Fontaine and Brette (2011) focused on the property
that the best delay of the neuron was within the pi-limit associated to the neuron’s
best frequency, it seems conceivable that a more stringent dependence, as described
by equation (2.2), could emerge in a similar way.
CD and CP estimates
The soundness of our estimation methods was demonstrated by numerical experi-
ments on artificial data (see Sections 4.2 and 4.3) and on data from electrophysiolog-
ical measurements from various species, see Section 6.2, especially Figs. 6.1 and 6.2.
When previous estimates of CD and CP were available the estimates provided by our
methods were in good accordance. This corroborates that the underlying assumptions
were reasonable in many neurons. Additionally, this was confirmed by the systematic
application to electropysiological data of the ICcc, ICx and AAr of the barn owl. The
obtained CD and CP estimates were in great accordance with the previous findings
(Takahashi and Konishi, 1986; Wagner et al., 1987; Vonderschen and Wagner, 2012).
To assess the quality of each CD and CP estimate we developed a significance thresh-
old dependent on the bandwidth of the neuron (Section 4.1.6). The bandwidths for
ICx and AAr neurons were computed with a threshold dependent on the specific re-
sponse behavior of each neuron (Section 6.1). The absolute bandwidth (BW) is given
by the longest connected interval at which the frequency tuning was higher than a
predetermined threshold. Usually, this threshold is set to a certain portion of the
peak firing rate of the frequency tuning curve, i.e. mostly at the half height (see e.g.
Wagner et al. (2002); Christianson and Peña (2006); Vonderschen and Wagner (2009)).
Such a threshold is somehow arbitrary and dependent on the choice of the experimen-
talist. Since we used the mean spontaneous activity and its standard deviation for the
computation of the bandwidth, high variability in the spontaneous activity strongly
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influenced the bandwidths of these nuclei (Fig. 6.5). However, the obtained band-
widths were in great accordance with the literature (eg. Vonderschen and Wagner
(2009)).
Nonlinearity in the phase-frequency plots
Nonetheless, as the literature indicates, there are many settings in which the neurons
will behave in a noticeably different way. The CD and the CP is not be sufficient to de-
scribe the representation of ITDs in all neurons (Kuwada et al., 1987; McAlpine et al.,
1998). A considerable number of neurons exhibited a markedly nonlinear phase-fre-
quency plot. McAlpine et al. (1998) demonstrated that a summation of binaural inputs
from simple coincidence detectors may result in nonlinear and intermediate-type lin-
ear phase-frequency plots of IC neurons. McAlpine et al. (1998) also suggested that
convergent input from coincidence detector neurons with different CDs may produce
such a complex behavior which was later substantiated in Shackleton et al. (2000).
Complexity of a neuron can be addressed in our framework by using the significance
threshold for the correlation of the tuning curve with the CD-CP fit provided by the
MSE fit algorithm. In particular, the developed significance criterion allows to assess
whether the parameters are actually meaningful. A failure of our developed signifi-
cance criterion may be interpreted as evidence for nonlinearity.
Another instance where the simple CD-CP model does not seem to apply was pro-
vided by measurements in the AAr of the barn owl. Here across-frequency integration
produced asymmetric ITD curves with a steep slope crossing zero ITD (Vonderschen
and Wagner, 2009), similar to the intermediate-type neurons found in the midbrain of
the guinea pig (McAlpine et al., 1998), cat (Yin et al., 1986; Yin and Chan, 1990), rabbit
(Batra and Fitzpatrick, 2002) and gerbil (Pecka et al., 2008). It has been conjectured
that the asymmetric shapes may be a consequence of different best ITDs in different
frequency bands contributing to the response (Vonderschen and Wagner, 2009). Von-
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derschen and Wagner (2012) provided an explanation how this could be achieved for
broadband ITD tuning curves, suggesting the combination of two pairs of values of
CD and CP, one valid for low frequencies and another one for high frequencies. Both
estimation procedures, the Hilbert Transform based and the MSE fit algorithm, can be
adapted to this proposal by treating low- and high-pass filtered versions of the tuning
curves separately.
In view of the fact that even in kernels which possess neurons with a CD and a CP, a
certain percentage of neurons does not exhibit these features, it is important to have
criteria to assess the quality of an estimate for the CD and the CP. We emphasize that
any analysis extracting or estimating the CD and the CP from tuning curves must
provide such criterion which takes into account the bandwidth of the neuron. The
traditional method by Yin and Kuwada (1983) estimating the CD and the CP by a
linear regression of the phase-frequency plot faces the same problems, since a robust
linear regression also requires a certain range of data points.
Approximation of the frequency tuning curve
As Fig. 4.5 shows, the fit provided by the estimation procedure can be remarkably
close even to random data. Our analysis identified bandwidth as the critical parame-
ter, and provided bandwidth-dependent significance thresholds. Thus the CD and CP
estimates were effectively based on two tuning curves, the frequency tuning and the
broadband ITD tuning. This seems to be an attractive alternative to the measurement
of several tonal ITD tuning curves and determination of the CD and the CP from the
associated phase-frequency plot.
Yin et al. (1986) and Vonderschen and Wagner (2009) found that there is a close re-
lationship between the frequency tuning and the amplitude spectrum which is given
by the absolute value of the Fourier Transform of the broadband ITD tuning curve. A
first naive approach is to estimate the frequency tuning by the amplitude spectrum,
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i.e. with the use of equation (2.24)
F(ω) ≈ |b̂TC(ω)| = c(ω)
2
. (7.1)
It seems that this approximation would further improve the efficiency of our MSE
fit method analysis. In Section 2.1, the frequency tuning of the neuron is defined
by equation (2.11). If the CP is 0 cyc and the ITD at which the frequency tuning
was measured is set to 0 µs, this equation reduces to F(ω) = c(ω) cos(ω · tCD). In
this case, equation (7.1) is only valid if the cosine term is equal to one half for all
frequencies. However, this can not be achieved. Consequently, the approximation
by the amplitude spectrum is not always appropriate. This was also observed by
Yin et al. (1986) and Vonderschen and Wagner (2009) (see their Fig. 16 and Fig. 2 G,
respectively). We, therefore, investigated the approach to predict the frequency tuning
on the basis of the measured broadband ITD tuning curve (Section 6.2.2). Although
we obtained moderately accurate predictions for a small number of ICcc and ICx
neurons by the amplitude based approximation method, the accuracy in predicting
the frequency tuning in this manner was rather worse indicated by highly variable
correlation coefficient (Fig. 6.10). Our findings emphasize that the choice of the ITD
at which the frequency tuning is measured is an important parameter.
Sampling density
While the numerical evaluation of the estimation performance of all developed algo-
rithms were performed for the time and frequency spacing suitable for the study of
data from the barn owl, Section 4.5 demonstrated that an adaptation to other animals
settings is also possible and fairly straightforward. As it turned out, the most sensitive
aspect was the adaptation of the proper choice of sample rates in time and frequency.
This was also confirmed by the sample data in Fig. 6.1 (a) and (d) where the time
spacing in the ITD tuning curve was critical for the applicability of the MSE fit algo-
rithm. Here an ITD tuning curve with parameter values for ITD step size and number
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of ITDs often used in experiments, i.e. N = 9 and ∆t = 30 µs, is presented. However,
these values result in a frequency step size for which a calculation of the significance
threshold is not possible. Fig. 6.2 (a) also showed that for the chosen time spacing
many (CD,CP)-pairs resulted in a correlation coefficient close to one. A finer time
spacing would therefore enable a calculation of a significance threshold and a signif-
icant estimate. Thus, the failure of a data set to exhibit a meaningful CD and CP, as
determined by the comparison with the significance threshold, can be the result either
of the fact that the tuning behavior of the neuron is not well described by a CD and a
CP or from the fact that the time spacing in the ITD tuning curve is too large.
Due to Fig. 4.20 (d), we expect that the sampling density should be related to the
bandwidth of the neuron and that the relevant parameter allowing to determine this
question is not the absolute bandwidth of the neuron but rather the number of fre-
quency samples k · ∆ω, with k = 1, . . . , N, that are contained in the frequency interval
[ωmin,ωmax].
Variability in measured tuning curves
In experiments, tuning curves are assembled by repeating every stimulus several
times. The mean ITD tuning curve will typically be sinusoidal for every neuron while
the standard deviation can vary from neuron to neuron. At the moment, the trial-to-
trial firing variability of a neuron is not considered in the significance characterization
of the estimated CD and CP. The incorporation of these values is not straightforward
and its influence on the result needs further investigations. However, for the elec-
trophysiological data, we initially calculated the bandwidth of each neuron. For the
corresponding bandwidth and frequency range, 5000 random filtered noise curves
were generated and for each random curve the associated optimal approximation by
a curve exhibiting a CD and a CP was determined. The correlation coefficient between
the filtered noise curve and its CD-CP fit was calculated and recorded. The thresh-
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old ϑ for the upper 5%-percentile of the 5000 collected correlation coefficients is then
understood and used as a significance threshold. Consequently, the actually used
significance threshold is a product of randomness and to a certain extent considers a
trial-to-trial variability.
Outlook
As already mentioned above, both frequency tuning based approximation methods
provide alternative approaches for the prediction of the CD and the CP. Especially the
FAE method seems to have great potential in the calculation of the CP at high SNRs
(cf. Fig. 4.17 (h)). For future work it would be interesting to compare the results ob-
tained by the MSE fit and the FAE algorithm and to investigate the question whether
both methods yield the same CD and CP values of a neuron. Therefore, it would be
necessary to collect adequate data, i.e. a broadband ITD tuning and frequency tuning
curves at two different ITDs.
Our analysis of the FAE algorithm (cf. Section 3.4) revealed that if the difference of
the two ITDs at which the two frequency tuning curves are measured is a multiple of
the used time spacing, i.e. |t0 − t1| = K · ∆t with K ∈ N, the proportionality constant
K should be relative prime to the number of samples (2N + 1) used for the broad-
band ITD tuning, i.e. the greatest common divisor of K and 2N + 1 is 1. However,
the assumptions made for this derivation were quite restrictive in respect to the data
acquisition. Consequently, it would be an advantage, if a lower and upper bound,
independent of the sample setting, were available for the difference of the used ITDs
such that both ITDs can be fixed appropriately.
Our findings concerning the approximation of the frequency tuning curve on the basis
of the measured broadband ITD tuning curve emphasized that the choice of the ITD
at which the frequency tuning is measured is the deciding parameter. Once the ITD at
which the frequency tuning is measured is different to the unknown CD of the neuron
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the cosine term in the representation of the frequency tuning curve does not vanish
(cf. equation (2.11)). In this frequency tuning representation the actual BW of the neu-
ron is underestimated since the decay characteristic of the cosine term exclude some
essential frequencies. An alternative would be to use two frequency tuning curves
similar to the FAE method. The numerical experiments revealed a great potential of
this approach and especially the estimation performance of the CP is enhanced for
high SNRs. In the future, an ITD independent representation of the frequency tuning
of a neuron might yield an improvement.
In the discussion above, we pointed out that we expect that it is especially the number
of frequency samples which is crucial for the determination of significance thresholds
and thus for the assessment of the quality of the CD and CP estimates. It would be
interesting to investigate systematically the influence of the number of samples on the
estimation performance of all estimation algorithms. A possible experiment would be
to fix the number of random frequency samples included in the generation of the
noisy tuning curves.
Furthermore, the current version of the significance threshold does not take in account
the measured variability in the tuning curve, yet it would be desirable to included this
information. However, the development of a threshold that does include the variabil-
ity in a proper way will require substantial additional mathematical considerations.
A future project could also be the systematic analysis of electrophysiological data
from other species, for example from gerbils, and the comparison of the results with
the literature. In this case it would be interesting to investigate the issue whether non-
linearities in the phase-frequency plots are the result of a combination of two pairs of
CD and CP values as it is suggested in the work of Vonderschen and Wagner (2012).
To conclude, in general the developed algorithms presented here allow the calculation
of CD and CP values of already recorded data if tonal ITD tuning curves might not be
available. However, one should be aware that the spacing and number of data points
in the ITD tuning curve influence the significance of the estimates. As we already
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pointed out in detail (Section 4.5), it is necessary for the successful application of the
algorithms to first consider the upper bound of the included frequency range and
the desired frequency spacing ∆ω. Subsequently, the number of time samples and
the time spacing ∆t can be adjusted according to equation (4.4). Using the resulting
time and frequency setting, one can run the simulation described in Section 4.5 to
analyse algorithm performances and to determine corresponding significance thresh-
olds. Based on this data one could derive a general theory providing the necessary
bandwidth or frequency range of the frequency tuning curve to obtain a unique ITD
representation by use of the CD and the CP.
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