In the article we argue that past Bayesian approaches that model children's learning from data are missing an important element -the role of other people in generating that data. We propose that children take the origin of data into account when learning, which can be understood through ideal observer analyses of the social situation. Moreover, when observing evidence, children are not just learning from others, but also about others. We review recent literature suggesting that children can make inferences about the knowledge and goals of the individual selecting the data and use this knowledge to bolster learning from this evidence. Conventional wisdom often points to the myriad ways in which children have unique limitations and cognitive capacities from adults -children may be lacking the knowledge, skills, and logical reasoning abilities to perform as competently as their parents [1][2][3][4][5][6][7][8]61]. However, children must be powerful learners. They enter the world with few expectations about objects, events, others and themselves, but within a year they begin express complicated concepts like 'all done', 'uh oh', or 'mine'. To explain such remarkable learning, researchers have proposed elements of the learning toolkit including statistical learning mechanisms [9][10][11] and the ability to integrate these statistics with inductive constraints [12 ,13-16,17 ,18,60].
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One way to understand how even very young children can attend to the evidence in their environment and -from this data -rapidly update their beliefs, is through computational models based on ideal observer analyses. Ideal observer analyses answer the question, what is the learning problem that is being solved? The answer is formalized as a computational model that assumes ideal performance. In cognitive development, the learning problems being solved are things like learning language and learning the causal structure of the environment. The computational models formalize learning as Bayesian inference over structured representations. Bayesian inference captures ideal learning in the face of uncertainty and noise, and structured representations captures the underlying regularities of, for example, the grammar of language or the causal structure of the environment that must be inferred. The result of this marriage is 'Theorybased Bayesian' models of learning [19 ] .
In recent years, myriad studies have demonstrated how ideal observer approaches can be used to describe how children might learn language [20] and develop causal beliefs [21, 22] . Although these models provide important insight into how we can capture the remarkably sophisticated learning in childhood, we suggest that they miss an important aspect of learning: learning from others. Evidence does not appear in a social vacuum; children often learn from observing others. When a word is uttered, it comes from the mouth of a person trying to communicate a concept. When a light switch is flicked, it is almost always because a person wants there to be light.
Computational models of learning have demonstrated the importance of considering social information in language acquisition (e.g.
[23]), social referencing (e.g.
[24]), and imitation (for review see, [25] ). These past approaches use social information as an additional source of evidence, independent from other streams of information. Here, we focus on how social inferences shape the interpretation of evidence. The critical contribution of socially generated data -that people are part of the generative process -is that it can lead to even stronger inferences and more rapid learning. We will stress is that children are not only paying attention to the evidence (e.g. the light switch in the up position and the light being on), but that children are paying attention to the people that are demonstrating those events (e.g. that even if the person tries, but fails, to flip the light switch up, there was a reason that they tried to flip it). We will discuss recent probabilistic models that include this socially generative component. These models relate the knowledge and goals of a demonstrator to actions they choose, and formalize how these purposeful actions can influence the interpretation of the data being 
