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1 Introduction
Given a function f on Rd and a line l in Rd , the X -ray transform of f at l is defined




We are interested in estimates for the “Kakeya-order” mixed norm




















where we integrate with respect to surface measure on the sphere Sd−1, where ξ⊥ is the
orthogonal complement of ξ , and where l(ξ, x) is the line parallel to ξ which contains x .
Specifically, one would like to know which exponents (p, q, r) ∈ [1,∞]3 allow the bound
‖X [ f ]‖Lq (Lr ) ≤ C p,q,r,d‖ f ‖L p(Rd ). (2)
R. Oberlin (B)




By testing X on characteristic functions of neighborhoods of points and line segments,
one sees that













are necessary conditions for (2) to hold. It is conjectured that, together with the condition
r < ∞, these are also sufficient. This was shown to be the case for p < d+12 by Drury in [5]
and for p = d+12 by Christ in [4].
In order to allow for estimates which do not satisfy the endpoint (3), we henceforth only
consider the local version of the problem. In this formulation, we impose the additional
assumption that f is supported on a fixed ball; the constant in (2) may depend on the ball.
The condition (3) then becomes





Bounds (2) are closely related to estimates for the Kakeya maximal operator. For δ > 0,
ξ ∈ Sd−1, and a ∈ Rd , let lδ(ξ, a) denote the δ-neighborhood of the line segment with
endpoints a, a + ξ . The Kakeya maximal operator is defined






| f (y)| dy.
Above and later, we will use | · | to denote Lebesgue measure, absolute value, or cardinality
depending on context. Through an application of Hölder’s inequality to the inner norm, one
sees that the bound (2) implies the bound
‖K [ f ]‖Lq (Sd−1) ≤ C ′p,q,r,d δ−
d−1
r ‖ f ‖L p(Rd ). (6)
This implication does not seem to be reversible. However, it is reasonable to expect that strat-
egies employed for proving (6) may extend to give (2). For example, in [14] Wolff showed
that (6) holds with (p, q, r) = (pw, qw, rw − ), where
pw = d + 22 , qw =
(d − 1)(d + 2)
d
, rw = (d − 1)(d + 2)d − 2 , (7)
and later, in [15], he refined the technique to show that when d = 3 and f is supported on a
fixed ball
‖X [ f ]‖Lqw (Lrw ) ≤ Cd,‖ f ‖pw,
where ‖ · ‖p, denotes the inhomogeneous Sobolev norm with  derivatives in L p . In [9],
Łaba and Tao extended this result to higher dimensions, obtaining for d ≥ 4
‖X [ f ]‖Lqw (Lr ) ≤ Cd,‖ f ‖pw,α
when r = 2(d + 2), α = d−32(d+2) + .
Katz and Tao [8] have since used arithmetic-combinatorial methods to give estimates for
the Kakeya maximal operator which, for d > 8, are stronger than Wolff’s bound (7). They
showed that (6) holds with p = 4d+37 , q = 4d+34 , and r = 4d+33 − . We answer the question
of whether this may be extended to a result of type (2) affirmatively.
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Theorem 1 When d ≥ 6 and  > 0, the bound (2) holds for all f supported on a fixed ball
with p = 4d+37 , q = 4d+34 − , and r = 4d+33 − .
Except for the -loss, Theorem 1 is optimal for the ratio rp = 73 in the sense that it attains
the smallest value of p and the largest value of q permitted by (5) and (4). In contrast to [15]
and [9], only a minimal refinement of the argument in [8] is needed to obtain Theorem 1.
A subset of Rd is said to be a Kakeya set if it contains a unit line segment in every direc-
tion. Bourgain showed in [1] that the bound (6) implies that Kakeya sets must have Hausdorff
dimension at least d − (d − 1) p
r
. In [8], Katz and Tao showed that the Hausdorff dimension
of a Kakeya set must be at least (2 − √2)(d − 4) + 3, which is stronger than the result
implied by their maximal operator bound. To obtain this dimension estimate, they combined
the main estimate from their maximal operator bound with 2-dimensional Kakeya methods,
as in the “hairbrush” construction of [14], and used an iterative technique to improve the
resulting estimate. We iterate the main estimate from Theorem 1 to obtain
Theorem 2 For d ≥ 4 and  > 0, there exist p, q, r so that (2) holds for all f supported
on a fixed ball with (p, q, r) = (p, q, r) where
r
p







The value of p required in Theorem 2 is nonoptimal for the ratio rp = 1 +
√
2, and in fact
approaches ∞ as  approaches 0.
The author’s interest in mixed-norm estimates (2) was originally motivated by the study
of (d, k)-Kakeya sets. For 1 ≤ k < d, E ⊂ Rd is said to be a (d, k) set if it contains a
translate of every k-dimensional unit disc. It is conjectured that, for k > 1, every (d, k) set
has positive measure. In [1], Bourgain showed that this is true whenever 2k−1 + k ≥ d (also
see previous results [6,10] and related estimates [3]).
Using methods inspired by Bourgain’s argument, the following was proven in [11].
Theorem 3 Suppose the bound (2) holds for f supported on a fixed ball. Then (d, k) sets





+ k > d. (8)
From Theorem 2, we thus see that (d, k) sets have positive measure whenever (1 +√
2)k−1 + k > d. The method from [11] also gives certain estimates for the k-plane trans-
form and, in case (8) doesn’t hold, lower bounds for the Hausdorff dimension of (d, k) sets.
Theorem 1 is proven in Sects. 2 and 3. The additional arguments needed for Theorem 2 are
given in Sect. 4. In an appendix, we show that bounds for the “Nikodym-order” mixed-norms
follow from (2).
Remark on notation. We will use a  b to denote a ≤ Cb where C is a large constant,
a  b to denote a ≤ cb where c is a small constant, and a  b to denote a  b and b  a.
The size of these constants may on quantities such as p, q, r, d, , N , B. We will write 1E
for the characteristic function of a set E .
2 The main estimate
Let G ⊂ Rn × Rn . For t ∈ R and (x, y) ∈ G, consider the projections into Rn




π−(x, y) = y − x .
For our applications, we will identify G with a set of lines in Rn+1. This is accomplished
by identifying Rn with an n-dimensional subspace of Rn+1. Then (x, y) will correspond to
the the unique line containing the two points x and e+ y where e ∈ Rn+1 is orthogonal to Rn .
For a line g ∈ G, the projection πt (g) then gives the intersection of g with the hyperplane
R
n + te, and the projection π−(g) gives the direction of the line g.
We will be seeking upper bounds for the size of G in terms of the sizes of πt (G) as t
varies over a certain finite set. In [8] (also see the previous works of [2,7]), Katz and Tao
worked under the assumption that G was finite, and that the map π− was injective on G. In




along with several stronger (and more complicated to state) estimates. From these estimates,
together with certain discretization and uniformization arguments, they deduced bounds for
the Kakeya maximal operator and the dimension of Kakeya sets.
Our aim is to follow Katz and Tao’s arguments and account for the possibility that π− is
not injective. For example, if π− maps at most M points in G to every point in Rn , then by
the same arguments as in [8], one obtains that
|G| ≤ M1/4 sup
t∈{0,1,1/2,2/3}
|πt (G)|7/4.
It is worth noting that this is stronger than the bound which follows from (9). The estimates
that we will obtain in this manner will allow us to prove mixed-norm estimates for the X -ray
transform rather than the weaker maximal operator bounds.
The fact that we are not requiring π− to be injective will also allow us to drop the assump-
tion of finiteness, and instead we will work with sets G of positive Lebesgue measure. Thus,
discretization arguments will not be necessary.
We say that a measurable set of lines G is M-parallel for 0 < M ∈ R if for every ξ ∈ Rn
|{x ∈ Rn : (x, x + ξ) ∈ G}| ≤ M.
In the inequality above, and henceforth, | · | will denote Lebesgue measure rather than car-
dinality.
The specific bounds we are interested in are of the form
|G| ≤ C M2−α sup
t∈T
|πt (G)|α. (10)
Above we should have 1 ≤ α ≤ 2, and T should be a fixed finite set. The bound should hold
for every M-parallel set of lines G, with C depending only on n and T .
Perhaps the most obvious bound of this form is
|G| ≤ |t1 − t2|−n sup
t=t1,t2
|πt (G)|2. (11)
This is seen to be true by setting
Gt1,t2 = {(πt1(g), πt2(g)) : g ∈ G}. (12)
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Then, changing variables,
|G| = |t1 − t2|−n |Gt1,t2 |
and clearly |Gt1,t2 | ≤ |πt1(G)||πt2(G)|.
As a rule of thumb, estimates (10) with a smaller value of α are better (Although important
in applications for technical reasons, C and T are secondary considerations). The proposition
below is a continuous, non-injective version of the “basic iteration” from [8]. Applying this
proposition with the known bound (11) and iterating will allow us to take α arbitrarily close
to 1 + (√2/2).
Proposition 1 Let 0 = s ∈ R and u1 = u2 ∈ R. Suppose (10) holds with T = {t1, . . . , tk}
and that ti = u j for every i, j.
Then, for every M-parallel set of lines G




α′ = 2 − 1
2α
T ′ = {u1, u2, t1, . . . , tk, t ′1, . . . , t ′k}, (14)
t ′i = u1 +
(u2 − u1)(ti − u1)
s(ti − u2) ,
and
C ′ = 2k(5/2−α′)C2−α′ |u1 − u2|−n(α′−3/2) sup
i=1,...,k
|t ′i − u1|−n/2.
Proof Consider the set
V = {(g1, g2) ∈ G2 : πu1(g1) = πu1(g2)}
and define projections from V into G
γi (g1, g2) = gi
and from V into Rn
ν(g1, g2) = sπu2(g1) + πu2(g2) − πu1(g2).
The idea of the proof is to find a “nice” point ν0 ∈ ν(V ) and estimate the measure of
Gν0 = γ1({w ∈ V : ν(w) = ν0}).
We will find upper and lower bounds for this measure, and combine the bounds to obtain
(13).
We start with our upper bound; it will hold for every point ν0. Continuing to use the
notation (12), change variables to obtain





1(Gν0 )u1,u2 (x, y) dx dy. (15)
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For (g1, g2) ∈ V , the direction of the line g2 is determined by πu2(g1) and ν. More
specifically, ν(g1, g2) = ν0 is equivalent to πu2(g2) − πu1(g2) = ν0 − sπu2(g1). Thus
the right side of (15) is equal to
|u1 − u2|−n
∫
1Gu1,u2 (x, y)1Gu1,u2 (x, x + ν0 − sy) dx dy.
Fix y and let ξy = ν0−syu2−u1 . One may calculate that
1Gu1,u2 (x, x + ν0 − sy) = 1G(x − ξyu1, x + ξy(1 − u1))
and so ∫
1Gu1,u2 (x, x + ν0 − sy) dx =
∫
1G(x, x + ξy) dx ≤ M.
The inequality above follows from the hypothesis that G is M-parallel. We thus obtain
|Gν0 | ≤ |u1 − u2|−n |πu2(G)|M. (16)
We now proceed to the lower bound for |Gν0 |which will follow, perhaps counterintuitively,
from the hypothesized bound (10).
For any V ′ ⊂ V and t, t ′ = u1, let
V ′t,t ′ = {(πt (g1), πu1(g1), πt ′(g2)) : (g1, g2) ∈ V ′}
and consider the subset of V ′ which is “popular” with respect to the double projection
(πt ◦ γ1, πt ′ ◦ γ2):
(V ′)t,t ′ =
{
(g1, g2) ∈ V ′ : |{y : (πt (g1), y, πt ′(g2)) ∈ V ′t,t ′ }| ≥





∣∣∣V ′t,t ′ \(V ′)t,t ′t,t ′
∣∣∣, one observes that
|(V ′)t,t ′t,t ′ | ≥
1
2
|V ′t,t ′ |. (18)











|V ′ti ,t ′i ||(ti − u1)(t
′
i − u1)|−n = |V ′t j ,t ′j ||(t j − u1)(t
′
j − u1)|−n
for every i, j and V ′ ⊂ V , we see from (18) that
|V ′′ti ,t ′i | ≥ 2
−k |Vti ,t ′i | (19)
for every i .
Let G ′′ν0 = γ1
({w ∈ V ′′ : ν(w) = ν0}) . Fix x ∈ πti (G ′′ν0). Then x = πti (g1) where
(g1, g2) ∈ V ′′ and ν(g1, g2) = ν0. Letting z = πt ′i (g2), we have by definition of V ′′
|{y : (x, y, z) ∈ Vti ,t ′i }| ≥
|Vti ,t ′i |
2k |πti (G)||πt ′i (G)|
. (20)
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Due to the choice of t ′i in (14), ν(g1, g2) is determined by πti (g1) and πt ′i (g2). Specifically,
after some algebra we obtain, for (g1, g2) ∈ V
ν(g1, g2) = s u2 − u1
ti − u1 πti (g1) +
u2 − u1
t ′i − u1
πt ′i (g2). (21)
Hence, y satisfies (x, y, z) ∈ Vti ,t ′i if and only if (x, y) ∈ (Gν0)ti ,u1 . Thus, the left side of(20) is equal to
|{y : (x, y) ∈ (Gν0)ti ,u1}|.
Since this holds for every x ∈ πti (G ′′ν0), we obtain
|(Gν0)ti ,u1 | ≥ |πti (G ′′ν0)|
|Vti ,t ′i |
2k |πti (G)||πt ′i (G)|
and it follows that
|Gν0 | ≥ |πti (G ′′ν0)|
|ti − u1|−n |Vti ,t ′i |
2k |πti (G)||πt ′i (G)|
. (22)
The set of lines G ′′ν0 is M-parallel by virtue of being contained in G. We may thus apply(10) to obtain
|G ′′ν0 |1/α ≤ C1/α M (2−α)/α sup
i=1,...,k
|πti (G ′′ν0)|. (23)
We assume, for the moment, that we may choose ν0 to be “nice” in the sense that
|G ′′ν0 | ≥ 2−k |Gν0 |. (24)
Combining (22), (23), and (24) gives
1 ≤ 2k(α+1)/αC1/α M (2−α)/α|Gν0 |(α−1)/α sup
i=1,...,k
|πti (G)||πt ′i (G)|
|ti − u1|−n |Vti ,t ′i |
. (25)
To estimate |Vti ,t ′i |, note
|G| = |ti − u1|−n
∫
1Gti ,u1 (x, y) dx dy
≤ |ti − u1|−n |πu1(G)|1/2
(∫
1Gti ,u1 (x, y)1Gti ,u1 (z, y) dx dy dz
)1/2
= |ti − u1|−n/2|t ′i − u1|−n/2|πu1(G)|1/2|Vti ,t ′i |1/2
where the inequality follows from Cauchy–Schwarz. Combining this with (25) gives
|G|2 ≤ 2k(α+1)/αC1/α sup
i=1,...,k
|t ′i − u1|−n M (2−α)/α|Gν0 |(α−1)/α sup
t∈T ′
|πt (G)|3.
Combining this with (16) gives (13).
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It remains to find ν0 satisfying (24). Given any subset V ′ of V ,
|V ′u2,u2 | =
∫
1V ′u2,u2 (x, y, z) dx dy dz
=
∫
1V ′u2,u2 (x, y, ν





(x, y) dx dy dν′.
= |u1 − u2|n
∫
|G ′ν′ | dν′
where G ′
ν′ = γ1{w ∈ V ′ : ν(w) = ν′}. Since |V ′′u1,u2 | ≥ 2−k |Vu1,u2 |, it follows that∫
|G ′′ν′ | dν′ ≥
∫
2−k |Gν′ |dν′
and so we must have (24) for some ν0.
3 Proof of Theorem 1
We now move on to the task of obtaining mixed-norm estimates for the X -ray transform
from bounds of the form (10). It will be convenient to reparameterize the X -ray trans-
form as follows. Let e1, . . . , ed be an orthonormal basis for Rd , and identify Rd−1 with
span(e1, . . . , ed−1). For (ξ, x) ∈ Rd−1 × Rd−1 and a function f on Rd , we define
T [ f ](ξ, x) =
1∫
0
f (x + t (ξ + ed)) dt
and consider the mixed-norms




















where B is a fixed ball centered at the origin in Rd−1. Through a standard covering argument,
one may see that the bound
‖T [ f ]‖Lq (Lr )  ‖ f ‖L p(Rd ) (27)
is equivalent to the local version of the bound (2).
We will make certain technical reductions in Sects. 3.1 and 3.2 before giving the main
uniformization argument in Sect. 3.3.
3.1 Reduction to weak estimates
It will be convenient to prove estimates of the form
λM1/r−1/q |F |1/q  |E |1/p (28)
where E is contained in the cube Q = [0, 1]d , F ⊂ B × Rd−1, and for every (ξ, x) ∈ F
T [1E ](ξ, x) ≥ λ
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and
|{x ′ : (ξ, x ′) ∈ F}| ≤ M.
We will then obtain estimates (27) with exponents (p1, q1, r1) arbitrarily close to the
exponents (p, q, r) from (28) as follows.
First, since T is local and we will always have p1 ≤ q1 ≤ r1, it suffices to prove (27)
for f supported on the cube Q. After a small interpolation with the trivial L1 → L∞(L1)
estimate, (27) will follow from the restricted weak type estimate
〈T [1E ], 1F 〉  |E |1/p0‖1F‖Lq′0 (Lr ′0 )
where E ⊂ Q, F ⊂ B ×Rd−1, (p0, q0, r0) is arbitrarily close to (p, q, r), and q ′0, r ′0 are the
exponents dual to q, r.
Since E ⊂ Q, we may also assume without loss of generality that F ⊂ B × B ′ where
B ′ ⊂ Rd−1 depends on B. In particular, we have for every (ξ, x) ∈ F
|{x ′ : (ξ, x ′) ∈ F}|  1.
For integers i with 2i  1 let
Fi = {(ξ, x) ∈ F : 2i−1 < |{x ′ : (ξ, x ′) ∈ F}| ≤ 2i }
and for each integer j let
Fi, j = {(ξ, x) ∈ Fi : 2 j−1 < T [1E ](ξ, x) ≤ 2i }.
Then






















|E |q/p2i(r−q)/r 2− j (q−1)
where the second inequality follows from (28). Choosing
Ci = |E |
1/p2i(1/q−1/r)
|Fi |1/q
one sees that the right side above is bounded by
∑
2i 1
|Fi |1/q ′2i(1/r ′−1/q ′)|E |1/p  |E |1/p‖1F‖Lq′ (Lr ′0 )
where r0 is any number satisfying q < r0 < r , and the implicit constant is allowed to depend
on r − r0. We may thus take (p0, q0) = (p, q).
3.2 The two-ends reduction
In order to obtain almost sharp exponents in Theorem 1, we will need to employ a version
of the two-ends reduction from [14].
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Claim Suppose q ≥ max((d − 1)p′, p). Let  > 0 be sufficiently small. Suppose (28) holds
for all λ and all sets E ⊂ Q, and F ⊂ B × Rd−1, which satisfy
T [1E ](ξ, x) ≥ λ, (29)
|{x ′ : (ξ, x ′) ∈ F}| ≤ M. (30)
and the additional “two-ends” condition
|{t ∈ I : x + t (ξ + ed) ∈ E}| ≤ 6 |I |T [1E ](ξ, x) (31)
for every (ξ, x) ∈ F and every interval I ⊂ [0, 1] with |I | ≤ 1/6.
Then, we have
λ1+3 M1/r−1/q |F |1/q  |E |1/p (32)
for all λ, E ⊂ Q, F ⊂ 13 B × Rd−1 satisfying (29) and (30).
To prove the claim, we will use the following lemma from [13].
Lemma 1 Let 0 <  < 1/2. For every S ⊂ [0, 1] there is an interval J ⊂ [0, 1] such that
|J | ≥ |S|2 (33)
and
|S ∩ J | ≥ |S|1+2 (34)
and




|S ∩ J |
for every interval J ′ with |J ′| < |J |.
Proof of Lemma 1 Clearly
|S ∩ [0, 1]| ≥ |[0, 1]| |S|.
Choose an interval J with |J | minimal among all intervals satisfying
|S ∩ J | ≥ |J | |S|.
Since |S ∩ J | ≤ |J |, we have |J | ≥ |S|1/(1−). Thus, since  < 1/2, we obtain (33) and
(34). If |J ′| < |J |, we have by the minimality of |J |




|S ∩ J |.
Proof of Claim 3.2 For every (ξ, x) ∈ F let
Sξ,x = |{t : x + t (ξ + ed) ∈ E}|
and note that |Sξ,x | = T [1E ](ξ, x) ≥ λ. Apply Lemma 1 with S = Sξ,x to obtain an interval
Jξ,x = J. For each (ξ, x), we have
|Jξ,x | ≥ |S|2ξ,x ≥ λ2
and so, after a pigeonhole argument, we may find R ∈ [λ2, 1] and F ′ ⊂ F such that
|F ′|  λ |F | and such that for every (ξ, x) ∈ F ′ we have R/2 < |Jξ,x | ≤ R.
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Let J be a collection of disjoint intervals of length R covering [0, 1], and for each J ∈ J
let 3J be the interval with the same center as J but triple the radius. Let
FJ = {(ξ, x) ∈ F ′ : Jξ,x ∩ J = ∅}
and
E J = {(x1, . . . , xd) ∈ E : xd ∈ 3J }.
Assume, for the moment, that the inequality
|FJ |  |E J |q/p M (r−q)/rλ−q(1+2) (35)
holds for every J ∈ J. Then, since F ′ = ⋃J∈J FJ , we have
|F |  λ− |F ′| ≤ λ−
∑
J∈J
|FJ |  λ−
∑
J∈J
|E J |q/p M (r−q)/rλ−q(1+2).
Since the E J ’s are finitely overlapping and q ≥ p, we have
∑
J
|E J |q/p  |E |q/p.
Thus, we conclude
|F |  |E |q/p M (r−q)/rλ−(q+(1+2q))
and hence (32).
It remains to show (35). Note that if (ξ, x) ∈ FJ then, since |Jξ,x | ≤ |J | and Jξ,x ∩ J = ∅,
we have Jξ,x ⊂ 3J. Since |Sξ,x ∩ Jξ,x | ≥ |Sξ,x |1+2 ≥ λ1+2, we thus have
T [1E J ](ξ, x) ≥ λ1+2
for every (ξ, x) ∈ FJ . Additionally





|Sξ,x ∩ 3J | (36)
for any interval J ′ with |J ′| < |J |/2.
We now rescale to apply the hypothesized bound. Let t0 be the center of the interval J ,
and consider the affine map
L(x1, . . . , xd) = (x1, . . . , xd−1, (xd − t0)/(3R) + 1/2).
Observe that L(E J ) ⊂ Q and that
x + t (ξ + ed) ∈ E J





(3Rξ + ed) ∈ L(E J ).
We thus set
L ′(FJ ) :=
{(









T [1L(E J )](ξ, x) ≥ λ1+2/(3R)
for every (ξ, x) ∈ L ′(FJ ).
Note that
|L(E J )| = |E J |/(3R),
that
|L ′(FJ )| = (3R)(d−1)|FJ |,
and that for every (ξ, x) ∈ L(FJ ) we have
|{x ′ : (ξ, x ′) ∈ L ′(FJ )}| ≤ M.
Finally, from (36) one sees that if |I | ≤ 1/6 then
|{t ∈ I : x + t (ξ + ed) ∈ L(E J )}| ≤ 6 |I |T [1L(E J )](ξ, x)
for every (ξ, x) ∈ L ′(FJ ).
Applying our hypothesized bound, we obtain
|L(FJ )|  |L(E J )|q/p M (r−q)/r (λ1+2/(3R))−q .
which translates to
|FJ |  R−(d−1)−q/p+q |E J |q/p M (r−q)/r (λ1+2)−q .
Provided q ≥ (d − 1)p′, we thus obtain (35).
3.3 Uniformization
Let  > 0 be small, and let E ⊂ Q and F ⊂ B × Rd−1 satisfy (29), (30), and (31). We will
now prove (28) with p = (4d + 3)/7 + ˜, q = (d − 1)p′ and 1/q − 1/r = 1/(7p) where ˜
tends to 0 with . From the reductions in Sects. 3.1 and 3.2, we may thus conclude (27) with
(p, q, r) arbitrarily close to ((4d + 3)/7, (4d + 3)/4), (4d + 3)/3).
The main estimate we will use, (10), is obtained by applying Proposition 1 to (11).
Corollary 1 Let s = 0 and u1 = u2, t1 = t2 satisfy ui = t j for each i, j. Then for every
M-parallel set of lines G ⊂ Rd−1 × Rd−1




t ′i = u1 +
(u2 − u1)(ti − u1)
s(ti − u2) , (37)
and
C = 23/2|u1 − u2|−(d−1)/4|t1 − t2|−(d−1)/4 sup
i=1,2
|t ′i − u1|−(d−1)/2 (38)
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The following quantity measures the incidences between points in E and lines in F
I(E, F) = 〈1F , T [1E ]〉







1F (ξ, z′ − zdξ) dξ dz.
Above, z = (z1, . . . , zd) and z′ = (z1, . . . , zd−1). From (29), we have I(E, F) ≥ λ|F |.
We break up E into pieces whose (d − 1)-dimensional slices are of uniform size. Since
E ⊂ Q and λ > 0, we have F ⊂ B × B ′ for some ball B ′ depending on B. In particular it
follows that |F |  1. Thus, we may assume without loss of generality that λ|F | ≤ 1/2 and
λ ≤ 1/2. Let
S0 = {t ∈ [0, 1] : |x ′ : (x ′, t) ∈ E |  λ|F |}
and for k > 0 let
Sk = {t ∈ [0, 1] : (λ|F |)1−(k−1)  |x ′ : (x ′, t) ∈ E |  (λ|F |)1−k}.
Since F ⊂ B × Rd−1, we note that∫
Rd−1
1F (ξ, z′ − zdξ) dξ  1
for every z. Hence, defining Ek = {x ∈ E : xd ∈ Sk}, we have I(E0, F)  λ|F | ≤ I(E, F).
Thus, since E = ⋃k 1

Ek , an appropriate choice of implicit constants gives
I(Ek0 , F)  I(E, F)  I(E, F).
for some k0 > 0. Let E ′ = Ek0 , S = Sk0 , and
F ′ = {(ξ, x) ∈ F : T [1E ′ ](ξ, x)  T [1E ](ξ, x)}.
Considering I(E ′, F\F ′), we note that
I(E ′, F ′)  I(E ′, F)  λ|F |.
We will now find a point (u1, u2, t1, t ′1, t2, t ′2) ∈ S6 with which we may apply Corol-
lary 1 to our advantage. Due to the the possible blowup of C in (38), we would like to keep
|u1 − u2|, |t1 − t2|, |t ′i − u1| suitably large; this will be facilitated by the two-ends condition.
For every (ξ, x) ∈ F ′, let
Sξ,x = {t ′ ∈ S : x + t ′(ξ + ed) ∈ E ′}.
Then, by definition of F ′,
μξ,x := |Sξ,x |  T [1E ](ξ, x). (39)
By (31) we have, for every t ∈ R,
|{t ′ ∈ Sξ,x : |t ′ − t |  1}|  T [1E ](ξ, x)
Thus, an appropriate choice of implicit constants gives




P(ξ, x) = {(u1, u2) ∈ S2ξ,x : |u1 − u2|  1},
we have |P(ξ, x)|  μ2ξ,x .
For each (u1, u2) ∈ P(ξ, x) let
Qu1,u2(ξ, x) = {(t1, t ′1) ∈ S2ξ,x : min(|t1 − ui |, |t ′1 − ui |)  1 for i = 1, 2}.
Then, reasoning as above,
|Qu1,u2(ξ, x)|  μ2ξ,x (40)





(u2 − u1)(ti − u1)
(ti − u2)(t ′i − u1)
.
In order to obtain an s so that (37) holds for each i , we consider the set
Ru1,u2(ξ, x) = {(t1, t ′1, t2, t ′2) ∈ Qu1,u2(ξ, x)2 : su1,u2(t1, t ′1) = su1,u2(t2, t ′2)}.
Below we abbreviate su1,u2 by s, Qu1,u2(ξ, x) by Q, Ru1,u2(ξ, x) by R, and μξ,x by μ. We
observe that s(t1, ·) is a diffeomorphism on an open set containing the support of 1Q(t1, ·),
















) ∣∣∣∣ (vu1,u2(t1, s
′) − u1)2(t1 − u2)














vu1,u2(t1, s) = u1 +
(u2 − u2)(t1 − u1)
s(t1 − u2)
and where the  follows from the fact that the Jacobian is  1 on Q. We apply Cauchy–



































































1, t2) = vu1,u2(t2, s(t1, t ′1))
we have by construction
s(t1, t
′
1) = s(t2, wu1,u2(t1, t ′1, t2))
and hence
1R(t1, t ′1, t2, wu1,u2(t1, t ′1, t2)) = 1Q(t1, t ′1)1Q(t2, wu1,u2(t1, t ′1, t2)).




1R(t1, t ′1, t2, wu1,u2(t1, t ′1, t2)) dt1 dt ′1 dt2  μ4.
In order to control C in (38), it remains to control |t1 − t2|. However, since∫
R3
1R(t1, t ′1, t2, wu1,u2(t1, t ′1, t2))1[0,r ](|t1 − t2|) dt1 dt ′1 dt2  rμ2,
we have |R′|  μ4 where
R′ = {(t1, t ′1, t2, t ′2) ∈ R : |t1 − t2|  μ2}. (43)
Let
X = {(ξ, x, u1, u2, t1, t ′1, t2) : (ξ, x) ∈ F ′, (u1, u2) ∈ P(ξ, x), and
(t1, t
′
1, t2, wu1,u2(t1, t
′
1, t2)) ∈ R′u1,u2(ξ, x)}.
Integrating everything out, we see that







For each k ≥ 0 let
Xk = {(ξ, x, u1, u2, t1, t ′1, t2) : λ2−k  |t1 − t2|  λ2−(k+1)}.






and hence for some X ′ := Xk0 , we have |X ′|  |X |. Let μ˜2 = λ2−(k0+1) .
Since each ti ∈ S, and each |t1 − t2|  μ˜2, we see that the (u1, u2, t1, t ′1, t2) reside in a
set of measure  |S|4μ˜2. Thus we may choose a (u1, u2, t1, t ′1, t2) so that, letting
F ′′ = {(ξ, x) : (ξ, x, u1, u2, t1, t ′1, t2) ∈ X ′},
we have
|F ′′|  |S|−4μ˜−2|F |λ6. (44)
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We now let G = {(x, x + ξ) : (ξ, x) ∈ F ′′} and note that |G| = |F ′′|. Also, since F ′′
satisfies |{x ′ : (ξ, x) ∈ F ′}| ≤ M for every (ξ, x) ∈ F ′′, we have that G is M-parallel. Let
s = su1,u2(t1, t ′1) = su1,u2(t2, t ′2). Since t ′1, t ′2 satisfy (37) we may apply Corollary 1 to obtain
|F ′′|4 
(












By definition of F ′′, πt (G) ⊂ {x ′ : (x ′, t) ∈ E ′} for each t in the sup above. Thus, we
may combine (44) and (45) to obtain
|F |4λ24μ˜2(d−1)−8 M−1
 λ−(d−1) |S|16 sup
t=u1,u2,t1,t ′1,t2,t ′2
{(x ′ : (x ′, t) ∈ E ′}|7
 |E |7|F |−7λ−(d+6) . (46)
Since μ˜  λ, we thus have
|F | 47 +λ 14+2d7 +C M− 17  |E |.
Since d ≥ 6, we have 4d + 3 > 14 + 2d + C and hence we obtain the desired estimate.
4 Proof of Theorem 2
We will now prove bounds (27) with r/p arbitrarily close to 1+√2. This improvement over
the value r/p = 7/3 −  from Sect. 2 will be obtained by using an estimate which follows
from many successive iterations of Proposition 1 rather than the single iteration which gave
us Corollary 1.
Specifically, we start with (11) and apply Proposition 1 iteratively N − 1 times to obtain
Corollary 2 below. Although each iteration decreases the value of α in (10) resulting in an
increase of r/p in (27), it will come with the cost of a larger required collection of slices
satisfying a more complicated set of arithmetic conditions. This makes the uniformization
argument more difficult, and so we are not able to obtain almost sharp values of p, q, r.
The heights of the slices will be parameterized by points in R3N−1 which we will label as
σ = (u1,1, u2,1, s1, . . . , u1,N−1, u2,N−1, sN−1, u1,N , u2,N ).
Provided u1,N = u2,N , the two-slice estimate (11) holds with t1 = u1,N and t2 = u2,N .
Thus, if u1,N−1 = u2,N−1, sN−1 = 0, and ui,N−1 = u j,N for i, j ∈ {1, 2}, then we may
apply Proposition 1 with u1 = u1,N−1, u2 = u2,N−1, and s = sN−1 to obtain, for every
M-parallel set of lines G ⊂ Rn × Rn
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where
C = 23/2|u1,N−1 − u2,N−1|−n/4|u1,N − u2,N |−n/4
· sup
i=1,2
|vu1,N−1,u2,N−1(ui,N , sN−1) − u1,N−1|−n/2
where
TN−1 = {u1,N−1, u2,N−1, u1,N , u2,N ,
vu1,N−1,u2,N−1(u1,N , sN−1), vu1,N−1,u2,N−1(u2,N , sN−1)}
and where
vu1,u2(ti , s) = u1 +
(u2 − u1)(ti − u1)
s(ti − u2) .
In general, define TN+1 = ∅, define sN = 1, and define T j for 1 ≤ j ≤ N recursively by
T j = {u1, j , u2, j } ∪ T j+1 ∪ T ′j+1
where T ′j+1 = {vu1, j ,u2, j (t, s j ) : t ∈ T j+1}. We say that σ is admissible if for each 1 ≤ j ≤
N , we have u1, j = u2, j , s j = 0 and
{u1, j , u2, j } ∩ T j+1 = ∅.
From N − 1 iterative applications of Proposition 1, we obtain
Corollary 2 Let N ≥ 2 and let σ ∈ R3N−1 be admissible. Then for any M-parallel set of










where the right sup ranges over t ∈ T1, where the left sup ranges over pairs (t, t ′) such that




αi+1 = 2 − 12αi
for 1 ≤ i < N .
One may check that limi→∞ αi = 1 +
√
2
2 . Below, we will use Corollary 2 to show that









where  may be taken arbitrarily small. Thus, by taking N large and  small, we obtain The-
orem 2 from the reduction of Sect. 3.1. Since we are not able to obtain anything near a sharp
value of pN , we will try to keep the arguments as simple as possible rather than pursuing any
optimization of this exponent. For example, we will not employ the two-ends reduction.
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4.1 Counting admissible points
Motivated by the left sup in (47), we say that σ is c-admissible if |u1,i − u2,i | ≥ c for every
1 ≤ i ≤ N and |t − t ′| ≥ c for every (t, t ′) such that
t ∈ {u1,i , u2,i }, and t ′ ∈ Ti+1 ∪ T ′i+1, for some 1 ≤ i ≤ N . (48)
Proposition 2 Let I ⊂ [0, 1] and let N be a positive integer. Defining
N (I ) =
{




|N (I )|  |I |6N . (49)
Proof The proof will be by induction on N . Clearly the proposition is true for N = 1. We
assume it is true for N = n, and prove it for N = n + 1. Let
Q = {(u1, u2, t, t ′) ∈ I 4 : min(|u1 − u2|, |u1 − t |, |u1 − t ′|, |u2 − t |, |u2 − t ′|)  |I |}
and note that, with an appropriate choice of implicit constant, |Q|  |I |4.
Define
su1,u2(t, t
′) := (u2 − u1)(t − u1)
(t − u2)(t ′ − u1)
so that
t ′ = vu1,u2(t, su1,u2(t, t ′)).





u1, u2, t, vu1,u2(t, s)
) ∣∣∣∣ (vu1,u2(t, s) − u1)
2(t − u2)
(t − u1)(u2 − u1)





u1, u2, t, vu1,u2(t, s)
)
du1 du2 dt ds.
Letting Iu1,u2,s = {t : (u1, u2, t, vu1,u2(t, s)) ∈ Q} and noting that each (u1, u2, s) ∈
I × I × [−C |I |−2, C |I |−2], we then have∫
U
|Iu1,u2,s | du1 du2 ds  |Q||I |2  |I |6 (50)
where U = {(u1, u2, s) : |Iu1,u2,s |  |I |6}. Thus∫
U
|Iu1,u2,s |6
n du1 du2 ds  |I |6n+1 . (51)
By the induction hypothesis, we have
|n(Iu1,u2,s)|  |Iu1,u2,s |6
n
. (52)
It remains to show that (u1, u2, s, σ ′) ∈ n+1(I ) for each (u1, u2, s) ∈ U and each σ ′ ∈
n(Iu1,u2,s). The conclusion (49) will then follow from (51) and (52).
To check that each σ = (u1, u2, s, σ ′) is C |I |6n+1 -admissible, we first note that ui, j (σ ) =
ui, j−1(σ ′) and T ′j (σ ) = T ′j−1(σ ′) for j = 2, . . . , n + 1. Thus, by definition of n(Iu1,u2,s),
123
Two bounds for the X-ray transform 641
and the fact that |Iu1,u2,s |  |I |6 the cases i = 2, . . . , n +1 of (48) are covered. To check the
case i = 1, we note that by definition of n(Iu1,u2,s), we have T2(σ ) = T1(σ ′) ⊂ Iu1,u2,s .
By definition of Iu1,u2,s , we thus have, for every t ∈ T2(σ ), (u1, u2, t, vu1,u2(t, s)) ∈ Q and
so |u1 − u2|, |u1 − t |, |u2 − t |, |u1 − vu1,u2(t, s)|, |u2 − vu1,u2(t, s)|  |I |.
Finally, we show that T1(σ ) ⊂ I for each σ = (u1, u2, s, σ ′). Recall
T1(σ ) = {u1, u2} ∪ T2(σ ) ∪ T ′2 (σ )
= {u1, u2} ∪ T1(σ ′) ∪ {vu1,u2(t, s) : t ∈ T1(σ ′)}.
Since σ ′ ∈ n(Iu1,u2,s), we have T1(σ ′) ⊂ Iu1,u2,s ⊂ I. By definition of Iu1,u2,s, we also
have {vu1,u2(t, s) : t ∈ T1(σ ′)} ⊂ I and {u1, u2} ⊂ I.
4.2 Uniformization
Fix N and let E, E ′, F, F ′, M, λ, , S, and Sξ,x be as in Sect. 3.3, and
X = {(ξ, x, σ ) : (ξ, x) ∈ F ′ and σ ∈ N (Sξ,x )}.




|Sξ,x |6N dξ dx  λ6N −1I(E ′, F ′)  λ6N |F |
where each σ is λ6N -admissible and each T1(σ ) ⊂ S.
Using the fact that each σ is λ6N -admissible, we obtain the bounds λ2·6N  |si |  λ−2·6N
for each i and so, in particular, the σ ’s reside in a set of measure |S|2N λ−2(N−1)6N . Thus, we
may find a fixed σ0 so that
|F ′′|  λ(2N−1)6N |S|−2N |F | (53)
where
F ′′ = {(ξ, x) : (ξ, x, σ0) ∈ X}.
Applying Corollary 2 with the set of lines G = {(x, x +ξ) : (ξ, x) ∈ F ′′}, we have that G
is M-parallel and |G| = |F ′′|. Also, since T1(σ0) ⊂ S, it follows that πt (G) ⊂ {x ′ : (x ′, t) ∈
E ′} for every t ∈ T1(σ0). Finally, since σ0 is λ6N -admissible, we have
sup
t,t ′
|t − t ′|−(d−1)  λ−(d−1)6N
in (47). Thus, we obtain
|F ′′|  λ−(d−1)6N M2−αN sup
t∈S
|{x ′ : (x ′, t) ∈ E ′}|αN . (54)
Noting that αN < 2 < 2N and
|S| sup
t∈S
|{x ′ : (x ′, t) ∈ E ′}|  λ− |F |− |E |,
we obtain from (53) and (54)










 |E | 1pN
where
pN = (2N + d − 2)6









αN (1 + ) − 1 .
Appendix: Nikodym mixed-norms
Instead of the Kayeya-order mixed norms (26) for the (reparameterized) X -ray transform T ,
one may consider the Nikodym-order mixed norms




















In order for the bound
‖T [ f ]‖Lq (Lr ),N  ‖ f ‖L p(Rd ) (56)
to hold, we again have the necessary conditions (4), (5), and r < ∞. Unless we impose the
additional assumption that f is supported away from the hyperplane {x : xd = 0}, we have
another necessary condition





which follows from the application of T to characteristic functions of small neighborhoods
of a point in {x : xd = 0}. Tao showed in [12] that bounds for the Kakeya and Nikodym max-
imal operators are roughly equivalent. We observe that his proof carries over to the general
mixed-norm case, and hence combined with Theorem 1 yields
Corollary 3 When d ≥ 6 and  > 0, the bound (56) holds with p = 4d+37 , q = 4d+34 − ,
and r = 4d+33 − .
One may also formulate a corresponding version of Theorem 2.
Proof For z ∈ Rd write z = (z′, zd) where z′ ∈ Rd−1, zd ∈ R. For nonnegative integers j
let
S j = {z ∈ Rd : 2−( j+1) < zd ≤ 2− j }.
We first prove Corollary 3 in the special case when f is supported on S0. In fact, to prove
this case it suffices, since T is local and p ≤ q ≤ r , to consider the case when f is supported
on S0 ∩ Q where Q is the cube centered at 12 ed with side length 1. Furthermore, assume thatf is non-negative.
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Letting d2(y) = 2y, we have




















f (ξ + t˜(2x + ed)) dt˜
= T [ f ](2x, ξ),





















































































 ‖ f ◦ φ ◦ d2‖L p(Rd ).
where we use the fact that f is supported on Q for the first equation. Since f is supported
on S0, we have
‖ f ◦ φ ◦ d2‖L p(Rd )  ‖ f ‖L p(Rd ).
Lifting our support assumptions on f , we note that
‖T [ f ]‖Lq (Lr ),N ≤
∞∑
j=0
‖T [1S j f ]‖Lq (Lr ),N .
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However each 1S j f ◦ d2− j is supported on S0, and
T [1S j f ](ξ, x) = 2− j T [1S j f ◦ d2− j ](ξ, 2 j x).
Thus, for each j
‖T [1S j f ]‖Lq (Lr ),N = 2− j (1+
d−1
q )‖T [1S j f ◦ d2− j ]‖Lq (Lr ),N
 2− j (1+
d−1
q )‖1S j f ◦ d2− j ‖L p(Rd )
≤ 2− j (1+ d−1q − dp )‖ f ‖L p(Rd ).
Hence, since (57) holds with strict inequality, we have
∞∑
j=0
‖T [1S j f ]‖Lq (Lr ),N  ‖ f ‖L p(Rd ).
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