CSRnXn = {A = (aij) E Rnxn ) aij = an+i--i,n+i-j, i,j = 1,2,. . ,n}.
INTRODUCTION
Matrix inverse problem: given three sets of real n x n matrices S, real n-vectors zr , . , z,,,, and n-vectors br, . . . , b,, m 5 n, find a real n x n matrix A E S such that Axi = bi, i=1,2 )...) m.
LetX=(zr,zz,..., z,), B = (bl, bz,. . , b,), then the above relation can be written as
AX=B.
If we take B = XA, A = diag(Xr, X2,. . , A,), where X1,X2,. . . ,X, are numbers, then the above problem is called the inverse eigenvalue problem. The prototype of those problems initially arose in the design of Hopfield neural networks [1, 2] . It is applied in various areas, such as the discrete analogue of inverse Sturm-Liouville problem [3], vibration design [4] , and structural design [5, 6] .
For important results on the discussions of the inverse problem AX = B associated with several kinds of different sets S, we refer the reader to . It is very important and also pays close attention to the study of least-squares solutions for the above problem associated with several kinds of different sets S, for instance, general matrices, symmetric nonnegative definite matrices, bisymmetric (same as persymmetric) matrices, bisymmetric nonnegative definite matrices, antisymmetric matrices, symmetric orthsymmetric matrices, and so on (see . Centrosymmetric matrices (may not be persymmetric) have practical applications in information theory, linear system theory, linear estimate theory, and numerical analysis (see ; however, the inverse problems of centrosymmetric matrices have not been addressed yet. In this paper, we will discuss those problems.
We introduce some notations to be used. Let Rnx" denote the set of all n x m real matrices; ORnx" denote the set of all n x n orthogonal matrices; A+ be the Moore-Penrose generalized inverse of matrix A; I,, be the identity matrix of order k; 11 . /I be the Frobenius norm of a matrix; rank (A) denote the rank of matrix A; for A, B E R"'", (A, B) = tr(BTA) denote the inner product of matrices A and B, then Rnx" is a Hilbert inner product space; the norm of a matrix generated by the inner product is the Frobenius norm. Let ei be the i th column of I, and set S, = (e,, e,_r, . . . , er). It is easy to see that s,' = s,, s,Ts, = I.
then A is caJJed an n x n centrosymmetric (may not be persymmetric) matrix; the set of all n x n centrosymmetric matrices is denoted by CSR"'"
Then the problem studied in this paper can be described as the following problem.
PROBLEM IO. Given X, B E Rnxm, find a centrosymmetric (may not be persymmetric) matrix A such that AX=B.
In this paper, we will discuss the solvability conditions and the expression of the solution of Problem IO. But X and B occurring in practice are usually obtained from experiments, it is difficult for them to satisfy the solvability conditions; therefore, it makes sense to study the least-squares solutions of the inverse problem.
PROBLEM I. Given X, B E Rnxm, find a centrosymmetric (may not be persymmetric) matrix A such that
IlAX -BI( = min.
The expression of the solution of Problem I is derived.
The optimal approximation problem of a matrix with the above-given matrix restriction is proposed in the processes of test or recovery of linear system due to incomplete dates or revising In this paper, we will also consider the so-called optimal approximation problem associated with AX = B. The problem is as follows.
where SE is the solution set of Problem Ic or Problem I.
We point out that if Problem I is solvable, then Problem II has a unique solution, and the expression of the solution is derived.
The paper is organized as follows. At first, we will prove the existence theorem and provide the expression of the solution for Problems I and II in Section 2. Then, in Section 3, we will prove the existence and uniqueness theorem and give the expression of the solution of Problem II. Finally, in Section 3, we also give the algorithm to compute the approximate solution and some numerical experiments.
THE EXPRESSION OF THE GENERAL SOLUTION OF PROBLEM I
For the construction of CSJR"~", there are the following results. 
UT(M + H)Ul = UTB,V,C,l, U,T(M + H)Ul = U,TB,V,C,l, P:(M -H)Pl = P,TB2Q1C,1, P;(M -H)P, = P,TB2Q1C;! (2.14)
G =u U;r(M+Vh 1 U,'(M + H)Uz > E RkX(k--rd
UT(M + H)U = U,T(M + H)& U,T(M + H)Uz U,'(M + H)Ul U$(M + H)Uz > ' > = BIV,C,~, x+ = v,c,w-
By substituting the first two formulas in (2.14) into (2.16), we obtain
M + H = BlX,+ + G&-.
Similarly, we have 
, G2 E RW--Td, (2.24) 
PROOF. For any
Noting the orthogonality of D, we have
Similar to the discussion of Theorem 1, we can obtain the general solution pf IlAX -BII = min.
AH = BIX,+ + GJJ,T, G1 g R(k+l)x("+'-"1 7 (2.27) N-H=B2X,++G2P,T, G2 E RkX(k-rz) (2.28)
Substituting (2.27) and (2.28) into (2.26) gives This is the expression of the general solution of Problem I. The proof is completed.
Similar to the discussion of Corollary 1, we have the following. 
THE EXPRESSION OF THE SOLUTION OF PROBLEM II
When the solution set SE of Problem I is nonempty, it is easy to verify that SE is a closed convex set. Therefore, when n is even, we have the following result. When n is odd, similar to the discussion of Theorem 3, we have the following result. 
