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The Bayesian Block algorithm, originally developed for applications in astronomy, can be used
to improve the binning of histograms in high energy physics (HEP). The visual improvement can
be dramatic, as shown here with multiple examples. More importantly, this algorithm produces
histograms that accurately represent the underlying distribution while being robust to statistical
fluctuations. The algorithm is compared with other binning methods in a quantitative manner using
distributions commonly found in HEP. These examples show the usefulness of the binning provided
by the Bayesian Blocks algorithm both for presentation and modeling of data.
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I. INTRODUCTION
Histograms are ubiquitous in particle physics, yet his-
togram binning is usually settled in an ad hoc manner.
Most of the time, a subjectively natural range and bin
width is chosen, motivated mainly by obtaining a nice-
looking plot. Objective methods have been proposed [1–
6] that determine binning according to some optimiza-
tion procedure. For example, Scott’s Rule [1] and the
Freedman-Diaconis Rule [2] determine the number of
fixed-width bins by the number of entries and a mea-
sure of the spread of the distribution (root-mean-square
for Scott’s Rule and interquartile range for Freedman-
Diaconis Rule). Knuth’s Rule [5] takes the structure of
the distribution into account but uses bins of fixed width.
The method of “equal population” requires that each bin
have similar numbers of entries, and thus the bin widths
may vary, but the location of the bin edges is chosen
arbitrarily. The Bayesian Block algorithm, in contrast,
allows the bin widths to vary and determines the bin
edges based on the structure of the distribution.
The Bayesian Blocks algorithm was developed in an
astronomy context by Scargle [7, 8]. His objective was to
set bin edges, called “change points”, at times when the
light flux from an astrophysical object suddenly changed.
The flux is represented by the arrival times tn of photons
in a telescope; given a set of event data {tn} for n =
1, . . . , N , the algorithm uniquely determines the number
and placement of the change points.
In our analysis, the change points play the role of his-
togram bin boundaries for a set of event data {xn}. The
resulting histogram is objective rather than subjective.
Ranges in x in which the data are sparse result in larger
bins, and ranges in which the data are concentrated result
in smaller bins. Furthermore, if the (empirical) probabil-
ity density function (pdf) changes slowly, then the bins
are wide, and if it changes rapidly, the bins will be nar-
rower. The prospect of a self-adjusting histogram is at-
tractive especially in contexts in which the distributions
falls over orders of magnitude: typical histograms plot-
ted on a semi-logarithmic scale either lose the structure
at the high values of the pdf or are plagued by statistical
fluctuations in the tails. Sometimes researchers employ
unequal binning but the bins are still chosen in an ar-
bitrary manner, and the results are seldom completely
satisfactory.
We apply the Bayesian Blocks algorithm to histogram-
ming in collider physics. We provide illustrations of how
this algorithm produces clear and visually pleasing his-
tograms with minimal subjective input from the ana-
lyzer. We do not consider external factors that motivate
histogram bin width (e.g. resolution of data, systematic
errors, comparison with existing histograms). In prin-
ciple, these factors could be incorporated as additional
inputs or constraints to a binning algorithm, but will
not be explored in this analysis. Naturally, the Bayesian
Block algorithm can be applied to any scientific field in
which histograms are employed.
Beyond producing pleasing histograms, we have dis-
covered that the binning provided by the Bayesian Blocks
algorithm accurately represents the underlying distribu-
tion of the given data set while suppressing the effects
of statistical fluctuations. Since the binning is optimal
such that each bin is consistent with a flat distribution,
a given binning is robust to change when compared with
statistically independent data sets produced from the
same underlying pdf. We give multiple examples to illus-
trate these points, all of which are inspired from common
scenarios in HEP (high energy physics) and span large
ranges of bin occupancy.
The remainder of this paper is structured as follows.
A brief technical description of the Bayesian Blocks al-
gorithm is given in Section II followed by illustrations
from collider physics in Section III. Section IV compares
the Bayesian Block algorithm with several other binning
heuristics using quantitative metrics. We conclude in
Section V.
II. THE BAYESIAN BLOCK ALGORITHM
We will briefly describe the Bayesian Block algo-
rithm. The complete detailed account of the mathe-
matical derivation and algorithm implementation can be
found in Scargle [7]. The Bayesian Blocks algorithm is
a nonparametric modeling technique for determining the
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2optimal segmentation of a given set of univariate ran-
dom variables. Each block (or bin, in the context of his-
tograms) is consistent with a pdf with compact support;
the entire dataset is represented by this collection of finite
pdfs. For this analysis (and for most current implemen-
tations of Bayesian Blocks), each pdf is a uniform dis-
tribution, which thereby defines the ‘Piecewise Constant
Model’ as discussed in Ref. [7]. The number of blocks
and the edges of the blocks are determined through op-
timization of a ‘fitness function’, which is essentially a
goodness-of-fit statistic dependent only on the input data
and a regularization parameter (discussed below).
The set of blocks is gapless and non-overlapping, where
the first block edge is defined by the first data point, and
the last block edge is defined by the last data point. A
block can contain between 1 and N data points, where
the sum of the contents of all the blocks must equal N .
The algorithm relies on the additivity of the fitness func-
tion, and thus the fitness of a given set of blocks is equal
to the sum of the fitnesses of the individual blocks. The
total fitness, Ftotal for a given dataset is:
Ftotal =
K∑
i=1
f(Bi), (1)
where f(Bi) is the fitness for an individual block, and K
is the total number of blocks. The additivity requirement
of the total fitnesses allows the Bayesian Blocks algorithm
to greatly improve the execution time with respect to a
brute-force method [7].
Given an ordered set of N data points, the algorithm
determines the optimal set of K + 1 change-points (and
therefore K blocks) by iterating through the data points,
and caching the current maximum fitness values and
corresponding indices. For example, during iteration n
(where data point n is being evaluated), the potential
total fitnesses are calculated as:
Ftotal(n,m) = Fm + f(B
n
m),m = 1, 2, . . . , n− 1 (2)
where Fm is the optimal fitness as determined during it-
eration m, and f(Bnm) is the fitness of the block bound
between data points n and m. This potential total fitness
is calculated n− 1 times at each iteration, and the max-
imum of those fitnesses along with the relevant change-
points are stored and used during the subsequent iter-
ations. After the final iteration, N , the change-points
associated with the maximum total fitness are returned.
This method guarantees that the global maximum fitness
is obtained in O(N2), which is much more efficient than
an exhaustive search of all 2N potential configurations.
For a series of discrete, independent events, the fitness
function for an individual block, f(Bi), can be defined
as an unbinned log-likelihood (the so-called Cash statis-
tic [9]):
f(Bi) = lnLi(λ) = Ni lnλ− λhi. (3)
This modified Cash statistic is derived from the Poisson
likelihood of N events sampled from a model with am-
plitude λ over a range h. It follows that the total fitness
Ftotal is:
Ftotal =
K∑
i=1
lnLmaxi (λ). (4)
The fitness described above must be modified by a
penalty term for the number of blocks. Without explic-
itly adding this additional parameter, there is an implicit
assumption of a uniform prior on the number of blocks
between 0 and N . This is unreasonable in most cases, as
typically Nb  N , where Nb is the number of blocks. In
Ref. [7] a geometric prior of the form was chosen:
P (Nb) = P0 γ
Nb , (5)
where γ is the single free parameter, and P0 is a nor-
malization constant. This prior must be tuned in order
to achieve a reasonable binning for a given dataset. An
overly conservative value will suppress the detection of
true change-points, while too liberal a value will lead to
spurious change points (eventually reaching the limit of
Nb = N). When γ is less than one, it is the factor by
which N blocks are favored over N + 1 blocks. The prior
can be interpreted as a control on the false-positive rate
for detecting change-points.
The prior can be determined empirically as a func-
tion of the false-positive rate through simple toy stud-
ies, or through other means of optimization. As will
be explained in IV, the prior value for this analysis is
determined by optimizing metrics used for quantitative
histogram comparison. In general, the number of change-
points is insensitive to a large range of reasonable values
for λ.
The code used to implement Bayesian Blocks and gen-
erate the histograms in this paper is located in the Scikit-
HEP python package [10] and was written and main-
tained by one of the authors [BP].
III. ILLUSTRATIONS
Our first illustration is the sharp peak in the distribu-
tion of the invariant mass Mµµ of muon pairs produced at
a hadron collider; this resonance is the Z boson. The ex-
ample shown in Fig. 1 is produced using simulated events,
generated using the Pythia [11] and Delphes [12] soft-
ware packages. In a typical application one compares
collider data (represented by black dots with error bars)
to a simulation (represented here by the light-blue his-
togram) expecting to see good agreement. If, for exam-
ple, the momentum scale calibration for the data is not
quite correct, one will observe a shift in one distribution
with respect to the other. Consequently, the ratio of the
two histograms will display a characteristic S-shape. The
clarity of the ratio of the two histograms is of central im-
portance in this type of diagnostic study. For the sake of
this illustration, we have one set of simulated data with
3no modification, and a second, independent sample in
which the invariant mass values are shifted by 1%. There
are 10,000 events in the “data” sample, and ≈ 680, 000
events in the “simulation” sample.
The left plot in Fig. 1 shows a typical choice of binning
(2 GeV width bins), and the right plot shows the bin-
ning obtained with the Bayesian Block algorithm. Each
plot shows the distribution on a logarithmic scale and
the ratio of the two histograms on a linear scale. The
shaded regions show the statistical uncertainties for the
ratio. The standard plot is unsatisfactory because the
statistical fluctuations below Mµµ ≈ 60 GeV and above
Mµµ ≈ 125 GeV are too large to allow any conclusions
to be drawn about the tails of these distributions. Fur-
thermore, the fairly sharp shape of the peak near 90 GeV
is not as clear and the ratio plot has a less pronounced
S-shaped curve. The Bayesian Block plot, in contrast,
shows a sharp peak and a very clear S-shape, and the sta-
tistical fluctuations in the tails are greatly reduced. Since
the widths of the Bayesian Blocks plot are not uniform,
we normalize each bin by its width. We also normal-
ize the standard histogram by bin width. The Bayesian
Block algorithm produced 23 bins, whereas we used 40
bins for the standard histogram. In this illustration, the
Bayesian-Block algorithm produces a superior visualiza-
tion of the distribution and of the differences between
the two samples. While this statement is qualitative,
we will show in the following section that the Bayesian
Block algorithm is quantitatively superior to other bin-
ning schemes in many cases.
Our second illustration is the distribution of the trans-
verse momentum pT of a reconstructed jet produced
in association with a vector boson; this distribution is
known to fall rapidly as pT increases and is characterized
by a long, sparsely-populated, high-energy tail. High en-
ergy physicists will look for new physics in tails like this.
Comparisons of data and Monte Carlo simulations can
be unsatisfactory when a uniform binning is employed.
The two log plots in Fig. 2 show histograms produced
with a typical 10 GeV binning and a binning deter-
mined by the Bayesian Blocks algorithm. The uniformly
binned histogram is reasonable in the low-momentum re-
gion. However, it obscures an interesting minor disagree-
ment between the data with the simulation that occurs
in the lowest momentum region. Conversely, the high-
momentum region is binned too finely, and the ratio plot
(lower panel) in the lower panel is difficult to interpret
due to large statistical uncertainties. The Bayesian Block
histogram suffers from none of these defects, again pro-
ducing a much more instructive and visually appealing
plot. This distribution will also be examined quantita-
tively in the following section.
These two examples serve to showcase the Bayesian
Block algorithm in realistic HEP plotting scenarios. Our
statements thus far are qualitative and subjective in na-
ture, as is typically the case when colloquially discussing
the merits of data visualization methods. However, the
following section will examine the Bayesian Block algo-
rithm with a host of other common binning schemes in
order to objectively compare and evaluate performance.
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FIG. 1: Comparison of simulated Drell-Yan distributions.
10 3
10 2
10 1
100
101
102
Co
un
ts
Bi
n
W
id
th
Simulated Jet Momentum, 10 GeV Binning
Data
Simulation
100 200 300 400 500
Jet pT (GeV)
0.0
0.5
1.0
1.5
Da
ta
Si
m
ul
at
io
n
(a) Fixed-width binning.
10 2
10 1
100
101
102
Co
un
ts
Bi
n
W
id
th
Simulated Jet Momentum, Bayesian Blocks
Data
Simulation
100 200 300 400 500
Jet pT (GeV)
0.0
0.5
1.0
1.5
Da
ta
Si
m
ul
at
io
n
(b) Bayesian Block binning.
FIG. 2: Comparison of simulated jet momentum distributions.
IV. COMPARISON WITH EXISTING
METHODS
Many heuristics currently exist in order to generate an
‘optimal’ histogram, given an unbinned dataset. How-
ever, the criteria for determining which binning heuristic
is optimal is not universally agreed upon. Scott [1] and
others use the Integrated Mean Square Error (IMSE) to
determine an optimal bin width. In practice, it is of-
ten difficult to obtain or approximate the underlying pdf
for a given distribution, which is needed to calculate the
IMSE. Additionally, the minimization of the IMSE does
not take into account the visual appeal of the histogram
to a user, which is an important, albeit difficult to quan-
tify, aspect of data visualization.
In this section, we will compare multiple histogram
binning methods with Bayesian Blocks, using metrics
inspired by the studies conducted by Lolla and Hobe-
rock [13]. These metrics will measure the visual appeal
of a histogram and its ability to accurately reproduce
the underlying pdf, without overemphasising statistical
fluctuations inherent in any given dataset. The motiva-
tions and definitions of these metrics will be covered in
Section IV A.
We will evaluate the histograms using multiple differ-
ent datasets with varying numbers of entries, motivated
by distributions commonly seen in HEP. The two met-
ric values will be displayed for all histogram methods
employed for each example case, along with the final
combined rank for each histogram method. The follow-
ing histogram methods will be examined, along with the
Bayesian Blocks algorithm:
1. Sturges [14]: K = dln(N)e+ 1.
2. Doane [15]: Sturges rule, with a skewness correc-
tion.
3. Scott [1]: h = 3.5σˆ
N1/2
, where σˆ is the standard devi-
ation of the data.
54. Freedman-Diaconis [2]: h = 2 IQRi
N1/3
, where IQR is
the interquartile range of the data.
5. Knuth [5]: Fixed-width binning determined via
likelihood minimization.
6. Rice [16]: K = d2N1/3e
7. Square root: K = d√Ne
8. Equal population: Variable-width bins all contain
equal number of entries.
A. Histogram Metrics
Two metrics will be used to evaluate the performance
of the histogram binning methods. The first metric is
designed to capture the visual appeal of the histogram
by minimizing the number of bin-to-bin height fluctua-
tions. When dealing with a relatively smooth underlying
distribution, these features, or “wiggles”, indicate that a
histogram is picking up the unwanted statistical fluctua-
tions inherent in a finite dataset. The number of wiggles
in a histogram is defined as:
Wn =
∑
[sgn (f ′(Bi)) sgn (f ′(Bi+1)) = −1] (6)
where f ′(Bi) is the finite first derivative of the function
describing the height of block (or bin) i. This metric
simply counts the number of adjacent opposite-sign first
derivatives, and increases when there are many fluctua-
tions in height from one bin to another. A plot of Wn as
a function of the number of bins is shown in Fig. 3.
The second metric measures the accuracy of a given
histogram in reconstructing the underlying pdf, while
minimizing the impact of statistical fluctuations due to
the initial data used to generate the histogram. Con-
sider a dataset that consists of N independent events,
such that D = {d1, d2, d3, . . . , dN}. From dataset D,
construct a histogram. From that histogram, generate
a new set of data Dˆ = {dˆ1, dˆ2, dˆ3, . . . , dˆN}, where each
data point is generated by a linear interpolation of each
bin (e.g. for a bin ranging from 0 to 1 in x with height
5, we generate 5 equally spaced datum in x with values
from 0 to 1.) This results in a set of data points equal
in size to the original set, but evenly distributed within
each respective bin. One can compare the interpolated
dataset, Dˆ with M different independent datasets, all
of which are derived from the original distribution and
have size N . We can use these datasets to construct the
average error metric, defined as:
Eˆ =
1
M
M∑
m=1
(
N∑
n=1
|dnm − dˆn|
)
(7)
where dnm is the nth data point from the mth data set.
This metric typically decreases as the size of the bins de-
crease, but in general does not approach 0 as the bins be-
come infinitesimally narrow. The metric penalizes a his-
togram for modeling the statistical fluctuations of a given
distribution by comparing the interpolated data with sta-
tistically independent datasets, and not the dataset used
to generate the histogram. For the analyses performed
in this manuscript, M = 100 unless otherwise noted. A
plot of Eˆ as a function of the number of bins is shown in
figure 3.
There is no obvious way to combine metrics Eq. 6 and
Eq. 7 to produce an overall metric. However, we will show
the results of the metrics in a two dimensional plane,
and also display the combined ranks of each histogram
method. For nine different histogram methods, the best
combined rank would be 2 (lowest relative score for each
metric), and the worst combined rank would be 18 (high-
est relative score for each metric).
B. Comparison Results
This section will show the outputs and metric results
of histograms generated with the aforementioned binning
heuristics for different distributions, and varying num-
bers of entries. The distributions examined are as fol-
lows:
1. A Drell-Yan invariant mass distribution (DY).
2. The transverse momentum of the leading muon
from a Drell-Yan process (MuPT).
3. The transverse momentum of a jet produced in as-
sociation with a vector boson (jPT).
4. A Gaussian distribution (Gauss).
5. A bimodal distribution formed from two Laplace
distributions on a uniform background (2LP).
The DY, MuPT, and jPT distributions are all simu-
lated using the Pythia and Delphes simulation soft-
ware packages. The Gaussian and bimodal distributions
are generated using the python packageNumpy [17]. His-
tograms are produced for each distribution with datasets
of size N=500, 1000, 5000, and 10000. Both the Bayesian
Block and equal population binning methods have a user-
defined adjustable parameter. The Bayesian Blocks prior
(Eq. 5) and the number of bins in the equal population
method are determined by minimizing the combined met-
ric ranks.
The histograms for the DY, MuPT, jPT, 2LP, and
Gauss distributions are shown in Figs. 4-8. Plots of the
two metrics, along with bar charts of the combined ranks
of the metrics are shown in Figs. 9-13.
For the majority of the examples shown here, Bayesian
Blocks outperforms the other binning methods in the
context of the combined metric ranks. In almost every
scenario, Bayesian Blocks is minimally wiggly, as the bin-
to-bin statistical fluctuations are mitigated by the choice
of bin width and edges. Infrequently, the Bayesian Block
binning can produce a single “spike”, arising from a very
narrow bin, which typically only occurs for relatively
6small datasets (see Fig.5 for N=500). This can be re-
moved by tuning the prior, but at the cost of potentially
increasing the overall coarseness of the binning. Typi-
cally, as the number of data points increases, the average
error metric of Bayesian Blocks becomes competitive or
surpasses the values associated with finer-binning meth-
ods. For some cases, notably the jPT and 2LP scenarios,
Bayesian Blocks quickly becomes the objectively superior
binning scheme with respect to both metrics. In general,
as the size of the dataset increases, Bayesian Blocks ap-
proaches or arrives at the minima of Eˆ (with respect to
other methods), without any signifiant increase in Wn.
The decision of which binning heuristic to use for cases
in which there is a relatively small dataset would depend
on the personal preference of the user.
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FIG. 3: Metrics Wn (left) and Eˆ (right) as a function of the number of (uniform width) bins. Distribution is jPT,
for 500 and 10000 events.
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FIG. 4: Histograms of Drell-Yan (DY) distribution for different sized datasets.
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FIG. 5: Histograms of muon transverse momentum (MuPT) for different sized datasets.
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FIG. 6: Histograms of jet transverse momentum (jPT) for different sized datasets.
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FIG. 7: Histograms of a bimodal distribution (2LP) for different sized datasets.
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FIG. 8: Histograms of Gaussian distribution (Gauss) for different sized datasets.
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FIG. 9: Metric values and combined ranks for Drell-Yan (DY) distribution for different sized datasets.
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FIG. 10: Metric values and combined ranks for muon transverse momentum (MuPT) for different sized datasets.
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FIG. 11: Metric values and combined ranks for jet transverse momentum (jPT) for different sized datasets.
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FIG. 12: Metric values and combined ranks for a bimodal distribution (2LP) for different sized datasets.
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FIG. 13: Metric values and combined ranks for Gaussian distribution (Gauss) for different sized datasets.
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V. SUMMARY AND CONCLUSIONS
We have shown that histograms specified with the
Bayesian Blocks algorithm have certain advantages over
typical histograms in high energy physics. First, the flex-
ible binning allows for a better balance of statistical pre-
cision across a spectrum: sparse parts of distributions
automatically have larger bins, and dense parts have
smaller bins. Plots comparing two very similar distri-
butions, especially the ratio of two similar distributions,
are cleaner and easier to interpret, as illustrated by the
plots in Figs. 1 and 2.
The benefits of the Bayesian Block algorithm are in-
vestigated quantitatively with respect to other popular
binning schemes. We defined two metrics, Wn and Eˆ,
to describe the visual appeal and the modeling accuracy
of a given histogram. Given these metrics, and a host
of distributions inspired by common HEP scenarios, the
Bayesian Blocks algorithm proves to be a competitive or
superior candidate, especially as size of the dataset in-
creases. The binning it produces is extremely robust to
statistical fluctuations, without sacrificing modeling ac-
curacy. This makes Bayesian Blocks and ideal candidate
for displaying and exploring data, without misleading the
viewer with spurious bin-to-bin fluctuations or obscuring
sharp features with excessively coarse binning.
This paper serves to introduce the Bayesian Blocks al-
gorithm to the high energy physics community. Theo-
retical background can be found in the references, and
applications await further data analysis elsewhere. The
Bayesian Block implementation used in this paper can be
found in the Scikit-HEP [10] python package.
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