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Abstract— Flexibility and efficiency of coding, content ex-
traction, and content-based search are key research topics in
the field of interactive multimedia. Ongoing ISO MPEG-4 and
MPEG-7 activities are targeting standardization to facilitate such
services. European COST Telecommunications activities provide
a framework for research collaboration. COST 211bis and COST
211ter activities have been instrumental in the definition and
development of the ITU-T H.261 and H.263 standards for video-
conferencing over ISDN and videophony over regular phone
lines, respectively. The group has also contributed significantly
to the ISO MPEG-4 activities. At present a significant effort
of the COST 211ter group activities is dedicated toward image
and video sequence analysis and segmentation—an important
technological aspect for the success of emerging object-based
MPEG-4 and MPEG-7 multimedia applications. The current
work of COST 211 is centered around the test model, called
the Analysis Model (AM). The essential feature of the AM is
its ability to fuse information from different sources to achieve
a high-quality object segmentation. The current information
sources are the intermediate results from frame-based (still) color
segmentation, motion vector based segmentation, and change-
detection-based segmentation. Motion vectors, which form the
basis for the motion vector based intermediate segmentation, are
estimated from consecutive frames. A recursive shortest spanning
tree (RSST) algorithm is used to obtain intermediate color and
motion vector based segmentation results. A rule-based region
processor fuses the intermediate results; a postprocessor further
refines the final segmentation output. The results of the current
AM are satisfactory; it is expected that there will be further
improvements of the AM within the COST 211 project.
Index Terms— Camera motion estimation, change detection,
content-based search, COST 211, data fusion, image segmen-
tation, interactive multimedia, motion analysis, motion-based
segmentation, MPEG-4, MPEG-7, object tracking, video process-
ing, video segmentation.
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I. INTRODUCTION
INTERACTIVE multimedia services will strongly influenceand even dominate the future of telecommunications. The
flexibility and efficiency of the used coding systems, as well as
the ability to efficiently access and search particular content of
interest in distributed databases, are essential for the success
of these emerging services. In this regard the ISO MPEG-4
standard has attracted much attention recently for providing a
technical standardized solution for content-based access and
manipulation for these applications. The standard is targeted
for flexible interactive multimedia applications with provisions
for content access and manipulation [1], [17], [18].1 The new
ISO MPEG-7 initiative will further standardize a Multimedia
Content Description Interface with the aim to ease content
search and user-controlled content streaming for a variety of
database and broadcasting environments [19].
Anticipating the rapid convergence of telecommunications,
computer, and TV/film industries, the MPEG group officially
initiated the MPEG-4 standardization phase in 1994—with the
mandate to standardize algorithms for audio–visual coding
in multimedia applications, allowing for interactivity, high
compression and/or universal accessibility, and portability of
audio and video content. In addition to provisions for efficient
coding of conventional image sequences, MPEG-4, which will
be standardized in 1998, will provide a representation of the
audio and video data that can be accessed and manipulated on
an audio–visual object basis, even in the compressed domain
at the coded data level with the aim to use and present
the objects in a highly flexible way. In particular, future
multimedia applications as well as computer games and related
applications are seen to benefit from the increased interactivity
with the audio–visual content.
The MPEG-4 standard will assist the coding of objects in
image sequences separately in different object layers. Thus, in
MPEG-4 images as well as image sequences can be considered
to be arbitrarily shaped—in contrast to the standard MPEG-
1 and MPEG-2 definitions. Here it is envisioned that video
sequences are decomposed into individual objects in a scene
and the objects are encoded entirely separately in individual
1See also http://wwwam.hhi.de/mpeg-video.
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object layers. In general, this provides to the user an extended
content-based functionality (the ability to separately access and
manipulate video content) and it is also possible to achieve
increased image quality for a number of applications. This will
require the segmentation of video sequences into the objects
of interest prior to coding. The segmentation of images and
video into these separate objects (arbitrarily shaped regions in
images) is not specified by the MPEG-4 standard; however,
this can be an extremely difficult task for many applications.
If video was originally shot in a studio environment using
the chroma-key technology, image segmentation can be easily
performed—e.g., for news sequences and scenes generated in
a more elaborate virtual studio. If no chroma-key segmentation
is available—as for most scenes under investigation—the
segmentation of the objects of interest needs to be performed
using automatic or semiautomatic segmentation algorithms. As
of this writing, the authors were not aware of the existence
of a universal algorithm that could potentially solve the seg-
mentation problem. The video segmentation task still remains
to a large extent an unsolved problem, resulting in a variety
of tools and algorithms described in literature—each of them
specialized and optimized for a specific segmentation task to
be performed [2]–[16]. Even then, in many applications, a
considerable amount of user interference with the segmenta-
tion process is required to indicate to the algorithm where
the objects of interest are, and to ensure stable and precise
results.
The purpose of this paper is to provide an overview of
the segmentation algorithms developed in the framework of
the European COST 211 activity. The COST 211 group
is a research collaboration of partners from European coun-
tries. The main focus in the group is to develop tools for
the segmentation of image sequences—both automatic and
semiautomatic allowing user interaction—to assist MPEG-4
applications. The group has a so-called Test Model approach
adopted—similar to the Test Model approach in MPEG—to
develop and optimize analysis tools and algorithms in a col-
laborative manner in a common environment under controlled
conditions.
The service and application profiles envisioned by the COST
211 group include:
• real-time communications (e.g., MPEG-4 conversational
services such as surveillance or video conferencing);
• retrieval services (e.g., access to MPEG-4 video or audio
objects stored on a remote data base);
• interactive distribution services (e.g., distribution of news
clips with user-defined content).
The paper is organized as follows. The general framework
of the European COST activity is described in Section II with
particular emphasis on the scope and objectives of the COST
211 initiative. Section III outlines the Test (Analysis) Model
approach used in COST 211 ; the algorithms defined by
COST 211 for automatic and semiautomatic segmentation
of image sequences are described in that section, too. Re-
sults obtained from standard image test sequences are also
presented in Section III. Finally, Section IV concludes the
paper.
II. CONTENT ANALYSIS FOR EMERGING INTERACTIVE
MULTIMEDIA SERVICES—THE COST 211 FRAMEWORK
A. The COST Framework in General
The European COST (Cooperation Europeenne dans le
recherche scientifique et technique) Telecommunications ac-
tivities—initiated by the European Community (EU)—provide
an open and flexible framework for R&D cooperation in
Europe. COST actions involve precompetitive basic research
or activities of public utility—in particular research topics
which are of strategic importance for the development of the
information society.
In contrast to other EU research programs, collaboration
within COST allows utmost freedom to the participant to
choose and conduct their research. All COST 211 actions have
been and are following a flexible framework which is open
to a large number of members and allows long periods of
cooperation. Each COST action focuses on specific topics for
which there is interest in particular COST countries, with the
primary aim to raise intellectual property rights. Any COST
country can join any action by signing the Memorandum of
Understanding (MoU) which is the legal basis of the action
even though it in fact resembles an expression of good faith
rather than a legally binding document. Each MoU governs
the joint aims, the type of activity to be pursued, the terms of
participation, and compliance with intellectual property rights.
B. History of COST 211
The present COST 211 action is a follow-up project to
COST 211 and 211 , all dealing with redundancy reduction
techniques applied to video signals. The two preceding COST
211 projects paved the way to the creation and maintenance
of a high level of expertise in the field of video coding in
Europe and resulted in a strong European contribution to
the standardization process in this field. The digital video
standards adopted and widely deployed today are strongly
influenced by the results of the COST 211 actions and the
label COST 211 is well known and respected worldwide in
the field of video coding.
Action COST 211 started in 1976 when the development
of digital video was in its infancy. The result of this phase
was a video coding algorithm allowing the first digital video-
conference system at 2 Mbit/s, and this in turn led to the
first ITU standard in this field (H.120). The follow-up action,
COST 211 , improved to a large extent the efficiency of the
coding algorithm allowing videophone and videoconferencing
at ISDN rates and further ITU standards emerged (in particular
H.261). COST 211 has been a major contributor to the
standardization activity in MPEG (MPEG 1, 2 and 4) and ITU.
The COST projects cover more than 20 years of cooperation
and strengthened considerably the European position and
influence in the field of video coding. COST 211 action
will be the follow-up platform for cooperation in this field for
another five years, starting in 1998. The COST 211 actions
are considered to be complementary to other EU projects in
this field.
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TABLE I
MAIN RESEARCH ITEMS COVERED BY THE COST 211ter GROUP
Fig. 1. The European COST 211ter AM model: KANT—broad overview.
C. Current Objectives: Image Analysis for
Emerging Multimedia Applications
The main objective of the current COST 211 action
group is to improve the efficiency of redundancy reduction
and to develop content analysis techniques for video signals
to assist future multimedia applications. In particular the
group focuses on content-oriented processing for emerging
interactive multimedia services based on the ongoing ISO
MPEG-4 standardization phase [17]2 as well as the new ISO
MPEG-7 initiative [19]. The current research items covered
by COST 211 group are outlined in Table I. The aim is to
define and develop a set of tools assisting these new services
in the analysis, characterization and processing of their video
and audio signals.
The basics of the current COST scenario, which is called
KANT (Kernel of Analysis for New Multimedia Technolo-
gies), is outlined in Fig. 1. KANT provides the desperately
needed segmentation tools which would then give life to the
MPEG-4 operation. The KANT is also the basis of the current
Analysis Model (AM). The AM consists of a set of functional
2See also http://wwwam.hhi.de/mpeg-video.
blocks and their interconnections, together with algorithms for
each of those blocks and their full software implementation.
Thus, AM provides a particular solution to the outlined KANT.
The participants in the project simultaneously undertake and
coordinate research and development work with the aim of
applying analysis and coding techniques to video and audio
signals to assist emerging interactive multimedia applications.
The focus items are researched by means of:
• investigation through nonreal-time computer simulation
of algorithms and tools based on a Test Model approach
(see below);
• implementation and optimization by software;
• trials together with selected applications and users in
order to evaluate the efficiency of the developed tools.
The action primarily focuses on studies applied to video
signals, but in the future will associate as much as possible
with equivalent studies applied to audio signals.
D. The COST 211ter Test Model Approach
The cooperation within the COST 211 group is centered
around a test model, called the Analysis Model for the pur-
poses of COST 211. This approach is adopted to investigate,
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Fig. 2. The European COST 211ter AM model.
compare, and optimize algorithms for image and video analysis
in an experimental approach. In contrast to research conducted
on an individual basis, this approach enables the comparison
of competing technology based on a test-bed and under agreed
experimental conditions and performance measures.
The purpose of a test model in COST—very similar to that
in MPEG—is to describe completely defined “Common Core”
algorithms, such that collaborative experiments performed by
multiple independent parties can produce identical results
and will allow the conduction of “Core Experiments” under
controlled conditions in a common environment. A test model
specifies the formats for the input and the output. It fully
specifies the algorithm for image analysis and the criteria to
judge the results.
The COST 211 meeting in Ankara, Turkey, in October
1996 witnessed the definition of the 1st AM—which consists
of a full description of tools and algorithms for automatic and
semiautomatic image sequence segmentation (object detection,
extraction, and tracking). The AM was then refined in further
meetings and progressed to its third version. In addition
to the full description of the AM algorithm, a software
implementation was developed by the group to allow partners
a convenient way to perform experimentation and to integrate
provisions for improvement.
The defined AM will be further refined and improved in
a collaborative way by developing, exchanging, and testing
algorithms and software.
III. THE COST ANALYSIS MODEL
Current approaches for segmentation of video sequences
in order to detect moving objects can be subdivided into
three classes: intensity parameter based, motion parameter
based, and simultaneous motion estimation and segmentation
methods. (See, for example [20].) The intensity-based methods
use spatio-temporal intensity information without explicitly
segmenting the motion parameters. These methods are usually
based on a change detection approach followed by motion
estimation. They separate moving objects from background
regions, but cannot distinguish between different moving ob-
jects [21]–[24]. The algorithms in the second class use the
motion information which may be explicitly provided as an
input, or may be estimated by further processing from the
available intensity data. Given the motion data, each image
is segmented into a number of regions with similar motion,
using an algorithm like the -means algorithm [25], modified
Hough transform [26], Bayesian segmentation [27] or merging
[28]. Although multiple objects can be located successfully
by such methods, due to occlusions and the “chicken-egg”
problem between motion estimation and segmentation, the
object boundaries may not be determined accurately. The
methods in the third class simultaneously update the motion
estimates and the segmentation; therefore, they are accepted
to be the most powerful approaches among all [29], [30].
However, such methods are unattractive due to their high
computational complexity.
A. Basic Structure of the Analysis Model
The main idea behind the approach taken by the current
COST 211 Analysis Model is the fusion of various interme-
diate results by a set of rules for a better segmentation result
[31], [32]. Currently, motion information, color information,
and intensity changes are the main sources of clues used to get
the intermediate results which are then fused. Furthermore, the
temporally accumulated segmentation information is also used
during the fusion to provide temporal continuity for a better
final result and tracking. The block diagram of the current
version (version 3.0) is shown in Fig. 2. The AM version 3.0
provides two modes of operations. In the first mode, the result
is a binary mask which distinguishes the moving objects from
the static/moving background. In the second mode, the moving
objects are further segmented into multiple objects.
In order to cope with possible camera motion and changing
image content, a camera motion compensation and a scene cut
detection are applied within a preprocessing unit. Intermediate
segmentation results are fused by the rule processor, leading
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to the final segmentation results which are then refined by an
appropriate postprocessing step, if necessary.
The output of the AM are the segmentation masks; some
internal parameters which are found during the computations
can also be taken as byproduct outputs. The AM struc-
ture is completely independent of applied input sequence, or
variations in an input sequence. Therefore, it provides fully
automated segmentation. The functions of the AM blocks are
described in the following subsections.
B. Global Motion Compensation and Scene-Cut Detection
Given two successive frames and of a video se-
quence captured by a static or moving camera, an apparent
camera motion is estimated and compensated [23]. A single
rigid planar scene is assumed to move in the three-dimensional
(3-D) space; the eight parameters – , which can reflect any
kind of such rigid motion including zooming and panning, are
estimated [21]. For each pixel in frame the
corresponding pixel in frame is given by
The camera motion is estimated by regression considering
only the pixels within the background regions of the previous
image.
Then, a following step finds those areas which do not fit
into the “single rigid plane” assumption. In these areas the
estimated displacement is pelwise refined by performing a full
search within a squared area of limited size. The estimated
displacement vector for the background is further improved
by excluding these “failure” areas. The camera motion is
compensated only if a moving camera has been detected.
In case of a scene cut between two consecutive frames,
the motion compensation is meaningless. Therefore, detection
of scene cuts improves the performance. The proposed scene
cut detector [23] evaluates whether the difference between the
current original image and the camera motion compensated
previous image exceeds a given threshold; the evaluation is
performed only within the background region of the previous
frame.
C. Analysis of Color, Motion, and Intensity Changes
1) Color Segmentation: In this step, the current frame is
divided into a predefined number of regions using only the
color information. Most of the still image segmentation tools
in the literature can be used to find the output mask, , which
describes the regions with coherent intensity and labels them
(see for example, [33] and [34]). The goal, however, is to
have regions whose boundaries coincide with the boundaries
of the real (semantic) objects in the scene: each region must
belong to only one semantic object. In our proposed algorithm,
a recursive shortest spanning tree (RSST)-based segmentation
method is used to segment the current frame into some
regions each having uniform intensity [35]. RSST has the
advantage of not imposing any external constraints on the
image. Some other methods, such as split-merge algorithm
(see, for example, [36]), which requires segments consisting of
nodes of a quadtree, can produce artificial region boundaries.
Furthermore, RSST segmentation permits simple control over
the number of regions, and therefore amount of detail, in the
segmentation image. The simulation results on still images
support the superior image segmentation performance of this
method [37].
2) Motion Analysis, Segmentation, and Compensation: The
motion between two consecutive frames is estimated. Among
many available motion estimation algorithms (see, for exam-
ple, [20]), a three-level Hierarchical Block Matching (HBM)
algorithm [38] is used due to its acceptable results with
quite low computational demand. The estimated block motion
vectors are interpolated in order to obtain a dense motion field.
Better motion estimation methods may be employed at the
expense of increased computational complexity.
Using the RSST algorithm, the estimated motion vector field
is segmented in a similar manner to color segmentation. During
this process, the two components of the motion vectors at
each pixel are used instead of the three color components of
the color segmentation stage. The resultant output is denoted
as in Fig. 2. Since the motion estimation step might
contain some matching errors and occlusions, the resulting
segmentation field is expected to be coarse. The locations of
the objects, however, are usually found correctly.
For the continuity of the extracted objects, the previous
segmentation results should be included in the rule-based
data fusion process. Tracked object information is inserted
into the current segmentation process. Using the available
previous segmentation result at and the estimated motion
information, a temporal prediction of the current segmentation
mask is obtained as . By the help of , not only
a better segmentation, but also the tracking of the individual
objects in the scene, can be achieved. Moreover, the status of
the objects (i.e., halted, newly exposed) can be determined
by including the information in this mask to the current
segmentation process.
3) Change Detection: The change detection mask between
two successive frames is estimated. In this mask, pixels for
which the image luminance has changed due to a moving
object are labeled as “changed.” The algorithm for the esti-
mation of the change detection mask [22] can be subdivided
into several steps, which are described in the following.
First, an initial change detection mask between the two
successive frames is generated by global thresholding the
frame difference. In a second step, boundaries of changed
image areas are smoothed by a relaxation technique using local
adaptive thresholds [39], [40]. Thereby, the algorithm adapts
frame-wise automatically to camera noise [22]. In order to
finally get temporal stable object regions, a memory is used in
the following way: The mask after thresholding is connected
with the previous . Specifically, the mask after thresholding
is extended by pixels which are set to foreground in the
of the previous frame. This is based on the assumption that all
pixels which belonged to the previous should belong to the
current change detection mask. In order to avoid infinite error
propagation, however, a pixel from the previous is only
labeled as changed in the change detection mask, if it was also
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labeled as changed in one of the last frames. The value
denotes the depth of the memory, which adapts automatically
to the sequence by evaluating the size and motion amplitudes
of the moving objects in the previous frame. By the last step,
the mask is simplified and small regions are eliminated.
D. Rule-Based Region Processing
The four input segmentation masks of the region processor
have different properties. Although the color segmentation
mask is usually oversegmented, it contains the most
reliable boundaries whereas the boundaries of both and
are blurred or not very accurate. However, lo-
cates the disjoint objects with some semantic meaning in the
current frame and contains the previous segmentation
information. Finally, the change detection mask reliably
labels stationary and moving areas. Thus, the rule processor
can use the boundaries supplied by in order to form by
merging the regions of appropriately, taking into account
the information provided by the other segmentation masks.
Moreover, it can also use to track the objects throughout
a sequence.
Currently, there are two modes of the AM, providing differ-
ent functionalities. The first mode allows a reliable detection of
all moving objects without being able to distinguish between
objects with different motion. In the second mode, it is possible
to further distinguish between these moving objects. Both
modes are described in the following subsections. The module
for postprocessing is only used if the second mode is active.
1) Detection of Moving Objects and Background Regions
(Mode 1): In this mode, only the results from the change
detection, color segmentation, and local motion analysis are
used in order to distinguish between moving objects (denoted
as foreground in the following rule) and background. Thus,
the resultant segmentation mask is binary.
In the first step, the uncovered background areas are elimi-
nated from the estimated change detection mask as in [21] and
[22], resulting in an initial object mask. Only the estimated
motion information for pixels within the changed regions is
used. A pixel is set to “foreground” if both the starting and
ending points of the corresponding displacement vector are
in the “changed” area of the change detection mask. If not,
it belongs to uncovered background and is therefore set to
“background.”
Since the color segmentation has accurate boundary in-
formation, the object boundaries on the final mask, i.e., the
segmentation result, are copied from the color segmentation
result whenever appropriate. The decision rule is as follows.
Rule 1—Foreground detection: If at least % of the pix-
els within a region of the color segmentation were detected
as foreground in the initial object mask, all pixels of the
region already detected as foreground and all pixels within
a correction range of pixel with respect to the boundary
of the initial object mask are set to foreground, and the other
pixels are set to background.
Rule 2—Background detection: If less than % of the
pixels within a region of color segmentation were detected
as foreground in the initial object mask, all pixels of the
region already detected as background and all pixels within
a correction range of pixel with respect to the boundary
of the initial object mask are set to background, and the other
pixels are set to foreground.
2) Extraction of Moving Objects (Mode 2): Let
define the regions in where and
for . The relationships between and
and and can be defined in a similar way.
The objects at time are also defined as with
, where shows the number of objects
at time . Let represent the area operator which gives
the area (i.e., the number of pixels) of a region. Let
and be two different segmentations over the same lattice;
and . A projection operator
is defined between each and as
(1)
The first step of rule-based processing for Mode 2 is finding
a corresponding (similarly ) region for each
region. This is accomplished by finding and
. This mapping increases the accuracy of the
boundaries in and as shown in Fig. 3. At the end
of this step, each region will have a corresponding
and a regions.
Using the projection operator of (1), we also define a group
operator as
(2)
This operator gives the set of regions whose projections
onto give the same region .
Before stating the rules for segmentation of the objects, an
auxiliary set is defined as
(3)
which relates the previous and current motion with an intensity
region . represents the set of whose projection
onto gives regions and projection onto gives
regions other than . The auxiliary set is very useful
for compact description of the decision rules given below.
The following rules are applied to obtain the mask, , at
the output of the rule processor [31]. The rules are applied
not for all pairs, but for pairs for which
.
Rule 1—Tracking of objects: At time , for a given
(that is, for a previously segmented object),
If then the output object is given by
An empty corresponds to the case where a group of
regions which belonged to past object are now labeled
as ; it is then concluded that and actually denote the
same semantic object. Therefore, it is decided that this object
is being tracked. In other words, the objects from current and
previous time instants are matched; there are no new objects.
These tracked regions which have the same label (i.e.,
the same motion behavior) are merged in order to construct
a region in ; this constructed region gets the common
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(a)
(b)
(c)
(d)
Fig. 3. The projection of I regions ontoRMC
t
and correction of boundaries.
(a) Color segmentation. (b) Motion compensated segmentation. (c) Color
segmentation projected onto motion compensated segmentation. (d) Corrected
boundaries of motion compensated segmentation.
motion-based label . This rule covers four distinct cases: an
object (e.g. background) continues its stationarity, a moving
object continues its motion, a previously segmented stationary
object begins to move (but it is still identified as the same
object since its label has not changed), and a moving object
halts (again, it is identified as the same object even if it is
stopped, now). The needed extra information to identify which
one of these four cases has occurred comes from the past and
current change detection masks, and , respectively.
Rule 2—Newly exposed objects: At time , for a given
(i.e., previously segmented object),
If then
If stationary region then
If stationary region then
else
This rule is in effect if a region (object) in the stationary
region is detected to change its label. This could happen if a
still object (which was indistinguishable from the background)
has now started to move. Thus, the old background is now split
into two: one of them is the new background , and the
other one is which has a newly generated label.
Rule 3—Articulated motion of objects: At time , for a
given (i.e., previously segmented object),
If then
If moving region then
If stationary region then
else
This rule is in effect if a region (part of an object), which has
been moving, is detected to change its label. This could happen
if a moving region which was thought to be a single object
due to the uniformity of its motion is found out to be actually
consisting of multiple objects; some of these objects now
comes to a halt. Although this is an extraordinary situation,
in some cases this rule might be necessary. If this is the case,
some parts of the previously moving object now keeps the
same label, whereas the newly stopped part is now recognized
as a new object with a new label.
An example for the application of the proposed rules: The
proposed set of rules can be clarified by the help of a simple
example which is shown in Fig. 4. We can assume that
and masks are obtained by the methods explained
in the previous section. When all the regions in are
projected onto and color regions
are assigned to two differently moving regions, respectively.
All the remaining color regions, , are labeled as
stationary. The color regions in are also projected onto
in a similar manner.
It can be easily realized that projected color regions of the
previously moving object-1 in and one of the moving
regions in are same; i.e. . These color regions
correspond to . Hence, according to the proposed
Rule 1, a moving object is being tracked and the color regions,
, should be merged to carry object-1 to the output
segmentation mask. However, the situation is different for the
color regions of the previously stationary object-0 in Fig. 4.
These previously stationary regions, ,
have different corresponding motion regions in . More
specifically, while the regions belong to a sta-
tionary region in regions are found out to be
moving at the current time instant. Hence, a new object is said
to exposed according to Rule 2 and it is assigned with a new
object number. Following this rule, color regions
are merged to obtain this new object in the final mask, where
as rest of the color regions, are left to be the
background object-0.
E. Postprocessor
The postprocessor is only used if mode 2 of the rule
processor is active, because, after the rule-based processing
step, it is still possible to have one semantic object segmented
into multiple neighboring regions in . Moreover, some
small unnecessary regions can appear due to motion estimation
errors. A postprocessing step improves the segmentation result.
On the contrary to splitting step in rule-based processing,
regions are merged according to two criteria during the post-
processing step. The first criteria is related to small regions: If
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Fig. 4. A simple example for the proposed scheme.
the area of a region in is smaller than a predefined thresh-
old, then this region is merged with one of its neighbors to
form the final segmentation, . If more than one neighboring
region exists, the one with the same label and largest area is
chosen. This leads to elimination of some small unnecessary
regions. The second criteria tries to merge erroneously divided
objects: If a region in is moving and if it is a neighbor
to any other moving region with a similar motion, these two
regions are merged in . The step is necessary if an object is
erroneously split in the previous (motion segmentation) steps.
F. Simulation Results
1) Mode 1—Moving Objects and Background Detection:
Some exemplary results for the automatic segmentation of
video sequences for video object generation, obtained by the
described algorithm, are shown in Fig. 5. The quality of the
segmented objects is quite good. The temporal coherency, i.e.,
the accuracy of the estimated objects in time, that cannot be
shown in printed form, is also observed to be satisfactory for
an automatic algorithm.
2) Mode 2—Detection of Differently Moving Objects: The
simulation results for Mother & Daughter sequence are pre-
sented. Some typical results are shown in Fig. 6. In Fig. 6(a)
and (b), the original fortieth and forty-fifth frames are shown,
respectively. The color segmentation mask of the orig-
inal 45th frame for 256 regions, obtained using the RSST
method, can be found in Fig. 6(c). Fig. 6(d) shows the motion
segmentation mask based on the motion vectors, which
are obtained using the HBM method between 40th and 45th
frames. The previous segmentation mask is motion compen-
sated by the estimated motion vectors to obtain , which
is shown in Fig. 6(e). The final segmentation result in
Fig. 6(f) is obtained after processing the four segmentation
masks using the stated rules and the postprocessing step. In
these frames, the daughter begins to move and it is denoted as
a newly exposed object, whereas the mother is being tracked
as an object which continues its motion. It should be noted
that the boundaries of both objects are accurate.
G. Discussion on COST Analysis Model
The COST Analysis Model can be summarized as merging
of small regions with color coherence according to their
motion content at previous and current time instants. Previous
merge-based methods use either color or motion or two of
them together during all stages of their merging process [26],
[29], [21], [27]. In the proposed scheme, while an RSST
algorithm first merges regions using only the input color
information, after some point only motion information is
utilized to continue to the merging process. Such a novel
approach usually results with accurate object boundaries at
the correct locations.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 5. Exemplary segmentation results for mode 1: (a), (b) mother & daughter, (c), (d) hall-monitor, (e), (f) coastguard, and (g), (h) table-tennis.
As long as a color region does not overlap with two different
semantic objects, the boundaries of the segmentation result
are expected to be accurate. However, occlusions might cause
problems in some cases. When an occluding region, which
is obviously neighboring to the moving object, corresponds
to a small section of a smoothly varying part of the scene,
this occluding region will not be included in the moving
object. Since the majority of the points in this smoothly
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(a) (b)
(c) (d)
(e) (f)
Fig. 6. Exemplary results for mode 2: original (a) fortieth and (b) forty-fifth frames of the mother & daughter sequence. (c) RI
t
, (d) RM
t
, (e)
R
MC
t
, and (f) RF
t
.
varying region will usually belong to a stationary background,
occluding points are included in a stationary object and hence,
they are not merged with that object. However, if there is a
textured area in the scene corresponding to the occlusion area,
it is possible to handle that part as a newly exposed object.
Eventually, the algorithm removes such erroneous objects
from the scene, after they stay stationary more than some
predetermined duration of time.
IV. CONCLUSION
The described algorithms concentrate on segmentation of
video sequences into objects, and tracking of these objects
in time. The chosen approach for the segmentation is to
preanalyze the video sequence, and then in a second step,
to evaluate the results from the preanalysis in a so-called rule
processor. Thus, the fusion of different kinds of information
is the essential feature. Currently, color, motion, and intensity
changes are used; however, it is easy to extend the algorithm
by adding new sources of information. Having a structure
which is independent of the features of the analyzed input
sequence, the AM model gives fully automated segmentation
results. Even though the Analysis Model is pretty new, the
presented results already show promising performance for
various test sequences with different complexities.
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Although the presented AM requires no user interaction
and thus provides automatic segmentation, the KANT scenario
allows user interaction. It is expected that user interaction will
improve the segmentation results, for example, by pointing a
region for analysis instead of the entire frame. User interaction
might not be needed for rather simpler sequences. However, it
may be unavoidable in case of complex scenes. The effect of
user interaction and the subsequent improvements in segmen-
tation quality are not examined in this paper. Rather, the goal
is to find out the performance of a fully automated approach.
The presented results are the outcome of a voluntary collab-
oration of many companies and institutions throughout Europe
within COST 211. Concentration of these efforts within a
collaborative framework allows efficient transfer of knowledge
during the precompetitive period of research, and thereby
increases the expertise in this area. Keeping in mind the
great success of the COST work items related to H.261 and
H.263 in the past, one can conclude that the COST Analysis
Model could develop into an important milestone in the long
history of video-related research. The current algorithms will
be further improved in a collaborative way, within COST
211 .
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