Spatial modelling is part of the solution for incorporating insects into conservation policy. Uptake, however, rests on identifying robust environmental predictors. Coarse-grained climate models based on long-term averages and similarly coarse environmental features may not be adequate, especially at regional scales where most planning is done. Here, we test whether topoclimatic variables, which are derived from local-scale climate forcing factors, are more important for structuring ant assemblages.
Introduction
Twenty or so years ago, advocacy for invertebrates in conservation initiatives began to build data compilation, and science communication, there are still impediments to incorporating 45 invertebrates in conservation policy (Leather, 2013; Cardoso et al., 2011) . Spatial modelling 46 techniques that allow mapping in previously unsurveyed locations have been proposed as part of the solution (see Cordoso et al., 2011 and refs within) . Models can then be used for 48 conservation planning (e.g. Cabeza et al., 2010) . However, the reliability of predictive 49 mapping relies on the strength of relationships between the variable(s) of interest and 50 climatic, land-use or other variables that are used as predictors.
51
Predictive mapping also requires that data on predictors exist in the unsurveyed 52 locations and that they are appropriately scaled to reflect genuine conditions experienced 53 across the landscape of interest. Acquiring data meeting both requirements is problematic for 54 invertebrates because most invertebrates perceive and respond to the environment at spatial 55 and temporal scales that are far smaller than the typical scales of human perception (see
56
Virtual Issue: 'Scaling conservation management actions to the fine-grained ecological weather stations using only elevation and geographical location (e.g. Bioclim and WorldClim; Houlder et al., 2003; Hijmans et al., 2005) . being tested, there is a risk of detecting spurious correlations with variables that play no part 91 in environmental processes that control species distribution (Austin & Meyers, 1996) . This 92 can be challenging for species that have not been studied in detail, where distribution data is absent or sparse, or when collective properties (e.g. species richness) are used. These are the realities of many invertebrate datasets, especially the hyper-diverse groups. In the absence of 95 detailed ecological studies for each and every species and when collective properties are 96 used, ecological theory and principles, and empirical relationships founded in other studies or 97 taxonomic groups can provide clues as to the important predictors and the general shape of 98 the resulting response.
99
With the prospect of increased climatic variability and increased temperatures in the 100 future (IPCC, 2008) , there has been recent interest in these two parameters and the theory underlying hypothesised spatial patterns. For example, at small scales, climate variability can stabilize competition and thus promote diversity by increasing the number of temporal niches available within a fixed space (Chesson, 2000) . Contrarily, too much environmental 104 variability can be detrimental to population persistence because of stochastic extinction (Boyce et al., 2006) . Others have suggested a unification of these models with richness habitats accommodate more species due to an increasing number of spatial niches. Numerous studies in a range of ecosystems have supported this by showing a positive relationship this is not always the case for terrestrial invertebrates where soil properties like hardness and 119 texture may be more influential (e.g. Gollan et al., 2009) . Links between the soil and invertebrate organisms are also appreciated for conservation (Lal, 1991) , and the impacts of 121 soil management on invertebrates are well studied (e.g. Sharley et al., 2008) .
105

122
In this study we took a correlative approach to investigate the predictive power of Baccaro et al., 2013; Tschinkel et al., 2012) , we were constrained 151 by the availability of data for our study area.
Material and Methods
153
Study region and study sites 
160
The study area as a whole (~300 km × 200 km) is topographically complex including and 105 mm deep). However, only four traps were used in analyses due to disturbance of a single trap at several sites. Trapping was conducted in January 2012 (southern hemisphere's mid-summer) and chosen to coincide with peak ant activity. Traps at each site were positioned at least 10 m apart along a straight line transect, although traps deviated from a cases, the centre trap was within 2m of where the data logger was positioned (see below). All traps were: (1) one-third filled with ethylene glycol as preservative; (2) placed flush to the ground surface; and (3) covered by an upturned weigh boat held above the opening of the trap with wooden food skewers. The cover acted to protect the trap from rainwater and debris.
180
Because of the large number of sites and distances covered, all traps could not be 181 opened on the same day. Traps were subsequently opened in a sequence over a period of six 182 days (between 7 th and 12 th January) and collected in the same sequence between 17 th and 22 nd University of Technology, Sydney, where ants were identified to genus, and then to species 185 where possible using relevant keys (Shattuck, 2000; CSIRO 2013) . Species that could not be 186 identified were assigned a morphospecies. All taxonomic assignments are hereafter referred 187 to as 'species' regardless of whether they were assigned to a species or morphospecies. Ant number of different species) and community composition. All specimens were deposited at the Australian Museum, Sydney.
The topoclimatic estimators of temperature extremes: (1) 95 th percentile of maximum temperature (hereafter '95maxT') and (2) 5 th percentile of minimum temperature (hereafter '5minT'), were calculated for each of the 86 sites extracted from the models of Ashcroft and Gollan (2012) . In summary, these models using a 25 m resolution raster grids were produced from temperature recorded by miniature data loggers (DS1923 hygrochron iButtons by A regional regression approach used the local-scale forcing factors: elevation, distance to 
210
To calculate variability in each climate parameter, variation was initially partitioned 211 into three time-scales: (1) intra-seasonal variation; (2) intra-annual variation; and (3) Ferrier et al., 2007) . GDM is 280 thus suited to invertebrate data sets that are notorious for exhibiting high levels of beta 281 diversity (i.e. a sizeable number of sites that share no species with one another).
282
A GDM was fitted using all predictors, which automatically removed environmental predictor. Geographical distance (straight-line) between sites was included as a model term 293 using the latitude and longitude for each site. This assessed structuring that was potentially 294 due to spatial autocorrelation. GDMs were produced for the entire dataset only as the sample 295 size of each habitat type was too small. GDMs were produced using the gdmfunc.1.1 package
Results
298
Range in environmental predictors captured respectively. For all three models, the partial response plots showed that species richness 327 increased with increasing maximum temperature (as indicated by 95MaxT) before reaching a 328 peak with a slight decline (Fig. 2a-c) . The most important single predictor in cleared habitat 329 was 'Habitat complexity', which explained 27.6% of the deviance. Each of the long term 330 climate variables explained around 9% or less of the deviance in species richness (Table 2) .
331
The partial response plot showed increasing richness with increasing values of complexity 332 (Fig. 2d) .
333
Community composition
334
Two local climate predictors ('v95maxT' and '5minT') and two long term climate predictors
335
(BIO6 and BIO12) did not significantly affect turnover in species composition and so were 336 not considered further. The GDM the remaining 10 remaining predictors explained 29.5% of 337 the deviance in observed species turnover. Fitted functions for individual predictor variables showed their relative importance and shape of the response surface ( Fig. 3a-j) . Comparison of was the most important single variable (Fig. 3e ). This variable in isolation also explained the greatest percentage of the deviance in observed species turnover (24.4%). The variable explaining the second highest deviance was BIO5 (16.5%) and the response in turnover 343 revealed that it was not as important as 95maxT. The fitted functions indicated some importance of 'Habitat complexity' (Fig. 3b) and 'Elevation' (Fig. 3f) to spatial turnover.
345
Discussion
346
Across a large region comprising different land-use and vegetation types, our results
347
clearly showed that maximum temperature is an important parameter for explaining spatial 348 patterns of ant diversity. In-conjunction with topoclimatic models derived using local-scale 
355
Across all habitat types, and in two of the three single habitat types, ant species 356 richness increased with maximum temperature before reaching a peak and then decreasing.
357
For compositional turnover, maximum temperature also had the greatest total effect. While 358 studies on plants and zooplankton have shown that climate variability plays an important role 359 in controlling richness gradients (e.g. Letten et al., 2013; Shurin et al., 2010) , for ants at least,
360
we found little justification for its attention when modelling diversity. While community dynamics and spatial patterns driven by climatic variability seem plausible for explaining al., 2000b), indicate that it is questionable as to whether the predictions about variability hold for terrestrial invertebrates. For these organisms, absolute temperatures may be more both the density and the number of species that can be supported (Kaspari et al., 2000b) .
Indeed, energy availability has long been considered a fundamental constraint to species 368 richness (Hutchinson, 1959 , Connell & Orias, 1964 , although see Currie et al., 2004 .
369
In general, ants are described as 'thermophiles' because of their aversion towards cool 370 moist conditions (Hölldobler & Wilson, 1990) . So perhaps it is no surprise that maximum 371 temperature was the most important variable for explaining patterns of ant diversity. The 372 aversion for cool moist conditions was clear in our analysis of species richness in wet forests
373
where maximum temperature explained almost twice the deviance (38.9%) in both dry sclerophyll forest (18.3%) and all habitats combined (20.3%). In all three cases, species 375 richness increased with increasing temperature (Fig. 2a-c) . The peak of the response varied 376 between ~38°C and 42°C when all habitat types were combined, which could well represent 377 the tipping point where energy starts to constrain the number of species that can be supported.
378
Whether these values are applicable to other regions or for other invertebrate groups requires 
384
The exception to the maximum temperature gradient being important for predicting 385 ant biodiversity was in cleared habitat (Table 2) . A poor relationship is perhaps intuitive as all 386 cleared habitats would be expected to be warm relative to forests that have canopies that may 387 cause greater spatial variation in thermal conditions. However, some cleared sites experienced conditions that were just as cool (in terms of 95maxT at least) as for wet forest was just as wide as the gradient for wet forest and dry sclerophyll forest, it is reasonable to 392 conclude that any one predictor may not hold across all types of habitat types. The 393 implication of this for predictive mapping is that tailored predictors are needed for modelling 394 within particular habitat types.
395
The results of our study also highlight that it is more desirable to have more proximal 
410
Invertebrates, including ants, generally have short-lives with rapid turnover and so it is 411 plausible that community dynamics are more closely tied to climatic conditions in the lead up broad geographic scales this source of error could well hold. This is not to say that long-term warmest month) was the second strongest predictor for richness. But our results did show that models using small and inexpensive in-situ data loggers can explain more deviance and be a 417 better fit than long term climatic averages. Whether this improvement is warranted will 418 depend on the needs of the individual study. Table 2 . Percent deviance explained in ant species richness and community composition. For species richness, the deviance explained is for single predictor models fitted with a Generalized Additive Model using a spline with two degrees of freedom. Akaike Information Criterion is shown in parentheses. Partial response plots for the predictor explaining the greatest deviance in each model are shown in Figure 2 (panels a-d). For community composition, a Generalized Dissimilarity Model revealed that 10 of the 14 predictors were important. Partial responses for all 10 are shown in Figure 3 (panels a-j). 
