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Abstract
We show that the essentially algebraic theory of a generalized algebraic
theory, regarded as a category with finite limits, has a universal exponen-
tiable arrow in the sense that any exponentiable arrow in any category
with finite limits is the image of the universal exponentiable arrow by an
essentially unique functor.
1 Introduction
An arrow in a category with finite limits is said to be exponentiable if the
pullback functor along the arrow has a right adjoint. In this paper we construct
a universal exponentiable arrow in the sense that any exponentiable arrow in
any category with finite limits is the image of the universal exponentiable arrow
by an essentially unique functor.
The universal exponentiable arrow comes from the theory of generalized al-
gebraic theories (Cartmell 1978) which are equational theories written in the
dependent type theory without any type constructors. Let G be the opposite of
the category of finite generalized algebraic theories and (equivalence classes of)
their interpretations. The category G has finite limits. Our main result is that
the category G has a universal exponentiable arrow (Theorem 4.1).
For an exponentiable arrow p : E → U in a category C with finite limits,
the associated polynomial functor Pp : C → C (Gambino and Kock 2013; Weber
2015) is of much interest. For an object X ∈ C, the object PpX is known to
satisfy the universal property of the partial product of X over p, and conversely,
if all partial products over p exist then p is exponentiable (Dyckhoff and Tholen
1987). In Section 2 we give an algebraic characterization of the polynomial
functor Pp. Precisely, we show that if an endofunctor P : C → C is equipped
with certain natural transformations, then PX for an object X ∈ C is the partial
product of X over p, and thus p is exponentiable and P must be isomorphic to
the associated polynomial functor Pp.
Using results in Section 2, we construct an exponentiable arrow in G in
Section 3. In fact, we find an exponentiable arrow for any type theory satisfying
certain mild assumptions. Although we do not know (yet) a general notion of
a “type theory”, there is, for a type theory T , a category of T -theories which
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are equational theories written in the type theory T . Let DT be the opposite of
the category of finite T -theories. The category DT always has a special arrow
∂0 : E0 → U0, where U0 is the theory generated by a constant type and E0
is the theory generated by a constant type and a constant term of the type.
We show that if the type theory T admits the structural rules of weakening,
projection and substitution, then one can construct the associated polynomial
functor P∂0 : DT → DT (Proposition 3.18). Consequently, ∂0 is exponentiable.
When T is the dependent type theory without any type constructors, we show
in Section 4 that the exponentiable arrow in DT = G is, moreover, a universal
exponentiable arrow.
1.1 Related Work
This work was started as part of a categorical approach to a general notion of
a type theory given by the author (Uemura 2019), but it turned out that the
construction of the universal exponentiable arrow is interesting in itself, so I
decided to write a separate paper. In that paper (Uemura 2019), the author
explained from a semantic point of view that a type theory can be identified with
a category equipped with a class of exponentiable arrows. This paper provides a
syntactic justification for this definition of a type theory: exponentiable arrows
naturally appear in categories of theories.
We call the category G the essentially algebraic theory of a generalized alge-
braic theory, because the category of generalized algebraic theories is equivalent
to the category of “models of G”, that is, functors G → Set preserving finite
limits (Proposition 3.9). There are several descriptions of the essentially alge-
braic theory of a generalized algebraic theory. Cartmell (1978) showed that it
is equivalent to the essentially algebraic theory of a contextual category. Isaev
(2018) and Voevodsky (2014) proposed alternative essentially algebraic theories
which have sorts of types, sorts of terms and operator symbols for weakening,
projection and substitution. Garner (2015) constructed a monad on a presheaf
category whose algebras are the generalized algebraic theories. Our contribu-
tion is to give a simple universal property of the essentially algebraic theory of
a generalized algebraic theory: it is the initial essentially algebraic theory with
an exponentiable arrow.
Exponentiable morphisms have been studied especially in categories of spaces
(Niefield 1982, 2001). Exponentiability in categories of theories has received less
attention, but some exponentiable morphisms of theories are known. For exam-
ple, classifying toposes of coherent theories over a topos S are exponentiable in
the (2-)category of bounded S-toposes and geometric morphisms over S (John-
stone 2002).
2
2 Exponentiable Arrows and Polynomial Func-
tors
In this section we recall the definition of an exponentiable arrow and show that
an arrow is exponentiable if and only if there exists a polynomial functor for it
(Theorem 2.7).
Definition 2.1. A cartesian category is a category that has finite limits. A
cartesian functor between cartesian categories is a functor that preserves finite
limits. For cartesian categories C and D, we denote by Cart(C,D) the category
of cartesian functors C → D and natural transformations between them.
Definition 2.2. Let C be a cartesian category. For an arrow p : E → U in C, we
denote by p∗ : C/U → C/E the pullback functor along p and by p! : C/E → C/U
its left adjoint, that is, the postcomposition with p. For an object X ∈ C, we
denote by X∗ : C → C/X the pullback along the arrow X → > to the terminal
object and by X! : C/X → C its left adjoint.
Definition 2.3. Let p : E → U be an arrow in a cartesian category C. We say
p is exponentiable if the pullback functor p∗ : C/U → C/E has a right adjoint.
When p is exponentiable, the right adjoint of p∗ is called the pushforward along
p and denoted by p∗.
Definition 2.4. Let p : E → U be an exponentiable arrow in a cartesian
category C. We define the polynomial functor Pp : C → C associated to p to be
the composite
C C/E C/U C.E∗ p∗ U!
By definition, the associated polynomial functor Pp : C → C is essentially a
right adjoint of E!p
∗ : C/U → C. Hence, PpX for an object X ∈ C is equipped
with arrows piX : PpX → U and σX : PpX ×U E → X which form a universal
arrow from (− ×U E) to X. Such an object is called the partial product of X
over p (Dyckhoff and Tholen 1987). It is known that all pushforwards along p
exist if and only if all partial products over p exist.
Proposition 2.5 (Niefield (1982)). For an arrow p : E → U in a cartesian
category C, the following are equivalent:
1. p is exponentiable;
2. E!p
∗ : C/U → C has a right adjoint.
By the definition of a right adjoint, the associated polynomial functor Pp is
characterized as a functor Pp : C → C/U equipped with natural transformations
ηY : Y → Pp(Y ×U E) for Y ∈ C/U and σX : PpX ×U E → X for X ∈ C
satisfying the triangle identities. Here we give an alternative characterization
of the associated polynomial functor which will be used in Section 3.
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Definition 2.6. Let p : E → U be an arrow in a cartesian category C. A
polynomial functor for p is an endofunctor P : C → C preserving pullbacks
equipped with the following structure:
• a natural transformation piX : PX → U ;
• a natural transformation κX : X × U → PX over U ;
• an arrow ι : U → PE over U ;
• a natural transformation σX : PX ×U E → X
satisfying the following axioms:
(P1) Pp ◦ ι = κU ◦ (1U , 1U );
U PE
U × U PU
ι
(1U ,1U ) Pp
κU
(P2) σE ◦ (ι×U E) is the isomorphism U ×U E ∼= E;
U ×U E PE ×U E
E
ι×UE
∼=
σE
(P3) σX ◦ (κX ×U E) is the projection (X × U)×U E ∼= X × E → X;
(X × U)×U E PX ×U E
X
κX×UE
σX
(P4) PσX◦(κPX(1PX , piX), ιpiX) = 1PX , where (κPX(1PX , piX), ιpiX) is defined
using the isomorphism PPX ×PU PE ∼= P(PX ×U E) as P preserves
pullbacks.
PX P(PX ×U E)
PX
(κPX(1PX ,piX),ιpiX)
PσX
Theorem 2.7. For an arrow p : E → U in a cartesian category C, the following
are equivalent:
1. p is exponentiable;
2. there exists a polynomial functor for p.
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Moreover, if this is the case, the associated polynomial functor Pp is a polyno-
mial functor for p in the sense of Definition 2.6, and any polynomial functor
for p is isomorphic to Pp.
Proof. By Proposition 2.5, it suffices to show that E!p
∗ has a right adjoint
if and only if there exists a polynomial functor for p. Let P : C → C be a
functor preserving pullbacks and piX : PX → U and σX : PX ×U E → X
natural transformations. Then (P, pi, σ) defines a right adjoint of E!p
∗ if and
only if there exists a natural transformation ηY : Y → P(Y ×U E) satisfying the
triangle identities, while (P, pi, σ) is part of a polynomial functor for p if and only
if there exist a natural transformation κX : X ×U → PX over U and an arrow
ι : U → PE over U satisfying Axioms P1 to P4. Thus, it suffices to show that
there exists a bijective correspondence between such natural transformations η
and such pairs (κ, ι). This also proves the last assertion.
Let ηY : Y → P(Y ×U E) be a natural transformation for Y ∈ C/U . We
define κηX : X × U → PX for X ∈ C to be the composite
X × U P((X × U)×U E) P(X × E) PXηX×U ∼= Ppi1
which is clearly an arrow over U . We define ιη : U → PE to be ηU : U →
P(U ×U E) ∼= PE which is an arrow over U . By the naturality of η, these
satisfy Axiom P1.
Conversely, let κX : X × U → PX be a natural transformation over U for
X ∈ C and ι : U → PE an arrow over U satisfying Axiom P1. We define
η
(κ,ι)
Y : Y → P(Y ×U E) for (f : Y → U) ∈ C/U to be the composite
Y PY ×PU PE P(Y ×U E).(κY (1Y ,f),ιf) ∼=
These constructions establish a bijective correspondence between the natural
transformations ηY : Y → P(Y ×UE) and the pairs (κ, ι) consisting of a natural
transformation κX : X × U → PX over U and an arrow ι : U → PE over U
satisfying Axiom P1. For a natural transformation ηY : Y → P(Y ×U E), we
have η(κ
η,ιη) = η because the diagrams
Y P(Y ×U E)
Y × U P((Y × U)×U E) P(Y × E) PY
ηY
(1Y ,f) Ppi1P((1Y ,f)×UE)
ηY×U
κηY
∼= Ppi1
(1)
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Y P(Y ×U E)
U P(U ×U E) PE
ηY
f P(f×UE) Ppi2
ηU
ιη
∼=
(2)
commute. For a natural transformation κX : X×U → PX over U and an arrow
ι : U → PE over U satisfying Axiom P1, we have κη(κ,ι) = κ and ιη(κ,ι) = ι
because the diagrams
X × U P((X × U)×U E)
(X × U)× U P(X × U) P(X × E)
X × U PX
η
(κ,ι)
X×U
(1X×U ,pi2) Ppi1
∼=
κX×U
pi1×U Ppi1
Ppi1
κX
(3)
U P(U ×U E)
PE
η
(κ,ι)
U
ι Ppi2
∼= (4)
commute.
Under this correspondence between η and (κ, ι), we show that η satisfies the
triangle identities if and only if (κ, ι) satisfies Axioms P2 to P4. It is immediate
from the definition that the triangle identity Pσ ◦ ηP = 1 is equivalent to
Axiom P4. Suppose that the other triangle identity σY×UE ◦ (ηY ×U E) =
1 holds. Then the commutativity of Diagram (3) and Diagram (4) implies
Axiom P3 and Axiom P2 respectively. Conversely, suppose that Axioms P2
and P3 are satisfied. Then the commutativity of Diagram (1) and Diagram (2)
implies pi1◦σY×UE◦(ηY ×UE) = pi1 and pi2◦σY×UE◦(ηY ×UE) = pi2 respectively,
and thus σY×UE ◦ (ηY ×U E) = 1.
We have seen that constructing the pushforward p∗ : C/E → C/U is equiv-
alent to constructing the polynomial functor Pp : C → C. Furthermore, a
cartesian functor preserves pushforwards precisely when it commutes with the
associated polynomial functors in the following sense.
Proposition 2.8. Let C and D be cartesian categories, p : E → U an expo-
nentiable arrow in C and S : C → D a cartesian functor that sends p to an
exponentiable arrow. Then, the canonical natural transformation (S/U)p∗ ⇒
(Sp)∗(S/E) is an isomorphism if and only if the natural transformation SPp ⇒
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PSpS defined by the composite
C D
C/E D/SE
C/U D/SU
C D
S
E∗ ∼= (SE)∗
S
p∗ (Sp)∗
S
U! (SU)!
S
is an isomorphism.
Proof. Clearly (SU)! : D/SU → D reflects isomorphisms. The precomposition
(−E∗) : Cart(C/E,D/SU)→ Cart(C,D/SU)
reflects isomorphisms too, which means that if a natural transformation θ :
T1 ⇒ T2 : C/E → D/SU between cartesian functors is invertible at objects of
the form X × E, then θ is invertible at all objects. This is because any object
(f : X → E) ∈ C/E can be written as the pullback
X X × E
E E × E
(1X ,f)
f f×E
(1E ,1E)
in C/E.
3 Dependent Type Theories
In this section we show that an essentially algebraic theory for a type theory,
identified with a cartesian category, has a certain polynomial functor (Defini-
tions 3.10 and 3.15 to 3.17 and Proposition 3.18). Consequently, the essentially
algebraic theory for a type theory has an exponentiable arrow (Corollary 3.19).
We assume that the reader is familiar with the syntax of dependent type theory
(Barendregt 1992; Cartmell 1978; Hofmann 1997).
3.1 Categories of Theories
We first describe the category of theories for each type theory. Informally by a
type theory we mean a formal system for deriving judgments. A judgment looks
like
x1 : A1, . . . , xn : An ` J .
The left side of ` is a context, a finite sequence of expressions A1, . . . , An and
distinct variables x1, . . . , xn. The right side is one of the following forms.
7
J meaning
Ctx the left side is a context
A : Type A is a type
a : A a is an element of a type A
A1 = A2 : Type types A1 and A2 are equal
a1 = a2 : A elements a1 and a2 of a type A are equal
Every type theory in this paper is supposed to be structural in the sense
that the following three rules are admissible:
weakening
Γ,∆ ` J Γ, x : A,∆ ` Ctx
Γ, x : A,∆ ` J
projection
Γ, x : A ` Ctx
Γ, x : A ` x : A
substitution
Γ ` a : A Γ, x : A,∆ ` J
Γ,∆[a/x] ` J [a/x]
where [a/x] is the substitution of a for x.
We also assume that each inference rule is finitary in the sense that it has finitely
many premises and one conclusion, so every derivation tree is finite.
For a type theory T , a T -theory is a set of symbols and axioms satisfying
certain well-formedness conditions. Each symbol or axiom c has its own context
Γ and kind k and is written as
c : Γ⇒ k.
The kind for a symbol is either Type or a type. For a symbol c : Γ⇒ Type, the
well-formedness condition asserts that Γ ` Ctx is derivable in the theory. For
a symbol c : Γ ⇒ A, the well-formedness condition asserts that Γ ` A : Type
is derivable in the theory. The kind for an axiom is either A1 = A2 : Type or
a1 = a2 : A. For an axiom c : Γ ⇒ A1 = A2 : Type (c : Γ ⇒ a1 = a2 : A), the
well-formedness condition asserts that Γ ` Ai : Type (Γ ` ai : A, respectively)
is derivable for i = 1, 2. The type annotation : Type or : A is omitted when
it is clear from the context, and the name of an axiom is often irrelevant, so an
axiom is written as
: Γ⇒M1 = M2.
Example 3.1. We denote by T0 the type theory without any type constructors.
A T0-theory is just a generalized algebraic theory of Cartmell (1978).
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Example 3.2. The T0-theory of a category consists of the following data.
O : ()⇒ Type
H : (x1 : O, x2 : O)⇒ Type
i : (x : O)⇒ H(x, x)
c : (x1 : O, x2 : O, x3 : O, y1 : H(x1, x2), y2 : H(x2, x3))⇒ H(x1, x3)
: (x1 : O, x2 : O, y : H(x1, x2))⇒ c(x1, x1, x2, i(x1), y) = y
: (x1 : O, x2 : O, y : H(x1, x2))⇒ c(x1, x2, x2, y, i(x2)) = y
: (x1 : O, x2 : O, x3 : O, x4 : O, y1 : H(x1, x2), y2 : H(x2, x3), y3 : H(x3, x4))
⇒ c(x1, x3, x4, c(x1, x2, x3, y1, y2), y3) = c(x1, x2, x4, y1, c(x2, x3, x4, y2, y3))
This is read as follows:
• O is a type of objects;
• H(x1, x2) is type of morphisms from x1 to x2 when x1 and x2 are elements
of O;
• i(x) is an element of H(x, x) representing the identity on x when x is an
element of O. The symbol c represents the composition operator;
• c(x1, x1, x2, i(x1), y) and y are equal when x1 and x2 are elements of O
and y is an element of H(x1, x2). The other equations are similar.
Example 3.3. Consider a type theory with function types A→ B. In such a type
theory, one can write a theory containing higher-order operators. For example,
the theory of an untyped λβη-calculus is written as follows.
D : ()⇒ Type
l : (x : D → D)⇒ D
a : (x : D, y : D)⇒ D
: (x : D → D, y : D)⇒ a(l(x), y) = xy
: (x : D)⇒ l(λy.a(x, y)) = x
This expresses that D is a type equipped with an operator l from the function
type D → D to D which is an isomorphism with inverse x : D ` λy.a(x, y) :
D → D.
Let Σ1 and Σ2 be T -theories. An interpretation from Σ1 to Σ2 is a map
α that assigns to each symbol in Σ1 an expression in Σ2. Such a map α can
be extended to a map from all expressions in Σ1 to those in Σ2. Then an
interpretation α is required to satisfy that α(Γ) ` α(c) : α(k) is derivable in Σ2
for every symbol (c : Γ ⇒ k) in Σ1 and that α(Γ) ` α(k) is derivable in Σ2 for
every axiom ( : Γ⇒ k) in Σ1.
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Example 3.4. Let Σ1 be the T0-theory of a monoid written as follows.
M : ()⇒ Type
e : ()⇒M
m : (y1 : M,y2 : M)⇒M
: (y : M)⇒ m(e, y) = y
: (y : M)⇒ m(y, e) = y
: (y1 : M,y2 : M,y3 : M)⇒ m(m(y1, y2), y3) = m(y1,m(y2, y3))
Let Σ2 be the extension of the T0-theory of a category with a symbol
a0 : ()⇒ O.
We have an interpretation Σ1 → Σ2 as follows.
M 7→ ( ` H(a0, a0) : Type)
e 7→ ( ` i(a0) : H(a0, a0))
m 7→ (y1 : H(a0, a0), y2 : H(a0, a0) ` c(a0, a0, a0, y1, y2) : H(a0, a0))
This map is indeed an interpretation: for instance,
y : H(a0, a0) ` c(a0, a0, a0, i(a0), y) = y : H(a0, a0)
is derivable in Σ2.
Two interpretations α1, α2 : Σ1 → Σ2 are said to be equivalent if α1(Γ) `
α1(c) = α2(c) : α1(k) is derivable in Σ2 for every symbol (c : Γ⇒ k) in Σ1.
Definition 3.5. We denote by ThT the category whose objects are the T -
theories and morphisms are the equivalence classes of the interpretations.
Definition 3.6. We say a T -theory is finite if it is a finite set of symbols and
axioms. We denote by DT the opposite of the full subcategory of ThT consisting
of finite T -theories.
The following are immediate.
Proposition 3.7. The category ThT is cocomplete: coproducts are given by
disjoint union; coequalizers are obtained by adjoining equational axioms.
Proposition 3.8. Finite T -theories are closed under finite colimits. Conse-
quently, the category DT has finite limits.
In the following proposition, we assume that the reader is familiar with the
theory of locally presentable categories (Ada´mek and Rosicky´ 1994, Chapter 1).
Proposition 3.9. For a type theory T , the category ThT is locally finitely
presentable. Moreover, a T -theory is finitely presentable if and only if it is
isomorphic to a finite T -theory. Consequently, the functor
ThT 3 Σ 7→ ThT (−,Σ) ∈ Cart(DT ,Set)
is an equivalence.
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Proof. For ThT to be locally finitely presentable, it remains to show that there
exists a set of finitely presentable T -theories such that every T -theory is a
directed colimit of T -theories from this set. Clearly finite T -theories are finitely
presentable, and thus it suffices to show that every T -theory is a directed colimit
of finite T -theories. Since we assume that every inference rule is finitary, every
element (c : Γ ⇒ k) in a T -theory Σ is contained in a finite subtheory of Σ.
Thus, every T -theory is the directed union of all the finite subtheories of it.
This also shows that a finitely presentable T -theory is a retract of a finite
T -theory. Since finite T -theories are closed under finite colimits, they are in
particular closed under retracts. Hence, a finitely presentable T -theory is iso-
morphic to a finite T -theory.
By Proposition 3.9 we call DT the essentially algebraic theory of a T -theory
or the essentially algebraic theory for T because T -theories are equivalent to
“models of DT ”, that is, cartesian functors DT → Set.
3.2 Exponentiable Arrows Associated to Type Theories
In this subsection we show that, for every type theory T , the cartesian category
DT has a certain exponentiable arrow (Corollary 3.19). We fix a type theory T
and call a T -theory simply a theory. We also omit the subscript T of DT .
Definition 3.10. We denote by Un the theory consisting of the following sym-
bols
A0 : ()⇒ Type
A1 : (x0 : A0)⇒ Type
...
An : (x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2))⇒ Type
and by En the theory consisting of the symbols A0, . . . , An of Un and a symbol
an : (x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2))⇒ An(x0, . . . , xn−1).
We denote by ∂n : En → Un and ftn : Un+1 → Un the arrows in D represented
by the obvious inclusions Un → En and Un → Un+1 respectively.
We will show that the arrow ∂0 : E0 → U0 in D is exponentiable (Corol-
lary 3.19). Although it is possible to construct the pushforward (∂0)∗ directly,
we use Theorem 2.7 to emphasize the connection between the exponentiability
of ∂0 and the structural rules of weakening, projection and substitution. The
idea is that the data κ, ι and σ of a polynomial functor correspond to the
weakening, projection and substitution rules respectively.
Definition 3.11. We define a functor P : D→ D as follows:
• we reserve a variable x0 and make a new symbol cA0 for each symbol c;
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• we extend c 7→ cA0 to a map of expressions by xA0 := x and (c(M1, . . . ,Mn))A0 :=
cA0(x0,M
A0
1 , . . . ,M
A0
n );
• P sends a finite theory
c1 : Γ1 ⇒ k1
...
cn : Γn ⇒ kn
to the finite theory
A0 : ()⇒ Type
cA01 : (x0 : A0,Γ
A0
1 )⇒ kA01
...
cA0n : (x0 : A0,Γ
A0
n )⇒ kA0n
together with the obvious inclusion from U0;
• P sends an interpretation α : (c′1, . . . , c′m) → (c1, . . . , cn) to the interpre-
tation Pα defined by Pα(A0) := A0 and Pα((c
′
i)
A0) := (α(c′i))
A0 .
The obvious inclusion U0 → PΣ defines a natural transformation piΣ : PΣ→ U0.
Clearly P together with pi sends finite limits in D to finite limits in D/U0, and
thus P : D→ D preserves pullbacks.
One can think of PΣ as the theory of a family of Σ.
Example 3.12. Let Σ be the theory of a category (Example 3.2). Then PΣ is
the following theory.
A0 : ()⇒ Type
OA0 : (x0 : A0)⇒ Type
HA0 : (x0 : A0, x1 : O
A0(x0), x2 : O
A0(x0))⇒ Type
iA0 : (x0 : A0, x : O
A0(x0))⇒ HA0(x0, x, x)
cA0 : (x0 : A0, x1 : O
A0(x0), x2 : O
A0(x0), x3 : O
A0(x0),
y1 : H
A0(x0, x1, x2), y2 : H
A0(x0, x2, x3))⇒ HA0(x0, x1, x3)
: (x0, : A0, x1 : O
A0(x0), x2 : O
A0(x0), y : H
A0(x0, x1, x2))
⇒ cA0(x0, x1, x1, x2, iA0(x0, x1), y) = y
: (x0 : A0, x1 : O
A0(x0), x2 : O
A0(x0), y : H
A0(x0, x1, x2))
⇒ cA0(x0, x1, x2, x2, y, iA0(x0, x2)) = y
: (x0 : A0, x1 : O
A0(x0), x2 : O
A0(x0), x3 : O
A0(x0), x4 : O
A0(x0),
y1 : H
A0(x0, x1, x2), y2 : H
A0(x0, x2, x3), y3 : H
A0(x0, x3, x4))⇒
cA0(x0, x1, x3, x4, c
A0(x0, x1, x2, x3, y1, y2), y3)
= cA0(x0, x1, x2, x4, y1, c
A0(x0, x2, x3, x4, y2, y3))
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One can think of (OA0 , HA0 , iA0 , cA0) as a family of categories indexed over A0.
Thus, PΣ is the theory of a family of categories.
Example 3.13. PUn ∼= Un+1 and PEn ∼= En+1.
We will turn the functor P : D→ D into a polynomial functor for ∂0. Before
that, we make a remark on pullbacks in D. Although we know that D has
finite limits, some pullbacks have simpler descriptions. Let Σ2 and Σ
′
1 be finite
theories, Σ1 a subtheory of Σ2 and α : Σ1 → Σ′1 an interpretation. Consider
the pullback in D
α∗Σ2 Σ2
Σ′1 Σ1.α
Assume that the intersection of Σ′1 and Σ2 − Σ1 is empty. Then α∗Σ2 is iso-
morphic to the theory consisting of the following data:
• c : Γ⇒ k for each element (c : Γ⇒ k) ∈ Σ′1;
• c : α˜(Γ) ⇒ α˜(k) for each element (c : Γ ⇒ k) ∈ Σ2 − Σ1, where α˜ is the
map of expressions determined by
α˜(d) =
{
α(d) (d ∈ Σ1)
d (d 6∈ Σ1).
Example 3.14. If Σ1 is also a subtheory of Σ
′
1 such that Σ
′
1 ∩ Σ2 = Σ1 and
α : Σ1 → Σ′1 is the inclusion, then α∗Σ2 is isomorphic to the union of Σ′1 and
Σ2.
Definition 3.15. For a finite theory Σ, we define an arrow κΣ : Σ× U0 → PΣ
over U0 to be the interpretation
PΣ→ Σ× U0
A0 7→ ( ` A0 : Type)
(cA0 : (x0 : A0,Γ
A0)⇒ kA0) 7→ (x0 : A0,Γ ` c : k) (c ∈ Σ).
This interpretation is well-defined because of the weakening rule. Clearly κ is
natural in Σ ∈ D.
Definition 3.16. We define an arrow ι : U0 → PE0 ∼= E1 over U0 to be the
interpretation
E1 → U0
A0 7→ ( ` A0 : Type)
A1 7→ (x0 : A0 ` A0 : Type)
a1 7→ (x0 : A0 ` x0 : A0).
This interpretation is well-defined because of the projection rule.
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Definition 3.17. For a finite theory Σ, we define an arrow σΣ : PΣ×U0E0 → Σ
to be the interpretation
Σ→ PΣ×U0 E0
(c : Γ⇒ k) 7→ (ΓA0 [a0/x0] ` cA0(a0) : kA0 [a0/x0]) (c ∈ Σ).
This interpretation is well-defined because of the substitution rule. Clearly σ is
natural in Σ ∈ D.
Proposition 3.18. (P, pi, κ, ι, σ) defined above is a polynomial functor for ∂0.
Proof. It remains to check Axioms P1 to P4 of Definition 2.6. Intuitively, these
axioms express the interaction of the weakening, projection and substitution
operations.
• Axiom P1 expresses that the type of the projection x0 : A0 ` x0 : A0 is
the weakening of A0 by (x0 : A0).
• Axiom P2 expresses that the substitution of a0 for x0 in x0 is a0: x0[a0/x0] =
a0.
• Axiom P3 expresses that substitution in weakening is the identity: M [a0/x0] =
M for any expression M that does not contain x0 as a free variable.
• Axiom P4 expresses that renaming of a variable is invertible: M [x1/x0][x0/x1] =
M for any expression M that does not contain x1 as a free variable.
Axiom P1. The arrows P∂0 ◦ ι : U0 → PU0 ∼= U1 and κU0 ◦ (1U0 , 1U0) : U0 →
PU0 ∼= U1 are both represented by the interpretation
U1 → U0
A0 7→ ( ` A0 : Type)
A1 7→ (x0 : A0 ` A0 : Type).
Axiom P2. PE0 ×U0 E0 is isomorphic to the theory
A0 : ()⇒ Type
a0 : ()⇒ A0
B1 : (x0 : A0)⇒ Type
b1 : (x0 : A0)⇒ B1(x0).
Then σE0 : PE0 ×U0 E0 → E0 and ι ×U0 E0 : E0 ∼= U0 ×U0 E0 → PE0 ×U0 E0
are represented by the interpretations
E0 → PE0 ×U0 E0
A0 7→ ( ` B1(a0) : Type)
a0 7→ ( ` b1(a0) : B1(a0))
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and
PE0 ×U0 E0 → E0
A0 7→ ( ` A0 : Type)
a0 7→ ( ` a0 : A0)
B1 7→ (x0 : A0 ` A0)
b1 7→ (x0 : A0 ` x0 : A0)
respectively. Since x0[a0/x0] = a0, the composite σE0 ◦ (ι×U0 E0) is represented
identity interpretation.
Axiom P3. Since M [a0/x0] = M for any expression that does not contain x0
as a free variable, one can see that the composite σΣ ◦ (κΣ×U0 E0) : Σ×E0 → Σ
is represented by the inclusion Σ→ Σ× E0.
Axiom P4. Recall that PΣ×U0 E0 is isomorphic to the theory
A0 : ()⇒ Type
a0 : ()⇒ A0
cA0 : (x0 : A0,Γ
A0)⇒ kA0 (c ∈ Σ).
Thus, P(PΣ×U0 E0) is isomorphic to the theory
A0 : ()⇒ Type
A1 : (x0 : A0)⇒ Type
a1 : (x0 : A0)⇒ A1(x0)
cA1 : (x0 : A0, x1 : A1(x0),Γ
A1)⇒ kA1 (c ∈ Σ)
where cA1 is a new constant and MA1 is defined by (c(M1, . . . ,Mn))
A1 :=
cA1(x0, x1,M
A1
1 , . . . ,M
A1
n ). Then, (κPΣ(1PΣ, piΣ), ιpiΣ) : PΣ→ P(PΣ×U0 E0)
and PσΣ : P(PΣ×U0 E0)→ PΣ are represented by the interpretations
P(PΣ×U0 E0)→ PΣ
A0 7→ ( ` A0 : Type)
A1 7→ (x0 : A0 ` A0 : Type)
a1 7→ (x0 : A0 ` x0 : A0)
cA1 7→ (x0 : A0, x1 : A0,ΓA0 [x1/x0] ` cA0(x1) : kA0 [x1/x0]) (c ∈ Σ)
and
PΣ→ P(PΣ×U0 E0)
A0 7→ ( ` A0 : Type)
cA0 7→ (x0 : A0,ΓA1 [a1(x0)/x1] ` cA1(x0, a1(x0)) : kA1 [a1(x0)/x1])
respectively. Since M [x1/x0][x0/x1] = M for any expression M that does not
contain x1 as a free variable, the composite PσΣ ◦ (κPΣ(1PΣ, piΣ), ιpiΣ) is repre-
sented by the identity interpretation.
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Corollary 3.19. The arrow ∂0 : E0 → U0 in D is exponentiable.
Corollary 3.20. Un ∼= Pn∂0U0 and En ∼= Pn∂0E0.
Proof. By Example 3.13.
4 The Universal Exponentiable Arrow
In this section we restrict our attention to the type theory T0 without any type
constructors (Example 3.1). The T0-theories are exactly the generalized alge-
braic theories. Let G = DT0 be the essentially algebraic theory of a generalized
algebraic theory. By Corollary 3.19 the arrow ∂0 : E0 → U0 in the category G is
exponentiable, but this time we can say more: ∂0 is the universal exponentiable
arrow in the sense that any exponentiable arrow in any cartesian category is
the image of ∂0 by an essentially unique functor.
Theorem 4.1. Let p : E → U be an exponentiable arrow in a cartesian category
C. Then there exists a unique, up to unique isomorphism, cartesian functor
S : G→ C such that p ∼= S∂0 and S sends pushforwards along ∂0 to those along
p. More precisely:
1. there exists a cartesian functor S : G → C equipped with an isomorphism
p ∼= S∂0 in C→ such that S carries pushforwards along ∂0 to those along
p;
2. if S1 and S2 are as above, then there exists a unique natural isomorphism
θ : S1 ∼= S2 such that the diagram
p
S1∂0 S2∂0
∼= ∼=
θ∂0
commutes.
Before proving Theorem 4.1, we discuss presentations of finite generalized
algebraic theories. By definition a finite generalized algebraic theory Σ is a finite
set of symbols and axioms. We can arrange them into a list
c1 : Γ1 ⇒ k1
c2 : Γ2 ⇒ k2
...
cn : Γn ⇒ kn
in such a way that every prefix (c1, . . . , ci) is again a generalized algebraic theory.
Then Σ is described as follows by induction on the size of Σ:
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• the empty theory is the terminal object in G;
• if Σ = (Σ′, (A : Γ ⇒ Type)) with a context Γ of length n, then Σ is the
pullback
Σ Un
Σ′ Un−1
ftn−1
Γ
in G;
• if Σ = (Σ′, (a : Γ ⇒ A)) with a context Γ of length n, then Σ is the
pullback
Σ En
Σ′ Un
∂n
A
in G;
• if Σ = (Σ′, ( : Γ ⇒ A1 = A2 : Type)) with a context Γ of length n, then
Σ is the equalizer
Σ Σ′ Un
A1
A2
in G;
• if Σ = (Σ′, ( : Γ ⇒ a1 = a2 : A)) with a context Γ of length n, then Σ is
the equalizer
Σ Σ′ En
a1
a2
in G.
From this presentation, we get the following “induction principle”.
Lemma 4.2. Let Q be a predicate on objects of G.
1. If all Un and En satisfy Q and Q is stable under finite limits (that is, for
a finite diagram Σ : I → G, if every Σi satisfies Q then the limit limi∈I Σi
satisfies Q), then all the objects of G satisfy Q.
2. If U0 and E0 satisfy Q and Q is stable under finite limits and stable under
P∂0 (that is, if Σ satisfies Q, then P∂0Σ satisfies Q), then all the objects
of G satisfy Q.
Proof of Theorem 4.1. We first construct a functor G → C as in the statement
of the theorem. The idea is as follows. A cartesian functor G→ C is thought of
as an “internal generalized algebraic theory in C”, so it would have an “exter-
nalisation” Cop → GAT, where GAT is the category of generalized algebraic
theories. The externalisation is easier to describe than the internal generalized
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algebraic theory itself. Thus, we will first define a functor Cop → GAT and
then show that it is representable in a suitable sense.
We define a functor L : Cop → GAT as follows. For an arrow A : X → PnpU
and i ≤ n, we refer to the composite X A−→ PnpU → PipU as Ai. For an object
X ∈ C, the generalized algebraic theory LX consists of the following data:
• a symbol
A : (x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2))⇒ Type
for an arrow A : X → PnpU ;
• a symbol
a : (x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2))⇒ A(x0, . . . , xn−1)
for an arrow a : X → PnpE, where A is the composite X a−→ PnpE → PnpU ;
• an equation
(x0 : A0, . . . , xm−1 : Am−1(x0, . . . , xm−2), x′m : A
′
m(x0, . . . , xm−1),
xm : Am(x0, . . . , xm−1), . . . , xn−1 : An−1(x0, . . . , xn−2))⇒
c(x0, . . . , xn) = (P
m
p κPn−mp C ◦ (c, A′m))(x0, . . . , x′m, xm, . . . , xn)
for an arrow c : X → PnpC with C = U or C = E and an arrow A′m :
X → Pmp U over Am−1 : X → Pm−1p U with m ≤ n;
• an equation
(x0 : A0, . . . , xn : An(x0, . . . , xn−1)) ⇒ xn = (Pnp ι ◦ An)(x0, . . . , xn)
for an arrow A : X → PnpU ;
• an equation
(x0 : A0, . . . , xm−1 : Am−1(x0, . . . , xm−2),
xm+1 : An+1(x0, . . . , am), . . . , xn : An(x0, . . . , am, . . . , xn−1))⇒
c(x0, . . . , am, . . . , xn) = (P
m
p σPn−mp C◦(c, am))(x0, . . . , xm−1, xm+1, . . . , xn)
for an arrow c : X → Pn+1p C with C = U or C = E and an arrow
am : X → Pmp E over Am : X → Pmp U with m ≤ n.
For an arrow f : X1 → X2, the precomposition with f induces an interpretation
Lf : LX2 → LX1.
We have equivalences
[Cop,GAT] ' [Cop,Cart(G,Set)] (Proposition 3.9)
' Cart(G, [Cop,Set]).
Let L˜ : G→ [Cop,Set] be a cartesian functor corresponding to L : Cop → GAT.
Concretely, one can define L˜ΣX = GAT(Σ,LX). We show the following:
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1. L˜ factors through the Yoneda embedding C → [Cop,Set] up to natural
isomorphism. We may therefore regard L˜ as a functor G→ C;
2. L˜ sends ∂0 to p;
3. L˜ carries pushforwards along ∂0 to those along p.
Item 1 means that L˜Σ is a representable presheaf over C for every Σ ∈ G.
Since L˜ preserves finite limits and C has finite limits, the predicate “L˜Σ is
representable” is stable under finite limits. Thus, by Lemma 4.2, it suffices to
show the cases of Σ = Un and Σ = En. Observe that L˜UnX = GAT(Un,LX) is
the set of equivalence classes of types in LX with n variables and that L˜EnX =
GAT(En,LX) is the set of equivalence classes of terms in LX with n variables.
We have the map IU : C(X,PnpU)→ L˜UnX that sends an arrow A : X → PnpU
to the type
x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2) ` A(x0, . . . , xn−1) : Type
and the map IE : C(X,PnpE) → L˜EnX that sends an arrow a : X → PnpE to
the term
x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2) ` a(x0, . . . , xn−1) : A(x0, . . . , xn−1).
We show that these maps are bijective so that L˜Un and L˜En are representable
by PnpU and P
n
pE respectively.
By a standard argument in the semantics of dependent type theory (for
example Hofmann 1997), we can define an interpretation [[−]] of contexts, types
and terms of LX as follows:
• a context Γ is interpreted as an object [[Γ]] ∈ C/X;
• a type Γ ` A : Type is interpreted as an arrow [[A]] : [[Γ]]→ U in C;
• a term Γ ` a : A is interpreted as an arrow [[a]] : [[Γ]]→ E over [[A]];
• the empty context () is interpreted as the terminal object >X in C/X;
• a context extension Γ, x : A is interpreted as the pullback
[[Γ, x : A]] E
[[Γ]] U ;
p
[[A]]
• the type symbol A corresponding to an arrow A : X → P0pU ∼= U is
interpreted as A itself;
• the type symbol A corresponding to an arrow A : X → Pn+1p U is inter-
preted as the arrow [[A]] : [[An]]
∗E → U corresponding to A via (iterated
use of) the adjunction p∗ a p∗;
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• the term symbol a corresponding to an arrow a : X → P0pE ∼= E is
interpreted as a itself;
• the term symbol a corresponding to an arrow a : X → Pn+1p E is inter-
preted as the arrow [[a]] : [[An]]
∗E → E corresponding to a via (iterated
use of) the adjunction p∗ a p∗;
• the weakening Γ, x : A,∆ ` J of Γ,∆ ` J is interpreted as the composite
[[Γ, x : A,∆]] [[Γ,∆]]×[[Γ]] [[Γ, x : A]] [[Γ,∆]] C
∼= pi1 [[J ]]
where C = U or C = E;
• the projection Γ, x : A ` x : A is interpreted as the second projection
[[Γ, x : A]] ∼= [[Γ]]×U E pi2−→ E;
• the substitution Γ,∆[a/x] ` J [a/x] of Γ ` a : A is interpreted as the
composite
[[Γ,∆[a/x]]] [[Γ, x : A,∆]] C
[[a]] [[J ]]
where C = U or C = E and
[[Γ,∆[a/x]]] [[Γ, x : A,∆]]
[[Γ]] [[Γ, x : A]]
[[a]]
(1[[Γ]],[[a]])
is a pullback.
To see that the interpretation [[−]] satisfies the equational axioms of LX, we
note that, for a type Γ ` A : Type (term Γ ` a : A) over a context of length n,
the arrow [[A]] : [[Γ]]→ U ([[a]] : [[Γ]]→ E, respectively) corresponds to an arrow
I−1Γ (A) : X → PnpU (I−1Γ (a) : X → PnpE, respectively) via the adjunction
p∗ a p∗. We omit the subscript Γ of I−1Γ when it is clear from the context.
Then we have the following equations from which it follows that [[−]] satisfies
the axioms of LX:
• for the symbol c corresponding to an arrow X → PnpC,
I−1(c(x0, . . . , xn−1)) = c (5)
• for the weakening Γ, x : A,∆ ` J of Γ,∆ ` J ,
I−1Γ,x:A,∆(J ) = Pmp κPn−mp C ◦ (I−1Γ,∆(J ), I−1Γ (A)) (6)
• for the projection Γ, x : A ` x : A,
I−1Γ,x:A(x) = P
n
p ι ◦ I−1Γ (A) (7)
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• for the substitution Γ,∆[a/x] ` J [a/x] of Γ ` a : A,
I−1Γ,∆(J [a/x]) = Pmp σPn−mp ◦(I−1Γ,x:a,D(J ),I−1Γ (a)) (8)
where m and n are the lengths of Γ and (Γ,∆) respectively. Equation (5) is
immediate from the definition. Equation (6) follows from the following corre-
spondence via the adjunction p∗ a p∗.
[[Γ, x : A,∆]] [[Γ,∆]] C
pi1 [[J ]]
[[Γ, x : A]] [[Γ]] Pn−mp C
pi1 [[J ]]′
[[Γ]]×U E (Pn−mp C × U)×U E Pn−mp C
([[J ]]′,[[A]])×UE pi1
[[Γ]] Pn−mp C × U P1+n−mp C
([[J ]]′,[[A]]) κPn−mp C
X Pmp (P
n−m
p C × U) P1+np C
(I−1(J ),I−1(A)) P
m
p κPn−mp C
Equations (7) and (8) are similar.
The assignment M 7→ I−1(M) defines maps I−1 : L˜UnX → C(X,PnpU) and
I−1 : L˜EnX → C(X,PnpE). By Eq. (5), we have I−1 ◦ I = 1 for I = IU and
I = IE . For the equation I ◦ I−1 = 1, recall that types and terms in LX are
built up with type and term symbols of LX using weakening, projection and
substitution. Then, by induction on derivation, one can show that every type or
term M in LX is provably equal to I−1(M)(x0, . . . , xn−1). For example, when
M is the substitution B[a/xm] of x0 : A0, . . . , xm−1 : Am−1 ` a : Am for xm in
x0 : A0, . . . , xn : An ` B : Type, we have
B[a/xm]
= (induction hypothesis)
I−1(B)(x0, . . . , xm−1, I−1(a)(x0, . . . , xm−1), xm+1, . . . , xn)
= (axom of LX)
(Pmp σPn−mp U ◦ (I−1(B), I−1(a)))(x0, . . . , xm−1, xm+1, . . . , xn)
= (Eq. (8))
I−1(B[a/xm])(x0, . . . , xm−1, xm+1, . . . , xn).
The other cases are similar. Hence, IU and IE are bijective.
We have also proved Item 2 because L˜U0 and L˜E0 are representable by U
and E respectively. For Item 3, it suffices to show that the canonical natural
transformation L˜P∂0 ⇒ PpL˜ is an isomorphism by Proposition 2.8. Since
L˜ : G → C preserves finite limits and P∂0 and Pp preserve finite limits as
functors G → G/U0 and C → C/U respectively, the predicate “the canonical
arrow L˜P∂0Σ→ PpL˜Σ is an isomorphism” is stable under finite limits. Hence,
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by Lemma 4.2, it suffices to show the cases of Σ = Un and Σ = En. But this
has been done because P∂0Un
∼= Un+1 and P∂0En ∼= En+1.
For the uniqueness of such functors, let S : G → C be a cartesian functor
satisfying the conditions in the statement. We have a functor Ŝ : Cop → GAT
corresponding to the composite of S and the Yoneda embedding C → [Cop,Set]
via the equivalence [Cop,GAT] ' Cart(G, [Cop,Set]). Concretely, ŜX is given
by the filtered colimit
ŜX ∼= colim(Σ,f)∈(X↓S) Σ.
We have a natural transformation α : L⇒ Ŝ : Cop → GAT defined as follows:
• for the type symbol A corresponding to an arrow A : X → PnpU ∼= SUn,
we define αX(A) to be the type in ŜX corresponding to the inclusion
Un → ŜX at (Un, A) ∈ (X ↓ S);
• for the term symbol a corresponding to an arrow a : X → PnpE ∼= SEn,
we define αX(a) to be the term in ŜX corresponding to the inclusion
En → ŜX at (En, a) ∈ (X ↓ S).
By Yoneda, α corresponds to a natural transformation α˜ : L˜⇒ S : G→ C.
By definition, the diagrams
C(X,U) C(X,SU0)
GAT(U0,LX) GAT(U0, ŜX)
∼=
∼=
∼=
GAT(U0,αX)
C(X,E) C(X,SE0)
GAT(E0,LX) GAT(E0, ŜX)
∼=
∼=
∼=
GAT(E0,αX)
commute for all objects X ∈ C, and thus the diagrams
U
L˜U0 SU0
∼= ∼=
α˜U0
(9)
E
L˜E0 SE0
∼= ∼=
α˜E0
(10)
commute. This also shows that α˜U0 and α˜E0 are isomorphisms. Since L˜ and
S preserve finite limits and carry pushforwards along ∂0 to those along p, by
Lemma 4.2, every component α˜Σ is an isomorphism.
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It remains to show the uniqueness of such a natural isomorphism α˜. Let
θ : L˜⇒ S be another such natural isomorphism. Then similar diagrams to (9)
and (10) for θ commute, which implies that θ agrees with α˜ at U0 and E0. By
Lemma 4.2, θ and α˜ are equal.
We can generalize Theorem 4.1 to a universal property of DT for another
type theory T . Since a finite T -theory is presented by a list of symbols and
axioms, Lemma 4.2 still holds for DT . Hence, a minor modification of the proof
of Theorem 4.1 will work for an arbitrary type theory.
Example 4.3. Let TΠ be the type theory with Π-types (dependent function
types). The rules for Π-types are summarized as follows.
Γ ` A : Type Γ, x : A ` B : Type
Γ `∏x:AB : Type Γ, x : A ` b : BΓ ` λ(x : A).b : ∏x:AB
Γ ` b : ∏x:AB Γ ` a : A
Γ ` ba : B[a/x]
Γ, x : A ` b : B Γ ` a : A
Γ ` (λ(x : A).b)a = b[a/x] : B[a/x]
Γ ` b : ∏x:AB
Γ ` λ(x : A).bx = b : ∏x:AB (x 6∈ Γ)
The category DTΠ contains a commutative diagram
E1 E0
U1 U0
λ
∂1 ∂0
Π
(11)
where Π : U1 → U0 is the arrow represented by the interpretation
U0 → U1
A0 7→ ( `
∏
x0:A0
A1(x0) : Type)
and λ : E1 → E0 is the arrow represented by the interpretation
E0 → E1
A0 7→ ( `
∏
x0:A0
A1(x0) : Type)
a0 7→ ( ` λ(x0 : A0).a1(x0) :
∏
x0:A0
A1(x0)).
The last three rules for Π-types force Diagram (11) to be a pullback. DTΠ ,
together with Diagram (11), is universal in the following sense.
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Theorem 4.4. For any cartesian category C, exponentiable arrow p : E → U
and pullback square of the form
PpE E
PpU U,
l
Ppp p
P
(12)
there exists a unique, up to unique isomorphism, cartesian functor S : DTΠ → C
such that p ∼= S∂0 and S sends pushforwards along ∂0 to those along p and
Diagram (11) to Diagram (12).
Proof. The proof of this universal property is almost the same as that of The-
orem 4.1, but we add to LX ∈ ThTΠ equations for Π-types:
• an equation
(x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2))⇒∏
xn:An(x0,...,xn−1)
A(x0, . . . , xn) = (P
n
pP ◦A)(x0, . . . , xn−1)
for an arrow A : X → Pn+1p U ;
• an equation
(x0 : A0, . . . , xn−1 : An−1(x0, . . . , xn−2))⇒
λ(xn : An(x0, . . . , xn−1)).a(x0, . . . , xn) = (Pnp l ◦ a)(x0, . . . , xn−1)
for an arrow A : X → Pn+1p U and an arrow a : X → Pn+1p E over A.
Universal properties for type theories with inductive types get complicated.
We only describe the simplest case.
Example 4.5. Let T0 be the type theory with the empty type 0 which is the
inductive type without constructors and with the following elimination rule.
Γ, x : 0 ` B : Type Γ ` a : 0
Γ ` elim0(x.B, a) : B[a/x]
Then DT0 contains the arrow 0 : > → U0 represented by the interpretation
U0 → >
A0 7→ ( ` 0 : Type)
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and the arrow elim0 : 0
∗U1 → E1 represented by the interpretation
E1 → 0∗U1
A0 7→ ( ` 0 : Type)
A1 7→ (x0 : 0 ` A1(x0) : Type)
a1 7→ (x0 : 0 ` elim0(x.A1(x), x0) : A1(x0)).
These arrows make the diagram
E1
0∗U1 U1
> U0
∂1
elim0
ft0
0
(13)
commute. DT0 , together with Diagram (13), is universal in the following sense.
Theorem 4.6. For any cartesian category C, exponentiable arrow p : E → U
and arrows Z : > → U and j : Z∗PpU → PpE such that the diagram
PpE
Z∗PpU PpU
> U
Ppp
j
Z
(14)
commutes, there exists a unique, up to unique isomorphism, cartesian functor
S : DT0 → C such that p ∼= S∂0 and S sends pushforwards along ∂0 to those
along p and Diagram (13) to Diagram (14).
Proof. Analogous to Theorem 4.4.
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