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Abstract
In this work, we study the differentiability of the stationary age-dependent population system based on parity
progression. By using the semigroup approach, we prove that the solution semigroup of the population evolution
equation is eventually differentiable.
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1. Introduction
Population growth models have been extensively studied by many researchers (see [1–5]). The
age-dependent parity progression model is intended to describe the birth process of females by
introducing the age distribution density of women who have a given birth order (number of births)
and the age-parity-specific fertility. The idea of population dynamics based on parity progression can be
traced back to [6], and later [7] and [8]. In this work, we will consider the following stationary age-parity
progression system developed by Chan and Guo in [9]:
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∂pn(r, t)
∂t
+ ∂pn(r, t)
∂r
= −µ(r)pn(r, t) − βn+1hn+1(r)pn(r, t)
+βnhn(r)pn−1(r, t), t > 0, 0 < r < rm,
pn(r, 0) = pn0(r), 0 < r < rm,
pn(0, t) =


0, if n = 0
k0
∫ r2
r1
N∑
k=1
βkhk(r)pk−1(r, t)dr, if n = 0,
(1.1)
where pn(r, t) is the age distribution density of females with parity n at age r and time t; parity
n, n = 0, 1, 2, . . . , N , is the women’s birth order; N is the maximal birth order ever attained by females
in a closed population; pn(r, t) = 0 for n < 0 or n > N ; µ(r) and k0 are the relative mortality rate
of females and birth sex ratio, respectively; [r1, r2] is the fecundity interval and rm is the age limit
of females; the standard age-parity progression fertility hn(r), n = 1, 2, . . . , N , refers to the average
age-parity progression fertilities of women in the natural state; βn, 0 ≤ βn ≤ 1, n = 1, 2, . . . , N ,
indicates the relative level of actual age-parity progression fertility compared to the standard age-parity
progression fertility and βnhn(r) denotes the actual programmed age-parity progression fertility; µ(r)
and hn(r) are measurable with respect to their variables on [0, rm]; βn = 0 for n < 1 or n > N ;
0 ≤ βn, hn(r) ≤ 1, mes{r ∈ [r1, r2] | hn(r) = 0} > 0 for n = 1, 2, . . . , N ; µ(r) is bounded on [0, rc]
for any rc < rm . The definitions of all symbols are the same as in [9].
For n = 1, 2, . . . , N , let
P(r, t) =


p0(r, t)
p1(r, t)
...
pN (r, t)

 , P0(r) =


p00(r)
p10(r)
...
pN0(r)

 ,
A(r) =


β1h1(r) 0 · · · 0 0
−β1h1(r) β2h2(r) · · · 0 0
0 −β2h2(r) · · · 0 0
...
...
...
...
...
0 0 · · · βN h N (r) 0
0 0 · · · −βN h N (r) 0


(N+1)×(N+1)
,
B(r) = k0


β1h1(r) β2h2(r) · · · βN h N (r) 0
0 0 · · · 0 0
...
...
...
...
...
0 0 · · · 0 0


(N+1)×(N+1)
.
Thus (1.1) can be written as
∂ P(r, t)
∂t
+ ∂ P(r, t)
∂r
= (−µ(r) − A(r))P(r, t) t > 0, 0 < r < rm,
P(r, 0) = P0(r), 0 < r < rm,
P(0, t) =
∫ r2
r1
B(r)P(r, t)dr.
(1.2)
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Let X = (L p(0, rm))N+1, 1 ≤ p < ∞. We define a linear operatorA in X by
AΦ(r) = −Φ′(r) − (µ(r) + A(r))Φ(r), for Φ ∈ D(A),
where
D(A) =
{
Φ(r) | Φ,AΦ ∈ X,Φ(0) =
∫ r2
r1
B(r)Φ(r)dr
}
.
With operatorA, we can write (1.2) as an abstract evolution equation in Banach space X :{dP(r, t)
dt
= AP(r, t),
P(r, 0) = P0(r).
(1.3)
According to [9], we see that A is a generator of a C0-semigroup {T (t), t ≥ 0} in X . Thus there exist
M ≥ 1, ω ≥ 0 such that
‖T (t)‖ ≤ Meωt (1.4)
and (1.3) has a unique mild solution P(r, t) for any P0 ∈ X . Moreover, the solution of (1.3) can be given
by
P(r, t) = T (t)P0(r).
Now we define the growth bound of the semigroup {T (t), t ≥ 0} by
ω0(A) = lim
t→∞
1
t
ln ‖T (t)‖
and we define the spectral bound by
σ0(A) = sup{Re λ | λ ∈ σ(A)},
where σ(A) denotes the spectrum of A. We say that the C0-semigroup T (t) satisfies the spectrum-
determined growth condition if
ω0(A) = σ0(A). (1.5)
This property is important because it gives a practical criterion for assessing stability of an evolution
problem. It is known that calculating the growth bound ω0(A) of T (t) from its definition would be
a formidable task, but calculating the spectra is much easier. In general, (1.5) is false for infinite
dimensional systems. On the other hand, it is true for wide classes of semigroups, such as eventually
differentiable semigroups and compact semigroups, which have some additional regularity.
The authors of [9] proved the existence of a solution semigroup of (1.1) and studied the asymptotic
behavior of the solution. In our work we will study the regularity of T (t). In [11], by the approach of
spectrum analysis, the author obtained the regularity of a simple population system. Now, we will show
that the solution semigroup of (1.1) is eventually differentiable, i.e., there exists a t0 > 0 such that
{T (t), t ≥ 0} is differentiable for t > t0. Since it was pointed out in [9] that the solution semigroup
{T (t), t ≥ 0} does not have an analytic extension, what we obtained in this work is the best regularity
result we can expect for this model. Moreover, as a corollary, (1.5) holds.
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2. Spectral properties of the generator
Let T (r0, r), 0 ≤ r0 ≤ r be the evolution matrix of the ordinary differential equation
dU(r)
dr
= (−µ(r) − A(r))U(r),
i.e.,
dT (r0, r)
dr
= (−µ(r) − A(r))T (r0, r),
T (r0, r0) = identity
and
F(λ) = 1 − k0
∫ r2
r1
N∑
n=1
βnhn(r)φn−1(r)e−λr−
∫ r
0 µ(ρ) dρdr, (2.1)
where
φ0 = e−β1
∫ r
0 h1(ρ) dρ
φn =
∫ r
0
βnhn(s)e−βn+1
∫ r
s hn+1(ρ) dρφn−1(s) ds, n = 1, 2, . . . , N − 1,
φN =
∫ r
0
βN h N (s)φN−1(s) ds.
The result from [9] which we will use in this work can be summarized as follows.
Lemma 2.1. (1) The spectrum set of A is given by
σ(A) = σp(A) = {λ ∈ C | F(λ) = 0}.
(2) For any λ ∈ C, we have
det
(
I −
∫ r2
r1
B(r)T (0, r)e−λr dr
)
= F(λ).
Moreover, for λ ∈ ρ(A),
R(λ −A)Ψ (r) = e−λr T (0, r)
(
I −
∫ r2
r1
B(τ )T (0, τ )e−λτ dτ
)−1
×
∫ r2
r1
B(τ )
∫ τ
0
T (0, τ − s)Ψ (s)e−λ(τ−s) ds dτ
+
∫ r
0
T (0, r − s)Ψ (s)e−λ(r−s) ds. (2.2)
(3) σ(A) is an infinite set.
(4) There are only a finite number of eigenvalues ofA in any finite strip parallel to the imaginary axis.
In the following, we assume that hn(r) is a.e. differentiable on (r1, r2) and h′n(r) ∈ L1(r1, r2) for
n = 1, 2, . . . , N . Now, we will further study the spectral properties of A.
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Lemma 2.2. There exists M1 > 0 such that
σ(A) ⊂ Σ1 = {λ | |Im λ| < M1e−(Re λ)r2}. (2.3)
Proof. Suppose λ ∈ σ(A) and Re λ < 0. Let
V (r) = k0
N∑
n=1
βnhn(r)φn−1(r)e−
∫ r
0 µ(ρ) dρ. (2.4)
By the assumptions, we have that V (r) is a.e. differentiable on (r1, r2) and V (r) ∈ L1(r1, r2). Moreover,
from Lemma 2.1 and Eq. (2.1),
1 =
∫ r2
r1
e−λr V (r) dr
= −1
λ
{
e−λr2 V (r2) − e−λr1 V (r1) −
∫ r2
r1
e−λr V ′(r) dr
}
,
i.e.,
−λeλr2 = V (r2) − e−λ(r1−r2)V (r1) −
∫ r2
r1
e−λ(r−r2)V ′(r) dr.
Hence
|λ|e(Re λ)r2 ≤ V (r2) +
∫ r2
r1
|V ′(r)|dr + e−(Re λ)(r1−r2)V (r1).
Let Re λ → −∞. Then
lim
Re λ→∞|λ|e
(Re λ)r2 ≤ V (r2) +
∫ r2
r1
|V ′(r)| dr,
which implies that there exists M0 > 0 such that
|Im λ| ≤ |λ| <
(
V (r2) +
∫ r2
r1
|V ′(r)|dr + 1
)
e−(Re λ)r2 (2.5)
when λ ∈ σ(A) and Re λ < −M0. Since there are a finite number of eigenvalues of A in the strip
{λ | −M0 ≤ Re λ ≤ ω}, where ω is the same as in (1.4), we can find M1 ≥ (V (r2) +
∫ r2
r1
|V ′(r)|dr + 1)
such that
|Im λ| < M1e−(Re λ)r2 (2.6)
when λ ∈ σ(A) and −M0 ≤ Re λ ≤ ω. Combining (2.5) and (2.6), we see that (2.3) holds.
Lemma 2.3. Let M2 ≥ M1eωrm and Σ2 = {λ | Re λ ≤ ω, |Im λ| ≥ M2e−(Re λ)(r2+rm )}, where M1 is the
same as in (2.3). Then there exists C > 0 such that
F(λ) >
1
C
for λ ∈ Σ2.
Proof. By Lemma 2.2, we see easily that Σ2 ⊂ ρ(A). Let λ = σ + iη and σ < 0. Then,
F(σ + iη) = 1 −
∫ r2
r1
e−iηr e−σr V (r) dr,
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where V (r) is defined by (2.4). If |η| > 0, we have∣∣∣∣
∫ r2
r1
e−iηr e−σr V (r) dr
∣∣∣∣ =
∣∣∣∣−1iη
{
e−(σ+iη)r2 V (r2) − e−(σ+iη)r1 V (r1)
−
∫ r2
r1
e−(σ+iη)r (V ′(r) − σ V (r)) dr
}∣∣∣∣
≤ 1|η|e
−σr2
{
V (r2) + V (r1) +
∫ r2
r1
|V ′(r) − σ V (r)| dr
}
.
If |η| ≥ M2e−σ(r2+rm ),∣∣∣∣
∫ r2
r1
e−iηr e−σr V (r) dr
∣∣∣∣ ≤ 1M2 eσrm
{
V (r2) + V (r1) +
∫ r2
r1
|V ′(r) − σ V (r)| dr
}
→ 0,
as σ → −∞. Thus there exists M3 > 0 such that∣∣∣∣
∫ r2
r1
e−iηr e−σr V (r) dr
∣∣∣∣ < 12 (2.7)
if Re λ < −M3 and |Im λ| ≥ M2e−(Re λ)(r2+rm ).
Let
Σ3 = {λ | Re λ < −M3, |Im λ| ≥ M2e−(Re λ)(r2+rm )},
Σ4 = {λ | −M3 ≤ Re λ ≤ ω, |Im λ| ≥ M2e−(Re λ)(r2+rm )}.
Obviously, Σ2 = Σ3 ∪ Σ4 and (2.7) implies
|F(λ)| > 1
2
for λ ∈ Σ3. (2.8)
Let λ = σ + iη ∈ Σ4. In the following we will show that F(σ + iη) converges to 1 uniformly with
respect to σ ∈ [−M3, ω] as |η| → ∞. If this is not true, we can find a sequence {λn} ⊂ Σ4, |λn| →
∞(n → ∞) such that limn→∞ F(λn) = 1. Suppose λn = σn + iηn, n = 1, 2, . . .. Then there exists a
subsequence of {λn}, which is also denoted by {λn}, and r0 ∈ [a, b] such that
σn → r0, |ηn| → ∞ as n → ∞.
Thus
F(σn + iηn) = 1 −
∫ r2
r1
e−(σn+iηn)r V (r) dr
= 1 +
∫ r2
r1
(e−r0r − e−σnr )e−iηnr V (r) dr −
∫ r2
r1
e−r0re−iηnr V (r) dr
where V (r) is defined by (2.4). Noting that (e−r0r − e−σnr ) converges to 0 uniformly with respect to
r ∈ [r1, r2] as n → ∞, we see that the second term on the right hand side converges to 0. By the
Riemann–Lebesgue lemma, the third term on the right hand side also converges to 0. Thus we get a
contradiction.
Since F(σ + iη) converges to 1 uniformly with respect to σ ∈ [−M3, ω] as |η| → ∞, there exists
N > max−M3≤σ≤ω{M2e−σ(r2+rm )} such that |F(σ + iη)| > 12 for any σ ∈ [−M3, ω] when |η| > N ,
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i.e., |F(λ)| > 12 for λ ∈ {λ | −M3 ≤ Re λ ≤ ω, |Im λ| > N }. Let
S = {λ | −M3 ≤ Re λ ≤ ω, N ≥ |Im λ| ≥ M2e−(Re λ)(r2+rm )}.
Obviously, by Lemma 2.2, we see that S ⊂ ρ(A) and F(λ) = 0 for λ ∈ S. Furthermore, since F(λ) is
analytic in S, there exists a C > 2 such that |F(λ)| > 1C for λ ∈ S. Thus we obtain
|F(λ)| > 1
C
for any λ ∈ Σ4. (2.9)
Combining (2.8) and (2.9), we finish the proof.
3. Differentiability
In the following, we give the main result of this work.
Theorem 3.1. There exists a t0 > 0 such that the C0-semigroup {T (t), t ≥ 0} is differentiable for t ≥ t0.
Proof. By Theorem 2.4.7 of [10], we need only to prove that there exists K > 0 such that
‖R(λ,A)‖ ≤ K |Im λ| for λ ∈ Σ2,
where Σ2 is defined in Lemma 2.3. By (2.2), we have
‖R(λ −A)Ψ (r)‖ ≤ e−(Re λ)r
∥∥∥∥∥T (0, r)
(
I −
∫ r2
r1
B(τ )T (0, τ )e−λτ dτ
)−1
×
∫ r2
r1
B(τ )
∫ τ
0
T (0, τ − s)Ψ (s)e−λ(τ−s) ds dτ
∥∥∥∥∥
+
∥∥∥∥
∫ r
0
T (0, r − s)Ψ (s)e−λ(r−s) ds
∥∥∥∥
= I1 + I2.
Assume that
Ψ (r) = (ψi )(N+1)×1, T (0, r) = (ϕi, j (r))(N+1)×(N+1), i, j = 0, 1, 2, . . . , N .
Noting that det(I − ∫ r2
r1
B(τ )T (0, τ )e−λτ dτ ) = F(λ) and ϕi,0(r) = φi(r)e−
∫ r
0 µ(ρ) dρ for i =
0, 1, 2, . . . , N , we have
(
I −
∫ r2
r1
B(τ )T (0, τ )e−λτ dτ
)−1
=


1
F(λ)
∗ · · · ∗
0 1 · · · 0
...
...
...
...
0 0 · · · 1


and ∫ r2
r1
B(τ )
∫ τ
0
T (0, τ − s)Ψ (s)e−λ(τ−s) ds dτ
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=


k0
N∑
j=0
N∑
i=1
∫ r2
r1
∫ τ
0
βihi (τ )ϕi−1, j (τ − s)ψ j (s)e−λ(τ−s) dsdτ
0
...
0


.
By Lemma 2.3, a straightforward calculation shows
I1 ≤ e
−(Re λ)r
|F(λ)|
×
∥∥∥∥∥∥∥∥∥∥∥∥


ϕ0,0 ∗ · · · ∗
ϕ1,0 ∗ · · · ∗
...
...
...
...
ϕN,0 ∗ · · · ∗




k0
N∑
j=0
N∑
i=1
∫ r2
r1
∫ τ
0
βihi (τ )ϕi−1, j (τ − s)ψ j (s)e−λ(τ−s) ds dτ
0
...
0


∥∥∥∥∥∥∥∥∥∥∥∥
≤ Ce−(Re λ)r
∣∣∣∣∣k0
N∑
j=0
N∑
i=1
∫ r2
r1
∫ τ
0
βihi (τ )ϕi−1, j (τ − s)ψ j (s)e−λ(τ−s) ds dτ
∣∣∣∣∣
∥∥∥∥∥∥∥∥∥


ϕ0,0
ϕ1,0
...
ϕN,0


∥∥∥∥∥∥∥∥∥
.
It follows that there exists K1 > 0 such that
I1 ≤ K1e−(Re λ)(r2+rm )‖Ψ‖ for λ ∈ Σ3,
I1 ≤ K1‖Ψ‖, for λ ∈ Σ4.
Noting that Σ2 = Σ3 ∪ Σ4, we have
I1 ≤ (K1eω(r2+rm ))e−(Re λ)(r2+rm )‖Ψ‖ for λ ∈ Σ2. (3.1)
Similarly, we can find a K2 > 0 such that
I2 ≤ K2e−(Re λ)rm ‖Ψ‖ ≤ (K2eωr2)e−(Re λ)(r2+rm )‖Ψ‖ for λ ∈ Σ2. (3.2)
Let K = 1M2 max{K1eω(r2+rm ), K2eωr2}. Due to (3.1) and (3.2), we have, for any λ ∈ Σ2,
‖R(λ −A)‖ ≤ K M2e−(Re λ)(r2+rm ) ≤ K |Im λ|.
Corollary 3.1. The C0-semigroup T (t) satisfies the spectrum-determined growth condition; i.e., (1.5)
holds.
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