Abstract. In this paper, we consider the nonlinear elliptic equations on rectangular tori. Using methods in the study of KAM theory and Anderson localization, we prove that these equations admit many analytic solutions.
Introduction and main results
In this paper, we investigate the following equation on rectangular tori
where β = (β 1 , · · · , β d ) ∈ Our aim of the present paper is to find periodic solutions of (1.2). In fact, it is easy to see u = 0 is not a solution of (1.2) if ǫ = 0. Hence it is meaningful to look for periodic solutions of (1.2) with positive ǫ.
We have the following main result. Theorem 1.1. For any δ > 0, there is some ǫ 0 > 0 depending only on δ, f , g, m, p, d such that, for 0 ≤ ǫ ≤ ǫ 0 , there exists a set Ω = Ω(ǫ) ⊂ [1, 2] d of Lebesgue measure mes( [1, 2] d \ Ω) ≤ δ such that, for ν ∈ Ω, (1.2) admits an analytic solution. More precisely, for any ν ∈ Ω, there exists some u ν ∈ C ω (T d , R) so that u ν (x) is a solution of (1.2).
To prove the existence of solutions for a nonlinear elliptic equation, methods of the calculus of variations, bifurcation theory and topological degree have been used. By contrast, we will make use of the methods developed in KAM (Kolmogorov-Arnold-Moser) and Anderson localization theory. To the best of our knowledge, there is no result about the existence of analytic solutions for nonlinear elliptic equations on rectangular tori. from the Diophantine properties of the frequencies and the semi-algebraic sets considerations. Actually, by posing an arithmetic condition on the frequency together the matrix-valued Cartan estimate when proving the LDT, Bourgain-Goldstein-Schlag [14] showed the Anderson localization for quasi-periodic Schrödinger operators on Z 2 . Techniques of [14] were used by Bourgain and Wang to study KAM results for high dimensional PDEs as well as some spectral problems [8, 15, 16, [31] [32] [33] . For d ≥ 3, it is difficult to impose a similar arithmetic condition on the frequencies. To overcome this problem, Bourgain [10] introduced new methods and successfully extended results of [14] to arbitrary dimension d. The basic techniques of [10] are also semi-algebraic sets and matrix-valued Cartan estimate, but involve more delicate analysis. Recently, methods of Bourgain [10] were used by Goldstein-Schlag-Voda [24] to study multi-frequency quasi-periodic Schrödinger operators on Z, and by Jitomirskaya-Liu-Shi [26] to study a class of long-range quasi-periodic operators on Z d with more general ergodic transformations. The results of [26] can be adapted to our problem here. This paper is organized as follows. The basic notations are introduced in section 2. A reformulation of the problem on Z d is presented in section 3. The key ingredient, i.e., LDT for Green's functions is proved in section 4. In section 5, the main result is established by using Nash-Moser iterations.
We want to point out that the present paper is not self-contained but relies heavily on [8, 10, 26] .
Notations
We define a ≪ b if there is some small ε > 0 so that a ≤ εb. We write a ∼ b if a ≪ b and b ≪ a. We write a± to denote a ± ε for some small ε.
For any x ∈ R d1 and X ⊂ R d1+d2 , define the x-section of X to be the set
We denote by ⌊x⌋ the integer part of some x ∈ R.
A reformulation of the equations on Z d
Notice that (1.2) can be transformed into nonlinear equations on lattice Z d via the standard Fourier arguments. More precisely, one just needs consider the following equations
where
We want to solve (3.1) and thus employ the Nash-Moser iterations. The linearized operator of F at u (we write u = u for simplicity) reads
is a diagonal operator, and
is a Töplitz operator. Define for θ ∈ R d the following operators
Then the covariance property holds:
We should remark that the small-divisors here are
LDT for Green's functions
The key of the Nash-Moser iterations is to get good estimates of
where R Λ is the restriction operator on Λ ⊂ Z d , and F u (θ) is defined by (3.2). We call G u Λ (θ) a Green's function. For some technical reasons, we need introduce elementary regions on
is similar to that of Green's functions in Anderson localization theory for lattice quasi-periodic Schrödinger operators in [10] .
Recently, Jitomirskaya-Liu-Shi [26] extended Bourgain's results [10] to more general ergodic transformations as well as long-range interactions case. Actually, the proofs of [26] can be used in the present work with some modifications, and then imply the LDT for G u N (θ). The main techniques employed here are semi-algebraic sets analysis and the matrix-valued Cartan estimate.
Firstly, we introduce some useful facts about the semi-algebraic sets.
Definition 4.1 (Chapter 9, [8])
. A set S ⊂ R n is called a semi-algebraic set if it is a finite union of sets defined by a finite number of polynomial equalities and inequalities. More precisely, let
be a family of real polynomials whose degrees are bounded by d. A (closed) semi-algebraic set S is given by an expression
where L j ⊂ {1, · · · , s} and ς jℓ ∈ {≥, ≤, =}. Then we say that S has degree at most sd. In fact, the degree of S which is denoted by deg(S), means the smallest sd over all representations as in (4.1).
d=d1+d2 be a semi-algebraic set of degree deg(S) = B > 0 and mes(S) ≤ η > 0, where
then there is a decomposition of S as
with the following properties. The projection of S 1 on [0, 1] d1 has small measure
and S 2 has the transversality property
where we denote by e 1 , · · · , e d1 the x 1 -coordinate vectors. 
is semi-algebraic of degree at most B C and measure at most
where 
|n|. Then there is some C 0 = C 0 (ℓ, |I|) > 0 such that for any C ≥ C 0 and
The following result was indeed proved by Bourgain [10] in case d = 3 and it can be easily extended to any d ≥ 1 (see [26] for details).
, there is no sequence
and |u(n)| ≤ Ce −ρ|n| , ρ > 0. Suppose moreover that
Then for θ ∈ R d , the following statements hold:
. Then for any m ∈ Q N , there exist some N τ2 < N < N τ1 and
and
2 . Finally, we introduce the powerful matrix-valued Cartan estimate with 1-dimensional parameters. For a generation to several variables case, we refer to [26] . Lemma 4.6 (Matrix-valued Cartan estimate, [10, 14] ). Let T (x) be a self-adjoint N × N matrix function of a parameter x ∈ [−δ, δ] satisfying the following conditions:
and has a holomorphic extension to
We are ready to prove LDT for Green's functions. We first prove the LDT for G u N (θ) if N is not too large. Lemma 4.7. Define for δ > 0 the set I = {x ∈ R : |(x + a) 2 + b| < δ}, where a, b ∈ R. Then mes(I) ≤ Cδ 1 2 , where C > 0 is an absolute constant. Proof. The proof is trivial and we omit the details here.
where θ is outside a set
The proof is based on Lemma 4.7 and a standard Neumann series argument.
We define the following statements (S) N for N ∈ N. 
The main result of this section is the following LDT for Green's functions.
Theorem 4.10 (LDT).
There are ζ, κ ∈ (0, 1) such that the following holds: Assume | log log ǫ| ≥ N 0 and (S) N holds for N 0 ≤ N < N , N ≥ | log ǫ| Σ . Then (S) N holds with
Moreover, the estimates (4.4) and (4.5) (for N = N ) remain valid if u N is replaced by some u satisfying: u is rational in ν and
Proof of Theorem 4.10. Defining scales
If we assume
| log log ǫ| ≥ N 0 , and (S) N holds for N 0 ≤ N < N , N ≥ (log λ) Σ , then N 1 > N 2 ≥ N 0 , which shows (S) N holds for N = N 1 , N 2 . Similar to [10] , the set in (ν, θ) defined by (4.4) and (4.5) can be replaced by a semi-algebraic set of degree at most e C(log N ) 4 . Consider now any scale L with
by using the resolvent identity (see [26] for details), one has
In the following, we will eliminate the variable θ. This needs make further restrictions on ν. By fixing I ⊂ {1, · · · , d}, define
Obviously, by (4.6) and (4.8),
Fix ν and consider
We note that G 
is a semi-algebraic set of degree
Notice that for N 0 ≫ 1 and C ⋆ ≫ 1,
Then from (4.11), (4.12) and Lemma 4.4, the set
is defined by the following: there is some sequence
where C ⋆ ≫ C. It is easy to see the total number of n
I satisfying (4.13) and (4.14) can be bounded by (2N + 1) 2d . Recalling (4.11), A 3 is a semi-algebraic set of degree
If we assume log L ≥ c 2 log N , then by (4.15) and (4.16), for C ⋆ ≫ C,
where c 2 > 0 will be specified below and ζ depends on c 2 . Let
Then for ν ∈ Ω N , the assumptions of Lemma 4.5 are satisfied. We then construct X N and finish the proof. Again, it suffices to restrict the considerations on B(0, 3N ) = {θ ∈ R d : |θ| ≤ 3N }. As in [10] , on each unit cube in B(0, 3N ), using Lemma 4.6, Lemma 4.5 and the resolvent identity, one can find such X N for ν ∈ Ω N . We refer to [26] (see also [10] ) for details. (i) If ν ∈ I ∈ Γ r , then there exists some set X A r such that, for 1 ≤ j ≤ d,
and for θ / ∈ X A r ,
(ii) Each I ∈ Γ r is contained in a cube I ′ ∈ Γ r−1 and
Proof. We refer to [26] for a detailed proof.
The proof of Main theorem: Nash-Moser algorithm
From Nash-Moser algorithm, the approximate solution q r+1 at (r + 1) th step can be derived from
where the correction ∆ r+1 q satisfies for N = A r+1 ,
where for some C, c > 0. As in [8] , to prove Theorem 1.1, it suffices to establish the following iteration arguments.
Theorem 5.1. For small ǫ, there exists some A(ǫ) ≫ 1 such that for any r ≥ 1 there is some q r (ν) ∈ C Z d satisfying the following:
where log log 1 σ r + σ r ∼ r.
(iv) There is a collection Γ r of intervals I in R d of side length A −r C so that the following holds: (a) On I ∈ Γ r , q r (ν, n) is given by a rational function in ν of degree at most A
where log log 1 µ r + µ r ∼ r.
(d) Each I ∈ Γ r is contained in an interval I ′ ∈ Γ r−1 and
Proof. We start from q 0 = 0 and note that F (q 0 ) = ǫ g. We will construct q 1 firstly. It is easy to see
and F q0 (n, n ′ ) = 0 for n = n ′ . Let A ≫ 1. Due to m > 0, then for any 0 < δ < m, one has
where ν is outside a set R 1 of measure
Using standard Neumann series arguments, one can prove the theorem for any 1 ≤ r ≤ K ∼ | log ǫ| Σ 2 . We will prove this theorem is true for any r > K. This can be completed by using LDT and make further restrictions on ν. Assume q r ′ (r ′ ≤ r, r > K) have been constructed and fulfill all the properties in (i)-(v). We want to construct q r+1 and this needs to study the inverse of R N F qr (0)R N , where N = A r+1 . Firstly, in view of ||q r − q r−1 || ℓ 2 ≤ σ r ≪ e [10] (see also [26] ), the set S ⋆ = {ν ∈ I : ∃ n ∈ U s.t., (ν, nν) ∈ S N } has measure at most A Finally, on I ∈ Γ r+1 , using ||q r − q r0 || ℓ 2 ≪ e −(log M0) 1 γ 3 and the resolvent identity implies the good Green's function G qr N (0). The remainder then becomes clear and we refer to Chapter 18 of [8] , or [16] for details.
