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Abstract 
Halpenny, L. and C.J. Smyth, A classification of minimal standard-path 2 x 2 switching networks, 
Theoretical Computer Science 102 (1992) 329-354. 
We consider n-inlet, n-outlet networks of 2 x 2 switches with the property that, given any inlet-outlet 
pair, there is a standard path between them which is always free to be used as a connection path 
provided the inlet and outlet are free. We show that the minimum number of 2 x 2 switches for such 
a network is n2-L3n/2]. The minimal network has a novel spiral structure. If the network is staged, 
this minimum rises to n2-2Ln/2j -1, while if the network is staged and planar, it rises to 
nZ-Ln/2j-2 or n2-Ln/2 J- 1. Furthermore, designing ofminimal staged networks is shown to be 
essentially equivalent to finding an optimal strategy for a certain solitaire game played with matches. 
For staged planar networks, there is a corresponding coin game. 
1. Introduction 
In this paper we investigate n-inlet, n-outlet networks having, at each node, a two- 
inlet, two-outlet (2 x 2) switch with two states (Fig. 0) possessing the standard-path 
property. This property is the following: Given any inlet i and outlet j of the network, 
there is a fixed path through the network, denoted as i -j, from inlet i to outlet j, 
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Fig. 0. The two switch states. 
called a standard path which is always free (carrying no signal from any other inlet to 
any other outlet) provided inlet i and outlet j are free and existing connections have 
been made using standard paths. We call a network with this property a standard-path 
network (SPN). An alternative definition of an SPN is the following: Given any 
permutation c of the outlets, the standard paths 1 + al, 2 + 02, . . . . n + an are 
pairwise edge-disjoint. An SPN is, therefore, a special kind of (wide-sense) non- 
blocking network: a free inlet can certainly be connected to a free outlet without 
disturbing the existing connections. However, an SPN also has the advantage that 
a signal can be routed through the network without regard to the network state: only 
the free inlet and free outlet to be connected need be known. The signal can, therefore, 
be self-routing. 
The n x n crossbar network, shown in Fig. 1 for n = 4, is a well-known SPN having 
n* switches. (The path 2 -+ 3 is shown in the figure.) It is easy to modify the n x n 
crossbar network to obtain an SPN with n*- 3 switches ([2], p. 1058). Can this 
number be reduced further? We show that it can be. 
Theorem 1.1. Any n x n standard-path network has at least n2 - L3n/2 J switches. This 
number is the best possible: there are n x n SPNs with n2 -L3n/2J switches (illustrated 
for n=5, 6 in Figs. 2 and 3) achieving these lower bounds. 
The various shapes (0, A, 0 and 0) for the switches correspond to switches of 
types 0, f 1, 2 and 3-see the switch classification theorem. 
It is interesting to note that these optimal network designs are planar, although this 
was not a pre-specified constraint on the design. However, we see that the designs are 
such that the inlets and outlets alternate in pairs around the circumference of the 
Fig. 1. The 4 x 4 crossbar. 
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Fig. 2. Minimal 5 x 5 SPN Fig. 3. Minimal 6 x 6 SPN. 
network, in a highly nonclassical design. We, therefore, thought it worthwhile to 
impose the additional restriction that the network, in addition to being standard-path, 
is of a staged type: the inlets are on one side (say the left), with the outlets on the right, 
and each signal travels from left to right through a sequence of switches, without ever 
doubling back. For these networks we obtained the following results. 
Theorem 1.2. Any n x n staged standard-path network has at least 
i 
n2-n-1 (n euen) 
n2-n (n odd) 
2 x 2 switches. Furthermore, these lower bounds are always achieved. 
One type of design which achieves these values is shown (for n = $6) in Figs. 4 and 5. 
The optimal designs for these staged SPNs are certainly not unique (except for very 
small n). In Section 4 we show that designing such a network is essentially equivalent 
to playing a certain (solitaire) game using matches. There are, in general, many choices 
of optimal strategies (i.e. strategies corresponding to minimal networks), so that many 
minimal networks are obtained. 
From Figs. 4 and 5 we see that the imposition of a staged structure on our SPNs 
had destroyed the property of planarity which the minimal SPNs (Figs. 2 and 3) had. 
If we re-impose this condition, we obtain the following theorem. 
Theorem 1.3. Any n x n planar staged standard-path network has at least 
M,=n2- 5 -2 LJ 
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Fig 4. Minimal 5 x 5 staged SPN. 
Fig. 5. Minimal 6 x 6 staged SPN. 
2 x 2 switches. Furthermore, this number (M,) of switches is achieved for 
n=2,3,6,7,10,11,..., while for n = 4,5,8,9,12,13, . . . , M, + 1 is achieved. 
Designs which achieve these lower bounds are shown in Figs. 6 and 7 (for n = 5,6). 
For the networks of Theorem 1.3, minimal (or 1 short of minimal) networks corres- 
pond to optimal strategies in a (solitaire) game played with coins. Also note that 
certain minimal staged SPNs give minimal planar staged SPNs when extra switches 
are placed at the crossover points of the nonplanar network. 
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Fig. 6. Minimal 5 x 5 staged planar SPN. 
Fig. 7. Minimal 6 x 6 staged planbar SPN 
The reason for the deficit of 1 for some values of II in Theorem 1.3 is unclear. It is 
frustrating to be so near the minimum yet not able always to quite attain it! 
Further results (Corollaries 2.1-2.3) are stated in Section 2, in which the 2 x 2 
switches are further restricted to be of certain functional types. The resulting minimal 
networks give rise to different network designs. 
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2. Labels and the switch classification theorem 
For an n x n SPN with inlets 1,2, . . . , n and outlets 1,2, . . . , n, we choose a typical 
inlet i, outlet j and standard path i + j. All edges of the network on this path i -+ j will 
be given the label element i:j. The label of an edge is the set of all such label elements 
(i:j 1 i -+ j uses the edge}. For any integers m, 1 with 1 <m, 1 <n, let iii or rdenote some 
m- or l-element subset of { 1, 2, . . . ,n}, and i:fi (rj) denote the labels {i:jljeE} 
({ i:jl i~c}). It turns out (Lemma 3.1) that these are the only kinds of labels edges can 
have in an SPN. Note that the ith inlet edge (i.e. the edge from the ith inlet to the first 
switch on any path i -+ j) is labelled i: Cp, while the jth outlet edge is labelled ti:j. 
It turns out that SPNs use only certain kinds of switches, which can be classified 
into 10 or 11 types, according to how they operate on their inlet labels (see Corollary 
3.3). However, for minimal SPNs the number of types is restricted to only 4 or 5. 
Switch classification theorem 
The switches of any minimal SPN, minimal staged SPN or minimal staged planar 
SPN can be classified into the following types: 
Type - 1: 
(“Combiner”) 
TJlpe I: 
(“Splitter”) 
Type 2: 
Type 3: 
(T, nl,=@, 11, l,>O) 
(i$[,j$Gi, 1, m>O) 
(ik Zi2,jl Zj2) 
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For minimal planar staged networks, where the planar ordering of the labels is 
important, another type of switch, the (passive) crossover switch, is required: 
Type 0. (W, X any labels). 
Also, the type 2 switches come in various variants in the planar case, depending upon 
which of the labels are the upper ones, and which are the lower. 
By placing various restrictions on the types of switches allowed in the SPN, we 
obtain minimal designs different from those in Theorems 1.1-1.3. Some of them are 
well-known in the literature, and it is interesting to note that these designs are not 
merely ad hoc, but are optimal, subject o various constraints on the types of switches 
allowed. For these restricted minimal designs, the switch classification theorem remains 
valid in the general case (see Corollary 2.1) and in the staged case (Corollary 2.2). 
Corollary 2.1. An n x n SPN having 
(i) no type 2 switches has at least r 5n2/4 I--2n switches; a design using trees 
achieving this number is given in [2], for n a power of 2; 
(ii) no type 3 switch has at least n2 -n switches; a design achieving this minimum is 
shown in Fig. 8 for n = 4: the general case is similar; 
(iii) no type 2 or type 3 switches has at least 2n(n - 1) switches; a design achieving this 
bound is the following: on the inlet side stack n l-to-n splitters (each consisting of n- 1 
type 1 switches), each placed horizontally. On the outlet side arrange vertically n n-to-l 
combiners (made of n- 1 type - 1 switches), with every l-to-n splitter connected in the 
centre to every n-to-l combiner, 
Fig. 8. A 4 x 4 SPN using no type 3 switches. 
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Notes on Corollary 2.1. (1) The minimal network of Theorem 1.1 uses no type f 1 
switches; so excluding these does not increase the minimum number of switches 
required. 
(2) The minimum network of Corollary 2.l(ii) uses no type + 1 switches (as well as 
none of type 3); so restricting the switches to be of type 2 only does not increase the 
minimum number required. 
(3) For II > 2 no n x n SPN can consist entirely of type 3 switches, as these cannot 
treat inlet labels i:K 
For staged networks the corresponding result can be stated as follows. 
Corollary 2.2. An n x n staged SPN having no type 3 switches uses at least n2 - 1 
switches. The n x n crossbar, with the lowermost (clearly redundant) switch omitted, 
achieves this bound. 
Notes on Corollary 2.2. (1) For n > 2 every staged SPN must contain a type f 1 
switch, since the leftmost switch must be of type 1, and the rightmost of type - 1. 
(2) The minimal networks of Corollary 2.1 (i) and (iii) are staged, so that no increase 
in the minimum number of switches required is obtained by the additional require- 
ment that the network be staged. 
For planar staged networks we have the following result. 
Corollary 2.3. An n x n staged planar SPN having only switches of types - 1, 0, 1,2,3 and 
(i) no type 0 (=crossover) switches has at least n2-3 switches. The modijied 
crossbar with its three lowermost switches removed (see [2, Theorem 2, p. 10583) is 
a staged planar SPN achieving this bound; 
(ii) no type 2 switch has at least r(13n2 +4)/81- 3n switches; 
(iii) no type 2 or type 3 switch has at least r(5n2 -6n+ 1)/21 switches. 
Notes on Corollary 2.3. (1) The network of Corollary 2.2 is planar and uses only 
types + 1 and type 2 switches, so that restricting the switches to be only types 0, f 1 
and 2 or types f 1 and 2 does not increase the minimum number required. 
(2) For n>2 no staged planar SPN can be made with only type 1 and type 
3 switches. This follows from eqs. (1) and (9), and Lemma 5.1(b). 
(3) No claim is made that the lower bounds in Corollary 2.3(ii) and (iii) are the best 
possible ones. 
Corollaries 2.1-2.3 are proved in Section 7 for SPNs having only switches of types 
- 1, 0, 1,2,3. For a discussion of the proofs for SPNs without any assumptions as to 
their switch types, see Section 8.4. 
3. Switch classification 
In this section we cover some preliminary results necessary for the proofs of 
Theorems 1.1-1.3. One of these results (Corollary 3.3) is a weak version of the switch 
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classification theorem, which lists extra types of switches which are not, in fact, ever 
used in minimal networks. It is intuitively clear why this is the case: it is because these 
extra types mostly combine labels i:E or split labels Ej, while the function of the 
network is to do the opposite. In order not to obscure the proofs of the theorems with 
these extraneous witches, we have decided, for expository purposes, to assume that 
these switches do not appear in minimal networks (i.e. assume the switch classification 
theorem). In the final section (Section 8) we sketch the modifications required for the 
proofs if only Corollary 3.3 is assumed. 
Of basic importance is the following lemma. 
Lemma 3.1. Every edge label in an SPN is either of the form i:m or Ej for some subsets 
lor m of {1,2, . . . . n}. 
Proof. Any label not of this form would contain two label elements iI :j, and i2:j2 with 
iI # iz, jI Zj,. Hence, the paths iI -+ j, and i2 --, j, would share an edge, and so could 
not be used simultaneously. Thus, the network would not be an SPN. 0 
We call labels i:m vertical labels, and labels Ej horizontal labels. A singleton label i:j 
is, thus, both horizontal and vertical (but see Section 5). 
The following lemma, concerning points in the plane, is important for its corollary 
(Corollary 3.3). 
Lemma 3.2. Suppose Y is a subset of the plane which can be partitioned in two diflerent 
ways as a disjoint union of nonempty sets: 
Y’=cYkl uYk2 (k= 1,2), 
where each of the four sets ~7~~) Ykkz (k = 1,2) lies on a horizontal or a vertical line. Then 
one of the following holds: 
(i) Y lies on a single horizontal or vertical line. 
(ii) There is a point (i,,, j,) in 9, with Y lying in the union of the two lines x = iO and 
y=jO, and the sets Ykl, ,4pkz can be labelled so that (io, jO)E9’II n9’z2 and 
921 =~~i\{(b,h)l, 922 =YIZ u{(&hjd>. 
(iii) 9’ consists of the four vertices of a rectangle with (say) YI1, Y,, as the sets 
of top and bottom pairs of vertices, and Y 21, 9’z2 as the sets of left and right pairs 
of vertices. 
Proof. Assume that (i) does not hold, so that Y lies on two lines and not on one. 
Suppose first that one line is horizontal and the other vertical. Then the partitioning of 
Y is uniquely determined apart from the intersection point. Since the partitioning is 
not unique, the intersection point must belong to 9, and we have case (ii). 
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Next suppose that both lines are (say) horizontal. If one of these lines contains only 
a s ingle point of Y, we can replace it by a vertical ine, and we are in case (ii) again. So, 
we can assume that each line contains at least two points of 9’; the points of Y in each 
line then gives a partition of Y. Since 9’ has empty intersection with all other 
horizontal lines, the other partition of Y must come from intersecting Y with vertical 
lines. Since each vertical line can contain at most two points of 9, we obtain 
case (iii). 0 
As a corollary we obtain the following results. 
Corollary 3.3. We can classify the switches into the following types according to their 
inlet labels W, X and their outlet labels Y, Z: 
Type -I ((horizontal) combiner): W=<:j,X=g:j, Y=Ej,no Z, i=Lv&, 
lI,l,>O. 
Type 1: ((vertical) splitter): W=i:Gi, no X, Y=i:mI, Z=i:G&, Ci=Gi,uiiI,, 
ml, mz >O. 
Type 2: W=rj,X=i:Ciu{j}, Y=ru{i}:j, Z=i:G, l,m>O, i$cj#Gi. 
Type 3: W=il:{jl,jz),X=i2:{jl,j2}, Y={iI, iz}:jl, Z={iI, iz}: j,. 
Type4: W=G:j,X=&:j, Y=&:j, Z=&:j, Lu&=&uL, L#i3 or L and 
11,12,13, l,>O. 
There are also types - l*, l*, 2*, 3* and 4*, where the * denotes “transposition”, i.e. 
the roles of “horizontal” and “vertical” are interchanged. Thus, for instance, type - l* 
switches have W=i:Eil, X=i:&, Y=i:m, no Z, m=E,um,,ml,mz>O. 
This corollary follows immediately from Lemmas 3.1 and 3.2, using the correspond- 
ence i:j-(i, j), 9’ being the set of all inlet (or outlet) label elements, and the two inlet 
labels and the two outlet labels providing the distinct partitions of 9’. 
4. Proof of Theorem 1.1 
In the proof of the following lemma we measure, in two different ways, the work 
done by each type of switch. This gives two (in)equalities relating the number of 
switches of various types needed in an SPN. 
We let Ni be the number of switches of type i used in an SPN. Then the following 
lemma holds. 
Lemma 4.1. For an n x n SPN using switches of types + 1,2, 3 we have 
K1+NI+2Nz+4N3=2n(n-1) 
and 
(1) 
(2) 
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Switch type -1 1 2 3 
Split number 1124 
Proof. Although a general nonstaged SPN has no global inlet-to-outlet direction, we 
can recover some directionality by looking at just that part of the network carrying all 
the standard paths i + j ( j = 1,. . . , n) for a fixed inlet i. For this subnetwork, we 
consider its i-labels, which are the unchanged network edge labels i:E, along with 
singletons i:j wherever the network edge label is horizontal (i.e. of the form Ej, with 
iET). This labelled subnetwork we call the i-skeleton. Similarly, for outlets, we define 
the skeleton-j consisting of all standard paths i + j (i= 1, . . ., n) along with its 
labels-j cj and i:j whenever i:Ez is vertical with jE&. For each network switch S, 
we define its split number Split(S) as Cisi(S)+CjEj(S), where Si(S) (&j(S)) is the 
difference between the number of i-labels (labels-j) on the outlet (inlet) side of the 
switch and the number of i-labels (labels-j) on the inlet (outlet) side. This split 
number depends only on the switch type, and is easily verified to be given as shown in 
Table 1. Each inlet label i: C ends up split, in the i-skeleton, into labels i:j (j = 1,. . . , n), 
which immediately implies that the sum of the Si(S) for switches S in the i-skeleton in 
n- 1. Similarly, the sum of the &j(S) for switches in the skeleton-j is n- 1. Hence, 
n n 
2 split(S)= C CSi(S)+ C C&j(S)=2n(n-1). (3) 
all s i=l S j=l S 
But from the above table the sum is also N_ r +N, +2Nz +4N3, which gives (1). 
The proof of (2) makes use of the fact that, for any vertical label, a part of it 
can be processed by a switch to become part of a horizontal label only if the part 
has one or two label elements. A corresponding consideration applies to horizontal 
labels. 
Technically, we define the two-distance of a label i:E as max(O, m - 2) and of a label 
cj as max (l- 2,0). For a switch S in the i-skeleton, we then define its i-rate as the 
difference between the sum of its inlet two-distances and the sum of its outlet 
two-distances. Similarly, for a switch S in the skeleton-j, its rate-j is the difference 
between the sum of its outlet two-distances and the sum of its inlet two-distances. The 
rate rate(S) of a switch Sin the original network is then defined as the sum of its i-rates 
and its rate-j’s over all i and j. Table 2 gives the possible values for rate(S) for the 
different switch types. 
Table 2 
Switch type -1 t 2 3 
Rate 0, L2 0, L2 0,172 0 
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We then argue in a similar way to our method for split number. In any i-skeleton, 
the inlet label i:ii has two-distance n- 2 (for n>,2), and two-distance 0 at each outlet 
label. Hence, the sum of the i-rates of the switches of a skeleton is n-2, and so 
aFsrate(S)=C i ‘- 1 rate(S)+1 i rate-j(S)=2n(n-2). 
S i-l S j=l 
But, from the table, 
G raW)62(N-, +N1 +N2), 
which gives (2). 0 
We can now prove Theorem 1.1. For any SPN, 
>2n2-3n (4) 
from Lemma 4.1. This proves the theorem for n even. For n odd, we can replace 
2n2 - 3n by 2n2 - 3n + 1 to obtain an even number, which gives the result. 
We now describe, firstly for n even, an SPN which achieves the lower bound (in 
numbers of switches) of Theorem 1.1. Take n/2 copies of the one-switch network of 
Fig. 9a, with inlets and outlets labelled as shown, for i = 1, 3, 5,. . . , n - 1. We call this 
network a stream pair, the edges on the inlet sides being the inlet streams, and those on 
the outlet side being the outlet streams. To construct the SPN, place these n/2 stream 
pairs in the plane in such a way that each inlet stream pair (i, i + 1) crosses each outlet 
stream pair ( j, j + 1) for all i #j. Place a type 2 switch at each of the four crosspoints of 
each such crossing of pairs, as in Fig. 9b. Figure 3 illustrates such a network for n = 6. 
4 4 
(b) 
Fig. 9. Construction of a minimal SPN. (a) Inlet-outlet pair. (b) Intersection of two pairs. 
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For n odd, take an (n+ 1) x (n+ 1) SPN as constructed above, and remove the 
(n+ 1)th inlet and outlet streams, and all switches on these streams (see Fig. 2 for 
n = 5). For these networks, the standard paths from inlet i to outlet j are as follows: for 
inlet-outlet pairs on the same stream pair, the standard paths simply use this stream 
pair, changing streams at the central switch if necessary. For i and j not on the same 
stream pair, we route inlet i to outlet j by following inlet stream i until the switch at the 
intersection with outlet stream j, whereupon we route along this stream to outlet j. 
It is easily checked that the resulting networks have n2 - 3n/2 switches for n even, 
and n2 - 3(n- 1)/2 switches for n odd. 
5. Proof of Theorem 1.2 for staged networks 
5.1. Preliminaries 
In a staged network we assume that all inlets of the network are on one side (the left, 
say), and all the outlets are on the right. All standard paths i -+ j are presumed to flow 
consistently from left to right: doubling-back is never permitted. Also, we can clearly 
stretch out the network layout so that, moving from left to right, we encounter only 
one switch at a time. Thus, the network of Fig. 10(a) would be shown as in Fig. 10(b). 
This gives a specific, but to some extent arbitrary, ordering of the switches, with one 
switch per “stage”. 
Suppose that there are a total of T switches, indexed by t = 1,2,. . . , T. We monitor 
all the labels for each value of t. Initially (t = 0), they are 1: ii, 2: ii,. . . , n: fi, and after the 
final (Tth) switch, they are C:l, ti:2 ,..., ti:n. 
In this section, it is convenient for accounting purposes to regard all singleton labels _ 
i :j (labels i: E or l:j with m or I= 1) as vertical when they first appear, and to introduce 
a phantom “free switch” [not counted in the total, and sharing a stage (i.e. value oft) 
with a real switch], whose sole function is to change such a label from being 
designated “vertical” to “horizontal”. 
We now introduce the following functions of t (t = 0, 1,2,. . . , T): V= V(t) = current 
number of vertical labels; h =h(t)=current number of outlets j for which there is no 
horizontal label Ej. 
Let N,(t) (i= - 1, 1,2,3) be the number of switches of type i used, up to and 
including stage t. Note also that Ni = N,(T). We know that V(T)= t)(T)= 
N~(0)=N-l(O)=N,(O)=N,(O)=O, and V(O)=b(O)=n. 
Fig. 10. (a) A 4 x 4 network. (b) Stretched version of (a), with one switch per stage. 
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Table 3 
Switch type -1 1 2 3 “Free” 
AV 0 1 0 -2 -1 
4 0 0 0 -2, -l,o -l,o 
Table 3, which can easily be verified, shows the possible incremental effects A V, AE) 
on V and h of a single switch of the types shown. 
5.2. Proof of Theorem 1.2 (continued) 
For the proof of Theorem 1.2, we need the following lemma. 
Lemma 5.1. We have 
(a) h(t)+NI(t)- V(t)20 for t=O, l,..., T, 
(‘4 N1=N_,, 
(4 N1 an-2, 
(4 2N3<n+NI. 
Proof. To prove (a), note that h(O) + N,(O) - V(0) =O, and that, from the table, 
h + N 1 - V never decreases. 
For (b), first note that each type 1 switch increases the number of label sets by 1, 
while each type - 1 reduces this number by 1. Since there are n label sets initially and 
finally, N,(T)=N_,(T). 
To prove (c), first note that 
while h(t)>O, V(t) must be at least n (5) 
as while h(t)>0 there must be a vertical label set for each inlet. Since, from Table 3, 
h(t) decreases by at most 2 at each switch, and t)(T) =O, we must have b(t) = 1 or 2 for 
some t, say at t= t*. But then we have from (a) that n< V(t*)<b(t*)+ N,(t*), so that 
N,(t)>n-h(t*). (6) 
Hence, 
N1 = N1(T)3 N,(t*)>n-t)(t*)>,n-2. 
To prove (d): from Table 3, we can count the total effect of all switches on V, giving 
V(T)=O= V(O)+N,(T)-F(T)-2N,(T), 
where F(T) is the number of “free” switches. Since V(0) = n and F(T) > 0, we obtain 
2N3=n+N,(T)-F(T)6n+N1. (7) 
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5.3. Proof of Theorem 1.2 (conclusion) 
We can now prove Theorem 1.2. We have the total number T of switches given by 
2T=2(N_1+N1+Nz+Ns)=[N_1+N1+2N2+4N3]+[N1-2N3]+N-1 
>2n(n-I)-n+(n-2), (8) 
=2n2-2n-2 (by Lemmas 4.1 and 51(b), (c), (d)) 
or Tan2 -n- 1. This is the best possible for even n, as the networks constructed 
below will show. 
We now suppose that n is odd, and we want to prove that T> n2 - n in this case. 
First note that as t goes from 0 to T, b(t) decreases by the odd amount n. Since it can 
decrease only by 1 or 2 (as remarked above), it must decrease by 1 for some t. From 
Table 3, this can happen only if a free switch is used, whence F > 1, or a type 3 switch is 
used, when (again from Table 3) h + Ni - V increases by 1. It follows that there is some 
switch t** for which either of the following holds: 
(i) $(t**) = 1 
(ii) t)(t**)=2 and F(t**)gl 
(iii) b(t**)=2 and t)(t**)-N,(t**)- V(t**)> 1. 
In case (i) we have from (6) that 
NI=N1(T)3N,(t**)>n-I, 
so that, from (8) 
2TZ2n(n-l)-n+(n-1)=2n2-2n-1. 
In fact, therefore, 2T3 2n2 - 2n, T> n2 -n. 
In case (ii), we have from (7) that 2N3<n+N,(T)- 1. If N1(T)=n- 1, we proceed 
as in case (i). Otherwise, N,(T) = n - 2, 2N3 < 2n - 3, N3 < n - 2 and 
N-1+N1+N2+N3=+[N_1+N1+2N2+4N3]+N1-N~ 
3n(n-l)+n-2-(n-2)=n2-n. 
In case (iii), we have, using (5), 
N1(T)bNl(t**)al + V(t**)-Q(t**)> 1 +n-2=n- lj 
and once more we can proceed as in case (i). 
5.4. The match game, and minimal staged networks 
We now describe a solitaire game, played on a grid on n2 points (i,j) (i,j = 1,2, . . . , 
n) with n(n- 1) matches. Initially, the matches are all in a vertical position, i.e. with 
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endpoints ((i,j), (i, j+ l)} (i= 1, 2, . . . , n; j= 1, . . . , n- 1). The aim is to position all the 
matches horizontally (i.e. with endpoints {(i, j), (i + 1, j)} (i = 1, . . . , n - 1; j = 1, . . , n)) 
using as few moves as possible. 
The allowable moves are as follows: 
(1) Remove a vertical match, or add a horizontal match. 
(2) Rotate a vertical match through 90” about one of its endpoints. 
(3) Replace an adjacent vertical pair of matches by an adjacent horizontal pair of 
matches with the same four endpoints. 
These moves may only be used in positions where no “right angle of matches” (a 
horizontal match and a vertical match with a common endpoint) is created. 
The correspondence between this game and the n x n staged network is as follows: 
The point (i, j) represents the label i:j, and the connected components of the graph 
defined by the matches represent the current label sets. Each move corresponds to 
a switch: 
l Move 1 corresponds to a splitter or combiner, respectively. 
l Move 2 corresponds to a type 2 switch. 
l Move 3 corresponds to a type 3 switch. 
The “no right angle” rule, of course, ensures that the label sets satisfy Lemma 3.1. 
The game appears somewhat restrictive, in that all label sets Ej or i:G are con- 
strained to have the sets rii, lconsist of m or 1 consecutive integers, a restriction which 
clearly does not apply to the network. However, in practice, this presents no problem 
as, at least for minimal networks, it always seems possible to split or combine label 
sets so that the sets 1, Z are of this form. 
It is not difficult, by trial and error, to find many strategies for the match game 
which require only the minimal number n2 -II - 1 (n even) or n2 -n (n odd) moves. 
Furthermore, it is a straightforward matter to translate the sequences of moves into 
not only a switch network, but also to work out the standard paths for the network. 
However, we content ourselves with merely describing one possible minimal network 
for each n, along with its standard paths. But, first, we give an example. 
Example 5.2. A minimal 1 l-move II = 4 match game, with associated 1 l-switch staged 
SPN. To save space, the game is usually shown only after every two moves (Fig. 11). 
The numbers above the arrows indicate the types of the moves made. 
The network is shown in Fig. 12 for n even. The paths 1 + 1, 1 -+ 2, 2 ---f 1,2 + 2 
clearly go along the bottom, crossing over at the type 3 central switch if necessary. The 
paths 2+n, 2-+(n-2),..., 2+4 and 1 -(n-l), 1 -‘(n-3),..., 1 -,3 are split off 
from the paths 2 + 2 and 1 -+ 1, respectively, by appropriate splitters along the 
bottom. The paths 1 -+ j ( j > 2 even) [2 + j (j > 2) odd] are then obtained by crossing 
overfrompathl-,(j--l)topath2~j[2~(j+l)tol~j]usingthetype3switch 
common to the paths. The paths j -+ 1 (j> 2) are reflections about the axis of 
symmetry of the paths 1 + j, 2 -+ j. Finally, the paths i --f j (both i, j>2) are as for 
a crossbar switch (i.e. proceed along path i + 1 until you hit path 1 -+ j). 
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Fig. 11. n =4 optimal match game strategy and the associated staged SPN 
Fig, 12. n x n minimal staged SPN, for n even. 
For n odd, the paths 1 -+ n+ 1, n+ 1 --f 1 are removed, along with the switches on 
the two paths, from the (n+ 1) x (n+ 1) network. 
A straightforward count shows that such networks have the required minimal 
numbers of switches. 
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6. Planar staged networks 
In this section we consider planar staged SPNs. For such networks, not only do we 
have a collection of labels coming out of each stage, but also these labels are in a particular 
order. Two such labels can be the inlet labels for the switch at the next stage only if they 
are adjacent in this ordering. The type 0 switch, which does not alter its labels, but merely 
reverses their order, may, therefore, serve a useful purpose in planar networks. 
6.1. Proof of Theorem 1.3 
For the proof of Theorem 1.3, we need to define another function A(t) 
(t = 0, 1, . . . , T), which counts the number of adjacent (in the above ordering) pairs of 
labels having a common outlet. Table 4 shows the possible changes AA in A as 
t increases by 1. 
We now find a lower bound for the number No of type 0 switches. We have 
A(0) = n - 1 since all labels have e.g. outlet labels 1 in their sets ti belonging to the label 
i:K Finally, A(T) = 0 since the outlet labels are 1, 2, . . . , n in the n final labels. The 
minimal total decrease is, from Table 4, N _ 1 + N3 - 2N,. Hence, 
(n-1)-(N_,+Ng-2No)>0, (9) 
giving the required bound. We combine this with our earlier results to find a lower 
bound for the total number T of switches: 
2T=2(N_,+No+N1+Nz+Ns)=(N_1+N1+2Nz+4Nj) 
+2N,+2N1-2N3 using N_l=N1, 
>2n(n-1)+3N1-Nj-(n-1) 
by Lemma 4.1 and (9) 
>2n2-3n+1+$(N1-2N3)+$N1 
by Lemma 5.1 
>2n2-3n+l+$(-n+5(n-2)) 
=2n2-n-4. 
Since this is odd for n odd, we have in fact that 
5-2 (n even), 
T>n2- 
n il - -2= 2 n-l n2---2 (n odd), 
2 
as required. 
Table 4 
Switch type -1 0 1 2 3 
AA -1 0, *1, k2, 0, -1, -2 0, - 1, -2, -1, -2, -3 
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Table 5 
n 2 3 4 5 6 I 8 9 10 
n2_ 11 ” -2 1 6 12 21 31 44 58 75 93 
2 
min. # constructed 1 6 13 22 31 44 59 16 93 
6.2. Construction of planar staged SPNs 
We have been able to construct planar staged SPNs with n2-Ln/2J-2 
switches only for values of n E 2,3 (mod 4). For values of n ~0, 1 (mod 4), we need 
n2 -Ln/2 J- 1 switches, and, indeed, we suspect that this is the true minimum number 
required for these n. Table 5 shows the comparison between these values for small n. 
We know that the true minimum is n2 -Ln/2J-2 for n=2, 3 (mod 4), and that it is 
either n2-Ln/2J-2 or n2-Ln/2J-1 for n=O, 1 (mod 4). 
The construction of these minimal (or one short of minimal!) staged planar SPNs is 
conveniently described by means of another game. 
6.3. The coin game 
This game starts with n2 similar coins, arranged in a square. The aim is to reduce 
the number of coins to n, which should be on the diagonal of the square. The allowable 
move types are as follows: 
Type -1 (singletort-combine): Two columns which contain, in the same row, only 
one coin, can be combined into a single one-coin column (close the resulting gap by 
moving other columns over). 
Type 0 (column-interchange): Any two adjacent columns can be interchanged. 
Type I (column-split): In any column containing at least two coins, choose a point 
between nonempty sets of coins in the column to divide the column into two columns. 
(Move other columns to make room for the new one.) 
Type 2: For a column with only a single coin, in row k (say), one can simultaneously 
(a) remove a coin in row k of an adjacent column, provided that the coin is the top 
or bottom coin of that column, and 
(b) interchange the two columns. 
Type 3: Two adjacent columns with only two coins each, in the same two adjacent 
rows, can have two diagonal coins removed in adjacent rows, from the square formed 
by the four coins. 
Example 6.1. Figure 13 shows a 13-move game for n=4. The column or columns to 
next have a move applied to them are underlined. The arrow indicates the move type. 
This appears to be a minimal strategy, although, from Theorem 1.3, the minimum 
number of moves required is only known to be at least 12. 
The correspondence between this game and staged planar networks is as follows: 
the n2 original coins correspond to the n2 label elements i:j (i, j= 1,2, . . . , n) in the 
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0000 0000 000 0 0000 000 
0000 1 0000 1 000 0 0 0000 3 00 0 
0000-000 o-00 - 0 o-00 00 00 00 
0000 000 0 00 0 0 00 00 00 00 
- - 
00 0 0 0 
2 0 00 2 000 2 00 2 0 
0 0 oo- 00 oo- - 0 000 0000 
0 0 00 00 00 0 000 0000 
0 0 0 0 0 
3 0 3 0 -1 0 0 0 -1 0 
- - - 000 00 0 0 0 
00 0 0 0 0 0 00 0 
Fig. 13. An optimal coin-game strategy for n=4? 
obvious way. When coins are in the same column, this means that the associated label 
elements belong to the same vertical label. In moves of types 2 and 3, when a coin is 
removed, its label is regarded as being transferred to the coin in the same row, also 
involved in the move. Thus, it is easy to check that these types of moves correspond to 
types of switches, and that, at the end of the game, the remaining coins are associated 
with the labels fi:j (j= 1, . . . , n). 
Example 6.2. The n x n crossbar corresponds to the strategies (shown in Fig. 14 for 
n = 3) of the IZ - 1 splits of the right-next column, then (n - 1)2 type 2 moves, then n - 1 
column-combines (a total of nz - 1 moves (= switches)). 
6.4. Minimal staged planar SPN construction 
As with the match game and minimal staged SPNs, minimal staged planar SPNs 
can be produced from strategies for playing the coin game which require a minimal 
number of moves. We just give one such strategy here, and its associated SPN. It is 
certainly not unique in general. The strategy we give, in fact, also produces a minimal 
staged (not necessarily planar) SPN if the type 0 switches are not counted. 
000 000 000 00 0 
oooLoo OLOO 0 Lo 00 2. 000 
000 00 0 00 0 0 0 0 00 0 
- - 
0 0 0 0 
2 2 -1 -1 
- 00 ---s 0 - 0 - 0 
0 00 000 00 0 
Fig. 14. Coin-game strategy corresponding to 3 x 3 crossbar. 
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Fig. 15. A minimal staged planar SPN, for n even. 
Fig. 16. The effect of (a) L?. and (b) the (n - 2) x (n - 2) crossbar. 
0 ..a0 0 0 0 0 0 
o...ooooo 0 
-- 
I 4,4 
o*..o 0 00 
0 *.. 0 00 
o.*.oo 0 
o...o 0 0 
o*..o 0 0 
0 *-’ 0 00 
-- 
O”.O 0 
o-*.0 0 
0 
I -1,-l 
I 0 
I -1.-l 
. . 
, . 
8 . , I 
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Fig. 17. The move set Sq, and the corresponding network. 
The network has the basic structure shown in Fig. 15. We describe the components 
of the associated coin game first. 
The C?,-component takes the two rightmost columns of coins, and transforms them 
into an (n - 2) x (n - 2) diagonal, followed by a 0” z (Fig. 16a). Then the (n-2)x (n-2) 
crossbar takes the top n-2 rows and, as in Example 6.2, transforms them into 
a diagonal of length n-2, so that the game then looks like Fig. 16(b). 
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Then the lowest two rows are transformed into O. by first making a type 3 move on 
their rightmost columns, and then applying the strategy U,, which transforms z . . . g O. 
(2n - 2 coins in n columns: call this R,) into Oo. 
We now describe U,. We divide it up into sequences of moves. One such move set, 
call it Sq, takes R, to R, _ 4. In detail, S4 is shown in Fig. 17, along with the associated 
part of the network. Since S, can be applied to R, provided n>6, we can apply 
S, L(n-2)/41t’ imes, requiring a total of 7L(n-2)/4 1 moves (switches). 
If the rump is Rz, we are finished. For 3 <k < 5, Rk is reduced to R2 by applying 
k- 2 type 2 moves followed by k- 2 type - 1 moves, a total of 2(k - 2). Note that 
k-2s(n-2)mod 4E{O, 1,2, 3). 
The network U, is, in fact, the mirror image of the network U,. Its effect on 
horizontal labels corresponds to the effect of the network U, on vertical labels. We 
leave it to the interested reader to calculate the coin moves which correspond to 0,. 
We can now add up the total number of moves used in this construction. 
The network U, uses 7L(n-2)/4]+2 x [(n-2) mod 41 switches, the (n - 2) x (n - 2) 
crossbar (n - 2)‘, and the isolated type 3 switch joining U, and U, gives 1: 
a total of A~f,=(n-2)~+14 L(n-2)/41+4[(n-2)mod4]+1. Hence, 
M,=n2-2L(n+2)/4J - 1. 
7. Proofs of Corollaries 2.1-2.3 
These proofs continue to assume the switch classification theorem. 
7.1. Proof of Corollary 2.1(i) 
Assume that an SPN contains no type 2 switches, i.e. N, = 0. Then from equations 
(2) and (1) we have N_,+N1>n(n-2), N_1+N1+4N3=2n(n-1), so that 
4(N-l+Nl+N3)=3(N-i+Ni)+(N_1+N1+4N3) 
>3n(n-2)+2n(n-1)=5n2-8n. 
Hence, for n even, the total number of switches N _ 1 + N1 + N3 is at least i n2 - 2n. If 
n is odd, then 5n2 = 1 mod 4; so 
N_,+N,+N,>$(5nz+3-8n)= $ -2n. 
i 1 
(ii): Assume N3 =O. Then, again from (l), 
N-,+N1+2N2=2n(n-l), 
so that 
(N-1+N1+N2)3:(N-i+N1+2n(n-1))Bn2-n. 
(iii): If N2 and Nj are both 0, then from (l), N-, + N1 =2n(n- 1). 
(10) 
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7.2. Proof of Corollary 2.2 
In this proof and the next one, we use repeatedly the fact that N_ 1 = N1 from 
Lemma 5.1(b). From Table 3 we see that the function h(t) decreases by at most 1 when 
there are no type 3 switches. Hence, as in the proof of Lemma 5.1, we can choose t* 
such that h(t*)= 1, and then, from (6), N, > Nr(t*)>:n- 1. Hence, combining this with 
(lo), and using (1) we have 
N_,+N1+N2&(2(n-1)+2n(n-l))=n*-1. 
7.3. Proof of Corollary 2.3 
(i) With no crossover switches (i.e. N, = 0) we have from (9) that 
(n- l)-(N, +Nj)>O. 
Combining this with (1) and Lemma 5.1(c) we have that the total number of switches is 
2Nr+N2+N3=+(2N1+2N2+4N3)-(N1+Ng)+2N1 
an’-n-(n-1)+2(n-2)=n*-3. 
(ii): Suppose N2 = 0. Then 
4(No+2Nl+N,)=2(2No-N,-NJ)+3(N1+2N3)+7N1 
> -2(n-1)+3n(n-l)+;n(n-2) 
=yn*-12n+2 using (9), (1) and (2) 
giving the result. 
(iii): Suppose N2 = N3 =O. Then 
4(No+2N1)=2(2No-Nr)+ lON, 
2 -2(n- l)+ lOn(n- 1) 
= IOn* - 12n + 2 (using (9) and (l)), 
giving the result. 
8. Proofs of main results without any assumptions 
Our proofs of Theorems 1.1-1.3 and Corollaries 2.1-2.3 have been based on the (so 
far unproved) switch classification theorem. Here, we indicate how these results can be 
proved using only Corollary 3.3 (which has been proved!). The switch classification 
theorem then also follows. Thus, for these modified proofs we need to include the 
switches of types 4, - l*, I*, 2*, 3* and 4*. 
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Table 6 
Switch type 4 -1* 1* 2* 3* 4* 
Split number 0 -1 -1 -2 -4 0 
Rate 0, 1 0 0 0 0 0.1 
8.1. Proof of Theorem 1.1 
We prove a modified version of Lemma 4.1. 
Lemma 4.1’. We have 
(N_,-N*1+N,-N:)+2(N2-N:)+4(N,-N;)=2n(n-1) 
and 
N-1 +N1 +N*++(N4+N4*)>n(n-2). 
(1’) 
(2’) 
Here Nz is the number of switches of type k* in an SPN. 
The proof comes from augmenting Tables 1 and 2 as shown in Table 6, using which 
the derivations for (1) and (2) are readily adapted to yield (1’) and (2’). 
The proof of Theorem 1.1 then follows as before, but using, instead of (4), the 
modified equation 
2(N-,+N:,+N,+N:+Nz+N;+Nj+N:+Nq+N:) 
=+[(N-r-N*_r+Nr-N:)+2(N,-N;)+4(N,-NT)] 
+[N-,+N,+NZ+$(N4+N:)] 
+t(N-,+5N:,+NI+5N:+6N;+8N;+3N,+3N:). 
8.2. Proof of Theorem 1.2 
Firstly, we claim that, with all switch types included, we have the following lemma. 
Lemma 5.1’. 
(a) b@)+N,W+NT(t)- V(t)30, 
(b) N,+N:=N_1+N51, 
(c) N,+N;>n-2, 
(d) 2N,<n+Nr+NT. 
Proof. To prove (a), it is not sufficient to augment Table 3 for the new switches (if we 
do that, we are forced to introduce an unwelcome term 2N s (t) on the left-hand side of 
(a)). We must refine our argument slightly, by introducing a new parameter e(t). This 
counts the number of “extra” horizontal labels, that is, the number of horizontal labels 
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Table 7 
Switch type -1 1 Free 2 3 4 -1* 1* 2* 3* 4* 
AV 0 1 -1 0 -2 o-1 00 2 0 
AC? -1 0 0,l 0 0,1,2 0 0 1 0 0, -1, -2 0 
Ab 0 0 de-1 0 de-2 0 0 0 0 de+2 0 
Ah-de-AV 1 -1 0 0 0 0 1 -1 0 0 0 
minus the number of outletsj for which there is a horizontal label zj. Then the change 
de in e(t) at a single switch is given in Table 7. We see that 
h(t)- V(t)+NI(t)+N~(t)=e(t)+N-I(t)+N*-I(t)~O (11) 
since e(t)>O, N_ 1 (t)30, NT 1 (t)>O. 
The proof of(b) follows from a label count, as Lemma 5.1(b) did. For (c) and (d), the 
proofs of Lemma 5.1(c), (d) are modified to include the extra NT term from (a). 
For the proof of Theorem 1.2, equation (8) is replaced by 
2(N-,+N:,+N,+N:+N2+N;+Nj+N:+N4+N:) 
=[N_,-N:,+Nr-N:+2(N,-N;)+4(N3-N;)] 
+[Nr+N:-2NJ+(N-,+N?,) 
+2(N*,+N:+2N;+3N:+N,+N,*) 
>2n(n-l)-n+n-2=2n2-2n-2 
as before. 
For n odd, the argument carries over almost unchanged. The only difference is that 
case (iii) can arise when either a type 3 or -3 switch is used. 
8.3. Proof of Theorem 1.3 
For this proof, we extend Table 4 as follows (Table 4’): 
Table 4 
Switch type 4 -1* 1* 2* 3* 4* 
AA 0 0, I,2 1 0, 1,2,3 1,2,3 0, *1, +2 
so that (9) is replaced by 
N-1-2N*-1-2NO-NT-3N~+N,-3N:-2N~<n-1. (9’) 
If we now reverse the direction of the whole network, the types of the switches of the 
following pairs of switch types are interchanged: - 1 H 1, - l* f-r l*, 4 t--f 4*, with all 
other types unchanged. Thus, we obtain a new inequality 
-N~I-2NO+NI-2N~-3N~+NJ-3N~-2N4<n-1, (9”) 
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which, when averaged with (9’), gives 
t(N-,+N,)-2N,+N,-~(N*,+N~)-3N*;-3Nj-(N,+N~)<~-l. 
(12) 
Then 
2(N-I+N’,+N0+N1+NT+Nz+N:+N3+N;+N‘++N~) 
=[N-,-N%,+N,-N:+2(N,-N;)+4(N,-N;)] 
-[tN_,-$N?,- 2N,++N,-$N;-3N;+N,-3N;-N,-N1;] 
++[N,+N;-2N,] 
+[IN, +N;l 
+j[N_l+N”,] 
+N;+3N:+N,+N: 
>2n(n-l)-(n-l)-$n+n-2+$(n-2)+O=2n2-n-4 
using (l’), Lemma 5.1’ and (12). 
8.4. Corollaries 2.1-2.3: discussion of proofs 
The proofs of Corollaries 2.1 and 2.2, allowing switches of all types, are readily 
obtained. One modifies the proofs in Sections 7.1 and 7.2 by replacing the inequalities 
used by their generalisations which incorporate all switch types. These were obtained 
in Sections 8.1 and 8.2. This method does not work, however, for Corollary 2.3, and so 
new inequalities appear to be needed to prove Corollary 2.3 without any restrictions 
on the switch types. 
Note added in proof 
Recently, H.D.L. Hollman and J.H. van Lint Jr. have independently proved 
Theorem 1.2 as a special case of a result for N x A4 networks (Non-blocking self- 
routing switching networks, Discrete Appl. Math. 37/38 (1992) 319-340). 
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