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GLOBAL SMALL SOLUTION TO THE 2D MHD SYSTEM WITH A
VELOCITY DAMPING TERM
JIAHONG WU1, YIFEI WU2, AND XIAOJING XU2
Abstract. This paper studies the global well-posedness of the incompressible mag-
netohydrodynamic (MHD) system with a velocity damping term. We establish the
global existence and uniqueness of smooth solutions when the initial data is close to
an equilibrium state. In addition, explicit large-time decay rates for various Sobolev
norms of the solutions are also given.
1. Introduction
This paper examines the global (in time) existence and uniqueness of solutions to the
2D magnetohydrodynamic (MHD) system with a velocity damping term, namely

∂t~u+ ~u · ∇~u+ ~u+∇P = −∇ · (∇φ⊗∇φ), (t, x, y) ∈ R+ × R× R,
∂tφ+ ~u · ∇φ = 0,
∇ · ~u = 0,
~u|t=1 = ~u0(x, y), φ|t=1 = φ0(x, y),
(1.1)
where ~u = (u, v) represents the 2D velocity field, P the pressure and φ the magnetic
stream function, and ∇φ⊗∇φ denotes the tensor product. (1.1) is formally equivalent
to the 2D MHD equations given by

∂t~u+ ~u · ∇~u+ ~u+∇P = −12∇
(|~b|2)+~b · ∇~b,
∂t~b+ ~u · ∇~b = ~b · ∇~u,
∇ ·~b = ∇ · ~u = 0.
(1.2)
In fact, ∇ ·~b = 0 implies that ~b = ∇⊥φ ≡ (∂yφ,−∂xφ) for a scalar function φ and, with
this substitution, (1.2) is reduced to (1.1). The MHD equations, modeling electrically
conducting fluid in the presence of a magnetic field, consist essentially of the interaction
between the fluid velocity and the magnetic field. Electric currents induced in the fluid
as a result of its motion modify the field; at the same time their flow in the magnetic
field leads to mechanical forces which modify the motion. The MHD equations underly
many phenomena such as the geomagnetic dynamo in geophysics and solar winds and
solar flares in astrophysics (see, e.g., [1, 9, 22]).
Mathematically the MHD equations can be extremely difficult to analyze due to
the nonlinear coupling between the forced Navier-Stokes equations and the induction
equation. In fact, it remains an outstanding open problem whether solutions to the 2D
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MHD equations 

∂t~u+ ~u · ∇~u+∇P = −12∇
(|~b|2)+~b · ∇~b,
∂t~b+ ~u · ∇~b = ~b · ∇~u,
∇ ·~b = ∇ · ~u = 0
(1.3)
exist for all time or they blow up in a finite time. One main difficulty is the lack of global
(in time) bounds for the Sobolev norms of the solutions. Adding a velocity damping
term does not appear to be sufficient to overcome this difficulty and our aim here is at
small global smooth solutions. Since the equation of φ in (1.1) is a transport equation
without any damping or dissipation, it is a very involved problem to establish the global
well-posedness of (1.1) even under the assumption that the initial data is small.
The global regularity problem on the 2D MHD equations with partial dissipation or
partial damping has attracted considerable interests in the last few years and progress
has been made for some cases. The anisotropic 2D MHD equations with horizontal
dissipation and vertical magnetic diffusion were recently examined by Cao and Wu and
shown to possess global classical solutions for any sufficiently smooth data [5]. Advances
have also been achieved for the case when the dissipation and the magnetic diffusion are
both in the horizontal direction ([3, 4]). F. Lin, L. Xu and P. Zhang recently studied
the MHD equations with the Laplacian dissipation in the velocity equation but without
magnetic diffusion and, remarkably, they were able to establish the global existence of
small solutions after translating the magnetic field by a constant vector ([20, 21, 29]).
Their approach reformulates the system in Lagrangian coordinates and estimates the
Lagrangian velocity through the anisotropic Littlewood-Paley theory and anisotropic
Besov space techniques. The partial dissipation case when only the magnetic diffusion is
present has also been examined and the global H1 weak solutions have been established
(see, e.g., [5, 18]). In addition, if we increase the magnetic diffusion from the Laplacian
operator to the fractional Laplacian operator (−∆)β with β > 1, then the resulting
MHD equations do have global regular solutions ([6, 16]). Many more recent results on
the MHD equations with partial or fractional dissipation can be bound in the references
[7, 8, 12, 13, 15, 17, 24, 25, 26, 27, 28, 30, 31, 32, 33].
The contribution of this paper is the global existence and uniqueness of solutions of
(1.1) with sufficiently smooth initial data (u0, φ0) close to the equilibrium state (0, y).
This work is partially inspired by [20]. Our approach here exploits the time decay
properties of the solution kernels to a linear differential equation which, with suitable
nonlinear forcing terms, governs the translated version of (1.1). We now give a more
precise account of our ideas. Setting
φ = ψ + y
converts (1.1) into the following equivalent system of equations for (u, v, ψ),

∂tu+ u ∂xu+ v∂yu+ u+ ∂xP˜ = −∆ψ∂xψ,
∂tv + u ∂xv + v∂yv + v + ∂yP˜ = −∆ψ −∆ψ∂yψ,
∂tψ + u∂xψ + v∂yψ + v = 0,
∂xu+ ∂yv = 0,
(1.4)
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where P˜ = P + 1
2
|∇φ|2. Applying ∇ · ~u = 0 to eliminate the pressure term yields
∂tu+ u− ∂xyψ = Π1, (1.5)
∂tv + v+∂xxψ = Π2, (1.6)
∂tψ + u∂xψ + v∂yψ + v = 0, (1.7)
where
Π1 = −~u · ∇u+ ∂x∆−1∇ · (~u · ∇~u)−∆ψ ∂xψ + ∂x∆−1∇ · (∆ψ∇ψ), (1.8)
Π2 = −~u · ∇v + ∂y∆−1∇ · (~u · ∇~u)−∆ψ ∂yψ + ∂y∆−1∇ · (∆ψ∇ψ). (1.9)
Taking the time derivative on the equations (1.5)–(1.7), we obtain

∂ttu+ ∂tu− ∂xxu = F1,
∂ttv + ∂tv − ∂xxv = F2,
∂ttψ + ∂tψ − ∂xxψ = F0,
~u|t=1 = ~u0(x, y), ~ut|t=1 = ~u1(x, y),
ψ|t=1 = ψ0(x, y), ψt|t=1 = ψ1(x, y),
(1.10)
where ~u1 = (u1(x, y), v1(x, y)), ψ0 = φ0 − y, and
u1 = (−u+ ∂xyψ +Π1)|t=1,
v1 = (−v − ∂xxψ +Π2)|t=1,
ψ1 = (−u∂xψ − v∂yψ − v)|t=1,
and
F0 = −~u · ∇ψ − ∂t(~u · ∇ψ)−Π2, (1.11)
F1 = ∂tΠ1 − ∂xy(~u · ∇ψ), (1.12)
F2 = ∂tΠ2 + ∂xx(~u · ∇ψ). (1.13)
The structure of the linear part in (1.10) plays a crucial role in ensuring the global
existence of small solutions. In fact, the solution kernels of the linear equation decay
in time in suitable spatial functional settings. Let us be more accurate. As detailed in
Section 2, the solution of the linear equation
∂ttΦ+ ∂tΦ− ∂xxΦ = 0
with the initial data
Φ(0, x, y) = Φ0(x, y), Φt(0, x, y) = Φ1(x, y)
can be written as
Φ(t, x, y) = K0(t, ∂x)Φ0 +K1(t, ∂x)
(1
2
Φ0 + Φ1
)
,
where the solution operatorsK1 andK2 are explicitly derived in Section 2. By Duhamel’s
Principle, the solution of the inhomogeneous equation
∂ttΦ + ∂tΦ− ∂xxΦ = F,
with initial data Φ(1, x) = Φ0, ∂tΦ(1, x) = Φ1 is given by
Φ(t, x, y) =K0(t, ∂x)Φ0 +K1(t, ∂x)
(1
2
Φ0 + Φ1
)
4 J. WU, Y. WU AND X. XU
+
∫ t
1
K1(t− s, ∂x)F (s, x, y) ds. (1.14)
By letting Φ = (u, v, ψ) and F = (F0, F1, F2), (1.14) gives an integral representation of
(1.10). Thanks to the time decay properties of K1 and K2 (established in Section 2),
the nonlinear parts in (1.10) remain small and the solution map is a contraction for all
time. More details will be unfolded in the subsequent sections.
To state our main result, we introduce the functional settings. Let X0 be the Banach
space defined by the norm
‖(~u0, ψ0)‖X0 = ‖〈∇〉N(~u0, ∇ψ0)‖L2xy + ‖〈∇〉6+(~u0, ψ0)‖L1xy + ‖〈∇〉6+(~u1, ψ1)‖L1xy .
where 〈∇〉 = (I−∆) 12 and a+ denotes a+ ǫ for any small ǫ. For notational convenience,
we also write
‖f‖q = ‖f‖Lqxy , 1 ≤ q ≤ ∞.
Now we define our working space as X with its norm given by
‖(~u, ψ)‖X = sup
t≥1
{
t−ε‖〈∇〉N(~u(t), ∇ψ(t))‖2 + t 14‖〈∇〉3ψ‖2
+ t
3
2‖〈∇〉∂xxψ‖∞ + t 54‖〈∇〉3∂xxψ‖2 + t 32‖∂xxxψ‖2
+t
3
2‖∂t~u‖∞ + t 54‖〈∇〉∂t~u‖2 + t‖〈∇〉∂x~u‖∞ + t 32‖∂x∂tv‖2
}
.
(1.15)
Here N is a big positive integer and ε > 0 is a small parameter. For the sake of the
clarity of our presentation, we intentionally avoid the tedious calculations needed for
providing an accurate range of N . However, sufficiently large N and small ε > 0, say
N = 20 and ε = 0.01, would serve our purpose.
Our main result can then be stated as follows. We use A . B or B & A to denote
the statement that A ≤ CB for some absolute constant C > 0.
Theorem 1.1. Let ψ = φ − y and ψ0 = φ0 − y. Then there exists a small constant
ε0 > 0 such that, if the initial data (~u0, φ0) satisfying ‖(~u0, ψ0)‖X0 ≤ ε0, then there
exists a unique global solution (u, v, φ, P ) to the system (1.1) with
(u, v, φ) ∈ X, P ∈ C([1,∞);HN(R2)).
Moreover, the following decay estimates hold
‖u(t)‖L∞xy . ε0t−1; ‖v(t)‖L∞xy . ε0t−
3
2 ; ‖ψ(t)‖L∞xy . ε0t−
1
2 ; ‖P (t)‖L∞xy . ε0t−
1
2 .
The proof of Theorem 1.1 relies on the following lemma, which can be deduced from
a standard continuity argument (see, e.g., Theorem 4 in [2]).
Lemma 1.2. Assume the initial data (~u0, ψ0) ∈ X0. Suppose that (~u, ψ) given by (1.14)
namely the integral representation of (1.10), satisfies
‖(~u, ψ)‖X . ‖(~u0, ψ0)‖X0 +Q(‖~u, ψ)‖X), (1.16)
where Q(a) ≥ Caβ for a . 1 and β > 1. Then there exists r0 > 0 such that, if
‖(~u0, ψ0)‖X0 . r0,
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then (1.10) has a unique global solution (~u, ψ) ∈ X and
‖(~u, ψ)‖X . 2r0.
In addition, to facilitate the proof, we introduce an auxiliary functional space, in
which more terms with explicit time decay estimates are included. Let
‖(~u, ψ)‖Y =‖(~u, ψ)‖X + sup
t≥1
{
t
1
2‖〈∇〉2ψ‖∞ + t 34‖〈∇〉∂xψ‖2 + t‖∂x〈∇〉3ψ‖∞
+t‖u‖∞ + t 32‖v‖∞ + t 34‖u‖2 + t 54‖∂xu‖2 + t 54‖v‖2
}
.
Roughly speaking, the decay rates of the extra terms in the Y -norm obey the following
rules:
L∞ ∼ t− 12 ; L2 ∼ t− 14 ; ∂x ∼ t− 12 ; ∂t ∼ ∂xx; u ∼ ∂x ∼ t− 12 ; v ∼ ∂xx ∼ t−1.
As we show in Section 3, the norms ‖(~u, ψ)‖Y and ‖(~u, ψ)‖X are related through the
following lemma.
Lemma 1.3. Let the spaces X, Y and their norms be defined as above. Then
‖(~u, ψ)‖Y . ‖(~u, ψ)‖X +Q(‖(~u, ψ)‖X).
As a consequence of Lemma 1.3, to prove (1.16), it is enough to verify
‖(~u, ψ)‖X . ‖(~u0, ψ0)‖X0 +Q
(‖(~u, ψ)‖Y ). (1.17)
Therefore, the proof of Theorem 1.1 is then reduced to establishing (1.17) and our main
effort is devoted to achieving this goal. This is a long process and involves several
major components. The first consists of crucial and sharp decay estimates and four tool
lemmas on the kernels. The second is the bounds on the nonlinearities F0, F1 and F2 by
treating differently the lower and higher frequencies of their terms. The third involves
the estimates of each member in the X-norm in (1.15) through the first two components.
The rest of the paper is divided into six sections and an appendix. The second
section derives the solution kernel of the linear equation and represents the solution
of (1.10) in an integral form through the Duhamel formula. Crucial decay estimates
for the solution kernels and four tool lemmas to be used repeatedly are also presented
in this section. Section 3 proves Lemma 1.3. The rest of the sections are devoted to
proving (1.17). Section 4 bounds t−ε‖〈∇〉N(~u(t), ∇ψ(t))‖2 through energy estimates,
which give a control of the first term in the definition of the norm of X . Section 5
provides suitable estimates for the nonlinear terms F0, F1 and F2. To obtain these
estimates, we decompose the terms involved to high and low frequencies and apply the
results from the second section and an inequality involving the Riesz transform (Lemma
5.1). With the estimates for F0, F1 and F2 at our disposal, Sections 6 and 7 continue
the proof of (1.17) by repeatedly applying the tool lemmas in the second section and
the estimates for F0, F1 and F2. The appendix serves four purposes. It gives an explicit
representation of Π1 and Π2. The key point of this representation is that each term is
written in a way that it possesses as many directives in the x-direction as possible. As
seen from Section 2, the more x−derivatives a term has, the faster it decays in time.
This point has played an important role in the estimates of F0, F1 and F2 in Section 5.
It also provides the proofs of Lemma 5.1 and Lemma 5.5. Finally, the properties of the
pressure are also given here.
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2. Preliminary
This section is divided into two subsections. The first subsection derives the integral
formulation (1.14) with explicit representations for K1 and K2. In addition, key decay
estimates for K1 and K2 are also obtained here. The second subsection proves several
tool lemmas to be used in the proof of Theorem 1.1.
2.1. Linear operators. We consider the linear equation
∂ttΦ+ ∂tΦ− ∂xxΦ = 0 (2.1)
with the initial data
Φ(0, x, y) = Φ0(x, y), Φt(0, x, y) = Φ1(x, y).
Taking the Fourier transform of (2.1) yields
∂ttΦˆ + ∂tΦˆ + ξ
2Φˆ = 0, (2.2)
where the Fourier transform Φˆ is defined as
Φˆ(t, ξ, η) =
∫
R2
e−ixξ−iyηΦ(t, x, y) dxdy.
Solving (2.2) by a simple ODE theory, we have
Φˆ(t, ξ, η) =
1
2
(
e
(
− 1
2
+
√
1
4
−ξ2
)
t + e
(
− 1
2
−
√
1
4
−ξ2
)
t
)
Φ̂0(ξ, η)
+
1
2
√
1
4
− ξ2
(
e(−
1
2
+
√
1
4
−ξ2)t − e(− 12−
√
1
4
−ξ2)t
)(1
2
Φ̂0(ξ, η) + Φ̂1(ξ, η)
)
.
Definition 2.1. Let the operators K0(t, ∂x) and K1(t, ∂x) be defined as
̂K0(t, ∂x)f(t, ξ, η) =
1
2
(
e
(
− 1
2
+
√
1
4
−ξ2
)
t + e
(
− 1
2
−
√
1
4
−ξ2
)
t
)
fˆ(t, ξ, η);
and
̂K1(t, ∂x)f(t, ξ, η) =
1
2
√
1
4
− ξ2
(
e
(
− 1
2
+
√
1
4
−ξ2
)
t − e
(
− 1
2
−
√
1
4
−ξ2
)
t
)
fˆ(t, ξ, η),
where
√−1 = i.
By Definition 2.1, the solution Φ of the equation (2.1) is written as
Φ(t, x, y) = K0(t, ∂x)Φ0 +K1(t, ∂x)
(1
2
Φ0 + Φ1
)
.
Moreover, consider the inhomogeneous equation,
∂ttΦ + ∂tΦ− ∂xxΦ = F, (2.3)
with initial data Φ(1, x) = Φ0, ∂tΦ(1, x) = Φ1. Then we have the following standard
Duhamel formula,
Φ(t, x, y) = K0(t, ∂x)Φ0 +K1(t, ∂x)
(1
2
Φ0 + Φ1
)
+
∫ t
1
K1(t− s, ∂x)F (s, x, y) ds. (2.4)
In the following, we present some decay estimates on K0, K1.
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Lemma 2.2. Let K0, K1 be defined in Definition 2.1. Then for any α ≥ 0, 0 ≤ β ≤ 2,
1 ≤ q ≤ ∞, i = 0, 1,
1)
∥∥|ξ|αK̂i(t, ·)∥∥Lq
ξ
(|ξ|≤ 1
2
)
. 〈t〉− 12 ( 1q+α);
2)
∥∥|ξ|−β∂tK̂i(t, ·)∥∥Lq
ξ
(|ξ|≤ 1
2
)
. 〈t〉−1− 12 ( 1q−β);
3)
∣∣K̂i(t, ξ)∣∣ . e− 12 t, for any |ξ| ≥ 12 , i = 0, 1;
4)
∣∣〈ξ〉−1∂tK̂0(t, ξ)∣∣, ∣∣∂tK̂1(t, ξ)∣∣ . e− 12 t, for any |ξ| ≥ 12 .
Proof. Since the decay properties of the operators K0, K1 are distinct between low and
high frequencies, we will split its frequency into the following two parts:
|ξ| ≤ 1
2
; |ξ| > 1
2
.
In the following, we will analyze the two parts separately.
Case I: |ξ| ≤ 1
2
.
According to the expressions of K0, K1 as follows
K̂0(t, ξ) =
1
2
(
e
(
− 1
2
+
√
1
4
−ξ2
)
t + e
(
− 1
2
−
√
1
4
−ξ2
)
t
)
and
K̂1(t, ξ) =
1
2
√
1
4
− ξ2
(
e(−
1
2
+
√
1
4
−ξ2)t − e(− 12−
√
1
4
−ξ2)t
)
,
we obtain, for |ξ| ≤ 1
2
,
−1
2
+
√
1
4
− ξ2 = −ξ
2
1
2
+
√
1
4
− ξ2
≤ −ξ2; −1
2
−
√
1
4
− ξ2 ≤ −ξ2.
Then we get
0 ≤ K̂0(t, ξ) ≤ e−tξ2 .
Therefore,
|ξ|αK̂0(t, ξ) ≤ |ξ|αe−tξ2 . 〈t〉−α2 ;∥∥|ξ|αK̂0(t, ξ)∥∥L1
ξ
(|ξ|≤ 1
2
)
≤
∫
|ξ|≤ 1
2
|ξ|αK̂0(t, ξ) dξ ≤
∫
|ξ|≤ 1
2
|ξ|αe−tξ2 dξ . 〈t〉− 12 (1+α).
So the estimate 1) of Lemma 2.2 for K0 follows from interpolation. Moreover,
K˙0(t) =− 1
2
K0(t) +
(1
4
+ ∂xx
)
K1(t); (2.5)
K˙1(t) =K0(t)− 1
2
K1(t). (2.6)
Thus,
∂tK̂0(t, ξ) =− 1
2
K̂0(t, ξ) +
(1
4
− ξ2)K̂1(t, ξ)
=
1
4
(√
1− 4ξ2 − 1)e(− 12+√ 14−ξ2)t − 1
4
(√
1− 4ξ2 + 1)e(− 12−√ 14−ξ2)t. (2.7)
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So we have for any 0 ≤ β ≤ 2,∣∣|ξ|−β∂tK̂0(t, ξ)∣∣ . |ξ|2−βe−tξ2 .
Rough speaking, ∂tK̂0(t, ξ) ∼ ξ2K̂0(t, ξ), and thus we have∥∥|ξ|−β∂tK̂0(t, ·)∥∥Lq
ξ
(|ξ|≤ 1
2
)
. 〈t〉−1− 12 ( 1q−β).
Similarly, we can obtain
0 ≤ K̂1(t, ξ) ≤ e−tξ2 ;
∣∣∂tK̂1(t, ξ)∣∣ . ξ2e−tξ2 .
Thus for K1, we have the same estimates as K0. Hence, we deduce the estimates 1) and
2) of Lemma 2.2.
Case II: |ξ| > 1
2
.
For this case, the expressions of K0, K1 can be written as
K̂0(t, ξ) =
1
2
(
e
(
− 1
2
+i
√
ξ2− 1
4
)
t + e
(
− 1
2
−i
√
ξ2− 1
4
)
t
)
and
K̂1(t, ξ) =
1
2i
√
ξ2 − 1
4
(
e(−
1
2
+i
√
ξ2− 1
4
)t − e(− 12−i
√
ξ2− 1
4
)t
)
.
By virtue of the expression of K0, K1, then we get, for any |ξ| > 12 ,∣∣K̂0(t, ξ)∣∣, ∣∣K̂1(t, ξ)∣∣ . e− 12 t,
Further, by (2.6) and (2.7), we also have∣∣〈ξ〉−1∂tK̂0(t, ξ)∣∣, ∣∣∂tK̂1(t, ξ)∣∣ . e− 12 t.
Hence we complete the proof of Lemma 2.2. 
2.2. Tool lemmas. To prove (1.17), we need several lemmas. In the following, S de-
notes the Schwartz class and ‖f‖LpxLqy ≡ ‖‖f‖Lqy‖Lpx .
Lemma 2.3. Let K(t, ∂x) denote a Fourier multiplier operator with∥∥K̂(t, ξ)∥∥
L1
ξ
<∞.
Then, for any space-time Schwartz function f ,∥∥K(t, ∂x)f∥∥L∞xy . ∥∥K̂(t, ξ)∥∥L1ξ∥∥∂yf∥∥L1xy . (2.8)
Proof. For any g ∈ S(R), we have
‖g‖L∞(R) . ‖g′‖L1(R). (2.9)
Then, by the inequality above and Young’s inequality, we have∥∥K(t, ∂x)f∥∥L∞xy . ∥∥K(t, ∂x)∂yf∥∥L∞x L1y
.
∥∥K(t, ∂x)∂yf∥∥L1yL∞x
.
∥∥∥∥∥K̂(t, ξ)Fξ(∂yf)(t, ξ, y)∥∥L1
ξ
∥∥∥
L1y
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.
∥∥K̂(t, ξ)∥∥
L1
ξ
∥∥∥∥∥Fξ(∂yf)(t, ξ, y)∥∥L∞
ξ
∥∥∥
L1y
.
∥∥K̂(t, ξ)∥∥
L1
ξ
∥∥∥∥∥∂yf(t, x, y)∥∥L1x
∥∥∥
L1y
=
∥∥K̂(t, ξ)∥∥
L1
ξ
∥∥∂yf∥∥L1xy .
This proves Lemma 2.3. 
Lemma 2.4. Assume that
∥∥K̂(t, ·)∥∥
L∞
is bounded. Then, for any space-time Schwartz
function f , and any ǫ > 0,∥∥K(t, ∂x)f∥∥L∞xy . ∥∥K̂(t, ξ)∥∥L∞ξ ∥∥∂y〈∇〉1+ǫf∥∥L1xy . (2.10)
Proof. By (2.9), Sobolev’s inequality and Plancherel’s identity, we have∥∥K(t, ∂x)f∥∥L∞xy . ∥∥K(t, ∂x)∂yf∥∥L∞x L1y
.
∥∥K(t, ∂x)∂y〈∇〉 12+ ǫ2f∥∥L1yL2x
=
∥∥∥∥∥K̂(t, ξ)Fξ(∂y〈∇〉 12+ ǫ2 f)(t, ξ, y)∥∥L2
ξ
∥∥∥
L1y
.
∥∥K̂(t, ξ)∥∥
L∞
ξ
∥∥∥∥∥Fξ(∂y〈∇〉 12+ ǫ2 f)(t, ξ, y)∥∥L2
ξ
∥∥∥
L1y
=
∥∥K̂(t, ξ)∥∥
L∞
ξ
∥∥∥∥∥∂y〈∇〉 12+ ǫ2f(t, x, y)∥∥L2x
∥∥∥
L1y
.
∥∥K̂(t, ξ)∥∥
L∞
ξ
∥∥∂y〈∇〉1+ǫf∥∥L1xy .
This proves Lemma 2.4. 
As a special consequence of Lemmas 2.3 and 2.4, we have the following corollary.
Corollary 2.5. Let K(t, ∂x) be a Fourier multiplier operator satisfying∥∥∂̂αxK(t, ξ)∥∥L1
ξ
(|ξ|≤ 1
2
)
<∞, ∥∥K̂(t, ξ)∥∥
L∞
ξ
(|ξ|≥ 1
2
)
<∞, α ≥ 0.
Then, for any space-time Schwartz function f ,∥∥∂αxK(t, ∂x)f∥∥L∞xy .
(∥∥∂̂αxK(t, ξ)∥∥L1
ξ
(|ξ|≤ 1
2
)
+
∥∥K̂(t, ξ)∥∥
L∞
ξ
(|ξ|≥ 1
2
)
)
× ∥∥〈∇〉α+1+ǫ∂yf∥∥L1xy . (2.11)
Lemma 2.6. Assume that
∥∥K̂(t, ·)∥∥
L2
is bounded. Then, for any space-time Schwartz
function f , and any ǫ > 0,∥∥K(t, ∂x)f∥∥L2xy . ∥∥K̂(t, ξ)∥∥L2ξ∥∥|∇| 12−ǫ〈∇〉2ǫf∥∥L1xy . (2.12)
Proof. By a similar manner, we have∥∥K(t, ∂x)f∥∥L2xy =
∥∥∥∥∥K̂(t, ξ)Fξf(t, ξ, y)∥∥L2
ξ
∥∥∥
L2y
.
∥∥K̂(t, ξ)∥∥
L2
ξ
∥∥∥∥∥Fξf(t, ξ, y)∥∥L∞
ξ
∥∥∥
L2y
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.
∥∥K̂(t, ξ)∥∥
L2
ξ
∥∥∥∥∥f(t, x, y)∥∥
L1x
∥∥∥
L2y
.
∥∥K̂(t, ξ)∥∥
L2
ξ
∥∥∥∥∥f(t, x, y)∥∥
L2y
∥∥∥
L1x
.
∥∥K̂(t, ξ)∥∥
L2
ξ
∥∥|∇| 12−ǫ〈∇〉2ǫf∥∥
L1xy
.
This proves the lemma. 
Lemma 2.7. Assume that
∥∥K̂(t, ·)∥∥
L∞
is bounded. Then, for any space-time Schwartz
function f , and any ǫ > 0,∥∥K(t, ∂x)f∥∥L2xy . ∥∥K̂(t, ξ)∥∥L∞ξ ∥∥|∇| 12−ǫ〈∇〉 12+2ǫf∥∥L1xy . (2.13)
Proof. By a similar manner, we have∥∥K(t, ∂x)f∥∥L2xy =
∥∥∥∥∥K̂(t, ξ)Fξf(t, ξ, y)∥∥L2
ξ
∥∥∥
L2y
.
∥∥K̂(t, ξ)∥∥
L∞
ξ
∥∥∥∥∥Fξf(t, ξ, y)∥∥L2
ξ
∥∥∥
L2y
=
∥∥K̂(t, ξ)∥∥
L∞
ξ
∥∥∥∥∥f(t, x, y)∥∥
L2x
∥∥∥
L2y
.
∥∥K̂(t, ξ)∥∥
L∞
ξ
∥∥|∇| 12−ǫ〈∇〉 12+2ǫf∥∥
L1xy
.
This proves the lemma. 
Combining Lemmas 2.6 and 2.7, we have
Corollary 2.8. Assume the Fourier multiplier operator K(t, ∂x) satisfies∥∥∂̂αxK(t, ξ)∥∥L2
ξ
(|ξ|≤ 1
2
)
<∞, ∥∥K̂(t, ξ)∥∥
L∞
ξ
(|ξ|≥ 1
2
)
<∞, α ≥ 0.
Then, for any space-time Schwartz function f and any ǫ > 0,∥∥∂αxK(t, ∂x)f∥∥L2xy .
(∥∥∂̂αxK(t, ξ)∥∥L2
ξ
(|ξ|≤ 1
2
)
+
∥∥K̂(t, ξ)∥∥
L∞
ξ
(|ξ|≥ 1
2
)
)
· ∥∥〈∇〉α+ 12+2ǫ|∇| 12−ǫf∥∥
L1xy
. (2.14)
3. Proof of Lemma 1.3
This section provides the proof of Lemma 1.3. More precisely, we show that
‖(~u, ψ)‖Y . ‖(~u, ψ)‖X +Q(‖(~u, ψ)‖X),
where X, Y and Q are defined as in Introduction.
Proof of Lemma 1.3. First, we recall the basic inequality
‖g(x, y)‖L∞xy . ‖g‖
1
4
L2
‖∂xg‖
1
4
L2
‖∂yg‖
1
4
L2
‖∂x∂yg‖
1
4
L2
. ‖〈∇〉∂xg‖
1
2
L2xy
‖〈∇〉g‖
1
2
L2xy
.
(3.1)
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We now estimate each term in Y and start with the terms related to ψ. By interpolation,
‖〈∇〉3∂xψ(s, x, y)‖L2xy . ‖〈∇〉3∂xxψ‖
1
2
L2xy
‖〈∇〉3ψ‖
1
2
L2xy
. s−
5
8‖(~u, ψ)‖
1
2
X s
− 1
8‖(~u, ψ)‖
1
2
X
. s−
3
4‖(~u, ψ)‖X . (3.2)
By (3.1) and (3.2), we obtain
‖〈∇〉2∂xψ(s, x, y)‖L∞xy . ‖〈∇〉3∂xxψ‖
1
2
L2xy
‖〈∇〉3∂xψ‖
1
2
L2xy
. s−1‖(~u, ψ)‖X (3.3)
and
‖〈∇〉2ψ(s, x, y)‖L∞xy . ‖〈∇〉3∂xψ‖
1
2
L2xy
‖〈∇〉3ψ‖
1
2
L2xy
. s−
1
2‖(~u, ψ)‖X . (3.4)
The other terms in Y are a little tricky. We first construct the following two inequal-
ities, for j = 1, 2 and some 0 < α < 1,
‖〈∇〉Πj‖2 . s− 54‖(~u, ψ)‖αY ‖(~u, ψ)‖2−αX ; (3.5)
‖Πj‖∞ . s− 32‖(~u, ψ)‖αY ‖(~u, ψ)‖2−αX . (3.6)
Since the cases j = 1 and j = 2 can be treated the same way, we only deal with the case
j = 1. According to the expression of Π1 in (A.1),
‖〈∇〉Π1‖2 . ‖〈∇〉v‖2 ‖〈∇〉∂xu‖∞ + ‖〈∇〉v‖∞ ‖〈∇〉2u‖2 + ‖〈∇〉3ψ‖2 ‖〈∇〉2∂xψ‖∞
+ ‖〈∇〉u‖2 ‖〈∇〉∂xu‖∞ + ‖〈∇〉u‖2 ‖〈∇〉∂xv‖∞ + ‖〈∇〉∂xxψ‖∞ ‖〈∇〉2ψ‖2
=I1 + I2 + I3 + remainder terms.
The first three terms I1, I2 and I3 are typical of the terms on the right, and the estimates
of remainder terms are similar to them. Therefore, we shall only present their estimates.
I1 =‖〈∇〉v‖2 ‖〈∇〉∂xu‖∞
. ‖〈∇〉Nv‖
1
N
2 ‖v‖1−
1
N
2 ‖〈∇〉∂xu‖∞
.s
ε
N ‖(~u, ψ)‖
1
N
X · s−
5
4
(1− 1
N
)‖(~u, ψ)‖1−
1
N
Y · s−1‖(~u, ψ)‖X
.s−
9
4
+ 5
4
· 1
N
+ ε
N ‖(~u, ψ)‖1−
1
N
Y · ‖(~u, ψ)‖
1+ 1
N
X
.s−
5
4‖(~u, ψ)‖1−
1
N
Y · ‖(~u, ψ)‖
1+ 1
N
X ,
where ε > 0 is a small parameter and N has been chosen big enough.For the second
term, by interpolation we obtain
I2 =‖〈∇〉v‖∞ ‖〈∇〉2u‖2
.‖〈∇〉Nv‖1+
1−ε
N−1
2 ‖v‖
1− 1−ε
N−1
∞
.s
1−ε
N−1
·ε‖(~u, ψ)‖
1−ε
N−1
X s
− 3
2
(1− 1−ε
N−1
)‖(~u, ψ)‖1−
1−ε
N−1
Y s
ε‖(~u, ψ)‖X
.s−
5
4‖(~u, ψ)‖1−
1−ε
N−1
Y · ‖(~u, ψ)‖
1+ 1−ε
N−1
X .
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By (3.3), we have
I3 = ‖〈∇〉3ψ‖2 ‖〈∇〉2∂xψ‖∞ . s− 14‖(~u, ψ)‖X · s−1‖(~u, ψ)‖X . s− 54‖(~u, ψ)‖2X .
Thus, we have obtained that, for some α1 ∈ (0, 1),
‖〈∇〉Π1‖2 . s− 54‖(~u, ψ)‖2−α1X ‖(~u, ψ)‖α1Y .
Through similar computations, for some α2 ∈ (0, 1), we can get
‖〈∇〉∂xΠ1‖2 . s− 74‖(~u, ψ)‖2−α2X ‖(~u, ψ)‖α2Y .
Therefore, by Nash’s inequality, we obtain, for some α ∈ (0, 1),
‖Π1‖∞ . ‖〈∇〉∂xΠ1‖
1
2
2 ‖〈∇〉Π1‖
1
2
2 . s
− 3
2‖(~u, ψ)‖2−αX ‖(~u, ψ)‖αY .
Thus we complete the proof of (3.5) and (3.6).
Now, using the inequalities (3.2), (3.3), (3.5), (3.6) with j = 1 and (1.5), we have for
small η0 > 0, s ≥ 1,
‖u‖∞ . ‖∂tu‖∞ + ‖〈∇〉∂xψ‖∞ + ‖Π1‖∞
. s−
3
2‖(~u, ψ)‖X + s−1‖(~u, ψ)‖X + s− 32‖(~u, ψ)‖αY ‖(~u, ψ)‖2−αX
. s−1(‖(~u, ψ)‖X + C(η0) ‖(~u, ψ)‖2X) + s−1η0‖(~u, ψ)‖Y .
‖u‖2 . ‖∂tu‖2 + ‖〈∇〉∂xψ‖2 + ‖Π1‖2
.s−
5
4‖(~u, ψ)‖X + s− 34‖(~u, ψ)‖X + s− 54‖(~u, ψ)‖αY ‖(~u, ψ)‖2−αX
.s−
3
4 (‖(~u, ψ)‖X + C(η0) ‖(~u, ψ)‖2X) + s−
3
4 η0‖(~u, ψ)‖Y .
‖∂xu‖2 . ‖∂x∂tu‖2 + ‖〈∇〉∂xxψ‖2 + ‖∂xΠ1‖2
.‖〈∇〉∂tu‖2 + ‖〈∇〉∂xxψ‖2 + ‖〈∇〉Π1‖2
.‖〈∇〉∂tu‖2 + ‖〈∇〉∂xxψ‖2 + s− 54‖(~u, ψ)‖αY ‖(~u, ψ)‖2−αX
.s−
5
4 (‖(~u, ψ)‖X + C(η0) ‖(~u, ψ)‖2X) + s−
5
4 η0‖(~u, ψ)‖Y .
Similarly, by equation (1.6) and inequalities (3.3), (3.5) and (3.6) with j = 2, we have
‖v‖∞ . s− 32 (‖(~u, ψ)‖X + C(η0) ‖(~u, ψ)‖2X) + s−
3
2 η0‖(~u, ψ)‖Y .
‖v‖2 . s− 54 (‖(~u, ψ)‖X + C(η0) ‖(~u, ψ)‖2X) + s−
5
4 η0‖(~u, ψ)‖Y .
Therefore, collecting the estimates above, we prove that
‖(~u, ψ)‖Y . ‖(~u, ψ)‖X + η0‖(~u, ψ)‖Y + ‖(~u, ψ)‖2X .
Choosing η0 small enough, we get
‖(~u, ψ)‖Y . ‖(~u, ψ)‖X + ‖(~u, ψ)‖2X .
This completes the proof of Lemma 1.3. 
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4. Energy estimates
The rest of the sections are devoted to proving (1.17), namely
‖(~u, ψ)‖X . ‖(~u0, ψ0)‖X0 +Q
(‖(~u, ψ)‖Y ).
This section shows that the first term in the definition of the norm of X obeys this
inequality.
For this purpose, we first show that, for any real number σ > 0,
d
dt
(∥∥〈∇〉σ~u∥∥2
L2
+
∥∥〈∇〉σ~b∥∥2
L2
)
.
(
‖∇~u‖L∞ + ‖∇~b‖2L∞
)(
‖〈∇〉σ~u‖2L2 + ‖〈∇〉σ~b‖2L2
)
. (4.1)
To do so, we take advantage of (1.2), which is equivalent to (1.1). Applying 〈∇〉σ to
(1.2) and taking the inner product with (〈∇〉σ~u, 〈∇〉σ~b), we obtain, after integrating by
parts and invoking ∇ · ~u = 0,
1
2
d
dt
(∥∥〈∇〉σ~u∥∥2
L2
+
∥∥〈∇〉σ~b∥∥2
L2
)
+
∥∥〈∇〉σ~u∥∥2
L2
= −
∫
[〈∇〉σ, ~u · ∇]~u · 〈∇〉σ~u dx−
∫
[〈∇〉σ, ~u · ∇]~b · 〈∇〉σ~b dx
+
∫
[〈∇〉σ,~b · ∇]~b · 〈∇〉σ~u dx+
∫
[〈∇〉σ,~b · ∇]~u · 〈∇〉σ~b dx, (4.2)
where we have used the standard commutator notation
[〈∇〉σ, ~u · ∇]~u = 〈∇〉σ(~u · ∇~u)− ~u · ∇〈∇〉σ~u.
By Ho¨lder’s inequality and a standard commutator estimate, we have∣∣∣∣
∫
[〈∇〉σ, ~u · ∇]~u · 〈∇〉σ~u dx
∣∣∣∣ ≤ ∥∥[〈∇〉σ, ~u · ∇]~u∥∥L2 ∥∥〈∇〉σ~u∥∥L2
.
∥∥〈∇〉σ~u∥∥
L2
‖∇~u‖L∞
∥∥〈∇〉σ~u∥∥
L2
,
moreover, for some constant C > 0,∣∣∣∣
∫
[〈∇〉σ,~b · ∇]~u · 〈∇〉σ~b dx
∣∣∣∣ ≤ ∥∥[〈∇〉σ,~b · ∇]~u∥∥L2 ∥∥〈∇〉σ~b∥∥L2
.
(∥∥〈∇〉σ~u∥∥
L2
‖∇~b‖L∞ +
∥∥〈∇〉σ~b∥∥
L2
‖∇~u‖L∞
)∥∥〈∇〉σ~b∥∥
L2
≤ 1
4
‖〈∇〉σ~u∥∥2
L2
+ C
(
‖∇~b‖2L∞ + ‖∇~u‖L∞
)∥∥〈∇〉σ~b∥∥2
L2
.
The other two terms can be similarly bounded. We obtain (4.1) after we insert the
estimates above in (4.2). Setting σ = N and integrating (4.1) in time, we obtain∥∥〈∇〉N(~u,~b)∥∥2
L2
. ‖(~u0, ψ0)‖2X0 +
∫ t
1
(
‖∇~u‖L∞ + ‖∇~b‖2L∞
)
· ∥∥〈∇〉N(~u,~b)∥∥2
L2
ds.
To bound ‖∇~b‖L∞ , by the definition of Y ,
‖∇~b(s)‖2L∞ . ‖〈∇〉2ψ(s)‖2L∞ . s−1 ‖(~u, ψ)‖2Y .
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Also, we have
‖∇~u(s)‖L∞ ≤ ‖∇u(s)‖L∞ + ‖∇v(s)‖L∞ ≤ s−1‖(~u, ψ)‖Y .
Therefore,∥∥〈∇〉N(~u,~b)∥∥2
L2
. ‖(~u0, ψ0)‖2X0 +
∫ t
1
〈s〉−1+2ε ds (‖(~u, ψ)‖Y + ‖(~u, ψ)‖2Y ) ‖(~u, ψ)‖2Y
. ‖(~u0, ψ0)‖2X0 + t2ε (‖(~u, ψ)‖3Y + ‖(~u, ψ)‖4Y ).
This proves that
sup
t≥1
(
t−ε
∥∥〈∇〉N(~u(t), ∇ψ(t))∥∥
2
)
. ‖(~u0, ψ0)‖X0 + (‖(~u, ψ)‖3Y + ‖(~u, ψ)‖4Y )
1
2 .
5. Estimates on nonlinearities
This section estimates the nonlinear terms F0, F1, F2, defined in (1.10). These bounds
will be used in the proof of (1.17) given in the subsequent sections.
We will use the Littlewood-Paley projection operators. Let φ(ξ) be a smooth bump
function supported in the ball |ξ| ≤ 2 and equals one on the ball |ξ| ≤ 1. For any real
number M > 0 and f ∈ S ′ (tempered distributions), the projection operators can be
defined as follows:
P̂≤Mf(ξ) := φ(ξ/M) fˆ(ξ),
P̂>Mf(ξ) := (1− φ(ξ/M)) fˆ(ξ),
P̂Mf(ξ) := (φ(ξ/M)− φ(2ξ/M)) fˆ(ξ).
We also need the following estimate involving the Riesz transform R.
Lemma 5.1. For any ǫ > 0,∥∥Rf∥∥
L1xy
.
∥∥|∇|−ǫ〈∇〉2ǫf∥∥
L1xy
. (5.1)
The proof of Lemma 5.1 is presented in Appendix A.2.
Lemma 5.2. For any s ≥ 1,∥∥〈∇〉5|∇| 12−ǫF1(s, ·)∥∥L1xy . s− 32−εQ(‖(~u, ψ)‖Y ), (5.2)
where ǫ is same as in Corollary 2.8, and ε is same as in (1.15).
Proof. By definition (1.12),
F1 =− ∂x∂y
(
u ∂xψ
)− ∂x∂y(v ∂yψ)+ ∂tΠ1, (5.3)
where Π1 is explicitly given in Appendix A.1. Since F1 is a quadratic nonlinearity, we
write
F1 = F11(u, v) + F12(u, ψ) + F13(v, ψ) + F14(u, u) + F15(v, v) + F16(ψ, ψ),
where F11(u, v) is a collection of the terms which contain the unknown function (u, v),
and F12, · · · , F16 are defined similarly. To bound these terms, we split F1 into low
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frequency parts and high frequency parts. More precisely, for small δ > 0 to be specified
later, we write
F1 := F1,high + F1,low, (5.4)
where
F1,high = F11
(
(1− P≤sδ)u, v
)
+ F11
(
P≤sδu, (1− P≤sδ)v
)
+ · · · ,
F1,low = F11
(
P≤sδu, P≤sδv
)
+ · · · ,
that is, each term in F1,high contains at least one high frequency part and the terms in
F1,low involve only low frequencies.
Although the number of the terms in F1 is large, they can be treated similarly. For
the sake of clarity, we shall only present the estimates for a representative term. That
is, we write
F1 =
∂y∂y
∆
(
∂yψ ∂x∂yψt
)
+ similar terms. (5.5)
We now focus on the representative term ∂y∂y
∆
(
∂yψ ∂x∂yψt
)
. As in (5.4), we split it into
high and low frequency terms. First, we deal with those involving high frequencies,
which can be treated by a standard way (see [19] for some related analysis). We focus
on ∂x∂y
∆
(
∂yψ ∂x∂yP&sδψt
)
and by (5.1),∥∥∥〈∇〉5|∇| 12−ǫ∂y∂y
∆
(
∂yψ ∂x∂yP&sδψt
)∥∥∥
L1xy
.
∥∥∥〈∇〉5+2ǫ|∇| 12−2ǫ(∂yψ ∂x∂yP&sδψt)∥∥∥
L1xy
.
∥∥∥〈∇〉6(∂yψ ∂x∂yP&sδψt)∥∥∥
L1xy
.
∥∥∥〈∇〉6∂yψ∥∥∥
L2xy
∥∥∂x∂yP&sδψt∥∥L2xy + ∥∥∂yψ∥∥L2xy
∥∥∥〈∇〉6∂x∂yP&sδψt∥∥∥
L2xy
.
∥∥∥〈∇〉7ψ∥∥∥
L2xy
∥∥∥〈∇〉8P&sδψt∥∥∥
L2xy
.
Since ψt = −v − ~u · ∇ψ, we have, for the enough large N ,∥∥∥〈∇〉8P&sδψt∥∥∥
L2xy
.
∥∥∥〈∇〉8P&sδv∥∥∥
L2xy
+
∥∥∥〈∇〉8P&sδ(~u · ∇ψ)∥∥∥
L2xy
.s−(N−8)δ
(∥∥〈∇〉Nv∥∥
L2xy
+
∥∥〈∇〉N(~u · ∇ψ)∥∥
L2xy
)
.s−(N−8)δ
(∥∥〈∇〉Nv∥∥
L2xy
+
∥∥〈∇〉N~u∥∥
L2xy
· ∥∥〈∇〉N+1ψ∥∥
L2xy
)
.s−
3
2
−2ε
(
‖(~u, ψ)‖Y + ‖(~u, ψ)‖2Y
)
.
Therefore, combining with above two estimates, we obtain that∥∥∥〈∇〉5|∇| 12−ǫ∂y∂y
∆
(
∂yψ ∂x∂yP&sδψt
)∥∥∥
L1xy
. s−
3
2
−εQ
(‖(~u, ψ)‖Y ).
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Now we turn to F1,low. Again, using (5.1), we have∥∥∥〈∇〉5|∇| 12−ǫ∂y∂y
∆
(
∂yP≤sδψ ∂x∂yP≤sδψt
)∥∥∥
L1xy
=
∥∥∥〈∇〉5|∇| 12−ǫ∂y∂y
∆
P≤4sδ
(
∂yP≤sδψ ∂x∂yP≤sδψt
)∥∥∥
L1xy
.
∥∥∥〈∇〉5+2ǫ|∇| 12−2ǫP≤4sδ(∂yP≤sδψ ∂x∂yP≤sδψt)∥∥∥
L1xy
.s6δ
∥∥∂yP≤sδψ ∂x∂yP≤sδψt∥∥L1xy
.s6δ
∥∥∂yP≤sδψ∥∥L2xy∥∥∂x∂yP≤sδψt∥∥L2xy
.s8δ
∥∥ψ∥∥
L2xy
∥∥∂xψt∥∥L2xy .
Now we need the following estimate,∥∥∂xψt∥∥L2xy . s− 32 (‖(~u, ψ)‖Y +Q(‖(~u, ψ)‖Y )). (5.6)
Indeed, by equations (1.6) and (1.7), we have∥∥∂xψt∥∥L2xy .‖∂xv‖2 + ‖∂x(~u · ∇ψ)‖2
.‖∂x∂tv‖2 + ‖∂3xψ‖2 +
(‖∂xu‖2 + ‖∂xv‖2)‖〈∇〉ψ‖∞
+
(‖u‖∞ + ‖v‖∞)‖〈∇〉∂xψ‖2 + ‖∂xΠ2‖2. (5.7)
As in the proof of (3.6), we have
‖∂xΠ2‖2 . s− 32Q
(‖(~u, ψ)‖Y ).
Then, (5.6) follows from (5.7). By (5.6), for any 8δ ≤ 1
4
+ ε, we get∥∥∥〈∇〉5|∇| 12−ǫ∂y∂y−∆ (∂yP≤sδψ ∂x∂yP≤sδψt)
∥∥∥
L1xy
.s8δs−
7
4‖(~u, ψ)‖2Y
.s−
3
2
−εQ
(‖(~u, ψ)‖Y ).
This proves the lemma. 
Lemma 5.3. Let ǫ, ε be the same as in Lemma 5.2. Then for any s ≥ 1,∥∥〈∇〉5|∇| 12−ǫF2∥∥L1xy . s− 32−εQ(‖(~u, ψ)‖Y ). (5.8)
Proof. As before, we write
F2 =∂tΠ2 + ∂x∂x
(
~u∇ψ)
=− 2∂x∂y
∆
(
∂yψ ∂x∂yψt
)
+ similar terms. (5.9)
Since (5.9) has the similar form as (5.3), we have the same estimate as the one for F1.
The details are omitted here. 
The nonlinear term F0 behaves much differently from F1, F2, indeed, we have
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Lemma 5.4. Let ǫ, ε be the same as in Lemma 5.2. Then for any s ≥ 1,∥∥〈∇〉5|∇| 12−ǫF0∥∥L1xy .s−1−εQ(‖(~u, ψ)‖Y ); (5.10)∥∥〈∇〉 112 +2ǫ∇F0∥∥L1xy .s− 32+εQ(‖(~u, ψ)‖Y ); (5.11)∥∥〈∇〉5∇∂xF0∥∥L1xy .s− 32−εQ(‖(~u, ψ)‖Y ). (5.12)
Proof. By (1.11) we write
F0 =− (~u+ ~ut) · ∇φ−Π2
=− Π2 − ∂x∂yψ ∂xψ − Π1 ∂xψ + ∂2xψ ∂yψ − Π2 ∂yψ − u ∂xψt − v ∂yψt
=− ∂x∂y
∆
(
∂yψ ∂x∂yψ
)
+ similar terms. (5.13)
We also write
F0 := F0,low + F0,high,
where
F0,low = F0
(
P≤sδu, P≤sδv, P≤sδψ
)
.
We only consider F0,low, since the piece F0,high can be treated in the manner as in the
proof of Lemma 5.2. We need the following lemma.
Lemma 5.5. Let α > 0, N0 ≥ 0, then for any ǫ > 0,∥∥∥|∇|α〈∇〉N0 ∂x∂y−∆ f
∥∥∥
L1xy
. ‖f‖1−α+ǫ
L1xy
‖∂xf‖α−ǫL1xy +
∥∥〈∇〉N0−1+α+ǫ∂xf∥∥L1xy . (5.14)
The proof of Lemma 5.5 is presented in Appendix A.3.
To prove (5.10), we use Lemma 5.5 for α = 1
2
− ǫ to get∥∥∥〈∇〉 112 +2ǫ|∇| 12−ǫ∂x∂y−∆ (∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
.
∥∥∥∂yP≤sδψ ∂x∂yP≤sδψ∥∥∥ 12+2ǫ
L1xy
∥∥∥∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥ 12−2ǫ
L1xy
+
∥∥∥〈∇〉6+2ǫ∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥
L1xy
.
By Ho¨lder’s inequality, we have∥∥∥∂yP≤sδψ ∂x∂yP≤sδψ∥∥∥
L1xy
.
∥∥∂yP≤sδψ∥∥L2xy∥∥∂x∂yP≤sδψ∥∥L2xy
.s2δ
∥∥ψ∥∥
L2xy
∥∥∂xψ∥∥L2xy . s2δ−1∥∥(~u, ψ)∥∥2Y . (5.15)
Moreover, ∥∥∥∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥
L1xy
.
∥∥∂x∂yP≤sδψ∥∥2L2xy + ∥∥∂yP≤sδψ∥∥L2xy∥∥∂2x∂yP≤sδψ∥∥L2xy
.s2δ
∥∥∂xψ∥∥2L2xy + s2δ∥∥ψ∥∥L2xy∥∥∂2xψ∥∥L2xy
.s2δ−
3
2
∥∥(~u, ψ)∥∥2
Y
(5.16)
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and using (5.16),∥∥〈∇〉6+2ǫ∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥L1xy .s(6+2ǫ)δ
∥∥∥∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥
L1xy
.s9δ−
3
2
∥∥(~u, ψ)∥∥2
Y
. (5.17)
Therefore, combining (5.15)–(5.17), we deduce that, for any δ > 0 satisfying 9δ+ ε ≤ 1
2
,∥∥∥〈∇〉5|∇| 12−ǫ∂x∂y−∆ (∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
. s−1−ε
∥∥(~u, ψ)∥∥2
Y
.
For (5.11), we only need to prove∥∥∥〈∇〉5∇∂x∂y−∆ (∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
. s−
3
2
+εQ
(‖(~u, ψ)‖Y ).
By Lemma 5.1 and Lemma 5.5 for α = 1− ǫ, and by (5.15)–(5.17) we have∥∥∥〈∇〉5∇∂x∂y−∆ (∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
.
∥∥∥〈∇〉5+2ǫ|∇|1−ǫ∂x∂y−∆ (∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
.
∥∥∥∂yP≤sδψ ∂x∂yP≤sδψ∥∥∥2ǫ
L1xy
∥∥∥∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥1−2ǫ
L1xy
+
∥∥∥〈∇〉6+2ǫ∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥
L1xy
.
(
s2ǫ(2δ−1)+(1−2ǫ)(2δ−
3
2
) + s9δ−
3
2
)∥∥(~u, ψ)∥∥2
Y
.s−
3
2
+ε
∥∥(~u, ψ)∥∥2
Y
.
This gives (5.11). To prove (5.12), we only need to prove∥∥∥〈∇〉5∇∂x∂y−∆ ∂x(∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
. s−
3
2
−εQ
(‖(~u, ψ)‖Y ).
Again, ∥∥∥〈∇〉5∇∂x∂y−∆ ∂x(∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
.
∥∥∥〈∇〉5+2ǫ|∇|1−ǫ∂x∂y−∆ ∂x(∂yP≤sδψ ∂x∂yP≤sδψ)
∥∥∥
L1xy
.
∥∥∥∂x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥2ǫ
L1xy
∥∥∥∂2x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥1−2ǫ
L1xy
+
∥∥∥〈∇〉6+2ǫ∂2x(∂yP≤sδψ ∂x∂yP≤sδψ)∥∥∥
L1xy
.
(
s2ǫ(2δ−
3
2
)+(1−2ǫ)(2δ− 7
4
) + s9δ−
7
4
)∥∥(~u, ψ)∥∥2
Y
.s−
3
2
−ε
∥∥(~u, ψ)∥∥2
Y
,
where δ > 0 and satisfies 9δ+ε ≤ 1
4
. This gives (5.12). This finishes the proof of Lemma
5.4. 
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6. Estimates on ‖〈∇〉∂xxψ‖∞, ‖∂t~u‖∞, ‖〈∇〉∂x~u‖∞
This section continues the proof for (1.17). For the sake of clarity, we divide this
section into subsections with each one of them devoted to one term. The tool lemmas
in Section 2 will be used extensively here.
6.1. Estimate on ‖〈∇〉∂xxψ‖∞. Using the Duhamel formula, namely (2.4),
ψ(t, x, y) = K0(t, ∂x)ψ0 +K1(t, ∂x)(
1
2
ψ0 + ψ1) +
∫ t
1
K1(t− s, ∂x)F0(s) ds.
For notational convenience, we may sometimes write K0(t) for K0(t, ∂x) and K1(t) for
K1(t, ∂x). Therefore,
‖〈∇〉∂xxψ‖∞ . ‖〈∇〉∂xxK0(t)ψ0‖∞ + ‖〈∇〉∂xxK1(t)(1
2
ψ0 + ψ1)‖∞
+ ‖
∫ t
1
〈∇〉∂xxK1(t− s)F0(s)ds‖∞.
By Corollary 2.5 and Lemma 2.2,
‖〈∇〉∂xxK0(t)ψ0‖∞
.
(‖∂̂xxK0(t, ξ)‖L1
ξ
(|ξ|≤ 1
2
) + ‖K̂0(t, ξ)‖L∞
ξ
(|ξ|≥ 1
2
)
) ‖〈∇〉2+ε∂xx∂yψ0‖L1xy
.
(
t−
3
2 + e−t
)‖〈∇〉5+εψ0‖L1xy . t− 32‖〈∇〉5+εψ0‖X0 .
Since the estimates for K0 and K1 are the same, we also have
‖〈∇〉∂xxK1(t)(1
2
ψ0 + ψ1)‖∞ . t− 32
∥∥〈∇〉5+ε(1
2
ψ0 + ψ1)
∥∥
X0
.
Moreover,∥∥∥∥
∫ t
1
〈∇〉∂xxK1(t− s)F0(s) ds
∥∥∥∥
∞
.
∫ t
1
‖∂xxK1(t− s) 〈∇〉F0(s)‖∞ ds
.
∫ t
2
1
‖∂xxK1(t− s) 〈∇〉F0(s)‖∞ ds+
∫ t
t
2
‖∂xK1(t− s) 〈∇〉∂xF0(s)‖∞ ds. (6.1)
By Corollary 2.5, Lemma 2.2 and Lemma 5.4,∫ t
2
1
‖∂xxK1(t− s) 〈∇〉F0(s)‖∞ ds
.
∫ t
2
1
(‖∂̂xxK1(t− s, ξ)‖L1
ξ
(|ξ|≤ 1
2
) + ‖K̂1(t− s, ξ)‖L∞
ξ
(|ξ|≥ 1
2
))‖∇〈∇〉4+εF0(s)‖L1xy ds
.
∫ t
2
1
〈t− s〉− 32‖∇〈∇〉4+εF0(s)‖L1xy ds
.
∫ t
2
1
〈t− s〉− 32s− 32+ε ds ·Q(‖(~u, ψ)‖Y )
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. t−
3
2Q
(‖(~u, ψ)‖Y );
and ∫ t
t
2
∥∥∂xK1(t− s) 〈∇〉∂xF0(s)∥∥∞ ds
.
∫ t
t
2
(∥∥∂̂xK1(t− s, ξ)∥∥L1
ξ
(|ξ|≤ 1
2
)
+
∥∥K̂1(t− s, ξ)∥∥L∞
ξ
(|ξ|≥ 1
2
)
)‖〈∇〉3+ε∇∂xF0(s)‖L1xy ds
.
∫ t
t
2
〈t− s〉−1s− 32−ε dsQ(‖(~u, ψ)‖Y )
. t−
3
2 Q
(‖(~u, ψ)‖Y ).
Combining the estimates above, we obtain
sup
t≥1
(
t
3
2
∥∥〈∇〉∂xxψ(t)∥∥∞) . ‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y ).
6.2. Estimate of ‖〈∇〉∂t~u‖∞. Using the Duhamel formula, we obtain
∂tu(t, x) = K˙0(t)u0 + K˙1(t)(
1
2
u0 + u1) +
∫ t
1
K˙1(t− s)F1(s) ds,
then we have
‖∂t〈∇〉u(t)‖∞ ≤‖K˙0(t)〈∇〉u0‖∞ + ‖K˙1(t)〈∇〉(1
2
u0 + u1)‖∞
+ ‖
∫ t
1
K˙1(t− s) 〈∇〉F1(s) ds‖∞.
For the linear parts, by Lemmas 2.2, 2.3 and 2.4, we have
‖K˙0(t)〈∇〉u0‖L∞
ξ
.
∥∥̂˙K0(t, ξ)∥∥L1
ξ
(|ξ|≤ 1
2
)
∥∥∂y〈∇〉u0∥∥L1xy
+
∥∥〈ξ〉−1̂˙K0(t, ξ)∥∥L∞
ξ
(|ξ|≥ 1
2
)
∥∥∂y〈∇〉3+ǫu0∥∥L1xy
.t−
3
2
∥∥〈∇〉4+ǫu0∥∥L1xy .
Also we have,
‖K˙1(t)〈∇〉(1
2
u0 + u1)‖L∞xy . t−
3
2
∥∥〈∇〉3+ǫ(1
2
u0 + u1)
∥∥
L1xy
.
For the nonlinear part, by Lemma 5.2 we have
‖
∫ t
1
K˙1(t− s)〈∇〉F1(s) ds‖∞ .
∫ t
1
(
‖̂˙K1(t− s, ξ)‖L1
ξ
(|ξ|≤ 1
2
)
+ ‖̂˙K1(t− s, ξ)‖L∞
ξ
(|ξ|≥ 1
2
)
)
· ‖〈∇〉2+ε∇F1(s)‖L1xy ds
.
∫ t
1
〈t− s〉− 32 s− 32−εds ·Q(‖(~u, ψ)‖Y )
.t−
3
2Q(‖(~u, ψ)‖Y ).
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Combining with the estimates above, we deduce that
sup
t≥1
(
t
3
2
∥∥〈∇〉∂tu(t)∥∥∞) . ‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y ).
Similarly, by the Duhamel formula, we have
∂tv(t, x) = K˙0(t)v0 + K˙1(t)(
1
2
v0 + v1) +
∫ t
1
K˙1(t− s)F2(s) ds.
By using Lemma 5.3 instead, it obeys a similar estimate as the one for u. Therefore,
sup
t≥1
(
t
3
2
∥∥〈∇〉∂t~u(t)∥∥∞) . ‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y ).
6.3. Estimate of ‖∂x〈∇〉~u(t)‖∞. The estimate for ‖∂x〈∇〉u(t)‖∞ is similar as that on
‖∂t〈∇〉u(t)‖∞,
‖∂x〈∇〉u(t)‖∞ . ‖∂xK0(t)〈∇〉u0‖∞ + ‖∂xK1(t)〈∇〉(1
2
u0 + u1)‖∞
+ ‖
∫ t
1
∂xK1(t− s) 〈∇〉F1(s) ds‖∞
.t−1(‖〈∇〉3+εu0‖L1xy + ‖〈∇〉3+εu1‖L1xy)
+
∫ t
1
〈t− s〉− 32 s− 32−εds ·Q(‖(~u, ψ)‖Y )
.t−1
(‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
‖∂x〈∇〉v(t)‖∞ can be bounded similarly as the one for ‖∂x〈∇〉u(t)‖∞. We omit the
details. Thus,
sup
t≥1
(
t
∥∥〈∇〉∂x~u(t)∥∥∞) . ‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y ).
7. Estimates on ‖〈∇〉3ψ‖2, ‖〈∇〉3∂2xψ‖2, ‖∂3xψ‖2, ‖〈∇〉∂t~u‖2 and ‖∂x∂tv‖2
The estimates on ‖〈∇〉3ψ‖2, ‖〈∇〉2∂2xψ‖2, ‖∂3xψ‖2, ‖〈∇〉∂t~u‖2 and ‖∂x∂tv‖2 can be
similarly obtained as in section 6.
By Lemmas 2.2, 2.6 and 2.7,
‖〈∇〉3ψ‖2 . ‖K0(t)〈∇〉3ψ0‖2 + ‖K1(t)〈∇〉3(1
2
ψ0 + ψ1)‖2
+ ‖
∫ t
1
K1(t− s)〈∇〉3F0(s) ds‖L2
. t−
1
4 (‖〈∇〉4+εu0‖L1xy + ‖〈∇〉4+εu1‖L1xy) +
∫ t
1
(‖K̂1(t− s, ξ)‖L2
ξ
(|ξ|≤ 1
2
)
+ ‖K̂1(t− s, ξ)‖L∞
ξ
(|ξ|≥ 1
2
))‖ |∇|
1
2
−ε〈∇〉 72+2εF0(s)‖L1xy ds
.t−
1
4‖(~u0, ψ0)‖X0 +
∫ t
1
〈t− s〉− 14 s−1−εds ·Q(‖(~u, ψ)‖Y )
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.t−
1
4 (‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
We define a Fourier multiplier operator |∂x|1−2ε as
|∂x|1−2εf(x, y) =
∫
eixξ+iyη |ξ|1−2εf̂(ξ, η) dξ dη.
Then as before, by Lemmas 2.2, 2.6 and 2.7, we have
‖〈∇〉3∂2xψ‖2 . ‖∂2xK0(t)〈∇〉3ψ0‖2 + ‖∂2xK1(t)〈∇〉3(
1
2
ψ0 + ψ1)ψ0‖2
+ ‖
∫ t
1
∂2xK1(t− s)〈∇〉2F0(s) ds‖L2
. t−
5
4 (‖〈∇〉6+εu0‖L1xy + ‖〈∇〉6+εu1‖L1xy) +
∫ t
2
1
‖∂2xK1(t− s)〈∇〉2F0(s)‖L2 ds
+
∫ t
t
2
∥∥|∂x| 32−2εK1(t− s)〈∇〉2|∂x| 12+2εF0(s)∥∥L2 ds
. t−
5
4‖(~u0, ψ0)‖X0 +
∫ t
2
1
(
‖∂̂2xK1(t− s, ξ)‖L2
ξ
(|ξ|≤ 1
2
)
+ ‖K̂1(t− s, ξ)‖L∞
ξ
(|ξ|≥ 1
2
)
)
‖ |∇| 12−ε〈∇〉 112 +2εF0(s)‖L1xy ds
+
∫ t
t
2
(∥∥|ξ| 32−2εK̂1(t− s, ξ)∥∥L2
ξ
(|ξ|≤ 1
2
)
+
∥∥K̂1(t− s, ξ)∥∥L∞
ξ
(|ξ|≥ 1
2
)
)
‖ 〈∇〉5+2ε∇F0(s)‖L1xy ds
.t−
5
4‖(~u0, ψ0)‖X0 +
∫ t
2
1
〈t− s〉− 54 s−1−εds ·Q(‖(~u, ψ)‖Y )
+
∫ t
t
2
〈t− s〉−1+ε s− 32+εds ·Q(‖(~u, ψ)‖Y )
.t−
5
4
(‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
Now we consider ‖∂3xψ‖2. By Lemmas 2.2, 2.6 and 2.7,
‖∂3xψ‖2 . ‖∂3xK0(t)ψ0‖2 + ‖∂3xK1(t)(
1
2
ψ0 + ψ1)‖2
+ ‖
∫ t
1
∂3xK1(t− s)F0(s) ds‖L2
. t−
7
4 (‖〈∇〉4+εu0‖L1xy + ‖〈∇〉4+εu1‖L1xy) +
∫ t
2
1
‖∂3xK1(t− s)F0(s)‖L2 ds
+
∫ t
t
2
‖ |∂x| 32−2εK1(t− s)|∂x| 32+2εF0(s)‖L2 ds.
We proceed in the same as in the previous estimate,
‖∂3xψ‖2 . t−
7
4‖(~u0, ψ0)‖X0 +
∫ t
2
1
〈t− s〉− 74 ∥∥ |∇| 12−ε〈∇〉 72+2εF0(s)∥∥L1xyds
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+
∫ t
t
2
〈t− s〉−1+ε ‖∇∂x〈∇〉2+2εF0‖L1xyds
.t−
7
4‖(~u0, ψ0)‖X0 +
∫ t
2
1
〈t− s〉− 74 s−1−εds ·Q(‖(~u, ψ)‖Y )
+
∫ t
t
2
〈t− s〉−1+ε s− 32−εds ·Q(‖(~u, ψ)‖Y )
.t−
3
2
(‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
We now bound ‖〈∇〉∂t~u‖2. By the Duhamel formula,
‖〈∇〉∂tu‖2 . ‖K˙0(t)〈∇〉u0‖2 + ‖K˙1(t)〈∇〉(1
2
u0 + u1)‖2
+
∥∥ ∫ t
1
K˙1(t− s) 〈∇〉F1(s) ds
∥∥
2
.
By Lemma 2.2,
‖K˙0(t)〈∇〉u0‖2 + ‖K˙1(t)〈∇〉(1
2
u0 + u1)‖2
. t−
5
4 (‖〈∇〉3+εu0‖L1xy + ‖〈∇〉2+εu1‖L1xy).
By Lemmas 2.6, 2.7 and 5.2,∥∥ ∫ t
1
K˙1(t− s) 〈∇〉F1(s) ds
∥∥
2
.
∫ t
1
(
‖̂˙K1(t− s)‖L2
ξ
(|ξ|≤ 1
2
) + ‖̂˙K1(t− s)‖L∞
ξ
(|ξ|≥ 1
2
)
)∥∥|∇| 12−ε〈∇〉 32+εF1(s)∥∥2
.
∫ t
1
〈t− s〉− 54 s− 32−ε dsQ(‖(~u, ψ)‖Y )
.t−
5
4 Q
(‖(~u, ψ)‖Y ).
Therefore,
‖〈∇〉∂tu‖2 . t− 54
(‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
Similarly,
‖〈∇〉∂tv‖2 . ‖K˙0(t)〈∇〉v0‖2 + ‖K˙1(t)〈∇〉(1
2
v0 + v1)‖2
+
∥∥ ∫ t
1
K˙1(t− s) 〈∇〉F2(s) ds
∥∥
2
.t−
5
4
(‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
Moreover,
‖∂x∂tv‖2 . ‖K˙0(t)∂xv0‖2 + ‖K˙1(t)∂x(1
2
v0 + v1)‖2
+ ‖
∫ t
1
∂xK˙1(t− s)F2(s) ds‖2
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. t−
3
2 (‖〈∇〉3+εv0‖L1xy + ‖〈∇〉2+εv1‖L1xy) +
∫ t
1
t−
3
2
∥∥ |∇| 12−ε〈∇〉 32+2εF2∥∥L1xyds
.t−
3
2‖(~u0, ψ0)‖X0 +
∫ t
1
〈t− s〉− 32 s− 32−εds ·Q(‖(~u, ψ)‖Y )
.t−
3
2
(‖(~u0, ψ0)‖X0 +Q(‖(~u, ψ)‖Y )).
Appendix A.
This appendix serves four purposes. It gives an explicit representation of Π1 and Π2,
which has been used in the estimates of F0, F1 and F2. It also provides the proofs of
Lemma 5.1 and Lemma 5.5. Finally, the properties of the pressure are also given here.
A.1. Another expression of Πj, j = 1, 2. This subsection writes out each term of Π1
and Π2 explicitly. Π1 and Π2 are previously represented in vector form in (1.8) and (1.9),
respectively. Our key point here is that each term is written in a way that it possesses
as many directives in the x-direction as possible. As seen from Lemma 2.2 in Section 2,
the more x−derivatives a term has, the faster it decays in time. This point has played
an important role in the estimates of F0, F1 and F2 in Section 5.
Π1 =− u∂xu− v∂yu+ ∂xy
∆
(u∂xv)− ∂xy
∆
(v∂xu)
+
∂xx
∆
(u∂xu) +
∂xx
∆
(v∂yu)− ∂xψ∂xxψ − ∂xψ∂yyψ
+
∂xy
∆
(∂yψ∂xxψ) +
∂yy
∆
(∂yψ∂xyψ) +
∂xx
∆
(∂xψ∂xxψ) +
∂xx
∆
(∂xψ∂yyψ), (A.1)
and
Π2 =− u∂xv − v∂yv + ∂xy
∆
(u∂xu) +
∂xy
∆
(v∂yu)
+
∂yy
∆
(u∂xv) +
∂yy
∆
(v∂yv)− ∂yyψ∂yψ − ∂xxψ∂yψ
+
∂yy
∆
(∂xxψ∂yψ) +
∂yy
∆
(∂yyψ∂yψ) +
∂xy
∆
(∂xxψ∂xψ) +
∂xy
∆
(∂yyψ∂xψ)
=− ∂xx
∆
(u∂xv)− ∂xx
∆
(v∂yv) +
∂xxy
∆
(uu) +
∂xyy
∆
(uv)− ∂xx
∆
(∂xxψ∂yψ)
− ∂xx
∆
(∂yyψ∂yψ) +
1
2
∂xxy
∆
(∂xψ∂xψ) +
∂xyy
∆
(∂xψ∂yψ)− ∂xy
∆
(∂yψ∂xyψ)
=− 2∂xx
∆
(u∂xv) + ∂x(uv) + 2
∂xy
∆
(u∂xu)
− 2∂xy
∆
(∂yψ∂xyψ) +
∂xy
∆
(∂xψ∂xxψ) +
∂yy
∆
(∂yψ∂xxψ) +
∂yy
∆
(∂xψ∂xyψ). (A.2)
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A.2. Proof of Lemma 5.1. It is easily followed by the Littlewood-Paley’s decomposi-
tion. Indeed,∥∥Rf∥∥
L1xy
≤
∑
M≤1
∥∥PMRf∥∥L1xy + ∑
M≥1
∥∥PMRf∥∥L1xy
≤
∑
M≤1
∥∥PMf∥∥L1xy +∑
M≥1
∥∥PMf∥∥L1xy
.
∑
M≤1
M ǫ
∥∥PM |∇|−ǫf∥∥L1xy + ∑
M≥1
M−ǫ
∥∥PM〈∇〉ǫf∥∥L1xy
.
∥∥|∇|−ǫ〈∇〉2ǫf∥∥
L1xy
.
This prove Lemma 5.1.
A.3. Proof of Lemma 5.5. By the Littlewood-Paley decomposition,∥∥∥|∇|α〈∇〉N0 ∂x∂y−∆ f
∥∥∥
L1xy
.
∑
M≤1
Mα−1
∥∥∂xf∥∥L1xy + ∑
M≥1
MN0+α−1
∥∥∂xf∥∥L1xy
.
∑
M≤1
M
ǫ
α−ǫM−1
∥∥∇∂xf∥∥α−ǫL1xy ∥∥∂xf∥∥1−α+ǫL1xy
+
∑
M≥1
M−ǫ
∥∥〈∇〉N0−1+α+ǫ∂xf∥∥L1xy
.
∑
M≤1
M
ǫ
α−ǫ
∥∥∂xf∥∥α−ǫL1xy ∥∥f∥∥1−α+ǫL1xy + ∥∥〈∇〉N0−1+α+ǫ∂xf∥∥L1xy
.‖f‖1−α+ǫ
L1xy
‖∂xf‖α−ǫL1xy +
∥∥〈∇〉N0−1+α+ǫ∂xf∥∥L1xy .
This proves Lemma 5.5.
A.4. Properties of the pressure P . First of all, by applying ∇ · ~u = 0, we have
P =
∇ · [∇ · (∇φ⊗∇φ+ ~u⊗ ~u)]
−∆
= −2∂yφ+
∇ · [∇ · (∇ψ ⊗∇ψ + ~u⊗ ~u)]
−∆ .
Therefore, for any t ≥ 1, by Sobolev’ inequality,
‖P (t)‖HN .‖∂yψ‖HN + ‖∇ψ ⊗∇ψ‖HN + ‖~u⊗ ~u‖HN
.‖∇ψ‖HN + ‖∇ψ‖∞‖∇ψ‖HN + ‖~u‖∞‖~u‖HN
.tε
(‖(~u, ψ)‖Y + ‖(~u, ψ)‖2Y )
.ε0 t
ε.
This implies that P ∈ C([1,∞);HN(R2)). Furthermore,
‖P (t)‖∞ .‖∂yψ‖∞ + ‖〈∇〉2(∇ψ ⊗∇ψ)‖2 + ‖〈∇〉2(~u⊗ ~u)‖2
.‖∇ψ‖∞ + ‖〈∇〉3ψ‖2‖∇ψ‖∞ + ‖〈∇〉2~u‖2‖~u‖∞
.t−
1
2
(‖(~u, ψ)‖Y + ‖(~u, ψ)‖2Y )
.ε0 t
− 1
2 .
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