Introduction

5
One of the most challenging medical cases a clinician usually faces in everyday practice is that 
21
WHO, it is estimated between 4 to 10 per 1000 people) and the unnecessary treatment costs, the 22 estimated annual cost of epilepsy misdiagnosis only in England is around £189 million [5] .
23
The most common diagnostic issue that medical experts routinely deal with, is the 24 differentiation between an epileptic seizure commonly manifested by generalized spike wave 25 discharges (GSW), a psychogenic non-epileptic seizure (PNES) [6] and a vasovagal/ vasodepressor 26 syncope (VVS) [7] . Figures 1 to 3 show examples of the different epileptic and non-epileptic events 27 investigated in our study. association of hypotension and bradycardia. The term "vasovagal" indicates that both blood vessels 10 and heart were implicated and since atropine reversed the bradycardia but not the hypotension he 11 considered vasodilatation as the primary responsible factor. As such, PNES and VVS are generally 12 considered to be physical symptoms of an underlying psychological disturbance, triggered by extreme 13 stress-related or emotional events. Clinical characteristics, such as stable ictal heart rate, pelvic 
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Despite such diagnostic uncertainty, to the best of our knowledge, only a few studies have been
20
proposed in the literature for automated classification between epileptic and non-epileptic pathological 21 events from EEG. Poulos et al. [15] proposed an algorithm which estimates a number of auto-22 correlated coefficients extracted from an appropriately selected epileptic EEG segment and examines 1 whether these coefficients are correlated with the coefficients of the unknown EEG segments in order 2 to classify the latest into epileptic or non-epileptic. In [16] a LVQ1 neural network was trained on an 3 appropriately extracted set of auto-correlation coefficients (codebook) and the resulting model was 4 used to classify the corresponding feature vectors of the unknown EEG segments. However, both the 5 aforementioned studies do not consider different types of non-epileptic events, which constitutes a 6 fundamental clinical problem. In our previous works [17, 18] , the non-epileptic class was extended to 7 include both PNES and VVS events. In order to automatically classify epileptic and non-epileptic 8 EEG epochs, several temporal and spectral features were extracted from different channels and 9 combined to a large feature vector as a representative signature for each epoch.
10
Broadly speaking, raw EEG signals are naturally born with more than two modes (dimensions)
11
of time and space and represented by a multi-way array (tensor). In addition, the process of feature 12 extraction produces structured high-order multi-way arrays that are usually very high dimensional,
13
with large amount of redundancy, while occupying only a subspace of the input space [19] . However, the original feature space to a reduced space) was learned, its application to unknown EEG segments 28 would only require a few matrix multiplications.
6
The rest of this paper is organized as follows. Firstly, Section 2 is devoted to the proposed 1 tensor-based scheme, data description, parameterization and pre-processing of EEG signals and 2 classification. In Section 3, the experimental results are presented and a direct comparison with a 3 scheme using linearized feature vectors is performed along with some discussion. The final section is 4 devoted to some concluding remarks. 
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(see Section 2.3 for more details) were estimated for each of the channels, resulting in a third-order
17
feature tensor with being the total number of windows. In particular, the constructed
18
training tensor is a third-order tensor with modes the EEG channels, the features and the time epochs.
19
Then, based on tensor decomposition, the proposed method extracts simultaneously dominant 20 temporal, spatial and spectral information from the training data, seeking an optimal discriminative 
5
In this scheme, TUCKER-2 was applied to extract the discriminative multi-linear subspace.
6
Given the tensor , its TUCKER-2 model, expressed as a decomposition of a 3-D tensor into 7 two basis factors and a core tensor, is defined as:
8 with the symbol denoting the n-mode product of a tensor with a matrix along the mode-n (i.e. tensor 
18
Here, the values of the both parameters were set to two maximizing the classification of epilepsy type 19 in our recordings.
20
During the test phase, the calculated basis factors were used as a projected filter to perform 21 feature extraction and finally the test features were used to feed the classification model. 
10
Euclidean distance was selected as the distance metric. After testing the parameter space, was 11 chosen empirically. Moreover, the Gaussian radial basis function (RBF) for the SVM kernel was used.
12
Polynomial-based kernels were also considered, but their performance was considerably lower than the
13
RBF kernel. The values of the soft margin parameter and the scaling factor were found 14 to offer optimal classification performance after a grid search at all combinations of 15 and . 16
Experimental Results and Discussion
17
The tensor-based classification scheme presented in Section 2.1 was applied to the EEG dataset 18 described in 2.2 in order to be compared with our previous classification scheme [17] that uses matrix 
24
between seizure onset and offset were used as testing samples. Error! Reference source not found. 25
shows the number of epochs that were extracted from each subject during the seizure(s). The accuracy of the proposed scheme for classifying between epileptic (GSW) and non-epileptic
27
7
(VVS, PNES) events, for the investigated classifiers, is shown in Fig. 5 . The overall highest accuracy 8 was 97.7% achieved by the KNN classifier, with the second highest being 96.1% using SVM as a 9 classification model. On the other hand, the overall highest accuracy achieved by the scheme with the 10 matrix representation of the linearized feature vectors was 86% for the BayesNet classifier. As can be 11 seen, the performance of the tensor-based scheme was considerably higher compared to the scheme 12 where the original features (without tensor decomposition) were utilized to drive the classifiers. In 
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In a further step, to make a fair comparison of the two schemes, we tried to optimize the scheme 
6
PCA is a transformation that finds the optimal linear combinations of the features, in the sense 7 that they represent the data with the highest variance in a feature subspace, without taking the intra- 
3
As can be seen, 198 eigenvectors are required in order to achieve 100% variance while in order to 4 achieve 99,9% variance, only 5 retained eigenvectors are required. The classification performance for 5 different number of retained eigenvectors with respect to the BayesNet classifier is shown in Table 2 .
6
For the evaluation of the scheme without tensor decomposition we selected the BayesNet classifier, 7 since it was the one that reached the highest accuracy. The maximum accuracy, which is 85,85%, is 8 achieved when 7 components are retained (99,9% retained variance). Although PCA does not improve 9 the accuracy of the scheme without tensor decomposition, it provides an accuracy which is almost 10 equal to the initial one obtained with a feature vector of significantly lower dimensionality.
11
Retained Components
Retained Variance to the explanation of the data variance, since standardizing implies assigning equal importance to all 2 variables. As a result, when standardizing the data many more principal components are required to 3 achieve the same variance (in order to achieve 99% variance, 115 retained eigenvectors are required).
4
However, when standardizing the data, it seems that the additional components introduce noise 5 resulting to significantly reduced classification accuracy.
6
As an alternative strategy for dimensionality reduction, we examined the discriminative power of 7 the extracted features for the classification of epileptic and non-epileptic EEG events by feature 8 ranking. The t-test was used for estimating the importance of each feature in binary classification. In 9 this study, ranking is performed by following a leave-one-out strategy on the available subjects.
10
Specifically, for each leave-one-out experiment, feature ranking is performed using the t-test in each 
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As can be seen in the above figure the highest classification accuracy is achieved when a small 20 subset of discriminative features is used. Specifically, the scheme without tensor decomposition 
