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 BAB III 
METODOLOGI PENELITIAN 
 
3.1 Lokasi Penelitian dan Waktu Penelitian 
 Penelitian dilakukan di Bursa Efek Indonesia (BEI). Ditetapkannya Bursa 
Efek Indonesia sebagai tempat penelitian dengan mempertimbangkan bahwa 
Bursa Efek Indonesia merupakan salah satu pusat penjualan saham perusahaan-
perusahaan yang go-public di Indonesia. Waktu penelitian dimulai pada saat 
penulis mengajukan riset untuk penelitian ini yaitu dimulai dari bulan Januari 
2018. 
 
3.2 Jenis dan Sumber Data 
 Menurut sumbernya Data penelitian digolongkan menjadi dua yaitu data 
primer yakni data yang diperoleh langsung dari subjek penelitian dengan 
menggunakan alat pengukuran atau alat pengambilan data langsung pada subjek 
sebagai informasi yang dicari, sedangkan data sekunder adalah data yang 
diperoleh lewat pihak lain, tidak langsung diperoleh oleh peneliti dari subjek 
penelitiannya, data yang digunakan dalam penelitian ini yaitu menggunakan data 
sekunder berupa Annual Report/laporan tahunan dan ringkasan kinerja perusahaan 
Farmasi yang tercatat dan historikal saham, yang diperoleh melalui situs 
www.idx.co.id. 
 
3.3 Metode Pengumpulan Data 
 Data yang dikumpulkan dalam penelitian ini adalah data sekunder 





dokumentasi adalah mencari data mengenai hal-hal atau variabel yang berupa 
catatan, transkip, buku, surat kabar, majalah, dan lain-lain. 
 
3.4 Populasi dan Sampel 
 Menurut Sugiyono (2012:115), populasi merupakan wilayah generasi yang 
terdiri dari objek atau subjek yang mempunyai karakteristik tertentu yang 
ditentukan peneliti untuk dipelajari dan ditarik kesimpulannya. Sedangkan sampel 
adalah bagian dari jumlah karakteristik yang dimiliki oleh populasi tersebut. 
Sugiono (2012:73). 
 Populasi sampel yang diambil pada penelitian ini adalah seluruh 
perusahaan Farmasi yang terdaftar di Bursa Efek Indonesia periode 2013-2017. 
Jumlah populasi penelitian ini adalah 10 perusahaan Farmasi. Jumlah sampel yang 
digunakan dalam penelitian ini sebanyak 6 perusahaan periode 2013-2017. 
Metode sampel yang diambil pada penelitian ini menggunakan purposive 
sampling supaya diperoleh sampel yang representatif, sesuai dengan tujuan 
penelitian. Purposive sampling merupakan teknik pengambilan yang termasuk ke 
dalam teknik sampling nonprofitabilitas, dimana teknik tersebut terbagi atas 
purposive sampling, snow-ball sampling, quote sampling dan accidental 
sampling. Porpose sampling menurut Sugiono (2012:122) adalah teknik 
pengambilan sampel sumber data dengan pertimbangan dan kriteria tertentu. 







1. Perusahaan harus berjenis industri Farmasi yang terdaftar di Bursa Efek 
Indonesia (BEI) periode 2013-2017. 
2. Perusahaan harus mempunyai laporan keuangan tahunan yang berakhir pada 
tanggal 31 Desember. Perusahaan yang laporan keuangannya tidak berakhir 
tanggal 31 Desember dikeluarkan dari sampel. Hal ini dilakukan untuk 
menghindari adanya pengaruh waktu persial dalam pengukuran variabel. 
3. Perusahaan sektor farmasi yang menerbitkan laporan keuangan dan Annual 
Report / laporan tahunan lengkap secara berturut – turut selama pengamatan 
tahun 2013-2017.  
4. Perusahaan harus tidak menunjukkan adanya saldo total ekuitas dan laba yang 
negative pada laporan keuangannya pada tahun 2013-2017. Karena saldo 
ekuitas dan laba yang negative sebagai penyebut dalam perhitungan rasio 
menjadi tidak bermakna dalam perhitungan rasio keuangan. 
Tabel 3.1 Proses Pemilihan Sampel 
NO KETERANGAN JUMLAH 
SAMPEL 
1 Perusahaan Farmasi yang terdaftar di BEI dari tahun 2013 
sampai tahun 2017 
10 
2 Perusahaan yang tidak memiliki laporan keuangan tahunan 
yang berakhir pada tanggal 31 desember 
2 
3 Perusahaan yang memiliki saldo ekuitas dan laba yang 
negative 
2 
∑ Jumlah perusahaan sampel 6 







Tabel 3.2 Nama dan kode perusahaan yang menjadi sampel 
NO NAMA PERUSAHAAN-PERUSAHAAN 
FARMASI 
KODE PERUSAHAAN 
1 PT. Kalbe Farma Tbk KLBF 
2 PT. Kimia Farma Tbk KAEF 
3 PT. Tempo Scan Pasific Tbk TSPC 
4 PT. Marck Tbk MERK 
5 PT. Darya-Varia Laboratorium Tbk DVLA 
6 PT. Indofarma (Persero) Tbk INAF 
Sumber : IDX Perusahaan Farmas 
 
3.5 Variabel Penelitian dan Definisi Operasional 
 Menurut Sugiyono (2012:58) Variabel penelitian adalah segala sesuatu 
yang berbentuk apa saja yang diterapkan oleh peneliti untuk dipelajari sehingga 
diperoleh informasi tentang hal tersebut, kemudian ditarik kesimpulannya. Dalam 
penelitian ini terdapat dua variabel yang akan diteliti yaitu sebagai berikut: 
Tabel 3.3 Definisi Operasional 
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3.6 Metode Analisis Data 
 Metode Analisis data adalah cara pengelola data yang terkumpul untuk 
kemudian dapat memberikan interprestasi hasil pengolahan data yang digunakan 
untuk menjawab permasalahan yang telah dirumuskan, penelitian ini 





variabel Kepemilikan saham publik, kepemilikan saham institusional, growth 
opportunity dan Profitabilitas terhadap Nilai Perusahaan pada perusahaan-
perusahaan Farmasi yang terdaftar di BEI. 
 Dalam penelitian ini digunakan analisis regresi data panel. Data panel 
adalah jenis data yang merupakan gabungan dari data time series (runtun waktu) 
dan cross section (seksi silang) (Winarno, 2011). Keunggulan dari penggunaan 
data panel salah satunya adalah dapat memberikan data yang lebih informatif dan 
lebih baik dalam mendeteksi dan mengatur efek yang tidak dapat diamati dalam 
data time series dan cross section. 
 Penelitian ini dibuat dengan menggunakan multiple regression yang 
didalam pengujiannya akan dilakukan dengan bantuan program Eviews versi 9 
sebelum melakukan analisis regresi, data-data yang digunakan harus lolos dari 
empat uji asumsi klasik untuk model regresi yaitu uji normalitis, uji 
multikolinieritas, uji heteroskedastisitas, dan uji autokorelasi. 
3.6.1 Analisis Deskriptif 
 Statistik Deskriptif memberikan gambaran atau Deskriptif suatu data yang 
dilihat dari Nilai Rata-Rata (Mean), Standar Deviasi, Varian, Maksimum, 
Minimum, Sum, Range, Kurtosis dan Skewness (Kemencengan Distribusi) 
(Ghozali, 2013). 
3.6.2 Uji Asumsi Klasik 
 Model regresi memiliki beberapa asumsi dasar yang harus dipenuhi untuk 





Unbiased Estimator). Asumsi-asumsi dasar tersebut mencakup normalitis, 
multikolinearitas, heteroskedastisitas dan autokorelasi. 
3.6.2.1 Uji Normalitas 
 Uji Normalitas ini bertujuan untuk menguji apakah dalam sebuah model 
regresi, antara variabel dependen, variabel independen dan keduanya mempunyai 
distribusi normal atau mendekati normal. Uji normalitas menjadi sangat popular 
dan tercangkup dibeberapa komputer statistik. (Gujarati, 2006). 
 Uji normalitas residual metode Ordinary Least Square secara formal dapat 
dideteksi dari metode yang di kembangkan oleh Jurque-Bera (JB). Deteksi 
dengan melihat Jurque Bera yang merupakan asimtosis (sampel besar dan 
didasarkan atas residual Ordinary Least Square). Uji ini dengan melihat 
probabilitas Jurque Bera (JB) sebagai berikut : (Gujarati, 2006). 
Langkah-langkah pengujian normalitas data sebagai berikut: 
 Hipotesis: H0: Model berdistribusi normal 
   H1: Model tidak berdistribusi normal 
Bila probabilitas Obs*R2   0.05 maka signifikan, H0 diterima 
Bila probabilitas Obs*R2   0.05 maka tidak signifikan , H0 ditolak 
2.6.2.2 Uji Multikolinearitas 
 Multikolinearitas berarti adanya hubungan linear yang sempurna atau pasti 
diantara beberapa atau semua variabel yang menjelaskan (independen) dari model 
regresi (Gujarati, 2006). Sedangkan menurut Nahrowi (2006) jika tidak ada 





akan sama dengan koefisien pada regresi sederhana. Hubungan linear antar 
variabel bebas inilah yang disebut dengan Multikolinearitas. 
 Dalam penelitian ini penulis akan melihat Multikolinearitas dengan 
menguji koefisien korelasi (r) berpasangan yang tinggi di antara variabel-variabel 
penjelas. Sebagai aturan main yang kasar (rule ofthumb), jika koefisien korelasi 
cukup tinggi katakanlah diatas 0.8 maka diduga terjadinya Multikolinearitas 
dalam model. Sebaliknya jika koefisien korelasi rendah maka diduga model tidak 
mengandung Multikolinearitas. 
 Uji koefisien korelasinya yang mengandung unsur kolinearitas, misalnya 
variabel X1 dan X2. Langkah-langkah pengujian sebagai berikut: 
 Bila r   0.8 (Model ini terdapat Multikolinearitas) 
 Bila r   0.8 (Terdapat Multikolinearitas) 
3.6.2.3 Uji Heteroskedastisitas 
 Uji Heteroskedastisitas bertujuan untuk menguji apakah dalam model 
regresi terjadi ketidak samaan varian dari residual satu pengamatan ke 
pengamatan yang lain. Jika varian dari residual satu pengamatan ke pengamatan 
lain tetap, maka disebut Heteroskedastisitas dan jika varian tidak konstan atau 
berubah-ubah disebut dengan Heteroskedastisitas. (Nachrowi, 2008). 
 Untuk melacak keberadaan Heteroskedastisitas dalam penelitian ini 
digunakan uji White. Dengan langka-langkah pengujian sebagai berikut: 
 Hipotesis : H0: Model tidak terdapat Heteroskedastisitas 
   H1: Terdapat Heteroskedastisitas 





Bila probabilitas Obs*R2   0.05 maka tidak signifikan , H0 ditolak 
 Apabila probabilitas Obs*R2 lebih besar dari 0.05 maka model tersebut 
tidak terdapat Heteroskedastisitas. Sebaliknya jika probabilitas Obs*R2 lebih 
kecil dari 0.05 maka model tersebut dipastikan terdapat Heteroskedastisitas. Jika 
model tersebut harus ditanggulangi melalui transformasi logaritma natural dengan 
cara membagi persamaan regresi dengan variabel independen yang mengandung 
Heteroskedastisitas. 
2.6.2.4 Uji Autokolerasi 
 Autokolerasi bisa didefinisikan sebagai korelasi di antar anggota observasi 
yang diurut menurut waktu (seperti deret berkala) atau ruang (seperti data lintas-
sektoral) (Gujarat, 2006). Autokolerasi merupakan penyebab yang akibat data 
menjadi tidak stasioner, sehingga bila data dapat distasionerkan maka 
Autokolerasi akan hilang dengan sendirinya, karena metode transformasi data 
untuk membuat data yang tidak stasioner sama dengan transformasi data untuk 
menghilangkan Autokolerasi. 
 Untuk melihat ada tidaknya penyakit Autokolerasi dapat juga digunakan 
uji Langrange Multiplier (LM Test) atau yang disebut Uji Breusch-Godfrey 
dengan membandingkan nilai probaabilitas R-Squared dengan   = 0.05. langkah-
langkah pengujian sebagai berikut (Gujarat 2006). 
 Hipotesis: H0: Model tidak ter Autokorelasi 
   H1: Terdapat Autokorelasi 
Bila probabilitas Obs*R2   0.05 maka signifikan, H0 diterima 





Apabila probabilitas Obs*R2 lebih besar dari 0.05 maka model tersebut 
tidak terdapat autokorelasi. Apabila probabilitas Obs*R2 lebih kecil dari 0,05 
maka model tersebut terdapat autokorelasi. 
3.6.3 Analisis Regresi dengan Data Panel 
 Menurut Winamo (2011), data panel dapat didefinisikan sebagai gabungan 
antara data silang (cross section) dengan data runtut waktu (time series). Nama 
lain dari panel adalah pool data, kombinasi data time series dan cross section, 
micropanel data, longitudinal data, analisis even history dan analisis cohort. 
Pemilihan model dalam analisis ekonometrika merupakan langkah penting di 
samping pembentukan model teoritis dan model yang dapat ditaksir, estimasi 
pengujian hipotesis, peramalan, dan analisis mengenai implikasi kebijakan model 
tersebut. Penaksiran suatu model ekonomi diperlukan agar dapat mengetahui 
kondisi yang sesungguhnya dari suatu yang diamati. Model estimasi dalam 
penelitian ini adalah sebagai berikut: 
 Yit =                             
 Keterangan: 
 Yit  : Nilai Perusahaan 
     : Konstanta 
          : Koefisien variabel independen 
       : Kepemilikan Publik (KP) 
       : Kepemilikan Institusional (KI) 
       : Profitabilitas 





 Terdapat tiga pendekatan dalam mengestimasi regresi data panel yang 
dapat digunakan yaitu pooling Least Square (model Common Effect), model Fixed 
Effect, dan model Random Effect.  
Dalam penelitian ini menggunakan model fixed effect. Model yang 
mengasumsikan adanya perbedaan intersep biasa disebut dengan model regresi 
Fixed Effect. Teknik model Fixed Effect adalah teknik mengestimasi data panel 
dengan menggunakan variabel dummy untuk menangkap adanya perbedaan 
intersep. Pengertian Fixed Effect ini didasarkan adanya perbedaan intersep antara 
perusahaan namun intersepnya sama antar waktu. Di samping itu, model ini juga 
mengasumsikan bahwa koefisien regresi (slope) tetap antar perusahaan dan antar 
waktu. 
3.6.4 Uji Spesifikasi Model 
 Dari ketiga model yang telah diestimasi akan dipilih model mana yang 
paling tepat atau sesuai dengan tujuan penelitian. Ada tiga uji (test) yang dapat 
dijadikan alat dalam memilih model regresi data panel (CE, FE, atau RE) 
berdasarkan karakteristik data yang dimiliki, yaitu: F Test (Chow Test), Hausman 
Test, dan Langrangge Multiplier (LM) Test. 
Dalam penelitian ini menggunakan Uji Hausman, digunakan untuk 
menentukan apakah metode Random Effect atau metode Fixed Effect yang sesuai, 
dengan ketentuan pengambilan keputusansebagai berikut: 
H0 : Metode randon effect 





Jika nilai p-value cross section random     5% maka H0 ditolak atau 
metode yang digunakan adalah metode Fixed Effect. Sebaliknya, jika nilai p-value 
cross section random      5% maka H0 diterima atau metode yang digunakan 
adalah metode Random Effect. 
3.6.5 Pengujian Hipotesis 
 Pengujian Hipotesis dilakukan tiga jenis pengujian yaitu Uji Persial (Uji t), 
Uji Simultan/Fisher (Uji F) dan Uji Determinasi (  ). 
3.6.5.1 Uji Parsial (Uji-t) 
 Uji t digunakan untuk menguji apakah setiap variable bebas (Independent) 
secara masing- masing parsial atau individu memiliki pengaruh yang signifikan 
terhadap variable terikat (Dependent) pada tingkat signifikansi 0,05 (5%) dengan 
mengganggap variable bebas bernilai konstan. Langkah-langkah yang harus 
dilakukan dengan uji t yaitu dengan pengujian, yaitu: 
Hipotesis : H0 : Bi = 0 artinya msing-masing variable bebas tidak ada pengaruh 
yang signifikan dari variable terikat. 
H1 : Bi 0 artinya masing-masing variable bebas ada pengaruh yang 
signifikan dari variable terikat  
Bila probabilitas > a 5% atau t hitung < t table maka variable bebas tidak 
signifikan atau tidak mempunyai pengaruh terhadaf variable terikat (H0 terima,Ha 
ditolak). Bila probabilitas < a 5% atau t hitung > t table maka variable bebas 







3.6.5.2 Uji Simultan (Uji-F) 
 Uji F digunakan untuk mengetahui apakah seluruh variable bebas 
(independent) secara bersama-sama berpengaruh terhadap variable terikat 
(dependent) pada tingkat signifikansi 0.05 (5%). Pengujian semua koefisien 
regresi secara bersanma-sama dilakukan dengan Uji F dengan pengujiannya yaitu 
Hipotesis :H0 : Bi = 0 artinya secara bersama-sama tidak ada pengaruh yang 
signifikan antara variable bebas terhadap variable terikat. 
H1 : Bi 0 0 artinya secara bersama-sama  ada pengaruh yang 
signifikan antara variable bebas terhadap variable terikat. 
Bila probabilitas > a 5% atau F hitung < F table maka variable bebas tidak 
signifikan atau tidak mempunyai pengaruh terhadat variabel terikat. Bila 
probabilitas < a 5% atau F hitung > F table maka variabel bebas signifikan atau 
mempunyai pengaruh terhadap variabel terikat. 
3.6.5.3 Uji Koefisien Determinasi    
 Koefisien determinasi    pada intinya mengukur seberapa jauh 
kemampuan model dalam menerangkan variasi variabel-variabel dependen. Nilai 
koefisien determinasi adalah nol sampai satu. Nilai    yang kecil berarti 
kemampuan variabel-variabel independen dalam menjelaskan variasi dependen 
amat terbatas. Secara umum koefisien untuk data silang (crossection) relative 
rendah karena adanya variasi yang besar antara masing-masing pengamatan, 
sedangkan untuk data rentun tahun waktu (time series) biasanya mempunyai 
koefisien determinasi yang tinggi. 
