Abstract. In this paper we study the asymptotic behavior (in the sense of meromorphic functions) of the zeta function of a Laplace-type operator on a closed manifold when the underlying manifold is stretched in the direction normal to a dividing hypersurface, separating the manifold into two manifolds with infinite cylindrical ends. We also study the related problem on a manifold with boundary as the manifold is stretched in the direction normal to its boundary, forming a manifold with an infinite cylindrical end. Such singular deformations fall under the category of "analytic surgery", developed originally by Hassell, Mazzeo and Melrose [40, 28, 27] in the context of eta invariants and determinants.
Introduction
The behavior of global spectral invariants of Laplace-type operators under various deformations plays an important role in different areas of mathematics and physics. For example, the behavior of effective actions under conformal transformations has been intensively studied [2, 14, 16, 17, 18, 21] . The main reason for these studies is that exact results for a given operator may sometimes be obtained by transforming to a simpler operator where the answer is known [8] . This has applications in quantum field theories in curved space times [1, 2, 9, 10] and in finite temperature theories in static spacetimes [19, 20, 32] . Also the change of the effective action when deforming the boundary of a region can be studied this way [14, 17] .
Mathematically the analysis of effective actions amounts to the evaluation of functional determinants as they have been introduced by Ray and Singer [54] to give a definition of the Reidemeister-Franz torsion [25] . The above mentioned conformal transformation properties have been crucial in the proof of extremal properties of determinants [7, 47] . But also completely different transformation properties have been analyzed. In particular, the behavior of determinants of Laplace-type operators with respect to certain singular deformations has been analyzed in great detail. One type of deformation is a literal cut and paste decomposition formula for the determinant when the underlying manifold is cut along a dividing hypersurface into two manifolds with boundary. This was initiated by Burghelea, Friedlander and Kappeler [11] with further developments in, e.g., [12, 27, 30, 36, 38, 46, 57] .
The main focus of this paper is on a different type of deformation, called analytic surgery (although we do have something to say about "cutting and pasting" -see Section 4). This method was introduced to study the behavior of the eta and functional determinant invariants of Dirac-and Laplace-type operators when a collar neighborhood of a dividing hypersurface of a closed manifold is stretched to a cylinder of infinite length, or when a collar neighborhood of the boundary of a manifold with boundary is stretched to an infinite cylinder. The limit manifolds under analytic surgery are noncompact complete manifolds and there are additional complications due to the presence of a continuous spectrum, which can be addressed using techniques such as Melrose's b-calculus [41] . To our knowledge, analytic surgery was first discussed geometrically, in the context of the eta invariant, by Singer [55] , and the first papers to systematize the analysis of such degenerations for the eta invariant and functional determinant were provided by Douglas and Wojciechowski [15, 59, 60] (who named the process taking the adiabatic limit ) and by Hassell, Mazzeo and Melrose [27, 28, 40] , from which we get the terminology analytic surgery. Later related developments are given by various authors in [13, 36, 37, 39, 46, 48, 49, 50, 52] . The methods of [15] and [27, 28, 40] are quite different. The former is based on heat kernel estimates with a systematic use of the Duhamel principle for the heat kernel. The latter is based on encoding the degeneracy of the Schwartz kernel of the resolvent uniformly as the cylinder is stretched in an appropriate blown-up manifold [41] . It is this latter method on which the present paper is based, with the exception that a gluing-type formula is used to bypass the surgery calculus of Hassell-Mazzeo-Melrose to directly analyze resolvents using the b-calculus [41] .
A seemingly different area where the change of spectral properties is relevant is the Casimir effect; see, e.g., [5, 23, 24, 31, 43, 44] . Calculations of Casimir energies are often plagued by divergencies and suitable subtractions need to be made. This need is based on the fact that only energy differences between two states have a physical meaning. By comparing suitable configurations infinities cancel and finite answers are obtained. In this context it would be most desirable to know how the Casimir energy changes when one of these configurations is deformed into the other, where typical deformations would be a change in the geometry of an object or a boundary condition. The change between configurations in suitable classes would be finite by construction and no ambiguities would arise [56] .
Several approaches to analyze the Casimir energy are available. Technically closest related to the topic of functional determinants is the zeta function method. Assuming a discrete spectrum λ 1 ≤ λ 2 ≤ ... → ∞ of the Laplace-type operator ∆, the zeta function is defined by
where ℜs of the complex parameter s needs to be sufficiently large such as to make this sum convergent [58] . The determinant is then defined by (d/ds)| s=0 ζ(s), whereas the Casimir energy is related to (the finite part of) ζ(s = −1/2). If in addition to the above mentioned transformation properties for determinants analogous properties were to exist for the Casimir energies, it would seem natural to assume that suitable relations should not just hold at s = 0 and s = −1/2, but in fact for all values of s. This is exactly what the present article is about. Although our initial goal was to find relations between Casimir energies for different configurations, the just mentioned observation led us to analytic surgery formulas for zeta functions valid for all values of the complex parameter s. The results obtained are described and summarized in the following.
1.1. Stretching manifolds with boundary. Let ∆ be a Laplace-type operator on M 0 , a compact Riemannian manifold with boundary, and let Y = ∂M 0 . Throughout this paper, 'Laplace-type' means a symmetric (formally self-adjoint), nonnegative, second order differential operator acting between sections of a Hermitian vector bundle whose principal symbol is the underlying Riemannian metric. For notational simplicity we will always leave out vector bundles from our notations and pretend our operators are acting on functions. We assume that M 0 has a collar neighborhood The Laplace-type operator ∆ has a canonical extension to M r (as do all the geometric structures on M 0 ) and putting Dirichlet boundary conditions on ∂M r = {r} × Y , we denote the corresponding Dirichlet Laplacian by ∆ Mr . We put
which is a manifold with cylindrical end. We let ∆ ∞ be the canonical extension of ∆ to M ∞ . Let ζ(∆ Mr , s) denote the zeta function of the operator ∆ Mr and let b ζ(∆ M∞ , s) denote the b-zeta function of ∆ M∞ , which was introduced by Piazza [53] and is a natural generalization of the zeta function of compact manifolds to manifolds with cylindrical ends [41] . An equally natural generalization is the relative zeta function studied in [30, 45] . As in [46] we put
where ζ(∆ Y , s) is the zeta function of ∆ Y . The following is our first result. Theorem 1.1. Assume that ker ∆ Y = {0} and ker ∆ ∞ = {0}. Then for r ≥ r 0 for some r 0 > 0, as meromorphic functions of s ∈ C we have
modulo an entire function of s that vanishes exponentially fast as r → ∞ uniformly on compact subsets of C. In particular, as meromorphic functions of s ∈ C,
By "modulo an entire function of s that vanishes exponentially fast as r → ∞ . . ." we mean that
where f (r, s) ∈ C ∞ ((r 0 , ∞) × C) is an entire function of s ∈ C such that given any compact subset K ⊆ C there are constants c, C > 0 such that for all r > r 0 and s ∈ K, |f (r, s)| ≤ Ce −cr .
We remark that Theorem 1.1 also holds if M 0 has boundary components other than Y , but only Y is stretched leaving the other ones fixed; at the other boundary components we put local boundary conditions such as Dirichlet boundary conditions. Taking the derivative of both sides of the equality in Theorem 1.1 and setting s = 0, we recover Lee [37] and Müller and Müller's [46] analytic surgery formulas for ζ-regularized determinants. (The formulas in [37, 46] were not in terms of b-zeta functions but our formula is equivalent to theirs.) Corollary 1.2. With the same assumptions as in Theorem 1.1, we have the following analytic surgery formula for zeta-regularized determinants:
1.2. Stretching closed manifolds along an interior cylinder. Now let ∆ be a Laplace-type operator on M , a closed (= compact without boundary) Riemannian manifold, and let Y ⊆ M be an embedded codimension one hypersurface that divides M into two connected components, the closures of which are smooth manifolds with boundary M 1 and M 2 with a common boundary Y := ∂M 1 = ∂M 2 ; see Figure 2 . We assume that M has a collar neighborhood
x + ∆ Y where ∆ Y is a Laplace-type operator on Y . Here, we identify the original dividing hypersurface with {0} × Y .
Now let N r = [−r, r] × Y and put
in other words, we replace the dividing hypersurface Y in the manifold M by the cylinder N r and then glue along the ends; see Figure 3 . The Laplace-type operator ∆ has a canonical extension to M r , which we denote by ∆ Mr . For i = 1, 2, we put
which is a manifold with cylindrical end. We let ∆ i,∞ be the canonical extension 
We remark that this theorem holds as stated if M has a boundary as long as ∂M does not intersect Y , and at ∂M we put suitable boundary conditions such as Dirichlet boundary conditions.
Taking the derivative of both sides of the equality in Theorem 1.3 and setting s = 0, we recover Lee [37] and Müller and Müller's [46] analytic surgery formula for ζ-regularized determinants. Corollary 1.4. With the same assumptions as in Theorem 1.3, we have the following analytic surgery formula for zeta-regularized determinants: 
Taking the derivative of both sides of the equality in Theorem 1.5 and setting s = 0, we recover a particular case of Park and Wojciechowski's adiabatic decomposition formula [50, 51, 52] . Corollary 1.6. With the same assumptions as in Theorem 1.5, we have the following analytic surgery formula for zeta-regularized determinants:
We now outline this paper. We start in Section 2 by presenting analytic surgery formulas in the model case of a pure product cylinder, results we will need later. In the spirit of [41] , our operators are defined via their Schwartz kernels and for this reason, in Section 3 we study trace theorems for operators whose Schwartz kernels are continuous (but not necessarily trace-class in the functional analytic sense). Next, in Section 4, following the arguments in [38] we present a gluing formula for the zeta function when the underlying manifold is cut into two pieces along a dividing hypersurface. We use this gluing formula in Section 5 to prove the analytic surgery theorems in the introduction, modulo some details on Dirichlet-to-Neumann maps which we will present in the Appendix.
Simple examples of analytic surgery
For pedagogical reasons, before going through the details of our main results, we present these analytic surgery formulas in the simplest possible nontrivial setting, a pure product cylinder, results we will need later anyhow. This simple situation illustrates the importance of the invertibility assumptions placed on the cross sectional Laplacians in the main theorems. is the Riemann zeta function. Proposition 2.1. As meromorphic functions on C we have
where ξ Y (s) :
ζ ∆ Y , s − 1/2 and κ(r, s) is an entire function of s that vanishes exponentially fast as r → ∞ uniformly on compact subsets of C; more explicitly, κ(r, s) ∈ C ∞ ((0, ∞) × C) and is an entire function of s ∈ C such that given any compact subset K ⊆ C there are constants c, C > 0 such that
Proof. In [34] there is a simple proof of the formula for ζ(∆ Nr , s) using the contour integral methods described in [33] and developed in [3, 4, 6] , with κ(r, s) given by
where the µ 
This is exactly Theorem 1.1 for the situation at hand. Now consider −∂ 
Recalling that 
Combining this equality with (2.2) we get
which implies Theorem 1.3 in this pure cylinder situation. is not an entire function of s for any r > 0 (it has a pole at s = 1/2 for all r > 0) and |g(r, s)| does not vanish exponentially fast as r → ∞ (and for ℜs > 0, it even increases as r → ∞). This simple example explains why the main results of this paper hold only in the case ∆ Y is invertible. Throughout the rest of this paper we shall point out various details where the invertibility assumptions are crucial. There are two possible ways to deal with the non-invertible case. The first way is to try and adapt the logarithmic surgery pseudodifferential calculus of Hassell, Mazzeo and Melrose [27, 28, 40] . However, their situation is different from ours as they do not stretch the manifold in the same way we do; they stretch it using a fixed manifold and deform the metric into a cylindrical end (or b-) metric. They get very precise results for the resolvent and heat kernel under the deformation and hence can get a precise understanding of the zeta function; see Section 5 of [27] . The second way is to make further assumptions on the Laplacian. For example, one could try eigenvalue assumptions on ∆ Mr as was done in Park and Wojciechowski [50, 51, 52] or consider certain types of Laplacians such as connection Laplacians as in Müller and Müller's paper [46] .
Trace theorems
In this section we study trace theorems for operators whose Schwartz kernels are continuous (but not necessarily trace-class in the functional analytic sense).
3.1. Continuous kernels. Let M be a Riemannian manifold that is either compact with or without boundary, or a manifold with cylindrical end which means that M has a decomposition
where M 0 is compact with boundary Z = ∂M 0 and the metric g on M is, on the cylinder, of product type g = dx 2 + g Z where g Z is a metric on Z. We shall denote by C(M ) the space of linear maps A :
with a continuous rapidly decreasing Schwartz kernel in the sense that the Schwartz kernel A(z, z ′ ) is a continuous density on M × M that is rapidly decreasing (along the cylinders) in the case M has cylindrical ends. Here, 'rapidly decreasing' means the following. Let x denote the variable along the cylinder and extend x to be a smooth function on the rest of M . Then using x, respectively x ′ , to denote the corresponding variable on the first, respectively second, factor of M × M , 'rapidly decreasing' means that for any a, b ∈ N, the density
on M × M is bounded. For notational convenience, throughout this paper we identify operators with their Schwartz kernels (via the Schwartz kernel theorem -see [42] ). However, it will always be clear from context when we are in the linear map viewpoint or kernel viewpoint; note that Schwartz kernels are usually accompanied by variables such as A(z, z ′ ).
Given A ∈ C(M ), we define the trace of A by integrating the density A(z, z) over M :
This gives a linear map Tr M : C(M ) → C. It is well-known that an operator A ∈ C(M ) may not be trace-class in the functional analytic sense. For example, Du Bois-Reymond [35, p. 67] (cf. also [22] , [26, p. 71] ) in 1876 constructed a continuous function a :
thus as an operator, A is the convolution operator
it follows that A is not trace class. However, even though operators in C(M ) may not be trace-class in the functional analytic sense as the simple example showed, the map Tr M : C(M ) → C has all the nice properties that the functional analytic trace does; for example, it vanishes on commutators and it is continuous with respect to any appropriate topology on continuous functions.
We shall call an operator A :
for any bounded continuous functions ϕ, ψ on M with disjoint supports, one of which with compact support, we have ϕAψ ∈ C(M ). This is equivalent to saying that the Schwartz kernel A(z, z ′ ) of A is continuous and rapidly decreasing off the diagonal in M × M , where 'rapidly decreasing off the diagonal' only pertains to the case when M has a cylindrical end; thus, the
be the restriction map and let γ * be its adjoint, which is given by multiplying with the delta function concentrated on Y ; that is, for
where δ Y is the delta function on Y . We use the notation Ψ m (M ) to denote the space of pseudodifferential operators of order m ∈ R on the manifold M (for background on pseudodifferential operators, see e.g. [42] ). We say that an operator A :
The notion of 'near Y ' will be used in the sequel in various places. This is equivalent to saying that on some neighborhood of Y × Y in M × M , the Schwartz kernel of A agrees with the Schwartz kernel of an element of Ψ m (M ). In the following theorem we relate traces on M to traces on Y . 
and has a continuous kernel. Moreover, Aγ
with a continuous rapidly decreasing Schwartz kernel. Furthermore,
Proof. By definition of pseudo continuity (in fact, this is why this notion was introduced) and the fact that γ and γ * are only relevant near Y , we can reduce to the case when A and B are supported on a collar (−ε, ε) × Y of Y where we identify {0} × Y with the original hypersurface Y . In particular, by taking ε > 0 sufficiently small we may assume A ∈ Ψ m (M ) and B ∈ Ψ m ′ (M ). By taking a partition of unity of Y , we can further reduce to the case when Y is Euclidean space. To summarize, we may assume that
Step 1: Some notations in Steps 2-4 are a little confusing so we briefly introduce the notations here in Step 1. We denote the coordinates on Y by y, and we denote by (x, y), respectively, (x ′ , y ′ ), the coordinates on the left, respectively right, factor in M × M . Consider integral operators
with continuous Schwartz kernels, and denote their Schwartz kernels by J(x, y, y
Our first observation is that if x ∈ (−ε, ε) is fixed, then we can define an operator
Similarly, if x ′ ∈ (−ε, ε) is fixed, then we can define an operator
Our second observation is that we can relate composition of operators on M = (−ε, ε) × Y to composition of operators on Y . Consider, for example, J and L. We have J :
We claim that the Schwartz kernel of this operator is
where the subscript
as can be readily checked. Similarly, we have the following formulas:
Step 2: We now consider A. The Schwartz kernel of A is of the form (dropping density factors for simplicity)
where a(x, y, ξ, η) is a symbol in (ξ, η) (the dual variables to (x, y)) of order m and dξ = dξ/2π and dη = dη/(2π) dim Y . Since {0} × Y is the original hypersurface in M , γ * is multiplication by the delta function at x = 0, so it follows that the Schwartz kernel of Aγ * is
By assumption, m ≤ −2, so the integral
is absolutely convergent, and moreover it is easy to check that α(x, y, η) is a symbol of order m in η that is smooth in y and continuous in x (it may not be smooth in x unless m = −∞, but all we need is that it is continuous in x), and
By the properties of α it follows that for fixed x ∈ (−ε, ε), in terms of the variables (y, y ′ ), Aγ * (x, y, y ′ ) is the Schwartz kernel of an element of Ψ m (Y ). We denote this element by Aγ
We remark that technically speaking, the derivation of (3.3) used the fact that J and L had continuous Schwartz kernels, and Aγ * and S may not have continuous Schwartz kernels (unless m and m ′′ were sufficiently negative); however, we can still apply (3.3) by the standard continuity arguments, see Chapter 2 of [42] . Since Aγ
is a family of pseudodifferential operators on Y of order m + m ′′ depending continuously on x.
Step 3: Now let us consider γB. On the collar, the Schwartz kernel of B is of the form
where b(x, y, ξ, η) is a symbol in (ξ, η) of order m ′ . Thus, recalling that γ is restriction to {0} × Y , the Schwartz kernel of γB is
Recalling that m ′ ≤ −2, it follows that the integral
is absolutely convergent and defines a symbol of order m ′ in η that is continuous in x ′ and smooth in y, and
Directly from this formula we observe that for fixed x ′ ∈ (−ε, ε), in terms of the variables (y, y ′ ) we have γB(
Step 4: We now put Steps 1-3 together to prove our result. First, by (3.4) with J = Aγ * S and K = γB, observe that the Schwartz kernel of Aγ
is a continuous map. By assumption, at least one of m, m ′ , m ′′ is −∞, so this continuous map is a map into the smoothing operators on Y . Therefore, the Schwartz kernel Aγ * SγB(x, y, x ′ , y ′ ) is smooth in (y, y ′ ) (and continuous in (x, x ′ )); in particular, we have a map
with a continuous Schwartz kernel. Second, in view of (3.5) with K = γB and J = Aγ * S, observe that the Schwartz kernel of γBAγ * S = γB • Aγ * S is given by
is a continuous map into the smoothing operators, since at least one of m, m ′ , m ′′ is −∞. Therefore, γBAγ * S is in fact a smoothing operator on Y and hence in particular has a continuous Schwartz kernel. To see the trace property, note that by (3.6), we have
On the other hand, by (3.7), we have
Since for each x ∈ (−ε, ε), (γB)(x) and (Aγ * S)(x) are pseudodifferential operators on Y , one of which is of order −∞, it is well known that (see [42, Ch. 3 
Hence, (3.8) and (3.9) are identical, so Tr M (Aγ * SγB) = Tr Y (γBAγ * S), and our proof is complete.
3.2.
A relative trace theorem. Using Theorem 3.1 we derive the following result that will be used to prove a gluing formula (Theorem 4.3). Recall that M is either a compact manifold (with or without boundary) or a manifold with cylindrical end and Y is a closed codimension one submanifold in the interior of M .
and
that have continuous Schwartz kernels. Moreover,
Proof. Observe that
so the Schwartz kernel properties follow from Theorem 3.1 since all the difference operators (A i − B i ) and S − T are smoothing near Y . Also by Theorem 3.1, we have Figure 6 . Following [38] we give a formula for the zeta function on M in terms of the zeta functions on M − and M + and Dirichlet-to-Neumann maps. Figure 6 . Here, M is a manifold with boundary (the boundary is at the far right) that is partitioned into submanifolds M − (to the left of Y ) and M + (to the right of Y ). The submanifold M has a similar partition.
4.1. Dirichlet-to-Neumann maps. Let ∆ be a Laplace-type operator on M ; we do not assume that ∆ is of product-type near Y . At ∂M we always impose the Dirichlet boundary condition if in fact M has a boundary. The Dirichlet-toNeumann maps for M ± are described as follows. We denote by ∆ ± the restrictions of ∆ to M ± with Dirichlet boundary conditions at Y (and also at ∂M ∩M ± ). Thus, in Figure 6 , ∆ + has Dirichlet conditions both at Y and at the boundary of M on the far right and ∆ − just has Dirichlet conditions at Y . For simplicity we henceforth shall use the notation ∆(λ) := ∆ − λ with similar notations with ∆ replaced by ∆ ± or with any Laplace-type operator. Consider M + (just so that we do not have to use the notation ±). For λ ∈ C \ spec(∆ + ) and ψ ∈ C ∞ (Y ) we claim there is a unique solution φ on M + to the boundary value problem and where φ = 0 on ∂M ∩ M + . Indeed, with ψ denoting any smooth extension of ψ to M + vanishing at ∂M ∩ M + , it is easy to check that
satisfies φ| Y = ψ and ∆(λ)φ = 0. Here, we recall that ∆ + (λ) −1 = (∆ + −λ) −1 is the resolvent of the Dirichlet Laplacian on M + . This proves existence, and uniqueness follows from the fact that if φ ′ has the same properties as φ, then φ − φ ′ vanishes on Y and ∂M ∩ M + , and therefore φ − φ ′ is in the domain of ∆ + (λ). Moreover, ∆ + (λ)(φ − φ ′ ) = 0, which implies that φ − φ ′ = 0 because λ / ∈ spec(∆ + ). Now with φ satisfying (4.1) we define
where n denotes the outer unit vector field on Y for M + . This defines a map
called the Dirichlet-to-Neumann map for M + . For λ ∈ C \ spec(∆ + ) ∪ spec(∆ − ) , we denote by
the sum of the Dirichlet-to-Neumann maps:
where N − (λ) is defined using the outer unit vector field on Y for M − (the vector − n where n was the outer unit vector field on Y for M + ). We shall call R(λ)
the Dirichlet-to-Neumann map for the partitioned manifold 
The operator R(λ) depends on λ in a special way, described as follows. First we define the residue space. Let Ψ −∞ (Y ) denote the space of smoothing operators on Y . Identifying operators with their Schwartz kernels we consider
where Ω R is the bundle of densities over Y lifted to Y × Y on the right. With this identification, the space of smoothing operators Ψ −∞ (Y ) inherits a natural Fréchet topology. We shall call a subset Λ ⊆ C sectorial if outside some neighborhood of the origin, Λ equals a sector (solid angle). Given a sectorial subset Λ ⊆ C, we define Ψ The following result is not difficult to verify; see [11] .
Proposition 4.1. For any sectorial Λ ⊆ C such that R(λ) is defined for all λ ∈ Λ, the operator R(λ) is analytic in λ and parameter dependent of weight 1.
Indeed, one proof follows by examining the formula R(λ) −1 = γ∆(λ) −1 γ * in local coordinates and using well-known pseudodifferential facts about ∆(λ) −1 ; this will show that R(λ) We now play the same game with M as we did with M . Thus, let ∆ be the restriction of ∆ to M where we put Dirichlet boundary conditions at ∂ M and let ∆ ± be the restriction of ∆ to M ± with additional Dirichlet boundary conditions at Y . For λ ∈ C \ spec( ∆ + ) ∪ spec( ∆ − ) , let
be the Dirichlet-to-Neumann map for M = M − ∪ Y M + . As before, R(λ) is invertible if and only if λ / ∈ spec( ∆), in which case
The following proposition can be seen from the proof of Proposition 4.1 in [38] .
Proposition 4.2. For any sectorial Λ ⊆ C not overlapping the spectra of ∆ ± , ∆ ± ,
. This proposition is in some sense "obvious" because ∆(λ) −1 and ∆(λ) −1 have the identical symbolic structure near Y and it follows that ∆(λ)
2) for the notion of 'near Y '). Applying γ and γ * to both sides of ∆(λ)
Y ) and then using that
and the fact that Ψ −∞ Λ (Y ) is an ideal within the space of all parameter dependent operators of any weight (cf. Lemma A.2 for the proof of a related result) proves the proposition.
4.2.
A zeta function gluing formula for the compact case. We now prove a 'relative gluing formula' for zeta functions. For a similar result for the zeta determinant, see Proposition 4.4 of [38] . The notation ∆, ∆ ± , . . . in the following theorem are described in Section 4.1. Theorem 4.3. As meromorphic functions on C we have 
We break up the proof of this equality in three steps.
Step 1: We claim that
where we use ∆ D (λ) and ∆(λ) to denote ∆ D − λ and ∆− λ, respectively, and where we assume all operators in (4.5) are defined at λ. To prove (4.5), let A(λ) denote the operator on the right-hand side of (4.5), let f ∈ C ∞ (X) where X = M − ⊔ M + , and define u := A(λ)f ∈ C ∞ (X).
Then it follows that ∆(λ)u = f in the interior of X and u| Y = 0.
Indeed, the first condition is obvious and the second condition is just a computation:
Step 2: We now prove that
and in the process we shall verify that these traces are actually defined. In fact,
is smoothing because of Proposition 4.2, so we shall consider first the left-hand side. Using that
with a similar formula for
Thus,
We claim that (see Proposition 4.2 and its discussion). Thus, the conditions of Theorem 3.2 are satisfied so
has a continuous Schwartz kernel on M × M , and
where Diag is the diagonal in M × M and dg is the Riemannian density. Recalling the formulas for ∆ D (λ) −1 and ∆ D (λ) −1 in Step 1 shows that
which completes the proof of Step 2.
Step 3: We can now prove our result. Let Γ = {λ ∈ C ; ℜλ = c} be as in Figure  7 . Multiplying both sides of the equation (4.6) by i 2π λ −s and then integrating over Γ, for any s ∈ C we have
by analyticity these integrals are defined independent of c > 0 chosen as in Figure 7 . Due to Proposition 4.2 the integrand on the left is rapidly decreasing as |λ| → ∞, λ ∈ Γ, so the integral is an entire function of s ∈ C. Moreover, since the proof of Theorem 3.1 was explicitly given in terms of the Schwartz kernels of the operators, it is not difficult to see that the function K(λ) is rapidly decreasing as |λ| → ∞, λ ∈ Γ, within the topology of continuous functions on M × M . Hence by Fubini's theorem, Figure 8 . The partition of the manifold with cylindrical end M .
where the last equality holds by definition of the complex powers (here we use that c > 0 is to the left of all the positive eigenvalues of ∆ D , ∆, ∆ D , ∆). Thus,
by definition of the zeta functions. We conclude that
as required. Figure 8 are compact, they could in fact have cylindrical ends; however, later in our proof of the analytic surgery formulas M will just be a collar [
Let ∆ be a Laplace-type operator over M that is of product-type over the cylinder, where product-type means that over the cylinder [0, ∞) x × X where X is the cross-section (possibly disconnected -in Figure 8 , X has two components) of the cylinder, we have ∆ = −∂ 2 x + ∆ X where ∆ X is a Laplace-type operator over X. We assume that the induced crosssectional Laplace-type operator ∆ X is invertible. We use ∆ ± , ∆, ∆ ± , R(λ), R(λ), to denote the analogous operators as studied in Section 4.1 but now in the cylindrical end case. Under the invertibility assumption on ∆ X , it is well-known (e.g. using the 'large' b-pseudodifferential calculus of Melrose, also called the 'calculus with bounds' [41, Sec. 5.16] ) that the operators ∆ ± , ∆, ∆ ± , R(λ), R(λ) have much of the same properties as in the closed case. For example, each operator ∆, ∆ ± , ∆, ∆ ± is Fredholm and has spectrum consisting only of a set of nonnegative real numbers that is discrete near 0 and continuous outside of some neighborhood of 0. (See [41, Prop. 6 .27] -the bottom of the continuous spectrum of each operator begins at the smallest positive eigenvalue of the cross-sectional Laplace-type operator on the cylindrical end of the manifold over which the operator is defined.) The Dirichletto-Neumann map R(λ) is defined and analytic for λ ∈ C \ spec(∆ − ) ∪ spec(∆ + ) and is invertible if and only if λ / ∈ spec(∆), in which case
In particular, R(λ) −1 exists for all λ ∈ C \ [a, ∞) for some a > 0 except for some discrete subset of [0, a). A similar statement holds for R(λ), and Proposition 4.2 holds. We can now follow the proof of Theorem 4.3 word-for-word in this cylindrical end setting. We remark that in Section 3 we emphasized 'rapidly decreasing Schwartz kernels' when defining traces and pseudo continuity; the reason for doing so is that b-pseudodifferential operators (in the calculus with bounds) are pseudo continuous (in fact, they are 'exponentially pseudo smooth' in the sense that the Schwartz kernel A(z, z ′ ) of a b-pseudodifferential operator A is smooth and is exponentially decreasing, with all derivatives, off the diagonal in M × M -this can be seen by translating the language of the b-stretched product in [41, Sec. 5.16] into variables on infinite cylinders.) Because the trace theorems in Section 3 were stated for pseudo continuous operators, Step 2 of Theorem 4.3 goes through in the cylindrical end setting without change. The only change in the proof is that wherever there is a zeta function we have to replace it by a b-zeta function if the operator is on a manifold with cylindrical end. We summarize our discussion in the following theorem. 
and Γ = {λ ∈ C ; ℜλ = c} with c > 0 sufficiently small. If any of the manifolds M ± , M , M ± is compact, we replace b ζ with ζ.
Theorem 4.4 fails if we drop the invertibility assumptions on the cross-sectional operators; for example, the operators on the manifolds with cylindrical ends where the cross-sectional Laplacian is not invertible would have continuous spectrum down to the origin so the integral in the gluing formula would not make sense.
Analytic surgery
Using Theorems 4.3 and 4.4 we prove the analytic surgery theorems in the introduction, modulo some details on Dirichlet-to-Neumann maps which we will present in the Appendix. We now use Theorem 4.3 with the partitions shown in Figure 9 and get Figure 10 and get
where R ∞ (λ) is the Dirichlet-to-Neumann map for M ∞ = M 0 ∪ Y Z and where the other notations are the same as above.
We now take the combination −(5.1) + (5.2) and get
As mentioned earlier, in [38, Sec. 2] it was proved that
ζ(∆ Y , s) and from Proposition 2.1 we know that
where κ(r, s) is an entire function of s that vanishes exponentially fast as r → ∞ uniformly on compact subsets of C. Thus, (5.3) can be written as
So far we have not made the assumption ker ∆ ∞ = {0} that is made in Theorem 1.1; we do so now in order to analyze ρ(r, s).
Proposition 5.1. Assuming ker ∆ ∞ = {0}, there is an r 0 > 0 such that ρ(r, s) ∈ C ∞ ((r 0 , ∞) × C) and is an entire function of s ∈ C that vanishes exponentially fast as r → ∞ uniformly on compact subsets of C.
This proposition completes the proof of Theorem 1.1. Because the proof of Proposition 5.1 is somewhat technical we leave the details to the appendix. 
see Figure 11 . Observe that
The operator ∆ extends in a natural way to an operator ∆ Mr on M r and we use Theorem 4.3 with the partitions shown in Figure 11 to obtain 
Now for i = 1, 2, we put
which is a manifold with cylindrical end, and we let ∆ i,∞ denote the canonical extension of ∆| Mi to M i,∞ . Then according to (5.2) we have
where R i,∞ (λ) is the Dirichlet-to-Neumann map for
Recalling that f (s) = 2g(s), when we take the combination − (5.5) + (5.6) + (5.7) we obtain
This formula plus the following theorem, where we now impose the condition ker ∆ i,∞ = {0} for i = 1, 2, imply Theorem 1.3.
and is an entire function of s ∈ C such that given any compact subset K ⊆ C there are constants c, C > 0 such that for all r > r 0 and s ∈ K,
This result is proved in the appendix.
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Appendix A. Analysis of Dirichlet-to-Neumann maps
In this appendix we prove Propositions 5.1 and 5.2.
A.1. Dirichlet-to-Neumann maps. We begin by computing the Dirichlet-toNeumann maps appearing in (5.4) ; for the notation in the following proposition see Section 5.1.
Proof. To prove (1) note that by definition (4.2) of the Dirichlet-to-Neumann map, we have
so we just have to verify that N Z (λ) = ∆ Y (λ). To this end, observe that if
x + ∆ Y (λ))ϕ = 0 and ϕ| x=0 = ψ. The outer unit normal is −∂ x , so
which completes the proof of (1).
To prove (2), we note that
x + ∆ Y (λ))ϕ = 0 and ϕ| x=0 = ψ and ϕ| x=r = 0. Since
and cosh z = sinh z + (cosh z − sinh z) = sinh z + e −z it follows that
exactly what we wanted.
Using (2) we can prove Proposition 5.1 but in order to do so we need to understand the r, |λ| → ∞ behavior of C r (λ), which we consider next.
A.2. Rapidly decreasing parameter-dependent operators. Let Λ ⊆ C be a sectorial region, which recall means that outside some neighborhood of the origin, Λ equals a sector (solid angle). We define the space Ψ 
Here is a useful lemma concerning this space of operators. 
Since K r (λ, y ′ , z) is smooth in all variables and rapidly decreasing as r, |λ| → ∞, b(r, λ, y, z, η) has the same properties and, by well-known results on the Fourier transform, is rapidly decreasing as |η| → ∞. It follows that B r (λ, y, z) has the same properties as K r (λ, y ′ , z). This completes our proof.
Lemma A.3. If Λ is the region in Figure 12 and a 0 > 0, then there is a constant c > 0 such that for any a ∈ [a 0 , ∞), λ ∈ Λ and r ≥ 1 we have
Proof. We first claim there is a b > 0 such that for any a ∈ (0, ∞) and λ ∈ Λ, we have
where we will see that b =
works. Let λ = x + iy ∈ Λ and write a − λ = |a − λ| e ±iθ where cos θ = (a − x)/ (a − x) 2 + y 2 and where the ± depends on the sign of y. Thus, √ a − λ = |a − λ| e ±iθ/2 , so
By the half-angle formula,
An elementary exercise shows that for λ = x + iy ∈ Λ,
and √ 2 |a − λ| ≥ |λ| and
This proves our claim. Using (A.1), one can verify that for all a ∈ [a 0 , ∞), λ ∈ Λ and r ≥ 1 we have
Note that there is a constant c ∈ R with 0 < c ≤ 2b such that for all u ≥ 1 and v ≥ √ a 0 we have c(u+v) ≤ 2buv (just take c = 2b/(1+1/ √ a 0 )). Putting u = r ≥ 1 and
This completes our proof.
Proposition A.4. If Λ is the region in Figure 12 , then C r (λ) ∈ Ψ −∞ Λ (Y ). Proof. Let {µ k } be the eigenvalues of ∆ Y , with µ 0 the smallest one, and let {ϕ k } be the corresponding orthonormal eigenvectors. Then it follows directly from the properties of the topology on
is smooth in (r, λ) ∈ [1, ∞) r ×Λ and rapidly decreasing, with all derivatives in (r, λ), as r, |λ|, k, ℓ → ∞. Indeed, one can prove this from the Fourier series representation of the Schwartz kernel of K r (λ):
In our situation the Schwartz kernel C r (λ) is of the form where ε = c/2. This completes our proof.
A.3. Proof of Proposition 5.1. Assuming that ker ∆ Y = {0} and ker ∆ ∞ = {0}, we need to prove that there is an r 0 > 0 such that
belongs to C ∞ ((r 0 , ∞) × C) and is an entire function of s ∈ C that vanishes exponentially fast as r → ∞ uniformly on compact subsets of C. Recall that Γ = {λ ∈ C ; ℜλ = c} where c > 0 is chosen such that R ∞ (λ) −1 and R r (λ) −1 are defined for λ ∈ (0, c] (see Figure 7) .
Proof. We know that R r (λ) = R ∞ (λ) + C r (λ) where C r (λ) is the operator given in Proposition A. where G r (λ) = C r (λ)R ∞ (λ) −1 , provided that R ∞ (λ) is invertible. Now comes the assumption ker ∆ ∞ = {0}. Since ∆ ∞ is invertible it follows that (see the discussion around (4.7)) R ∞ (0) −1 exists and even more, R ∞ (λ) −1 exists for all λ ∈ C \ (a, ∞) for some a > 0. Let Λ = {λ ∈ C ; ℜλ ≤ ε or ℜλ ≤ |ℑλ|}, where ε is the minimum of a or µ 0 /2 with µ 0 is the smallest positive eigenvalue of ∆ Y . Then R ∞ (λ) −1 is analytic for all λ ∈ Λ. Moreover, we already know that R ∞ (λ) The assumption ker ∆ ∞ = {0} is important for the following reason. If ker ∆ ∞ = {0} then R ∞ (λ) −1 would have a pole at λ = 0. Thus, G r (λ) = C r (λ)R ∞ (λ) −1 may have, for any r > 0 no matter how large, an arbitrary large norm for small λ > 0. Hence for any r > 0, R r (λ) −1 may fail to exist for some λ > 0 sufficiently small. Now recall that Γ = {λ ∈ C ; ℜλ = c} is such that R r (λ) −1 must be defined for λ ∈ (0, c]. Thus, if ker ∆ ∞ = {0}, then it is possible that c would depend on r. This would make the analysis of (A.4) highly nontrivial. Proposition A.6. If Λ is the region in Figure 12 , then T r (λ) ∈ Ψ −∞ Λ (Y ). Now that we have Propositions A.5 and A.6 we can use them to prove Proposition 5.2 in an almost identical way as we proved Proposition 5.1. Thus, we omit the similar details.
