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Kurzfassung
In service-orientierten Architekturen sind mehrschichtige Architekturen
ein wichtiger Funktionsbaustein geworden. Die Gescha¨ftslogik und die
Verwaltung der persistent gespeicherten Daten von Gescha¨ftsanwendun-
gen werden in ihnen getrennt abgebildet. Schneller und zuverla¨ssiger Zu-
griff auf Anwendungen innerhalb solcher Architekturen sind entscheidend
fu¨r den Erfolg von Unternehmen. Typische Gescha¨ftsanwendungen stel-
len Enterprise Resource Planning (ERP), Customer Relationship Manage-
ment (CRM) und Supply Chain Management (SCM) dar. Diese Anwen-
dungen sind als Bausteine innerhalb von Anwendungsservern abgelegt.
Die Datencontainer innerhalb solcher Anwendungen bilden Gescha¨fts-
objekte, welche reale Objekte aus der Gescha¨ftswelt repra¨sentieren. Bei-
spiele fu¨r Gescha¨ftsobjekte sind Bestellung (SalesOrder) und Material
(Material). Die Gescha¨ftsobjekte ko¨nnen durch den Benutzer u¨ber Cli-
ents oder durch Prozesse innerhalb der Anwendungen erstellt, vera¨ndert
oder gelo¨scht werden. Die Gescha¨ftsobjekte befinden sich wa¨hrend der Be-
arbeitung im Cache der Anwendung.
Die Replikation von Anwendungsbausteinen und den anwendungs-
abha¨ngigen Zusta¨nden der Gescha¨ftsobjekte ist ein Mittel fu¨r die Gewa¨hr-
leistung eines effizienten lokalen Zugriffs fu¨r Clients und einer hohen
Verfu¨gbarkeit sowie Zuverla¨ssigkeit der Anwendung. Die Replikation
fu¨hrt zu einer Redundanz der Gescha¨ftsobjekte und erfordert, dass die ver-
schiedenen Kopien von Gescha¨ftsobjekten stets abgeglichen werden. Ohne
einen Abgleich existieren unterschiedliche Zusta¨nde der Gescha¨ftsobjekte
zur gleichen Zeit, was zu Inkonsistenzen der Daten fu¨hren kann. Wenn die-
ser Prozess des Abgleichs (Synchronisation) nicht mit Sorgfalt betrachtet
wird, sind Einbußen der gesamten Systemperformance die Folge, da ho-
he Verarbeitungs- und Transferzeiten fu¨r entsprechende Synchronisations-
nachrichten entstehen ko¨nnen. Wa¨hrend die Replikation von Datenbanken
ein schon weit erforschtes Gebiet ist und die Implikationen der Replikati-
onsverwaltung gut verstanden werden, ist die Replikation von Gescha¨fts-
objekten zwischen Anwendungsservern noch wenig betrachtet. Beispiele
aus der Praxis haben gezeigt, dass die Synchronisation von Gescha¨ftsobjek-
ten zwischen Anwendungsservern insbesondere u¨ber weit verteilte Umge-
bungen eine sehr schlechte Performance aufweist.
viii Kurzfassung
In dieser Arbeit wird der Abgleich von Gescha¨ftsobjekten auf Anwen-
dungsebene u¨ber bestehende Web Services betrachtet. Ziel ist es, eine Sys-
temunterstu¨tzung fu¨r die Synchronisation von Gescha¨ftsobjekten zu errei-
chen, um den Prozess der Synchronisation effizienter zu gestalten. Eine Be-
trachtung der Gescha¨ftsobjekte hinsichtlich ihrer formalen Eigenschaften
mit Einfluss auf die Synchronisation ist dafu¨r notwendig. Mit dem Ziel der
Systemunterstu¨tzung wird ein Kostenmodell fu¨r die Verarbeitung und den
Transfer von Synchronisationsnachrichten erstellt. Das Kostenmodell ba-
siert auf Kenntnissen u¨ber die formalen Eigenschaften von Gescha¨ftsobjek-
ten sowie systemspezifischen Parametern der verteilten Umgebung. Eine
formale Eigenschaft bildet beispielsweise die Struktur von Gescha¨ftsobjek-
ten und hat entscheidenden Einfluss auf den Synchronisationsprozess, was
in dieser Arbeit gezeigt wird. Auf dem Kostenmodell bauen mehrere Algo-
rithmen auf, die es ermo¨glichen, die Anzahl und die Gro¨ße der Synchro-
nisationsnachrichten entscheidend zu reduzieren, ohne dass der Mehrauf-
wand fu¨r die zusa¨tzliche Verarbeitung die eingesparte Transferzeit u¨ber-
steigt. Das Konzept der Systemunterstu¨tzung fu¨r die Synchronisation wird




1.1 Datenreplikation in einer service-orientierten Umgebung
Aktuelle Softwarelo¨sungen fu¨r mittelsta¨ndische Unternehmen u¨berneh-
men die Funktionalita¨ten von typischen Gescha¨ftsanwendungen, beispiels-
weise Customer Relationship Management (CRM), Projekt Management
(PM) oder Supply Chain Management (SCM). Diese Anwendungen laufen
auf Anwendungsservern. So ko¨nnen Ressourcen kostensparend gemein-
sam genutzt werden. Anwender nutzen leichtgewichtige Clients fu¨r den
Zugriff auf die Anwendungen. Auf diesem Weg werden Gescha¨ftsdaten
erstellt, abgerufen, manipuliert oder gelo¨scht.
Die Anzahl der Clients kann sehr hoch sein. Bei hoher Aktivita¨t der Nutzer
kann dies schnell zu Performanceproblemen in der Anwendung fu¨hren.
Alle Anwendungsprozesse werden serverseitig durchgefu¨hrt. Auch ei-
ne große o¨rtliche Verteilung der Clients muss angenommen werden, da
viele Gescha¨ftsprozesse international abgewickelt werden. Das wiederum
fu¨hrt zu hohen Latenzzeiten zwischen Clients und Server. Beide Probleme
ko¨nnen durch den Einsatz mehrerer Anwendungsinstanzen gelo¨st werden.
Die Gescha¨ftsanwendungen werden repliziert. Einerseits dienen mehrere
replizierte Anwendungen einer besseren Lastverteilung von vielen Client-
Anfragen. Andererseits ko¨nnen Anwendungen, die an verschiedenen Or-
ten verteilt sind, die physikalische Distanz zu den Clients verku¨rzen. Somit
befinden sich mehrere Anwendungsinstanzen auf unterschiedlichen Rech-
nern.
2 Einleitung
Die logisch zusammengeho¨renden Gescha¨ftsdaten innerhalb der
Gescha¨ftsanwendungen werden in Gescha¨ftsobjekten (Business Ob-
jects) gehalten. Mehrere Instanzen von Anwendungen mit gleicher
Verantwortlichkeit auf verschiedenen Rechnern erfordern eine vollsta¨ndi-
ge oder partielle Replikation der verwendeten Gescha¨ftsobjekte. Werden
A¨nderungen auf den Gescha¨ftsobjekten vorgenommen, mu¨ssen die Re-
plikate der Gescha¨ftsobjekte synchronisiert (abgeglichen) werden. Hohe
Aktualita¨t und eine hohe Konsistenz der Gescha¨ftsobjekte sind aus Sicht
der Unternehmen fu¨r einen reibungslosen Gescha¨ftsablauf notwendig.
Die Gescha¨ftsanwendungen bilden innerhalb von Anwendungsservern
eine Schicht u¨ber den Datenbanksystemen. Die Datenbanksysteme sind
meist heterogen und bieten somit keine einheitlichen standardisierten
Schnittstellen, um einen Abgleich von Daten in Form von Gescha¨ftsobjek-
ten durchzufu¨hren. Die persistente Speicherung der Gescha¨ftsobjektdaten
in den Datenbanksystemen ist zudem transparent. Mit dem Ziel hoher Ska-
lierbarkeit und Verwendung von Standardschnittstellen im Rahmen einer
service-orientierten Architektur werden Web Services [Wor02] von den An-
wendungen bereitgestellt. Sie stellen die alleinige Schnittstelle zur Kom-
munikation zwischen den Anwendungen, die sich auf gleichen oder un-
terschiedlichen Anwendungsservern befinden. Ziel ist es, die replizierten
Gescha¨ftsobjekte u¨ber die genannten Schnittstellen effizient zu synchroni-
sieren.
1.2 Problematik der Performance bei der Synchronisation
Mit dem Ziel der Synchronisation von Gescha¨ftsobjekten zwischen Anwen-
dungsservern werden die Web Services bei der Kommunikation genutzt.
Die hohen Distanzen u¨ber das Wide Area Network (WAN) fu¨hren zu ho-
hen Latenzzeiten und erlauben nur geringe Datenraten gegenu¨ber lokalen
Netzen (LAN). Die Verwendung von Web Services fu¨hrt auf Grund der Ver-
wendung von XML (Extensible Markup Language) zu gro¨ßeren Nachrich-
ten gegenu¨ber beispielsweise bina¨ren Formaten. Bei der Replikation fu¨hrt
dies schnell zu Performanceproblemen des Gesamtsystems, da die U¨ber-
tragung und Verarbeitung von Synchronisationsnachrichten zeitintensiv
ist. Zum einen ko¨nnen Prozesse blockiert sein, wenn die Daten noch nicht
vollsta¨ndig synchronisiert sind. Zum anderen erho¨hen sich die Wartezei-
ten fu¨r Clients signifikant, wenn die Gescha¨ftsobjekte mit ihren Replikaten
noch synchron abgeglichen werden mu¨ssen.
Ziel ist es, die Synchronisation durch die Reduzierung von Nachrichten-
anzahl und -gro¨ße bei der U¨bertragung von Synchronisationsnachrichten
zu unterstu¨tzen. Die Reduzierung von Nachrichtengro¨ße und der Nach-
richtenanzahl ist mit zusa¨tzlichem Aufwand verbunden. Dieser zusa¨tzli-
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che Aufwand muss bestimmt werden und der Verbesserung bei der U¨ber-
tragung von Synchronisationsnachrichten gegenu¨bergestellt werden.
Gescha¨ftsobjekte sind sehr unterschiedlich hinsichtlich ihrer Struktur und
Gro¨ße. Beide Eigenschaften haben großen Einfluss auf die Verarbeitungs-
und Transferzeit von Synchronisationsnachrichten. Die verwendeten Syn-
chronisationsstrategien mu¨ssen diesen Einfluss entsprechend beru¨cksich-
tigen. Im Bereich der Datenbanksysteme gibt es bereits eine Vielzahl von
Replikationsstrategien. Eine direkte Anwendung dieser Techniken auf die
Datenreplikation zwischen Anwendungsservern ist jedoch nicht ohne Ein-
schra¨nkungen mo¨glich, scheint aber vielversprechend als Richtlinie fu¨r die
Entwicklung solcher Systeme zu sein.
Die Herausforderungen liegen darin, die Struktur von Gescha¨ftsobjekten
zu analysieren und deren Einfluss auf die Synchronisation von Gescha¨fts-
objekten zu u¨bertragen. Die Systemunterstu¨tzung fu¨r den Abgleich von
Gescha¨ftsobjekten ist nicht ohne ein Kostenmodell mo¨glich. Vorhersagen
fu¨r beispielsweise die Zeit eines Abgleichs eines Gescha¨ftsobjekts ko¨nnen
ohne ein geeignetes Kostenmodell nicht getroffen werden, sind aber Vor-
raussetung fu¨r die Auswahl der besten Synchronisationsstrategie.
1.3 Ziel der Arbeit
Das Ziel der Arbeit ist es, die Synchronisation von Gescha¨ftsobjekten zu
unterstu¨tzen. Die Gescha¨ftsobjekte befinden sich in verteilten Gescha¨ftsan-
wendungen. Die Gescha¨ftsobjekte mu¨ssen daher zwischen Anwendungs-
servern synchronisiert werden. Es wird eine Umgebung betrachtet, die
ausschließlich Web Services zur Kommunikation auf Anwendungsebene
verwendet. Eine Replikation auf Datenbankschicht ist nicht anwendbar,
Strategien aus Datenbanksystemen werden aber beru¨cksichtigt und gege-
benfalls adaptiert. Mit den Ergebnissen der Arbeit lassen sich Aussagen
u¨ber das Verhalten einer verteilten Umgebung bei der Synchronisation von
Gescha¨ftsobjekten unter der Verwendung verschiedener Strategien treffen.
Der Fokus liegt in der beno¨tigten Zeit, der Anzahl der Synchronisations-
nachrichten und der Menge der zu u¨bertragenden Daten bei der Synchro-
nisation der Gescha¨ftsobjekte.
Es gilt, ein allgemeingu¨ltiges Konzept zu entwickeln, welches es erlaubt,
Gescha¨ftsobjekte hinsichtlich ihrer Struktur zu analysieren und Vorhersa-
gen fu¨r eine optimale Synchronisationsstrategie zu treffen. Prima¨r wird
der Anwendungsfall des Abgleichs von Gescha¨ftsobjekten von einem Sen-
der zu einem Empfa¨nger betrachtet. Es wird davon ausgegangen, dass die
Replikate der Gescha¨ftsobjekte auf dem Empfa¨nger bereits existieren. Ein
allgemeingu¨ltiges Kostenmodell ist zu hinterlegen, um die Kosten fu¨r die
4 Einleitung
Synchronisation, unter Verwendung verschiedener Algorithmen, bestim-
men zu ko¨nnen. Dabei ist auf die speziellen Eigenschaften der Gescha¨fts-
objekte einzugehen. Das Ergebnis ist eine Systemunterstu¨tzung fu¨r den Ab-
gleich von Gescha¨ftsobjekten auf Anwendungsebene.
Zusammenfassend lassen sich folgende Thesen fu¨r die Arbeit aufstellen:
These 1: Die Synchronisation von Gescha¨ftsobjekten zwischen Anwen-
dungsservern u¨ber Web Services ist sehr langsam und kann durch
eine generische Systemunterstu¨tzung verbessert werden.
These 2: Ein Algorithmus, der die Struktur und Gro¨ße von Gescha¨ftsob-
jekten betrachtet, kann die Datenmenge bei der Synchronisation von
Replikaten reduzieren. Es entsteht jedoch ein zusa¨tzlicher Aufwand,
welcher der erreichten Verbesserung bezu¨glich der Datenmenge ge-
genu¨ber gestellt werden muss.
These 3: Durch eine Anpassung der Replikationsstrategien unter Betrach-
tung der Eigenschaften replizierter Gescha¨ftsobjekte ko¨nnen die An-
zahl und die Gro¨ße der Synchronisationsnachrichten verringert wer-
den, wobei der Mehraufwand die Einsparung bei der U¨bertragung
von Synchronisationsnachrichten nicht u¨bersteigt.
Die Arbeit fokussiert eine adaptive Synchronisation fu¨r einen effizienten
Synchronisationsprozess von Gescha¨ftsobjekten auf Anwendungsebene.
Es wird vorerst das Prima¨rkopieverfahren im Sinne der Replikationsarchi-
tektur betrachtet, bei dem A¨nderungen von Gescha¨ftsobjekten jeweils nur
auf einem System, dem Master, erlaubt sind. Lesezugriff auf die Gescha¨fts-
objekte ist auf allen Systemen mo¨glich. In Abbildung 1.1 ist das Vor-
gehen fu¨r die Systemunterstu¨tzung einer effizienten Synchronisation fu¨r
Gescha¨ftsobjekte dargestellt. Im ersten Schritt wird die Profilerstellung von
Gescha¨ftsobjekten betrachtet. Auf Basis eines Modells fu¨r Gescha¨ftsobjekte
werden die Profile erstellt. Die Profile beschreiben formale Eigenschaften
wie die Struktur und die Zugriffseigenschaften von Gescha¨ftsobjekten.
Im zweiten Schritt ist die Bestimmung von Systemparametern angestrebt.
Dabei werden ebenfalls nach einem Modell die systemspezifischen Eigen-
schaften in einem Systemprofil gesammelt. Beispielsweise werden Verar-
beitungszeiten fu¨r Gescha¨ftsobjekte oder die Datenrate zwischen Rech-
nern festgehalten. Im dritten Schritt ist die Ausfu¨hrung eines Kostenmo-
dells vorgesehen. In dem Kostenmodell werden Gescha¨ftsobjekt- und Sy-
stemprofile verwendet, um die Kosten fu¨r alle notwendigen Teilprozes-
se wa¨hrend der Synchronisation zu bestimmen. Der Synchronisationspro-
zess beginnt zum Zeitpunkt der A¨nderung eines Gescha¨ftsobjekts und en-
det, wenn alle Replikate des Gescha¨ftsobjekts mit den A¨nderungen ver-























Abb. 1.1: Konzept - Systemunterstu¨tzung fu¨r den Abgleich von Gescha¨ftsobjekten
sorgt wurden. Nach der Ausfu¨hrung des Kostenmodells kann eine Aus-
wahl einer geeigneten Synchronisationsstrategie auf Basis von Algorith-
men stattfinden (Schritt vier). Es wird beispielsweise festgelegt, welche Ak-
tualisierungsinformationen in Synchronisationsnachrichten enthalten sind.
Im letzten Schritt ist die Adaption von Synchronsiationsparametern ange-
dacht. Auf diese Weise kann auf Vera¨nderungen des Systems zur Laufzeit
reagiert werden.
1.4 Aufbau der Arbeit
Die Arbeit ist wie folgt aufgebaut: Zuna¨chst wird im Kapitel 2 die Pro-
blematik der Synchronisation von Gescha¨ftsobjekten auf Anwendungsebe-
ne na¨her erla¨utert und verwandte Arbeiten werden betrachtet. Inhalt sind
sowohl Replikationsstrategien aus dem Bereich der Datenbanken als auch
zwischen Anwendungsservern. Die resultierenden Anforderungen werden
am Ende des Kapitels zusammengetragen. Die in dieser Arbeit vorgeschla-
genen Lo¨sung ist in Kapitel 3 beschrieben. Das Kapitel 3 beinhaltet motivie-
rende Beispiele und die Formalisierung der Eigenschaften von Gescha¨fts-
objekten. Darauf aufbauend werden die Profilerstellung von Gescha¨ftsob-
jekten und die Versionierung von Gescha¨ftsobjekten eingefu¨hrt. Letztend-
lich wird ein Kostenmodell vorgestellt, welches erlaubt, Algorithmen fu¨r
eine Verbesserung des Synchronisationsprozesses aufzustellen. Die entwi-
ckelten Konzepte werden in Kapitel 4 umfangreich simulativ und experi-
mentell evaluiert. Die Arbeit schließt mit einer Zusammenfassung der Er-
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gebnisse und einem Ausblick auf weitere Arbeiten in Kapitel 5 ab.
2
Problembeschreibung
Die Problematik der Synchronisation von Gescha¨ftsobjekten wird in die-
sem Kapitel beschrieben. Zuvor werden die Grundlagen der Replikation
erla¨utert. Im Anschluss wird ein U¨berblick u¨ber die Replikation in Da-
tenbanksystemen gegeben, wobei eine Kategorisierung der aufgefu¨hrten
Replikationsstrategien erfolgt. Abschließend wird die Datenreplikation auf
Anwendungsebene definiert und die daraus entstehende Problematik der
Synchronisation von Gescha¨ftsobjekten erla¨utert. Parallel wird Bezug zu
verwandten Arbeiten im Gebiet der Datenbankreplikation und der Repli-
kation zwischen Anwendungsservern genommen.
2.1 Replikation
Die Replikation bezeichnet die Erzeugung von redundanten Datenobjekten.
Datenobjekte stellen Informationen aus der realen Welt dar. Bei der Repli-
kation werden beliebig viele Kopien von Datenobjekten erstellt. Ziel ist es,
den gleichen Informationsgehalt x innerhalb der entstandenen Kopie und
dem Original unmittelbar nach der Replikation zu erhalten. Original und
Kopie stellen durch die Replikation den gleichen Sachverhalt in der realen
Welt dar. Diese Eigenschaft wird als Gleichheit bezeichnet.
Im Gegensatz zur Migration werden bei der Replikation sowohl Original
als auch Kopie weiterhin verwendet. Das Original wird nicht gelo¨scht. Die
replizierten Datenobjekte werden als Replikate bezeichnet. Eine Unterschei-
dung zwischen Original und Kopie ist auf Grund der Gleichheit unmit-
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telbar nach der Replikation nicht mehr erforderlich und in der folgenden
Betrachtung auch nicht mehr erwu¨nscht. Es muss sich nicht immer aus-
schließlich auf einem Rechner ein Replikat befinden. Es ko¨nnen beispiels-
weise mehrere Datenbanken innerhalb eines Rechners und somit mehrere









Rechner 2 Rechner 3
Abb. 2.1: Replikation von Datenobjekten
Jedes Replikat ist im Allgemeinen an einen Rechner gebunden und durch
ihn gekennzeichnet. In Abbildung 2.1 sind drei Rechner (Rechner 1 bis
Rechner 3) abgebildet. Auf jedem dieser Rechner befindet sich ein Repli-
kat (r1(x) bis r3(x)), welches den gleichen Sachverhalt (Informationen) x
repra¨sentiert. Der Replikationsgrad bezeichnet die Anzahl der existieren-
den Replikate eines Datenobjekts [Len97]. Im Folgenden kann ein Repli-
kat auch aus Sammlungen von Datenobjekten bestehen und beispielsweise
ganze Datenbesta¨nde einer Anwendung umfassen. Auf eine Unterschei-
dung zwischen partieller Gleichheit und totaler Gleichheit [JW90] wird
verzichtet. Eine Unterscheidung erfolgt vielmehr zwischen partieller und
vollsta¨ndiger Replikation, die im folgenden Abschnitt beschrieben wird.
2.1.1 Replikationsarten
Eine Menge von Datenobjekten kann partiell oder vollsta¨ndig repliziert wer-
den. Eine vollsta¨ndige Replikation bedeutet, dass alle Daten eines Rechners
(z. B. einer gesamten Datenbank) mit allen Datenobjekten repliziert sind.
Sind Rechner 1 und Rechner 2 zwei Rechner und D(X) die Datenmenge
der Informationsmenge X eines Rechners, so sind alle Datenobjekte D(X)1
(x ∈ X), die auf dem Rechner 1 zu finden sind, auch in der Datenmenge
D(X)2 auf dem Rechner 2 zu finden und umgekehrt. In diesem Fall spricht
man auch von einer Spiegelung. In Abbildung 2.2 a) ist die vollsta¨ndige Re-
plikation einer Datenbank abgebildet. Die partielle Replikation hingegen
umfasst wiederum Teilmengen bzw. Untermengen von Datenobjekten ei-
nes Rechners. Beispielsweise ko¨nnen bei relationalen Datenbanksystemen
nur bestimmte Datenbankinstanzen oder Tabellen repliziert werden. In die-
sem Fall ist eine Teilmenge der Datenobjekte D(X)1 und D(Y)1 auf dem
Rechner 1 repliziert. In dem Beispiel ist die Menge der Datenobjekte D(X)2
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gleich der Menge der Datenobjekte D(X)1. Die Mengen der Datenobjekte
D(Y)1 und D(Z)2 unterscheiden sich jedoch (Abbildung 2.2 b). Eine Be-
schreibung fu¨r die partielle und vollsta¨ndige Replikation in Bezug auf Da-











Abb. 2.2: Vollsta¨ndige und partielle Replikation
2.1.2 Motivation fu¨r die Replikation
Daten werden repliziert, um die Zuverla¨ssigkeit eines Systems zur erho¨hen
oder das Antwortzeitverhalten eines Systems zu verbessern. Diese nicht-
funktionalen Anforderungen sind an die meisten Softwareanwendungen
gestellt. Daher bietet die Replikation ein breites Anwendungsfeld und fin-
det bereits bei vielen Lo¨sungen ihren Einsatz.
Zuverla¨ssigkeit
Die Zuverla¨ssigkeit eines Systems sagt aus, wie funktionstu¨chtig ein Sys-
tem fu¨r einen definierten Zeitraum ist. Ein System ist um so zuverla¨ssi-
ger desto weniger Unterbrechungen der Funktionstu¨chtigkeit auftreten.
Die Replikation kann die Zuverla¨ssigkeit eines Systems erho¨hen. Beispiels-
weise kann die Replikation die Zuverla¨ssigkeit einer ganzen Anwendung
erho¨hen, so dass das Arbeiten mit der Anwendung auch bei Ausfall von
Rechnern ohne Unterbrechung mo¨glich ist.
Fu¨r die Gewa¨hrleistung der Zuverla¨ssigkeit eines Systems ist es notwen-
dig, die Wahrscheinlichkeit zu erho¨hen, einen erfolgreichen Zugriff auf Da-
ten zu gewa¨hrleisten [BS95]. Diese Eigenschaft wird als Verfu¨gbarkeit be-
zeichnet. Ein Datenobjekt ist auf einem Rechner verfu¨gbar, wenn ein Re-
plikat des Datenobjekts sich auf diesem Rechner befindet und der Zugriff
mo¨glich ist. Diese Art der Verfu¨gbarkeit wird auch als lokale Verfu¨gbarkeit
bezeichnet. Fa¨llt ein Rechner aus und ein anderer Rechner besitzt noch ein
Replikat des gewu¨nschten Datenobjekts, kann alternativ auf das Replikat
zugegriffen werden. Das Datenobjekt bleibt somit trotz Ausfall eines Rech-
ners verfu¨gbar. Fu¨r das System bedeutet die Replikation in dem Fall auch
eine Erho¨hung der Fehlertoleranz, da trotz eines Ausfalls eines Rechners der
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Ausfall
Abb. 2.3: Verfu¨gbarkeit und Ausfall von Rechnern
In Abbildung 2.3 ist ein Beispiel fu¨r die Erhaltung der Verfu¨gbarkeit bei
Ausfall eines Rechners abgebildet. Ziel ist es, einem Client Zugriff auf die
Information x zu gewa¨hrleisten. Im Normalfall erha¨lt der Client Zugriff,
indem er einen Rechner 1 anfragt, auf dem sich die Information x befindet.
Fa¨llt jedoch dieser Rechner aus, ist die Information bzw. das Datenobjekt
r1(x) nicht mehr verfu¨gbar. Wenn das Datenobjekt repliziert ist, kann der
Client auf einen anderen Rechner 2 mit dem Replikat ausweichen. Das Sys-
tem kann somit zuverla¨ssig einen Zugriff auf die Information x gewa¨hr-
leisten.
Antwortzeitverhalten
Eine weitere Motivation fu¨r die Replikation stellt die Verringerung von
Antwortzeiten dar. Anwendungen ko¨nnen auf verschiedene Rechner, die
sich an unterschiedlichen Orten befinden, verteilt werden. Die Erzeugung
von Replikaten auf verschiedenen Rechnern ermo¨glicht, dass auf Datenob-
jekte bzw. deren Replikate lokal zugegriffen werden kann. Lokale Zugriffe
sind in den meisten Fa¨llen schneller, da die Kommunikationswege ku¨rzer
und die lokalen Datenraten ho¨her sind. Die Antwortzeiten fu¨r die Zugriffe
auf Datenobjekte ko¨nnen dadurch verringert werden.
Eine weitere Einsatzmo¨glichkeit fu¨r die Replikation ist die Verteilung von
Lasten. Rechner ko¨nnen keiner unbegrenzten Anzahl von Clients den
gleichzeitigen Zugriff auf das selbe Datenobjekte gewa¨hrleisten. Ist das
Datenobjekt repliziert, ko¨nnen die Zugriffe auf die verschiedenen Rech-
ner verteilt werden. Durch die Verteilung u¨ber mehrere Rechner ko¨nnen
ebenfalls Flaschenha¨lse durch beispielsweise begrenzte Datenraten zu den
Rechnern vermieden werden. Man spricht in diesem Fall von einer Lasten-
verteilung.
In Abbildung 2.4 sind zwei Clients abgebildet. Jeder dieser Clients mo¨chte
Zugriff auf die Information x. Wenn der gleichzeitige Zugriff auf Rechner 1
nicht mo¨glich ist bzw. den Zugriff verlangsamt, kann der Client 2 auf
Rechner 2 zugreifen. Die Last, die durch den Zugriff der Clients entsteht,











Replikation von Daten erfordert immer eine Art der Replikationskontrolle,
deren Hauptziel es ist, die Kopien der Datenobjekte, die Replikate, aktu-
ell und konsistent zu halten. Bei den unterschiedlichen Strategien fu¨r die
Replikationskontrolle gilt es, eine ausgewogene Balance zwischen Perfor-
mance des Systems, Aktualita¨t und Konsistenz der Daten zu finden. Bevor
auf Replikationsstrategien in Datenbanksystemen eingegangen wird, wer-
den die Begriffe Konsistenz und Aktualita¨t na¨her erla¨utert.
Konsistenz
In Abbildung 2.4 ist zu sehen, dass verschiedene Clients auf die gleiche
Information zugreifen, wobei die Information von verschieden Replikaten
zur Verfu¨gung gestellt werden. Beide Clients mo¨chten beispielsweise Da-
ten einer Bestellung anfordern. Die Anforderung ist es, dass beide Clients
genau die gleichen Informationen erhalten, obwohl sie auf unterschiedli-
che Rechner zugreifen.
Informationen ko¨nnen bei einem Zugriff gea¨ndert werden. Wu¨rde in dem
Beispiel Client 1 die Bestellung a¨ndern, so muss sichergestellt werden, dass
auch Client 2 diese Informationen u¨ber die A¨nderung erha¨lt. Die Replika-
tionskontrolle muss deshalb dafu¨r sorgen, dass alle Replikate den gleichen
Informationsgehalt darstellen. Ob zwei Replikate die gleiche Information
besitzen, dru¨ckt die Konsistenz aus.
Fu¨r die Konsistenz gibt es eine Reihe von Definitionen, die oft an den An-
wendungsbereich gekoppelt ist. Vorerst wird sich auf die Konsistenz von
Daten nach [GR93] bezogen, wobei diese auch als Korrektheit bezeichnet
wird. Replikate sind in diesem Sinne konsistent, wenn sie alle die gleichen
Werte besitzen. Ein Zugriff z muss auf jedem Replikat ri das gleiche Er-
gebnis liefern: z(ri) = z(rj)(i 6= j). Eine Klassifizierung von Konsistenz
fu¨r Datenbanken ist in [Len97] zu finden. In Abschnitt 3.7.2 wird auf ver-
schiedene Spezifikationen von Konsistenzen in Bezug auf Gescha¨ftsobjekte
na¨her eingegangen.
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In dem aufgefu¨hrten Beispiel muss die Replikationskontrolle dafu¨r sor-
gen, dass alle A¨nderungen von Client 1 auf Rechner 1 auch an den
Rechner 2 weitergeleitet werden. Umgekehrt mu¨ssen auch alle A¨nderun-
gen auf Rechner 2 an den Rechner 1 propagiert werden.
Schon an diesem einfachen Beispiel mit nur zwei Clients und zwei Rechner,
la¨sst sich erkennen, dass die Einhaltung der Konsistenz eine große Her-
ausforderung darstellt. Wird auf beide Replikate gleichzeitig schreibend
zugegriffen und werden A¨nderungen durchgefu¨hrt, muss eine Fehlerbe-
handlung erfolgen. Auch mu¨ssen die A¨nderungen eines Replikats recht-
zeitig an alle anderen Replikate weitergeleitet werden, damit keine falschen
Daten gelesen werden. Wurde beispielsweise die Bestellung eines Kunden
auf einem Replikat gea¨ndert, sollte das auch auf anderen Replikaten sicht-
bar sein. Ansonsten ko¨nnte es sein, dass die Bestellung falsch abgearbeitet
wird, wenn von einem inkonsistenten Replikat gelesen wird.
Aktualita¨t
Aktualita¨t ist eine besondere Form der Konsistenz und wird oft auch als
Frische von Daten (Data Freshness) bezeichnet. Zwei Replikate ko¨nnen zu-
einander konsistent sein und veraltete Werte besitzen. Der Zugriff auf die
Replikate gibt in diesem Fall das gleiche Ergebnis zuru¨ck, verweist aber
nicht auf die aktuellen Daten. In diesem Fall wird nicht die letzte A¨nde-
rung zum Zeitpunkt tn gelesen, sondern von einem fru¨herem Zeitpunkt
tn−1 gelesen. Von aktuellen Daten spricht man, wenn der Zugriff auf die
Replikate die Werte der letzten A¨nderungen als Ergebnis liefert. Der zeitli-
che Bezug bei der Aktualita¨t von Daten richtet sich jedoch unter anderem
danach, ob Daten noch den Nutzererwartungen entsprechen, bereits neue-
re Daten existieren oder wann die Daten erstellt wurden [Bou04].
Beispielsweise kann ein Client die Anzahl der Artikel einer Bestellung
a¨ndern. Wird auf verschiedenen Replikaten nach der Anzahl der Artikel in
der Bestellung gefragt, liefern die Replikate unter Umsta¨nden nicht gleiche
Ergebnisse. Sie sind dann nicht mehr konsistent, sofern die A¨nderungen
nicht weitergeleitet wurden. Wenn jetzt die Anzahl der Artikel in der Be-
stellung nochmal auf dem gleichen Replikat gea¨ndert wird und dem glei-
chen Wert entspricht, wie sie auf allen anderen Replikaten vorhanden ist,
sind die Replikate wieder konsistent. Sie liefern alle das gleiche Ergebnis.
Jedoch sind die Replikate nicht aktuell, denn die Anzahl der Bestellung




Bei der Replikation von Datenobjekten wird in prima¨res Datenobjekt und
Kopie unterteilt. Ein prima¨res Datenobjekt ist die erste Instanz eines Daten-
objekts. Alle anderen nachtra¨glich erzeugten Instanzen des gleichen Date-
nobjekts werden als Kopie bezeichnet. Das prima¨re Datenobjekt ist nicht
mit dem Master (Primary) bei dem Prima¨rkopieverfahren (siehe Abschnitt
2.2) zu verwechseln, da es nicht die Verantwortlichkeit beschreibt, sondern
ausdru¨ckt ob es sich um ein Original und nicht um eine Kopie handelt. Das
prima¨re Datenobjekt kann daher auch als originales bzw. urspru¨ngliches
Datenobjekt bezeichnet werden.
Die Replikation eines Datenobjekts bedeutet, dass eine oder mehrere Kopi-
en eines Datenobjekts erzeugt werden. Im Gegensatz zur Migration bleibt
das originale Datenobjekt erhalten. Sowohl originales Datenobjekt als auch
die Kopien werden als Replikate bezeichnet, da sie repliziert wurden und
somit redundant vorhanden sind. Das Erzeugen einer Kopie eines Daten-
objekts wird als initialer Ladevorgang bezeichnet. Die Replikation hat somit
immer eine Redundanz von Datenobjekten zur Folge. Wird ein Datenobjekt
gea¨ndert, mu¨ssen alle Replikate des Datenobjekts miteinander abgeglichen
werden, um wieder eine volle Konsistenz aller Datenobjekte zu erreichen.
Der Vorgang des Abgleichs von Datenobjekten wird als Synchronisation be-
zeichnet. Bei dem initialen Ladevorgang oder beim Lo¨schen von Datenob-
jekten werden im weitesten Sinne ebenfalls Daten gea¨ndert. Datenobjekt-
u¨bergreifend werden diese Prozesse als spezielle Fa¨lle der Synchronisation
bezeichnet.
Eine Synchronisation eines Datenobjekts findet immer von einem Rechner
zu einem oder mehreren anderen Rechnern statt. Der Rechner, der die Kon-
trolle der Synchronisation u¨bernimmt und die entsprechenden Synchroni-
sationsnachrichten erstellt, wird als Sender bezeichnet. Der Sender versen-
det die Synchronisationsnachricht zu den Rechnern, auf den sich die ande-
ren Replikate des gea¨nderten Datenobjekts befinden. Diese Rechner wer-
den als Empfa¨nger bezeichnet. Eine Synchronisation findet entsprechend
immer von einem Sender zu einem oder mehreren Empfa¨ngern statt.
Zusammenfassung
In Abbildung 2.5 ist dargestellt, wann Daten aktuell und konsistent sind
und welchen Einfluss die Replikationskontrolle hat. Es sind analog zum
vorherigen Beispiel zwei Clients (Client 1 und Client 2) und zwei Rechner
(Rechner 1, Rechner 2) abgebildet. Hinzugekommen ist eine Komponente
fu¨r die Replikationskontrolle. Zum Zeitpunkt t0 sind alle Daten konsistent
und aktuell. Replikat r1 und Replikat r2 haben die gleichen Werte.
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Lesen Client 1 und Client 2 die Information x von den Replikaten, erhalten
sie in diesem Beispiel zu den Zeitpunkten t1 und t2 beide das gleiche Er-
gebnis, den Wert ”2“. Die Daten sind immer noch konsistent und aktuell,
da sich kein Replikat gea¨ndert hat. Zum Zeitpunkt t3 wird der Wert von r1
auf den Wert ”3“ gesetzt. Beim Lesen von r1 zum Zeitpunkt t4 wird jetzt
der Wert ”3“ zuru¨ckgegeben. Zum Zeitpunkt t5 gibt jedoch Rechner 2 im-
mer noch den Wert ”2” zuru¨ck. Die Replikate r1 und r2 sind somit nicht
mehr konsistent. Die Konsistenz ist nicht mehr seit der A¨nderung von r1
zum Zeitpunkt t3 vorhanden. Zum Zeitpunkt t6 wird erneut der Wert von
r1 gea¨ndert. Der Wert wird in diesem Fall wieder auf den Wert ”2“ gesetzt.
Lesen Client 1 und Client 2 die Daten von r1 und r2, erhalten sie beide
das gleiche Ergebnis ”2“. Die Daten sind somit wieder konsistent. Jedoch
hat r2 nicht den aktuellen Wert von r1. Die vorherigen A¨nderungen sind
nicht bekannt. Das Replikat r1 hat den Wert der letzten A¨nderung zum
Zeitpunkt t6. Das Replikat r2 besitzt hingegen immer noch den Wert zum
Zeitpunkt t0. Die Daten von r2 sind somit nicht mehr aktuell. In der Zeit t9
bis t10 kommt die Replikationskontrolle zum Einsatz. Sie hat beispielswei-
se die Mo¨glichkeit, A¨nderungen eines Replikats auf alle anderen Replikate
zu propagieren. Dieser Vorgang der Synchronisation stellt sicher, dass al-
le Daten konsistent und gegebenenfalls auch aktuell sind. In diesem Fall
erhalten beide Clients zum Zeitpunkt t11 und t12 den aktuellen Wert ”2“.
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Rechner Replikationskontrolle Lesen Schreiben Synchronisieren
Abb. 2.5: Replikationskontrolle zwischen Rechnern
Die Synchronisation kann auch bereits zum Zeitpunkt t4 erfolgen. Somit
kann vermieden werden, dass r2 inkonsistente Daten besitzt. Zu welchem
Zeitpunkt eine Synchronisation erfolgt, ist jedoch abha¨ngig vom verwen-
deten Replikationsalgorithmus und wird im folgenden Kapitel behandelt.
Hinzu kommen Fa¨lle, in denen beispielsweise gleichzeitige und konkurrie-
rende A¨nderungen von Replikaten auftreten ko¨nnen. Die Behandlung die-
ser Ausnahmen muss ebenfalls durch die Replikationskontrolle gewa¨hr-
leistet werden. Weiterhin sind verschiedene Strategien notwendig, die den
Ausfall von Rechnern sowie Lese- und Schreibkonflikte behandeln.
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2.2 Datenbankreplikation
In verteilten Datenbanksystemen [OV99] ist Replikation eine u¨bliche Stra-
tegie fu¨r die Erho¨hung von Verfu¨gbarkeit, die Steigerung der Zuverla¨ssig-
keit und um schnellen lokalen Zugriff in Datenbanksystemen zu erreichen.
Die Replikation von und zwischen Datenbanken wird als Datenbankrepli-
kation bezeichnet und ist bereits ein weit erforschtes Gebiet, weil es gilt,
die Vorteile der Replikation mit den dafu¨r aufzubringenden Kosten in Ein-
klang zu bringen [LAA94]. Die Replikation von Datenbanken wird durch
die Replikationskontrolle gesteuert. Die Replikationskontrolle ist auch fu¨r
die Synchronisation der Datenbanken verantwortlichen, deren Ziel es ist,
den gleichen Datenbestand zwischen den Kopien der Datenbanken herzu-
stellen. Die Synchronisation erfordert den Austausch von Synchronisati-
onsnachrichten und ha¨ngt von der Art der verwendeten Replikationstrate-
gie ab.
In dieser Arbeit liegt der Fokus auf dem Synchronisationsprozess zwischen
Anwendungsservern. Mit einer verbesserten Auswahl und einer geeigne-
ten Parametrisierung einer Replikationsstrategie ist es mo¨glich, den Syn-
chronisationsprozess entscheidend zu unterstu¨tzen. Im Bereich der Daten-
banken gibt es bereits eine Vielzahl von Replikationsstrategien, welche ge-
gebenenfalls auf die Replikation zwischen Anwendungsservern angewen-
det werden ko¨nnen. Im Folgenden wird eine Kategorisierung von Replika-
tionsstrategien aus dem Bereich der Datenbanken vorgenommen, um eine
Basis fu¨r die Systemunterstu¨tzung der Synchronisation auf Anwendungs-
ebene zu erstellen.
2.2.1 Kategorisierung von Replikationsstrategien
Die Wahl der Replikationsstrategie hat entscheidenden Einfluss auf den
Synchronisationsprozess. An Hand der Replikationsstrategien entscheidet
sich beispielsweise, auf welchen Rechnern Schreibzugriff mo¨glich ist und
somit welcher Rechner Sender fu¨r die Synchronisationsnachrichten ist. Zu-
dem wird festgelegt, wann und unter welchen Kriterien Synchronisations-
nachrichten versendet werden. Eine umfassende Beschreibung der Daten-
replikation in verteilten Systemen ist in [Len97] zu finden. Die folgende
Kategorisierung erfolgt in Anlehnung an [WSP+00].
Architektur
Im Bereich von verteilten Datenbanken wird zwischen zwei Ansa¨tzen bei
der Kontrolle von Schreibzugriffen unterschieden, dem Prima¨rkopie- und
dem Gruppenverfahren (Primary Copy und Update Everywhere) [GHOS96].
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Die Unterscheidung der beiden Verfahren beruht auf dem Besitz der
Prima¨rkopie eines Datenobjekts. Beim Prima¨rkopieverfahren werden Da-
ten einem Master-Rechner zugeordnet. Nur auf diesem Rechner ko¨nnen
Objekta¨nderungen durchgefu¨hrt werden. Alle anderen Rechner besitzen
lokal nur Leserechte und mu¨ssen Objekta¨nderungen beim Master anfor-
dern. Das zweite Verfahren erlaubt A¨nderungen auf jedem Rechner, wel-
cher eine Kopie eines Objekts besitzt, lokal durchzufu¨hren. Dieses Verfah-
ren kann schnell zu Konflikten fu¨hren, wenn an unterschiedlichen Rech-
nern die gleichen Objekte gea¨ndert werden. Beim Prima¨rkopieverfahren
wird dieser Konflikt vermieden, indem A¨nderungen nur an einem Rech-
ner mo¨glich sind bzw. an den Master-Rechner weitergeleitet werden. Der
Datentransfer ist jedoch dementsprechend ho¨her und kann bei einer hohen
Anzahl von Kopien ebenfalls zu Problemen fu¨hren.
Prima¨rkopie In Abbildung 2.6 ist das Verfahren der Prima¨rkopie beim
Lesen (a) und Schreiben (b, c) abgebildet. In Abbildung 2.6 a) liest ein Client
die Information von Rechner 1 (1) und bekommt eine Antwort mit dem
Ergebnis (2), wenn sich das Replikat r1 auf dem Rechner befindet. Analog
kann ein Client die Information von Rechner 2 lesen (3) und erha¨lt den Wert
von r2 (4) als Antwort. Die Tatsache, dass Rechner 1 der Master ist, hat keine
Auswirkung auf die Berechtigung fu¨r einen Lesezugriff. Auf jeden Rechner
kann lesend zugegriffen werden.
Bei einem schreibenden Zugriff auf einen Master-Rechner (1) werden die
A¨nderungen sofort auf dem Rechner 1 durchgefu¨hrt, da der Master die
Kontrolle u¨ber das Datenobjekt besitzt (Abbildung 2.6 b). Eine Antwort mit
der Besta¨tigung u¨ber eine erfolgreiche A¨nderung kann direkt zuru¨ck an
den Client gegeben werden(2). Die Propagierung der A¨nderungen an die
anderen Replikate fu¨r die Einhaltung der Konsistenz kann im Anschluss
oder parallel erfolgen (3). Die Propagierung der A¨nderung wird durch die
Synchronisation durchgefu¨hrt.
Den besonderen Fall stellt der schreibende Zugriff auf einen Rechner dar,
der nicht Master ist (Abbildung 2.6 c). In diesem Fall soll eine A¨nderung
auf dem Rechner 1 durchgefu¨hrt werden, wobei Rechner 1 der Master ist
(1). Der Rechner 1 muss die A¨nderungsanforderung an den Rechner 2 wei-
terleiten (2), da nur er die Berechtigung hat, Daten fu¨r das angeforderte
Replikat lokal zu a¨ndern. Auf diese Weise wird verhindert, dass Inkon-
sistenzen zwischen den Replikaten entstehen, da verschiedene Replikate
nicht gleichzeitig gea¨ndert werden ko¨nnen. Alle A¨nderungen werden von
dem zentralen Rechner, dem Master, verwaltet. Dieser besta¨tigt bei Erfolg
die A¨nderung (3). Erst im Anschluss kann die erfolgreiche A¨nderung an
den Client weitergeleitet werden (4). Es gibt aber auch optimistische Ver-
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Abb. 2.6: Prima¨rkopieverfahren
A¨nderung kann zeitgleich oder vor der Antwort an den Client auch lo-
kal auf Rechner 1 durchgefu¨hrt werden. Eine umfangreiche Beschreibung
eines Protokolls fu¨r das Prima¨rkopieverfahren ist in [BMST93] zu finden.
Das Prima¨rkopieverfahren wird prima¨r bei Systemen mit vielen Lesezu-
griffen verwendet. Es ermo¨glicht die Vermeidung von Konflikten beim
Schreibzugriff, da die A¨nderungen von Replikaten zentral verwaltet wer-
den. Werden gleichzeitig mehrere A¨nderungen eines Datenobjekts auf dem
Master gleichzeitig angefordert, so ko¨nnen diese sequentiell durchgefu¨hrt
werden. Der Nachteil des Prima¨rkopieverfahrens ist, dass beim Schreibzu-
griff der Master immer verfu¨gbar sein muss und die zusa¨tzliche Kommu-
nikation mit dem Master bei jedem Schreibzugriff zeitaufwendig ist.
Update Everywhere In Abbildung 2.7 ist das Update-Everywhere-
Verfahren beim Lesen (a) und Schreiben (b) dargestellt. Analog zum
Prima¨rkopieverfahren ko¨nnen Clients Informationen von beliebigen Rech-
ner lesen (1,3). Alle Clients bekommen das gleiche Ergebnis, wenn die Re-
plikate (r1, r2) auf dem Rechner 1 und Rechner 2 konsistent sind.
Gegenu¨ber dem Prima¨rkopieverfahren ko¨nnen auf jedem Rechner A¨nde-
rungen durchgefu¨hrt werden. Es gibt keinen Master-Rechner fu¨r Replikate.
In Abbildung 2.7 b) fu¨hrt ein Client A¨nderungen auf dem Replikat r1 durch
(1) und bekommt eine Besta¨tigung (2). Die A¨nderungen werden anschlie-
ßend auf alle anderen Replikate u¨bertragen (3). In dem Beispiel wird nur r2
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Die Weiterleitung aller A¨nderungen an den Master beim Prima¨rkopiever-
fahren verhindert Konflikte durch konkurrierende A¨nderungen, bedeutet
jedoch zusa¨tzlichen Kommunikationsaufwand. Beim Update-Everywhere-
Verfahren erha¨lt der Client direkt eine Antwort nach einer A¨nderung, Ab-
bildung 2.7 c) (1,2). Wurden bereits A¨nderungen auf einem anderen Repli-
kat r2 durchgefu¨hrt, entsteht ein Konflikt bei der Weiterleitung der A¨nde-
rung von Rechner 1 an Rechner 2 (3). Eine besondere Art der Konfliktbe-
handlung ist somit erforderlich. Eine Lo¨sung fu¨r die Konfliktbehandlung
stellen unter anderem Votierungsverfahren dar [BS95, Tho79, Len97].
Mischverfahren Das vorgestellte Prima¨rkopieverfahren ist ein einfaches
Verfahren, wobei der Vorteil der Replikation bei vielen Replikaten kaum
ausgenutzt werden kann. Der Master-Rechner stellt einen Flaschenhals dar.
Das Update-Everywhere-Verfahren hingegen kann zu Konflikten bei meh-
reren Schreibzugriffen fu¨hren. Es gibt eine Vielzahl von Verfahren, die das
Prima¨rkopieverfahren und Update-Everywhere-Verfahren anpassen oder
verbinden. Ein Beispiel ist, den Master bei dem Prima¨rkopieverfahren
dynamisch zu vergeben. Ein entsprechendes Verfahren wurde bereits in
[MW82] vorgestellt, in dem Token fu¨r die Vergabe von Schreibrechten ver-
wendet werden. Eine besondere Stellung nehmen die Votierungsverfahren
ein, die es ermo¨glichen, die Schreib- oder Leseverfu¨gbarkeit zu erho¨hen.
Auf Grund der Vorteile durch eine zentrale Verwaltung der Schreibzugrif-
fe wird sich in der weiteren Betrachtung auf das Prima¨rkopieverfahren be-
schra¨nkt. Eine U¨bersicht mit weiteren Verfahren ist in [Len97] zu finden.
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Synchronisation
Eine weitere Kategorisierung besteht darin, wie A¨nderungen von Repli-
katen an andere Rechner propagiert werden. In [GHOS96] wird zwischen
Eager und Lazy Replication unterschieden [LLS90, ATS+05]. Ersteres erfor-
dert, dass A¨nderungen von Replikaten innerhalb einer Transaktion lokal
und auf allen Replikaten ausgefu¨hrt werden [BN97]. Dieses Verfahren wird
deshalb auch als synchrone Replikation bezeichnet [GR93]. Lazy Replication
hingegen bezeichnet, dass nur ein Replikat innerhalb der hervorrufenden
Transaktion gea¨ndert wird. Die lokalen A¨nderungen werden anschließend
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Abb. 2.8: Synchrone und asynchrone Replikation
In Abbildung 2.8 ist die synchrone und asynchrone Propagierung von
A¨nderungen innerhalb von Transaktionen dargestellt. In dem Beispiel wird
auf dem Replikat r1 eine A¨nderung durchgefu¨hrt. Die A¨nderungen mu¨ssen
anschließend an alle anderen Replikate r2 bis rn weitergeleitet werden.
Bei dem synchronen Verfahren (a) werden die A¨nderungen auf dem Repli-
kat r1 und den zu synchronisierenden Replikaten r1 bis rn innerhalb einer
Transaktion T1 durchgefu¨hrt. Entsprechend dem Transaktionsprinzip wird
die ganze Transaktion abgebrochen, sobald ein beliebiges Replikat nicht
gea¨ndert werden kann bzw. sobald es einen Konflikt gibt. Eine Beendigung
der Transaktion erfolgt erst nach erfolgreicher A¨nderung aller Replikate.
Das synchrone Verfahren (b) la¨sst eine A¨nderung der Replikate in einzel-
nen Transaktionen zu. In dem Beispiel wird jedes Replikat (r1 bis rn) in
einer eigenen Transaktion gea¨ndert. Die Transaktionen (T1 bis Tn) werden
sequentiell gestartet. Es ist auch eine parallele Ausfu¨hrung der Transaktio-
nen T2 bis Tn mo¨glich. Bei einem Fehlschlag einer Transaktion bleiben al-
le A¨nderungen innerhalb der anderen Transaktionen gegenu¨ber dem syn-
chronen Verfahren erhalten. Eine Ausnahmebehandlung im Konfliktfall
notwendig, da inkonsistente Zusta¨nde entstehen ko¨nnen. Beispielsweise
sind r1 und r2 inkonsistent wenn T2 nicht erfolgreich durchgefu¨hrt wurde.
20 Problembeschreibung
Terminierung
In Datenbanksystemen ist besonders die Terminierung von A¨nderungen
bzw. A¨nderungsnachrichten entscheidend. Sind A¨nderungen innerhalb ei-
ner Transaktion garantiert deterministisch, kann auf eine Besta¨tigungsnach-
richt u¨ber die erfolgreiche Bearbeitung von Transaktionen ggf. verzich-
tet werden. Das erfordert eine Garantie der U¨bertragung aller Nachrich-
ten. Die Erkennung von Schreib-/Schreib-Konflikten bzw. Schreib-/Lese-
Konflikten kann mit Votierungsverfahren gelo¨st werden. Das einfachste Ver-
fahren geschieht durch Mehrheitsentscheidungen [Tho79]. Weitere Verfahren
sind das Gewichtete Votieren [Gif79] oder das Dynamische Votieren [BS95]. Ei-
ne U¨bersicht von Votierungsverfahren ist in [BS95] und [Len97] zu finden.
Generell ko¨nnen Schreib- und Lese-Konflikte auch mit Sperren verhindert
werden. Bei dem Prima¨rkopieverfahren werden alle Replikate, die sich
nicht auf dem Master befinden, fu¨r das Schreiben gesperrt. Somit ko¨nnen
keine Schreib-/Schreib-Konflikte u¨berhaupt entstehen. Das wirkt sich je-
doch wiederum auf die Schreibverfu¨gbarkeit aus. Zusammenfassend bil-
den die Votierungsverfahren auch eine Alternative zu den Prima¨rkopie-
verfahren und dem Update-Everywhere-Verfahren. Keines der Verfahren
ist jedoch hinsichtlich der Eigenschaften, wie Konsistenz und Aktualita¨t,
allen anderen Verfahren u¨berlegen.
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In Abbildung 2.9 ist die Terminierung von A¨nderungsnachrichten verein-
facht abgebildet. In dem ersten Beispiel (Abbildung 2.9 a) wird von einer
deterministischen Nachricht ausgegangen. Die A¨nderung wird somit oh-
ne weitere Kommunikation an andere Replikate gesendet. In dem Beispiel
wird die A¨nderung von dem Replikat r1 an den Rechner 2 und somit an das
Replikat r2 propagiert.
Ist die A¨nderung nicht deterministisch (Abbildung 2.9 b), muss eine
Besta¨tigung u¨ber die A¨nderung gesendet werden (2), sobald eine Anforde-
rung verarbeitet wird (1). Erst im Anschluss kann die A¨nderung ausgefu¨hrt
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werden (3).
In Abbildung 2.9 c) ist ein Konfliktfall abgebildet. Die A¨nderung von r1
soll an das Replikat r2 propagiert werden (1). In diesem Fall wu¨rde die
A¨nderung jedoch zu einem Konflikt fu¨hren, da beispielsweise r2 bereits
innerhalb einer anderen Transaktion gea¨ndert wurde. Infolge dessen wird
keine Besta¨tigungsnachricht sondern eine Fehlermeldung an den Rechner 1
gesendet (2).
Zusammenfassung
Bei der Replikation kann, angelehnt an [Wie02], zusammenfassend in vier
Kategorien unterschieden werden (siehe Abbildung 2.10). Die erste Kate-
gorie bildet die Replikationsarchitektur und bezieht sich auf Kontrolle von
Datena¨nderungen. Wir unterscheiden zwischen dem Prima¨rkopie- und
dem Gruppenverfahren. Je nach verwendetem Protokoll kann in noch wei-
tere Verfahren abgestuft werden.
Die zweite Kategorie bezieht sich auf die Propagierung von Synchroni-
sationsnachrichten, wird in synchrone und asynchrone Replikation (La-
zy und Eager Replication) unterschieden und als Replikationssynchronisati-
on bezeichnet. Die na¨chste Kategorie ist die Replikationsinteraktion und un-
terscheidet zwischen konstanter und linearer Interaktion (siehe [Wie02]).
Die letzte Kategorie wird als Replikationsterminierung bezeichnet und be-
schreibt, ob Votierungsverfahren eingesetzt werden.
Es gibt bereits eine Vielzahl von Replikationsstrategien im Datenbankbe-
reich, welche fundamentalen Einfluss auf die nicht-funktionalen Eigen-
schaften wie die Verfu¨gbarkeit, die Zuverla¨ssigkeit und das Antwortzeitver-
halten haben. Die nicht-funktionalen Eigenschaften lassen sich jedoch nicht
alle gleichzeitig erho¨hen. Gema¨ß dem CAP Prinzip (Consistency, Availa-
bility, Partition-tolerance) lassen sich Konsistenz, Verfu¨gbarkeit und Par-
tionstoleranz nicht gleichzeitig optimieren [Bre00, GL02]. Die Wahl der
Replikationsstrategie richtet sich nach den Anforderungen an die nicht-
funktionalen und funktionalen Eigenschaften.
Einige der existierenden Replikatonsstrategien werden nicht direkt auf die
Datenreplikation zwischen Anwendungsservern anwendbar sein, da sie
datenbankspezifische Protokolle vorausetzen und speziell fu¨r verteilte Da-
tenbanksysteme entwickelt wurden. Sie bilden aber eine vielversprechende
Basis fu¨r die Entwicklung von Systemen, bei denen die Datenreplikation
auf Anwendungsebene notwendig ist.
Zusammenfassend kann die Replikation als eine etablierte Lo¨sung im
Bereich von verteilten Datenbanksystemen bezeichnet werden und wird
bereits umfassend eingesetzt. Eine Vielzahl von Replikationsstrategien
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wurden bereits untersucht und in der Forschung entwickelt [GHOS96,
WSP+00]. Der Fokus liegt bei den meisten Lo¨sungen in der Konsistenz-
haltung von replizierten Datenobjekten. In [PGS03] steht wiederum die
Skalierbarkeit von Datenbanksystemen in Clustern im Vordergrund. Vie-
le Arbeiten bescha¨ftigen sich mit der Verbesserung von Protokollen beim
Synchronisationsprozess unter der Verwendung fester Replikationsstrate-
gien. Beispielsweise wird in [BKR+99] die Serialisierbarkeit von Transak-
tionen fu¨r die Synchronisation unter Verwendung der Lazy Replication un-
terstu¨tzt. Hingegen ist die in [PAO08] vorgestellte Erweiterung auf die Ver-
wendung des Prima¨rkopieverfahrens angewiesen und zielt auf eine ho¨here
Skalierbarkeit ab. Mehrere Strategien fu¨r die Verbesserung der Aktualita¨t
von Daten in replizierten Datenbanksystemen mit der Anwendung von
Lazy Replication und dem Prima¨rkopieverfahren ist [PS00]. Die Erweite-
rungen der Replikationskontrolle wird oft u¨ber eine Middleware u¨ber der
Datenbank realisiert [PAO08, LKMJP05].
Eine besondere Kategorie von Datenbanken stellen die objektorientierten
Datenbanken dar, in denen die Datenobjekte nicht aus Tupeln in Tabel-
len bestehen. In objektorientierten Datenbanksystemen wurde Replikati-
on ebenfalls umfangreich betrachtet. Ziel ist es dort prima¨r, die Fehlertole-
ranz zu erho¨hen [NMMS02, KF00]. Es sind aber auch Ansa¨tze zu finden,
die sich mit der Steigerung der Performance bei den Replikatinsprozessen






















Die vorgestellten Verfahren lassen bereits eine Vielzahl an Algorithmen zu,
wie die Replikation in verteilten Systemen durchgefu¨hrt werden kann. Ins-
besondere die Einhaltung der Konsistenz und die dafu¨r notwendigen Ver-
fahren stellen eine große Herausforderung dar. Dabei gilt es, eine ausge-
wogene Balance zwischen den Systemanforderungen, wie Zuverla¨ssigkeit
und Antwortzeitverhalten, zu finden.
Der Einfluss des verwendeten Verfahrens fu¨r die Replikation la¨sst sich be-
reits sehr gut an der verwendeten Architektur erkennen. Sehr allgemein
betrachtet, verursacht das Verfahren der Prima¨rkopie einen Engpass bei
A¨nderungsnachrichten, vermeidet jedoch Konflikte in Bezug auf die Kon-
sistenz der Replikate. Das Update-Everywhere-Verfahren hingegen erlaubt
eine ho¨here Schreibverfu¨gbarkeit, kann aber zu Konflikten bei vielen A¨nde-
rungen fu¨hren. Die Betrachtung dieser zwei Verfahren dient deshalb als gu-
ter Vergleich fu¨r den Einfluss von Replikationsverfahren auf die Leistung
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eines Systems.
Einen Kompromiss zwischen den beiden genannten Verfahren stellen die
Entscheidungsverfahren (Voting) dar. Die Schreibverfu¨gbarkeit ist nur teil-
weise verringert, Konflikte ko¨nnen aber unter bestimmten Einschra¨nkun-
gen aufgelo¨st werden. Aufgrund der Vielzahl der vorhandenen und oft-
mals sehr speziellen Verfahren, wird sich in der weiteren Betrachtung auf
das Prima¨rkopie- und Gruppenverfahren beschra¨nkt.
2.3 Datenreplikation zwischen Anwendungsservern
Im Bereich der Datenbanken gibt es eine Vielzahl von Replikationsstrate-
gien. Die Replikation von Datenbanken wird seit mehr als zwei Jahrzehn-
ten erforscht und findet bereits großen Einsatz in der Praxis. Viele von in
Datenbanken etablierten Strategien scheinen vielversprechend fu¨r die An-
wendung auf die Datenreplikation zwischen Anwendungsservern. Die Da-
tenreplikation zwischen Anwendungsservern selbst ist ein noch sehr uner-
forschtes Gebiet, wenn es um die Replikation von Gescha¨ftsobjekten u¨ber
Web Services geht.
2.3.1 Multi-Tier-Architektur
Mit einer Schichtenarchitektur wird eine Softwarelo¨sung in verschiedene
Komponenten zerlegt. Es werden Schichten in Abha¨ngigkeit ihrer Funk-
tionen gebildet. Ziel ist es, die Anzahl der Abha¨ngigkeiten (insbesondere
Zyklen von Abha¨ngigkeiten) zwischen den Softwarekomponenten zu ver-
meiden. Dieses Ziel wird erreicht, indem eine Schicht nur auf ihre unter-
liegende Schicht zugreifen darf. In der Literatur wird in Zwei-Schichten (2-
Tier), Drei-Schichten (3-Tier) und Fu¨nf-Schichten-Architektur (5-Tier) un-
terschieden. Letztere wird auch als Multi-Tier- bzw. mehrschichtige Archi-
tektur bezeichnet.
In einer 5-Tier-Architektur wird in die Funktionen Pra¨sentation, Steue-
rung, Anwendung, Datenverwaltung und Datenhaltung unterschieden.
Die Pra¨sentationsschicht dient der Pra¨sentation von Informationen. Sie bie-
tet in der Regel die Mo¨glichkeiten der Ein- und Ausgabe von Daten. Die
Steuerungsschicht u¨bernimmt Aufgaben, welche die Kontrolle der Daten-
flu¨sse und -verarbeitung beinhalten. In der Anwendungsschicht befindet sich
letztendlich die Anwendungslogik und kapselt die Funktionen der An-
wendung ab. Die Datenverwaltungsschicht dient wiederum der Verwaltung
von Daten und sichert, dass Daten beispielsweise zum richtigen Zeitpunkt
persistent gespeichert werden. Die letzte Schicht, die Datenhaltungsschicht,
spiegelt die Speicherung von Daten wieder. Sie sichert die physische Spei-
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cherung von Daten. Steuerungs- und Anwendungsschicht werden bei der
3-Tier-Architektur in einer Funktionsschicht zusammengefasst, in der zu-
sammenfassend die Manipulation von Daten vorgenommen wird. Daten-
verwaltungsschicht und Datenhaltungsschicht werden als Datenschicht be-
zeichnet, welche insgesamt verantwortlich fu¨r die Speicherung von Daten
ist.
Bei einem Client-Server-Modell wird zwischen Client und Server unterschie-
den. Der Client stellt dabei ein Programm (Kunde) dar, welches auf einen
Dienst des Servers, einem weiteren Programm, zugreift. Betrachtet man die
Multi-Tier-Architektur, gibt es verschiedene Mo¨glichkeiten fu¨r eine Auftei-
lung der Schichten auf Client und Server. Eine Mo¨glichkeit ist es, dem Cli-
ent nur Pra¨sentationsaufgaben zuzuweisen, so dass auf ihm letztendlich
die Pra¨sentationsschicht abgebildet wird. Alle anderen Schichten werden
durch den Server abgebildet. Diese Art der Funktionsaufteilung wird auch
als Thin-Client-Architektur bezeichnet, da der Client aufgrund der geringen
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Abb. 2.11: Multi-Tier-Architektur
In Abbildung 2.11 ist eine Multi-Tier-Architektur einer Softwarelo¨sung
abgebildet. Auf einem Rechner (Server) befinden sich ein Anwendungsser-
ver (Applikationsserver) und eine Datenbank. Sie repra¨sentieren Funktions-
und Datenschicht. Von dem Anwendungsserver werden Anwendungen
(Applikationen) gehostet. Eine Applikation stellt dabei eine in sich abge-
schlossene Anwendung mit unterschiedlichen Funktionalita¨ten dar. Bei-
spiele fu¨r Applikationen sind SCM und CRM Systeme. Eine beschra¨nkte
Anzahl von Clients ko¨nnen sich zu diesen Applikationen verbinden und
mit ihnen kommunizieren. In der Abbildung 2.11 ist eine Applikation ab-
gebildet. Die Daten der Applikation werden aus der Datenbank gegeben-
falls u¨ber die Datenbankschnittstelle des Applikationsservers geladen und
zuru¨ckgeschrieben. Typischerweise werden die Daten in Datenobjekte (o1
bis o3) der Laufzeitumgebung von der Applikation geladen. Die Anwen-
dungssschicht kann in diesem Sinne auch als Cache betrachtet werden. Die
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Datenobjekte in der Applikation sind auf die Prozesse der Applikation ent-
sprechend abgestimmt und ko¨nnen sehr komplex sein. Die Struktur der
Datenbank ist transparent gestaltet. Wenn sich mehrere Applikationen auf
einem Anwendungsserver befinden, besitzt jede Applikation ihren eige-
nen Datenbestand in der Datenbank, beispielsweise jeweils eine Datenban-
kinstanz oder eigene Tabellen. Von der Verwendung der gleichen Daten
in der Datenbank durch verschiedene Applikationen wird nicht ausgegan-
gen, um Konflikte in der Datenbank und Einschra¨nkungen der Applikati-
onsfunktionen durch beispielsweise Sperren zu vermeiden.
2.3.2 Datenreplikation in einer mehrschichtigen Architektur
Innerhalb von Multi-Tier-Architekturen gibt es die Mo¨glichkeit, die
Verfu¨gbarkeit, die Zuverla¨ssigkeit und das Antwortzeitverhalten durch Re-
plikation zu verbessern. Eine Variante wurde bereits vorgestellt und um-
fasst die Replikation auf Datenbankebene. Die Replikation auf Datenban-
kebene sichert, dass eine Applikation mit hoher Zuverla¨ssigkeit auf die
persistenten Informationen aus der Datenbank zugreifen kann. Die Repli-
kation von Komponenten auf anderen Schichten ist ebenfalls mo¨glich. Die
Replikation innerhalb der Funktionsschicht erho¨ht beispielsweise die Zu-
verla¨ssigkeit eines Systems. Fa¨llt ein Anwendungsserver aus oder ist ein
Anwendungsserver u¨berlastet, kann auf einen replizierten Anwendungs-
server zugegriffen werden. Die Datenbank muss nicht notwendigerweise
repliziert sein, wenn eine gemeinsame Datenbank auf einem lose gekop-
pelten Rechner la¨uft. Fu¨r jede Anwendung existiert eine eigene Datenban-
kinstanz, auch wenn es sich um redundante (replizierte) Anwendungen
handelt.
Grundlegend muss unterschieden werden, was auf Applikationsserverebe-
ne repliziert wird. Es gibt die Wahl, ganze Zusta¨nde von Anwendungsser-
vern zu replizieren oder die Daten zu replizieren. Bei der Replikation von
Zusta¨nden wird der Zustand einer Applikation zum Zeitpunkt t0 repliziert.
Ziel ist es, auch bei Ausfall eines Servers bzw. einer Anwendung, dem Cli-
ent die Anwendung ohne Unterbrechung zur Verfu¨gung stellen zu ko¨nnen.
Das soll mo¨glichst erreicht werden, ohne eine neue Session zu starten. Zu-
dem sollte die Replikation und der Wechsel des Zugriffs unbemerkt fu¨r den
Client geschehen. Die Replikation von ganzen Anwendungsservern wird
als Replikation von Anwendungsservern bezeichnet.
Bei der Replikation von Daten auf Anwendungsserverebene ist es das Ziel,
die Objekte, mit denen die Anwendung innerhalb ihrer Laufzeitumgebung
arbeitet, zu replizieren. Wa¨hrend bei der Replikation von Zusta¨nden die
Rechner meist gleich sind, ko¨nnen bei der Datenreplikation die Anwen-
dungen unterschiedlich sein. Der Hintergrund kann die Verwendung glei-
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cher Datenobjekte fu¨r verschiedene Prozesse sein. Beispielsweise wird die
gleiche Sammlung von Stammdaten in unterschiedlichsten Applikationen
verwendet. Voraussetzung ist, dass die Clients auf beiden Rechnern die
Berechtigung besitzen, auf die Daten zugreifen zu du¨rfen. Es ko¨nnen aber
auch Cluster gebildet werden, so dass eine ho¨here Anzahl von Clients be-
dient werden kann. Die Anwendungen ko¨nnen dabei unabha¨ngig vonein-
ander arbeiten, wenn sie der Bedingung folgen, unabha¨ngige Datenban-
kinstanzen zu verwenden. Die Replikation von Datenobjekten auf Anwen-
dungsebene wird als Replikation zwischen Anwendungsservern bezeich-
net und ist Fokus dieser Arbeit.
Applikationen ko¨nnen sich auf den gleichen und auf unterschiedlichen An-
wendungsservern befinden. Daraus ergibt sich die Notwendigkeit der an-
wendungsserveru¨bergreifenden Datenreplikation. Die anwendungsu¨ber-
greifende Datenreplikation kann folglich innerhalb eines Rechners oder
rechneru¨bergreifend stattfinden.
In Abbildung 2.12 ist eine mo¨gliche Architektur fu¨r die Datenreplikation
zwischen Anwendungsservern abgebildet. Es sind zwei Rechner (Rechner
1, Rechner2) abgebildet, die physisch voneinander getrennt sind. Auf jedem
Rechner befindet sich entsprechend der vorgestellten Architektur ein An-
wendungsserver (Anwendungsserver 1, Anwendungsserver 2) und eine Da-
tenbank (Datenbank 1, Datenbank 2). Auf eine Abbildung der Clients wur-
de aus Gru¨nden der U¨bersichtlichkeit verzichtet. Auf den Anwendungs-
servern laufen mehrere Applikationen (Anwendung 1 bis Anwendung 6).
 Rechner 2  Rechner 1
  Anwendungsserver 1
Anw. 1
Datenbank 1
  Anwendungsserver 2
Anw. 4 Anw. 5 Anw. 6
Datenbank 2
Anw. 2 Anw. 3
Rechner Anwendungsserver Anwendung Datenbank
Dienstschnittstelle Kommunikation
Abb. 2.12: Replikation von Anwendungen
Die Anwendungen stellen im Prinzip wiederverwendbare Komponenten
dar. Betrachtet man die Replikationsarten, kann in folgende Arten der Re-
plikation unterschieden werden. Bei der vollsta¨ndigen Replikation einer Ap-
plikation sind alle Datenobjekte zwischen zwei Applikationen gleich. Es
handelt sich auch um die gleichen Anwendungsstypen. Ein Beispiel wa¨re
die Replikation von zwei SCM-Systemen, um fu¨r einen Kunden mehr Cli-
entanfragen verarbeiten zu ko¨nnen oder um die o¨rtliche Na¨he zu den
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Clients zu erho¨hen. Ersteres wa¨re wiederum eine Replikation auf einem
Rechner bzw. innerhalb eines Anwendungsservers. Zweites repra¨sentiert
eine anwendungsserveru¨bergreifende Replikation. Beispielsweise ko¨nnen
sich die Rechner auf unterschiedlichen Kontinenten befinden. Die Clients
ko¨nnen so lange Kommunikationswege umgehen. Eine weitere Variante
ist die partielle Replikation zwischen gleichen Anwendungsstypen. Das
kann der Fall sein, wenn verschiedene Kunden die Anwendungen verwen-
den und ein gemeinsamer Datenbestand aufgrund von Zusammenarbeit
gewu¨nscht ist.
Existieren unterschiedliche Anwendungstypen, so handelt es sich fast im-
mer um partielle Replikation. Die Anwendungen ko¨nnen jedoch wieder
von dem gleichen oder verschiedenen Kunden verwendet werden. Die
Replikation kann analog innerhalb eines Anwendungsservers oder an-
wendungsserveru¨bergreifend geschehen. Betrachtet man die verschiede-
nen Konstellationen, ko¨nnen folgende Unterscheidungen bei Replikation
getroffen werden:
• Innerhalb von Anwendungsservern / anwendungsserveru¨bergrei-
fend
• Gleicher Anwendungstyp / verschiedene Anwendungstypen
• Partielle Replikation / vollsta¨ndige Replikation
• Gleicher Kunde / verschiedene Kunden
Kommunizieren Anwendungen untereinander, kann jede Anwendung
nach dem Client-Server-Modell als Client und als Server agieren. Mo¨chte
man dem Paradigma der serviceorientierten Architektur (SOA) folgen,
mu¨ssen die Schnittstellen standardisiert sein, um eine mo¨glichst skalierba-
re Systemlandschaft zu erhalten. Die Anwendungen bieten bereits standar-
disierte Schnittstellen fu¨r die Kommunikation zu den Clients an. In dieser
Arbeit wird der Web Service Standard [Wor02] verwendet.
Werden Daten zwischen den Anwendungen repliziert, ko¨nnen die glei-
chen Schnittstellen verwendet werden, um von dem Standard nicht abzu-
weichen und eine skalierbare Systemlandschaft zu erhalten. Das bedeutet
wiederum eine Replikation von Daten zwischen Anwendungsservern u¨ber
Web Services. In Abbildung 2.12 ist die Kommunikation fu¨r die Replika-
tion zwischen Anwendung 1 und Anwendung 2 (innerhalb von AS) und
zwischen Anwendung 3 und Anwendung 5 (u¨bergreifend) abgebildet.
In Bezug auf die vorgestellte Kategorisierung von Datenbankreplikation
liegt der Schwerpunkt dieser Arbeit auf der Replikationsarchitektur, d. h.
der Synchronisation von Datenobjekten. Insbesondere wird die Anwen-
dung von dem Prima¨rkopieverfahren bei der Replikation untersucht.
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2.3.3 Synchronisation von Gescha¨ftsobjekten
Typische Anwendungen im Gescha¨ftsbereich stellen Enterprise Resource
Planning (ERP), Customer Relationship Management (CRM) und Supply
Chain Management (SCM) dar. Die Datencontainer bzw. Datenobjekte in-
nerhalb solcher Anwendungen bilden Gescha¨ftsobjekte. Die Gescha¨ftsob-
jekte bilden reale Objekte aus der Gescha¨ftswelt ab. Beispiele fu¨r Gescha¨fts-
objekte sind die Bestellung (SalesOrder) und das Material (Material).
Werden Gescha¨ftsanwendungen repliziert, so bilden die replizierten
Datenobjekte die Gescha¨ftsobjekte. Die Replikation auf Anwendungsebe-
nen in Bezug auf die genannten Gescha¨ftsanwendungen erfordert eine Re-
plikationskontrolle, die in der Lage ist, diese Gescha¨ftsobjekte zu replizie-
ren und im Falle von A¨nderungen zu synchronisieren. Gescha¨ftsobjekte
sind sehr komplexe Datencontainer. Sie variieren stark in ihrer Gro¨ße, An-
zahl und Verwendung. In Bezug auf die Synchronisation von Datenobjek-
ten zwischen Anwendungsservern stellen Gescha¨ftsobjekte hohe Anforde-
rungen an die Replikationskontrolle. Es besteht die gleiche Problemstel-
lung wie in verteilten Datenbanksystemen, ein ausgewogenes Verha¨ltnis
zwischen Aktualita¨t, Verfu¨gbarkeit und notwendigem Aufwand fu¨r Syn-
chronisation von Datenobjekten zu finden [LAA94].
Bisher existieren keine Arbeiten, die auf die speziellen Eigenschaften
von Gescha¨ftsobjekten bei der Synchronisation von Datenobjekten zwi-
schen Anwendungsservern eingehen (siehe Abschnitt 3.2). Die Verwen-
dung von standardisierten Schnittstellen oder speziellen Datenobjekten
aus Gescha¨ftsanwendungen lassen keine direkte Anwendung von spezi-
fischen Replikationsstrategien zu. Die Protokolle sind meist fu¨r Datenban-
ken konzipiert und Lo¨sungen, die auf einer Middleware fu¨r die Replika-
tionskontrolle aufbauen, lassen sind nicht fu¨r die Kommunikation mit der
Funktionsschicht entwickeln.
2.3.4 Verwandte Arbeiten
In Bezug auf die Synchronisation von Gescha¨ftsobjekten zwischen Anwen-
dungsservern existieren nur sehr wenige verwandte Arbeiten. Speziell die
Synchronisation von Gescha¨ftsobjekten wurde noch nicht adressiert. Ver-
wandte Arbeiten im Bereich der Replikation auf Anwendungsebene sind
im Folgenden erla¨utert. Keine der Arbeiten bietet jedoch eine umfassende
Lo¨sung wie in dieser Arbeit, welche den Abgleich von Gescha¨ftsobjekten
fokussiert. In Bezug auf die Synchronisation u¨ber Web Services werden ab-
grenzende Arbeiten genannt. Weiterhin werden noch Arbeiten in Bezug auf
die Betrachtung von Gescha¨ftsobjekten in XML-Struktur (siehe Abschnitt
3.2) und deren Einfluss auf Verarbeitungszeiten genannt.
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• J2EE: Das Komponentenmodell von J2EE [Sun08] umfasst Kompo-
nenten wie die Servlets, die Sessions und Entity Beans. Strategien
fu¨r die Replikation von Zusta¨nden der Applikationen sind bereits
in das Komponentenmodell von J2EE mit eingeflossen. Der Zustand
von Applikationen kann in vordefinierten Objekten gehalten wer-
den. Prima¨r ist J2EE aber fu¨r die Verteilung und nicht fu¨r die Re-
plikation entwickelt. Alle Ereignisse werden in J2EE an den Anwen-
dungsserver weitergereicht. Analog zum Prima¨rkopieverfahren wer-
den somit alle A¨nderungen in der Applikation selbst durchgefu¨hrt.
Das ermo¨glicht wiederum eine einfachere Implementierung von Re-
plikationsstrategien, da ein Replikationsframework oberhalb des An-
wendungsservers positioniert werden kann. Ein Projekt, welches die
Replikation auf Basis von J2EE fokussiert, ist ADAPT.
• ADAPT: Mit ADAPT [BBM+04, WKM04, MFJPMK04] wurde ein Fra-
mework fu¨r die Replikation von ganzen Applikationsservern ent-
wickelt. Die Lo¨sung wurde in Verbindung der open-source-Lo¨sung
JBoss Application Server realisiert. Ziel war es, unter anderem die
Fehlertoleranz von J2EE Servern bei einem Ausfall von Servern zu
erho¨hen. Der Wechsel des Servers bei einem Ausfall sollte zudem fu¨r
den Client transparent gestaltet sein. Eine weiter Motivation fu¨r die
Replikation von J2EE Servern war es, eine Lastenverteilung zu er-
reichen. Mit ADAPT wurde eine Replikation auf Anwendungsebene
umgesetzt, hat aber das prima¨re Ziel der Replikation von Anwen-
dungsservern. Die replizierten Datenobjekte sind unter anderem Ses-
sions und keine Gescha¨ftsobjekte.
• PADRE: Mit PADRE [BDNZ08] wurde eine sehr flexible und ein-
fache Architektur fu¨r die Entwicklung von replizierten Systemen
vorgestellt. Das System verwendet das PRACTI-Protokoll [DGN+04,
BDG+06], welches eine partielle Replikation mit schwachen und star-
ken Konsistenzbedingungen ermo¨glicht. Es wird dabei eine topolo-
gieunabha¨ngige Umgebung unterstu¨tzt, bei der die Kommunikati-
on bei der Synchronisation zwischen beliebigen Rechnern stattfinden
kann. Die Architektur von PADRE a¨hnelt sehr der betrachteten Ar-
chitektur in dieser Arbeit, jedoch liegt der Fokus auf den Policies bei
der Replikation. Eine effiziente Synchronisation von komplexen Da-
tenobjekten steht nicht im Fokus.
• [WK05, PSMJPK07]: Arbeiten die sich mit der Verarbeitung von
mehreren Anfragen innerhalb einer Transaktion und der Ausfu¨hrung
der Transaktion auf mehreren zustandsbehafteten Anwendungsser-
vern bescha¨ftigen sind Middle-R und [WK05, PSMJPK07]. Ziel ist es,
verschiedene Variationen von Anfragen und Transaktionen behan-
deln zu ko¨nnen. Andere Arbeiten setzen eine Anfrage pro Transak-
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tion voraus. Es werden das Prima¨rkopieverfahren und das Update-
Everywhere-Verfahren verwendet. Die Lo¨sung baut auf dem J2EE-
Server JBoss auf. Der Fokus hier liegt jedoch in den Transaktio-
nen zwischen Clients und Anwendungsservern. In diesen Arbei-
ten wird jedoch die transaktionale Synchronisation zwischen den
Anwendungsservern fokussiert. Die Client-Server-Kommunikation
steht nicht im Fokus.
• CORBA: Weitere Lo¨sungen fu¨r die Replikation in der Middlewa-
re sind auf Basis von CORBA (Common Object Request Broker Ar-
chitecture) zu finden. CORBA ist ein objektorientierter Ansatz fu¨r
Middleware-Komponenten, wobei plattformu¨bergreifende Diens-
te und Protokolle spezifiziert werden. CORBA unterstu¨tzt Client-
Server-Anwendungen mit verteilten Datenobjekten. U¨ber Client-
Objekte werden Anfragen an Server-Objekte gestellt, die entspre-
chende Antworten nach ihrer Ausfu¨hrung an die Client-Objekte
zuru¨ckliefern. Einige Arbeiten, die sich mit der Replikation auf Basis
von CORBA bescha¨ftigten, sind [FGS99, KF00, NMMS01, NMMS02,
BLW02, OFG06]. Ziel ist es auch dort, in verteilten Anwendungen
eine Replikation zu realisieren. Das in [BLW02] entwickelte Frame-
work dient wiederum prima¨r der Wiederherstellung von ausgefalle-
nen Anwendungen. Ziel dabei ist es, Garantien fu¨r die Wiederherstel-
lung (nach einem Ausfall) innerhalb von Multi-Tier-Anwendungen
zu geben. Die Arbeiten, welche die Replikation innerhalb von Multi-
Tier-Architekturen betrachten, versuchen u¨ber zusa¨tzliche Kompo-
nenten die Zuverla¨ssigkeit und Performance der replizierten Anwen-
dung zu optimieren. Eternel-System [NMMS01] wird eine Lo¨sung
vorgestellt, welche die Replikation von Datenobjekten innerhalb von
CORBA Anwendungen (OMG-Standard) unter Einhaltung strenger
Konsistenz ermo¨glicht. Anpassungen an die Anwendung sind da-
bei nicht notwendig. In [OFG06] werden verschiedene Infrastruk-
turen fu¨r CORBA mit Fokus auf einer service-orientierten Replika-
tion vorgestellt. Die Lo¨sungen bauen jedoch alle auf CORBA auf
und erlauben keine direkte Anwendung auf die Synchronisation von
Gescha¨ftsobjekten, da CORBA Objekte vorausgesetzt werden und die
Kommunikation zwischen Client und Server im Vordergrund steht.
Weitere Arbeiten, die sich mit der Replikation der Funktionsschicht inner-
halb einer 3-Tier-Architektur (bzw. Multi-Tier-Architektur) bescha¨ftigen,
sind [FN02, SPSPMJP06, PSMJPK07].
Industrielle Lo¨sungen fu¨r die Replikation auf Anwendungsebene sind
JBoss [JBo02], Weblogic [BEA02] und IBM WebSphere [WB03]. JBoss ist eine
weit verbreitete open-source-Lo¨sung fu¨r einen J2EE Anwendungsserver.
Ziel der bereits implementierten Replikation in dem JBoss Application Ser-
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ver ist es, eine Lastenverteilung zu erreichen. Eine hohe Anzahl von Nut-
zern bei statischen und dynamischen Internetseiten kann schnell zu einer
U¨berlastung des Anwendungsservers fu¨hren. Eine Lastenverteilung durch
die Replikation des gesamten Anwendungsservers ist daher eine vielver-
sprechende Lo¨sung. WebLogic bietet unterstu¨tzt wiederum Clustering, wo-
bei die Replikation von Sessions unterstu¨tzt wird. Der IBM WebSphere Re-
plication Server ermo¨glicht die Verteilung und Synchronisation von Daten,
um eine hohe Verfu¨gbarkeit und eine hohe Performance zu erreichen. Die
Replikation zielt jedoch auf die Verteilung von Datenbanken und nicht auf
die Verteilung von Anwendungen ab. Der Ansatz einer adaptiven Synchro-
nisation fu¨r Gescha¨ftsobjekte wurde in [ARK08, Ame08, AWSS09a, ARK09]
vorgestellt.
Eine andere Mo¨glichkeit, die Replikation zu optimieren, ist der Einsatz von
Monitoring Technologien. In großen Softwarelo¨sungen sind bereits um-
fangreiche Implementierungen von Monitoring vorhanden. Eine Auswer-
tung dieser Daten kann hilfreich fu¨r die Parametrisierung von Replikati-
onsstrategien sein. Jedoch ist das Monitoring zum einen oft nur lose mit der
Anwendung gekoppelt. Zum anderen wirkt sich ein umfangreiches Moni-
toring auch auf die Systemlast aus. Beispiello¨sungen fu¨r Netzwerk- und
Infrastukturmonitoring sind Nagios [Nag] und Caciti [Cac].
Mit dem prima¨ren Ziel, auch die Menge der Daten bei der Synchronisation
zu reduzieren, gibt es auch Ansa¨tze wa¨hrend der U¨bertragung der Nach-
richten. Beispielsweise kann eine Komprimierung von Daten erfolgen, die
bei den Replikationsvorga¨ngen gesendet werden. Sowohl die u¨bertragenen
Daten als auch die XML-Nachrichten ko¨nnen bina¨r komprimiert werden.
Eine Lo¨sung, welche die Kompression von SOAP-Nachrichten vorsieht
ist [FPP04], wobei u. a. auch eine Fragmentierung von zu großen Nach-
richten angestrebt wird [ABM+07]. Die Kompression von XML-Dateien
kann mit verschiedenen Kompressionsverfahren erfolgen. Beispielsweise
ko¨nnen Kompressoren wie WinZip [Win08] oder GZIP [GA] verwendet
werden.
Alternativ ko¨nnen XML-Daten auch im Bina¨rformat komprimiert werden.
Bei der Kompression ist jedoch zu beachten, dass sowohl die Kompressi-
on als auch die Dekompression Zeit beansprucht. Ein guter Vergleich von
XML-Kompressionsverfahren in Bezug auf die Effizienz ist in [ABM+07] zu
finden. Eine Optimierung der Deserialisierung von XML-Dokumenten ist
eine weitere Lo¨sung fu¨r die Optimierung der Kommunikation u¨ber SOAP,
da das Parsen und die Verarbeitung von XML-Daten einen Flaschenhals
darstellt.
Ein entsprechender Ansatz fu¨r die Optimierung ist beispielswei-
se [AGL05]. Die Kompression von Synchronisationsnachrichten ist ein An-
satz, der die zu u¨bertragende Datenmenge u¨ber das Netzwerk reduzieren
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kann. In dieser Arbeit wird jedoch die Reduzierung der Datenmengen in
Bezug auf den Inhalt der Synchronisationsnachrichten fokussiert.
In dieser Arbeit werden auf Basis eines Kostenmodells Algorithmen vor-
gestellt, welche eine Steigerung der Effizienz bei der Synchronisation von
Gescha¨ftsobjekten ermo¨glicht. Die Algorithmen nutzen dabei die Vorher-
sage der Transfer- und Verarbeitungskosten auf Basis des Kostenmodells
als Basis. Fu¨r die Synchronisation werden Web Services verwendet. Eine
Arbeit, die sich mit der Vorhersage von Kosten fu¨r die Nutzung von Web
Services bescha¨ftigt ist [DAB07]. Das in dieser Arbeit verwendete Kosten-
modell ist in [AWAIS09] vorgestellt. Eine ausfu¨hrliche Beschreibung des
Einflusses der Verarbeitungszeit von Gescha¨ftsobjekten bei der Synchroni-
sation durch ihre Struktur ist in [AWSS09b] beschrieben.
2.4 Resultierende Anforderungen
Die Replikation zwischen Anwendungsservern in einer verteilten und
service-orientierten Umgebung unterliegt mehreren Einschra¨nkungen. Ei-
ne große Einschra¨nkung ist die Beschra¨nkung auf die Kommunikation auf
Anwendungsebene. Die Verwendung von Datenbankmanagementsyste-
men und deren Replikationsmechanismen fu¨r verteilte Datenbanken ist da-
durch nicht nutzbar, denn Datenbankprotokolle werden auf Anwendungs-
ebene nicht unterstu¨tzt. Das hat aber wiederum den Vorteil, dass hetero-
gene Systemlandschaften, die nicht datenbankspezifisch sind, verwendet
werden ko¨nnen. Durch die Verwendung von Web Services ko¨nnen auch
keine Replikationsprotokolle aus dem Datenbankbereich ohne Adaption
verwendet werden. Dadurch entsteht jedoch der Vorteil, dass die Schnitt-
stellen standardisiert sind.
Die Replikation von Datenobjekten auf Anwendungsserverebene wird bei
einer hohen Anzahl von A¨nderungen zum Flaschenhals. Die Datenrate in
einer verteilten Umgebung ist oft sehr eingeschra¨nkt. Web Service Kom-
munikation erzeugt eine hohe Anzahl von zusa¨tzlichen Daten, wodurch
die Datenmengen bei dem Senden vieler A¨nderungen in einzelnen Nach-
richten sehr hoch werden ko¨nnen. Hinzu kommt das Antwortzeitverhalten
u¨ber die langen Kommunikationswege. Synchrone Kommunikation fu¨hrt
hier zu langen Wartezeiten fu¨r die Clients. Mit Hilfe adaptierter und opti-
mierter Synchronisationsstrategien ist es mo¨glich, sowohl das zu synchro-
nisierende Datenvolumen als auch die Anzahl der zu sendenden Nachrich-
ten zu reduzieren. Dabei gilt es, eine gute Balance der nicht-funktionalen
Eigenschaften zu finden. Fu¨r eine hohe Aktualita¨t von Daten ist es not-
wendig, Synchronisationsnachrichten mo¨glichst zeitnah zu versenden. Das
fu¨hrt auf der anderen Seite wiederum zu erho¨htem Nachrichtenverkehr.
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Eine Problematik bei der Replikation, die sowohl auf Datenbankebene als
auch auf Anwendungsebene existiert, ist der fehlende Bezug zur Semantik
der Anwendung. Die vorgestellten Strategien auf Datenbankebene beru¨ck-
sichtigen isoliert die Gescha¨ftsobjekte. Gegebenenfalls werden die Bezie-
hungen zwischen den Gescha¨ftsobjekten, die durch Referenzen repra¨sen-
tiert werden, betrachtet. Die Anwendungssemantik wird bisher nicht be-
trachtet. Die Replikation auf Anwendungsebene ermo¨glicht jedoch den di-
rekten Bezug der involvierten Gescha¨ftsprozesse, da die Anwendungslogik
unmittelbar eingesehen werden kann. Konzepte fu¨r entsprechende Repli-
kationsstrategien fehlen jedoch noch.
Die funktionalen und nicht-funktionalen Anforderungen fu¨r Replikati-
onsstrategien auf Anwendungsebene resultieren u¨berwiegend aus den An-
forderungen der Kunden an die vorgestellte Systemlandschaft. Ein Bei-
spiel ist die gewu¨nschte Aktualita¨t von Daten. Jedoch ergeben sich auch
Anforderungen aus den technischen Mo¨glichkeiten und Einschra¨nkungen
der Umwelt, wie beispielsweise der verfu¨gbaren Bandbreite von Netzwer-
ken. In der folgenden Konzeption werden die in diesem Kapitel genann-
ten Kriterien fu¨r die Replikationskontrolle betrachtet. Eine hohe Aktualita¨t
und volle Konsistenz der Daten sind zwar gefordert, ko¨nnen aber mit Ein-
schra¨nkungen unterschiedlich erreicht werden.
Es wird davon abgesehen, eine Replikation auf Datenbankschicht durch-
zufu¨hren. Aus diesem Grund wird keine Verbesserung existierender Da-
tenbankreplikationsysteme angestrebt. Es gibt bereits Ansa¨tze und Lo¨sun-
gen fu¨r die Komprimierung von Nachrichten u¨ber Web Services. Diese
Strategie ermo¨glicht ebenfalls die Reduzierung der zu verschickenden Da-
tenmengen. Die Komprimierung der Daten ist jedoch unabha¨ngig von dem
Inhalt und kann deshalb parallel erfolgen. Die Verwendung von Kompri-
mierungstrategien liegt in dieser Arbeit nicht im Fokus, stellt aber eine wei-
tere Mo¨glichkeit dar, die Datenmengen zu reduzieren.
Bisherige Lo¨sungen fu¨r die Synchronisation von Gescha¨ftsobjekten haben
nicht die Mo¨glichkeit, die Kosten fu¨r die Verarbeitungs- und die Trans-
ferzeit von Synchronisationsnachrichten zu bestimmen. Insbesondere wird
nicht auf die spezifischen Eigenschaften wie die Struktur von Gescha¨ftsob-
jekten eingegangen. Die Modifikation der Synchronisationsstrategien fu¨r
Gescha¨ftsobjekten erfordert jedoch die Kenntnis von Verarbeitungs- und
Transferzeit, damit eine richtige Wahl der Strategie fu¨r die Synchronisati-
on getroffen werden kann. Es ist daher notwendig, die spezifischen Eigen-
schaften von Gescha¨ftsobjekten zu definieren und ein geeignetes Kosten-
modell fu¨r die Synchronisation zu entwickeln.
Die prima¨re Anforderung in Bezug auf den Synchronisationsprozess stellt
die Reduzierung der Menge der zu u¨bertragenden Daten dar (siehe The-
sen in Abschnitt 1.3). Dadurch kann die Transferzeit von Synchronisations-
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nachrichten verringert werden. Der Mehraufwand durch die Reduzierung
der Synchronisationsnachricht ist mit in Einklang zu bringen. Der Syn-
chronisationsprozess darf nicht verlangsamt werden. Zusammenfassend
ko¨nnen folgende Anforderungen aufgelistet werden:
• Synchronisation von Gescha¨ftsobjekten
• Beru¨cksichtigung formaler Eigenschaften von Gescha¨ftsobjekten
• Umsetzung auf Anwendungsebene (Multi-Tier-Architektur)
• Kommunikation u¨ber Web Services
• Reduzierung der Gro¨ße von Synchronisationsnachrichten
• Reduzierung der Anzahl von Synchronisationsnachrichten
• Verarbeitungszeit fu¨r Reduzierung der Gro¨ße und Anzahl von




Die Konzeption ist in mehrere aufeinander aufbauende Teile gegliedert.
Zu Beginn werden einige motivierende Beispiele fu¨r die Synchronisation von
Gescha¨ftsobjekten gegeben. Im Anschluss erfolgt eine Definition der forma-
len Eigenschaften von Gescha¨ftsobjekten. Die formalen Eigenschaften werden
gesammelt in einem Modell fu¨r Gescha¨ftsobjekte festgehalten, welches eine
Basis fu¨r die Profilerstellung von Gescha¨ftsobjekten ist.
Die Profilerstellung fu¨r Gescha¨ftsobjekte wird im Detail vorgestellt, wobei
auch die Aktualisierung von Profilen und die Bereitstellung eines entspre-
chenden Dienstes betrachtet werden. Im Anschluss erfolgt die Einfu¨hrung
der Versionierung von Gescha¨ftsobjekten, die es ermo¨glicht, mehrere A¨nde-
rungen miteinander zu vergleichen. Es folgt eine Aufstellung eines System-
modells fu¨r Modellierung von Systemparametern der verteilten Umgebung.
Anschließend wird ein generisches Kostenmodell fu¨r die Bestimmung der
Kosten eines Synchronisationsprozesses vorgestellt.
Auf Basis der vorangehenden Konzepte werden aufbauende Algorithmen
entwickelt, die eine Systemunterstu¨tzung fu¨r den effizienten Abgleich von
Gescha¨ftsobjekten ermo¨glichen. In dem darauf folgenden Abschnitt wer-
den innerhalb einer Generalisierung Mo¨glichkeiten und Auswirkungen auf
das Konzept bei einem Wechsel der Replikationsstrategien aufgefu¨hrt. Vor




Bei der Systemunterstu¨tzung fu¨r den Abgleich von Gescha¨ftsobjekten auf
Anwendungsebene liegt in dieser Arbeit die Konzentration auf dem Trans-
port und der Verarbeitung von Gescha¨ftsobjekten wa¨hrend des Synchro-
nisationsprozesses. Bei dem Transport von Gescha¨ftsobjekten ist entschei-
dend, welche Aktualisierungsinformationen zu welchen Zeitpunkten ver-
sendet werden. Beide Parameter beeinflussen den Prozess der Synchro-
nisation. Aufbauend auf dem Wissen der formalen Eigenschaften von
Gescha¨ftsobjekten kann eine Verbesserung des Synchronisationsprozesses
erfolgen. Die Systemunterstu¨tzung kann anhand der Gescha¨ftsobjektty-
pen oder Instanzen von Gescha¨ftsobjekten erfolgen. Es muss beispielsweise
beru¨cksichtigt werden, in welchem Umfang Gescha¨ftsobjekte in einem Sys-
tem vorhanden sind. Die Anzahl von Gescha¨ftsobjekten wird als Ha¨ufig-
keit von Gescha¨ftsobjekten beschrieben. Auch die Art und der Umfang der
Verwendung von Gescha¨ftsobjekten spielt eine wesentliche Rolle. Diese
ko¨nnen durch das Lese- und Schreibverhalten von Gescha¨ftsobjekten be-
schrieben werden. Letztendlich ko¨nnen noch Aussagen u¨ber die Struktur
von Gescha¨ftsobjekten gemacht werden, da dies signifikanten Einfluss auf
die Verarbeitung von Gescha¨ftsobjekten hat.
3.1.1 Reduzierung der Synchronisationsnachrichten
Das Maß fu¨r den Aufwand des gesamten Synchronisationsprozesses ist
die Zeit. In Bezug auf die Aktualita¨t und Konsistenz von replizierten
Gescha¨ftsobjekten ist somit entscheidend, wie lange es dauert, gea¨nder-
te Gescha¨ftsobjekte zu synchronisieren. Eine Mo¨glichkeit, diesen Vorgang
zu unterstu¨tzen ist es, die Menge der zu versendenden Daten zu reduzie-
ren. Die Kommunikation zwischen den verteilten Systemen kann dadurch
entscheidend beschleunigt werden. Die Reduzierung der zu versendenden
Daten muss jedoch effizient erfolgen, da ansonsten die eingesparte Zeit
durch den Transport der Daten wieder verloren geht.
In Abbildung 3.1 ist der Synchronisationsprozess zwischen zwei Rechnern
(Rechner 1, Rechner 2) abgebildet. Es werden von einem Client A¨nderun-
gen auf einem Replikat r1 durchgefu¨hrt (1). Unter der Verwendung des
Prima¨rkopieverfahrens ist der Rechner Rechner 1 Master, welcher sofort
an den Client eine Besta¨tigung u¨ber die erfolgreiche Durchfu¨hrung der
A¨nderung senden kann (2). Die A¨nderung wird anschließend oder parallel
an alle anderen Replikate weitergeleitet (4). Eine Datenreduzierung kann
bei der Erstellung der Synchronisationsnachrichten erfolgen (3). In diesem
Schritt ko¨nnen beispielsweise fu¨r die A¨nderung irrelevante Informationen
entfernt werden. Auf Empfa¨ngerseite mu¨ssen die A¨nderungen auf dem Re-
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plikat durchgefu¨hrt werden (5). Die Daten du¨rfen wiederum nicht so sehr
















Abb. 3.1: Synchronisationsprozess zwischen zwei Rechnern
Sowohl auf Senderseite als auch auf Empfa¨ngerseite entsteht zusa¨tzlicher
Aufwand fu¨r die Reduzierung der Daten. Dieser Aufwand darf nicht die
Zeitersparnis bei der Kommunikation durch die Datenreduzierung u¨ber-
steigen. Bei einer Vera¨nderung der Topologie des Systems, beispielsweise
bei einer Erho¨hung der Anzahl der Rechner, darf sich die Datenreduzie-
rung auch nicht negativ auf die Performance des Systems auswirken.
In der weiteren Betrachtung ist es deshalb wichtig, die Ansa¨tze bezu¨glich
initialer bzw. einmaliger Kosten und Kosten zur Laufzeit zu untersu-
chen. Eine umfassende Analyse der Gescha¨ftsobjekte kann ermo¨glichen,
den Aufwand fu¨r die Datenreduzierung von A¨nderungsnachrichten ab-
zuscha¨tzen. Allein die Anzahl der verwendeten Attribute und Knoten
von Gescha¨ftsobjekten bestimmt bereits den Aufwand fu¨r das Filtern von
A¨nderungen auf Senderseite. Die Analyse der Gescha¨ftsobjekte kann initial
erfolgen. Hingegen erfolgt die Reduktion der Daten auf Nachrichtenebene
wa¨hrend der Laufzeit. Die A¨nderung wird zu einem Zeitpunkt t1 auf r1
durchgefu¨hrt. Zu einem Zeitpunkt t2 ist die A¨nderung auf dem Replikat r2
fertiggestellt. Demzufolge bestimmen die Kosten die Zeit. Ist der Replika-
tionsgrad (n) ho¨her, wird die Dauer durch den Zeitpunkt tn bestimmt, bis
alle Replikate gea¨ndert wurden.
3.1.2 Priorisierung von Gescha¨ftsobjekten
Es gibt bereits eine Vielzahl unterschiedlicher Gescha¨ftsobjekte. Die
Gescha¨ftsobjekte wurden unter einem gescha¨ftlichen Aspekt entwickelt
und sind meist in Prozesse involviert. Beispielsweise ist ein Gescha¨ftsobjekt
Bestellung (SalesOrder) in einen Bestellprozess SalesOrder Prozess
eingebunden. Wa¨hrend eines Bestellprozesses wird eine Verfu¨gbar-
keitspru¨fung der bestellten Artikel im Lager (Stock) durchgefu¨hrt. Ist eine
Bestellung beispielsweise auf einen Artikel beschra¨nkt, ist es nicht relevant,
ob 1000 oder 900 Artikel, sondern ob drei oder vier Artikel im Lager vor-
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handen sind. Im ersteren Fall hat die Aktualisierung des Lagerbestandes
geringe Priorita¨t. Auf der anderen Seite haben beispielsweise Gescha¨ftsob-
jekte mit Preisinformation oft hohe Priorita¨t. Wa¨hrend des Bestellprozesses
ist es erforderlich, dass der aktuelle Preis von Artikeln bei allen Replikaten
verfu¨gbar ist. Inkonsistenzen ko¨nnen ansonsten zu Verlusten des Kunden
oder Anbieters fu¨hren. Entscheidend ist letztendlich, in welche Prozesse
Gescha¨ftsobjekte eingebunden sind.
In einem replizierten System ist es von Vorteil, das Lese- und Schreibver-
halten von Gescha¨ftsobjekten zu kennen. Das Schreibverhalten wirkt sich
direkt auf die Replikation aus, da unter anderem jede A¨nderung bei re-
plizierten Gescha¨ftsobjekten eine Aktualisierung der Replikate erfordert.
Gescha¨ftsobjekte, die nicht oder nur sehr selten gea¨ndert werden, haben ei-
ne geringe Schreibrate. Beispielsweise werden die Adressdaten (Address)
von Mitarbeitern nur selten gea¨ndert. Preisinformationen ko¨nnen sich wie-
derum je nach Branche sehr ha¨ufig a¨ndern. Fu¨r die Replikation bedeutet
ein hohes Schreibverhalten, dass die Anzahl der Aktualisierungsnachrich-
ten und somit auch das Datentransfervolumen sehr hoch sein kann.
Das Leseverhalten zeigt wiederum, wie ha¨ufig Gescha¨ftsobjekte verwendet
werden. Wird ein Gescha¨ftsobjekt nur sehr selten gelesen, ist eine sofor-
tige Verbreitung einer A¨nderung unter Umsta¨nden nicht notwendig und
kann verzo¨gert werden. Auf der anderen Seite ko¨nnen ha¨ufig gelesene
Gescha¨ftsobjekte bei der Synchronisation bevorzugt betrachtet werden. Ei-
ne Bestellung stellt einen lesenden Zugriff auf einen oder mehrere Artikel
dar. So haben beispielsweise ha¨ufig bestellte Artikel eine ho¨here Priorita¨t
in Bezug auf die Replikation als nur sehr selten bestellte oder noch nie be-
stellte Artikel.
Mo¨chte man eine Klassifizierung von Lese- und Schreibverhalten fu¨r Ty-
pen von Gescha¨ftsobjekten durchfu¨hren, ist die Menge der Gescha¨ftsob-
jekte entscheidend. Existieren von einem Typ Bestellung nur sehr wenige
Instanzen, ist eine hohe Schreibrate weniger von Bedeutung als fu¨r einen
Typ mit vielen Gescha¨ftsobjekten. Die Anzahl der notwendigen Aktuali-
sierungsnachrichten setzt sich aus dem Schreibverhalten fu¨r Gescha¨ftsob-
jekte und der Anzahl der Gescha¨ftsobjekte zusammen. Es ist dabei zu be-
achten, dass das Lese- und Schreibverhalten sowie die Menge der Instan-
zen von Gescha¨ftsobjekten kundenabha¨ngig sind. Beispielsweise hat ein
Online-Versand fu¨r Bu¨cher wesentlich mehr Artikel im Sortiment als ein
Rohstofflieferant fu¨r die Papierherstellung.
Ein Beispiel fu¨r die Priorisierung der Gescha¨ftsobjekte vom Typ
SalesOrder, Product und Price ist in Tabelle 3.1 zusammengefasst. Es
sind Beispielwerte fu¨r die Anzahl der Instanzen, das Lese- und Schreib-
verha¨ltnis je Gescha¨ftsobjekt und die Priorisierung fu¨r die Replikation an-
gegeben. Gescha¨ftsobjekte vom Typ Price werden als erstes repliziert
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(Priorita¨t 1), da sie direkt den Preis einer Bestellung bestimmen und in je-
dem Produkt enthalten sind. Gescha¨ftsobjekte vom Typ Product haben
die geringste Priorita¨t (Priorita¨t 3), weil beispielsweise nur A¨nderungen an
Metadaten vorgenommen werden. Hingegen haben Gescha¨ftsobjekte vom
Typ SalesOrder eine ho¨here Priorita¨t, da sie den Bestellprozess direkt
beeinflussen. Aus der Tabelle la¨sst sich schließen, dass bei dem Gescha¨fts-
objekt Price mit 15.000 A¨nderungsnachrichten, bei SalesOrder mit
100.000 A¨nderungsnachrichten und bei Product mit 5.000 A¨nderungs-
nachrichten zu rechnen ist. Bei dem Gescha¨ftsobjekt SalesOrder ist es
auf Grund der hohen Ha¨ufigkeit dringend erforderlich, keine u¨berflu¨ssi-
gen Daten bei der Replikation zu transportieren.
Tab. 3.1: Beispiel fu¨r die Priorisierung
TYP INSTANZEN LESEN SCHREIBEN PRIORITA¨T
SalesOrder 500.000 0,25 pro Tag 0,2 pro Tag 2
Product 1.000 120 pro Tag 5 pro Tag 3
Price 1.000 40 pro Tag 15 pro Tag 1
3.1.3 Bewertung der Prozesskosten
Gescha¨ftsobjekte sind nicht nur hinsichtlich ihrer Verwendung und ihrer
Menge an Instanzen sehr verschieden. Die Struktur von Gescha¨ftsobjek-
ten kann sich ebenfalls stark unterscheiden. Gescha¨ftsobjekte ko¨nnen auch
sehr einfach strukturiert und sehr klein sein. Beispielsweise ist die Beschrei-
bung einer Organisationseinheit (OrganizationCentre) sehr klein, da
nur wenige Informationen enthalten sind. Bestellungen (SalesOrder)
ko¨nnen hingegen sehr komplex und groß sein, da sie eine Vielzahl von Ar-
tikeln enthalten ko¨nnen.
In Bezug auf die Replikation hat die Gro¨ße von Gescha¨ftsobjekten direk-
ten Einfluss auf die Gro¨ße der zu versendenden Nachrichten. Beim Versen-
den der vollsta¨ndigen Gescha¨ftsobjekte ko¨nnen die Nachrichten sehr groß
werden. Die Nachrichten mu¨ssen allerdings auf Senderseite zuna¨chst er-
stellt werden. Auf Empfa¨ngerseite ist wiederum eine Verarbeitung notwen-
dig. Beide Prozesse sind zeitaufwendig. Der Zeitaufwand ist nicht allein
von der Gro¨ße des Gescha¨ftsobjekts abha¨ngig. Die Struktur der Gescha¨fts-
objekte spielt eine entscheidende Rolle. Beispielsweise kann die Verarbei-
tung von sehr verschachtelten Gescha¨ftsobjekten wesentlich zeitaufwendi-
ger sein als bei Gescha¨ftsobjekten mit sehr einfacher Struktur, obwohl beide
Gescha¨ftsobjekte die gleiche Gro¨ße haben. Ein Maß fu¨r die Struktur ist die
Komplexita¨t.
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Ein weiterer Aspekt ist die Verwendung einzelner Elemente von Gescha¨fts-
objekten. Die Elemente von Gescha¨ftsobjekten sind in einem Schema defi-
niert. Allerdings werden pro Instanz nicht immer alle Elemente verwendet,
oder die Kardinalita¨ten der Elemente sind aus dem Schema nicht vorher-
sehbar. Ein einfaches Beispiel ist die Adresse (Address) von Mitarbeitern.
In dem Schema fu¨r die Adresse sind fu¨nf Telefonnummern vorgesehen:
Private, PrivateMobile, Business, BusinessMobile, Other. In
den seltensten Fa¨llen werden alle fu¨nf Elemente verwendet. Die tatsa¨chli-
che Belegung der Elemente ist nicht aus dem Schema abzulesen. Diese Ei-
genschaft der Belegung kann mit der Vollsta¨ndigkeit beschrieben werden.
Auf der anderen Seite ist es beispielsweise aus dem Schema nicht erkenn-
bar, wieviele Artikel (Item) in einer Bestellung (SalesOrder) typischer-
weise enthalten sind.
Tab. 3.2: Vergleich Schema- und Gescha¨ftsobjektdaten
EIGENSCHAFT SCHEMA REALE GESCHA¨FTSOBJEKTE
Struktur nur teilweise ablesbar bestimmbar
Vollsta¨ndigkeit nicht bestimmbar bestimmbar
Kardinalita¨t nicht bestimmbar bestimmbar
In Tabelle 3.2 ist ein Vergleich fu¨r die Bestimmung der Eigenschaften von
Gescha¨ftsobjekten aus dem Schema und den Gescha¨ftsobjekten selbst dar-
gestellt. Die Struktur von Gescha¨ftsobjekten beschreibt die Anzahl von Ele-
menten und ihre Verteilung und la¨sst sich nicht aus Schemadaten ableiten.
Die Vollsta¨ndigkeit dru¨ckt aus, wieviele Elemente in einem Schema defi-
niert und in einem realen Gescha¨ftsobjekt auch verwendet werden bzw.
leer sind.
Fu¨r die Replikation bedeutet der Versand von leeren Elementen zusa¨tzli-
che Verarbeitungszeit und vermeidbares Transfervolumen. Die Kardinal-
tia¨t zeigt, wie viele Elemente eines Typs in einem Schema vorhanden sein
ko¨nnen und wieviele Elemente wirklich in einem Gescha¨ftsobjekt existie-
ren. Die real existierenden Gescha¨ftsobjekte mu¨ssen selbst analysiert wer-
den, um Aussagen u¨ber die Eigenschaften von Gescha¨ftsobjekten treffen zu
ko¨nnen. Eine detaillierte Beschreibung der Eigenschaften von Gescha¨ftsob-
jekten erfolgt in Abschnitt 3.2.
Ein Referenzsystem, welches die Gescha¨ftsobjekte SalesOrder, Product
und Price beinhaltet, weist unterschiedliche Verarbeitungs- und Trans-
ferzeiten fu¨r die Synchronisation der Gescha¨ftsobjekte auf. In Tabelle 3.3 ist
ein Beispiel fu¨r eine Bewertung gegeben. Eine hohe Verarbeitungszeit eines
Gescha¨ftsobjekts kann aus einer komplexen Struktur resultieren. Die Trans-
ferzeit ist bei konstanter Datenrate direkt von der Gro¨ße des Gescha¨fts-
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objekts abha¨ngig. Das Gescha¨ftsobjekt vom Typ SalesOrder hat eine
sehr komplexe Struktur und weist hohe Verarbeitungszeiten auf. Die Ur-
sache fu¨r eine geringe Verarbeitungszeit eines Gescha¨ftsobjekts vom Typ
Price kann die sehr einfache Struktur sein. Die ho¨here Transferzeit von ei-
nem Product gegenu¨ber einem einfach strukturierten und einem kleinen
Gescha¨ftsobjekt vom Typ wie Price resultiert wiederum aus der Gro¨ße
des Gescha¨ftsobjekts.





Die genannten Beispiele zeigen, dass die Kenntnis u¨ber z. B. die Struktur,
Ha¨ufigkeit und Vollsta¨ndigkeit von Gescha¨ftsobjekten fu¨r die Verbesse-
rung der Synchronisation von Gescha¨ftsobjekten notwendig ist. Diese In-
formationen lassen sich nicht vollsta¨ndig aus den Schemadaten ableiten
und erfordern eine Analyse von realen Gescha¨ftsobjekten. Aussagen u¨ber
den tatsa¨chlichen Aufwand bei der Replikation ko¨nnen u.a. nur mit Hilfe
des Lese- und Schreibverhaltens von Gescha¨ftsobjekten gemacht werden.
Aussagen u¨ber die Verarbeitungs- und Transferzeiten erfordern letztend-
lich eine Beru¨cksichtigung der genannten Eigenschaften von Gescha¨ftsob-
jekten. Mit der Zeit als Kostenfaktor ist es notwendig, ein Kostenmodell
unter Beru¨cksichtigung der Eigenschaften von Gescha¨ftsobjekten zu ent-
wickeln.
3.1.4 Replikationsszenario
Ein Gescha¨ftsobjekt B wird zu einem Gescha¨ftsobjekt B? gea¨ndert. Die
A¨nderung kann unter Verwendung des Prima¨rkopieansatzes nur auf dem
Master erfolgen. Es existiert ein Replikat des Gescha¨ftsobjekts B′ auf ei-
nem anderen System. Fu¨r die Aktualisierung des Replikates B′ ist es er-
forderlich, dass eine Synchronisationsnachricht (Update) auf dem Sender
(Master) erstellt wird. Eine entsprechende Vorverarbeitung des gea¨nder-
ten Gescha¨ftsobjekts ist notwendig. Anschließend muss eine Nachricht auf
dem Sender erstellt, versendet und auf dem Empfa¨nger verarbeitet wer-
den. Jeder einzelne Prozessschritt hat einen in Zeit messbaren Aufwand.
In Abbildung 3.2 ist die Verarbeitungszeit beim Sender TS, die Zeit fu¨r den
Transfer der Nachricht TN und die Verarbeitungszeit auf dem Empfa¨nger
TR fu¨r einen Synchronisationsprozess abgebildet.
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Abb. 3.2: Verarbeitungs- und Transferzeiten beim Synchronisationsprozess
Gescha¨ftsobjekte haben sehr unterschiedliche Strukturen und ko¨nnen auch
in ihrer Gro¨ße stark variieren. Bei der Replikation gibt es die Mo¨glichkeit,
nur A¨nderungen oder den gesamten Zustand eines Gescha¨ftsobjekts in-
nerhalb von Aktualisierungsnachrichten zu versenden. Es gilt, ein klare
Entscheidung zwischen dem Versand von Deltas (Fall I) und dem Versand
von vollsta¨ndigen Kopien (Fall II) zu finden. Im Fall I ist es notwendig, das
Gescha¨ftsobjekt vorzuverarbeiten und zu parsen. A¨nderungen mu¨ssen ge-
filtert werden. Ein ho¨herer Zeitaufwand auf Senderseite ist die Folge. Fu¨r
das Netzwerk bedeutet der Versand von A¨nderungen Einsparung von Da-
tenvolumen und somit auch von Transferzeit. Auf Empfa¨ngerseite entsteht
wiederum ein ho¨herer Aufwand, weil A¨nderungen erst wieder integriert
werden mu¨ssen. Im Fall II ist keine Vorverarbeitung notwendig, da eine
Kopie des Gescha¨ftsobjekts ausreichend ist. Die Transferzeit wird entspre-
chend ho¨her, weil alle Daten eines Gescha¨ftsobjekts versendet werden. Auf
Empfa¨ngerseite ist wiederum wenig Zeit notwendig, weil das Gescha¨fts-
objekt nur ersetzt werden muss.
3.2 Formale Eigenschaften von Gescha¨ftsobjekten
Die Gescha¨ftsobjekte sind die Datencontainer auf Anwendungsebene. Im
Vergleich zu Datenbanksystemen handelt es sich nicht um Tupel aus Ta-
bellen, sondern um Datenobjekte mit sehr komplexen Strukturen, wel-
che in Gescha¨ftsprozesse eingebunden sind. Im folgenden wird zwi-
schen Gescha¨ftsobjekttypen und Gescha¨ftsobjektinstanzen unterschieden. Ein
Gescha¨ftsobjekttyp kann mit einer Klasse verglichen werden. Es beschreibt,
welche Elemente sich in dem Gescha¨ftsobjekt befinden ko¨nnen und wie die
Struktur aufgebaut ist. Beispiele fu¨r die Beschreibung eines Gescha¨ftsob-
jekttyps als XML-Schemata sind in Abbildung A.1 fu¨r eine SalesOrder
und in Abbildung A.2 fu¨r ein Item zu sehen. Gescha¨ftsobjektinstanzen
ko¨nnen mit Instanzen einer Klasse verglichen werden.
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Bei der Replikation auf Anwendungsebene sind die Gescha¨ftsobjekte die
zu synchronisierenden Datenobjekte. Die Eigenschaften von Gescha¨ftsob-
jekten haben direkten Einfluss auf die Synchronisation. Im Folgenden wird
die Struktur der Gescha¨ftsobjekte formal beschrieben. Aufbauend auf der
Struktur von Gescha¨ftsobjekten wird ein Strukturmodell vorgestellt. Die
Komplexita¨t der Struktur wird dabei genauer definiert. Im Anschluss wer-
den Eigenschaften wie die Vollsta¨ndigkeit und die Ha¨ufigkeit von Gescha¨fts-
objekten betrachtet. Darauf folgend wird auf den Zugriff von Gescha¨ftsob-
jekten eingegangen, wobei in Lese- und Schreibzugriff unterschieden wird.
Alle genannten Eigenschaften haben direkten Einfluss auf den Synchroni-
sationsprozess, da sie Umfang und Anzahl der zu erwartenden Synchroni-
sationsnachrichten bestimmen.
3.2.1 Struktur von Gescha¨ftsobjekten
Gescha¨ftsobjekte werden in XML-Dokumenten abgebildet. Die Struktur
der Gescha¨ftsobjekte ist baumfo¨rmig. Ein Beispiel eines Gescha¨ftsobjekts
als XML-Form ist in Abbildung 3.4 zu sehen. Die Darstellung orientiert
sich an dem W3C Standard fu¨r XML-Dokumente.
Ein Gescha¨ftsobjekt besteht aus Elementen, welche Knoten und Attribute
sein ko¨nnen. Alle Gescha¨ftsobjekte besitzen genau einen Wurzelknoten. Je-
der Knoten kann beliebig viele Unterknoten und Attribute haben. Knoten
ohne weitere Unterknoten werden als Blattknoten bezeichnet und ko¨nnen
zusa¨tzlich zu Attributen selbst einen Wert besitzen. Dieses Element wird als
Knotenwert bezeichnet und besteht aus einem String mit variabler Gro¨ße (in
Byte gemessen). Attribute kennzeichnen sich durch ihre Bezeichnung und
ihren Wert. Ein Wert eines Attributs wird als Attributwert bezeichnet und
hat analog zu Knotenwerten eine variable Gro¨ße.
Gescha¨ftsobjekte ko¨nnen auf andere Gescha¨ftsobjekte verweisen. Wenn
ein Attributwert die Identifikationsdaten eines anderen Gescha¨ftsobjekts
entha¨lt, wird das entsprechende Attribut als Verweis bezeichnet. Ein Ver-
weis entspricht der eindeutigen Identita¨t eines anderen Gescha¨ftsobjekts.
Es gibt keine Zyklen bei Verweisen, d. h. es gibt kein Gescha¨ftsobjekt, wel-
ches u¨ber andere Gescha¨ftsobjekte auf sich selbst verweist.
Die Beziehung zwischen Knoten und Unterknoten wird als Komposition be-
zeichnet. Alle anderen Beziehungen werden als Assoziationen bezeichnet.
Eine Ebene beschreibt den Abstand zwischen einem Knoten und dem Wur-
zelknoten. Alle Knoten, die den gleichen Abstand zum Wurzelknoten ha-
ben, befinden sich daher auf der gleichen Ebene. Eine Ebene, die Knoten
mit einem gro¨ßeren Abstand zum Wurzelknoten beschreibt, wird als tiefe-
re Ebene bezeichnet. Eine Ebene, die Knoten mit einem geringeren Abstand
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Abb. 3.3: Struktur von Gescha¨ftsobjekten
In Abbildung 3.3 ist die abstrakte Struktur von Gescha¨ftsobjekten darge-
stellt. Ein Knoten, beschrieben mit n und einem Index. Der Wurzelknoten
hat die Bezeichnung n0. In dem abgebildeten Beispiel sind die Knoten n1
und n2 Unterknoten von dem Wurzelknoten. Ein Attribut kn,λ ist durch den
Index des Knotens n und der Position des Attributs λ gekennzeichnet. Die
Position bezeichnet die Lage eines Elements innerhalb von mehreren auf-
einander folgenden Elementen. Das erste Element in der Reihe besitzt die
Position eins (λ = 1).
Ein vereinfachtes Beispiel einer Bestellung (SalesOrder) ist in Abbildung
3.4 dargestellt. Die Bestellung besteht aus mehreren Metadaten (z. B.: ID,
Date) und zwei Artikeln (Item). Der Wurzelknoten ist SalesOrder und
stimmt immer mit dem Namen des Gescha¨ftsobjekts u¨berein. Die zwei Ar-
tikel beinhalten jeweils einen Produktknoten (Product). Eines der Pro-
dukte kann durch den Wert des Unter- und Blattknotens Type als Mo-
nitor (Monitor) und das andere als PC (PC) identifiziert werden. Einige
zusa¨tzliche Informationen wie der Netto (Net) und der Brutto (Gross)
Preis (Price) ko¨nnen ebenfalls abgelesen werden. In dem Beispiel sind
Identity und Item direkte Unterknoten von SalesOrder und befin-
den sich auf der ersten Ebene. Die Knoten ID und Date sind Blattknoten
mit entsprechenden Werten. Ein Beispiel fu¨r ein Attribut ist currency.
Komplexita¨t
Die Komplexita¨t von Gescha¨ftsobjekten ist ein Maß fu¨r die Bewertung der
Struktur von Gescha¨ftsobjekten. Gescha¨ftsobjekte mit einer hohen Anzahl
an Knoten, Attributen und Verweisen untereinander werden als komplex
bezeichnet. Gescha¨ftsobjekte mit niedrigerer Komplexita¨t haben weniger
Elemente. Ein typisches Beispiel fu¨r ein Gescha¨ftsobjekt mit hoher Komple-
xita¨t ist die Bestellung (SalesOrder). Eine Bestellung entha¨lt mindestens
eine Liste von Produkten (Product), einen Verka¨ufer (SellerParty) und
einen Ka¨ufer (BuyerParty). SellerParty, BuyerParty und Product
ko¨nnen wiederum selbst Gescha¨ftsobjekte sein. Mo¨chte man das Gescha¨fts-
objekt in einer XML-Struktur abbilden, ist eine Vielzahl von Elementen auf
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<?xml version=“1.0“ encoding=“utf-8“ ?>
  <SalesOrder>
    <Identity>
      <ID>000001</ID>
      <Date>2008/06/31</Date>
    </Identity>
    <Item>
      <ID>0053</ID>
      <Product>
        <Type>Monitor</Type>
        <Price>
          <Net currency=“EUR“>200</Net>
          <Gross currency=“EUR“>238</Gross>
        </Price>
      </Product>
    </Item>
    <Item>
      <ID>0054</ID>
      <Product>
        <Type>PC</Type>
        <Price>
          <Net currency=“EUR“>600</Net>
          <Gross currency=“EUR“>714</Gross>
        </Price>
      </Product>







Abb. 3.4: Beispiel fu¨r eine SalesOrder in XML-Struktur
mehrere Ebenen zu verteilen. Eine hohe Anzahl von Elementen ist zu er-
warten. Im Gegensatz zur SalesOrder hat ein Gescha¨ftsobjekt Mitarbei-
ter (Employee) nur wenige Attribute und ist selbst nur referenziert. Sofern
nicht anders definiert, entha¨lt das Gescha¨ftsobjekt Employee die perso¨nli-
chen Daten eines Mitarbeiters wie beispielsweise die Adresse (Address).
Fu¨r die Bewertung der Komplexita¨t von Gescha¨ftsobjekten muss die Struk-
tur bekannt sein. In das Maß der Komplexita¨t fließen alle Parameter
des Modells fu¨r Gescha¨ftsobjekte ein. Die Komplexita¨t kann fu¨r jedes
Gescha¨ftsobjekt bestimmt und mit anderen Gescha¨ftsobjekten verglichen
werden. Ziel ist es, einen Vergleich zwischen Gescha¨ftsobjekten gleichen
Typs und unterschiedlichen Typs auf gleichen oder verschiedenen Produk-
tivsystemen durchfu¨hren zu ko¨nnen.
Wenn N die Anzahl der Knoten, L die Anzahl der Ebenen, K die Anzahl
der Attribute, Λ die maximale Anzahl der Attribute pro Knoten, V die An-
zahl aller Knotenwerte ist (eine genaue Auflisting der Parameter erfolgt in
Tabelle 3.4), dann kann die Komplexita¨t C von zwei Gescha¨ftsobjekten B1
und B2 wie folgt definiert werden:
1. C(B1) > C(B2) wenn: N(B1) > N(B1) (L, K,Λ, W, V, F = konst.)
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2. C(B1) > C(B2) wenn: L(B1) > L(B1)) (N, K,Λ, W, V, F = konst.)
3. C(B1) > C(B2) wenn: K(B1) > K(B1) (N, L,Λ, W, V, F = konst.)
4. C(B1) > C(B2) wenn: Λ(B1) > Λ(B1) (N, L, K, W, V, F = konst.)
5. C(B1) > C(B2) wenn: V(B1) > V(B1) (N, L, K,Λ, W, F = konst.)
6. C(B1) > C(B2) wenn: F(B1) > F(B1) (N, L, K,Λ, W, V = konst.)
Die Definition der Komplexita¨t ist an die Anzahl der Elemente von
Gescha¨ftsobjekten gekoppelt. Die Auflistung der Definitionen fu¨r Komple-
xita¨t unterliegt noch keiner Priorisierung. Beispielsweise ist nicht definiert,
ob ein Gescha¨ftsobjekt mit wenig Knoten, die auf mehreren Ebenen verteilt
sind, komplexer als ein Gescha¨ftsobjekt mit mehr Knoten, die nur auf zwei
Ebenen verteilt sind, ist. Fu¨r eine Priorisierung ist eine Bewertung der Ver-
arbeitungskosten der einzelnen Elemente von Gescha¨ftsobjekten notwen-
dig.
Die Verarbeitung von Gescha¨ftsobjekten beansprucht je nach Komplexita¨t
unterschiedlich viel Zeit. In der Regel erho¨ht sich mit steigender Kom-
plexita¨t die Verarbeitungsdauer eines Gescha¨ftsobjekts. Der Einfluss der
unterschiedlichen Elemente, wie beispielsweise Anzahl der Knoten, ist je-
doch systemabha¨ngig. Fu¨r die Berechnung der Gesamtkomplexita¨t eines
Gescha¨ftsobjekts mu¨ssen die Parameter des Modells fu¨r Gescha¨ftsobjek-
te unterschiedlich, abha¨ngig vom System, gewichtet werden. Die Dauer
fu¨r Verarbeitung von Gescha¨ftsobjekten kann beispielsweise anhand der
Komplexita¨t des Gescha¨ftsobjekts unter Beru¨cksichtigung des notwendi-
gen Programmcodes gemessen werden [McC76], steht aber in dieser Arbeit
nicht im Vordergrund.
Im Folgenden ist die Komplexita¨t ein Ausdruck u¨ber die Anzahl, den Um-
fang und der Verteilung der Elemente von Gescha¨ftsobjekten. Eine Bewer-
tung u¨ber die verschieden Auswirkungen der Elemente eines Gescha¨fts-
objekts erfolgt anhand der Verarbeitungszeit einzelnen Elemente. Ist bei-
spielsweise in einem System die Verarbeitung eines Knotens aufwendiger
als die Verarbeitung eines Attributs, so hat die Anzahl der Knoten eine
ho¨here Priorita¨t. Fu¨r jedes Element kann ein systemabha¨ngiger Faktor fu¨r
die Gewichtung der Komplexita¨t eingefu¨hrt werden.
Ein einfaches Beispiel fu¨r eine Priorisierung anhand der Komplexita¨t ist
die Verarbeitung von Knoten und Attributen. Beispielsweise kann die Ver-
arbeitungszeit a fu¨r einen einzelnen Knoten dreimal so hoch sein wie die
Verarbeitungszeit b eines einzelnen Attributs. Daraus ergibt sich folgendes
Verha¨ltnis fu¨r die Systemparameter: a = 3 ∗ b. Ein Gescha¨ftsobjekt mit 100
Knoten und 200 Attributen ist demzufolge als komplexer einzustufen als
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ein Gescha¨ftsobjekt mit 50 Knoten und 300 Attributen. Die Verarbeitungs-
zeit fu¨r den ersten Fall entspricht insgesamt 500 Einheiten von b. Hinge-
gen entspricht die Verarbeitungszeit fu¨r den zweiten Fall nur 450 Einheiten
von b. Einen Vergleich von realen Gescha¨ftsobjekten mit allen Elementen
ist jedoch wesentlich komplexer. Zum einen sind Verarbeitungszeiten nicht
immer linear von der Anzahl der Elemente abha¨ngig, zum anderen spielt
die Verteilung der Elemente eine wesentliche Rolle. Ein allgemein gu¨ltiges
Kostenmodell wird deshalb entwickelt (siehe Abschnitt 3.6). Der Einfluss
der Position von Elementen wird in der Evaluierung detailliert untersucht
(siehe Abschnitt 4.3).
3.2.2 Generisches Strukturmodell fu¨r Gescha¨ftsobjekte
Auf Basis der Struktur von Gescha¨ftsobjekten la¨sst sich ein Modell fu¨r
Gescha¨ftsobjekte definieren. Das Modell ist notwendig fu¨r die Erstellung
von Profilen von Gescha¨ftsobjekten. Das Modell wird fu¨r die Beschrei-
bung von einzelnen Gescha¨ftsobjekten (bzw. Instanzen) entwickelt und be-
schreibt nicht das Schema oder die Semantik von Gescha¨ftsobjekten. Eine
vollsta¨ndige Auflistung der Parameter des Modells ist in Tabelle 3.4 zu fin-
den, wobei die Parameter die Verteilung der Elemente in alle Dimensionen
innerhalb der Baumstruktur abdecken.
Die ersten Parameter des Modells sind die Anzahl der Knoten N und die
Anzahl der Ebenen L. Die Anzahl aller Attribute eines Gescha¨ftsobjekts ist
K. Der Parameter Nl gibt die Anzahl der Knoten auf einer Ebene l an. Es
ko¨nnen mehrere Attribute auf einem Knoten existieren. Der Parameter Λ
gibt die maximale Anzahl von Attributen fu¨r einen Knoten an. Die Anzahl
der Attribute an Position λ wird mit Kλ beschrieben. Der Parameter Kn












Abb. 3.5: Beispielstruktur einer SalesOrder
Die bisher beschriebenen Parameter stehen weniger in Beziehung zum
Inhalt des Gescha¨ftsobjekts und werden nicht durch die Gro¨ße definiert.
Die Gro¨ße aller Attribute eines Gescha¨ftsobjekts wird mit W beschrieben.
Die Gesamtgro¨ße aller Werte eines Gescha¨ftsobjekts ist V. Beide Parame-
ter ko¨nnen wieder fu¨r jede Ebene l mit Wl und Vl bestimmt werden. Die
Gro¨ße aller Attribute eines Knotens n ist Wn. Die Gro¨ße aller Werte eines
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Blattknotens n ist Vn. Knoten ko¨nnen mehrere Attribute besitzen. Daher
kann die Gro¨ße eines Attributs auf einem Knoten n an Position λ mit Wn,λ
angegeben werden.
Eine Bestellung (SalesOrder) ist ha¨ufig durch eine hohe Anzahl von
Knoten, Attributen und Werten gepra¨gt. Zudem wird auf viele weitere
Gescha¨ftsobjekte verwiesen. In dem vereinfachten Beispiel der Bestellung
(Abbildung 3.4) gibt es 18 Knoten (inkl. Wurzelknoten), vier Attribute und
fu¨nf Ebenen. Die Knoten sind wie folgt verteilt: drei Knoten auf der ersten
Ebene, sechs Knoten auf Ebene zwei, vier Knoten auf Ebene drei und vier
Knoten auf der letzten und vierten Ebene. Ausgewa¨hlte Parameter des Mo-
dells haben die folgenden Werte: N = 18, N0 = 1, N1 = 3, N2 = 6, N3 = 4,
N4 = 4, K = 4 und L = 5. Das Beispiel der SalesOrder ist strukturell in
Abbildung 3.5 dargestellt.
Tab. 3.4: Parameter des Strukturmodells fu¨r Gescha¨ftsobjekte
NOTATION BESCHREIBUNG
N Anzahl der Knoten
L Anzahl der Ebenen
K Anzahl der Attribute
Nl Anzahl der Knoten pro Ebene l
Kl Anzahl der Attribute pro Ebene l
Λ Maximale Anzahl der Attribute pro Knoten
Kλ Anzahl der Attribute auf Position λ
Kn Anzahl der Attribute auf Knoten n
W Gesamtgro¨ße aller Attribute (in Bytes)
Wl Gesamtgro¨ße aller Attribute auf Ebene l
Wn Gesamtgro¨ße aller Attribute auf Knoten n
Wn,λ Gesamtgro¨ße aller Werte auf Knoten n an Position λ
V Gesamtgro¨ße aller Werte aller Blattknoten
Vl Gesamtgro¨ße aller Werte auf Blattknoten auf Ebene l
Vn Gesamtgro¨ße aller Werte auf Knoten n
F Anzahl der Verweise
Fl Anzahl der Verweise auf Ebene l
Zusammenfassend kann die Struktur von Gescha¨ftsobjekten als Baum von
Knoten beschrieben werden. Elemente der Gescha¨ftsobjekte sind Kno-
ten, Attribute und Werte. Assoziationen werden durch Attribute umge-
setzt. Die Auswertung der Struktur erfolgt anhand des vorgestellten Mo-
dells. Die Modellparameter ko¨nnen fu¨r jeden Typ von Gescha¨ftsobjekten
bestimmt werden. U¨ber die Modellparameter la¨sst sich zum einen auf
die Struktur schließen, und zum anderen kann die potentielle Gro¨ße des
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Gescha¨ftsobjekts auf Basis der Anzahl und des Umfangs der Elemente be-
stimmt werden.
3.2.3 Vollsta¨ndigkeit
Die Vollsta¨ndigkeit von Gescha¨ftsobjekten sagt aus, wie die Gescha¨ftsob-
jekte hinsichtlich ihrer Elemente tatsa¨chlich genutzt sind. Die Vollsta¨ndig-
keit ist ein Vergleich von real existierenden Gescha¨ftsobjekten mit der im
Schema von Gescha¨ftsobjekten definierten Struktur. Das Schema beschreibt
den Gescha¨ftsobjekttyp, wa¨hrend das Gescha¨ftsobjekt selbst als Instanz ei-
nes Gescha¨ftsobjekttyps bezeichnet wird. Im Schema sind alle Elemente
aufgefu¨hrt, die in einem Gescha¨ftsobjekt vorkommen ko¨nnen. Es gibt obli-
gatorische und fakultative Elemente. Zudem ist die Auspra¨gung von Ele-
menten mit einem minimalen und maximalen Wert angegeben. In Abbil-
dung A.1 ist als Beispiel ein Ausschnitt fu¨r ein Schema einer SalesOrder
abgebildet. Obligatorische Elemente sind z. B. die ID und BuyerParty.
Das Element BuyerParty beinhaltet alle Informationen u¨ber den Ka¨ufer.
Hingegen ist das Element Item fakultativ und kann sogar mehrfach vor-
kommen.
Ein einfaches Beispiel fu¨r die Vollsta¨ndigkeit ist das Gescha¨ftsobjekt Mit-
arbeiter (Employee). Das Gescha¨ftsobjekt Employee kann drei Telefon-
nummern als Attribute beinhalten. Es kann davon ausgegangen werden,
dass nicht jeder Mitarbeiter drei Telefone besitzt. Demzufolge sind mehre-
re Attribute ungenutzt. Die Vollsta¨ndigkeit sagt somit aus, ob und wieviele
Knoten, Attribute, Werte und Verweise eines Gescha¨ftsobjekts genutzt bzw.
mit Daten gefu¨llt sind. Wenn wieder von dem Schema fu¨r Gescha¨ftsobjek-
te ausgegangen wird, kann nur festgestellt werden, wieviele Pflichtattri-
bute ein Gescha¨ftsobjekt hat. Beispielsweise besitzt jedes Gescha¨ftsobjekt
Informationen zur eindeutigen Identifizierung, die ID. Da sowohl Knoten
als auch die meisten Attribute optional sind, ist eine Analyse von realen
Gescha¨ftsobjekten (Instanzen) erforderlich. Es wird aus Beispielen der Pra-
xis angenommen, dass die Anzahl der Werte zwischen den Gescha¨ftsobjek-
ten, den Instanzen, stark variieren.
In Bezug auf die Replikation und die angewendeten Replikationsstra-
tegien kann die Information u¨ber die Vollsta¨ndigkeit entscheidend fu¨r
den Prozess der Datenreduzierung sein. Der Aufwand, die Gescha¨ftsob-
jektdaten auf die A¨nderungen zu reduzieren, kann bei sehr komplexen
Gescha¨ftsobjekten sehr hoch sein. Die Analyse von nicht verwendeten Kno-
ten und Attributen sollte wa¨hrend der Laufzeit vermieden werden. Aus-
sagen u¨ber die Verwendung von Knoten, Attributen und Werten mit Hil-
fe einer Vollsta¨ndigkeitsanalyse sind daher hilfreich. In Abbildung 3.6 ist
erneut eine Bestellung abgebildet. Wurde dieser Bestellung beispielswei-
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se ein Artikel Item hinzugefu¨gt, ko¨nnten alle Knoten und Attribute hin-
sichtlich ihrer A¨nderungen analysiert werden. Der Knoten fu¨r ein Formu-
lar (Form) hat kein Attribut. Wird bei der Analyse festgestellt, dass kein
Gescha¨ftsobjekt diesen Knoten verwendet, kann von einer Behandlung des















Abb. 3.6: Vollsta¨ndigkeit eines Gescha¨ftsobjekts
Die Vollsta¨ndigkeit kann nur absolut bestimmt werden, indem ein Ver-
gleich mit dem Schema durchgefu¨hrt wird. Da jedoch in der Analyse kei-
ne U¨berpru¨fung der XML-Dokumente auf Gu¨ltigkeit und Korrektheit er-
folgen soll, werden alle im Schema definierten Elemente fu¨r einen Ver-
gleich verwendet. In Tabelle 3.5 sind die Mo¨glichkeiten der Vollsta¨ndigkeit
fu¨r Elemente von Gescha¨ftsobjekten dargestellt (mit X gekennzeichnet).
Im Schema definierte Knoten ko¨nnen in den Gescha¨ftsobjekten vorhanden
oder nicht vorhanden sein. Nur wenn alle Knoten und Attribute vorhanden
sind, ist das Gescha¨ftsobjekt 100 % vollsta¨ndig. Auf Grund von Kardina-
lita¨ten ko¨nnen Knoten auch mehrfach vorhanden sein. Ein erweiterter Wert
fu¨r die Vollsta¨ndigkeit za¨hlt zusa¨tzlich alle mehrfach vorkommenden Ele-
mente und kann somit auch einen Werte von u¨ber 100 % betragen. Attri-
bute ko¨nnen vorhanden sein, haben aber nicht immer einen Attributwert
zugewiesen. Attribute ohne Attributwert werden als leer bezeichnet. Attri-
bute ko¨nnen nicht mehrfach vorhanden sein. Bei Werten gibt es nur die
Mo¨glichkeit, dass sie leer oder vorhanden sind. Voraussetzung ist, dass der
Knoten existiert. Werte beziehen die Verweise mit ein. Werte ko¨nnen eben-
falls nicht mehrfach vorhanden sein, da ein Knoten maximal einen Wert
besitzen kann.
Tab. 3.5: Eigenschaften der Vollsta¨ndigkeit fu¨r Elemente von Gescha¨ftsobjekten
EIGENSCHAFT KNOTEN ATTRIBUT WERT
nicht vorhanden X X -
leer - X X
vorhanden X X X
mehrfach vorhanden X - -
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Algorithmus 3.1 : Bestimmung der Vollsta¨ndigkeit von Gescha¨ftsob-
jekten u¨ber Elemente
Require: Schema S, Gescha¨ftsobjekt B
1: Vn = 0; Vn+ = 0; Vk = 0; Vv(k) = 0; Vv = 0;
2: Sn = 0; Sk = 0; Sv(k) = 0; Sv = 0;
3: for all Element in S do
4: if Element ist Knoten then
5: Sn ++;
6: if Knoten einmal in B vorhanden then
7: Vn ++;
8: else if Knoten in B mehrfach vorhanden then
9: Vn ++;




14: if Knoten in Schema hat Knotenwert then
15: Sv ++;
16: Sv(k) ++;
17: for all Knoten in B do









27: if Attribut in B vorhanden then
28: Vv ++;






Fu¨r die absolute Berechnung der Vollsta¨ndigkeit eines Gescha¨ftsobjekts
wird fu¨r jedes im Schema vorgesehene Element die Pra¨senz in Anlehnung
an Tabelle 3.5 im Gescha¨ftsobjekt u¨berpru¨ft. Vn gibt die Anzahl der vorhan-
denen Knoten, Vk die Anzahl der vorhandenen Attribute und Vv die Anzahl
der vorhandenen Werte wieder. Der Wert Vn+ repra¨sentiert die Summe der
mehrfach vorkommenden Knoten. Die Anzahl der genutzten (nicht leeren)
Attributwerte wird mit Vv(k) festgehalten. Fu¨r den Vergleich mit dem Sche-
ma werden die Anzahl der mo¨glichen Knoten Sn, Attribute Sk, Attributwer-
te Sv(k) = Sk und Werte Sv gesammelt. Die Bestimmung der Kardinalita¨ten
sowie eine Unterscheidung zwischen fakultativen und obligatorischen Ele-
menten erfolgt bei Schemawerten nicht. Zudem ist die Gro¨ße der Attribut-
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und Knotenwerte fu¨r die Vollsta¨ndigkeit nicht relevant. Die Vollsta¨ndigkeit
V(B) kann mit den gesammelten Werten wie folgt berechnet werden:
V(B) =
|Vn|+ |Vk|+ |Vv(k)|+ |Vv|+ |Vn+|
Sn + Sk + Sv(k) + Sv
(3.1)
Die Vollsta¨ndigkeit kann analog zu den Parametern des Modells fu¨r
Gescha¨ftsobjekte auch fu¨r Teile von Gescha¨ftsobjekten bestimmt werden.
Der Algorithmus 3.1 zeigt, wie die Parameter fu¨r die Berechnung der
Vollsta¨ndigkeit von Gescha¨ftsobjekten ermittelt werden ko¨nnen. Voraus-
setzung ist, dass die Informationen aus dem Schema zuga¨nglich sind. In
erster Linie hilft die Berechnung der Vollsta¨ndigkeit, Aussagen zu treffen,
welchen Umfang A¨nderungsnachrichten maximal haben werden, wenn
Muster fu¨r einzelne Systeme zu erkennen sind. Beispielsweise sind bei
bestimmten Typen von Gescha¨ftsobjekten die Gescha¨ftsobjekte oder de-
ren Teile immer vollsta¨ndig. Es kann davon ausgegangen werden, dass
ein initial erstelltes Gescha¨ftsobjekt gleichen Typs mit noch unvollsta¨ndi-
gen Elementen gea¨ndert wird, bis es alle fu¨r den Gescha¨ftsprozess relevan-
ten Informationen entha¨lt. Eine Notwendigkeit der Synchronisation die-
ses Gescha¨ftsobjekts ist dann sehr wahrscheinlich. Desweiteren lassen sich
Ableitungen treffen, wann bestimmte Teile von Gescha¨ftsobjekten immer
unvollsta¨ndig sind. Diese Teile ko¨nnen fu¨r die Betrachtung bei der Repli-
kation unter Umsta¨nden ausgelassen werden.
3.2.4 Ha¨ufigkeit
Eine weitere Eigenschaft von Gescha¨ftsobjekten ist die Ha¨ufigkeit. Sie
sagt aus, wieviele Gescha¨ftsobjekte (Instanzen) gleichen Typs es gibt. Die
Ha¨ufigkeit von Gescha¨ftsobjekten ist sehr unterschiedlich. Beispielswei-
se ist die Erwartung, dass die Anzahl der Gescha¨ftsobjekte vom Typ
Mitarbeiter (Employee) der Anzahl der Mitarbeiter eines Unternehmens
entspricht. Bei mittelsta¨ndischen Unternehmen du¨rfte diese Zahl selten
500 u¨berschreiten. Gescha¨ftsobjekte vom Typ Bestellung (SalesOrder)
ko¨nnen hingegen durchaus millionenfach vorkommen.
Die Ermittlung der Ha¨ufigkeit von Gescha¨ftsobjekten ist ein wichtiges Mit-
tel, um Aussagen u¨ber die Anzahl der auftretenden Nachrichten treffen
zu ko¨nnen. Mit steigender Anzahl an Gescha¨ftsobjekten erho¨ht sich die
zu replizierende Datenmenge mit hoher Wahrscheinlichkeit. Die Ha¨ufig-
keit kann ebenfalls auf einen Gescha¨ftsobjekttyp abgebildet werden. Es
kann davon ausgegangen werden, dass gleiche Gescha¨ftsobjekttypen, die
in gleichen oder a¨hnlichen Gescha¨ftsumfeldern verwendet werden, auch
eine a¨hnliche Ha¨ufigkeit aufweisen. Die Ha¨ufigkeit wird sich in dem Fall
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mit der Anzahl der Benutzer proportional erho¨hen. Eine Aussage, wie oft
eine Replikation bzw. Synchronisation von Gescha¨ftsobjekttypen durch-
gefu¨hrt werden muss, kann mit der Ha¨ufigkeit jedoch nicht gemacht wer-
den. Dafu¨r muss die Anzahl der auftretenden A¨nderungen untersucht wer-
den, welche mit dem Schreibzugriff in Abschnitt 3.2.5 von Gescha¨ftsobjek-
ten diskutiert wird.
Die Ha¨ufigkeit wird mit H angegeben. Die Ha¨ufigkeit gibt die Anzahl der
Gescha¨ftsobjekte fu¨r einen Gescha¨ftsobjekttyp an (H(Gescha¨ftsobjekttyp))
und kann individuell fu¨r alle Systeme bestimmt werden. Die Ha¨ufigkeit
beschreibt somit die Anzahl der Instanzen eines Gescha¨ftsobjekttyps. Eine
Klassifizierung nach z. B. Anwendung oder Branche ist ebenfalls mo¨glich.
3.2.5 Zugriff auf Gescha¨ftsobjekte
Der Zugriff auf Gescha¨ftsobjekte erfolgt durch dedizierte Clients oder
Anwendungen. Der Zugriff auf Gescha¨ftsobjekte wird in Lesezugriff und
Schreibzugriff unterteilt. Ein Schreibzugriff resultiert im Gegensatz zum Le-
sezugriff immer in A¨nderungen eines Gescha¨ftsobjekts. Die Anzahl der
Zugriffe pro Zeiteinheit wird in Leseverha¨ltnis und Schreibverha¨ltnis ausge-
dru¨ckt. Im Folgenden werden Zugriffe auf Gescha¨ftsobjekte definiert und
deren Einfluss auf die Synchronisation von Gescha¨ftsobjekten erla¨utert.
Lesezugriff
Der Lesezugriff beschreibt die Nutzung von Gescha¨ftsobjekten durch Cli-
ents oder andere Anwendungen. Jeder Zugriff auf ein Gescha¨ftsobjekt,
der keine A¨nderungen verursacht, gilt als Lesezugriff. Das Leseverhalten
fu¨r Gescha¨ftsobjekte dru¨ckt aus, wie oft und im welchem Umfang auf ein
Gescha¨ftsobjekt lesend zugegriffen wird. Das Leseverhalten wird in Lese-
verha¨ltnis und Leseumfang unterteilt. Das Leseverha¨ltnis beziffert die An-
zahl der lesenden Zugriffe auf Gescha¨ftsobjekte pro Zeiteinheit. Der Lese-
umfang beziffert die durchschnittliche Gro¨ße der gelesenen Daten in Byte.
Lesezugriffe ko¨nnen sowohl fu¨r Gescha¨ftsobjekte als auch fu¨r deren ein-
zelne Elemente oder Gruppen von Elementen betrachtet werden. Der Le-
seumfang la¨sst sich nur fu¨r Gescha¨ftsobjekte bestimmen. Es ist daher nur
beim Leseverha¨ltnis mo¨glich, in Gescha¨ftsobjekte, Elementgruppen und
Elemente zu unterscheiden.
In Bezug auf die Synchronisation hat das Leseverhalten keinen direkten
Einfluss. Es ist nach einem lesenden Zugriff keine Synchronisation notwen-
dig, da keine A¨nderungen der Gescha¨ftsobjekte durchgefu¨hrt werden. Die
Konsistenz der Gescha¨ftsobjekte wird beim Lesen nicht vera¨ndert.
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Ein weiteres Merkmal in Bezug auf den Lesezugriff stellt die Leseverfu¨gbar-
keit dar. Sie dru¨ckt aus, ob der aktuelle Zustand eines Gescha¨ftsobjekts zu
einem Zeitpunkt gelesen werden kann. Fu¨r eine Gewa¨hrleistung einer ho-
hen Leseverfu¨gbarkeit kann das Leseverhalten in die Auswahl der Replika-
tionsstrategie einbezogen werden. Beispielsweise sollten Gescha¨ftsobjekte,
die ha¨ufig auf einem System gelesen werden, konsistent und aktuell sein.
Kundenanforderungen haben gegenu¨ber einer Priorisierung durch die Re-







Abb. 3.7: Prozessgebundener lesender Zugriff
In Datenbanksystemen werden Lesezugriffe durch Abfragen (Queries) rea-
lisiert. Ha¨ufig auftretende Abfragen ko¨nnen beispielsweise gepuffert oder
vorausschauend vorverarbeitet werden. Antwortzeiten ko¨nnen dadurch
verringert werden. In Bezug auf den Zugriff von Gescha¨ftsobjekten auf An-
wendungsebene kann eine Relation der Lesevorga¨nge zu Prozessen herge-
stellt werden.
In Abbildung 3.7 ist ein Beispiel fu¨r die Abha¨ngigkeit des Leseverhaltens
von Gescha¨ftsobjekten von der Einbindung in Prozesse dargestellt. Bei-
spielsweise kann innerhalb einer Bestandspru¨fung mehrfach lesend auf
das Gescha¨ftsobjekt Material zugegriffen werden. Ein anderes Beispiel
ist der Prozess fu¨r eine Bestellung (SalesOrder Process). Hier sind un-
ter anderem viele Lesezugriffe auf unterschiedliche Gescha¨ftsobjekte not-
wendig. Das Leseverha¨ltnis ha¨ngt direkt von der Anzahl der Prozesse,
in denen die Gescha¨ftsobjekte eingebunden sind, ab. Zusammenfassend
ha¨ngt die Priorisierung nach der Leseverfu¨gbarkeit direkt von dem beob-
achteten Zugriffsverhalten ab.
Schreibzugriff
Der Schreibzugriff beschreibt die Ausfu¨hrung von A¨nderungen auf einem
Gescha¨ftsobjekt. Schreibzugriffe werden in Erstellen, Vera¨ndern und Lo¨schen
von Gescha¨ftsobjekten unterteilt. Analog ko¨nnen Elemente (und Element-
gruppen) erstellt, gea¨ndert und gelo¨scht werden.
Das Erstellen eines Gescha¨ftsobjekts beschreibt die Aktion, bei der ein neu-
es Gescha¨ftsobjekte angelegt wird und beinhaltet das Hinzufu¨gen von Ele-
menten. Das Vera¨ndern von Gescha¨ftsobjekten bezeichnet die Aktion, bei
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der Elemente eines Gescha¨ftsobjekts hinzugefu¨gt, vera¨ndert oder gelo¨scht
werden. Das Lo¨schen eines Gescha¨ftsobjekts beschreibt die Aktion, bei der
ein Gescha¨ftsobjekt und alle enthaltenen Elemente vollsta¨ndig eliminiert
bzw. gelo¨scht werden. In Abbildung 3.8 ist Unterteilung der mo¨glichen Zu-







Abb. 3.8: Unterteilung von Zugriffsarten nach Granularita¨t
Analog zum Leseverhalten wird das Schreibverhalten in Schreibverha¨ltnis
und Schreibumfang unterteilt. Das Schreibverha¨ltnis dru¨ckt die Anzahl der
schreibenden Zugriffe auf ein Gescha¨ftsobjekt pro Zeiteinheit aus. Das
Schreibverha¨ltnis kann auch fu¨r Elemente und Elementgruppen bestimmt
werden. Der Schreibumfang beschreibt die durchschnittliche Gro¨ße von ge-
schriebenen Daten. Geschriebene Daten ergeben die Summe von erstellten,
gea¨nderten und gelo¨schten Elementen. Die Schreibverfu¨gbarkeit beschreibt








Abb. 3.9: Prozessgebundener schreibender Zugriff
Das Schreibverhalten hat direkten Einfluss auf die Synchronisation von
Gescha¨ftsobjekten, da es bestimmt, wie oft und in welchem Umfang
Synchronisationen notwendig sind. Nachdem ein Gescha¨ftsobjekt erstellt,
vera¨ndert oder gelo¨scht wurde, wird angestrebt, alle existierenden Repli-
kate des Gescha¨ftsobjekts zu aktualisieren, bis sie konsistent sind. Schreib-
zugriffe auf Gescha¨ftsobjekte erfolgen immer innerhalb von Transaktionen.
Erst wenn eine Transaktion abgeschlossen ist, wird das Objekt als gea¨ndert
bezeichnet.
Im Folgenden wird eine A¨nderung eines Gescha¨ftsobjekts mit allen Schreib-
zugriffen innerhalb einer Transaktion gleichgesetzt. Es ko¨nnen mehrere
Schreibzugriffe innerhalb einer Transaktion stattfinden. Eine A¨nderung ei-
nes Gescha¨ftsobjekts unterliegt somit einem oder mehreren Schreibzugrif-
fen. Eine A¨nderung kann gleichzeitig das Hinzufu¨gen, das Vera¨ndern und
das Lo¨schen von mehreren Elementen beinhalten.
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In Abbildung 3.9 ist ein Beispiel fu¨r die Abha¨ngigkeit des Schreib-
verhaltens von Prozessen dargestellt. Ein Bestellprozess (SalesOrder
Process) erfordert die Anpassung von Gescha¨ftsobjekten wie der Bestel-
lung (SalesOrder), um Statusinformationen einzupflegen oder den Be-
stand an Materialien entsprechend anzupassen.
Zugriffsparameter
Das Lese- und Schreibverha¨ltnis kann sowohl fu¨r Gescha¨ftsobjekte als
auch fu¨r einzelne Elemente bestimmt werden. Die hierarchische Struk-
tur von Gescha¨ftsobjekten erlaubt außerdem eine Gruppierung der Ei-
genschaften nach bestimmten Ebenen oder Teilba¨umen. Mehrere Elemen-
te werden zu Elementgruppen zusammengefasst. Ein Teilbaum ko¨nnen bei-
spielsweise Preisdaten oder Adressdaten sein. Die Bestimmung von Lese-
und Schreibverha¨ltnis ist zusammenfassend fu¨r Gescha¨ftsobjekte, Element-
gruppen und einzelne Elemente mo¨glich. In Tabelle 3.6 sind die Eigenschaf-
ten in Bezug auf Zugriffe auf Gescha¨ftsobjekte zusammengefasst.
Tab. 3.6: Zugriffseigenschaften fu¨r Gescha¨ftsobjekte
NOTATION EIGENSCHAFT BESCHREIBUNG
ZR(Gescha¨ftsobjekt) Leseverha¨ltnis Anzahl der lesenden Zugriffe auf ein
Gescha¨ftsobjekt
ZR(Element) Leseverha¨ltnis Anzahl der lesenden Zugriffe auf ein Ele-
ment
ZR(Elementgruppe) Leseverha¨ltnis Anzahl der lesenden Zugriffe fu¨r eine
Elementgruppe
ZRS(Gescha¨ftsobjekt) Leseumfang Durchschnittliche Gro¨ße der gelesenen
Daten in Byte u¨ber alle Lesezugriffe
ZW(Gescha¨ftsobjekt) Schreibverha¨ltnis Anzahl der schreibenden Zugriffe auf ein
Gescha¨ftsobjekt
ZW(Element) Schreibverha¨ltnis Anzahl der schreibenden Zugriffe auf ein
Element (nur A¨nderungen)
ZW(Elementgruppe) Schreibverha¨ltnis Anzahl der schreibenden Zugriffe auf ei-
ne Elementgruppe
ZWS(Gescha¨ftsobjekt) Schreibumfang Durchschnittliche Gro¨ße der A¨nderun-
gen eines Gescha¨ftsobjekts in Prozent
zur Gro¨ße des Gescha¨ftsobjekts u¨ber al-
le Schreibzugriffe
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Klassifizierung nach Schreibzugriffen
Gescha¨ftsobjekte ko¨nnen sich hinsichtlich Schreibverha¨ltnis und Schreib-
umfang stark voneinander unterscheiden. Es gibt Gescha¨ftsobjekte, auf
die selten lesend zugegriffen wird und der Umfang der A¨nderungen
nur minimal ist. Hierfu¨r sind beispielsweise Stammdaten repra¨sentativ,
da sich diese sehr selten a¨ndern. Auch Gescha¨ftsobjekte, wo u¨berwie-
gend große A¨nderungen auftreten, diese aber ebenfalls in geringer An-
zahl vorkommen, sind mo¨glich. Ein Beispiel dafu¨r ist die Elementgrup-
pe Address (Adresse), welche bei einer Aktualisierung meist eine A¨nde-
rung aller Attribute nach sich zieht. Vertreter von Gescha¨ftsobjekten, die
ein hohes Schreibverha¨ltnis besitzen, sind beispielsweise Produkte, die
dauerhaften Schwankungen hinsichtlich der Preise unterliegen. Stu¨ndli-
che Preisa¨nderungen von Produkten ko¨nnen ha¨ufige A¨nderungen hervor-
rufen. Gescha¨ftsobjekte, die ha¨ufigen A¨nderungen unterliegen und einem
hohen Schreibumfang besitzen, sind seltener vertreten.
Eine Besonderheit stellen statische Elemente dar. Sie werden unter keinen
Umsta¨nden vera¨ndert. Beispielsweise sind eindeutige Identifikationsdaten
von Gescha¨ftsobjekten statisch. Im Beispiel der SalesOrder ist der Kno-
ten Identity statisch (Abbildung 3.10). Auch statische Elementgruppen
oder ganze statische Gescha¨ftsobjekte sind mo¨glich. Eine Betrachtung sta-
tischer Elemente ist fu¨r die Synchronisation von vera¨nderten Gescha¨ftsob-
jekten nicht notwendig, da keine Vera¨nderungen der Elemente auftreten
ko¨nnen. Beim Lo¨schen und Erstellen von Gescha¨ftsobjekten mu¨ssen sie je-


















Abb. 3.10: Unterschiedliche Schreibverha¨ltnisse fu¨r Knoten
Es ko¨nnen nicht immer Aussagen u¨ber Lese- und Schreibverha¨ltnis sowie
Lese- und Schreibumfang getroffen werden. Gru¨nde ko¨nnen eine sehr stark
schwankende Anzahl an A¨nderungen oder ein stark schwankender Um-
fang der A¨nderung fu¨r einen Gescha¨ftsobjekttyp sein. Aussagen fu¨r bei-
spielsweise die Ha¨ufigkeit von erforderlichen Synchronisationsnachrichten
ko¨nnen in diesem Fall nicht getroffen werden.
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Elemente und Elementgruppen, die ha¨ufig vera¨ndert werden bzw. eine ho-
he Schreibfrequenz aufweisen, werden als Hotspots bezeichnet. In Abbil-
dung 3.10 sind Hotspots innerhalb einer vereinfachten SalesOrder dar-
gestellt. In dem abgebildeten Beispiel a¨ndern sich die Preise sehr ha¨ufig.
Die Knoten vom Typ Price werden als Hotspots bezeichnet . Ein anderes
Beispiel fu¨r Hotspots sind die Artikel (Item) innerhalb einer SalesOrder.
Die Anzahl der Artikel kann sich ha¨ufig a¨ndern. In diesem Fall kann der
Knoten SalesOrder als Hotspot bezeichnet werden. Fu¨r die Replikations-
kontrolle sind Hotspots besonders relevant, da hier die Replikationskon-
trolle am meisten gefordert ist, die Daten zu synchronisieren. In Bezug auf
die Synchronisation von Gescha¨ftsobjekten gilt es, Hotspots mo¨glichst im-
mer im Cache der Anwendung zu halten.
3.3 Profilerstellung fu¨r Gescha¨ftsobjekte
Zusammenfassend ko¨nnen folgende Eigenschaften von Gescha¨ftsobjekten,





• Leseverha¨ltnis und -umfang
• Schreibverha¨ltnis und -umfang
Die Komplexita¨t wird nicht gesondert betrachtet, da sie aus der Struktur
hergeleitet werden kann. Die gelisteten Eigenschaften der Gescha¨ftsobjekte
ko¨nnen zur Laufzeit eines Systems fu¨r Gescha¨ftsobjekte bestimmt werden.
Hierbei ist entscheidend, dass es sich um die Betrachtung von Instanzen
von Gescha¨ftsobjekten und nicht um Typen handelt. Der strukturelle Auf-
bau la¨sst sich aus dem Schema von Gescha¨ftsobjekttypen ableiten. Aussa-
gen u¨ber die Struktur im Sinne der Anzahl von Elementen und deren Ver-
teilung lassen sich jedoch nicht treffen. Viele Elemente sind in den Schema-
ta als optional definiert, und Kardinalita¨ten lassen keine Ru¨ckschlu¨sse auf
die Anzahl einzelner Elemente zu.
Eine Lo¨sung fu¨r die genaue Bestimmung der Eigenschaften von Gescha¨fts-
objekten ist die Analyse von realen Gescha¨ftsobjektinstanzen und die Spei-
cherung der gesammelten Information in Profilen. Zu jedem Gescha¨fts-
objekt wird ein Profil angelegt, welches die fu¨r die Synchronisation rele-
3.3 Profilerstellung fu¨r Gescha¨ftsobjekte 59
vanten Eigenschaften festha¨lt. Diese Profile ko¨nnen fu¨r jedes Gescha¨fts-
objekt einzeln ausgewertet werden. Es ist aber auch die Berechnung von
Durchschnittsprofilen fu¨r eine Gruppe von Gescha¨ftsobjekten, z. B. alle
Gescha¨ftsobjekte eines Typs, mo¨glich. In Tabelle 3.4 sind die Parameter des
Strukturmodells aufgelistet. Am Beispiel der Struktur von Gescha¨ftsobjek-
ten folgt eine Beschreibung der Profilerstellung fu¨r Gescha¨ftsobjekte.
3.3.1 Erstellung von Strukturprofilen fu¨r Gescha¨ftsobjekte
Die Erstellung von Strukturprofilen von realen Gescha¨ftsobjekten erfor-
dert die Analyse aller enthaltenen Elemente. Die Gescha¨ftsobjekte liegen
in XML-Struktur vor. Die vorhandene Baumstruktur kann genutzt wer-
den, um die Elemente iterativ zu analysieren. Ziel ist es, alle Parameter
des Strukturmodells fu¨r Gescha¨ftsobjekte (Tabelle 3.4) zu bestimmen.
Algorithmus 3.2 : Ermittlung der Profilparameter fu¨r einen Knoten -
ermittleProfil(Knoten, Ebene)
Require: Knoten n, Ebene l
1: N ++;
2: Nl ++;
3: if Knoten entha¨lt Attribute then
4: λ = 0;
5: for all Attribut k do
6: K ++; Kl ++; Kn ++; Kλ ++;
7: W = W +W(k); Wl = Wl +W(k);




12: if Knoten entha¨lt Unterknoten then
13: if L ≤ l + 1 then
14: L ++;
15: end if
16: for all Unterknoten u do
17: ermittlePro f il(u, l + 1);
18: end for
19: else if Knoten entha¨lt Wert then
20: V = V +V(v); Vl = Vl +V(v); Vn = Vn +V(v);
21: if Wert ist Verweis then
22: F ++; Fl ++;
23: end if
24: end if
Der Algorithmus 3.2 zeigt die Vorgehensweise fu¨r die Profilerstellung von
Gescha¨ftsobjekten. U¨bermittelt wird der Wurzelknoten des Gescha¨ftsob-
jekts. Laut Definition befindet sich der Wurzelknoten auf Ebene 0. In dem
Algorithmus werden alle Knoten, Attribute, Werte und Verweise geza¨hlt.
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Zudem werden die Anzahlen je nach Ebene und Position aufgelistet. Itera-
tiv werden von dem u¨bergebenen Knoten alle Unterknoten analysiert. Alle
Parameter des Modells fu¨r Gescha¨ftsobjekte ko¨nnen so bestimmt werden.
Bisher wurde definiert, dass die Erstellung von Strukturprofilen fu¨r
Gescha¨ftsobjekte durchgefu¨hrt werden kann, indem alle Elemente ana-
lysiert werden. Mit Hilfe des vorgestellten Algorithmus ist es ebenfalls
mo¨glich, Profile fu¨r Teile (Teilba¨ume) von Gescha¨ftsobjekten zu erstellen.
Fu¨r die Analyse von Teilen von Gescha¨ftsobjekten wird nicht der Wur-
zelknoten, sondern der erste gemeinsame u¨bergeordnete Knoten und die
Ebene, auf dem er sich befindet, u¨bergeben. Die Profilerstellung fu¨r Tei-
le von Gescha¨ftsobjekten ist besonders hilfreich, wenn Gescha¨ftsobjekte
gea¨ndert werden. Auf diese Weise ist keine erneute Analyse des vollsta¨ndi-
gen Gescha¨ftsobjekts mehr notwendig.
3.3.2 Aktualisierung von Strukturprofilen fu¨r Gescha¨ftsobjekte
Die Aktualisierung von Profilen fu¨r Gescha¨ftsobjekte ist erforderlich, wenn
Elemente eines Gescha¨ftsobjekts gea¨ndert, gelo¨scht oder hinzugefu¨gt wer-
den. Beispielsweise erho¨ht sich die Anzahl der Knoten (N) mit jedem hin-
zugefu¨gten Knoten um eins (N + +). Wird ein Knoten entfernt, verrin-
gert sich die Anzahl der Knoten um einen Wert (N − −). Die Aktuali-
sierung von Profilen kann jeweils sofort nach dem Hinzufu¨gen, Entfer-
nen oder Vera¨ndern eines Elements erfolgen. Werden die A¨nderungen ei-
nes Gescha¨ftsobjekts innerhalb einer Transaktion durchgefu¨hrt, ist es not-
wendig, dass die A¨nderung des Profils innerhalb der gleichen Transaktion
durchgefu¨hrt wird. So ist sichergestellt, dass das Profil mit dem Gescha¨fts-
objekt zu jeder Zeit u¨bereinstimmt. Die A¨nderung des Strukturprofils ist
ein zusa¨tzlicher Kostenfaktor. Daher ist die A¨nderung von Profilen zur
Laufzeit als optional gestaltet. Alternativ ko¨nnen auch eigene Prozesse
Profile unabha¨ngig vom Zeitpunkt der A¨nderungen aktualisieren. Im ein-
fachsten Fall werden die Profile in regelma¨ßigen Zeitabsta¨nden neu ange-
legt.
Die Aktualisierung der Profilparameter wird durch Hinzufu¨gen, Entfernen
und A¨ndern von Elementen notwendig. Der Algorithmus 3.3 zeigt, wie die
Parameter beim Hinzufu¨gen von Elementen aktualisiert werden. Je nach-
dem ob es sich um Knoten, Attribute, Werte oder Verweise handelt, werden
die Parameter hochgeza¨hlt bzw. angepasst, wobei der Algorithmus rekur-
siv fu¨r die Elemente aufgerufen wird. Die Positionsinformationen der hin-
zugefu¨gten Elemente (z. B. die Ebene, auf der sich das Element befindet),
mu¨ssen fu¨r eine Anpassung der Parameter mit Indizes bekannt sein. Der
Algorithmus fu¨r das Entfernen von Elementen funktioniert analog zum
Algorithmus 3.3 fu¨r das Hinzufu¨gen von Elementen. Im Gegensatz zum
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Hinzufu¨gen werden beim Entfernen von Elementen die Parameter fu¨r die
Anzahlen jedoch dekrementiert. Beispielsweise wird die Anzahl der Kno-
ten beim Entfernen eines Knotens um den Wert eins verringert (N − −).
Die Werte fu¨r die Aktualisierung des Profils enthalten die A¨nderungen der
Werte. Die A¨nderungen der Anzahl der Knoten wird beispielsweise mit
∆(N) angegeben. Analog werden die A¨nderungen der Werte fu¨r die ande-
ren Parameter als Delta (∆) angegeben.
Algorithmus 3.3 : Aktualisierung eines Profils - aktualisierePro-
fil(neues Element)
Require: Profil(B), neues Element und Positionsinformationen
1: if neues Element ist ein Knoten n then
2: hole Position l
3: N ++; Nl ++;
4: ∆(N) + +; ∆(Nl) + +;
5: if l > L then
6: ∆(L) = l − L;
7: L = l;
8: end if
9: else if neues Element ist ein Attribut k then
10: hole Position l, λ, n von k
11: K ++; Kl ++; Kn ++; Kλ ++;
12: ∆(K′, K) + +; ∆(Kl) + +; ∆(Kn) + +; ∆(Kλ) + +;
13: bestimme W(k)
14: W = W +W(k); Wl = Wl +W(k);
15: ∆(W) = ∆(W) +W(k); ∆(Wl) = ∆(Wl) +W(k);
16: ∆(Wn) = ∆(Wn) +W(k); ∆(Wn,λ) = ∆(Wn,λ) +W(k)
17: if λ > Λ then
18: ∆(Λ) = λ−Λ;
19: Λ = λ;
20: end if
21: else if neues Element ist ein Wert v then
22: V = V +V(v); Vl = Vl +V(v); Vn = Vn +V(v);
23: ∆(V) = ∆(V) +V(v); ∆(Vl) = ∆(Vl) +V(v); ∆(Vn) = ∆(Vn) +V(v);
24: else if neues Element ist ein Verweis v then
25: F ++; Fl ++;
26: ∆(F) + +; ∆(Fl) + +;
27: end if
Beim A¨ndern von Elementen ist es ausschließlich notwendig, die Profilpa-
rameter fu¨r Attribute und Werte zu behandeln. Eine A¨nderung eines Kno-
tens ist mit dem Lo¨schen des Knotens und dem Hinzufu¨gen eines neu-
en Knotens gleichzusetzen, da jeder Knoten einen eindeutigen Namen hat.
Das gleiche gilt fu¨r Attributnamen und Verweise. Attributwerte sowie Wer-
te ko¨nnen gea¨ndert werden. Beispielsweise ko¨nnen Preise angepasst wer-
den, was eine A¨nderung eines Wertes zur Folge haben kann.
Da sich die Gro¨ßen der Attributwerte und Werte a¨ndern ko¨nnen, mu¨ssen
die Profilparameter entsprechend angepasst werden. Bei der A¨nderung
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von Attributwerten und Werten ist es notwendig, die vorherigen Gro¨ßen
der Elemente zu bestimmen. Beispielsweise muss die Gro¨ße des vorheri-
gen Wertes eines Attributs (k) mit der Gro¨ße des gea¨nderten Wertes eines
Attributs (k′) verglichen werden, damit die Differenz (W(δ(k′, k)) bestimmt
werden kann. Werden mehrere Attribute gleichzeitig gea¨ndert, werden die
Profila¨nderungen in den dazugeho¨rigen Werten wie ∆(W) oder ∆(Wl) fest-
gehalten.
Algorithmus 3.4 : Aktualisierung eines Profils von einem Element:
aktualisiereProfil(gea¨ndertes Element)
Require: Profil(B), gea¨ndertes Element und Positionsinformationen
1: if Element ist ein Attribut k gea¨ndert zu k′ then
2: lade Position l,λ, n von k
3: bestimme W(k′)
4: W(δ(k′, k)) = W(k′)−W(k)
5: W = W +W(δ(k′, k)); Wl = Wl +W(δ(k′, k));
6: ∆(W) = ∆(W) +W(δ(k′, k)); ∆(Wl) = ∆(Wl) +W(δ(k′, k));
7: ∆(Wn) = ∆(Wn) +W(δ(k′, k)); ∆(Wn,λ) = ∆(Wn,λ) +W(δ(k′, k))
8: if λ > Λ then
9: Λ = λ;
10: ∆(Λ) = λ−Λ;
11: end if
12: else if Element ist ein Wert v gea¨ndert zu v′ then
13: V = V +V(v); Vl = Vl +V(v); Vn = Vn +V(v);
14: ∆(V) = ∆(V) +V(v); ∆(Vl) = ∆(Vl) +V(v); ∆(Vn) = ∆(Vn) +V(v);
15: end if
In allen vorgestellten Algorithmen fu¨r die Aktualisierung von Profilen wer-
den die Profilparameter direkt gea¨ndert. Gleichzeitig werden die Profildif-
ferenzen bzw. wird das Delta ∆ zwischen dem Profil vor und dem Profil
nach der A¨nderung ermittelt. Diese Werte ko¨nnen genutzt werden, um bei-
spielsweise Aktualisierungsnachrichten fu¨r Profile zu versenden oder die
Nachrichten mit A¨nderungen fu¨r Gescha¨ftsobjekte mit den Profila¨nderun-
gen zu erweitern. Zusammenfassend ermo¨glicht die Aktualisierung von
Strukturprofilen eine U¨bereinstimmung von Strukturprofil und Gescha¨fts-
objekt trotz A¨ndern, Hinzufu¨gen und Entfernen von Elementen. Die Ak-
tualisierung von Struktuprofilen sollte optional sein, damit die auch nur
sehr geringe zusa¨tzliche Systembeanspruchung nicht zwingend ist. Ein
ausgewogenes Verha¨ltnis zwischen der Aktualita¨t der Profile und dem
Aufwand ist einzuhalten.
3.3.3 Aufbau von Strukturprofilen
Die Werte des Modells fu¨r Gescha¨ftsobjekte werden in Profilen gespeichert.
Fu¨r jedes Gescha¨ftsobjekt kann ein eigenes Profil erstellt werden. Die Para-
meter werden in Vektor- oder Matrixform gespeichert. Die Profile ko¨nnen
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fu¨r die weitere Verwendung mit dem Gescha¨ftsobjekt gespeichert werden.
Das Gescha¨ftsobjekt wird dann allerdings hinsichtlich der Daten gro¨ßer. Ei-
ne andere Mo¨glichkeit ist eine Speicherung in einer separaten Datenbank.
In Abbildung 3.11 ist das Profil fu¨r die Knoten von dem Beispiel der
SalesOrder aus Abbildung 3.4 zu sehen. Die Matrix gibt die Anzahl der
Knoten an der Position ν (Spalte der Matrix) auf einer Ebene 1 (Zeile der
Matrix) an. Es la¨sst sich beispielsweise ablesen, dass das Gescha¨ftsobjekt
sechs Knoten auf der zweiten Ebene hat (Ebene fu¨r Wurzelknoten ist 0).
Auf der ersten und zweiten Position in der zweiten Ebene befinden sich
jeweils drei Knoten. Wenn die Parameter des Systemmodells bekannt sind,
kann mit Hilfe der Matrix die Verarbeitungszeit fu¨r Knoten bestimmt wer-
den. Je nach System kann die Matrix zu einem Vektor, der nur die Anzahl
der Knoten je Ebene entha¨lt, vereinfacht werden. Ist die Verarbeitung von















Abb. 3.11: Knotenmatrix eines Profils und systemabha¨ngige Reduktion - Beispiel
Der Vektor in Abbildung 3.12 gibt an, wieviele Attribute es je Position λ
fu¨r den Knoten der SalesOrder gibt. In diesem Fall hat die SalesOrder
zwei Attribute an erster Position und zwei Attribute an zweiter Position.
Der Vektor kann ebenfalls reduziert werden, wenn die Verarbeitungszeit




Abb. 3.12: Attributvektor eines Profils und systemabha¨ngige Reduktion - Beispiel
Alle anderen Werte des Strukturmodells fu¨r Gescha¨ftsobjekte ko¨nnen ana-
log in Matrizen oder Vektoren des Profils gespeichert werden. Werte,
welche die Gro¨ße angeben, werden in Byte angegeben. Beispiele sind
die Gro¨ße des Gescha¨ftsobjekts oder die Gro¨ße aller Attributwerte eines
Gescha¨ftsobjekts. Zusammenfassend sind im dem Strukturmodell alle Kri-
terien fu¨r die Komplexita¨t aus Abschnitt 3.2.1 festgehalten, so dass implizit
eine Bewertung der Komplexita¨t auf Basis der Profile erfolgen kann.
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3.3.4 Profilerstellung als Dienst
Eine Mo¨glichkeit, die Profilerstellung zu realisieren, ohne in ein laufen-
des System eingreifen zu mu¨ssen, ist die Bereitstellung als Dienst (Abbil-
dung 3.13). Es wird davon ausgegangen, dass der Zugriff auf Gescha¨fts-
objekte u¨ber ein Analyse-Framework mo¨glich ist. Die Gescha¨ftsob-
jekte ko¨nnen beispielsweise u¨ber vorhandene Dienste eingelesen wer-
den oder befinden sich in einer lokalen Datenbank in XML-Struktur.
Durch eine Anwendung angestoßen, werden die Gescha¨ftsobjekte in XML-
Struktur an einen Profil-Web Service u¨bergeben. Fu¨r die Synchro-
nisation von Gescha¨ftsobjekten u¨bernimmt den Aufruf des Web Services
der Replikationsagent. Der Profil-Web Service fu¨hrt eine Struk-



























Abb. 3.13: Service fu¨r die Profilerstellung von Gescha¨ftsobjekten
Die Strukturprofile werden unter anderem u¨ber den
Profil-Web Service persistent gespeichert. Der Abruf der Struk-
turprofile erfolgt u¨ber die eindeutige ID (Identifikationsnummer) der
Gescha¨ftsobjekte (Instanzen). Gleichermaßen ko¨nnen Strukturprofile
direkt u¨ber den Web Service zuru¨ckgegeben werden, sobald ein Gescha¨fts-
objekt u¨bergeben wurde. Auf diese Weise lassen sich Profile in einer lose
gekoppelten Anwendung erstellen, ohne die Last eines laufenden Systems
zu beeinflussen.
Fu¨r ein vollsta¨ndiges Profil eines Gescha¨ftsobjekts kommen zu den Werten
eines Strukturprofils die Werte fu¨r das Zugriffsverhalten, die Vollsta¨ndig-
keit und die Ha¨ufigkeit hinzu. Die Ha¨ufigkeit kann nur fu¨r Typen von
Gescha¨ftsobjekten bestimmt werden, da sie die Anzahl der existierenden
Gescha¨ftsobjekte beschreibt. Alle anderen Eigenschaften ko¨nnen fu¨r jedes
Gescha¨ftsobjekt in einem Profil gesammelt und gespeichert werden. In Ta-
belle 3.7 ist ein Beispiel eines Profils fu¨r eine SalesOrder zu sehen. Bei
dem Beispiel wurde auf die XML-Notation verzichtet.
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Tab. 3.7: Beispiel eines Profils einer SalesOrder
STRUKTUR
N L K Λ W V F ...
865 27 1.345 27 899.455 13 12 ...
N1 N2 N3 N4 N5 N6 N7 ...
3 12 43 23 44 33 12 23
GRO¨SSE 380, 233 Byte
VOLLSTA¨NDIGKEIT 63% (391%)
ZUGRIFF
Leseverha¨ltnis 3.78 h−1 Schreibverha¨ltnis 1, 18 h−1
HA¨UFIGKEIT 589.333
3.4 Versionierung von Gescha¨ftsobjekten
Ein Gescha¨ftsobjekt kann erstellt, vera¨ndert und gelo¨scht werden. In Abbil-
dung 3.14 sind die Aktionen einzeln aufgelistet, wobei das Vera¨ndern von
Gescha¨ftsobjekten in das Hinzufu¨gen, Vera¨nderung und Erstellen von Ele-
menten unterteilt ist. Betrachtet man die Aktionen isoliert, kann man den
Zustand eines Gescha¨ftsobjekts vor (davor) und nach (danach) einer Akti-
on betrachten. Die Gescha¨ftsobjekte sind in Rechtecken abgebildet, wobei













Abb. 3.14: Synchronisation von Schreibzugriffen auf Gescha¨ftsobjekte
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In Bezug auf die Synchronisation ergibt sich, dass neu erstellte Gescha¨fts-
objekte von dem Rechner, auf dem sie erstellt wurden (Sender), zu den Re-
plikaten (Empfa¨nger) transportiert und dort eingepflegt werden mu¨ssen.
Analog mu¨ssen auf dem Sender gelo¨schte Gescha¨ftsobjekte auf den
Empfa¨ngern gelo¨scht werden. Bei gea¨nderten Gescha¨ftsobjekten mu¨ssen
die A¨nderungen transferiert werden. Bei dem Transfer der Synchronisati-
onsnachrichten ko¨nnen zum einen Kopien von Gescha¨ftsobjekten versen-
det werden, zum anderen nur die Deltas. Ungeachtet von der Transfer-
art wurden A¨nderungen bislang nur einzeln betrachtet. Die Spalte ”Del-
ta“ beim Transfer stellt den Idealfall (minimales Delta) dar. Aktuelle Imple-
mentierungen von Delta-Algorithmen zeigen, dass Synchronisationsnach-
richten mit Deltas von gelo¨schten Elementen durchaus gro¨ßer sein ko¨nnen
(siehe Abschnitt 4.5).
Die Betrachtung von mehreren aufeinander folgenden A¨nderungen und
eventuellen Abha¨ngigkeiten ist bislang nicht mo¨glich. Ein Beispiel sind
zwei A¨nderungen eines Warenbestands von 200 Artikel auf 180 Artikel und
anschließend auf 150 Artikel, einzeln betrachtet. Bei einem Warenbestand
ist i.d.R. aber nur der letzte Wert von Interesse. Eine Optimierung kann
daher durch die Zusammenfassung der A¨nderungen erreicht werden.
3.4.1 Versionierung und A¨nderungen
Eine A¨nderung eines Gescha¨ftsobjekts wird durch einen oder mehrere
Schreibzugriffe verursacht. Ein Zustand eines Gescha¨ftsobjekts wird durch
eine Version definiert. Eine Version ist immer an den Zeitpunkt der letzten
A¨nderung gebunden. Dabei ist entscheidend, wann die A¨nderung fertig-
gestellt wurde. Zum Zeitpunkt t0 hat ein Gescha¨ftsobjekt die Version V0.
Der Zeitpunkt t0 ist dadurch definiert, dass noch keine A¨nderung an einem
Gescha¨ftsobjekt durchgefu¨hrt wurde (außer die Erstellung des Gescha¨fts-
objekts). Der Zeitpunkt t0 kann jedoch auch dadurch definiert werden, dass
alle Replikate eines Gescha¨ftsobjekts den gleichen Zustand bzw. die glei-
che Version besitzen. Alle A¨nderungen, die davor stattgefunden haben,
mu¨ssen entsprechend synchronisiert sein. Jede A¨nderung eines Gescha¨fts-
objekts der Version Vn fu¨hrt zu einer neuen Version Vn+1. Das Delta zwi-
schen einer Version Vn und einer Version Vm wird mit ∆(Vm, Vn) beschrie-
ben und entspricht genau einer A¨nderung.
In Abbildung 3.15 ist das Erstellen und A¨ndern eines Gescha¨ftsobjekts B1
durch einen Client 1 auf einem Rechner 1 abgebildet. Die Schreibzugrif-
fe erfolgen innerhalb von Transaktionen. Die Version V0 existiert erst auf
dem Rechner, wenn das Gescha¨ftsobjekt vollsta¨ndig erstellt ist (Zeitpunkt
t0). Sobald eine A¨nderung abgeschlossen ist, existiert eine neue Version
des Gescha¨ftsobjekts. In dem abgebildeten Beispiel eines Gescha¨ftsobjekts
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Rechner 1
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Abb. 3.15: Versionierung auf Basis von A¨nderungen
fu¨hren drei A¨nderungen zu den Versionen V1, V2 und V3 zu den Zeitpunk-
ten t1, t2 und t3.
3.4.2 Abha¨ngige A¨nderungen
Bisher konnte der Zustand eines Gescha¨ftsobjekts vor einer A¨nderung
mit dem Zustand nach einer A¨nderung verglichen werden. Die Versio-
nierung erlaubt es, beliebig viele A¨nderungen u¨ber mehrere Versionen ei-
nes Gescha¨ftsobjekts hinweg zu verfolgen. A¨nderungen eines Gescha¨fts-
objekts ko¨nnen somit verglichen werden. A¨nderungen ko¨nnen vonein-
ander abha¨ngig und voneinander unabha¨ngig sein. Eine A¨nderung eines
Gescha¨ftsobjekts ist von einer anderen A¨nderung unabha¨ngig, wenn kein
Element, das in der einen A¨nderung hinzugefu¨gt, vera¨ndert oder gelo¨scht
wurde in der anderen A¨nderung hinzugefu¨gt, vera¨ndert oder gelo¨scht
wird (∆(V1, V0) ∩ ∆(V2, V1) = ∅). Umgekehrt kann es bei abha¨ngigen
A¨nderungen Elemente geben, die in der ersten A¨nderung erstellt oder
vera¨ndert und in der spa¨teren A¨nderung vera¨ndert oder gelo¨scht werden.
Bei abha¨ngigen A¨nderungen wird zusa¨tzlich in partiell und vollsta¨ndig
abha¨ngige A¨nderungen unterschieden, da es mehrere Schreibzugriffe in-
nerhalb einer A¨nderung geben kann. Wenn in zwei A¨nderungen al-
le Schreibzugriffe auf genau die gleichen Elemente zugreifen, sind sie
vollsta¨ndig abha¨ngig.
In Abbildung 3.16 sind drei Versionen eines Gescha¨ftsobjekts abgebildet
(V1, V2, V3). Dabei sind jeweils zwei unabha¨ngige, partiell abha¨ngige und
vollsta¨ndig abha¨ngige A¨nderungen dargestellt. Das Delta zwischen Ver-
sion ∆(V2, V0) fasst die Deltas ∆(V1, V0) und ∆(V2, V1) zusammen. Nur
bei abha¨ngigen A¨nderungen entspricht die Summe von ∆(V1, V0) und
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Abb. 3.16: Versionierung und Abha¨ngigkeiten zwischen A¨nderungen
∆(V2, V1) dem Delta ∆(V2, V0).
Die Versionierung erlaubt die Betrachtung von mehreren A¨nderungen
u¨ber die Zeit. Abha¨ngige A¨nderungen ko¨nnen in partiell abha¨ngige und
vollsta¨ndig unabha¨ngige A¨nderungen unterteilt werden. Einen Spezialfall
bilden A¨nderungen, welche sich gegenseitig eliminieren. Diese A¨nderun-
gen werden auch als zuru¨cksetzende A¨nderungen bezeichnet. Ein Beispiel
ist die A¨nderung eines Warenbestands von 200 Artikeln (Version V0) auf
180 Artikel (Version V1) und in der anschließenden A¨nderung von 180 Ar-
tikeln (Version V1) auf 200 Artikel (Version V2). Betrachtet man ausschließ-
lich den Warenbestand, so ist das Delta zwischen Version V0 und V2 leer:
∆(V2, V0) = ∅.
In Abbildung 3.17 sind drei Versionen eines Gescha¨ftsobjekts (V0, V1, V2)
und alle mo¨glichen Varianten an A¨nderungen abgebildet. In der ersten
Zeile ist schraffiert das Delta zwischen der Version in der Spalte zur
Vorga¨ngerversion abgebildet. In der zweiten Zeile ist der Zustand der Ver-
sion aus der Spalte abgebildet. Der schraffierte Teil stellt alle vorangegan-
genen Deltas zusammengefasst dar. In den letzten Spalten sind beispiel-
haft vier Elemente a, b, c und d abgebildet. Der Index der Elemente bezieht
sich auf den Index in der Version, in welcher der letzte Schreibzugriff auf
das jeweilige Element stattgefunden hat und bezeichnet jeweils einen Wert.
A¨nderungen der Beispielelemente sind fett markiert.
In der Version V0 hat noch keine A¨nderung stattgefunden. Die Elemente
haben daher die Werte a0, b0, c0 und d0. In dem Beispiel werden in der ers-
ten A¨nderung zu Version V1 die Elemente a und b auf die Werte a1 und b2
gea¨ndert. Das Delta zwischen den ersten beiden Versionen besteht aus den
Werten a1 und b1 der Elemente a und b. In Bezug auf mo¨gliche abha¨ngige
A¨nderungen gibt es zehn Fa¨lle, welche mit ro¨mischen Zahlen nummeriert
sind. Die Fa¨lle beinhalten partiell abha¨ngige, vollsta¨ndig abha¨ngige und
zuru¨ckgesetzte A¨nderungen. Fa¨lle I - X enthalten keine zuru¨ckgesetzten
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Abb. 3.17: Fa¨lle von abha¨ngigen A¨nderungen bei der Versionierung
A¨nderungen. Die Fa¨lle I I, IV, VI und IX sind auf Grund ihrer verschiede-
nen Abha¨ngigkeiten von besonderem Interesse und werden im Folgenden
na¨her erla¨utert.
In Fall I I wurden alle Elemente aus der ersten A¨nderung (∆(V1, V0)) er-
neut vera¨ndert. Zusa¨tzlich wurden weitere Elemente vera¨ndert, welche
vorher keinen Vera¨nderungen unterzogen wurden. Der Fall stellt die par-
tielle Abha¨ngigkeit zwischen zwei A¨nderungen, wobei die Elemente im
ersten Delta eine Teilmenge der Elemente vom zweiten Delta sind. In dem
Beispiel wurden die Elemente mit den Werten a1, b1 zu a2, b2 und c0 zu c2
vera¨ndert.
In Fall IV wird ein Teil der Elemente aus der ersten A¨nderung (∆(V1, V0))
erneut vera¨ndert. Es werden zusa¨tzlich weitere Elemente in der zwei-
ten A¨nderung (∆(V2, V1)) vera¨ndert. Der Fall veranschaulicht die partiel-
le Abha¨ngigkeit von zwei A¨nderungen dar, wobei eine Schnittmenge von
Elementen in beiden A¨nderungen enthalten sind. In dem Beispiel bleibt
der Wert a1 in Version V2 erhalten, jedoch werden b1 und c0 auf die Werte
b2 und c2 gea¨ndert.
Die Fa¨lle VI - X enthalten zuru¨ckgesetzte A¨nderungen. In Fall VI wer-
den alle Elemente aus der ersten A¨nderung (∆(V1, V0)) erneut gea¨ndert. Die
Werte aller Elemente in Version V2 entsprechen jedoch genau den Werten
aller Elemente in Version V0. Der Fall stellt eine vollsta¨ndige Abha¨ngigkeit
von zwei A¨nderungen dar, wobei alle Elemente zuru¨ckgesetzt werden. In
dem Beispiel werden die Elemente mit den Werten a1 und b1 auf die Werte
a2 und b2 gea¨ndert. Die Werte a2 und b2 gleichen jedoch den Werten a0 und
b0 und werden als zuru¨ckgesetzt definiert.
In Abbildung 3.17 ist der Zustand der Version V2 abgebildet, wobei die
schraffierten Fla¨chen die zusammengefassten A¨nderungen abbildet. Durch
























Abb. 3.18: Beispiel fu¨r die Zusammenfassung von abha¨ngigen A¨nderungen
werden. Eine zeitliche Verzo¨gerung der Synchronisation der A¨nderungen
wu¨rde es ermo¨glichen, nur die letzte Vera¨nderung von Elementen zu be-
trachten bzw. die letzte Version des betrachteten Gescha¨ftsobjekts. In dem
Beispiel ließe sich somit die Synchronisation auf die letzten Werte der
Elemente a, b, c und d reduzieren. Betrachtet man die zusammengefasste
A¨nderung ∆(V2, V0), ist immer nur der letzte Wert je gea¨ndertem Element
relevant, unabha¨ngig davon, wie oft es vera¨ndert wurde. Bei zuru¨ckge-
setzten A¨nderungen ko¨nnen die zuru¨ckgesetzten Elemente fu¨r eine Syn-
chronisation sogar ausgeschlossen werden. In Abbildung 3.18 ist eine Zu-
sammenfassung der beiden A¨nderungen aus dem Beispiel aufgelistet. Die
Zusammenfassung zeigt, dass sich, je nach Fall von Abha¨ngigkeiten, die
zu betrachtende Menge an Werten signifikant gegenu¨ber einer Betrachtung
beider A¨nderungen einzeln verringert.
3.5 Systemmodell
Die Synchronisation von Gescha¨ftsobjekten wird fu¨r eine service-
orientierte Umgebung angestrebt. Bei einem hohen Replikationsgrad
ko¨nnen eine Vielzahl von Rechnern bzw. Systemen in den Synchronisa-
tionsprozess involviert sein. Eine Systemunterstu¨tzung fu¨r den Abgleich
von Gescha¨ftsobjekten kann nur erreicht werden, wenn die einzelnen sys-
temu¨bergreifenden Prozesse wa¨hrend der Synchronisation determinierbar
sind. Das folgende Systemmodell ermo¨glicht die Definition von Parame-
tern fu¨r die Synchronisationsprozesse von der Verarbeitung der Gescha¨fts-
objekte auf Empfa¨ngerseite bis hin zur Einarbeitung von A¨nderungen auf
dem Empfa¨nger. Die Parameter des Gescha¨ftsobjektmodells werden fu¨r
die Erstellung des Systemmodells genutzt. Insbesondere wird auf die for-
malen Eigenschaften von Gescha¨ftsobjekten eingegangen. Beispielsweise
hat die Struktur von Gescha¨ftsobjekten Einfluss auf die Verarbeitung der
Gescha¨ftsobjekte wa¨hrend des Synchronisationsprozesses. Systembedingte
Parameter fu¨r die Verarbeitung von Gescha¨ftsobjekten mu¨ssen eingefu¨hrt
werden. Auf Basis des Systemmodells ko¨nnen analog zum Gescha¨ftsob-
jektmodell Systemprofile erstellt werden.
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3.5.1 Prozessmodell fu¨r die Synchronisation in SOA
Nachdem eine A¨nderung eines Gescha¨ftsobjekts abgeschlossen wurde,
kann der Synchronisationsprozess gestartet werden. Bei der Verwendung
des Prima¨rkopieverfahrens ko¨nnen A¨nderungen nur auf dem Master
durchgefu¨hrt werden. Die Synchronisation wird deshalb immer von dem
Master ausgehend betrachtet. Im einfachsten Fall ist der Replikationsgrad
eins und es gibt nur einen Empfa¨nger bei der Synchronisation. Wenn
Synchronisationsnachrichten an mehrere Empfa¨nger gleichzeitig gesendet
werden, ko¨nnen auch A¨nderungen parallel auf verschiedenen Rechnern
eingearbeitet werden. Der Synchronisationsprozess ist beendet, sobald alle
Empfa¨nger ihre A¨nderungen eingepflegt haben.
Fu¨r eine Systemunterstu¨tzung bei dem Abgleich von Gescha¨ftsobjekten
ist die Dauer eines Synchronisationsprozesses von Bedeutung. Auf dem
Master gilt es, A¨nderungen zu identifizieren und diese in Synchronisati-
onsnachrichten zu verpacken. Eine Infrastruktur ist fu¨r den Transfer der
Synchronisation verantwortlich, wird aber als gegeben vorausgesetzt. Ent-
scheidend ist beim Transport der Synchronisationsnachrichten die U¨ber-
tragungszeit vom Master zum Nicht-Master. Beim Empfa¨nger mu¨ssen die
A¨nderungen wiederum in die Gescha¨ftsobjekte eingearbeitet werden. Der
Synchronisationsprozess kann in Senderprozesse (Master), Transfer und
Empfa¨ngerprozesse untergliedert werden.
In Abbildung 3.19 sind in einem Aktivita¨tsdiagramm die Prozesse fu¨r die
Synchronisation auf dem Master, der Infrastruktur und dem Empfa¨nger
dargestellt. Die Synchronisation beginnt unmittelbar oder verzo¨gert, nach-
dem eine oder mehrere A¨nderungen bei einem Gescha¨ftsobjekt abgeschlos-
sen wurden. Die Synchronisation wird sowohl auf dem Empfa¨nger als auch
auf dem Sender durch einen Agenten durchgefu¨hrt. Das Versenden von
vollsta¨ndigen Kopien von Gescha¨ftsobjekten und das Versenden von Del-
tas erfordern unterschiedliche Verarbeitungsschritte auf dem Sender und
Empfa¨nger. Die Prozesse fu¨r beide Fa¨lle sind abgebildet.
Nach dem Starten des Synchronisationsprozesses ist es notwendig, die ak-
tuelle Version B′ des gea¨nderten Gescha¨ftsobjekts zu laden. Beim Versen-
den einer vollsta¨ndigen Kopie kann im Anschluss eine Kopie der aktuellen
Version erstellt werden. Beim Versenden eines Deltas ist es erforderlich,
die noch nicht gea¨nderte Version B des Gescha¨ftsobjekts zu laden. Die bei-
den geladenen Versionen B und B′ ko¨nnen im Anschluss verglichen wer-
den, um das Delta zu bestimmen. Referenzen zu gelo¨schten Elementen,
vera¨nderte Elemente und hinzugefu¨gte Elemente werden zu einem Del-
ta zusammengefasst. Im Anschluss wird auf dem Master eine Synchroni-












































Abb. 3.19: Aktivita¨tsdiagramm fu¨r die Synchronisation
Die Synchronisationsnachricht wird u¨ber die Infrastruktur versendet. Sie
ist fu¨r die Ermittlung des Empfa¨ngers und fu¨r den Transfer der Synchroni-
sationsnachricht verantwortlich. Dabei kann die gleiche Synchronisations-
nachricht auch an mehrere Empfa¨nger versendet werden.
Auf dem Empfa¨nger findet die Verarbeitung der Synchronisationsnach-
richt statt. Ist eine vollsta¨ndige Kopie des Gescha¨ftsobjekts enthalten, so
wird die alte Version B des Gescha¨ftsobjekts auf dem Empfa¨nger ersetzt.
Ein Laden des Gescha¨ftsobjekts oder Auswertung von A¨nderungen sind
nicht notwendig. Entha¨lt die Synchronisationsnachricht ein oder meh-
rere Deltas eines Gescha¨ftsobjekts, so muss die aktuelle Version B des
Gescha¨ftsobjekts gegebenfalls geladen werden, damit A¨nderungen einge-
arbeitet werden ko¨nnen. Entsprechend den Deltainformationen werden
Elemente gelo¨scht, vera¨ndert und hinzugefu¨gt.
Optional ist der Versand einer Besta¨tigungsnachricht. Wird ein optimisti-
sches Verfahren verwendet, ist in der Regel keine Besta¨tigungsnachricht
notwendig. Besta¨tigungsnachrichten ko¨nnen auch Fehlermeldungen ent-
halten. In Abschnitt 2.2 wurden Lese- und Schreibkonflikte diskutiert. In
einem Fehlerfall kann der Synchronisationsprozess unter Umsta¨nden auf
Basis von Fehlermeldungen neu gestartet werden. In dieser Arbeit wird
davon ausgegangen, dass Synchronisationsnachrichten fehlerfrei durch
die Infrastruktur zwischen Sender und Empfa¨nger u¨bertragen werden.
Schreibkonflikte auf dem Empfa¨nger werden durch die Verwendung des
Prima¨rkopieverfahrens fu¨r Gescha¨ftsobjekte vermieden.
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3.5.2 Parameter fu¨r den Sender
Die Aktivita¨ten bei der Synchronisation auf dem Sender lassen sich in das
Laden von Gescha¨ftsobjekten, das Vergleichen von Gescha¨ftsobjekten, die
Erstellung von Kopien und die Nachrichtenerstellung unterteilen. Das La-
den eines Gescha¨ftsobjekts kann als einzelner Prozess betrachtet werden.
Beim Laden eines Gescha¨ftsobjekts wird davon ausgegangen, dass sich das
Gescha¨ftsobjekt im Cache der Anwendung befindet. Ist das nicht der Fall,
so ist zusa¨tzlich eine Zeit fu¨r das Lesen der Gescha¨ftsobjektdaten aus dem
DBMS einzubeziehen.
Die Synchronisationsnachrichten werden in XML-Strukturen versendet.
Eine Deserialisierung des Deltas oder der vollsta¨ndigen Kopie in XML-
Daten ist notwendig, wenn ein Vergleich unterschiedlicher Versionen eines
Gescha¨ftsobjekts in nicht serialisiert Form erfolgt. Die De-/Serialisierung
ist jedoch nicht nur von der absoluten Gro¨ße von Gescha¨ftsobjekten
abha¨ngig. Die Struktur der Gescha¨ftsobjekte im Sinne von Anzahl und Po-
sition der Elemente hat ebenfalls Einfluss. Der Einfluss der Struktur wird
daher bei der Verarbeitung von Elementen von Gescha¨ftsobjekten beru¨ck-
sichtigt. Es wird am Beispiel der Serialisierung gezeigt, wie die Parameter
des Systemmodells zu wa¨hlen sind, damit eine genaue Bestimmung der
Kosten fu¨r die Verarbeitung mo¨glich ist.
Bei einem Vergleich von Gescha¨ftsobjekten ko¨nnen die entsprechenden Do-
kumente in XML-Struktur verglichen werden. Existierende Lo¨sungen fu¨r
einen Vergleich von XML-Dokumenten sind diffX [AEAB05] und [Val01].
Eine industrielle Lo¨sung stellt deltaxml dar [Mos], wobei gea¨nderte Ele-
mente identifiziert werden, aber die doma¨nenspezifische Semantik ver-
nachla¨ssigt wird. Ein Vergleich von verschiedenen Algorithmen fu¨r die Be-
stimmung von Deltas zwischen XML-Dokumenten ist in [AEAB05] zu fin-
den. Die Laufzeit der Algorithmen kann mit Hilfe von Parametern wie der
Anzahl der Knoten und der Anzahl der Ebenen in einem XML-Dokument
bestimmt werden. In Bezug auf Gescha¨ftsobjekte ko¨nnen diese Parameter
aus den Profilen ausgelesen werden.
Die Nachrichtenerstellung strebt die Zusammenstellung der Synchronisa-
tionsnachricht an. Die Synchronisationsnachricht besteht aus einem Nach-
richtenkopf (Header) und dem Nachrichteninhalt (Body). Im Kopf sind un-
ter anderem die Informationen zur Bestimmung des Empfa¨ngers enthalten.
Es muss daher nicht nur die Zeit fu¨r die Erstellung der Deltas bzw. Kopi-
en, sondern auch die Erstellung des Nachrichtenkopfes betrachtet werden.
Es kann jedoch davon ausgegangen werden, dass nur der Nachrichtenin-
halt in der Gro¨ße variiert. Die Erstellung des Nachrichtenkopfes kann als
Systemparameter festgehalten werden.
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Verarbeitung von Elementen von Gescha¨ftsobjekten
Die Verarbeitungszeit fu¨r einen einzelnen Knoten wird mit a angegeben.
Die Verarbeitungszeit fu¨r einen Knoten auf Ebene l an Position ν ist al,ν.
Anstatt des bisher verwendeten Index n werden hier die Indexe l und ν
verwendet. So kann eine Verteilung der Knoten auf den Ebenen beru¨ck-
sichtigt werden. Alle anderen Parameter des Systemmodells werden mit n
indiziert, da die Verteilung der Knoten bereits beru¨cksichtigt wurde. Die
Verarbeitungszeit fu¨r ein Attribut auf dem Knoten n an Position λ ist bn,λ.
Der Parameter cn,λ beru¨cksichtigt die Gro¨ße Wn,λ eines Attributs. Der Para-
meter dn gibt die Verarbeitungszeit des Wertes eines Blattknotens n an. Ist
kein Wert vorhanden, ist der Parameter 0. Die Verarbeitungszeit der Werte
ha¨ngt von deren Gro¨ße Vn ab. Die Verarbeitungszeit fu¨r Verweise an ei-
nem Knoten n ist en. Die Parameter des allgemeinen Systemmodells sind
in Tabelle 3.8 zusammengefasst.
Tab. 3.8: Parameter des Systemmodells
NOTATION BESCHREIBUNG
al,ν Verarbeitungszeit fu¨r einen Knoten auf Ebene l an der Position ν
bn,λ Verarbeitungszeit fu¨r ein Attribut in Knoten n an der Position λ
cn,λ Verarbeitungszeit fu¨r ein Byte eines Attributwertes in Knoten n an der
Position λ
dn Verarbeitungszeit fu¨r ein Byte eines Knotenwertes des Knoten n
en Verarbeitungszeit eines Verweises in Knoten n
RF Replikationsfaktor, gibt gleichzeitig die Anzahl der Empfa¨nger an
DW Datenrate von einem Sender zu einem Empfa¨nger
LW Latenzzeit von einem Sender zu einem Empfa¨nger
Die Systemparameter bezu¨glich der Verarbeitungszeiten von Gescha¨ftsob-
jekten ko¨nnen fu¨r jeden Sender und Empfa¨nger bestimmt werden. Die sind
notwendig, um die Verarbeitungszeiten von Gescha¨ftsobjekten sowohl auf
Empfa¨nger- und Senderseite mit Hilfe des Kostenmodells zu berechnen.
Der Replikationsfaktor ist fu¨r die gesamte verteilte Umgebung zu ermit-
teln. Die Datenrate und Latenzzeit kann jeweils auf den Empfa¨nger bezo-
gen werden, da sie die Transferzeiten von einem Sender zu jeweils einem
Sender beschreiben. Wird nicht das Prima¨rkopieverfahren angewendet, ist
eine Bestimmung von DW und LW von jedem Sender zu jedem Empfa¨nger
zu bestimmen, da dann verschiedene Rechner die Rolle des Senders ein-
nehmen ko¨nnen.
Analog zu Gescha¨ftsobjekten lassen sich Profile fu¨r Systeme erstellen. Mit
Hilfe eines Systemprofils und der Profile fu¨r Gescha¨ftsobjekte lassen sich
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Abb. 3.20: Kostenmodell
Berechnung der Verarbeitungszeit ist ein Kostenmodell notwendig. Die
Eingabeparameter des Kostenmodells sind die Systemprofile und Profi-
le der Gescha¨ftsobjekte (Abbildung 3.20). Zusammenfassend basieren die
Gescha¨ftsobjektprofile auf dem allgemeinen Modell fu¨r Gescha¨ftsobjekte
und die Systemprofile auf dem Systemmodell. Die Gescha¨ftsobjektprofile
enthalten somit alle Werte fu¨r die Parameter des Modells fu¨r Gescha¨fts-
objekte und die Systemprofile alle Werte fu¨r die Parameter des System-
modells. Letztendlich enthalten die Profile die Eingabeparameter fu¨r das
Kostenmodell.
3.5.3 Parameter fu¨r Infrastruktur und Empfa¨nger
Der Transfer von Synchronisationsnachrichten wird von der Infrastruktur
u¨bernommen. Sie ermittelt Empfa¨nger von Synchronisationsnachrichten
und transferiert die Daten. Die Verteilung der Rechner in der replizierten
Umgebung kann weltweit erfolgen. Lange Wege fu¨r den Transfer der Daten
ko¨nnen die Folge sein.
Die Kosten fu¨r den Transfer der Synchronisationsnachrichten werden al-
lein auf die Zeit bezogen. Die Kosten fu¨r den Transfer der Synchronisati-
onsnachrichten lassen sich somit auf die Dauer der U¨bertragung beziehen.
Die U¨bertragungsdauer ist abha¨ngig von der Gro¨ße der zu transferieren-
den Daten und wird mit der Datenrate angegeben. Die Darenrate ist ver-
bindungsspezifisch und muss daher fu¨r jeden Empfa¨nger angegeben wer-
den. Der Aufbau von Verbindungen oder die Empfa¨ngerermittlung sind
unabha¨ngig von der Gro¨ße der Nachrichten. Es wird fu¨r den Transfer von
Synchronisationsnachrichten zusa¨tzlich eine Latenzzeit eingefu¨hrt, welche
fu¨r jede Synchronisationsnachricht erforderlich ist.
Die Datenrate wird mit DW in MBit je Sekunde (MBit/s) angegeben.
Die Latenzzeit wird mit LW definiert. Beide Werte sind empfa¨ngerspezi-
fisch, da der Transfer zu jedem Empfa¨nger unterschiedlich sein kann. So-
wohl Datenrate als auch Latenzzeit mu¨ssen fu¨r jede Verbindung zu einem
Empfa¨nger ermittelt werden. Der Replikationsgrad mit RF ist fu¨r die Be-
stimmung der Anzahl von Empfa¨ngern von Bedeutung. Werden Synchro-
nisationsnachrichten parallel zu mehreren Empfa¨ngern versendet, sind die
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geringste Datenrate und die ho¨chste Latenzzeit fu¨r den Abschluss eines
Synchronisationsprozesses bestimmend.
Entsprechend den Aktivita¨ten bei dem Transfer von Synchronisationsnach-
richten wird das Versenden der Nachrichten auf die Datenrate und Latenz-
zeit beschra¨nkt. Die Empfa¨ngerermittlung wird nicht betrachtet, la¨sst sich
aber bei Bedarf als zusa¨tzlicher Parameter in das Systemmodell einfu¨hren.
Auf der Empfa¨ngerseite muss die Synchronisationsnachricht verarbeitet
werden. Gegebenfalls ist das Parsen der XML-Daten aus der Synchronisati-
onsnachricht erforderlich. Wird eine vollsta¨ndige Kopie eines Gescha¨ftsob-
jekts empfangen, kann die alte Version des Gescha¨ftsobjekts direkt ersetzt
werden. Hingegen ist es bei einer Nachricht mit einem Delta notwendig,
die letzte Version des Gescha¨ftsobjekts zu laden. Entsprechend der Infor-
mationen im Delta ko¨nnen Elemente gelo¨scht, vera¨ndert und hinzugefu¨gt
werden, bis die Kopie des Gescha¨ftsobjekts der aktuellen Version auf dem
Sender entspricht. Bei dem Parsen der Gescha¨ftsobjektdaten ko¨nnen ana-
log die Parameter fu¨r das Systemmodell fu¨r den Sender verwendet werden.
Auch hier hat die Struktur Einfluss auf die Verarbeitung. Bei dem Versen-
den von Deltas ist analog zum Sender das Laden des Gescha¨ftsobjekts not-
wendig. Analog wird davon ausgegangen, dass sich das Gescha¨ftsobjekt
im Cache der Anwendung befindet.
Die Parameter sind fu¨r jeden Empfa¨nger gleich, ko¨nnen sich jedoch in
den Werten unterscheiden. Die Transferparameter sind vom Empfa¨nger
abha¨ngig und werden daher ebenfalls dem Empfa¨nger zugeordnet. In dem
Synchronisationsprozess ist es mo¨glich, nach Abschluss der Einarbeitung
der A¨nderungen auf dem Empfa¨nger eine Besta¨tigung abzuschicken. Bei
einem optimistischen Verfahren wird davon ausgegangen, dass die Syn-
chronisationsnachrichten erfolgreich verarbeitet werden. Der Versand von
Besta¨tigungsnachrichten wird daher nicht in das Systemmodell einbezo-
gen.
3.5.4 Bestimmung von Systemparametern
Die Parameter des Systemmodells (Abbildung 3.8) sind systemabha¨ngig
und mu¨ssen daher fu¨r jedes System individuell bestimmt werden. Eine
Lo¨sung fu¨r die Ermittlung der Parameter des Systemmodells ist die Mes-
sung der Verarbeitungszeiten fu¨r eine Auswahl von generierten Gescha¨fts-
objekten mit spezifischen Eigenschaften. Als Beispiel fu¨r die Bestimmung
eines Parameters wird die Ermittlung der Verarbeitungszeit eines Knotens
(al,ν) erla¨utert.
Ausgangsbasis ist ein leeres Gescha¨ftsobjekt. Ein leeres Gescha¨ftsobjekt
entha¨lt nur den Wurzelknoten (z. B.: SalesOrder) und die eindeutigen
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Identifikationsinformationen (ID). Wurzelknoten und Identifikationsinfor-
mationen sind in jedem Gescha¨ftsobjekt enthalten. Die Verarbeitungszeit
des leeren Gescha¨ftsobjekts kann daher zum Offset (To f f set) gerechnet wer-
den. Der Parameter al,ν ist abha¨ngig von der Ebene l und der Position ν.
Wenn man davon ausgeht, dass die Abha¨ngigkeiten linear sind, kann die
lineare Funktion mit zwei Vera¨nderlichen f : R2 → R, al,ν = f (l, ν) ver-
wendet werden.
Fu¨r die Bestimmung einer linearen Funktion f (x, y) = a ∗ x+ b ∗ y+ c ist es
notwendig, die Anstiege a und b zu bestimmen1. Die Anstiege ergeben sich
aus den Einflu¨ssen der Vera¨nderlichen l und ν. Diese ko¨nnen wie folgt ex-
perimentell bestimmt werden: Der erste Anstieg a kann bestimmt werden,
indem ein Dokument mit einem Gescha¨ftsobjekt mit nur einem Knoten und
einem zweitem Dokument mit einem Gescha¨ftsobjekt mit 1000 Knoten er-
stellt wird. Es befindet sich dabei immer nur ein Knoten auf jeder Ebene, so
dass beim zweiten Gescha¨ftsobjekt 1000 Ebenen vorhanden sind. Die Po-
sition ν aller Knoten ist daher eins. Die Verarbeitungszeiten fu¨r das erste
Dokument a1,1 und die Verarbeitungszeit fu¨r das zweite Dokument a1000,1
werden gemessen. Daraus folgt der Anstieg a = a1000,1−a1,11000−1 . Fu¨r den zweiten
Anstieg werden Dokumente erzeugt, welche eine unterschiedliche Anzahl
von Knoten auf einer Ebene besitzen. Alle Knoten befinden sich jedoch auf
der ersten Ebene. Die Anzahl der Ebenen ist somit eins. Die Verarbeitungs-
zeit dieses Dokuments a1,1000 wird ebenfalls gemessen. Der zweite Anstieg
kann wie folgt bestimmt werden: b = a1,1000−a1,11000−1 . Der Wert c ergibt sich aus
der Verarbeitungszeit des leeren Gescha¨ftsobjekts a0,0. Die lineare Funktion
f (l, ν) kann auf diese Weise berechnet werden.
Tab. 3.9: Parameterbestimmung fu¨r Systemmodell - allgemein
PARAMETER FUNKTION ABBILDUNG
al,ν f (l, ν) =
a1000,1−a1,1
1000−1 ∗ l + a1,1000−a1,11000−1 ∗ ν+ a0,0 f : R2 → R
bn,λ f (n,λ) =
b1000,1−b1,1
1000−1 ∗ n + b1,1000−b1,11000−1 ∗ λ+ b0,0 f : R2 → R
cn,λ f (n,λ) =
c1000,1−c1,1
1000−1 ∗ n + c1,1000−c1,11000−1 ∗ λ+ c0,0 f : R2 → R
dn f (n) = d1000−d11000−1 ∗ n + d0,0 f : R→ R
en f (n) = e1000−e11000−1 ∗ n + e0,0 f : R→ R
Wird ein vereinfachtes Kostenmodell verwendet, ist es ausreichend, den
Anstieg auf Basis der Verarbeitungszeiten von a1,1 und a1000,1 zu bestim-
men (∀ν ∈ N : al,ν = al). Die Bestimmung der anderen Parameter des
Systemmodells kann analog mit generierten Gescha¨ftsobjekten erstellt wer-
den (Tabelle 3.10). Je nach zu bestimmendem Parameter wird die Anzahl
bzw. Verteilung jeweils eines Elements vera¨ndert. Die Anzahl, Verteilung
1 a,b sind hier keine Systemparameter sondern Anstiege
78 Konzeption
oder Gro¨ße aller anderen Elemente bleibt fix.
Tab. 3.10: Parameterbestimmung fu¨r Systemmodell - vereinfacht
PARAMETER FUNKTION ABBILDUNG
al f (l) =
a1000−a0
1000 ∗ l + a0 f : R→ R
bλ f (λ) =
b1000−b0
1000 ∗ λ+ b0 f : R→ R
c konst. f : R
d konst. f : R
e konst. f : R
Mit der Messung von zwei Gescha¨ftsobjekten fu¨r die Bestimmung eines Pa-
rameters ko¨nnen Ungenauigkeiten entstehen. Es ist empfehlenswert, meh-
rere Dokumente zu erstellen und eine schrittweise Anpassung des jewei-
ligen Elements durchzufu¨hren. Messfehler ko¨nnen so verringert werden.
Fu¨r die Bestimmung der Parameter des Systemmodells auf verschiedenen
Systemen mu¨ssen die Messungen der Verarbeitungszeiten auf jedem Sys-
tem wiederholt werden. Anschließend ko¨nnen mit Hilfe der gemessenen
Verarbeitungszeiten die Parameter fu¨r jedes System bestimmt werden. Ein
ausfu¨hrliches Beispiel fu¨r die Bestimmung von Systemparametern ist in
Abschnitt 4.3 zu finden.
3.5.5 Zusammenfassung
Die Synchronisation von Gescha¨ftsobjekten kann als Sequenz von Pro-
zessen verstanden werden. In dem Systemmodell werden alle systemspe-
zifischen Parameter vom Laden verschiedener Versionen der Gescha¨fts-
objekte auf dem Sender bis hin zur Einarbeitung von A¨nderungen auf
dem Empfa¨nger festgehalten. Die Parameter ko¨nnen beim Sender und
Empfa¨nger gespeichert werden, wobei mehrere Empfa¨nger mo¨glich sind.
Transferparameter werden dem Empfa¨nger zugeordnet.
Die Parameter des Systemmodells lassen sich in Profilen speichern. In Ta-
belle 3.11 ist ein Beispiel fu¨r ein Systemprofil abgebildet. In Kombination
mit den Profilen von Gescha¨ftsobjekten lassen sich die Kosten der Schritte
bei der Synchronisation von Gescha¨ftsobjekten bestimmen. Ein Modell fu¨r
die Berechnung der Kosten wird im folgenden Abschnitt 3.6 vorgestellt.
3.6 Kostenmodell
Die Verarbeitung der Elemente von Gescha¨ftsobjekten ist zeitaufwendig.
Die Kosten, gemessen in Zeit, gilt es sowohl fu¨r den Sender als auch
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Tab. 3.11: Beispiel eines Systemprofils
SENDER
al in ns bλ in ns c in ms d in ms e in ns
43, 53 l 47, 596 λ 106, 24 145, 87 90, 684
RF
2
al in ns bλ in ns c in ms d in ms e in ns
21, 765 l 23, 798 λ 58, 119 72, 934 45, 342
EMPFA¨NGER A
DW in MBit/s LW in ns
5, 443 127
EMPFA¨NGER B
al in ns bλ in ns c in ms d in ms e in ns
19, 652 l 25, 983 λ 48, 235 69, 934 47, 423
DW in MBit/s LW in ns
6, 54 156
fu¨r den Empfa¨nger zu bestimmen. Dem Modell fu¨r Gescha¨ftsobjekte ist
zu entnehmen, welche Elemente Einfluss auf die Verarbeitungszeiten auf
Sender- und Empfa¨ngerseite haben. Die Zeit fu¨r die Verarbeitung ist von
den Hardwareressourcen der verteilten Systeme abha¨ngig. Die Parameter
fu¨r die Verarbeitungszeiten der einzelnen Elemente werden in einem Sy-
stemmodell festgehalten. Die Struktur der Gescha¨ftsobjekte wird in Form
der Verteilung der Elemente beru¨cksichtigt. Der Transfer von Gescha¨fts-
objekten u¨ber das Netzwerk ist unabha¨ngig von der Struktur, wird aber
von der Gro¨ße des Gescha¨ftsobjekts beeinflusst. Die Kosten fu¨r die Trans-
ferzeit werden ebenfalls definiert. Das Kostenmodell bildet somit die Basis
fu¨r die Auswahl der Synchronisationsstrategien. Mit Hilfe des Kostenmo-
dells ist es mo¨glich, Aufwa¨nde fu¨r die Verarbeitung und den Transfer von
A¨nderungen unter der Verwendung verschiedenen Strategien zu bestim-
men und zu vergleichen.
In Abbildung 3.21 wurden die Kosten fu¨r die Verarbeitungszeiten auf dem
Sender TS und Empfa¨nger TR und die Kosten fu¨r die Transferzeit im Netz-
werk TN aus Abbildung 3.1 weiter unterteilt. Die Unterteilung ist an die
Teilprozesse des Aktualisierungsprozesses gebunden. Die Verarbeitungs-
zeit auf dem Sender kann in drei Teile geteilt werden. Der erste Teil bezeich-
net die Zeit fu¨r den Agenten TA,S. Sobald die A¨nderung des Gescha¨ftsob-
jekts abgeschlossen ist, wird der Replikationsagent aktiv. Die A¨nderungen
mu¨ssen erkannt und identifiziert werden. Wenn eine Kopie des Gescha¨fts-
objekts erstellt wird, werden diese Daten entsprechend weitergeleitet. Das
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B → B* B’ → (B*)’
Sender Netzwerk Empfänger
TS TN TR
TA,S TP,S TT TM,R TP,R TA,RTM,S
Abb. 3.21: Kostenaufteilung fu¨r den Synchronisationsprozess
Gescha¨ftsobjekt muss sich im Cache der Anwendung befinden. Wenn das
nicht der Fall ist, muss es aus der Datenbank geladen werden. Der zweite
Teil bezeichnet die Zeit fu¨r die Vorverarbeitung des Gescha¨ftsobjekts TP,S.
Hier mu¨ssen die Gescha¨ftsobjekte unter anderem serialisiert werden. Der
dritte Teil bezeichnet die Nachrichtenerstellung TM,S. Eine Synchronisati-
onsnachricht muss erstellt werden, wobei der oder die Empfa¨nger ermittelt
werden mu¨ssen.
Die Zeit fu¨r das Netzwerk wurde auf die Transferzeit reduziert. Sie besteht
aus der Zeit, die fu¨r die U¨bertragung der Daten notwendig ist. Die Verar-
beitungszeit auf dem Empfa¨nger wurde wie die Verarbeitungszeit auf dem
Sender unterteilt. Die Zeit TM,R steht fu¨r das Empfangen und Interpretie-
ren der Nachricht. Empfa¨nger und Gu¨ltigkeit der Nachricht mu¨ssen u¨ber-
pru¨ft werden. Eine Vorverarbeitung ist im Gegensatz zum Sender nicht
notwendig. Die Daten mu¨ssen aber gleichermaßen geparst werden. An-
schließend erfolgt der Vorgang fu¨r das Ersetzen oder die Integration. Die-
ser Vorgang wird ebenfalls durch einen Agenten durchgefu¨hrt und durch
TA,R repra¨sentiert. Analog findet das Parsen TP,R und die Vorverarbeitung
der Synchronisationsnachricht TM,R statt. In Tabelle 3.12 ist eine Auflistung
der Zeiten zusammengefasst.
Die Zeit fu¨r die Vorverarbeitung eines Gescha¨ftsobjekts TP ha¨ngt sowohl
auf dem Sender als auch auf dem Empfa¨nger von der Verarbeitung der
einzelnen Elemente ab. Zusa¨tzlich ist ein Offset fu¨r die Vorverarbeitung
des Gescha¨ftsobjekts zu beru¨cksichtigen. Das Offset entha¨lt bei dem Sen-
der beispielsweise die Zeit fu¨r den initialen Ladevorgang des Gescha¨ftsob-
jekts. Die Verarbeitungszeit des Wurzelknotens ist im Offset mit enthalten,
da der Wurzelknoten fu¨r jedes Gescha¨ftsobjekt obligatorisch ist. Die Verar-
beitungszeit auf dem Sender ergibt sich daher aus dem Offset und der Ver-
arbeitungszeit der Knoten, Attribute, Werte und Verweise der Gescha¨ftsob-
jekte (Gleichung 3.2).
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Tab. 3.12: U¨bersicht Kosten
ZIEL NOTATION BESCHREIBUNG
TS
TA,S Verarbeitungszeit fu¨r den Agenten (Erkennen von A¨nde-
rungen, Identifizieren von A¨nderungen, Kopieren der
Gescha¨ftsobjektdaten)
TP,S Vorverarbeitungszeit fu¨r die Daten des Gescha¨ftsobjekts
(Parsen der XML-Daten)
TM,S Erstellung der Aktualisierungsnachricht (Empfa¨ngerer-
mittlung, Erstellen der SOAP Nachricht)
TN TT Transferzeit fu¨r die Nachricht
TR
TM,R Nachrichtenverarbeitung (Empfangen und Interpretieren
der Nachricht, U¨berpru¨fung auf Gu¨ltigkeit)
TP,R Erstellung der Gescha¨ftsobjektdaten (Parsen der Gescha¨fts-
objektdaten)
TA,R Verarbeitungszeit fu¨r den Agenten (Ersetzen des Gescha¨fts-
objekts oder Integration der neuen Daten)
TP,S = TO f f set + TKnoten + TAttribute + TWerte + TVerweise (3.2)
Die Zeit fu¨r die U¨bertragung eines Gescha¨ftsobjekts (unidirektional) ohne
Beru¨cksichtigung einer Besta¨tigungsnachricht setzt sich aus einer allgemei-
nen Verzo¨gerung (durch das Netzwerk bedingt) TDelay und der Transferzeit
TTrans f er fu¨r die Daten zusammen. Die Transferzeit fu¨r die Daten ha¨ngt von
der Gro¨ße der Nachricht ab. Die Gro¨ße der Nachricht ha¨ngt wiederum von
der Gro¨ße des Nachrichtenkopfes (Header) SHeader und Nachrichteninhal-
tes (Body) SBody ab. Die Daten des Gescha¨ftsobjekts werden im Body u¨ber-
tragen.
TN = TDelay + TTrans f er ∗ (SHeader + SBody) (3.3)
Bei dem Empfa¨nger bildet sich das Offset beispielsweise aus der U¨ber-
pru¨fung der Nachricht auf Gu¨ltigkeit und dem Auslesen des Nachrich-
tenkopfes. Die Verarbeitungszeit des Wurzelknotens ist analog zum Sen-
der im Offset enthalten. Die Verarbeitungszeit auf dem Sender ergibt sich
daher ebenfalls aus einem Offset und der Verarbeitungszeit der Kno-
ten, Attribute, Werte und Verweise der Gescha¨ftsobjekte (Gleichung 3.2).
Bei dem Empfa¨nger muss es sich aber nicht um die gleichen Elemen-
te des Gescha¨ftsobjekts handeln. Werden beispielsweise nur Teile eines
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Gescha¨ftsobjekts u¨bertragen, so ist auf Empfa¨ngerseite nur dieser Teil in
die Kosten einzubeziehen. Eine Vera¨nderung der Struktur der Gescha¨fts-
objekte bzw. Teile der Gescha¨ftsobjekte wird ausgeschlossen.
TP,R = TO f f set + TKnoten + TAttribute + TWerte + TVerweise (3.4)
3.6.1 Generisches Kostenmodell fu¨r die Verarbeitungszeit
Die Gesamtverarbeitungszeit fu¨r alle Knoten eines Gescha¨ftsobjekts TKnoten
setzt sich aus der Summe der Verarbeitungszeiten fu¨r die einzelnen Knoten










Die Verarbeitungszeit fu¨r ein Attribut ha¨ngt von einem statischen und ei-
nem dynamischen Teil ab. Der statische Teil kann mit bn,λ berechnet wer-
den. Der dynamische Teil ist von der Gro¨ße des Attributs abha¨ngig und








bn,λ +Wn,λ ∗ cn,λ (3.6)
Fu¨r die Summe der Verarbeitungszeiten aller Werte mu¨ssen alle Blattkno-
ten analysiert werden. Die Verarbeitungzeit aller Werte ist daher die Sum-





(vn ∗ dn) (3.7)
Analog zu Werten ergibt sich die Verarbeitungszeit von Verweisen. Verwei-
se sind ebenfalls nur in Blattknoten zu finden. Ist ein Verweis vorhanden,
entfa¨llt die Verarbeitungszeit fu¨r einen Wert des Blattknotens. Die Summe








Das in Abschnitt 3.6 vorgestellte Kostenmodell ist fu¨r alle Systeme, un-
abha¨ngig von der Implementierung fu¨r die Verarbeitung von Gescha¨fts-
objekten, anwendbar. Die Verarbeitung der Elemente wird typischerwei-
se u¨ber Schleifen realisiert. Die Bestimmung der Komplexita¨t des Quell-
codes ist in [McC76] beschrieben. Knoten innerhalb der gleichen Ebene
ko¨nnen beispielsweise innerhalb der gleichen Schleife verarbeitet werden.
Andererseits mu¨ssen Unterknoten gesondert verarbeitet werden, wodurch
ein zusa¨tzlicher Aufwand entsteht. Es kann angenommen werden, dass
die Verarbeitungszeit sich fu¨r einen Knoten fu¨r jede ho¨here Ebene erho¨ht
(al < al+1). Hingegen ist die Verarbeitungszeit fu¨r Knoten innerhalb der
gleichen Ebene konstant (∀νl ∈ N : al = al,νl ). In Tabelle 3.13 sind fu¨r das
vereinfachte Kostenmodell verwendeten Parameter zusammengefasst.
Tab. 3.13: Parameter des vereinfachten Modells fu¨r Gescha¨ftsobjekte
NOTATION BESCHREIBUNG
Nl Anzahl der Knoten pro Ebene l
Kl Anzahl der Attribute pro Ebene l
Λ Maximale Anzahl der Attribute pro Knoten
Kλ Anzahl der Attribute auf Position λ
W Gesamtgro¨ße aller Attribute (in Bytes)
V Gesamtgro¨ße aller Werte aller Blattknoten
F Anzahl der Verweise
Die Verarbeitungszeit fu¨r die Knoten kann daher auf die Summe u¨ber alle





(Nl ∗ al) (3.9)
Analog zu der Verarbeitungszeit der Knoten kann angenommen werden,
dass die Verarbeitungszeit fu¨r alle Attribute an einer Position λ gleich ist.
Die Position der Attribute kann mit den Ebenen der Knoten verglichen
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werden. Der Parameter bn,λ kann daher fu¨r alle Knoten zu bλ zusammen-
gefasst werden (∀n ∈ N : bn,λ = bλ). Der Wert bλ erho¨ht sich mit einer
ho¨heren Position (bλ < bλ+1). Letztendlich kann die Verarbeitungszeit fu¨r
Attribute in Kombination der Modellparameter fu¨r Gescha¨ftsobjekte Kn,





(Kλ ∗ bλ) +W ∗ c (3.10)
Die Verarbeitungszeit der Werte ist unabha¨ngig von dem Blattknoten, in
dem sie sich befinden (∀n ∈ N : dn = d). Der Einfluss der Ebenen auf
die Verarbeitungszeit wurde bereits mit der Verarbeitungszeit fu¨r die Kno-
ten beru¨cksichtigt. Daher kann die Verarbeitungszeit fu¨r Werte wie folgt
zusammengefasst werden:
TWerte = V ∗ d (3.11)
Die Verarbeitungszeit von Verweisen ist analog zu den Werten auf allen
Knoten gleich (∀n ∈ N : en = e). Die Gleichung fu¨r die Verarbeitungszeit
der Verweise kann wie folgt vereinfacht werden:
TVerweise = F ∗ e (3.12)
Das vereinfachte Kostenmodell beruht auf Annahmen, die eine Vereinfa-
chung der Systemparameter erlauben. In Tabelle 3.14 sind die Annahmen
fu¨r das vereinfachte Kostenmodell zusammenfassend aufgelistet. Mit Hilfe
der Vereinfachungen la¨sst sich die Gleichung fu¨r die Verarbeitungszeit fu¨r
Gescha¨ftsobjekte (Gleichung 3.2) wie folgt vereinfacht werden:








(Kλ ∗ bλ) +W ∗ c +V ∗ d + F ∗ e (3.13)
Das vereinfachte Kostenmodell orientiert sich an einer schleifenorientier-
ten Verarbeitung der Knoten- und Attributelemente von Gescha¨ftsobjek-
ten. Ein Beispiel fu¨r eine solche Implementierung eines XML-Parsers ist
JDOM [JDO]. Andere Implementierungen erlauben durchaus eine andere
Vereinfachung des Kostenmodells. Beispielsweise kann die Verarbeitung
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Tab. 3.14: Annahmen fu¨r das vereinfachte Kostenmodell
NOTATION BESCHREIBUNG
al,ν = al Die Verarbeitungszeit fu¨r einen Knoten ist fu¨r alle Kno-
ten ν auf einer Ebene l gleich
bn,λ = bλ Die Verarbeitungszeit fu¨r ein Attribut mit einer festen
Gro¨ße ist an der Position λ ist fu¨r alle Knoten n gleich
cn,λ = c Die Verarbeitungszeit fu¨r einen Attributinhalt ist fu¨r
alle Knoten n auf allen Ebenen l gleich
dn = d Die Verarbeitungszeit fu¨r Knotenwert ist fu¨r alle Kno-
ten n gleich
en = e Die Verarbeitungszeit fu¨r Verweise ist auf allen Knoten
n gleich
der Knoten nicht nur ebenenabha¨ngig, sondern auch abha¨ngig von der Po-
sition in einer Ebene sein. Das allgemeine Kostenmodell erlaubt jedoch, die
Systemparameter auch fu¨r verschiedene Implementierungen anzuwenden.
3.7 Aufbauende Algorithmen
Die Systemunterstu¨tzung fu¨r den Abgleich von Gescha¨ftsobjekten zwi-
schen Anwendungsservern erfolgt auf Basis der eingefu¨hrten Profilerstel-
lung (Abschnitt 3.3) und Versionierung von Gescha¨ftsobjekten (Abschnitt
3.4), dem Systemmodell (Abschnitt 3.5) und dem darauf aufbauenden Kos-
tenmodell (Abschnitt 3.6).
Der betrachtete Synchronisationsprozess erfolgt zwischen dem Sender und
einem oder mehreren Empfa¨ngern. Unter Verwendung des Prima¨rkopie-
verfahrens fu¨r Gescha¨ftsobjekte ist ausschließlich der Sender der Master.
Ziel ist es, den Synchronisationsprozess effizient durchzufu¨hren. Die Re-
duzierung der zu u¨bertragenden Daten ist eine Mo¨glichkeit, den Synchro-
nisationsprozess zu beschleunigen, erfordert jedoch oft zusa¨tzlichen Auf-
wand beim Sender und Empfa¨nger. Es gilt ein ausgewogenes Verha¨ltnis je
nach Gescha¨ftsobjekt und erfolgten A¨nderungen zu finden.
Die Verarbeitungs- und Transferzeiten von Gescha¨ftsobjekten lassen sich
mit Hilfe des Kostenmodells bestimmen. Im Folgenden werden Lo¨sungen
fu¨r eine effiziente und effektive Reduzierung von Datenmengen bei dem
Transport von A¨nderungsnachrichten vorgestellt. Eine Unterstu¨tzung fu¨r
eine effizientere Synchronisation von Gescha¨ftsobjekten kann so gewa¨hr-
leistet werden. Unter anderem werden Algorithmen vorgestellt, die bereits
in den Prozess der A¨nderung von Gescha¨ftsobjekten eingreifen.
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3.7.1 Vollsta¨ndige Kopie und Deltas
Das Erstellen, Lo¨schen und Vera¨ndern von Gescha¨ftsobjekten erfordert
einen Abgleich, welcher eine Vielzahl von Elementen involviert. Auf der
einen Seite resultiert die Erstellung eines großen Gescha¨ftsobjekts in dem
Abgleich von vielen Elementen. Auf der anderen Seite kann die Vera¨nde-
rung eines Gescha¨ftsobjekts auch ein einzelnes Element beeinflussen. Die
Synchronisationsstrategie sollte sorgfa¨ltig ausgewa¨hlt werden, um u¨ber-
flu¨ssigen Transfer oder u¨berflu¨ssige Verarbeitungszeit von Elementen zu
vermeiden.
In Abbildung 3.2 wurde bereits zwischen dem Senden von vollsta¨ndigen
Kopien von Gescha¨ftsobjekten oder dem Senden von Deltas bei der Syn-
chronisation unterschieden. In Tabelle 3.15 werden die beiden Fa¨lle zu-
sammengefasst. Fall I beschreibt die Erstellung einer vollsta¨ndigen Kopie.
Auf dem Sender wird eine vollsta¨ndige Kopie der aktuellen Version des
Gescha¨ftsobjekts erstellt. Auf dem Empfa¨nger braucht die alte Version nur
durch die neue Version ersetzt werden. Es ist jedoch der Transfer aller Ele-
mente des Gescha¨ftsobjekts notwendig.
Fall II beschreibt die Erstellung eines Deltas. Nur das Delta zwischen der
aktuellen Version und der zuletzt synchronisierten Version des Gescha¨fts-
objekts werden auf dem Sender ermittelt. Es entsteht ein erho¨hter Auf-
wand, da zwei Versionen des Gescha¨ftsobjekts geladen und verglichen
werden mu¨ssen. Auf dem Empfa¨nger muss das Delta integriert werden,
was ebenfalls erho¨hten Aufwand gegenu¨ber dem Ersetzen eines Gescha¨fts-
objekts darstellt. Die Anzahl der zu u¨bertragenden Elemente lassen sich bei
kleinen A¨nderungen jedoch signifikant reduzieren.
Tab. 3.15: Fallunterscheidung fu¨r Vollsta¨ndige Kopie und Delta
Fall Sender Transfer Empfa¨nger
I. Kopie erstellen vollsta¨ndige Gro¨ße Ersetzen des BO
II. Delta erstellen Kleines BO / Delta Integration des Deltas
Fall I ist fu¨r große A¨nderungen zu bevorzugen. Große A¨nderungen weisen
ein hohe Anzahl an gea¨nderten Elementen im Verha¨ltnis zur Anzahl aller
existierenden Elemente eines Gescha¨ftsobjekts vor. Die Gro¨ße der Werte
ist mit einzubeziehen. Fall II ist fu¨r kleine A¨nderungen zu empfehlen. Der
Punkt, an dem die Rentabilita¨t von Fall I zu Fall II wechselt, la¨sst sich durch
die Bestimmung der Transfer- und Verarbeitungszeiten ermitteln.
In Abbildung 3.22 ist die Transferzeit von Synchronisationsnachrichten in
Abha¨ngigkeit von der Gro¨ße des Deltas zwischen zwei Versionen abgebil-
det. Die Gro¨ße des Deltas wird in Prozent von der Gro¨ße des Gescha¨fts-








Abb. 3.22: Transferzeit in Abha¨ngigkeit vom Delta
objekts angegeben. Die abgebildete Transferzeit beru¨cksichtigt ausschließ-
lich den Nachrichteninhalt. Im Fall I wird unabha¨ngig von der Gro¨ße des
Deltas eine vollsta¨ndige Kopie des Gescha¨ftsobjekts versendet. Die Gro¨ße
der Synchronisationsnachricht a¨ndert sich nicht. Die Transferzeit der Syn-
chronisationsnachricht ist somit konstant: TN(Kopie) = konst.. Im Fall II
wird nur das Delta versendet. Die Funktion TN(Delta) stellt die Transfer-
zeit in Abha¨ngigkeit der Gro¨ße des Deltas dar. Ist kein Delta vorhanden,
so ist auch keine Transferzeit notwendig (TN(0%) = 0). Die Transferzeit
steigt mit der Gro¨ße des Deltas an. Entspricht das Delta dem Gescha¨ftsob-
jekt selbst, ist TN(Delta) = TN(Kopie). Fu¨r den weiteren Vergleich ist die
Ersparnis der Transferzeit im Fall II gegenu¨ber Fall I relevant. Die Funk-
tion ∆TN(Delta) gibt die Ersparnis an Transferzeit beim Versenden des
Deltas gegenu¨ber der vollsta¨ndigen Kopie an (∆TN(Delta) = TN(Kopie)−
TN(Delta)).
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Abb. 3.23: Fallunterscheidung zwischen Kopie und Delta
Analog zur Transferzeit ko¨nnen auch die Verarbeitungszeiten fu¨r Fall I und
Fall II bestimmt werden. Die Ersparnis der Transferzeit im Fall II ist bei klei-
nen Deltas am ho¨chsten. Mit wachsender Gro¨ße der Deltas im Verha¨ltnis












Abb. 3.24: Anpassung der Fallunterscheidung zwischen Kopie und Delta
In Abbildung 3.23 ist zusa¨tzlich zur Transferzeit die Verarbeitungszeit be-
trachtet. Analog zur Ersparnis der Transferzeit (∆TN(Delta)) ist der zusa¨tz-
liche Aufwand fu¨r die Verarbeitungszeit auf Sender und Empfa¨nger bei der
Synchronisation mit Deltas dargestellt. Der zusa¨tzliche Aufwand bei der
Verarbeitung in Fall II gegenu¨ber Fall I ergibt sich aus der negativen Erspar-
nis und ist daher mit einem negativen Vorzeichen versehen: −∆TP(Delta).
Der Aufwand steigt mit zunehmendem Delta (die Ersparnis sinkt), weil
mehr Elemente zu verarbeiten sind, was durch das negative Vorzeichen
zu einer fallenden Funktion fu¨hrt. Der Wert fu¨r TP(0) liegt u¨ber Null, da
mit dem Versenden von Deltas Aufwand fu¨r das Laden und Parsen des
Gescha¨ftsobjekts entsteht, wa¨hrend beim Versenden von Deltas keine Ver-
arbeitung des Gescha¨ftsobjekts notwendig ist. Die Entscheidung auf Basis
der Deltagro¨ße, ob Fall I oder Fall II effizienter ist, ergibt sich wie folgt:
• Fall I: ∆TN(Delta) ≤ −∆TP(Delta) - Die Ersparnis fu¨r die Transfer-
zeit ist niedriger als der zusa¨tzliche Aufwand fu¨r die Verarbeitung
auf Sender und Empfa¨nger.
• Fall II: ∆TN(Delta) > −∆TP(Delta) - Die zeitliche Ersparnis fu¨r die
Transferzeit u¨bersteigt den zusa¨tzlichen Aufwand fu¨r die Verarbei-
tung auf Sender und Empfa¨nger.
In dem Beispiel liegt der Schnittpunkt von ∆TN(Delta) und −∆TP(Delta)
bei einem Delta, welches 50 % der Gro¨ße des Gescha¨ftsobjekts entspricht.
Die Transfer- und Verarbeitungszeiten sind systemabha¨ngig. Die Struktur
der Gescha¨ftsobjekte hat ebenfalls Einfluss auf die Verarbeitungszeit. Eine
niedrigere Ersparnis bei der Transferzeit kann beispielsweise durch eine
ho¨here Datenrate resultieren. In Abbildung 3.24 ist ein solches Beispiel bei
gleichem Aufwand fu¨r die Verarbeitung dargestellt. Der Schnittpunkt der
beiden Funktionen verschiebt sich somit zu einem kleineren Delta von un-
ter 25 %.
Die Funktionen ∆TN(Delta) und ∆TP(Delta) ko¨nnen mit Hilfe des vorge-
stellten Kostenmodells erstellt werden. Fu¨r jedes Gescha¨ftsobjekt ko¨nnen
individuell die Werte auf Basis der Profile bestimmt werden. Der Syn-
3.7 Aufbauende Algorithmen 89
chronisationsprozess la¨sst sich durch die vorgestellte Fallunterscheidung
zur Laufzeit effizienter gestalten. Individuell wird der effizienteste Fall be-
stimmt. Es besteht weiterhin die Freiheit, eine statische Fallunterscheidung,
z. B. das Versenden von ausschließlich vollsta¨ndigen Kopien fu¨r sehr klei-
ne und ha¨ufig gea¨nderte Gescha¨ftsobjekte einzustellen. Im Folgenden wird
die Entscheidung vollsta¨ndige Kopien oder Deltas zu senden auf Basis der
Gro¨ße des Deltas als deltabasiert bezeichnet.
3.7.2 Konsistenzanforderungen fu¨r Gescha¨ftsobjekte
Die Verwendung des Prima¨rkopieansatzes bei der Replikation von
Gescha¨ftsobjekten erlaubt einen Lesezugriff auf Gescha¨ftsobjekte auf je-
dem Replikat. Schreibzugriffe sind nur auf dem Master fu¨r das jeweili-
ge Gescha¨ftsobjekt mo¨glich. Die Replikationskontrolle stellt sicher, dass
Konsistenzanforderungen fu¨r Gescha¨ftsobjekte eingehalten werden. Kopi-
en von Gescha¨ftsobjekten sollen zum Zeitpunkt des Lesens gu¨ltig und ak-
tuell sein. Eine Kopie eines Gescha¨ftsobjekts ist gu¨ltig, wenn sie die gleiche
Version wie das Gescha¨ftsobjekt auf dem Master besitzt bzw. die Elemen-
te die gleichen Werte haben. Eine Kopie eines Gescha¨ftsobjekts ist gu¨ltig,
wenn sie die Konsistenzanforderungen nicht verletzt.
Bisher wurde die volle Konsistenz (starke Konsistenz) fu¨r Gescha¨ftsobjekte
vorausgesetzt. Die volle Konsistenz erfordert, dass ein Gescha¨ftsobjekt zu
jedem Zeitpunkt gu¨ltig und aktuell sein sollte. Werden Gescha¨ftsobjekte
ha¨ufig gea¨ndert, hat die andauernde Einhaltung der Konsistenz einen ho-
hen Aufwand fu¨r die Replikationskontrolle zur Folge. Jedes Gescha¨ftsob-
jekt muss fu¨r die Einhaltung voller Konsistenz umgehend nach Abschluss
einer A¨nderung synchronisiert werden. Fu¨r die Zeit zwischen Abschluss
einer A¨nderung und dem Abschluss des Synchronisationsprozesses ist kei-
ne Einhaltung der Konsistenz direkt mo¨glich. Es lassen sich aber Sperrver-
fahren einsetzen, die Lese-/Schreibkonflikte vermeiden ko¨nnen [Tho79].
Die Leseverfu¨gbarkeit kann unter Verwendung von Sperrverfahren durch
ha¨ufige Schreibzugriffe auf replizierte Gescha¨ftsobjekte beeintra¨chtigt wer-
den. Eine Lo¨sung fu¨r die Problematik stellt eine auf Gescha¨ftsobjekte be-
zogene abgeschwa¨chte Konsistenzanforderung dar. Die Gescha¨ftsobjekte
befinden sich im Cache der Anwendung und sind direkt in die Anwen-
dungslogik eingebunden. Die Konsistenzanforderungen lassen sich je nach
Bedarf der Anwendung anpassen.
In [Len96] werden verschiedene Konsistenzspezifikationen aufgefu¨hrt. Bei
Replikaten kann zwischen Versionsabstand, Wertedifferenz und zeitlichem Ab-
stand unterschieden werden. Bei dem Versionsabstand wird die Konsis-
tenzanforderung an die Version eines Datenobjekts gebunden. Eine An-
wendung auf Gescha¨ftsobjekte la¨sst eine Konsistenzspezifikation u¨ber
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mehrere Versionen zu. Eine Kopie eines Gescha¨ftsobjekts kann immer noch
gu¨ltig sein, obwohl sie nicht die aktuelle Version besitzt. Die Wertediffe-
renzen bindet die Konsistenzanforderung an die Werte von Datenobjekten.
Eine Anwendung auf die Gescha¨ftsobjekte la¨ßt bestimmte Differenzen von
Werten von Elementen zu. Eine Kopie eines Gescha¨ftsobjekts ist in diesem
Fall immer noch gu¨ltig, wenn die Werte der Elemente zwischen den Repli-
katen eine Grenze nicht u¨berschreiten. Der zeitliche Abstand definiert, wie
lange ein Datenobjekt noch gu¨ltig ist, obwohl Replikate gea¨ndert wurden.
Eine Anwendung auf Gescha¨ftsobjekte la¨ßt fu¨r einen bestimmten Zeitraum
zu, dass Replikate noch gu¨ltig sind, obwohl sie nicht synchronisiert wur-
den.
Bei den Konsistenzspezifikationen gilt, dass ein Abstand u¨ber Versionen,
ein Werteabstand oder ein zeitlicher Abstand nicht u¨berschritten wer-
den darf. Die Definition eines zeitlichen Abstands fu¨r die Konsistenz bei
Gescha¨ftsobjekten erlaubt es, Synchronisationsnachrichten mit einer zeitli-
chen Verzo¨gerung zu senden. In Tabelle 3.16 sind die drei Konsistenzspe-
zifikationen fu¨r Gescha¨ftsobjekte zusammengefasst.
Tab. 3.16: Konsistenzspezifikationen fu¨r Gescha¨ftsobjekte
NOTATION SPEZIFIKATION BESCHREIBUNG
∆V(B) Versionsabstand beschreibt, um wieviele Versionen sich ein Replikat
von der aktuellen Version auf dem Master unterschei-
den darf
∆W(e) Wertedifferenz beschreibt, wie stark sich ein Knoten- oder Attribut-
wert eines Replikats von dem aktuellen Wert des
Gescha¨ftsobjekts auf dem Master unterscheiden darf
∆t Zeitl. Abstand beschreibt, wann ein Replikat spa¨testens synchroni-
siert sein muss, nachdem eine A¨nderung auf dem Mas-
ter erfolgt ist
3.7.3 Bu¨ndelung von A¨nderungen
Die Lo¨sungsvorschla¨ge fu¨r die Reduzierung der Daten bei der Nachrich-
tenerstellung ermo¨glichen es, Transfer- oder Verarbeitungsaufwand ein-
zusparen. Die Lo¨sungen sind sowohl fu¨r die Aktualisierung von einem
als auch von mehreren Replikaten anwendbar. In großen Systemen ist es
u¨blich, dass viele A¨nderungen von einer Vielzahl von Gescha¨ftsobjekten
durchgefu¨hrt werden, die es gilt zu synchronisieren. Dabei kann nicht nur
Datenvolumen fu¨r den Transfer eingespart werden. Beispielsweise ko¨nnen
mehrere A¨nderungen von verschiedenen Gescha¨ftsobjekten, welche den
gleichen Rechner als Ziel haben, in einer Nachricht verschickt werden.
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Eine Lo¨sung ist die Bu¨ndelung von Nachrichten. Bei der Bu¨ndelung wer-
den mehrere A¨nderungsnachrichten in einem Bu¨ndel zusammengefasst.
So kann die Anzahl der Nachrichten verringert und Offset kann eingespart
werden. Das Offset beschreibt die Verarbeitungs- und Transferzeit der In-
formationen, die fu¨r jede Synchronisationsnachricht notwendig sind. Bei-
spielsweise mu¨ssen Empfa¨ngerinformationen fu¨r jede Synchronisations-
nachricht ermittelt und u¨bertragen werden. Die Bu¨ndelung geschieht in
den meisten Systemen auf Infrastrukturebene. Eine neue Lo¨sung stellt die
Bu¨ndelung der A¨nderungsnachrichten bei der Nachrichtenerstellung dar.
Bei dem Versand von A¨nderungsnachrichten hat die Bu¨ndelung den Nach-
teil, dass die Nachricht erst dann versendet wird, wenn die letzte A¨nde-
rung eines Bu¨ndels (bzw. der Synchronisationsnachricht) fertiggestellt
wurde. Bei dem Versand von synchronen Nachrichten ist es somit auch
schwierig, das Prinzip nur ein Objekt pro Prozessschritt bzw. Transaktion
(SOUPS2) einzuhalten [FBJ09].
Damit Synchronisationsnachrichten bei der Bu¨ndelung nicht fu¨r unbe-
stimmte Zeit auf neue A¨nderungen warten, wird empfohlen, eine maxima-
le Wartezeit festzulegen. Diese Wartezeit wird als obere zeitliche Schranke
bezeichnet. Wird die zeitliche Schranke u¨berschritten, wird die Synchroni-
sationsnachricht versendet. Weitere A¨nderungen werden in der Synchroni-
sationsnachricht nicht mehr beru¨cksichtigt. Analog zur zeitlichen Schranke
ist es mo¨glich, eine Schranke einzufu¨hren, welche an die Gro¨ße der Syn-
chronisationsnachricht gebunden ist. Eine Synchronisationsnachricht wird
versendet, sobald eine Mindestgro¨ße erreicht ist. Mit Hilfe der Zeitschran-
ken kann vermieden werden, dass A¨nderungen bei der Bu¨ndelung beim
Sender fu¨r unbestimmte Zeit verweilen.
Zeitliche Verzo¨gerung von A¨nderungen
In Abschnitt 3.7.2 wurde der zeitliche Abstand als Konsistenzspezifikati-
on fu¨r Gescha¨ftsobjekte eingefu¨hrt. Durch die Definition des zeitlichen Ab-
stands ist es mo¨glich, gea¨nderte Gescha¨ftsobjekte mit einer Verzo¨gerung zu
synchronisieren. Eine Bu¨ndelung von A¨nderungen unter Einhaltung des
zeitlichen Abstands ∆t kann somit erfolgen, ohne Konsistenzanforderun-
gen zu verletzen.
In Abbildung 3.25 ist die Verzo¨gerung der Synchronisation von A¨nderun-
gen an einem Beispiel dargestellt. Drei unabha¨ngige A¨nderungen zu den
Zeitpunkten t1, t2 und t3 fu¨hren zu den Versionen V1, V2 und V3. Werden
die A¨nderungen einzeln versendet, so ist fu¨r jede Synchronisationsnach-
richt eine Verarbeitungszeit (TP,1 bis TP,3) und eine Transferzeit (TN,1 bis
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TN,3) zu erwarten. Fu¨r jede Synchronisationsnachricht ist eine Zeit fu¨r den
Offset (TO f f set) notwendig.
V0V1 V2 V3








Abb. 3.25: Verzo¨gerung der Synchronisation von A¨nderungen
Auf Basis der zeitlichen Konsistenzspezifikation gilt es, eine Version Vn bis
zum Zeitpunkt tn + ∆t zu synchronisieren. In dem Beispiel ist fu¨r die erste
A¨nderung der zeitliche Abstand ∆t dargestellt. Bis zum Zeitpunkt t1 + ∆t
sollte die Synchronisation der ersten A¨nderung erfolgt sein, damit keine
Konsistenzanforderung verletzt wird.
Bei der Bu¨ndelung werden mehrere A¨nderungen in einer Nachricht zu-
sammengefasst, wobei der zeitliche Abstand der ersten enthaltenen A¨nde-
rung entscheidend ist. In dem Beispiel kann vom Zeitpunkt t1 + ∆T
zuru¨ckgerechnet werden. Werden die ersten beiden A¨nderungen in ei-
ner Synchronisationsnachricht gebu¨ndelt, so muss die Synchronisations-
nachricht spa¨testens zum Zeitpunkt t4 versendet werden (t4 = t1 +
∆t − (TO f f set + TN,1 + TP,1 + TN,2 + TP,2)). In dem Beispiel kann die drit-
te A¨nderung nicht mehr innerhalb der gleichen Synchronisationsnachricht
gebu¨ndelt werden, da die Summe der Verarbeitungs- und Transferzeiten
aller drei A¨nderungen zum U¨berschreiten des zeitlichen Abstands fu¨r die
erste A¨nderung fu¨hrt. Die Synchronisationsnachricht mu¨sste vor dem Zeit-
punkt t3 versendet werden. Die dritte A¨nderung findet aber erst zum Zeit-
punkt t3 statt.
Einfluss durch Abha¨ngigkeiten von A¨nderungen
Die Bu¨ndelung ermo¨glicht es, mehrere A¨nderungen in einer Synchronisa-
tionsnachricht zu versenden, wobei Transfer- und Verarbeitungszeiten fu¨r
den Offset eingespart werden ko¨nnen. Die Betrachtung von Abha¨ngigkei-
ten bei der Bu¨ndelung ermo¨glicht die weitere Einsparung von Transfer-
und Verarbeitungszeit. In Abschnitt 3.4 wurden bereits die Abha¨ngigkei-
ten zwischen A¨nderungen erla¨utert.
In Abbildung 3.26 ist der Einfluss der Bu¨ndelung von abha¨ngigen A¨nde-
rungen auf die Verarbeitungszeiten abgebildet. Es wird ein Vergleich zwi-
schen keinen, partiellen und vollsta¨ndigen Abha¨ngigkeiten bei A¨nderun-












Abb. 3.26: Bu¨ndelung von A¨nderungen
gen in Anlehnung an das Beispiel in Abbildung 3.25 dargestellt. Der Ein-
fluss von zuru¨cksetzenden A¨nderungen wird ebenfalls einbezogen. Da-
bei werden die Verarbeitungszeiten auf Empfa¨nger und Sender sowie die
Transferzeit beru¨cksichtigt. Wenn keine Bu¨ndelung verwendet und jede
A¨nderung einzeln versendet wird, so fa¨llt dreimal die Zeit fu¨r das Offset
TO f f set an. Die Verarbeitungs- und Transferzeiten fallen zusa¨tzlich fu¨r jede
A¨nderung an (TN,1, TP,1, TN,2, TP,2, TN,3, TP,3,). Durch die Bu¨ndelung lassen
sich die ersten beiden A¨nderungen zusammenfassen. Die dritte A¨nderung
kann nicht in der gleichen Nachricht versendet werden, da die Summe al-
ler Transfer- und Verarbeitungszeiten die zeitliche Differenz ∆t fu¨r die erste
A¨nderung u¨berschreiten wu¨rden. Die Zeiten fu¨r das Offset lassen sich auf
Grund der Nachrichtenreduzierung auf zwei verringern.
Die Betrachtung der partiellen Abha¨ngigkeiten la¨sst eine Reduzierung der
Transfer- und Verarbeitungszeit der ersten A¨nderung zu (TN,1, TP,1). Sind
die ersten beiden A¨nderungen vollsta¨ndig abha¨ngig, ist ein Versand der
ersten A¨nderung nicht mehr no¨tig. In dem Beispiel lassen sich somit die
zweite und dritte A¨nderung in einer Synchronisationsnachricht versen-
den, und nur ein Offset ist notwendig. Erfolgt ein partielles Zuru¨cksetzen,
ko¨nnen zusa¨tzlich Transfer- und Verarbeitungszeit der zweiten A¨nderung
eingespart werden (TN,2, TP,2). Bei einem vollen Zuru¨cksetzen ist auch ein
Senden der zweiten A¨nderung nicht notwendig. Allein die Zeit fu¨r das Off-
set sowie die Transfer- und Verarbeitungszeit der dritten A¨nderung sind
noch notwendig.
Algorithmen
Die folgenden Algorithmen beschreiben das Versenden von Synchronisa-
tionsnachrichten mit vollsta¨ndigen Kopien von Gescha¨ftsobjekten, Deltas
und gebu¨ndelten Deltas bei der Synchronisation von Gescha¨ftsobjekten. In
Tabelle 3.17 ist eine U¨bersicht der in den Algorithmen verwendeten Nota-
tion zu finden.
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Tab. 3.17: Notationsu¨bersicht fu¨r die Algorithmen
Notation Beschreibung
TN(x) die Transferzeit fu¨r die Daten x
TP(x) die Verarbeitungszeit auf Sender- und Empfa¨ngerseite fu¨r
die Daten x
TP,E(x) die Verarbeitungszeit auf Empfa¨ngerseite fu¨r die Daten x
∆(Vn+1, Vn) alle hinzugefu¨gten, gea¨nderten und gelo¨schten Elemente
von Version Vn zu Version Vn+1
δunabhaengig(∆(Vn+1, Vn),
∆(Vn, Vn−1))
alle Elemente in ∆(Vn+1, Vn), die nicht schon in
∆(Vn, Vn−1) enthalten sind; existiert ∆(Vn, Vn−1) nicht, ist
das Ergebnis ∆(Vn+1, Vn)
δ∗unabhaengig(∆(Vn+1, Vn),
∆(Vn, Vn−1))
alle Verweise auf δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1));
entha¨lt somit keine Knoten- und Attributwerte
κ(Vn+1) die Kopie einer Version Vn+1
← hinzufu¨gen von Daten
⇐ einfu¨gen von Daten (ersetzt ggf. vorhandene Daten)
taktuell aktueller Zeitpunkt
Vaktuell Version zum aktuellen Zeitpunkt
Die Algorithmen gehen auf die Erstellung einer Synchronisationsnach-
richt MSGm ein, wobei der Nachrichteninhalt mit Deltas (∆(Vn+1, Vn)) oder
vollsta¨ndigen Kopien (κ(Vn+1)) gefu¨llt wird.
Der Algorithmus 3.5 (Algorithmus A) beschreibt das Senden von Synchro-
nisationsnachrichten mit ausschließlich vollsta¨ndigen Kopien. Sobald eine
A¨nderung eines Gescha¨ftsobjekts von Version Vn auf Version Vn+1 abge-
schlossen ist, wird eine Synchronisationsnachricht erstellt. In die Synchro-
nisationsnachricht wird die Kopie der aktuellen Version des Gescha¨ftsob-
jekts κ(Vn+1) eingefu¨gt. Eine zeitliche Verzo¨gerung erfolgt nicht. Der Zeit-
punkt zum Versenden der Nachricht wird daher auf die aktuelle Zeit taktuell
gesetzt.
Algorithmus 3.5 : Algorithmus A - sendeKopie(Vn+1)
Require: A¨nderung Vn → Vn+1 ist abgeschlossen
1: erstelle MSGm
2: MSGm ⇐ κ(Vn+1)
3: versende(MSGm, taktuell)
Der Algorithmus 3.6 stellt sicher, dass eine Synchronisationsnachricht
MSGm spa¨testens zu einem festgesetzten Zeitpunkt ts(MSGm) versendet
wird, beeinflusst aber nicht die Fortfu¨hrung anderer Prozesse. In der Zeit
fu¨r das Versenden sind Verarbeitungs- und Transferzeiten der Deltas durch
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die jeweiligen Algorithmen eingerechnet. Dadurch kann sichergestellt wer-
den, dass der zeitliche Abstand ∆t fu¨r alle enthaltenen A¨nderungen einer
Synchronisationsnachricht eingehalten wird.
Algorithmus 3.6 : versende(MSGm, ts(MSGm))
1: warte bis: taktuell == ts(MSGm)
2: verschicke MSGm an Empfa¨nger
3: entferne MSGm aus Warteschlange
Der Algorithmus 3.7 (Algorithmus B) beschreibt das Senden von Syn-
chronisationsnachrichten mit ausschließlich Deltas bei der Synchronisati-
on von Gescha¨ftsobjekten. Fu¨r jede A¨nderung von Version Vn auf Version
Vn+1 wird eine Synchronisationsnachricht MSGm erstellt. Nur das Delta
zwischen den beiden Versionen wird in die Synchronisationsnachricht ge-
schrieben. Eine zeitliche Verzo¨gerung wird nicht eingerechnet. Der Start-
zeitpunkt fu¨r das Versenden der Synchronisationsnachricht wird auf die
aktuelle Zeit taktuell gesetzt.
Der Algorithmus 3.8 (Algorithmus C) beschra¨nkt sich ebenfalls auf Syn-
chronisationsnachrichten mit Deltas. Es findet jedoch eine Bu¨ndelung von
Deltas statt. Existiert keine Synchronisationsnachricht, wird eine neue Syn-
chronisationsnachricht erstellt. Jede Synchronisationsnachricht wird in ei-
ne Warteschlange eingefu¨gt. Der Algorithmus 3.6 sorgt fu¨r das rechtzeitige
Versenden der Synchronisationsnachrichten innerhalb der Warteschlange.
Algorithmus 3.7 : Algorithmus B - sendeDelta(Vn+1, Vn)
Require: A¨nderung Vn → Vn+1 ist abgeschlossen
1: bestimme ∆(Vn+1, Vn)
2: erstelle MSGm
3: MSGm ⇐ ∆(Vn+1, Vn)
4: versende(MSGm, taktuell)
Die Bu¨ndelung ist durch einen gesetzten zeitlichen Abstand ∆t mo¨glich. Es
werden so lange Deltas einer Synchronisationsnachricht hinzugefu¨gt (←),
so lange der zeitliche Abstand fu¨r die erste enthaltenen A¨nderung nicht
u¨berschritten wird. Die Verarbeitungs- und Transferzeiten aller enthalte-
nen Deltas werden eingerechnet. Bei der Verarbeitungszeit wird nur die
Verarbeitungszeit auf dem Empfa¨nger TP,E einbezogen, da das Delta be-
reits bestimmt und in die Synchronisationsnachricht eingearbeitet wird.
Ein Delta wird nur der letzten Synchronisationsnachricht in der Warte-
schlange hinzugefu¨gt. Damit wird verhindert, dass a¨ltere A¨nderungen ei-
nes Gescha¨ftsobjekts u¨berschrieben werden. Die Reihenfolge der A¨nderun-
gen bleibt somit erhalten (FIFO-Prinzip). Kann ein Delta nicht gebu¨ndelt
werden, dann wird das Delta in eine neue Synchronisationsnachricht ein-
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Algorithmus 3.8 : Algorithmus C - sendeDeltaBu¨ndel(Vn+1, Vn)
Require: A¨nderung Vn → Vn+1 ist abgeschlossen
1: bestimme TP,E(∆(Vn+1, Vn) {durch Profil}
2: bestimme TN(∆(Vn+1, Vn) {durch Profil}
3: if MSG in Warteschlange vorhanden then
4: m = Gro¨ße(Warteschlange) {letzte Nachricht, da FIFO}
5: tneu = ts(MSGm)− (TP,E(∆(Vn+1, Vn)) + TN(∆(Vn+1, Vn)))
6: if tneu > taktuell then
7: bestimme ∆(Vn+1, Vn)
8: MSGm ← ∆(Vn+1, Vn)
9: ts(MSGm) = tneu




14: erstelle MSGm+1 {ansonsten neue Nachricht erstellen}
15: bestimme ∆(Vn+1, Vn)
16: MSGm+1 ⇐ ∆(Vn+1, Vn)




gefu¨gt. Der Startzeitpunkt ts(MSGm) einer Synchronisationsnachricht wird
bei jedem Hinzufu¨gen eines Deltas unter Beru¨cksichtigung der neuen
Transfer- und Verarbeitungszeiten aktualisiert.
Werden A¨nderungen von verschiedenen Gescha¨ftsobjekten gebu¨ndelt, ist
es auch mo¨glich, Deltas in beliebigen Synchronisationsnachrichten inner-
halb der Warteschlange einzufu¨gen. Es muss nur sichergestellt werden,
dass die Reihenfolge aller A¨nderungen des selben Gescha¨ftsobjekts nicht
vera¨ndert wird. (Die Gescha¨ftsobjekte du¨rfen dabei nicht voneinander
abha¨ngig sein.)
Der Algorithmus 3.9 (Algorithmus D) beschreibt die Bu¨ndelung von
Deltas, wobei Abha¨ngigkeiten zwischen A¨nderungen beru¨cksichtigt wer-
den. Im Vergleich zum Algorithmus 3.8 la¨sst sich die Transferzeit durch
Abha¨ngigkeiten zwischen A¨nderungen reduzieren. Die Berechnung der
Transfer- und Verarbeitungszeit fu¨r die Elemente werden u¨ber die Diffe-
renzmenge von Deltas (δunabhaengig) ermittelt.
Die Deltas ko¨nnen in eine beliebige Synchronisationsnachricht innerhalb
der Warteschlange eingefu¨gt werden. Durch den Algorithmus wird jedes
Delta (ohne Abha¨ngigkeiten) in die erste Synchronisationsnachricht ge-
schrieben, in die es ohne Verletzung des zeitlichen Abstands gebu¨ndelt
werden kann. Abha¨ngige A¨nderungen ko¨nnen dadurch auch in einer
spa¨teren Nachricht versendet werden. Das FIFO-Verfahren wird nicht
mehr eingehalten.
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Algorithmus 3.9 : Algorithmus D
- sendeDeltaAbha¨ngigBu¨ndel(Vn+1, Vn)
Require: A¨nderung Vn → Vn+1 ist abgeschlossen
1: bestimme TP(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))) {durch Profil}
2: bestimme TN(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))) {durch Profil}
3: for m = 1; m ≤ Gro¨ße(Warteschlange); m ++; do
4: tneu = ts(MSGm)
5: tneu = tneu − TN(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1)))
6: tneu = tneu − TP(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1)))
7: if tneu > taktuell then
8: MSGm ← δ∗unabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))





14: erstelle MSGm+1 {neue Nachricht erstellen}
15: MSGm+1 ← δ∗unabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))
16: te(MSGm+1) = tn+1 + ∆t
17: ts(MSGm+1) = te(MSGm+1)− TO f f set
18: ts(MSGm+1) = ts(MSGm+1)− TP(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1)))




Im Gegensatz zu den vorherigen Algorithmen werden keine Werte son-
dern Adressen (δ∗) in die Synchronisationsnachrichten eingefu¨gt. Die Be-
stimmung der Deltas (δ) erfolgt erst beim Aufruf von erstelleUndVersende
(Algorithmus 3.10). Erst bei der Erstellung der Synchronisationsnachricht
werden die Werte der Deltas aus der aktuellen Version des Gescha¨ftsob-
jekts geladen. Dadurch wird sichergestellt, dass keine neuen Werte u¨ber-
schrieben werden. Durch die Einarbeitung der Werte von Deltas zu einem
spa¨teren Zeitpunkt muss die Verarbeitungszeit von Empfa¨nger und Sender
beru¨cksichtigt werden (TP). Die Deltabestimmung auf dem Sender muss je-
doch mehr beru¨cksichtigt werden, da sie schon durchgefu¨hrt wurde.
Algorithmus 3.10 : Algorithmus zum Erstellen und Versenden
- erstelleUndVersende(MSGm, ts(MSGm))
1: warte bis: taktuell == ts(MSGm)
2: for jedes δ∗ in MSGm do
3: lade Werte aus Vaktuell {a}us d∗unabhaengig entsteht δunabhaengig
4: MSGm+1 ← δunabhaengig
5: end for
6: verschicke MSGm an Empfa¨nger
7: entferne MSGm aus Warteschlange
98 Konzeption
Der Algorithmus 3.10 beschreibt das Erstellen und Versenden von Syn-
chronisationsnachrichten, wobei gebu¨ndelte Deltas in eine Synchronisati-
onsnachricht eingefu¨gt werden. U¨ber die u¨berlieferten Adressen werden
die Werte aus der aktuellen Version des Gescha¨ftsobjekts geladen und in
die Synchronisationsnachricht MSGm+1 eingefu¨gt. Dadurch werden keine
neuen Werte u¨berschrieben, obwohl das FIFO-Verfahren fu¨r A¨nderungen
nicht eingehalten wird. Sobald die Synchronisationsnachricht verschickt







Versenden von vollsta¨ndigen Kopien; fu¨r jede A¨nderung wird eine Synchronisations-
nachricht mit einer vollsta¨ndigen Kopie versendet; keine Zeitverzo¨gerung
B
sendeDelta(Vn+1, Vn) (Algorithmus 3.7)
Versenden von Deltas; fu¨r jede A¨nderung wird ein Delta versendet; keine Zeit-
verzo¨gerung
C
sendeDeltaBu¨ndel(Vn+1, Vn) (Algorithmus 3.8)
Versenden von Deltas; es werden mehrere Deltas in eine Synchronisationsnachricht
gebu¨ndelt; mit Zeitverzo¨gerung; Synchronisationsnachricht wird versendet, so dass
der zeitliche Abstand fu¨r erste A¨nderung noch eingehalten werden kann
D
sendeDeltaAbha¨ngigBu¨ndel(Vn+1, Vn) (Algorithmus 3.9)
Versenden von Deltas; Abha¨ngigkeiten zwischen Deltas werden beru¨cksichtigt; Syn-
chronisationsnachricht wird versendet, so dass der zeitliche Abstand fu¨r erste A¨nde-
rung noch eingehalten werden kann
-
versende(MSGm, ts(MSGm)) (Algorithmus 3.6)
Versenden einer Synchronisationsnachricht zu einem festgelegten Zeitpunkt
ts(MSGm)
Die Tabelle 3.18 fasst die vorgestellten Algorithmen fu¨r das Versenden von
vollsta¨ndigen Kopien und die Bu¨ndelung von Deltas bei der Synchroni-
sation von Gescha¨ftsobjekten zusammen. Die Algorithmen sind mit Groß-
buchstaben notiert und werden in Kapitel 4 wieder aufgenommen.
3.7.4 Kombination von Bu¨ndelung und vollsta¨ndiger Kopie
Der Algorithmus, vollsta¨ndige Kopien oder Deltas zu versenden,
ermo¨glicht es, in Abha¨ngigkeit der Gro¨ße des Deltas den Synchronisati-
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onsprozess effizient zu gestalten. Der Algorithmus fu¨r die Bu¨ndelung von
A¨nderungen erlaubt es, die Anzahl der Nachrichten zu verringern. Werden
Abha¨ngigkeiten bei der Bu¨ndelung beru¨cksichtigt, lassen sich Deltas signi-
fikant in der Gro¨ße reduzieren. Die verschiedenen Algorithmen lassen sich
wie folgt kombinieren.
V0V1 V2 V3










Bündelung von Deltas 







Abb. 3.27: Kombination von Bu¨ndelung und vollsta¨ndiger Kopie
In Abbildung 3.27 ist ein Beispiel abgebildet, wobei vier A¨nderungen ei-
nes Gescha¨ftsobjekts zu den Zeitpunkten t1, t2, t3 und t4 erfolgen. Eine
Bu¨ndelung der ersten und weiterer A¨nderungen erfordert das Versenden
der Synchronisationsnachricht spa¨testens zum Zeitpunkt t1 + ∆t. Bei der
Bu¨ndelung ohne die Beru¨cksichtigung von A¨nderungen lassen sich nur die
erste und die zweite A¨nderung innerhalb einer Synchronisationsnachricht
verschicken. Die restlichen A¨nderungen mu¨ssen in einer neuen Nachricht
verschickt werden, da ansonsten der zeitliche Abstand der ersten A¨nde-
rung u¨berschritten wird.
In dem Beispiel sind die erste und zweite A¨nderung vollsta¨ndig vonein-
ander abha¨ngig. Die Betrachtung von Abha¨ngigkeiten bei der Bu¨ndelung
erlaubt es somit, die erste A¨nderung im Delta auszulassen, wodurch die
Transfer- und Verarbeitungszeit fu¨r die erste A¨nderung entfallen. Dadurch
kann die dritte A¨nderung in die Synchronisationsnachricht eingebracht
werden. Die Bu¨ndelung der vierten A¨nderung in die gleiche Synchroni-
sationsnachricht ist nicht mo¨glich, da sie zu einer U¨berschreitung des zeit-
lichen Abstands fu¨hrt.
Bei sehr großen Deltas kann die Summe der Verarbeitungs- und Tansferzei-
ten mehrerer Deltas die Summe der Verarbeitungs- und Transferzeit einer
vollsta¨ndigen Kopie u¨berschreiten. In dem Beispiel ist die Synchronisati-
on u¨ber eine vollsta¨ndige Kopie weniger zeitaufwendig als die Bu¨ndelung
der vier A¨nderungen. Die vollsta¨ndige Abha¨ngigkeit zwischen der ersten
und zweiten A¨nderung ist bereits eingerechnet. Ein Versand der vollsta¨ndi-
gen Kopie des Gescha¨ftsobjekts mit der Version V4 nach dem Zeitpunkt t4
ist noch mo¨glich, ohne den zeitlichen Abstand ∆t der ersten A¨nderung zu
verletzen.
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Das Beispiel zeigt, dass eine Kombination der Bu¨ndelung mit dem Sen-
den von Deltas und vollsta¨ndigen Kopien auf Grund der stark variierenden
Gro¨ße und Struktur der Gescha¨ftsobjekte einen noch effizienteren Synchro-
nisationsprozess unterstu¨tzt.
Algorithmen
Algorithmus 3.11 : Algorithmus E
- sendeDeltaAbha¨ngigBu¨ndelKopie(Vn+1, Vn)
Require: A¨nderung Vn → Vn+1 ist abgeschlossen
1: bestimme TP(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))) {durch Profil; von Delta}
2: bestimme TN(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))) {durch Profil; von Delta}
3: bestimme TP(κ(Vn+1)) {durch Profil; von vollst. Kopie}
4: bestimme TN(κ(Vn+1)) {durch Profil; von vollst. Kopie}
5: for m = 1; m ≤ Gro¨ße(Warteschlange); m ++; do
6: tneu = ts(MSGm)
7: tneu = tneu − TN(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1)))
8: tneu = tneu − TP(δunabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1)))
9: if te(MSGm)− (TP(κ(Vn+1)) + TN(κ(Vn+1))) > tneu) then
10: tneu = te(MSGm)− (TP(κ(Vn+1)) + TN(κ(Vn+1)))
11: ts(MSGm) = tneu
12: MSGm ⇐ κ(Vn+1)
13: versende(MSGm, ts(MSGm))
14: return
15: else if tneu > taktuell then
16: MSGm ← δ∗unabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))





22: erstelle MSGm+1 {neue Nachricht erstellen}
23: Warteschlange← MSGm+1
24: te(MSGm+1) = tn+1 + ∆t
25: tneu = te(MSGm+1)− (TP(∆(Vn+1, Vn)) + TN(∆(Vn+1, Vn)) + TO f f set)
26: if te(MSGm+1)− (TP(κ(Vn+1)) + TN(κ(Vn+1))) > tneu) then
27: tneu = te(MSGm+1)− (TP(κ(Vn+1)) + TN(κ(Vn+1)))
28: ts(MSGm+1) = tneu
29: MSGm+1 ⇐ κ(Vn+1)
30: versende(MSGm+1, ts(MSGm+1))
31: else
32: MSGm+1 ← δ∗unabhaengig(∆(Vn+1, Vn),∆(Vn, Vn−1))




Der Algorithmus 3.11 (Algorithmus E) beschreibt die Bu¨ndelung von Del-
tas, wobei auch das Versenden von vollsta¨ndigen Kopien mo¨glich ist. U¨ber-
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schreitet die Summe der zu erwartenden Transfer- und Verarbeitungszeiten
der Deltas die Transfer- und Verarbeitungszeit fu¨r eine vollsta¨ndige Kopie,
wird eine vollsta¨ndige Kopie versendet. Der Algorithmus kombiniert das
Versenden von Deltas mit dem Versenden von vollsta¨ndigen Kopien, wo-
bei Deltas auch gebu¨ndelt werden ko¨nnen.
Ist es nicht mo¨glich ein neues Delta in existierende Synchronisationsnach-
richten einzufu¨gen, oder die A¨nderungen mit einer vollsta¨ndigen Kopie
zu u¨bermitteln, muss eine neue Synchronisationsnachricht erstellt werden.
Fu¨r jede A¨nderung wird u¨berpru¨ft, ob der Versand einer vollsta¨ndigen Ko-
pie oder der Versand einer Synchronisationsnachricht mit einem Delta effi-
zienter ist.
Zusammenfassung
In Tabelle 3.19 ist der Algorithmus in Erga¨nzung zu Tabelle 3.18 aufgelis-
tet. Der Algorithmus 3.11 nutzt unter anderem eine Kombination aus den
Algorithmen A - D in Tabelle 3.11. Bei der experimentellen Evaluierung in
Abschnitt 4.5 wird bei dem Algorithmus E mit zwei unterschiedlichen Me-
thoden fu¨r die Ermittlung der Entscheidungsgrenze unterschieden. Zum
einen wird die Grenze auf Basis von Deltas (Algorithmus E1 - deltabasiert)
gema¨ß der Beschreibung in Abschnitt 3.7.1 durch gefu¨hrt, zum anderen auf
Basis der zu Laufzeit ermittelten Zeitgrenzen (Algorithmus E2 - zeitbasiert)
wie in Algorithmus 3.11 beschrieben.
Tab. 3.19: Algorithmenu¨bersicht (kombiniert)
ALGORITHMUS
E
sendeDeltaAbha¨ngigBu¨ndelKopie(Vn+1, Vn) (Algorithmus 3.11)
Versenden von Deltas und vollsta¨ndigen Kopien; es werden fu¨r mehrere A¨nderungen
gebu¨ndelte Deltas oder eine vollsta¨ndige Kopie versendet; Abha¨ngigkeiten zwischen
Deltas werden beru¨cksichtigt; Synchronisationsnachricht wird versendet, dass zeitli-
cher Abstand fu¨r erste A¨nderung noch eingehalten werden kann
3.7.5 Priorisierung von A¨nderungen
Unabha¨ngig von der Art des Versendens von Synchronisationsnachrichten
kann eine Priorisierung von A¨nderungen erfolgen. Die Priorisierung von
A¨nderungen beschreibt, welche A¨nderungen Vorrang bei der Synchronisa-
tion haben, wenn mehrere A¨nderungen gleichzeitig synchronisiert werden
mu¨ssen. Die Priorisierung kann grundsa¨tzlich in eine manuelle und auto-
matische Priorisierung fu¨r die Synchronisation von Gescha¨ftsobjekten un-
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terschieden werden. Die manuelle Priorisierung erfolgt direkt oder indi-
rekt durch Kundenanforderungen. Beispielsweise kann vom Kunden ge-
fordert sein, dass ausgewa¨hlte Daten bzw. Gescha¨ftsobjekte nur zu fest-
gelegten Zeiten auf dedizierten Systemen synchronisiert werden. Zudem
ko¨nnen manuell Priorita¨ten fu¨r eine Auswahl von Gescha¨ftsobjekten fu¨r
die Synchronisation festgelegt werden. Beispielsweise ko¨nnten Gescha¨fts-
objekte mit bestimmter Kundenzugeho¨rigkeit oder oft gea¨nderten Inhalten
eine ho¨here Priorita¨t bei der Synchronisierung haben.
Fu¨r die weitere Betrachtung wird nicht auf die manuelle Priorisierung ein-
gegangen. Bei der Umsetzung einer Priorisierung ist jedoch sicherzustel-
len, dass eine Priorisierung , z. B. nach Kundenanforderungen, parallel
durchgefu¨hrt werden kann. Auf Basis der ermittelten Eigenschaften von
Gescha¨ftsobjekten kann eine automatische Priorisierung fu¨r die Synchro-
nisation von A¨nderungen gesetzt werden. Es ko¨nnen dabei Priorita¨ten mit
unterschiedlicher Granularita¨t definiert werden. Es lassen sich Priorita¨ten
fu¨r Gescha¨ftsobjekttypen, eine Sammlung von Gescha¨ftsobjekten, einzelne
Gescha¨ftsobjekte oder Elementgruppen von Gescha¨ftsobjekten vergeben.
Priorisierung nach Lesezugriffen
Die Anzahl der Lesezugriffe gibt Aussage daru¨ber, wie oft auf ein
Gescha¨ftsobjekt zugegriffen wird. Die Anzahl der Lesezugriffe pro Zeit-
einheit auf ein Gescha¨ftsobjekt B werden mit ZL(B) definiert. Der Algo-
rithmus 3.12 zeigt, wie eine Priorisierung auf Basis des Leseverhaltens er-
folgen kann. A¨nderungen, die auf Gescha¨ftsobjekten ausgefu¨hrt werden,
welche ha¨ufiger gelesen werden, haben eine ho¨here Priorita¨t. A¨nderun-
gen auf diesem Gescha¨ftsobjekt werden gegenu¨ber anderen A¨nderungen
zuerst synchronisiert, falls zeitgleich mehrere Synchronisationsanforderun-
gen aufkommen.
Algorithmus 3.12 :
priorisiereLesend(∆(Vn+1(B1), Vn(B1)), ∆(Vm+1(B2), Vm(B2)))
Require: Delta ∆(Vn+1(B1), Vn(B1)), Delta ∆(Vm+1(B2), Vm(B2))
1: if ZL(B1) > ZL(B2) then
2: Synchronisiere zuerst ∆(Vn+1(B1), Vn(B1))
3: else
4: Synchronisiere zuerst ∆(Vm+1(B2), Vm(B2))
5: end if
Durch die Priorisierung auf Basis des Leseverhaltens wird gesichert, dass
ha¨ufiger gelesene Gescha¨ftsobjekte schneller synchronisiert werden. Die
Leseverfu¨gbarkeit wird fu¨r die Gescha¨ftsobjekte erho¨ht, bzw. es wird die
Zeit der Inkonsistenz fu¨r diese Gescha¨ftsobjekte verringert.
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Priorisierung nach Schreibzugriffen
Analog zum Leseverhalten kann eine Priorisierung auf Basis des Schreib-
verhaltens durchgefu¨hrt werden. Die Anzahl der Schreibzugriffe gibt an,
wie oft schreibend auf ein Gescha¨ftsobjekt zugegriffen wird. Die Anzahl
der Schreibzugriffe pro Zeiteinheit auf ein Gescha¨ftsobjekt B wird als
ZR(B) definiert. Der Algorithmus 3.13 zeigt, wie eine Priorisierung auf Ba-
sis des Schreibverhaltens erfolgen kann.
Werden Gescha¨ftsobjekte ha¨ufiger gea¨ndert, entstehen mehr A¨nderungen
pro Zeiteinheit. Eine Bu¨ndelung von A¨nderungen kann daher bei ha¨ufiger
gea¨nderten Gescha¨ftsobjekten eher angewendet werden. Gescha¨ftsobjek-
te, auf die seltener schreibend zugegriffen wird, haben daher eine ho¨here
Priorita¨t bei der Synchronisation von A¨nderungen. Sie haben dementspre-
chend bei der Synchronisation Vorrang gegenu¨ber anderen zu synchroni-
sierenden Gescha¨ftsobjekten.
Algorithmus 3.13 :
priorisiereSchreibend(∆(Vn+1(B1), Vn(B1)), ∆(Vm+1(B2), Vm(B2)))
Require: Delta ∆(Vn+1(B1), Vn(B1)), Delta ∆(Vm+1(B2), Vm(B2))
1: if ZR(B1) < ZR(B2) then
2: Synchronisiere zuerst Delta ∆(Vn+1(B1)), Vn(B1))
3: else
4: Synchronisiere zuerst Delta ∆(Vm+1(B2), Vm(B2))
5: end if
Durch die Priorisierung auf Basis des Schreibverhaltens wird erreicht, dass
seltener geschriebene Gescha¨ftsobjekte schneller synchronisiert werden.
Entscheidend ist jedoch, wann wieder auf das synchronisierte Gescha¨fts-
objekt lesend zugegriffen wird. Die Priorisierung nach Leseverhalten ist
daher gegenu¨ber der Priorisierung nach dem Schreibverhalten vorrangig.
3.7.6 Erstellung von Synchronisationsnachrichten
Bei der Erstellung von Synchronisationsnachrichten wird auf die vorge-
stellten Eigenschaften von Gescha¨ftsobjekten eingegangen. Die Priorisie-
rung von Gescha¨ftsobjekten wird beru¨cksichtigt. Die Erstellung der Syn-
chronisationsnachrichten verwendet die vorgestellten Algorithmen, wie
das Versenden von gebu¨ndelten Deltas und vollsta¨ndigen Kopien von
Gescha¨ftsobjekten.
A¨nderungen von Gescha¨ftsobjekten ko¨nnen von einem Client oder Pro-
zessen innerhalb von Anwendungen hervorgerufen werden. Beispielswei-
se kann die Anzahl der bestellten Artikel (Items) oder der Status einer
SalesOrder gea¨ndert werden.
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Beispiel fu¨r eine A¨nderung eines Gescha¨ftsobjekts
Als Beispiel fu¨r eine A¨nderung eines Gescha¨ftsobjekts wird die vereinfach-
te SalesOrder aus Abbildung 3.4 verwendet. Die A¨nderungen umfassen
die Werte von Net und Gross des Produkts mit der ID ”0054“, das Item
mit dem Product vom Typ ”Monitor“und das Item mit dem Product
vom Typ ”Printer“. Das erste Item wurde mit allen darunter liegenden
Elementen gelo¨scht. Das zweite Item wurde hingegen neu hinzugefu¨gt
und entha¨lt wiederum weitere Elemente. Die hinzugefu¨gten und gea¨nder-





























Abb. 3.28: Beispiel einer gea¨nderten SalesOrder
Nachrichtenformate
Die Synchronisation von Gescha¨ftsobjekten erfordert eine geeignete Spra-
che, um das Hinzufu¨gen, Vera¨ndern und Lo¨schen von Elementen inner-
halb von Gescha¨ftsobjekten zu beschreiben. Die Beschreibung von Deltas
in Synchronisationsnachrichten sollte so sparsam wie mo¨glich erfolgen.
Komplexe Beschreibungen erho¨hen die Transferzeit einer Synchronisati-
3.7 Aufbauende Algorithmen 105
onsnachricht. Desweiteren ist darauf zu achten, dass die Erstellung von
Deltas so effizient wie mo¨glich erfolgt. Eine zeitintensive Erstellung von
Deltas erho¨ht die Verarbeitungszeit auf dem Sender. Analog gilt es, effizi-
ent Deltas auf dem Empfa¨nger einzuarbeiten.
Es existieren bereits mehrere Sprachen fu¨r die Erzeugung von Deltas zwi-
schen XML-Dokumenten, z. B.:
DeltaXML DeltaXML Core [Fon02] ist eine kommerzielle Lo¨sung fu¨r den
Zugriff auf XML-Ba¨ume fu¨r die Identifikation von zusammenzuset-
zenden Daten und die Aufnahme von A¨nderungen zwischen XML-
Dokumenten. Die Sprache DeltaXML ist in der Lage, Unterschie-
de und Gleichheit zu beschreiben, wobei die Struktur des ersten
XML-Dokuments verwendet wird. DeltaXML wird ebenfalls von
DeltaXML Sync verwendet, das die Synchronisation von mehreren
gea¨nderten XML-Dokumenten fokussiert.
DUL Die Data Update Language (DUL) ist eine freie Sprache, die un-
ter der GNU-Lizenz verfu¨gbar ist. Sie wird in der freien Lo¨sung
diffXML [Mou02] verwendet und bietet die Mo¨glichkeit, Deltas zwi-
schen XML-Dokumenten zu beschreiben. Es ko¨nnen sowohl das Hin-
zufu¨gen, Vera¨ndern und Lo¨schen von Elementen als auch das Ver-
schieben von Elementen beschrieben werden. DUL verwendet fu¨r die
Adressierung von Elementen XML Path Language (XPath) [Wor99].
EDUL Die Extended Data Update Language (EDUL) ist eine Erweiterung
von DUL und unterscheidet sich aber nur geringfu¨gig in der Funk-
tionalita¨t von DUL. EDUL wird in der frei verfu¨gbaren Lo¨sung tree-
Patch [Kom03] verwendet.
XDL Die XML Diff Language (XDL) ist eine von Microsoft entwickel-
te Sprache zur Beschreibung von Unterschieden zwischen XML-
Dokumenten. XDL wird in der Lo¨sung XML Diff verwendet und
ermo¨glicht es, Deltas (DiffGrams) zwischen XML-Dokumenten zu er-
stellen. Die Adressierung von Knoten a¨hnelt XPath.
Das Delta fu¨r das Beispiel der gea¨nderten SalesOrder in Abbildung
3.28 kann zur vorherigen Version aus Abbildung 3.4 mit den angegebe-
nen Lo¨sungen bestimmt werden. Das Delta der beiden Versionen einer
SalesOrder in XML-Struktur nach DUL ist in Abbildung A.3 dargestellt.
Das Delta nach DeltaXML ist in Abbildung A.4 und nach XMLDiff in Ab-
bildung A.5 zu finden. Auf ein Delta nach EDUL wurde auf Grund der
A¨hnlichkeit zu DUL verzichtet.
Ein Vergleich der drei Deltas zeigt, dass der Umfang der Deltas stark zwi-
schen den verschiedenen Sprachen variiert. Die Adressierung der Elemen-
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Tab. 3.20: Ausgabesprachen fu¨r Deltas von XML-Dokumenten (Auswahl)
SPRACHE Beispiel BESCHREIBUNG
DeltaXML [Fon02] Abbildung A.4 kommerziell, kein eigenes Schema
DUL [Mou02] Abbildung A.3 frei, verwendet XPath
EDUL [Kom03] n.v. Erweiterung von DUL, verwendet XPath
XDL [Mic09] Abbildung A.5 frei (eingeschra¨nkt), angelehnt an XPath
te erfolgt beispielsweise u¨ber XPath oder u¨ber die Struktur selbst. Bei der
Erstellung von Deltas an Hand von Beispieldokumenten u¨ber die verschie-
denen Lo¨sungen konnte eine sehr geringe Performance festgestellt werden.
Hier besteht hohes Optimierungspotential, ist aber nicht Fokus dieser Ar-
beit. Eine U¨bersicht der Auswahl an Sprachen fu¨r die Beschreibung von
Deltas zwischen XML-Dokumenten ist in Tabelle 3.20 zu finden.
Die Beschreibung von Deltas kann prinzipiell in einer beliebigen Sprache
erfolgen. Fu¨r die weitere Beschreibung von Synchronisationsnachrichten
wird eine Notation verwendet, die sich prima¨r an DeltaXML orientiert und
einige Elemente aus XDL verwendet. Damit wird sichergestellt, dass alle
Anforderungen an die Erstellung von Deltas erfu¨llt werden ko¨nnen, wobei
die Lesbarkeit der Nachrichten erhalten wird.
Jede Synchronisationsnachricht wird in XML-Struktur erstellt. Der Wurzel-
knoten ist ReplicationMessage, welcher als Attribut den Typ der Syn-
chronisationsnachricht entha¨lt. Es wird in copy und delta unterschieden.
Ersteres entha¨lt eine vollsta¨ndige Kopie eines Gescha¨ftsobjekts, zweites nur
Deltas zwischen Gescha¨ftsobjekten.
In Abbildung 3.29 ist ein Beispiel fu¨r eine Synchronisationsnachricht mit
einer vollsta¨ndigen Kopie eines gea¨nderten Gescha¨ftsobjekts dargestellt.
Die Synchronisationsnachricht erscheint in diesem Beispiel gro¨ßer als das
Gescha¨ftsobjekt selbst bzw. eine Kopie. Reale Gescha¨ftsobjekte sind jedoch
um ein Vielfaches gro¨ßer. Das Beispiel einer Synchronisationsnachricht mit
vollsta¨ndiger Kopie aus Abbildung 3.29 ist dementsprechend bei realen
Gescha¨ftsobjekten auch um ein Vielfaches gro¨ßer und u¨bersteigt den Um-
fang einer Synchronisationsnachricht mit einem Delta um ein Vielfaches.
Die Synchronisationsnachricht wird durch den Knoten
ReplicationMessage identifiziert. Der Typ der Synchronisations-
nachricht ist copy. Bei dem Gescha¨ftsobjekt handelt es sich um die in
Abbildung 3.28 gea¨nderte SalesOrder mit der ID ”00001“. Da es sich bei
der Nachricht um eine vollsta¨ndige Kopie (eines hier stark vereinfachten
Gescha¨ftsobjekts) handelt, sind keine weiteren Elemente neben denen
vom Gescha¨ftsobjekt selbst vorhanden. Es werden alle Informationen






























Abb. 3.29: Beispiel einer Synchronisationsnachricht - vollsta¨ndiger Kopie
des Gescha¨ftsobjekts gesendet, auch wenn sie bereits auf Empfa¨ngerseite
vorhanden sind.
Ein Beispiel fu¨r eine Synchronisationsnachricht, welche nur Deltas entha¨lt,
ist in Abbildung 3.30 dargestellt. Es handelt sich um die gleichen A¨nderun-
gen aus dem Beispiel in Abbildung 3.28. In der Synchronisationsnachricht
ist jedoch keine vollsta¨ndige Kopie des gea¨nderten Gescha¨ftsobjekts ent-
halten. Der Typ der Synchronisationsnachricht (ReplicationMessage)
ist synchronize.
Zu Beginn der Synchronisationsnachricht werden die Informationen
fu¨r die Identifizierung des zu a¨ndernden Gescha¨ftsobjekts gesendet. In
dem Beispiel handelt es sich wiederum um die SalesOrder mit der
ID ”00001“. Gelo¨schte Elemente befinden sich unterhalb des Knotens
Synchronize mit dem Attributwert ”remove“. Wenn ein Knoten gelo¨scht
wird, werden alle Unterelemente ebenfalls auf dem Gescha¨ftsobjekt auf
Empfa¨ngerseite entfernt. Eine Angabe der Unterelemente in der Synchro-
nisationsnachricht ist nicht erforderlich. Bei den zu lo¨schenden Elementen
ist ein Element der Knoten Item. Fu¨r die Identifizierung des richtigen Kno-






































Abb. 3.30: Beispiel einer Synchronisationsnachricht - Delta
Zu a¨ndernde Elemente werden unterhalb des Knotens Synchronize mit
dem Attributwert ”change“ u¨berliefert. Fu¨r die Identifizierung des richti-
gen Knoten vom Typ Net und Gross sind die u¨bergeordneten Elemente,
die den Pfad zum Wurzelelement SalesOrder des Gescha¨ftsobjekts bil-
den, ebenfalls abgebildet.
Hinzugefu¨gte Elemente befinden sich innerhalb des Knotens
Synchronize mit dem Attributwert ”add“. Der Unterschied zu gea¨nder-
ten Knoten wird nur auf Empfa¨ngerseite sichtbar. Neue Knoten und
Elemente sind noch nicht in dem Replikat vorhanden und werden auf
Empfa¨ngerseite neu hinzugefu¨gt.
Beim Vergleich der beiden Beispiele fu¨r Synchronisationsnachrichten ist zu
erkennen, dass sich der Umfang der Nachricht nicht wesentlich unterschei-
det. Es handelt sich bei dem Beispiel aus Abbildung 3.4 um ein stark verein-
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fachtes Gescha¨ftsobjekt vom Typ SalesOrder. Daher ist der prozentuale
Anteil an A¨nderungen sehr hoch. Auch bei den Deltas in DeltaXML, DUL
und XDL (Abbildung A.4, A.3, A.5) ist zu erkennen, dass die Synchronisa-
tionsnachricht sehr groß gegenu¨ber dem Gescha¨ftsobjekt ist. Allerdings ist
auch die prozentuale Gro¨ße des Deltas im Vergleich zum Gescha¨ftsobjekt
sehr groß. Bei einer SalesOrder mit mehreren hundert Knoten fu¨hrt die
gleiche A¨nderung zu einem prozentual sehr kleinen Delta gegenu¨ber einer
vollsta¨ndigen Kopie.
Es kann aus den Beispielen abgeleitet werden, dass bei sehr kleinen
Gescha¨ftsobjekten das Versenden von vollsta¨ndigen Kopien effizienter ist.
Eine Reduzierung der Daten fu¨r den Transport kann selbst bei wenigen
A¨nderungen kaum erreicht werden. Gescha¨ftsobjekte sind jedoch sehr
komplex und haben mehrere hundert Elemente. Die Synchronisationsnach-
richt mit einer vollsta¨ndigen Kopie ist entsprechend um ein Vielfaches
gro¨ßer. Mit dem Senden von ausschließlich A¨nderungen ko¨nnen somit
große Datenmengen fu¨r den Transfer eingespart werden.
Ermittlung von A¨nderungen
Die Ermittlung von A¨nderungen fokussiert, ob und welche Elemente bei ei-
nem Gescha¨ftsobjekt gea¨ndert wurden. Wird eine vollsta¨ndige Kopie eines
Gescha¨ftsobjekts in einer Synchronisationsnachricht versendet, so ist nicht
mehr relevant, welche A¨nderungen stattgefunden haben, sondern nur die
vollsta¨ndige letzte Version des Gescha¨ftsobjekts.
Die Ermittlung, welche Elemente gea¨ndert wurden, ist zeitaufwendig. Es
wird zwischen zwei Arten der Ermittlung von A¨nderungen unterschie-
den. Ersteres ist die Ermittlung von A¨nderungen eines Gescha¨ftsobjekts
mit Hilfe von Zeigern (Algorithmus 3.14). Die zweite Mo¨glichkeit ist die
Ermittlung durch einen Vergleich des gea¨nderten Gescha¨ftsobjekts mit der
Vorga¨ngerversion oder einer noch weiter zuru¨ckliegenden Version des
Gescha¨ftsobjekts (Algorithmus 3.15). Voraussetzung fu¨r beide Fa¨lle ist,
dass die A¨nderungen auf dem Gescha¨ftsobjekt abgeschlossen bzw. alle Zu-
griffe innerhalb einer Transaktion beendet sind.
Bei der Verwendung von Zeigern wird das Gescha¨ftsobjekt vorerst in den
Cache der Anwendung geladen, wenn es sich dort noch nicht befindet.
Fu¨r die Synchronisationsnachricht wird ein leeres A¨nderungsobjekt, ent-
sprechend den Beispielen fu¨r die Synchronisationsnachricht in Abbildung
3.30, erstellt. Alle A¨nderungen werden in dem A¨nderungsobjekt tempora¨r
gespeichert. Die Zeiger werden zur Laufzeit parallel zu den Gescha¨ftsob-
jekten gespeichert und ko¨nnen auf beliebige Elemente von Gescha¨ftsob-
jekten verweisen. Fu¨r jeden Zeiger wird das entsprechende Element aus
dem Gescha¨ftsobjekt geladen. Anschließend wird das geladene Element in
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dem A¨nderungsobjekt gesichert. Die Information u¨ber die Position des Ele-
ments wird ebenfalls gespeichert.
Weiterhin ko¨nnen Zeiger auf Elementgruppen verweisen. In diesem Fall
verweist der Zeiger auf das erste gemeinsame u¨bergeordnete Element der
zu gruppierenden Elemente. Beispielsweise ko¨nnen alle Preisinformatio-
nen einer Bestellung als Gruppe gesehen werden. Der Zeiger verweist so-
mit auf den ersten Knoten, der alle Preisinformationen als Unterelemente
besitzt. Das Element, auf den der Zeiger verweist, und alle Unterelemen-
te werden geladen. Anschließend werden alle geladenen Elemente in das
A¨nderungsobjekt gespeichert. Analog zum ersten Fall werden die Positi-
onsinformationen u¨berliefert. Eine Beschreibung in Pseudocode ist in Al-
gorithmus 3.14 abgebildet.
Algorithmus 3.14 : Ermittlung von A¨nderungen eines Gescha¨ftsob-
jekts mit Zeigern
Require: gea¨ndertes Gescha¨ftsobjekt Vn+1(B1), Zeigerliste
Ensure: alle A¨nderungen auf Vn+1(B1) sind abgeschlossen (committed)
1: sperre Gescha¨ftsobjekt B1
2: parse gea¨ndertes Gescha¨ftsobjekt und speichere im Cache
3: erstelle leeres A¨nderungsobjekt
4: for all Zeiger aus Liste do
5: if Zeiger zeigt auf einzelnes Element then
6: lade Element von Zeiger
7: speichere Element mit Pfad zum Wurzelelement in A¨nderungsobjekt
8: else
9: Lade Element und alle Unterelemente




Werden keine Zeiger auf gea¨nderte Elemente in Gescha¨ftsobjekten verwen-
det, ko¨nnen Vorga¨ngerversionen von Gescha¨ftsobjekten genutzt werden.
In Algorithmus 3.15 ist das Vorgehen in Pseudocode dargestellt. Vorausset-
zung ist, dass eine Version existiert, welche noch keine neuen A¨nderungen
entha¨lt. Hier wird davon ausgegangen, dass die Vorga¨ngerversion bereits
mit allen Replikaten synchronisiert wurde. Andernfalls wu¨rden die letzten
A¨nderungen synchronisiert werden, es ko¨nnten aber immer noch Inkonsis-
tenzen auf Grund von A¨nderungen zu einem fru¨heren Zeitraum existieren.
Zu Beginn werden sowohl das gea¨nderte Gescha¨ftsobjekt Vn+1(B1) als
auch die Vorga¨ngerversion Vn(B1) geparst und in den Cache der An-
wendung geladen. Analog zum vorherigen Algorithmus wird ein lee-
res A¨nderungsobjekt erzeugt. Von beiden Versionen des Gescha¨ftsobjekts
(Vn+1(B1), Vn(B1)) werden die Wurzelelemente geladen. Alle Unterelemen-
te des gea¨nderten Gescha¨ftsobjekts werden iterativ untersucht. Fu¨r jedes
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Unterelement wird in der Vorga¨ngerversion des Gescha¨ftsobjekts gesucht,
ob das gleiche Element existiert.
Falls das gleiche Element in der Vorga¨ngerversion existiert, wird ein Ver-
gleich durchgefu¨hrt. Sind A¨nderungen auf dem Element durchgefu¨hrt,
wird das gea¨nderte Element in das A¨nderungsobjekt kopiert. Desweite-
ren wird u¨berpru¨ft, ob sich in dem Element der Vorga¨ngerversion des
Gescha¨ftsobjekts Unterelemente befinden, die nicht in der gea¨nderten
Version vorzufinden sind. Sind entsprechende Unterelemente vorhanden,
werden dem A¨nderungsobjekt Lo¨schvermerke fu¨r die in der gea¨nderten
Version nicht existierenden Elemente hinzugefu¨gt. Die Lo¨schvermerke be-
finden sich in dem noch existierenden u¨bergeordneten Element. Wenn sich
das gleiche Element nicht in der Vorga¨ngerversion befindet, wird es in
das A¨nderungsobjekt kopiert. Auf diese Weise werden alle hinzugefu¨gten
Elemente und gea¨nderten Elemente in das A¨nderungsobjekt kopiert. Wei-
terhin existieren im A¨nderungsobjekt fu¨r alle entfernten Unterelemente
Lo¨schvermerke.
Algorithmus 3.15 : Ermittlung von A¨nderungen eines Gescha¨ftsob-
jekts ohne Zeiger
Require: gea¨ndertes Gescha¨ftsobjekt (B′), unvera¨nderten Gescha¨ftsobjekt (B)
Ensure: alle A¨nderungen auf B′ sind abgeschlossen (committed)
1: sperre Gescha¨ftsobjekt B′
2: parse Gescha¨ftsobjekt B und speichere im Cache
3: parse Gescha¨ftsobjekt B′ und speichere im Cache
4: erstelle leeres A¨nderungsobjekt
5: lade Wurzelknoten von B′
6: lade Wurzelknoten von B
7: for all Unterelemente von B′ do
8: (rekursiv fu¨r alle tieferen Unterelemente)
9: if gleiches Element existiert in B then
10: if Element von B ist ungleich Element B′ then
11: speichere Element in A¨nderungsobjekt
12: end if
13: if Element in B hat Unterelemente die nicht in B′ existieren then
14: speichere Element in A¨nderungsobjekt
15: fu¨ge Lo¨schvermerke fu¨r Unterelemente hinzu
16: end if
17: else





3.7.7 Verarbeitung von Synchronisationsnachrichten
Die Verarbeitung von Synchronisationsnachrichten beschreibt die Synchro-
nisationsprozesse auf Empfa¨ngerseite. Es wird auf die Verarbeitung der
Synchronisationsnachricht sowie Einarbeitung von Deltas bzw. vollsta¨ndi-
gen Kopien von Gescha¨ftsobjekten eingegangen.
Auf Empfa¨ngerseite ist keine Berechnung auf Basis des Kostenmodells not-
wendig. Auf die Auswertung von Profilen von Gescha¨ftsobjekten oder Sy-
stemprofilen kann verzichtet werden. Es wird ausschließlich auf die Verar-
beitung von eingehenden Synchronisationsnachrichten eingegangen. Diese
mu¨ssen nach dem FIFO-Verfahren3 verarbeitet werden, d. h. die Reihen-
folge der empfangenen Synchronisationsnachrichten darf nicht gea¨ndert
werden. Ansonsten kann es zur Einarbeitung von veralteten A¨nderungen
kommen. Die Infrastruktur stellt sicher, dass beim Transfer der Synchroni-
sationsnachrichten die Reihenfolge gewahrt bleibt.
Wie die Einarbeitung erfolgt, wird anhand des Nachrichteninhalts ent-
schieden. Da jede Synchronisationsnachricht eine Beschreibung des Typs
(z. B.: copy) entha¨lt, kann sofort entschieden werden, ob eine Version eines
Gescha¨ftsobjekts ersetzt wird oder ob A¨nderungen in Form eines Deltas
eingearbeitet werden.
Eine besondere Behandlung von gebu¨ndelten Deltas oder Abha¨ngigkeiten
zwischen Deltas ist nicht erforderlich. Die empfangene Synchronisations-
nachricht entha¨lt bereits gebu¨ndelte Deltas fu¨r mehrere Gescha¨ftsobjekte,
welche ohne weitere Vorverarbeitung eingearbeitet werden ko¨nnen. Jedes
gea¨nderte Element ist ho¨chstens einmal vorhanden. (Gea¨nderte Elemente
ko¨nnen auch im gesendeten Delta fehlen, wenn zuru¨cksetzende A¨nderun-
gen vorgenommen wurden.) Alle Informationen, auf welchem Gescha¨fts-
objekt welche Elemente hinzugefu¨gt, vera¨ndert und gelo¨scht werden sol-
len, sind bereits vorhanden. Die in der Synchronisationsnachricht enthal-
tenen A¨nderungen werden ohne Verzo¨gerung auf dem Empfa¨nger aus-
gefu¨hrt.
Nach Empfang einer Synchronisationsnachricht wird der Typ ausge-
wertet. Das entsprechende Attribut befindet sich bereits im Wurzelkno-
ten ReplicationMessage. Entha¨lt die Synchronisationsnachricht ei-
ne vollsta¨ndige Kopie eines Gescha¨ftsobjekts (type="copy"), so wird
die alte Version des Gescha¨ftsobjekts nur ersetzt. Entha¨lt die Synchro-
nisationsnachricht Delta(s) zwischen Versionen eines Gescha¨ftsobjekts
(type="delta"), so werden die A¨nderungen in die alte Version der Ko-
pie des Gescha¨ftsobjekts auf Empfa¨ngerseite eingearbeitet. In Algorithmus
3.16 ist vereinfacht die Vorgehensweise notiert.
3 First In First Out
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Algorithmus 3.16 : verarbeiteNachricht(MSG)
Require: Nachricht MSG empfangen
1: if ReplicationMessage:type="copy" then
2: ersetzeKopie(MSG)
3: else if ReplicationMessage:type="delta" then
4: ersetzeDelta(MSG)
5: end if
Die Synchronisationsnachricht mit einer vollsta¨ndigen Kopie erfordert das
Ersetzen der alten Version des Gescha¨ftsobjekts auf dem Empfa¨nger. In Al-
gorithmus 3.17 ist vereinfacht die Vorgehensweise fu¨r das Ersetzen darge-
legt. Ist noch keine Kopie des Gescha¨ftsobjekts auf dem Empfa¨nger vorhan-
den, handelt es sich per Definition nicht um eine Synchronisation, sondern
um eine initiale Replikation. Eine Kopie wird auf Basis der u¨bertragenen
Kopie in der Synchronisationsnachricht angelegt.
Algorithmus 3.17 : ersetzeKopie(MSG)
Require: Nachricht MSG geladen
Ensure: B∗ existiert
1: lade Vn+1(B) aus MSG
2: ersetze Vn(B∗) durch Vn+1
Die Einarbeitung von A¨nderungen in Form eines Deltas ist in Algorith-
mus 3.18 notiert. Auch bei der Einarbeitung von A¨nderungen gilt, dass
eine Kopie des Gescha¨ftsobjekts vorhanden sein muss. Je nach Inhalt der
Deltainformationen werden Elemente auf der letzten Version hinzugefu¨gt,
gea¨ndert oder gelo¨scht. Es wird vorausgesetzt, dass alle vorhergehenden
A¨nderungen, die nicht im Delta enthalten sind, bereits synchronisiert wur-
den.
Algorithmus 3.18 : ersetzeDelta(MSG)
Require: Nachricht MSG geladen
1: lade ∆(Vn+1(B), Vn(B)) aus MSG, lade B∗
2: for all Element in ∆(Vn+1(B), Vn(B)) do
3: if Synchronize:type="add" then
4: fu¨ge Element zu Vn(B∗) hinzu
5: else if Synchronize:type="change" then
6: u¨berschreibe altes Element in Vn(B∗)
7: else if Synchronize:type="remove" then




In den Abbildungen 3.29 und 3.30 werden Beispiele fu¨r Synchronisations-
nachrichten gegeben. Im ersten Beispiel wird die Synchronisationsnach-
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richt mit einer vollsta¨ndigen Kopie der SalesOrder empfangen, und an-
schließend wird die auf dem Empfa¨nger existierende Nachricht ersetzt.
Im zweiten Fall ist es notwendig, das zu a¨ndernde Gescha¨ftsobjekt auf
Empfa¨ngerseite in den Cache zu laden und die A¨nderungen einzuarbeiten.
Fu¨r das Finden des zu a¨ndernden Gescha¨ftsobjekts entha¨lt auch die Syn-
chronisationsnachricht aus Abbildung 3.30 den Knoten SalesOrder ein-
schließlich der Identita¨tsinformationen. Die SynchronizeKnoten werden
entsprechend dem Algorithmus behandelt. Gelo¨schte Knoten werden mit
Hilfe der Verweise auf dem lokalen Gescha¨ftsobjekt entfernt. Gea¨nderte
und neue Elemente werden in das Gescha¨ftsobjekt entsprechend eingear-
beitet.
3.8 Anwendbarkeit der Konzepte auf andere
Replikationstrategien
Die eingefu¨hrten Algorithmen beziehen sich auf die Synchronisation von
Gescha¨ftsobjekten unter Verwendung des Prima¨rkopieverfahrens. In Kapi-
tel 2.2 wird die Replikation in verschiedene Arten bezu¨glich der Architek-
tur, Synchronisation, Interaktion und Terminierung unterteilt. Die Verwen-
dung des vorgestellten Kostenmodells auf Basis von Profilen fu¨r Gescha¨fts-
objekte und dem Systemmodell sowie der aufbauenden Algorithmen las-
sen sich auch nach einem Wechsel der Replikationsarten anwenden. Ein-
schra¨nkungen oder Erweiterungen sind jedoch gegebenenfalls notwendig.
3.8.1 Wechsel der Replikationsarchitektur
Der Wechsel der Replikationsarchitektur hat direkten Einfluss auf die Syn-
chronisation von Objekten. Wird das Update-Everywhere-Verfahren fu¨r
Gescha¨ftsobjekte angewandt, so sind Schreibzugriffe auf Gescha¨ftsobjekte
auf jedem Rechner mo¨glich. A¨nderungen werden nicht nur zwischen dem
Master und den Nicht-Master-Rechnern durchgefu¨hrt. Jeder Rechner kann
Sender und Empfa¨nger bei der Synchronisation sein.
Die Anwendung der aufbauenden Algorithmen ist analog beim Update-
Everywhere-Verfahren mo¨glich. Jedoch mu¨ssen die Algorithmen fu¨r die
Erstellung von Synchronisationsnachrichten nicht nur auf dem Master,
sondern auf jedem Rechner implementiert sein, um die maximale Effizienz
zu erreichen. Somit muss jeder Rechner auch u¨ber die Profile der Gescha¨fts-
objekte und die Systemparameter verfu¨gen, um das Kostenmodell anwen-
den zu ko¨nnen. Andererseits ko¨nnen so die Aufwa¨nde fu¨r die Erstellung
von Synchronisationsnachrichten auf alle Rechner mit Replikaten verteilt
werden. Synchronisationsnachrichten werden immer auf den Rechnern er-
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stellt, auf denen die A¨nderungen aufgetreten sind. Der Aufwand fu¨r die
Auflo¨sung von Konflikten nimmt mit zunehmendem Replikationsgrad zu.
Eine Abwa¨gung, wie oft Schreibzugriffe auf Gescha¨ftsobjekte auf verschie-
denen Rechnern gleichzeitig erfolgen, sollte daher gepru¨ft werden.
Eine Mo¨glichkeit, Konflikte zwischen mehreren Schreibzugriffen auf ver-
schiedenen Rechnern zu lo¨sen, ist die Betrachtung von entfernten A¨nde-
rungen als lokale A¨nderungen bei der Versionierung von Gescha¨ftsobjek-
ten. In Abbildung 3.31 ist die Versionierung von Gescha¨ftsobjekten mit der
Berechtigung fu¨r den Schreibzugriff auf jedem Rechner dargestellt, wobei
die Balken die Existenz eine Gescha¨ftsobjektks darstellen und dich schwar-
ze Markierung die Verarbeitungszeit auf dem jeweiligen Rechner. Analog
zur Versionierung von Gescha¨ftsobjekten auf einem Master (Abbildung
3.15) ist das Erstellen und A¨ndern eines Gescha¨ftsobjekts B1 durch einen









































V0 V1 V2 V3
B1
Rechner 2 sync. sync. sync. sync.
t2
Abb. 3.31: Versionierung beim Update-Everywhere-Verfahren
Die Version V0 existiert erst auf dem Rechner 1, wenn das Gescha¨ftsobjekt
vollsta¨ndig erstellt ist (Zeitpunkt t0). In dem Beispiel erfolgt eine Repli-
kation des Gescha¨ftsobjekts auf den Rechner 2, mehrere Empfa¨nger sind
jedoch mo¨glich. Sobald eine A¨nderung auf einem Rechner abgeschlos-
sen ist, existiert eine neue Version des Gescha¨ftsobjekts. In dem abgebil-
deten Beispielgescha¨ftsobjekt fu¨hren drei A¨nderungen zu den Versionen
V1, V2 und V3 zu den Zeitpunkten t1, t2 und t3. Die zweite A¨nderung er-
folgt jedoch auf dem Rechner 1. In diesem Fall findet die Synchronisation
von Rechner 2 zu Rechner 1 statt. Die Versionierung orientiert sich weiter-
hin an dem Abschluss der A¨nderung durch den Client. Auf dem Rechner
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Rechner 1 existiert die Version V2 erst nach dem Abschluss der Synchroni-
sation zum Zeitpunkt t2 + Tsync., wobei sich die Synchronisationszeit Tsync.
aus der Verarbeitungs- und der Transferzeit der A¨nderung ergibt.
Mit der beschriebenen Versionierung ist es weiterhin mo¨glich, die
aufbauenden Algorithmen, wie die Bu¨ndelung von A¨nderungen, an-
zuwenden. Die Versionierung muss unter Verwendung des Update-
Everywhere-Verfahrens rechneru¨bergreifend durchgefu¨hrt werden. Eine
weitere Mo¨glichkeit ist die Bu¨ndelung von rechneru¨bergreifenden A¨nde-
rungen auf einem Rechner und eine Propagierung der gebu¨ndelten Syn-
chronisationsnachrichten an alle weiteren Replikate (je nach Replikati-
onsgrad). Die Umsetzung erfordert jedoch eine umfassenden Konflik-
tauflo¨sung, die bei einer hohen Anzahl von A¨nderungen u¨ber mehrere
Rechner hinweg zu zusa¨tzlichem Aufwand fu¨hrt. Eine Umsetzung entspre-
chender Strategien wird in den Ausblick auf weitere Arbeiten gestellt.
Bei der Verwendung anderer Replikationsarchitekturen muss vorausge-
setzt werden, dass die Gescha¨ftsobjektprofile auf jedem Rechner verfu¨gbar
sind. Weiterhin ist es erforderlich, dass jeder Rechner sein eigenes Sy-
stemprofil besitzt. Beispielsweise sind Datenraten und Latenzzeiten auf
die Kommunikation vom Sender zum Empfa¨nger bezogen. In Abbildung
3.19 ist ein Aktivita¨tsdiagramm fu¨r die Synchronisation von Gescha¨ftsob-
jekten bei der Verwendung des Prima¨rkopieverfahrens dargestellt. Zusa¨tz-
liche Prozesse, wie die Konfliktauflo¨sung, ko¨nnen in die Prozesssequenz
bei der Synchronisation von Gescha¨ftsobjekten modelliert werden, a¨ndern
aber nicht die Anwendbarkeit des Kostenmodells oder der aufbauenden
Algorithmen. Die Systemunterstu¨tzung fu¨r den Abgleich der Gescha¨ftsob-
jekte ist somit auch unter Verwendung verschiedener Replikationsarchitek-
turen mo¨glich.
3.8.2 Wechsel der Synchronisation
Bei der Replikation in Datenbanken wird zwischen Eager Replication (syn-
chrone Replikation) und Lazy Replication (asynchrone Replikation) diffe-
renziert. Bisher wurde eine asynchrone Synchronisation von Gescha¨ftsob-
jekten diskutiert, die es ermo¨glicht, Synchronisationsnachrichten mit einer
zeitlichen Verzo¨gerung zu senden. Eine zeitliche Verzo¨gerung ist Voraus-
setzung fu¨r die Bu¨ndelung von A¨nderungen.
Bei dem Versand von synchronen Nachrichten fu¨hrt eine zeitliche Verzo¨ge-
rung zu einer Erho¨hung der Antwortzeiten fu¨r die Clients. Eine zeitliche
Verzo¨gerung ist bei der synchronen Replikation daher nicht empfehlens-
wert. Eine Anwendung der Bu¨ndelung ist somit bei einem Wechsel zu Ea-
ger Replication nicht ohne Anpassungen mo¨glich.
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Der Algorithmus zum Versenden von Deltas oder vollsta¨ndigen Kopi-
en kann hingegen auch bei synchroner Replikation angewendet werden.
Durch dessen Anwendung kann eine effizientere Synchronisation erreicht
werden, was bei der synchronen Replikation nicht nur eine effiziente Kon-
sistenzerhaltung zur Folge hat. Die A¨nderung des Gescha¨ftsobjekts und die
Synchronisation mit anderen Rechnern laufen innerhalb einer Transaktion
ab. Sowohl Antwortzeiten fu¨r den a¨ndernden Client als auch die Sperrzei-
ten fu¨r Gescha¨ftsobjekte ko¨nnen mit Hilfe der eingefu¨hrten Algorithmen
verku¨rzt werden.
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Abb. 3.32: Versionierung bei der synchronen Replikation (Eager Replication)
Die Versionierung bei der synchronen Replikation kann so angepasst wer-
den, dass eine neue Version eines Gescha¨ftsobjekts erst existiert, wenn al-
le Kopien eines Gescha¨ftsobjekts auf jedem Rechner synchronisiert sind.
In Abbildung 3.32 ist die Versionierung fu¨r die synchrone Replikation an
einem Beispiel dargestellt. Das Beispiel bezieht sich auf die Synchronisa-
tion unter Verwendung des Update-Everywhere-Verfahrens in Abbildung
3.32. Es werden analog ein Gescha¨ftsobjekt B1 erstellt und drei A¨nderun-
gen durchgefu¨hrt, die zu neuen Versionen des Gescha¨ftsobjekts fu¨hren (V1,
V2, V3).
Bei der synchronen Replikation wird auch die Synchronisation in die Trans-
aktion der A¨nderung eingeschlossen. Die A¨nderung eines Gescha¨ftsobjekts
ist erst abgeschlossen, wenn auch die Synchronisation abgeschlossen ist. In
dem Beispiel fu¨hrt die erste A¨nderung erst zum Zeitpunkt t1 zu einer neu-
en Version V1 des Gescha¨ftsobjekts B1 auf dem Rechner 1. Analog verha¨lt es
sich mit den anderen A¨nderungen. Eine Besta¨tigung u¨ber die erfolgreiche
A¨nderung an den Client kann erst im Anschluss erfolgen.
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Unabha¨ngig von der verwendeten Replikationsarchitektur existiert bei
der synchronen Replikation eine neue Version eines Gescha¨ftsobjekts erst,
nachdem alle Replikate aktualisiert wurden. Bei der asynchronen Replika-
tion orientiert sich die Versionierung an dem Abschluss der A¨nderung auf
dem Rechner, auf dem die Transaktion fu¨r die A¨nderung ausgelo¨st wurde.
Zusammenfassend la¨sst sich das Kostenmodell auch unter der Verwen-
dung von synchroner Replikation auf die Synchronisation von Gescha¨fts-
objekten anwenden. Der Einsatz aller aufbauenden Algorithmen ist jedoch
nicht mo¨glich. Eine rechneru¨bergreifende Versionierung la¨sst sich anwen-
den, eine Bu¨ndelung ist aber bei der synchronen Replikation nicht mo¨glich.
3.8.3 Wechsel der Interaktion
Die Interaktion wird bei der Replikation in konstant und linear unterteilt.
Bisher wurde eine konstante Interaktion vorausgesetzt. Die konstante In-
teraktion erlaubt es, mehrere Operationen in einer Nachricht zu u¨bermit-
teln. Hingegen wird bei der linearen Interaktion jede Operation in einer
einzelnen Nachricht gesendet.
Bei der Synchronisation von Gescha¨ftsobjekten fu¨hrt die Verwendung der
linearen Interaktion zu einem hohen Aufkommen an Synchronisations-
nachrichten. Jede Operation innerhalb einer A¨nderung wu¨rde zu einer
Nachricht fu¨hren. Eine Bu¨ndelung von A¨nderungen la¨sst die lineare In-
teraktion nicht zu, da die lineare Interaktion kein Zusammenfassen von lo-
gischen A¨nderungen in physischen Paketen mo¨glich ist. Andererseits wer-
den A¨nderungen umgehend synchronisiert, und eine hohe Konsistenz fu¨r
Gescha¨ftsobjekte wird erreicht.
Ein Wechsel zur linearen Interaktion la¨sst immer noch eine Anwendung
des Kostenmodells zu, aber die aufbauenden Algorithmen, wie die Bu¨nde-
lung, lassen sich nicht mehr verwenden. Eine ho¨here Aktualita¨t von Daten
kann durch die lineare Interaktion erreicht werden, aber eine Systemun-
terstu¨tzung hinsichtlich einer mo¨glichst effizienten Synchronisation von
Gescha¨ftsobjekten ist nicht mehr mo¨glich.
3.8.4 Wechsel der Terminierung
Der Prozess fu¨r die Synchronisation von Gescha¨ftsobjekten bezieht bislang
nicht die Terminierung mit ein. Abbildung 3.19 zeigt ein Aktivita¨tsdia-
gramm fu¨r den Synchronisationsprozess von Gescha¨ftsobjekten, welches
bereits die Erzeugung und den Versand einer Besta¨tigungsnachricht u¨ber
die Einarbeitung der A¨nderungen an den Sender beinhaltet. Eine Besta¨ti-
gungsnachricht wurde bisher als optional definiert.
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Bei der Terminierung von Synchronisationsnachrichten kann analog zu
verteilten Datenbanksystemen zwischen deterministischen und nicht-
deterministischen Synchronisationsnachrichten unterschieden werden. Bei
der Synchronisation von Gescha¨ftsobjekten kann von deterministischen
Synchronisationsnachrichten ausgegangen werden, da sich vor einer
A¨nderung die gleiche Version eines Gescha¨ftsobjekts auf jedem Rechner
in der gleichen Form befindet.
Bei dem Versand von Besta¨tigungsnachrichten wird ebenfalls in synchro-
ne und asynchrone Kommunikation unterschieden. Der synchrone Ver-
sand von Besta¨tigungsnachrichten belastet sowohl die Rechner als auch
das Netzwerk nach jeder Synchronisationsnachricht. Im Anschluss an je-
de A¨nderung wird eine Besta¨tigungsnachricht erzeugt und gesendet. Mit
der Annahme von deterministischen Nachrichten kann auf eine synchrone
Besta¨tigung von Synchronisationsnachrichten verzichtet werden. Fu¨r eine
Schonung von Netzwerk und Rechnern kann der asynchrone Versand bei-
spielsweise zu Zeiten niedriger Aktivita¨ten der Clients durchgefu¨hrt wer-
den.
Eine Mo¨glichkeit, die Synchronisation von Gescha¨ftsobjekten unter der
Verwendung von Besta¨tigungsnachrichten effizienter zu gestalten, ist die
Anwendung des Konzepts der Bu¨ndelung von A¨nderungen auf die Ter-
minierung. Besta¨tigungsnachrichten ko¨nnen in der Regel sehr klein sein
und haben im Verha¨ltnis wenige Rohdaten. Betrachtet man den Inhalt
wie ein Gescha¨ftsobjekt, ko¨nnen auch diese Informationen kumuliert oder
gebu¨ndelt werden, sofern eine Verzo¨gerung mo¨glich ist. Die Kumulie-
rung von mehreren Besta¨tigungsnachrichten ist mit der Betrachtung von
Abha¨ngigkeiten zwischen A¨nderungen gleichzusetzen. Die letzte erfolgrei-
che Besta¨tigungsnachricht kann beispielsweise alle vorhergehenden A¨nde-
rungen als erfolgreich voraussetzen. Bei der Bu¨ndelung werden analog
zu Deltas mehrere logische Besta¨tigungsnachrichten in einer physischen
Nachricht versendet. Eine Bu¨ndelung von Besta¨tigungsnachricht ist jedoch
nicht zu empfehlen, da es sich nur um sehr kleine Informationen han-
delt. Das Potential fu¨r die Einsparung von Transferzeiten ist gegenu¨ber der
Bu¨ndelung von Synchronisationsnachrichten bei Gescha¨ftsobjekten nur
sehr gering. Besta¨tigungsnachrichten ko¨nnen auch Fehlerfa¨lle vermitteln,
die eine anschließende Reaktion erfordern. Beispiele fu¨r Fehlerfa¨lle ko¨nnen
Ausfall des Systems oder Schreibkonflikte sein.
In Abbildung 3.33 ist ein Beispiel fu¨r den gebu¨ndelten Versand von
Besta¨tigungsnachrichten (Acknowledgement) bei der Synchronisation eines
Gescha¨ftsobjekts B1 zwischen zwei Rechnern dargestellt. Nach der Erstel-
lung der Kopie auf dem Rechner 1 wird im Anschluss eine Besta¨tigung u¨ber
die erfolgreiche Synchronisation gesendet. Nach der ersten und zweiten
A¨nderung wird keine Besta¨tigung gesendet. Die Besta¨tigungsnachrichten
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Abb. 3.33: Bu¨ndelung von Besta¨tigungsnachrichten
fu¨r die erste, zweite und dritte A¨nderung auf dem Rechner 2 werden ge-
sammelt in einer Nachricht zum Zeitpunkt t4 an den Rechner 1 versendet.
3.9 Abschließendes Beispiel
Ziel der Arbeit ist die Systemunterstu¨tzung fu¨r den Abgleich von
Gescha¨ftsobjekten. Die Funktionsweise des vorgestellten Konzepts wird an
Hand eines abschließenden Beispiels erla¨utert. Das vereinfachte Beispiel ei-
ner SalesOrder aus Abbildung 3.4 dient als Grundlage. Die SalesOrder
soll in der ersten Version V0 im folgenden Beispiel eine Gro¨ße von 15kB be-
sitzen. (Nicht alle Elemente sind aus Gru¨nden der U¨bersichtlichkeit abge-
bildet.) Die SalesOrder wird zu einem Zeitpunkt t0 auf einem Rechner 1
von einem Client 1 erstellt.
In dem Beispiel wird das Prima¨rkopieverfahren fu¨r Gescha¨ftsobjekte an-
gewendet. Die Systemparameter und Profile fu¨r Gescha¨ftsobjekte sind be-
kannt. Die Umgebung besteht aus zwei Rechnern, wobei der Rechner 1 der
Master ist. Es werden sieben A¨nderungen an dem Gescha¨ftsobjekt durch-
gefu¨hrt. Jede A¨nderung fu¨hrt zu einer neuen Version des Gescha¨ftsobjekts.
In Abbildung 3.34 ist die technische Sicht auf das abschließende Beispiel
dargestellt.
In dem Beispiel erfolgt der Zugriff durch Client 1 auf eine SalesOrder
auf dem Rechner 1 (1) und auf Rechner 2 u¨ber Client 2 (9). Befindet sich
das Gescha¨ftsobjekt im Cache der Anwendung, ko¨nnen die Daten des
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Abb. 3.34: Kommunikation beim Prima¨rkopieverfahren
Gescha¨ftsobjekts sofort von der Applikation an den Client gesendet wer-
den (2). Es muss von der Replikationskontrolle sichergestellt werden, dass
sich die letzte Version des Gescha¨ftsobjekts im Cache befindet. Sollte sich
das Gescha¨ftsobjekt nicht im Cache der Applikation befinden, mu¨ssen die
Daten des Gescha¨ftsobjekts aus der Datenbank geladen werden (3). Die-
ser Vorgang nimmt jedoch zusa¨tzliche Zeit in Anspruch, so dass sich die
Antwort fu¨r den Client verzo¨gert.
Der Vorteil der Replikation liegt hier in der lokalen Verfu¨gbarkeit. Clients
ko¨nnen an jedem Rechner die gleichen Daten anfordern. Jeder Rechner hat
die Gescha¨ftsobjektdaten lokal gespeichert, und im Idealfall befinden sich
die Gescha¨ftsobjekte, die ha¨ufig gelesen werden, im Cache der Applikati-
on. Der schreibende Zugriff erfolgt in dem Beispiel u¨ber den Client Client 1
(1), wobei sieben A¨nderungen an der SalesOrder vorgenommen werden.
Schreibanforderungen von Client 2 mu¨ssen von Rechner 2 an Rechner 1
weitergeleitet werden.
Bei der Erstellung der neuen SalesOrder muss das Gescha¨ftsobjekt zu-
erst initialisiert und anschließend in der Datenbank persistent gespeichert
werden (3). Dieser Vorgang erfolgt asynchron. Sobald eine A¨nderung der
SalesOrder erfolgt ist, wird der zusta¨ndige Agent angestoßen (4).
Der Agent beinhaltet die Replikationskontrolle und erstellt die Synchro-
nisationsnachrichten. Die Algorithmen, wie beispielsweise die Bu¨ndelung
von A¨nderungen, sind im Agenten implementiert. Im Anschluss an die
Nachrichtenerstellung wird die Synchronisationsnachricht an jeden Rech-
ner mit einem Replikat des Gescha¨ftsobjekts geschickt (5). Der Rechner 2
kann optional eine Besta¨tigung u¨ber die erfolgreiche A¨nderung senden (6).
Auf Rechner 2 ist analog ein Agent dafu¨r verantwortlich, die A¨nderun-
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t4 V4 0, 96 100 change: <Item><ID>0054</ID><Product><Price><Net
currency="EUR">600</Net><Gross currency="EUR">
714</Gross></Price></Product></Item>
t5 V5 0, 96 100 change: <Item><ID>0054</ID><Product><Price><Net
currency="EUR">500</Net><Gross currency="EUR">
595</Gross></Price></Product></Item>
t6 V6 6, 81 61 delete: <Item><ID>0060</ID></Item><Item><ID>0061
</ID></Item>





gen an das Gescha¨ftsobjekt weiterzuleiten bzw. die A¨nderungen durch-
zufu¨hren (7). Nach einer erfolgreichen A¨nderung des Gescha¨ftsobjekts
ko¨nnen die Daten persistent in der Datenbank gespeichert werden (8). Ein
Zugriff auf einen konsistenten Zustand der SalesOrder auf Rechner 2 ist
sofort nach der Ausfu¨hrung der A¨nderungen wieder mo¨glich (9).
In Tabelle 3.21 sind die an der SalesOrder vorgenommenen A¨nderun-
gen aufgelistet. Die erste A¨nderung entspricht dem Beispiel in Abbildung
3.28, wo Elemente hinzugefu¨gt, vera¨ndert und gelo¨scht wurden. Die fol-
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Abb. 3.35: Beispiel A¨nderungen einer SalesOrder
genden sechs A¨nderungen fu¨hren ebenfalls zum Hinzufu¨gen, Vera¨ndern
und Lo¨schen von Elementen der SalesOrder.
In der Tabelle 3.21 sind zu jeder A¨nderung die Gro¨ße der neu entstandenen
Version der SalesOrder sowie die Gro¨ße des Deltas gelistet. Die Deltas
wurden mit diffXML in der DUL4 ermittelt. Die Beschreibung der A¨nde-
rungen in der Tabelle wurde auf die gea¨nderten Elemente in Anlehnung
an die Struktur der SalesOrder reduziert. Ein Beispiel einer A¨nderungs-
beschreibung nach DUL ist in Abbildung A.3 zu sehen und entspricht der
ersten A¨nderung von Version V0 zu Version V1. Die Gro¨ße der neuen Ver-
sion der SalesOrder (Kopie) ist immer in prozentualer Gro¨ße zur Gro¨ße
der vorhergehenden Version der SalesOrder angegeben. Die Gro¨ße des
Deltas ist hingegen in kB angegeben.
Auf Basis der A¨nderungen der SalesOrder wird eine Versionierung von
V0 bis V7 durchgefu¨hrt. In Abbildung 3.35 ist die Versionierung an dem
Beispiel der SalesOrder dargestellt. Jede A¨nderung wird innerhalb ei-
ner Transaktion durch den Client 1 durchgefu¨hrt. Zusa¨tzlich ist eine Syn-
chronisation mit dem Rechner 2 dargestellt. Die Synchronisation mit dem
Rechner 2 erfolgt in der Abbildung nach jeder A¨nderung. Illustriert ist der
Versand von Deltas, wobei der schwarze Balken jeweils die Dauer der Ver-
arbeitung eines Deltas in Abha¨ngigkeit der Gro¨ße darstellt.
Der Agent ist auch in der Lage, vollsta¨ndige Kopien der SalesOrder zu
versenden. Die Verarbeitungszeiten TP und die Transferzeiten TN ko¨nnen
4 Delta Update Language
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fu¨r die Deltas und Kopien auf Basis der Profile bestimmt werden. Ein Ver-
sand von Synchronisationsnachrichten gema¨ß den Algorithmen A bis E
ist mo¨glich. Die Effizienz der Synchronisation kann so gesteigert werden.
Am Beispiel der Gro¨ße der zu versendenden Synchronisationsnachrichten
kann der Einfluss der Algorithmen aufgezeigt werden.
Tab. 3.22: Algorithmenvergleich am Beispiel der SalesOrder
ALG.
NACHRICHTENGRO¨SSE IN %
V0 V1 V2 V3 V4 V5 V6 V7 ∑
A 100 100 101, 00 102, 01 102, 01 102, 01 100 100 807, 04
A* 100 100 101, 00 102, 01 102, 01 102, 01 100 100 807, 04
B 100 10, 56 37, 71 44, 88 8, 55 8, 55 45, 32 13, 14 268, 70
C 100 85, 98 66, 56 253, 36
D 100 85, 98 55, 50 240, 10
E 100 102, 01 55, 50 249, 78
In Tabelle 3.22 ist ein Vergleich der Algorithmen A bis E (Tabelle 3.18) an
Hand der A¨nderungen an dem Beispiel der SalesOrder gegeben. Alle
Werte auf die Synchronisationsnachricht mit der Kopie von Version V0 des
Gescha¨ftsobjekts sind mit einer Gro¨ße von 15, 91 kB normiert und in Pro-
zent angegeben. Jede Synchronisationsnachricht entha¨lt einen Wert fu¨r das
Offset in der Gro¨ße von 0, 4 kB. Das Offset steht fu¨r den Kopf der Nachricht
(SOAP-Header). Die Summe aller Synchronisationsnachrichten inklusive
der Nachricht fu¨r die Erstellung des Gescha¨ftsobjekts ist fu¨r jede Zeile ge-
bildet. In dem Beispiel wird angenommen, dass eine zeitliche Verzo¨gerung
und somit die Bu¨ndelung von A¨nderungen fu¨r die ersten drei und letzten
vier A¨nderungen mo¨glich ist.
• Der Algorithmen A (sendeKopie(Vn+1)) sendet ausschließlich
vollsta¨ndige Kopien. Das Datenvolumen fu¨r den Transfer ist
daher sehr hoch und entspricht insgesamt 807, 04 % einer Synchroni-
sationsnachricht mit einer vollsta¨ndigen Kopie mit einer Gro¨ße von
15, 91 kB. Die Gro¨ße der zu versendenden Synchronisationsnach-
richten variiert nur minimal zwischen 100 % und 102, 02 %. Eine
A¨nderung, bei der Elemente hinzugefu¨gt werden, la¨sst die Gro¨ße
der Kopie auf 102, 02 % wachsen. Umgekehrt sinkt die Gro¨ße wieder
beim Entfernen von Elementen.
• Der Algorithmus B (sendeDelta(Vn+1, Vn)) la¨sst ausschließlich das Ver-
senden von Synchronisationsnachrichten mit Deltas zu. Nur bei der
Erstellung entspricht das Delta einer Kopie mit 100 %. Da im Verha¨lt-
nis zur Gro¨ße der SalesOrder nur kleine A¨nderungen durchgefu¨hrt
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werden, la¨sst sich die zu u¨bertragende Datenmenge bis auf 8, 55 %
reduzieren. Auf Grund der verwendeten Sprache DUL sind die Syn-
chronisationsnachrichten im Verha¨ltnis mit bis zu 45, 32 % sehr groß.
Zudem ist die Erstellung von Deltas sehr zeitaufwendig, hier aber
nicht betrachtet. Insgsamt la¨sst sich das Volumen auf 268, 7 % ge-
genu¨ber 807, 04 % bei Algorithmus A reduzieren.
• Die anderen Algorithmen lassen eine Bu¨ndelung zu, die erlaubt, die
Anzahl der Nachrichten auf drei zu reduzieren. Der Algorithmus
C (sendeDeltaBu¨ndel(Vn+1, Vn)) fasst die Deltas ∆(V1, V0), ∆(V2, V1)
und ∆(V3, V2) sowie die Deltas ∆(V4, V3), ∆(V5, V4), ∆(V6, V5) und
∆(V7, V6) zu jeweils einer Synchronisationsnachricht mit einer Gro¨ße
von 85, 98 % und 66, 56 % zusammen. Dadurch kann in erster Linie
u¨berflu¨ssiger Nachrichtentransfer eingespart werden. Das gesamte
zu u¨bertragende Datenvolumen sinkt auf Grund der weniger zu sen-
denden Nachrichten auf nur 253, 36 %.
• Der Algorithmus D (sendeDeltaAbha¨ngigBu¨ndel(Vn+1, Vn)) betrachtet
zusa¨tzlich Abha¨ngigkeiten zwischen A¨nderungen. Fu¨r die vierte und
fu¨nfte A¨nderung der SalesOrder kann eine vollsta¨ndige Abha¨ngig-
keit festgestellt werden. Zudem handelt es sich bei der fu¨nften A¨nde-
rung um eine zuru¨cksetzende A¨nderung. Die Werte der Version V3
und die Werte der Version V5 sind gleich. Der Algorithmus la¨sst
durch die Bu¨ndelung und die Betrachtung der Abha¨ngigkeiten einen
Verzicht auf die A¨nderungen ∆(V4, V3) und ∆(V5, V4) zu. Das zu
u¨bertragende Datenvolumen kann weiter auf 240, 10 % reduziert
werden.
• Der Algorithmus E (sendeDeltaAbha¨ngigBu¨ndelKopie(Vn+1, Vn)) erlaubt
es, eine vollsta¨ndige Kopie der SalesOrder anstatt der ersten
gebu¨ndelten Synchronisationsnachricht zu senden. Auf diese Wei-
se wird das zu u¨bertragende Datenvolumen wieder leicht erho¨ht
(249, 78 %). Der Versand einer vollsta¨ndigen Kopie erspart jedoch Ver-
arbeitungszeit auf Empfa¨nger und Sender.
3.10 Zusammenfassung der Konzeption
Der konzeptionelle Teil dieser Arbeit fokussiert eine effizientere Gestal-
tung der Synchronisation von Gescha¨ftsobjekten unter der Verwendung
des Prima¨rkopieverfahrens fu¨r Gescha¨ftsobjekte. Bei den zu synchronisie-
renden Daten handelt es sich um komplexe Gescha¨ftsobjekte. Die formalen
Eigenschaften von Gescha¨ftsobjekten in einer verteilten Umgebung wer-
den innerhalb des Konzepts definiert und bilden die Grundlage einer Pro-
filerstellung.
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Die eingefu¨hrte Profilerstellung von Gescha¨ftsobjekten ermo¨glicht es, oh-
ne Zugriff auf die Gescha¨ftsobjekte selbst, Aussagen u¨ber deren formale Ei-
genschaften zu treffen. Zudem wird die Versionierung von Gescha¨ftsobjek-
ten eingefu¨hrt, die auf zeitlichen Konsistenzanforderungen fu¨r Gescha¨fts-
objekte beruht. Erst die Versionierung erlaubt es, Abha¨ngigkeiten zwischen
A¨nderungen zu betrachten, die wie die Versionierung Grundlage fu¨r die
spa¨ter folgenden Algorithmen sind.
In Anlehnung an eine verteilte Umgebung und dem Einsatz von Agen-
ten wird ein Systemmodell vorgestellt, welches erlaubt, systemspezifische
Parameter zu bestimmen. Die systemspezifischen Parameter werden ana-
log zu Gescha¨ftsobjekten in Profilen gehalten. Gemeinsam ermo¨glichen die
Profile von Gescha¨ftsobjekten und die Systemprofile die Aufstellung eines
Kostenmodells fu¨r die Bestimmung der Kosten von Synchronisationspro-
zessen. Das Kostenmodell ha¨lt sich an einen Synchronisationsprozess aus
einer Folge von Teilprozessen und ist daher erweiterbar und auch unter
Annahme anderer Replikationsstrategien anwendbar.
Das Kostenmodell erlaubt die Bewertung verschiedener Synchronisati-
onsstrategien. Beispielsweise kann abgewogen werden, ob der Versand von
vollsta¨ndigen Kopien oder Deltas bei der Synchronisation von Gescha¨fts-
objekten erfolgen sollte. Die Profile der Gescha¨ftsobjekte bilden die Grund-
lage. Verschiedene Algorithmen werden vorgestellt, die sich die Versionie-
rung von Gescha¨ftsobjekten zu Nutze machen. Letztendlich ko¨nnen meh-
rere aufbauende Algorithmen aufgestellt werden, die eine Unterstu¨tzung
der Synchronisation von Gescha¨ftsobjekten bilden. Eine Betrachtung des
Synchronisationsprozesses erfolgt von der A¨nderung eines Gescha¨ftsob-
jekts u¨ber die Erstellung einer Synchronisationsnachricht bis hin zur Ein-
arbeitung der A¨nderungen auf Replikaten. Eine Bestimmung der Kom-
plexita¨t der Algorithmen erfolgt nicht. Hingegen wird ein Vergleich der
Algorithmen hinsichtlich der ersparten Verarbeitungs- und Transferzeiten
durchgefu¨hrt (siehe Kapitel 4).
In der realen Welt werden oft Mischstrategien fu¨r die Replikation von Da-
ten verwendet. Eine Generalisierung der vorgestellten Lo¨sung wird unter
Wechsel verschiedener Replikationsstrategien dargelegt. In einem abschlie-
ßenden Beispiel wird der Einsatz der Lo¨sung demonstriert.
4
Evaluierung
In diesem Kapitel werden die vorgestellten Konzepte validiert und evalu-
iert. In Abschnitt 1.3 wurde als Ziel der Arbeit ein komplexes Gesamtkon-
zept fu¨r die Systemunterstu¨tzung der Synchronisation von Gescha¨ftsobjek-
ten vorgestellt (siehe Abbildung 1.1). Es wurden drei Thesen fu¨r die Arbeit
zusammengestellt, die zusammenfassend eine Verbesserung der Synchro-
nisation von Gescha¨ftsobjekten hinsichtlich der Effizienz der Synchronisa-
tion und der Menge der zu u¨bertragenden Daten erwarten. Im Rahmen
der Konzeption wurden formale Eigenschaften von Gescha¨ftsobjekten, die
Profilerstellung von Gescha¨ftsobjekten, ein Systemmodell, ein umfangrei-
ches Kostenmodell und die darauf aufbauenden Algorithmen vorgestellt.
In der Evaluierung wird gezeigt, dass mit dem aufgestellten Konzept eine
Verbesserung der Synchronisation von Gescha¨ftsobjekten erreicht werden
kann.
Auf Grund der Komplexita¨t der Gesamtlo¨sung werden die Teilkonzepte
vorerst getrennt evaluiert. So kann unter anderem gezeigt werden, dass die
definierten formalen Eigenschaften von Gescha¨ftsobjekten einen Einfluss
auf den Synchronisationsprozess haben und wie sich die einzelnen Para-
meter des Modells fu¨r Gescha¨ftsobjekte auf den Synchronisationsprozess
auswirken. Die Untersuchung findet experimentell statt, damit ein geziel-
ter Einfluss auf die Modifikation von Parametern ausgeu¨bt werden kann.
Auf Basis der experimentellen Evaluierung kann zugleich eine Validierung
des Kostenmodells erfolgen, da reale Gescha¨ftsobjekte erzeugt werden. Die
Bestimmung von Systemparametern wird an einem Beispiel detailliert vor-
gefu¨hrt und zeigt zugleich die Validita¨t des Kostenmodells auf.
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Die Profilerstellung wird prototypisch umgesetzt. Die erstellten Profile fu¨r
Gescha¨ftsobjekte dienen zugleich als Basis fu¨r die noch folgenden Analy-
sen. Eine Analyse der Algorithmen bezu¨glich der Gro¨ße der Synchronisati-
onsnachrichten erfolgt vorerst in einer Simulation. Die Simulation erlaubt
es, eine komplexe Umgebung, wie sie in verteilten Umgebungen vorzufin-
den ist, mit all ihren Systemparametern abzubilden. Eine experimentelle
Evaluierung der Algorithmen folgt und la¨sst eine Untersuchung der Algo-
rithmen hinsichtlich der Effizienz zu. Die Umsetzung des Gesamtkonzepts
kann somit an Hand von mehreren Szenarien gezeigt werden. Die experi-
mentelle Evaluierung zeigt eine deutliche Verbesserung der Synchronisati-














Abb. 4.1: Aufbau der Evaluierung
In Abbildung 4.1 ist der Aufbau der Evaluierung abgebildet. Es werden
zum einen fu¨r ausgewa¨hlte Gescha¨ftsobjekte aus einem Produktivsystem
Profile erstellt, um die Komplexita¨t der Struktur von Gescha¨ftsobjekten
aufzuzeigen. U¨ber einen Generator werden Gescha¨ftsobjekte mit speziel-
len Eigenschaften gezielt erstellt. Der Generator erlaubt eine schrittwei-
se Manipulation von Elementen, so dass auch eine Bestimmung von Sy-
stemparametern mo¨glich ist. Eine experimentelle Validierung des Kosten-
modells kann auf Basis der generierten Elemente erfolgen. Ein Analyse-
framework ermo¨glicht die Sammlung und Analyse formaler Eigenschaf-
ten von Gescha¨ftsobjekten, dient aber prima¨r fu¨r die Profilerstellung von
Gescha¨ftsobjekten. Die Profilerstellung selbst wird als lose gekoppelter
Dienst in einem Prototypen umgesetzt. Eine statistische Auswertung for-
maler Eigenschaften ist zusa¨tzlich mo¨glich.
Das vorgestellte Konzept hinsichtlich des Kostenmodells und der Algo-
rithmen wird in einer Simulationsumgebung und experimentell inner-
halb eines Prototyps evaluiert. Die Synchronisation von Gescha¨ftsobjek-
ten u¨ber Web Services wird mit gezielt gea¨nderten und zufa¨llig gea¨nderten
Gescha¨ftsobjekten durchgefu¨hrt. Letztendlich wird ein Vergleich der Algo-
rithmen fu¨r die Synchronisation von Gescha¨ftsobjekten durchgefu¨hrt und




Das Konzept fu¨r die Systemunterstu¨tzung der Synchronisation von
Gescha¨ftsobjekten erfordert die Analyse realer Gescha¨ftsobjekte. In Ab-
schnitt 3.2 wurden die formalen Eigenschaften von Gescha¨ftsobjekten de-
finiert. Diese beziehen sich allein auf Gescha¨ftsobjekte im Sinne von In-
stanzen und nicht auf Typenbeschreibungen von Gescha¨ftsobjekten. Fu¨r
die folgende Evaluierung wird der Zugriff auf reale Gescha¨ftsobjekte be-
schrieben. Weiterhin wird die gezielte Generierung von Gescha¨ftsobjekten
mit spezifischen Eigenschaften beschrieben.
4.1.1 Zugriff auf reale Gescha¨ftsobjekte
Gescha¨ftsobjekte stellen bereits Dienste fu¨r den lesenden und schreibenden
Zugriff bereit. Bei den bereitgestellten Diensten kann in Kerndienste (Core-
Services) und erweiterte Dienste (Enhanced Services) unterschieden wer-
den. Fu¨r die Analyse ko¨nnen Kerndienste genutzt werden, um den Zugriff
auf den vollsta¨ndigen Datenbestand eines Gescha¨ftsobjekts zu ermo¨gli-
chen. Ein oft bereitgestellter Kerndienst stellt die Migration von Gescha¨fts-
objekten dar. Dieser Dienst erlaubt es, vollsta¨ndige Kopien von Gescha¨fts-
objekten anzufordern, um diese auf andere Systeme zu migrieren.
Als Repra¨sentant eines Produktivsystems wird eine Gescha¨ftslo¨sung fu¨r
mittelsta¨ndische Unternehmen eines großen Softwareherstellers verwen-
det. Diese erlaubt es, u¨ber einen Web Service Gescha¨ftsobjekte aus dem
System anzufragen. Die Ru¨ckgabe erfolgt vollsta¨ndig in der beschriebenen
XML-Struktur. Die Struktur der gelesenen Gescha¨ftsobjekte la¨sst sich somit
problemlos analysieren.
Zu jedem der existierenden Gescha¨ftsobjekte ist ein Schema vorhanden.
Dieses definiert, welche Elemente in den jeweiligen Gescha¨ftsobjekten vor-
kommen ko¨nnen. Ein u¨berwiegender Teil der Elemente ist als optional
definiert. Weiterhin sind oft Sequenzen von Elementen definiert, die eine
Bestimmung der Kardinalita¨ten nicht zulassen. Die Schemabeschreibung
la¨sst sich jedoch nutzen, um einen Vergleich mit den real existierenden
Gescha¨ftsobjekten durchzufu¨hren.
Ein Vergleich von Schema und den real existierenden Gescha¨ftsobjekten
erlaubt es, die Vollsta¨ndigkeit von Gescha¨ftsobjekten zu bestimmen. Die
Ha¨ufigkeit kann u¨ber den Aufruf aller existierenden Gescha¨ftsobjekte er-
mittelt werden. Als problematisch hat sich die Ermittlung von Zugriffen
auf Gescha¨ftsobjekte gezeigt. Diese ist nur u¨ber die Auswertung von Log-
Dateien mo¨glich. Auf Grund von technischen Problemen wurde auf eine
Auswertung von Lese- und Schreibzugriffen verzichtet.
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4.1.2 Generierung von Gescha¨ftsobjekten
Fu¨r die Validierung des Konzepts ist es notwendig, Gescha¨ftsobjekte zu
erzeugen. Reale Gescha¨ftsobjekte haben eine sehr komplexe Struktur und
enthalten eine Vielzahl von Elementen, so dass eine gezielte Manipulati-
on außerhalb des Systems sehr aufwendig ist. Zudem ist eine Bindung des
Schemas zu Objekten u¨ber die Schemabeschreibung der Gescha¨ftsobjekte,
wie es beispielsweise mit Java XML-Binding [jav] durchgefu¨hrt wird, zwar
mo¨glich, erfordert aber eine aufwendige Implementierung fu¨r die Manipu-
lation der Elemente.












Abb. 4.2: Beispiel fu¨r ein erzeugtes XML-Dokument
Fu¨r die Evaluation wurde ein XML-Dokument erzeugt, welches dem ein-
fachen Beispiel der SalesOrder aus Abbildung 3.4 folgt. Das Gescha¨fts-
objekt wurde schon in eine Synchronisationsnachricht eingefu¨gt, so dass
eine Wiederverwendung in allen Experimenten mo¨glich ist. Das Gescha¨fts-
objekt befindet sich somit innerhalb einer Synchronisationsnachricht, wo-
bei nur das Gescha¨ftsobjekt selbst vera¨ndert wird. In Abbildung 4.2 ist
ein Beispiel fu¨r ein XML-Dokument abgebildet. Das XML-Dokument ent-
spricht einer Synchronisationsnachricht nach SOAP. Den Inhalt der Syn-
chronisationsnachricht bildet das Beispiel der SalesOrder. Innerhalb der
SalesOrder sind jedoch ausschließlich die eindeutigen Identifikationsin-
formationen (ID) und ein leeres Item vorhanden. Alle anderen Elemente
aus dem Beispiel wurden entfernt. Auf Metainformationen innerhalb der
Synchronisationsnachricht wurde ebenfalls verzichtet. Der Kopf der Nach-
richt ist leer. Im Folgenden wird das Beispiel aus Abbildung 4.2 als Aus-
gangsdokument bezeichnet. Wird ein neues XML-Dokument generiert, so
entha¨lt es mindestens die Elemente des Ausgangsdokuments. Auf diese
Weise lassen sich alle Messungen auf eine Referenz beziehen.
Mit dem Generator von Gescha¨ftsobjekten (BO Generator) lassen sich ge-
zielt Elemente dem Ausgangsdokument hinzufu¨gen. Es ist mo¨glich, Kno-
ten, Attribute und Werte schrittweise zu erga¨nzen. Knoten ko¨nnen gezielt
4.2 Analyse von Gescha¨ftsobjekten 131
in einer bestimmten Ebene hinzugefu¨gt oder zwischen Ebenen verschoben
werden. Attribute und Werte ko¨nnen ebenfalls gezielt in Knoten an be-
stimmten Positionen erga¨nzt werden. Wird eine schrittweise Vera¨nderung
der SalesOrder vorgenommen, wird eine neue Version erzeugt. Jede Ver-
sion wird gesondert in einem XML-Dokument gespeichert und kann fu¨r
die folgenden Experimente verwendet werden. Der Einfluss jeglicher Art
von A¨nderungen von Gescha¨ftsobjekten kann somit untersucht werden.
4.2 Analyse von Gescha¨ftsobjekten
Die Analyse von Gescha¨ftsobjekten beinhaltet das Auslesen von Gescha¨fts-
objekten in XML-Struktur, die Profilerstellung von Gescha¨ftsobjekten und
die statistische Auswertung von Profilen. Auf Gescha¨ftsobjekte wird u¨ber
standardisierte Web Services zugegriffen. Die Profilerstellung wird als lose
gekoppelter Dienst zur Verfu¨gung gestellt. Die Mo¨glichkeiten des Analy-
seframeworks werden im Anschluss vorgestellt.
4.2.1 Analyseframework
Das Analyseframework ist ein Modul, welches allein der Auswertung von
formalen Eigenschaften von Gescha¨ftsobjekten dient. In Abschnitt 3.2 wur-
den formale Eigenschaften von Gescha¨ftsobjekten im Rahmen der Synchro-
nisation von Gescha¨ftsobjekten vorgestellt. Eine Komponente des Analyse-
frameworks ist die Profilerstellung. Eine statistische Analyse ist u¨ber eine
Benutzerschnittstelle mo¨glich. Im Folgenden wird das Analyseframework






















Abb. 4.3: Aufbau von BOAT
In Abbildung 4.3 ist der Aufbau von BOAT dargestellt. Ziel ist es,
Gescha¨ftsobjekte in XML-Struktur zu analysieren. Die Auswahl der zu ana-
lysierenden Gescha¨ftsobjekte kann von einem Benutzer u¨ber die Benutzer-
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schnittstelle erfolgen (1). Die Gescha¨ftsobjekte ko¨nnen aus einem Test- oder
Produktivsystem geladen werden. Dieses muss einen entsprechenden Web
Service (a) bereitstellen. Innerhalb einer mehrschichtigen Architektur kann
auf die Kerndienste des Repository, in dem sich die Gescha¨ftsobjekte be-
finden, zugegriffen werden. Alternativ ko¨nnen u¨ber den Generator gezielt
Gescha¨ftsobjekte, mit speziellen Eigenschaften erstellt werden (3). Sowohl
erstellte als auch aus einem System geladene Gescha¨ftsobjekte werden lo-
kal in Dokumenten abgespeichert (3,4).
Die lokal gespeicherten Gescha¨ftsobjekte ko¨nnen mit Hilfe der Anwen-
dung hinsichtlich ihrer formalen Eigenschaften analysiert werden. Fu¨r ei-
ne Strukturanalyse steht ein Web Service (Profiling WS) bereit, der ent-
sprechende Strukturprofile zuru¨ckliefert (5). In Abbildung A.6/A.7 ist ein
mo¨gliches Schema fu¨r Strukturprofile vollsta¨ndig aufgelistet. Die Bereit-
stellung des Web Service orientiert sich an dem Konzept eines Web Services
fu¨r die Profilerstellung in Abbildung 3.13. Der Web Service kann ebenfalls
von anderen Anwendungen genutzt werden. Letztendlich ko¨nnen statisti-
sche Auswertungen der formalen Eigenschaften in Form von Profilen u¨ber
die Benutzerschnittstelle durchgefu¨hrt werden (6). Die Beschreibung der
Implementierung der Benutzerschnittstelle von BOAT ist in [Len08] zu fin-
den.
4.2.2 Beispiele fu¨r die Analyse
Aus der Analyse der Struktur von Gescha¨ftsobjekten wurde in Abschnitt
3.2 eine Vielzahl an Kriterien fu¨r die Analyse von Gescha¨ftsobjekten iden-
tifiziert. Dabei kann die Analyse von Gescha¨ftsobjekten in zwei Kategorien
unterschieden werden. Die erste Kategorie ist eine Analyse auf Instanzebe-
ne. Diese Analyse trifft Aussagen u¨ber einzelne Instanzen von Gescha¨ftsob-
jekten. Die zweite Kategorie bildet die Analyse je Gescha¨ftsobjekttyp. Hier
werden Aussagen u¨ber ganze Gescha¨ftsobjekttypen getroffen, z. B. einer
SalesOrder. Diese Werte bilden den Durchschnitt aller Instanzen eines
oder mehrerer Systeme. Es kann jedoch eine Gruppierung nach anderen
Kriterien erfolgen. Beispielsweise ko¨nnen auch Durchschnittswerte fu¨r alle
Gescha¨ftsobjekte eines ausgewa¨hlten Kunden gebildet werden.
Fu¨r eine initiale Analyse von Instanzen werden die Parameter des Modells
fu¨r Gescha¨ftsobjekte 3.4 ermittelt. Fu¨r eine Evaluierung werden selektiv
Gescha¨ftsobjekte aus existierenden Systemen eines großen Softwareherstel-
lers verwendet. Die Gescha¨ftsobjekte wurden aus den existierenden Syste-
men exportiert, in XML-Dokumenten gespeichert und dem Analyseframe-
work BOAT u¨bergeben.
Fu¨r einen Vergleich wurden auch die Schemabeschreibungen der analy-
sierten Gescha¨ftsobjekte betrachtet. Die Schemabeschreibung hilft, einen
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Vergleich der mo¨glichen Elemente und der tatsa¨chlich verwendeten Ele-
mente bei den Gescha¨ftsobjekten durchzufu¨hren. Die Vollsta¨ndigkeit fu¨r
Gescha¨ftsobjekte la¨sst sich somit bestimmen (siehe Abschnitt 3.2). Es
mu¨ssen jedoch die Kardinalita¨ten von Elementen bei einem Vergleich
beru¨cksichtigt werden. Einfachhaltshalber wurden entsprechend des Sche-
mas alle mo¨glichen Elemente eines Gescha¨ftsobjekts erzeugt. Die Struk-
turprofile werden nach U¨bergabe der Gescha¨ftsobjekte in Form von XML-
Dokumenten u¨ber einen Web Service zuru¨ckgegeben. Die Ru¨ckgabe kann
in XML-Struktur erfolgen, um gute Lesbarkeit und Erweiterbarkeit zu
gewa¨hrleisten. Jedes Profil entha¨lt die Identifikationsdaten des Gescha¨fts-
objekts, dem es entspricht.






















Abb. 4.4: Analysebeispiele fu¨r gro¨ßere Gescha¨ftsobjekte
In Abbildung 4.4 sind zwei Beispiele fu¨r die mo¨gliche Analyse von
Gescha¨ftsobjekten abgebildet. Als Repra¨sentanten gro¨ßerer Gescha¨ftsob-
jekte wurden jeweils 1000 Instanzen einer SalesOrder (Abbildung 4.4
a) und einer PurchaseOrder (Abbildung 4.4 b) analysiert. Abgebildet
ist die Anzahl der Knoten und die Gro¨ße der Gescha¨ftsobjekte. Die Ab-
bildungen zeigen, dass SalesOrder mit bis zu 6000 Knoten und einer
Gro¨ße von bis 300 kB existieren. Die meisten Gescha¨ftsobjekte vom Typ
SalesOrder haben eine Gro¨ße zwischen 50 kB und 150 kB. Die Gescha¨fts-
objekte vom Typ PuchaseOrder haben hingegen eine Gro¨ße zwischen
20 kB und 50 kB. Bildet man die Durchschnittswerte, so erha¨lt man eine
Gro¨ße von durchschnittlich ca. 94 kB bei der SalesOrder und ca. 35 kB
bei der PurchaseOrder. Die durchschnittliche Anzahl der Knoten liegt
bei der SalesOrder bei fast 2000 Knoten (AVG(N) = 1.906) und bei der
PurchaseOrder bei u¨ber 600 Knoten (AVG(N) = 624).
In Abbildung 4.5 sind zwei weitere Beispiele fu¨r die Analyse darge-
stellt. Als Repra¨sentanten kleinerer Gescha¨ftsobjekte wurden Instanzen des
Gescha¨ftsobjekttyps Material (Abbildung 4.5 a) und Supplier (Abbil-
dung 4.5 b) analysiert. Gegenu¨ber der SalesOrder ist die durchschnittli-
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che Gro¨ße der Gescha¨ftsobjekte wesentlich geringer und liegt unter 6, 2 kB
bei Material und unter 2, 4 kB bei Supplier.
























Abb. 4.5: Analysebeispiele fu¨r kleinere Gescha¨ftsobjekte
Die Beispiele zeigen, dass sich sowohl Gro¨ße der Gescha¨ftsobjekte als auch
die Anzahl der Knoten zwischen den Gescha¨ftsobjekten stark unterschei-
den. Auf Basis der Analysebeispiele ist zu erwarten, dass Synchronisati-
onsnachrichten mit einer vollsta¨ndigen Kopie einer SalesOrder sehr groß
werden und ein Versand von Deltas bei kleinen A¨nderungen empfehlens-
wert ist. Hingegen werden Synchronisationsnachrichten mit vollsta¨ndiger
Kopie von Material und Supplier nur sehr klein sein. Das Potential fu¨r
die Einsparung von Transferzeiten durch den Versand von Deltas ist bei
diesen Gescha¨ftsobjekten wesentlich geringer.
Bei den Beispielen handelt es sich um Instanzen eines Systems. Die Ei-
genschaften der Gescha¨ftsobjekte variieren zwischen verschiedenen Sys-
temen und ha¨ngen von der Verwendung des Systems ab. Die sehr kleinen
Gescha¨ftsobjekte vom Typ SalesOrder haben sich beispielsweise als nicht
verwendete Gescha¨ftsobjekte erwiesen bzw. wurden diese fu¨r Testzwecke
angelegt. Zusammenfassend lassen sich mit Hilfe des Analyseframeworks
umfassende Abscha¨tzungen u¨ber die Eigenschaften von Gescha¨ftsobjekten
treffen, welche eine Unterstu¨tzung fu¨r die Parametrisierung der Synchro-
nisation von Gescha¨ftsobjekten leisten.
4.3 Experimentelle Validierung des Kostenmodells
Die Algorithmen nutzen das Kostenmodell, welches wiederum auf den Pa-
rametern des Modells fu¨r Gescha¨ftsobjekte (Abschnitt 3.2) und den System-
parametern (Abschnitt 3.5) aufbaut. Fu¨r eine Nutzung des Kostenmodells
fu¨r die Vorherbestimmung von Verarbeitungszeiten ist es notwendig, die
Parameter des Systemmodells zu bestimmen.
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Die folgende experimentelle Validierung des Kostenmodells erfolgt auf Ba-
sis von generierten Gescha¨ftsobjekten. Anhand der Experimente kann ge-
zeigt werden, dass die Anzahl der Elemente, die Gro¨ße der Elemente und
die Struktur von Gescha¨ftsobjekten Einfluss auf die Prozesse wa¨hrend der
Synchronisation hat. Weiterhin wird die Verarbeitungszeit von gezielt er-
stellten Gescha¨ftsobjekten analysiert. Dadurch wird eine exakte Bestim-
mung, welchen Einfluss die Elemente und deren Position auf die Verar-
beitungszeit haben, erreicht.
Abschließend kann gezeigt werden, dass mit einer Auswahl an gezielt er-
stellten Gescha¨ftsobjekten eine Bestimmung der Systemparameter mo¨glich
ist. Die Vorgehensweise fu¨r die Bestimmung der Systemparameter orien-
tiert sich an der Beschreibung in Abschnitt 3.5.4. Die Bestimmung der Pa-
rameter orientiert sich an dem Kostenmodell aus Abschnitt 3.6. Weiterhin
kann anhand der Validierung u¨berpru¨ft werden, ob die in den Profilen von
Gescha¨ftsobjekten vorhandenen Werte (Abschnitt 3.3) hinreichend sind.
4.3.1 Testumgebung
Das generische Kostenmodell fu¨r die Verarbeitungszeit von Gescha¨ftsob-
jekten wurde auf Basis von Annahmen vereinfacht (Abschnitt 3.6.2). Die
Annahmen sind in Tabelle 3.14 zusammengefasst. Alle Annahmen beruhen
auf dem Verhalten eines herko¨mmlichen XML-Parsers wie beispielsweise
JDOM [JDO]. Eine experimentelle Validierung der Annahmen wird am Bei-
spiel von JDOM durchgefu¨hrt. Fu¨r einen Vergleich mit anderen Implemen-
tierungen werden bei den folgenden Experimenten weiterhin die Imple-
mentierungen von DOM4J [dom], SAX [SAX] und XPP [Ind09] verwendet.
Diese zeigen ein anderes Verhalten bei der Verarbeitung von Gescha¨ftsob-
jekten und lassen somit andere Annahmen fu¨r das Kostenmodell zu, die
aber keine Widerlegung des vereinfachten Kostenmodells aus Abschnitt
3.6.2 aufzeigen. Vielmehr la¨sst sich das generische Kostenmodell aus Ab-
schnitt 3.6.1 weiterhin anwenden. Auf Basis von Experimenten lassen sich
fu¨r die anderen Implementierungen Annahmen, die gegebenfalls zu weite-
ren Vereinfachungen fu¨hren, treffen.
Der fu¨r die folgenden Messungen verwendete Rechner hat einen Intel Pen-
tium M Prozessor mit einer Leistung von 1, 6 GHz und 2 GB RAM. Die
Messungen wurden unter Verwendung von JAVA 1.6 durchgefu¨hrt. Eine
Auswahl der Experimente wurde ebenfalls auf einem Intel Itanium Server
durchgefu¨hrt. Fu¨r die Validierung des Kostenmodells ist eine Bestimmung
der absoluten Werte fu¨r Verarbeitungszeiten nicht notwendig. Die Fokus-
sierung liegt auf dem Verhalten der Verarbeitungszeit bei der Vera¨nderung
von Gescha¨ftsobjekten. Die Messungen haben auf beiden Systemen das
gleiche Verhalten aufgezeigt, weshalb im Folgenden nur die Messungen
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auf dem ersten Rechner aufgezeigt werden. Die folgenden Ergebnisse las-
sen sich auf Grund gleichen Verhaltens bei unterschiedlichem System auf
andere Anwendungsserver u¨bertragen.
Verwendete Implementierungen von Parsern
Die Annahmen des Kostenmodells sind abha¨ngig von der verwendeten
Implementierung des Parsers. Die folgenden Experimente wurden mit fol-
genden Implementierungen durchgefu¨hrt, um das unterschiedliche Ver-
halten und die daraus resultierend sich vera¨ndernden Annahmen aufzu-
zeigen:
• JDOM: JDOM [JDO] ist eine fu¨r Java optimierte Programmierschnitt-
stelle (API) zum Arbeiten mit XML-Dokumenten. Mit JDOM wurde
versucht, die Vorteile von den Programmierschnittstellen SAX und
DOM zu verbinden. Die API ist als Open Source-Projekt verfu¨gbar.
Die API baut nicht auf DOM auf, bietet aber die Mo¨glichkeit, DOM-
Dokumente zu lesen und zu schreiben sowie SAX-Ereignisse zu ver-
arbeiten. In JDOM werden die Dokumente in einer Baumhierarchie,
dem JDOM-Baum, dargestellt. Der Einstieg in das XML-Dokument
in JDOM ist immer das Wurzelelement. Der Zugriff auf die Elemente
funktioniert u¨ber Elternelemente und Kindelemente (Unterelemen-
te).
• DOM4J: Dom4j [dom] ist ebenfalls eine Programmierschnittstelle fu¨r
den Zugriff und die Verarbeitung von XML-Dokumenten in Java. Die
Implementierung a¨hnelt der von JDOM und ist ebenfalls als Open
Source-Projekt verfu¨gbar. Dom4j dient dem Lesen und Verarbeiten
von XML-Dokumenten, wobei das Java CollectionsFramework ver-
wendet wird. Im Vergleich zu JDOM werden die XPath API und XSLT
unterstu¨tzt. DOM, SAX und JAXP werden ebenfalls vollsta¨ndig von
JDOM unterstu¨tzt.
• SAX: Die Simple API fu¨r XML (SAX) [SAX] ist eine Programmier-
schnittstelle, die das Parsen von XML-Dokumenten definiert. Ge-
genu¨ber DOM werden die XML-Daten als sequentieller Datenstrom
gelesen, und es wird ereignisorientiert gearbeitet. Urspru¨nglich wur-
de SAX ausschließlich fu¨r Java entwickelt, ist heute aber auch in
vielen anderen Programmiersprachen zu finden. In dem SAX-Parser
wird eine Vielzahl von Methoden fu¨r den Zugriff auf die XML-
Dokumente bereitgestellt. Der Zugriff erfolgt nicht hierarchisch wie
bei JDOM u¨ber Eltern- und Kindelemente.
• XPP Der XML Pull Parser (XPP) [Ind09] ist ein weiterer Parser fu¨r
XML-Dokumente. Er wurde dafu¨r entwickelt, alle Elemente eins
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XML-Dokuments effizient zu verarbeiten. XPP verarbeitet die XML-
Dokumente sequentiell und ist sehr einfach gestaltet. Im Gegensatz
zu JDOM werden nicht die Java Collection Klassen verwendet. Es
werden keine Entita¨ten, Kommentare oder Befehle fu¨r die Verarbei-
tung innerhalb der XML-Dokumente unterstu¨tzt.
4.3.2 Experimentbeschreibung
Es wurden Annahmen fu¨r die Verarbeitung von Knoten, Attributen, Wer-
ten und Verweisen getroffen. Die folgenden Experimente dienen der expe-
rimentellen Validierung der Annahmen fu¨r das vorgestellte Kostenmodell.
Ziel ist es, die Zeiten fu¨r die Verarbeitung von Elementen von gezielt er-
stellten Gescha¨ftsobjekten zu messen. Der Einfluss der Anzahl, der Gro¨ße
und der Position der Elemente innerhalb des Gescha¨ftsobjekts auf die Ge-
samtverarbeitungszeit fu¨r das vollsta¨ndige Gescha¨ftsobjekt wird validiert.
Fu¨r die Erstellung der Gescha¨ftsobjekte wird der in Abschnitt 4.2 vorge-
stellte Generator verwendet.
Bei dem Synchronisationsprozess von Gescha¨ftsobjekten werden SOAP
Nachrichten u¨ber Web Services ausgetauscht. Im Kopf der Synchronisa-
tionsnachricht, dem Header, befinden sich die Metadaten, die beispiels-
weise den Empfa¨nger der Nachricht beschreiben. Der Kopf der Synchro-
nisationsnachricht ist zwischen zwei Systemen immer konstant, d.h. bei
gleichem Empfa¨nger kann der Nachrichtenkopf als statisch angenommen
werden.
Die A¨nderungsinformationen der Gescha¨ftsobjekte sind die Nutzdaten
der Synchronisationsnachricht und befinden sich unterhalb des Body-
Elements innerhalb der SOAP Nachricht. Mehrere Mo¨glichkeiten, A¨nde-
rungen zwischen Gescha¨ftsobjekten zu beschreiben, wurden in Ab-
schnitt 3.7.6 vorgestellt. Im Folgenden wird von dem Versand einer
SalesOrder, wie sie im Abbildung 4.2 dargestellt ist, ausgegangen.
Die Synchronisationsnachricht entspricht somit einem wohlgeformten
XML-Dokument und kann in XML-Struktur gespeichert werden. Die Ver-
arbeitungszeit von XML-Dokumenten, die einer Synchronisierungsnach-
richt entsprechen, kann beispielsweise durch das Parsen gemessen wer-
den. Der Einfluss von der Anzahl von Elementen kann aufgezeigt werden,
indem Elemente gleichen Typs schrittweise dem Ausgangsdokument hin-
zugefu¨gt werden und die Gesamtverarbeitungszeit jedes erstellten Doku-
ments jeweils gemessen wird. Analog ko¨nnen die Positionen und Gro¨ßen
von Elementen gea¨ndert, innerhalb eines XML-Dokuments vera¨ndert und
der Einfluss auf die Gesamtverarbeitungszeit der XML-Dokumente gemes-
sen werden.
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In den folgenden Experimenten werden Elemente schrittweise dem Aus-
gangsdokument (Abbildung 4.2) hinzugefu¨gt, verschoben oder in ihrer
Gro¨ße gea¨ndert. Die Verarbeitungszeit jedes erstellten Dokuments wird
mehrfach gemessen. Alle Elemente, die sich bereits im Ausgangsdokument
befinden, werden nicht vera¨ndert oder gelo¨scht. Die Verarbeitungszeit des
Ausgangsdokuments ist daher fu¨r alle folgenden Experimente gleich und
wird daher auch als Offset bezeichnet und in TO f f set festgehalten. Die mini-
male Verarbeitungszeit jedes Dokuments entspricht somit dem Offset.
Die Experimente fu¨r die Validierung des Kostenmodells sind in Klassen
unterteilt. Die Unterteilung erfolgt entsprechend den vera¨nderten Elemen-
ten in Knotenexperimente, Experimente fu¨r Knotenwerte, Attributexperimente
und Experimente fu¨r Attributwerte. In Tabelle 4.1 ist eine U¨bersicht der Ex-
perimentklassen zu finden.
Innerhalb der Experimentklassen werden die Anzahl der Elemente, die Po-
sition der Elemente oder die Gro¨ße der Elemente vera¨ndert. Die Experi-
mente sind alphabetisch mit Großbuchstaben bezeichnet. Bei der Vera¨nde-
rung der Position von Elementen wird jeweils angegeben, ob Elemente
innerhalb eines Knotens, innerhalb einer Ebene oder ebenenu¨bergreifend
hinzugefu¨gt oder verschoben werden. Wird die Anzahl von Elementen
vera¨ndert, so wird ausschließlich schrittweise ein Element je erstelltes Do-
kument hinzugefu¨gt. Die letzten beiden Experimente fu¨r Attributwerte ha-
ben die gleichen Ergebnisse wie das G1 gezeigt und werden daher im Fol-
genden nicht gesondert aufgefu¨hrt.
Tab. 4.1: Experimentklassen
KLASSE EXPERIMENT ANZAHL GRO¨SSE POSITION
KNOTEN A1000 X - innerhalb einer Ebene
B1000 X - u¨ber 1000 Ebenen
C1000 - - u¨ber 1000 Ebenen
KNOTENWERTE H1 - X -
K1000 X - innerhalb einer Ebene
M1000 X - u¨ber 1000 Ebenen
ATTRIBUTE D1000 X - innerhalb eines Knotens
E1000 X - innerhalb einer Ebene
F1000 X - u¨ber 1000 Ebenen
ATTRIBUTWERTE G1 - X -
- X - innerhalb einer Ebene
- X - u¨ber 1000 Ebenen
Innerhalb jedes Experiments wird eine Gruppe von XML-Dokumenten
erzeugt. Das erste Dokument entspricht exakt dem Ausgangsdokument.
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In dem Ausgangsdokument werden jeweils schrittweise Elemente hinzu-
gefu¨gt, verschoben oder vera¨ndert. Insgesamt werden innerhalb jedes Ex-
periments 1000 XML-Dokumente zusa¨tzlich zu dem Ausgangsdokument
erzeugt.
Knotenexperimente
In Abbildung 4.6 ist die Vorgehensweise fu¨r die Experimente mit Knoten
dargestellt. Ziel ist es, die Abha¨ngigkeit der Verarbeitungszeit von der An-
zahl der Knoten und der Position der Knoten auf verschiedenen Ebenen zu
identifizieren.
Das erste Experiment A1000 zeigt den Einfluss der Anzahl von Knoten in-
nerhalb einer Ebene auf die Verarbeitungszeit eines Gescha¨ftsobjekts. Dem
Ausgangsdokument wird in einzelnen Schritten jeweils ein Knoten hinzu-
gefu¨gt (Abbildung 4.6 a). Jeder erga¨nzte Knoten ist Kindknoten des Wur-
zelknotens und befindet sich somit, wie alle anderen hinzugefu¨gten Kno-
ten, auf der ersten Ebene l = 1. Das letzte erstellte Dokument entha¨lt somit
einen Wurzelknoten mit 1000 Kindknoten. Wenn die Verarbeitungszeit fu¨r
jeden Knoten auf derselben Ebene gleich ist, wa¨chst die Verarbeitungszeit
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Abb. 4.6: U¨bersicht der Knotenexperimente
Das zweite Experiment B1000 zeigt den Einfluss der Knoten in Abha¨ngigkeit
der Ebene, auf der er hinzugefu¨gt wurde, auf die Verarbeitungszeit eines
Gescha¨ftsobjekts. Dem Ausgangsdokument wird in einzelnen Schritten je-
weils ein Knoten hinzugefu¨gt. Der erste erga¨nzte Knoten ist Unterknoten
des Wurzelknotens. Jeder weitere Knoten der hinzugefu¨gt wird, ist Unter-
knoten des letzten erga¨nzten Knotens (Abbildung 4.6 b). Jeder zusa¨tzliche
Knoten erho¨ht somit die Anzahl der Ebenen des Gescha¨ftsobjekts. Wenn
die Verarbeitungszeit fu¨r jeden Knoten auf allen Ebenen gleich ist, wa¨chst
die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt mit jedem Knoten linear an.
Nimmt die Verarbeitungszeit fu¨r einen Knoten auf ho¨heren Ebenen zu,
wa¨chst die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt in dem Experiment
hingegen nicht linear. Durch das Experiment C1000, bei dem ausschließlich
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eine Verschiebung von Elementen durch gefu¨hrt wurden, konnte der linea-
re Anstieg der Verarbeitungszeit je Ebenen nocheinmal besta¨tigt werden.
Attributexperimente
In Abbildung 4.7 ist die Vorgehensweise fu¨r die Experimente mit Attribu-
ten dargestellt. Ziel ist es, die Abha¨ngigkeit der Verarbeitungszeit einzelner
Attribute von Knoten und Positionen zu identifizieren.
Das erste Experiment D1000 zeigt den Einfluss der Anzahl von konstanten
Attributen innerhalb des gleichen Knotens auf die Verarbeitungszeit eines
Gescha¨ftsobjekts. In dem Ausgangsdokument wird jeweils dem einzigen
Unterknoten schrittweise ein Attribut hinzugefu¨gt (Abbildung 4.7 a). Das
Attribut wird jeweils an der letzten Position erga¨nzt. Wenn die Verarbei-
tungszeit fu¨r jedes Attribut auf demselben Knoten gleich ist, wa¨chst die












Abb. 4.7: U¨bersicht der Attributexperimente
Das zweite Experiment fu¨r Attribute E1000 zeigt den Einfluss der Anzahl
von Attributen auf verschiedenen Knoten innerhalb einer Ebene auf die
Verarbeitungszeit eines Gescha¨ftsobjekts. Das erste Dokument entspricht
nicht dem Ausgangsdokument, sondern besitzt bereits 1000 Unterknoten,
die sich alle auf der ersten Ebene befinden. Das erste Dokument entspricht
somit dem letzten Dokument aus Experiment A1000. Dem Gescha¨ftsobjekt
wird in einzelnen Schritten jeweils ein Attribut hinzugefu¨gt. Das erste At-
tribut wird an dem ersten Unterknoten n1 hinzugefu¨gt, jedes weitere At-
tribut wird an dem Knoten an der na¨chsten Position innerhalb der ersten
Ebene hinzugefu¨gt (Abbildung 4.7 b). Wenn die Verarbeitungszeit fu¨r jedes
Attribut unabha¨ngig von dem Knoten ist, an dem es sich befindet, wa¨chst
die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt mit jedem zusa¨tzlichen Attri-
but linear an. Nimmt die Verarbeitungszeit fu¨r ein Attribut an der gleichen
Position auf einem Knoten an einer ho¨heren Position innerhalb der Ebene
zu, wa¨chst die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt in dem Experi-
ment hingegen exponentiell.
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Das dritte Experiment fu¨r Attribute F1000 zeigt den Einfluss der Anzahl von
Attributen auf Knoten, die sich auf verschiedenen Ebenen befinden, auf die
Verarbeitungszeit eines Gescha¨ftsobjekts. Das erste Dokument entspricht
nicht dem Ausgangsdokument, sondern entha¨lt bereits 1000 Ebenen, wobei
sich auf jeder Ebene genau ein Knoten befindet. Das erste Dokument ent-
spricht somit dem letzten Dokument aus Experiment B1000. Dem Gescha¨fts-
objekt wird in einzelnen Schritten jeweils ein Attribut hinzugefu¨gt. Das
erste Attribut wird innnerhalb des ersten Unterknotens n1 ergha¨nzt, jedes
weitere Attribut wird an einem Knoten, der sich eine Ebene tiefer befindet,
hinzugefu¨gt (Abbildung 4.7 c). Wenn die Verarbeitungszeit fu¨r jedes Attri-
but unabha¨ngig von der Position des Knotens ist, an dem es sich befindet,
wa¨chst die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt mit jedem zusa¨tzli-
chen Attribut linear an. Nimmt die Verarbeitungszeit fu¨r ein Attribut an
der gleichen Position auf einem Knoten auf einer tieferen Ebene zu, wa¨chst
die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt in dem Experiment hingegen
exponentiell.
Attributwertexperimente
Attribute haben einen Attributwert. In den vorhergehenden Experimenten
wurde fu¨r alle Attribute ein Attributwert gleicher Gro¨ße und gleichen In-
halts verwendet. Das Experiment G1 zeigt den Einfluss der Gro¨ße des At-
tributwertes auf die Verarbeitungszeit. Zu Beginn existiert ein Gescha¨fts-
objekt, welches einen Wurzelknoten mit genau einem Unterknoten auf der
ersten Ebene entha¨lt. Dem Unterknoten wird ein Attribut mit einer Gro¨ße
des Attributwertes von 1 kB (1000 Byte) hinzugefu¨gt. In einzelnen Schritten
wird die Gro¨ße des Attributes um jeweils ein weiteres kB erho¨ht. Das letz-
te Gescha¨ftsobjekt besitzt ein Attribut mit der Gro¨ße des Attributwertes
von 1000 kB. Wenn die Verarbeitungszeit fu¨r jedes Byte des Attributwer-
tes von demselben Attribut gleich ist, wa¨chst die Verarbeitungszeit fu¨r das
Gescha¨ftsobjekt mit jedem zusa¨tzlichem Byte linear an.
Knotenwertexperimente
In Abbildung 4.8 ist die Vorgehensweise fu¨r die Experimente mit Werten
dargestellt. Ziel ist es, die Abha¨ngigkeit der Verarbeitungszeit von der An-
zahl der Knotenwerte, die Gro¨ße der Knotenwerte und der Position des
Knotens, auf dem sie sich befinden, zu identifizieren. Knotenwerte befin-
den sich ausschließlich auf Blattknoten.
Das erste Experiment fu¨r Werte H1 zeigt den Einfluss der Gro¨ße eines Werts
innerhalb des gleichen Knotens auf die Verarbeitungszeit eines Gescha¨fts-
objekts. In dem Ausgangsdokument befindet sich ein Knoten unterhalb des
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Wurzelknotens. Dieser besitzt keine Unterknoten, ist somit ein Blattknoten,
kann dadurch einen Wert besitzen. Der Startwert ist leer. Der Knotenwert
wird schrittweise um 1 kB erho¨ht (Abbildung 4.8 a). Das letzte Dokument
besitzt ein Gescha¨ftsobjekt, dessen einziger Knotenwert die Gro¨ße von 1000
kB hat. Wenn die Verarbeitungszeit fu¨r jedes Byte des Wertes auf demsel-
ben Knoten gleich ist, wa¨chst die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt














Abb. 4.8: U¨bersicht der Knotenwertexperimente
Das zweite Experiment fu¨r Werte K1000 zeigt den Einfluss der Anzahl von
konstanten Werten, die sich auf verschiedenen Knoten innerhalb einer Ebe-
ne befinden, auf die Verarbeitungszeit eines Gescha¨ftsobjekts. In diesem
Fall ist das erste Dokument nicht das Ausgangsdokument, sondern der
Wurzelknoten besitzt bereits 1000 Unterknoten, die sich somit alle inner-
halb der ersten Ebene befinden. Das erste erstellte Dokument entspricht
exakt dem letzten Dokument aus Experiment A1000. Alle 1000 Unterkno-
ten sind gleichzeitig Blattknoten und besitzen keine weiteren Elemente.
Dem Gescha¨ftsobjekt wird schrittweise jeweils ein Wert fester Gro¨ße hin-
zugefu¨gt. Der erste Wert wird an dem ersten Unterknoten n1 hinzugefu¨gt,
jeder weitere Wert wird an dem Knoten an der na¨chsten Position inner-
halb der ersten Ebene hinzugefu¨gt (Abbildung 4.8 b). Wenn die Verarbei-
tungszeit fu¨r jeden Wert unabha¨ngig von dem Knoten ist, an dem er sich
befindet, wa¨chst die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt mit jedem
zusa¨tzlichen Attribut linear an.
Das letzte Experiment fu¨r Werte M1000 zeigt den Einfluss von Werten auf
Knoten, die sich auf verschiedenen Ebenen befinden, auf die Verarbei-
tungszeit eines Gescha¨ftsobjekts. Das erste Dokument entspricht nicht dem
Ausgangsdokument aus Abbildung 4.2, sondern das enthaltene Gescha¨fts-
objekt entha¨lt bereits 1000 Ebenen, wobei sich auf jeder Ebene genau zwei
Knoten befinden. Einer der beiden Knoten je Ebene ist ein Blattknoten.
Dem Gescha¨ftsobjekt wird in einzelnen Schritten jeweils ein Wert auf einem
Blattknoten hinzugefu¨gt. Der erste Wert wird an dem Blattknoten auf der
ersten Ebene hinzugefu¨gt. Jeder weitere Wert wird an einem Blattknoten,
der sich eine Ebene tiefer befindet, hinzugefu¨gt (Abbildung 4.8 c). Wenn die
Verarbeitungszeit fu¨r jeden Wert unabha¨ngig von der Position des Knotens
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ist, an dem er sich befindet, wa¨chst die Verarbeitungszeit fu¨r das Gescha¨fts-
objekt mit jedem zusa¨tzlichen Wert linear an. Nimmt die Verarbeitungszeit
fu¨r einen Wert an der gleichen Position auf einem Knoten auf einer tiefe-
ren Ebene zu, wa¨chst die Verarbeitungszeit fu¨r das Gescha¨ftsobjekt in dem
Experiment hingegen exponentiell.
4.3.3 Messergebnisse
Fu¨r jedes Experiment wurden 1000 XML-Dokumente gema¨ß den Beschrei-
bungen der Experimente erzeugt. Innerhalb von jedem Experiment wurde
die Verarbeitungszeit jedes erzeugten XML-Dokuments 100 mal jeweils mit
SAX, JDOM, DOM4J und XPP gemessen. Durch die hohe Anzahl der Mes-
sungen konnte die Genauigkeit erho¨ht werden. Die Messergebnisse stellen
die minimalen Verarbeitungszeiten u¨ber alle 100 Messungen fu¨r die Im-
plementierungen dar. Durch die Angabe der Minimalwerte kann die Aus-
sage getroffen werden, wie hoch die Verarbeitungszeit fu¨r das jeweilige
Gescha¨ftsobjekt mindestens ist (unter Idealbedingungen). Die Zeit ist auf
der Ordinate abgebildet. Fu¨r eine bessere Darstellung sind die gemessenen
diskreten Werte fu¨r jeden Parser miteinander verbunden. Die Markierun-
gen der Linien dienen zur Identifizierung der Linien und markieren nicht
die gemessenen Werte.
Knoten
Das Experiment A1000 zeigt den Einfluss der Anzahl von Knoten inner-
halb einer Ebene auf die Verarbeitungszeit. In Abbildung1 4.9 sind die
gemessenen Verarbeitungszeiten der Gescha¨ftsobjekte fu¨r alle vier Parser
abgebildet. Auf der Abszisse ist die Anzahl der hinzugefu¨gten Unterkno-
ten abgebildet. Die Ergebnisse zeigen, dass mit jedem zusa¨tzlichen Kno-
ten die Verarbeitungszeit bei allen Parsern linear ansteigt. Die Annah-
me, dass die Verarbeitungszeit fu¨r Knoten auf derselben Ebene gleich ist
(∀ν ∈ N : al,ν = al), kann durch das Experiment fu¨r alle Parser besta¨tigt
werden. Bezu¨glich der Performance hat der XPP Parser die geringsten Zei-
ten zu verzeichnen. Jedoch ist der lineare Anstieg vom SAX Parser niedri-
ger, so dass sich ab einer bestimmten Anzahl dieser als gu¨nstiger erweist.
Das Experiment B1000 zeigt den Einfluss der Anzahl von Knoten auf ver-
schiedenen Ebenen auf die Verarbeitungszeit. Die Messungen sind in Ab-
bildung 4.10 dargestellt. Da sich mit jedem hinzugefu¨gten Knoten auch die
Anzahl der Ebenen erho¨ht, stellt die Abszisse sowohl die Anzahl der hin-
zugefu¨gten Knoten als auch die Anzahl der Ebenen des Gescha¨ftsobjekts
1 Angabe der Minimalwerte u¨ber alle Messungen
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Abb. 4.9: Messergebnisse von Experiment A1000
dar. Die Ergebnisse zeigen, dass mit jedem hinzugefu¨gtem Knoten die Ver-
arbeitungszeit exponentiell fu¨r den JDOM Parser ansteigt. Die Annahme,
dass die Verarbeitungszeit fu¨r Knoten auf einer ho¨heren Ebene gro¨ßer ist
(al < al+1), kann damit besta¨tigt werden. Bei den anderen drei Parsern ist
ein linearer Anstieg der Verarbeitungszeit abzulesen. Die Verteilung der
Knoten u¨ber Ebenen hat bei diesen DOM4J, SAX und XPP keinen Einfluss.















Abb. 4.10: Messergebnisse von Experiment B1000
Das Experiment C zeigt ebenfalls den Einfluss der Ebenen, auf denen sich
ein Knoten befindet, auf die Verarbeitungszeit. Die Messungen sind in Ab-
bildung 4.11 dargestellt. Die Ergebnisse zeigen einen linearen Anstieg der
Verarbeitungszeit fu¨r JDOM. Die Verarbeitungszeit fu¨r einen Knoten steigt
mit jeder ho¨heren Ebene, in welche die Knoten verschoben wurden. Der
Anstieg fu¨r die Messungen von JDOM in Experiment B1000 ist somit qua-
dratisch. Bei allen anderen Parsern bleibt die Verarbeitungszeit gleich. Die
Annahme, dass die Verarbeitungszeit fu¨r Knoten mit jeder zusa¨tzlichen
Ebene linear steigt (al < al+1), kann somit fu¨r JDOM besta¨tigt werden.
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Abb. 4.11: Messergebnisse von Experiment C1000
Attribute
Das Experiment D1000 zeigt den Einfluss der Anzahl der Attribute inner-
halb eines Knotens auf die Verarbeitungszeit. Die Messungen sind in Ab-
bildung 4.12 dargestellt. Die Ergebnisse fu¨r JDOM und XPP zeigen, dass
mit jedem zusa¨tzlichen Attribut die Verarbeitungszeit quadratisch ansteigt.
Die Verarbeitungszeit steigt mit der Position λ, auf der sich das Attribut be-
findet (bλ < bλ+1). Die diskreten Werte der Verarbeitungszeiten fu¨r DOM4J
und SAX steigen hingegen linear. Die Position der Attribute spielt in diesen
beiden Fa¨llen keine Rolle. Aus den Messungen ist zu erkennen, dass auf
Grund der quadratisch steigenden Verarbeitungszeit bei JDOM und XPP
die Verarbeitungszeiten in einer tiefen Ebene extrem hoch sein ko¨nnen.

















Abb. 4.12: Messergebnisse von Experiment D1000
Das Experiment E1000 zeit den Einfluss der Anzahl von Attributen, die sich
auf verschiedenen Knoten befinden, auf die Verarbeitungszeit. Die Mes-
sungen sind in Abbildung 4.13 dargestellt. Die Ergebnisse fu¨r alle Parser
zeigen, dass mit jedem zusa¨tzlichen Attribut die Verarbeitungszeit linear
ansteigt. Die Annahme, dass die Verarbeitungszeit fu¨r Attribute auf jedem
Knoten gleich ist, kann durch die Messungen besta¨tigt werden (bn,λ = bλ).
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Bei einem Vergleich der Parser ist es notwendig, den Anstieg zu betrachten,
da der Schnittpunkt mit der Ordinate das Offset bildet. Die Verarbeitungs-
zeit nimmt bei JDOM den ho¨chsten Wert ein. Es folgen DOM4J und XPP.
Die Werte der Verarbeitungszeiten sind bei SAX am niedrigsten.















Abb. 4.13: Messergebnisse von Experiment E1000
Das Experiment F1000 zeigt den Einfluss der Anzahl von Attributen, die sich
auf Knoten in verschiedenen Ebenen befinden, auf die Verarbeitungszeit.
Die Messungen sind in Abbildung 4.14 dargestellt. Die Ergebnisse zeigen
fu¨r alle Parser, dass mit jedem zusa¨tzlichen Attribut die Verarbeitungszeit
linear ansteigt. Die Annahme, dass die Verarbeitungszeit eines Attributes
auf jedem Knoten gleich ist, kann durch die Messungen besta¨tigt werden
(bn,λ = bλ). Bei einem Vergleich der Parser ist es auch hier notwendig, den
Anstieg zu betrachten, da der Schnittpunkt mit der Ordinate wieder das
Offset bildet. Die Messungen zeigen, dass sich die Verarbeitungszeit fu¨r
ein Attribut zwischen den Parsern nicht wesentlich unterscheidet.
















Abb. 4.14: Messergebnisse von Experiment F1000
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Attributwerte
Das Experiment G1 zeigt den Einfluss der Gro¨ße eines Attributwerts auf
die Verarbeitungszeit. Die Messungen sind in Abbildung 4.15 dargestellt.
Die Ergebnisse zeigen einen lineareren Anstieg fu¨r alle Parser. Die absolu-
te Verarbeitungszeit unterscheidet sich jedoch zwischen den Parsern, wo-
bei JDOM die la¨ngste Verarbeitungszeit aufzeigt. Mit dem Ergebnis kann
besta¨tigt werden, dass die Verarbeitung von Attributwerten fu¨r jedes Byte
unter Verwendung desselben Parsers gleich ist. Die Parser unterscheiden
sich aber jedoch in ihrer Performance. Bei der Messung von JDOM sind
zusa¨tzlich extreme Spru¨nge in der Verarbeitungszeit an bestimmten Stellen
zu verzeichnen. Die Spru¨nge haben sich bei allen Messungen wiederholt.
Die Spru¨nge sind auf die Implementierung von JDOM zuru¨ckzufu¨hren
und beruhen auf ungu¨nstigen Speicherreservierungen.















Abb. 4.15: Messergebnisse von Experiment G1
Knotenwerte
Das Experiment H1 zeigt den Einfluss der Gro¨ße von Knotenwerten auf
die Verarbeitungszeit. Die Messungen sind in Abbildung 4.16 dargestellt.
Analog zum Experiment G1 zeigen die Ergebnisse einen linearen Anstieg
fu¨r alle Parser. Die Spru¨nge bei JDOM sind auch in diesem Experiment zu
verzeichnen, aber an anderen Stellen zu finden. Mit dem Ergebnis kann
besta¨tigt werden, dass die Verarbeitung von Knotenwerten fu¨r jedes Byte
unter Verwendung desselben Parsers gleich ist. Die Parser unterscheiden
sich aber jedoch in ihrer Performance.
Das Experiment K1000 zeigt den Einfluss der Anzahl von Knotenwerten,
die sich auf verschiedenen Knoten innerhalb einer Ebene befinden, auf die
Verarbeitungszeit. Die Messungen sind in Abbildung 4.17 zu finden. Die
Ergebnisse zeigen, dass die Lage der Attribute keinen Einfluss auf die Ver-
arbeitungszeit haben. Die Verarbeitungszeiten nehmen bei allen Parsern
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Abb. 4.16: Messergebnisse von Experiment H1
mit jedem hinzugefu¨gten Attribut linear zu. Die Annahme dn = d kann da-
her fu¨r alle Parser besta¨tigt werden. Die Messungen zeigen ebenfalls, dass
sich die Verarbeitungszeit fu¨r einen Wert zwischen den Parsern nicht we-
sentlich unterscheidet.
















Abb. 4.17: Messergebnisse von Experiment K1000
Das Experiment M1000 zeigt den Einfluss der Anzahl der Attribute, die sich
auf Knoten in verschiedenen Ebenen befinden, auf die Verarbeitungszeit.
Die Messungen sind in Abbildung 4.18 dargestellt. Die Ergebnisse zeigen
einen linearen Anstieg fu¨r alle Parser. Das Offset ist zwischen Parsern sehr
unterschiedlich, der Unterschied der Anstiege ist jedoch nur marginal. Die
Annahme, dass die Verarbeitungszeit von Werten auf allen Knoten gleich
ist (en = e), kann mit Hilfe des Experiments besta¨tigt werden.
4.3.4 Auswertung
Die Experimente fu¨r Knoten, Attribute, Knotenwerte und Attributwerte
haben gezeigt, dass die Anzahl, Position und Gro¨ße von Elementen Ein-
fluss auf die Verarbeitungszeit von Gescha¨ftsobjekten haben. Die Ergebnis-
se haben zudem gezeigt, dass der Einfluss der Anzahl, Position und Gro¨ße
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Abb. 4.18: Messergebnisse von Experiment M1000
der Elemente auf die Verarbeitungszeit unterschiedlich zwischen den Par-
sern sind. Die Annahmen aus Abschnitt 3.6.2 konnten fu¨r JDOM besta¨tigt
werden. Es lassen sich jedoch weitere Vereinfachungen des Kostenmodells
fu¨r die anderen Parser treffen. In Tabelle 4.2 sind die mo¨glichen Vereinfa-
chungen fu¨r alle Parser auf Basis der experimentellen Validierung aufgelis-
tet.
Die Messungen sind auf das Parsen von gezielt erstellten Gescha¨ftsobjek-
ten in XML-Struktur eingeschra¨nkt. Die Ergebnisse haben aber gezeigt,
dass die Struktur der Gescha¨ftsobjekte signifikanten Einfluss auf die Verar-
beitung von Gescha¨ftsobjekten hat. Das Kostenmodell la¨sst sich je nach an-
gewendeten Parser stark vereinfachen. Jedoch ist nicht immer ein Wechsel
zwischen Parsern mo¨glich. Auch gibt es keinen Parser, der bei allen Experi-
menten mit sehr guter Performance heraussticht. Die Wahl eines mo¨glichst
effizienten Parsers fu¨r die Verarbeitung ist daher entscheidend fu¨r den Ge-
samtprozess der Verarbeitung von Gescha¨ftsobjekten, jedoch nicht Fokus
dieser Arbeit. Es konnte gezeigt werden, dass die Struktur der Gescha¨fts-
objekte Einfluss hat und die Annahmen fu¨r ein vereinfachtes Kostenmodell
valide sind. Weitere Vereinfachungen lassen sich auf Basis der Messungen
treffen (Tabelle 4.2).
Die Vereinfachungen des Kostenmodells lassen auch eine Reduzierung der
Parameter von Profilen fu¨r Gescha¨ftsobjekte zu. So ist beispielsweise ei-
ne Matrix fu¨r die Verteilung der Knoten fu¨r DOM4J und SAX nicht not-
wendig. In Bezug auf die Knoten ist die Anzahl aller Knoten ausreichend
3.6. Eine Indizierung muss nicht mehr vorgenommen werden. Es wird aber
empfohlen, eine Profilerstellung, wie sie in Abschnitt 3.3 eingefu¨hrt wurde,
durchzufu¨hren. Somit ist auch nach einem Wechsel zwischen verschiede-
nen Implementierungen eine Anwendung des generischen Kostenmodells
mo¨glich.
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al,ν = al X X X X Die Verarbeitungszeit ist fu¨r alle Knoten ν in
einer Ebene l gleich.
al = a - X X X Die Verarbeitungszeit ist fu¨r alle Knoten in je-
der Ebene l gleich.
bl,λ = bλ X X X X Die Verarbeitungszeit ist fu¨r alle Attribute λ
mit einer konstanten Gro¨ße in einer Ebene l
gleich.
bν,λ = bλ X X X X Die Verarbeitungszeit ist fu¨r alle Attribute λ
mit einer konstanten Gro¨ße auf einen Knoten
an einer Position ν gleich.
bλ = b - X X - Die Verarbeitungszeit ist fu¨r alle Attribute mit
einer konstanten Gro¨ße auf Knoten an allen
Positionen λ gleich.
cn,λ = c X X X X Die Verarbeitungszeit fu¨r Attributwerte ist
auf jedem Knoten n in jeder Ebene l gleich.
dn = d X X X X Die Verarbeitungszeit ist fu¨r alle Knotenwerte
auf alle Knoten n gleich.
4.3.5 Bestimmung von Systemparametern
Die Bestimmung der Systemparameter kann in einer produktiven Umge-
bung mit Hilfe von Testdaten durchgefu¨hrt werden. Beispielsweise la¨sst
sich die Datenrate mit Hilfe von Synchronisationsnachrichten fester Gro¨ße
bestimmen, welches eine herko¨mmliche Vorgehensweise darstellt. Die Be-
stimmung der Systemparameter fu¨r die Verarbeitungszeit von Elementen
wurde in Abschnitt 3.5.4 erla¨utert.
Die Experimente fu¨r die Validierung des Kostenmodells ermo¨glichen
es, die angestrebte Parameterbestimmung durchzufu¨hren. Beispielsweise
stellt der Anstieg der Kurve in Experiment A1000 genau den Wert dar, dem
die Verarbeitungszeit eines Knotens auf der ersten Ebene entspricht. Der
Systemparameter a1 la¨sst sich somit bestimmen. Die Experimente B1000 und
C1000 erlauben es, den Mehraufwand je Ebene abzulesen. Fu¨r die Parser
JDOM la¨sst sich somit die Funktion fu¨r die Verarbeitungszeit eines Kno-
tens a(l) in Abha¨ngigkeit der Ebene l bestimmen. Bei den anderen Parsern
ist die Bestimmung von a ausreichend, da die Verarbeitungszeit auf jedem
Knoten gleich ist.
In Tabelle 4.3 sind die auf Basis der Experimente bestimmten Systempa-
rameter fu¨r die Verarbeitungszeit von Knoten aufgelistet. Die Berechnung
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Tab. 4.3: Experimentell bestimmte Systemparameter einer Testumgebung
SENDER
JDOM DOM4J SAX XPP
TO f f set al in ms TO f f set a in ms TO f f set a in s TO f f set a in s
1, 0852 0, 00555 ∗ l + 1, 6 603, 2 1, 5 1449, 6 1, 0 1281, 0 1, 320
der Funktionen wurde mit Hilfe der Methode der kleinsten Quadrate (bzw.
kleinsten Fehlerquadrate) ermittelt. Auf Grund der Abha¨ngigkeit der Ver-
arbeitungszeit eines Knotens von der Ebene ergibt sich fu¨r JDOM eine li-
neare Funktion (al = 1, 600 ∗ l [ms] ). Fu¨r die anderen Parser gibt ein kon-
stanter Wert a die Verarbeitungszeit eines Knotens an. Die Werte beziehen
sich auf einen Knoten fester Gro¨ße. Das O f f set gibt die Verarbeitungszeit
fu¨r das Ausgangsdokument an. Alle anderen Systemparameter fu¨r die Ver-
arbeitungszeit von Elementen (siehe Tabelle 3.8) ko¨nnen analog bestimmt
werden.











JDOM: TP (N ) = 0, 00000555 ∗ N 2 + 0, 0016 ∗ N + 1, 0852 .......
DOM4J: TP (N ) = 0, 0015 ∗ N + 0, 6032
SAX: TP (N ) = 0, 0010 ∗ N + 0, 4496
XPP: TP (N ) = 0, 0013 ∗ N + 0, 2841
Abb. 4.19: Berechnete Funktionen auf Basis von Experiment B1000
In Abbildung 4.19 sind die Funktionen auf Basis der ermittelten Parameter
fu¨r die Verarbeitungszeit von Knoten abgebildet, welche die Vorhersage
fu¨r Experiment B1000 bildet. In dem Experiment wurde jeder hinzugefu¨gte
Knoten in einer neuen Ebene erzeugt, wodurch die Anzahl der Knoten der
Anzahl der Ebenen gleicht: N = L. Die Anzahl der Knoten je Ebene Nl ist
zudem fu¨r jede Ebene konstant: ∀l ∈ N : Nl = 1. Fu¨r JDOM wurde die
arithmetische Reihe auf Basis der Gleichung 3.9 fu¨r die Verarbeitungszeit





(Nl × al) +O f f set = 0, 00000555× N2 + 0, 0016× N + 1.0852 [s]
Die ermittelten Funktionen erlauben die Berechnung der zu erwartenden
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Verarbeitungszeiten fu¨r die erstellten Dokumente. Analog kann die Verar-
beitungszeit auf Basis der Profile von Gescha¨ftsobjekten ermittelt werden.
In Abbildung 4.20 ist die Abweichung der Funktionen von den gemesse-
nen diskreten Werten aus Experiment B1000 dargestellt. Die Abweichung
liegt bei allen Werten unter 2 %.













Abb. 4.20: Abweichung der berechneten Funktion bei JDOM
4.3.6 Zusammenfassung
Die experimentelle Validierung des Kostenmodells hat gezeigt, dass der
Einfluss von Anzahl und Verteilung von Elementen in Gescha¨ftsobjek-
ten auf die Verarbeitungszeit den Erwartungen aus Abschnitt 3.6 und
Abschnitt 3.6.2 entspricht. Fu¨r alle Elemente von Gescha¨ftsobjekten wur-
den umfangreiche Experimente mit generierten Gescha¨ftsobjekten durch-
gefu¨hrt. Die Anzahl, Gro¨ße oder die Position von Elementen wurde schritt-
weise vera¨ndert.
Anhand vier verschiedener Parserimplementierungen wurde der Einfluss
auf die Verarbeitungszeit aufgezeigt. Dabei haben sich die Parser unter-
schiedlich verhalten. So steigt beispielsweise bei JDOM die Verarbeitungs-
zeit eines konstanten Knotens mit jeder Ebene. Diverse Vereinfachungen
des Kostenmodells, wie sie bereits in Abschnitt 3.6.2 getroffen wurden,
konnten besta¨tigt werden.
Die ermittelten Funktionen haben gezeigt, dass eine Berechnung der Ver-
arbeitungszeit fu¨r Elemente von Gescha¨ftsobjekten auf Basis des Kosten-
modells mo¨glich ist. Auf Basis der Experimente kann eine Auswahl von
Dokumenten erstellt werden, die eine Berechnung der Systemparameter
erlaubt.
Auf Basis der Experimente lassen sich analog die Parameter fu¨r die Verar-
beitungszeiten von Elementen bestimmen. Anhand eines Beispiels wurde
gezeigt, wie sich Systemparameter bestimmen lassen. Aus diskreten Wer-
ten wurden u¨ber die Methode der kleinsten Quadrate Funktionen ermittelt,
woraus sich die Systemparameter ermitteln ließen. Anschließend konnte
gezeigt werden, dass mit den ermittelten Werten eine sehr genaue Vorher-
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bestimmung der Verarbeitungszeiten von Gescha¨ftsobjekten auf Basis der
ermittelten Systemparameter mo¨glich ist. Zusammenfassend konnte das
Kostenmodell erfolgreich validiert werden, was eine Bestimmung von Ver-
arbeitungszeiten auf Basis von Profilen fu¨r Gescha¨ftsobjekte und eines Sy-
stemmodells ermo¨glicht. Daru¨ber hinaus konnten die Annahmen fu¨r das
vereinfachte Kostenmodell besta¨tigt und die Bestimmung von Systempa-
rametern vorgefu¨hrt werden.
4.4 Simulative Evaluierung der Algorithmen
Eine Mo¨glichkeit der Evaluierung der vorgestellten Systemunterstu¨tzung
fu¨r die Synchronisation von Gescha¨ftsobjekten ist die Verwendung einer re-
pra¨sentativen Simulationsumgebung. Eine Simulationsumgebung erlaubt
es, Parameter gezielt anzupassen und eine aufwendige Implementierung
zu vermeiden. Bevor die simulative Evaluierung der Algorithmen erfolgen
kann, ist eine Aufstellung von Untersuchungskriterien erforderlich. Die
Untersuchungskriterien decken die mo¨glichen Fallunterscheidungen von
Spezialfa¨llen bei den Untersuchungen ab. Weiterhin halten die Untersu-
chungskriterien fest, welche Systemparameter der Simulationsumgebung
variiert werden und welche Systemparameter konstant sind. Die folgen-
den Untersuchungskriterien werden sowohl fu¨r die simulative als auch fu¨r
die experimentelle Evaluierung verwendet.
4.4.1 Untersuchungskriterien
Die Untersuchungskriterien dienen der Validerung des vorgestellten Kon-
zepts fu¨r die Systemunterstu¨tzung der Synchronisation von Gescha¨ftsob-
jekten. Der Einfluss der Struktur von Gescha¨ftsobjekten wurde bereits mit
der experimentellen Validierung des Kostenmodells in Abschnitt 4.3 ge-
zeigt. In den folgenden Untersuchungen gilt es, auch den Einfluss von bei-
spielsweise der Ha¨ufigkeit von Gescha¨ftsobjekten und den Zugriffen auf
Gescha¨ftsobjekte auf den Synchronisationsprozess zu untersuchen. Dabei
wird ein Vergleich der Algorithmen hergestellt, wobei verschiedene zu de-
finierende Zugriffsverhalten untersucht werden.
Parametrisierung formaler Eigenschaften
Bei den Algorithmen aus Abschnitt 3.7 ist es das prima¨re Ziel, die Transfer-
und Verarbeitungszeit beim Synchronisationsprozess zu reduzieren. Die
Synchronisation ist nur nach schreibenden Zugriffen auf Gescha¨ftsobjekte,
die in A¨nderungen resultieren, erforderlich. Die Anzahl der schreibenden
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Zugriffe stellt einen Parameter fu¨r die Untersuchungen dar, da er die An-
zahl der Synchronisationsnachrichten bestimmt. Die Gro¨ße des Gescha¨fts-
objekts bestimmt, wie groß A¨nderungen und somit A¨nderungsnachrichten
sein ko¨nnen. Beim Versand von vollsta¨ndigen Kopien hat sie direkten Ein-
fluss auf die Gro¨ße von Synchronisationsnachrichten.
Tab. 4.4: Untersuchungskriterien - A¨nderungen von Gescha¨ftsobjekten
A¨NDERUNG GRO¨SSE BEI DELTA GRO¨SSE BEI KOPIE
Elemente hinzufu¨gen wa¨chst wa¨chst
Elemente a¨ndern wa¨chst konstant
Elemente lo¨schen wa¨chst schrumpft
Eine Unterscheidung von A¨nderungen hinsichtlich der durchgefu¨hrten
Aktion ist in Abbildung 3.14 dargestellt. Die A¨nderungen haben unter-
schiedlichen Einfluss auf die Gro¨ße und Verarbeitungszeit von Synchroni-
sationsnachrichten. In 4.4 ist der Einfluss auf Synchronisationsnachrichten
mit Delta und vollsta¨ndiger Kopie dargestellt, wobei die Auflistung gleich-
zeitig eine Liste der zu untersuchenden Fa¨lle darstellt.
Das Wachstum der Synchronisationsnachricht bei dem Versenden von Del-
tas ist zusa¨tzlich von der Beschreibungssprache und von A¨nderungen zwi-
schen Gescha¨ftsobjekten abha¨ngig. Beispiele sind in Abschnitt 3.7.6 zu fin-
den. Bei der Untersuchung verschiedener A¨nderungen wird sich jedoch
auf die Verwendung einer Beschreibungssprache beschra¨nkt. Die Spezi-
alfa¨lle, bei denen Gescha¨ftsobjekte erstellt oder gelo¨scht werden, lassen
jeweils nur den Versand von Deltas oder vollsta¨ndigen Kopien zu (Ab-
schnitt 4.5). Eine Betrachtung dieser Fa¨lle ist daher nicht notwendig.
Tab. 4.5: Untersuchungskriterien - Abgrenzung
A¨NDERUNG GRO¨SSE BEI DELTA GRO¨SSE BEI KOPIE
Gescha¨ftsobjekt hinzufu¨gen nicht vorhanden wa¨chst
Gescha¨ftsobjekt lo¨schen wa¨chst nicht vorhanden
Aus der Tabelle 4.4 lassen sich die Arten der zu untersuchenden A¨nderun-
gen ableiten und stellen damit einen zu variierenden Parameter dar. Der
Umfang bzw. die Gro¨ße der A¨nderungen bestimmt die Gro¨ße der Synchro-
nisationsnachrichten beim Versand von Deltas und wird in Delta in Prozent
angegeben. Die Gro¨ße der Synchronisationsnachricht mit Delta nimmt mit
jeder A¨nderung zu. Die Gro¨ße der Kopie ist abha¨ngig von der Art von
A¨nderungen. Der Umfang der A¨nderungen ist somit ein weiterer Para-
meter. Es wird aus Gru¨nden der besseren Darstellung keine Ru¨cksicht auf
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die Struktur der Gescha¨ftsobjekte genommen, sondern alleinig die Gro¨ße
der A¨nderungen in Byte ist hier entscheidend. Weiterhin wurden in Ab-
schnitt 3.4 die Fa¨lle von abha¨ngigen A¨nderungen zusammengetragen (Ta-
belle 3.17). Diese haben ebenfalls Einfluss auf den Synchronisationsprozess
unter Verwendung der entsprechenden Algorithmen. Bei der Evaluierung
wird sich jedoch auf die Gro¨ße von Abha¨ngigkeiten in Prozent vom Delta
als Parameter beschra¨nkt. Zusammenfassend ergeben sich fu¨r die Evaluie-
rung folgende Parameter in Bezug auf die Eigenschaften von Gescha¨ftsob-
jekten:
• Gro¨ße des Gescha¨ftsobjekts
• Anzahl der A¨nderungen (pro Zeit)
• Art der A¨nderung beim Schreibzugriff
– Hinzufu¨gen von Elementen
– Verarbeiten von Elementen
– Lo¨schen von Elementen
• Relative Gro¨ße der A¨nderungen im Vergleich zur Kopie
• Relative Gro¨ße der Abha¨ngigkeiten im Vergleich zum Delta
Die Ha¨ufigkeit von Gescha¨ftsobjekten wird nicht als gesonderter Para-
meter aufgefu¨hrt, da sie nur die Anzahl der A¨nderungen erho¨ht bzw.
senkt und ein Parameter fu¨r die Anzahl der A¨nderungen schon aufgenom-
men ist. Gleiches gilt fu¨r die Vollsta¨ndigkeit. Sie bestimmt die Gro¨ße des
Gescha¨ftsobjekts.
Parametrisierung der Systemumgebung
Ein Systemmodell, welches die Parameter fu¨r die Systemumgebung
entha¨lt, ist in Abschnitt 3.5 definiert. Bei der experimentellen Validierung
des Kostenmodells in Abschnitt 4.3 konnte die Bestimmung der System-
parameter gezeigt werden. Fu¨r eine Systemumgebung wird angenommen,
dass sich die Systemparameter auf dem Sender und Empfa¨nger nicht fu¨r
einen bestimmten Zeitraum vera¨ndern. Dies ist in der Regel nur mit ei-
ner Erho¨hung der Rechenleistung mo¨glich. Die Verarbeitungszeit wird zu-
dem unter Vernachla¨ssigung der Struktur von Gescha¨ftsobjekten prima¨r
von der Gro¨ße des Gescha¨ftsobjekts bestimmt. Ein sehr unterschiedlich be-
lasteter Parameter ist die Datenrate zwischen verschiedenen Rechnern. Die
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Transferzeit von Synchronisationsnachrichten wird prima¨r von der Daten-
rate bestimmt. Die experimentelle Validierung wird daher unter Modifika-
tion der Datenrate vorgenommen. Bei der simulativen Evaluierung wird
von einer konstanten Datenrate ausgegangen.
Alle anderen Systemparameter werden bei der simulativen und experi-
mentellen Validierung nicht variiert, da bereits eine Validierung des Kos-
tenmodells in Abschnitt 4.3 erfolgt ist. Fu¨r die Demonstration der Simulati-
onsumgebung werden lediglich verschiedene Mo¨glichkeiten der Parame-
tereinstellungen aufgezeigt. Beispielsweise ist bei der Simulationsumge-
bung nicht nur eine Parametrisierung der Systemparameter aus Abschnitt
3.5 mo¨glich, sondern auch die Simulation von Ausfa¨llen der Rechnern und
die Modifikation von U¨bertragungsprotokollen wie TCP ko¨nnen vorge-
nommen werden. Eine ausfu¨hrliche Beschreibung der einstellbaren Para-
meter der Simulationsumgebung außer der in dieser Arbeit eingefu¨hrten
Systemparameter ist in [Roy07] zu finden.
4.4.2 Architektur der Simulationsumgebung
Ziel der Simulationsumgebung ist es, Aussagen zu treffen, wie ein Sys-
tem einzustellen ist, um eine mo¨glichst effiziente Synchronisation von
Gescha¨ftsobjekten zu erreichen. Die Simulationsumgebung muss deshalb
eine Konfiguration aller Systemparameter zulassen. In der Forschung exis-
tiert bereits eine Vielzahl an Lo¨sungen fu¨r die Simulation von Netz-
werkumgebungen sowie Standards fu¨r die Performanceanalyse.
Die SPEC (Standard Performance Evaluation Corporation) bescha¨ftigt sich
mit der Entwicklung von standardisierten Reihen von Benchmarks. Zur
Performancemessung von Anwendungsservern kann jAppServer verwen-
det werden. Fu¨r eine Evaluierung der Replikation von Daten zwischen
Anwendungsservern ist jAppServer jedoch ungeeignet. Die Variabilita¨t an
Parametern ist beschra¨nkt, und die Untersuchung von modifizierbaren Re-
plikationsalgorithmen liegt nicht im Fokus.
Ein sehr geeignetes Framework stellt hingegen J-Sim dar [SCH+05]. J-Sim
ist in Java programmiert. Algorithmen ko¨nnen in autonomen Komponen-
ten gut abgebildet werden, und Analysen lassen sich individuell anpassen.
Zudem lassen sich Algorithmen auf unterschiedlichen Ebenen innerhalb
der vorgesehenen Multi-Tier-Architektur implementieren.
Die erstellte Simulationsumgebung auf Basis von J-Sim erlaubt es, meh-
rere Replikationsstrategien abzubilden. Fu¨r die Evaluierung wurde die
Implementierung auf das Prima¨rkopieverfahren fu¨r Gescha¨ftsobjekte be-
schra¨nkt. Fu¨r die Replikationskontrolle wurden die in Tabelle 3.18 und Ta-
belle 3.19 aufgelisteten Algorithmen implementiert.
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J-Sim folgt einer komponentenbasierten Architektur. Die Komponenten
ko¨nnen individuell und unabha¨ngig miteinander u¨ber Ports verknu¨pft
sein. Die Ports stellen die Verknu¨pfungen fu¨r Daten- und Kontrollfluss
zwischen Komponenten. Jeder Port kann mit einem Port einer anderen
Komponente verbunden sein, wobei auch ein Wechsel mo¨glich ist. Da-
durch ist die Implementierung von unterschiedlichen Schichten mo¨glich.
Bei J-Sim kann in zwei Ebenen unterschieden werden: Core Service
Layer (CSL) und Upper Protocol Layer (UPL). Fu¨r die Simulation
von mehreren Rechnern werden Rechnerknoten erzeugt. Sie beinhalten
standardma¨ßig alle Komponenten der CSL.
Die CSL ermo¨glicht es, standardisierte Dienste auf Netzwerkebene (gema¨ß
dem OSI-Schichtenmodel) zu implementieren. Als Dienste seien hier der
Datendienst, Nachbardienst und Routing Dienst erwa¨hnt. Erste-
rer Dienst ermo¨glicht es, Pakete zwischen Komponenten u¨ber ausgewa¨hlte
Schnittstellen zu senden und zu empfangen. Beispielsweise kann hier eine
Warteschlange fu¨r ankommende Nachrichten innerhalb der Infrastruktur
simuliert werden.
Der Nachbardienst ermo¨glicht es, die Netzwerkadressen aller erreichbaren
Empfa¨nger zu ermitteln. Auf diese Weise kann eine Replikation zwischen
einem Sender und mehreren Empfa¨ngern simuliert werden. Der Routing-
dienst stellt eine Liste bereit, die es ermo¨glicht, die empfangenen Pakete an
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Abb. 4.21: Notation von J-SIM
Die UPL pra¨sentiert anwendungsspezifische Protokollebenen gema¨ß dem
OSI Schichtenmodell. In dieser Ebene ko¨nnen Anwendungen, Replika-
tionsalgorithmen und Transportprotokolle frei implementiert werden. In
Abbildung 4.21 ist die Darstellung von Komponenten und Verbindungen
von J-Sim abgebildet.
Innerhalb des UPL sind die Algorithmen fu¨r die Replikation in ei-
nem Replikationsmanager implementiert. Die daru¨ber liegende
Anwendung stellt die Gescha¨ftsobjekte bereit. Da nicht immer alle
Gescha¨ftsobjekte im Cache der Anwendung liegen ko¨nnen, ist auch die An-
bindung an eine Datenbank mo¨glich. Ein Synchronisationsmanager ist fu¨r
den Versand von synchronen Nachrichten innerhalb von Transaktionen er-
forderlich, hat aber keinen Bezug zu der Synchronisationsstrategie fu¨r die
Gescha¨ftsobjekte. Die Komponenten fu¨r den Transport von Nachrichten
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Abb. 4.22: Architektur der Simulationsumgebung
In Abbildung 4.22 ist die Architektur der Simulationsumgebung darge-
stellt. Sie entha¨lt zusa¨tzlich noch einen Monitor, welcher die genaue Mes-
sung aller Aktivita¨ten ermo¨glicht. Zusa¨tzlich wurde im Monitor eine Lis-
te fu¨r die Master von Gescha¨ftsobjekten implementiert. Dadurch ist es
mo¨glich, fu¨r jedes Gescha¨ftsobjekt separat einen Master festzulegen.
In Abbildung 4.23 ist der Workflow fu¨r die Ausfu¨hrung einer A¨nde-
rung auf einen Master abgebildet. Vom Client ausgehend, kommen TCP-
Pakete auf dem Rechnerknoten an (1). Die eingehenden Daten werden
standardma¨ßig an den Datendienst weitergeleitet (2). Als ereignisgetrie-
bener Dienst leitet der Datendienst die TCP-Pakete an die daru¨ber liegen-
de Schicht (UPL), die Transport-Komponente, weiter (3). Eine Transaktion
wird aus dem Datenstrom interpretiert und anschließend an den daru¨ber
liegenden Synchronisationsmanager weitergeleitet (4). Da keine weiteren
Prozesse auf dem Synchronisationsmanager implementiert sind, erfolgt ei-
ne Weiterleitung an den Replikationsmanager (5). In diesem Fall ist der
Rechner der Master und der Replikationsmanager kann den gewu¨nsch-
ten Schreibzugriff an die Anwendung weiterleiten (7). Der Master des
Gescha¨ftsobjekts wurde u¨ber die vorhandene Liste im Monitor identifiziert
(6). Wu¨rde ein Schreibzugriff auf einem Nicht-Master angefordert werden,
mu¨sste dieser an den Master weitergeleitet werden (u¨ber A bis E).
Der Schreibzugriff kann von dem Replikationsmanager als erfolgreich an-
genommen werden. Eine Besta¨tigung bzw. ein commit der Transaktion kann
u¨ber die gleichen Komponenten in umgekehrter Reihenfolge an den Client





























Abb. 4.23: Workflow fu¨r die Synchronisation u¨ber J-Sim auf einem Master
gesendet werden (A bis D). Optional kann parallel zu allen Prozessen eine
persistente Speicherung der Gescha¨ftsobjektdaten in der Datenbank erfol-
gen (8). Die Replikationskontrolle u¨bernimmt zudem die Aufgabe der Syn-
chronisation und ermittelt alle Empfa¨nger (Nicht-Master) u¨ber den Moni-
tor und gegebenenfalls den Nachbardienst. U¨ber den Datenservice werden
letztendlich alle Gescha¨ftsobjekte auf den anderen Rechnerknoten synchro-
nisiert (E).
Zusammenfassend lassen sich durch die Implementierung der Simula-
tionsumgebung in J-Sim eine Vielzahl von Parametern auf Netzwerk-,
Transport- und Kommunikationsebene einstellen. Eine Datenrate und La-
tenzzeit kann fu¨r das Netzwerk eingestellt werden. Die TCP-Paketgro¨ße
kann fu¨r den Transport variiert werden. In Bezug auf die Kommunika-
tion lassen sich unter anderem Datenrate und Latenzzeit fu¨r Lese- und
Schreibzugriffe modifizieren. Fu¨r die Simulation einer replizierten Umge-
bung la¨sst sich der Replikationsgrad u¨ber die Anzahl der Anwendungsser-
ver einstellen. Auch die Angabe der simulierten Clients la¨sst sich modifi-
zieren. Sie ko¨nnen Lese- und Schreibzugriffe auf Gescha¨ftsobjekte simulie-
ren.
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4.4.3 Implementierung der Synchronisation
Die vorgestellte Simulationsumgebung ermo¨glicht es, eine replizierte Sys-
temumgebung mit einer Vielzahl von Anwendungsservern und Clients zu
simulieren. In Bezug auf die Replikationsarchitektur wurde das Prima¨rko-
pieverfahren fu¨r Gescha¨ftsobjekte implementiert. Wird ein Schreibzugriff
eines Clients auf ein Gescha¨ftsobjekt simuliert, so wird aus der Liste im Mo-
nitor der entsprechende Master ermittelt. Nur auf diesem darf der Schreib-
zugriff erfolgen. Simulierte Schreibzugriffe, die auf einem Nicht-Master an-
gefordert werden, leitet der jeweilige Rechnerknoten weiter.
Die Simulationsumgebung erlaubt weiterhin eine Betrachtung von
Ausfa¨llen von Rechnerknoten und kann den Einfluss des Replikationsgra-
des auf das Netzwerk aufzeigen. Eine ausfu¨hrliche Beschreibung u¨ber die
Simulation von Ausfa¨llen ist [Roy07] zu entnehmen. In Bezug auf die in
Abschnitt 4.4.1 definierten Untersuchungskriterien erfolgt eine Fokussie-
rung des Einflusses der in Abschnitt 3.7 definierten Algorithmen. Dabei
werden zufa¨llige Schreibzugriffe simuliert.
Bei den Schreibzugriffen wird sich auf die Angabe in Gro¨ße der A¨nde-
rungen in Prozent von der vollsta¨ndigen Gro¨ße eines Gescha¨ftsobjekts be-
schra¨nkt. Gleiches gilt fu¨r die Angabe von Abha¨ngigkeiten zwischen A¨nde-
rungen. Alle fu¨nf Algorithmen (Tabelle 3.18 und 3.19) sind unter Betrach-
tung von Transferzeiten (TN) implementiert. Die Analyse mit Hilfe der Si-
mulationsumgebung fokussiert eine Untersuchung der Algorithmen hin-
sichtlich der zu erwartenden Synchronisationsnachrichten und deren Ein-
fluss auf das Netzwerk.
Die Einschra¨nkung auf die Betrachtung von Transferzeiten bei der simula-
tiven Evaluierung wurde getroffen, da sich die Verarbeitungszeiten in der
Simulation nur als konstanten Parameter ha¨tten darstellen lassen. Daraus
hat sich auch die Entscheidung fu¨r eine weitere experimentelle Validierung
ergeben, welche in Abschnitt 4.5 beschrieben ist.
Ein notwendiger Parameter fu¨r die Implementierung des Algorithmus E
sendeDeltaAbha¨ngigBu¨ndelKopie ist der Wert, wann ein Delta und wann eine
vollsta¨ndige Kopie eines Gescha¨ftsobjekts innerhalb einer Synchronisati-
onsnachricht verschickt wird. Dieser ist in der Simulationsumgebung nicht
als Gro¨ße des Deltas in Relation zur Gro¨ße des Gescha¨ftsobjekts angege-
ben, sondern orientiert sich an der Gro¨ße der Synchronisationsnachricht,
da keine Verarbeitungszeiten beru¨cksichtigt werden. U¨bersteigt die Gro¨ße
der Synchronisationsnachricht mit Deltas die Gro¨ße einer Synchronisati-
onsnachricht mit vollsta¨ndiger Kopie, so wird eine vollsta¨ndige Kopie ver-
sendet.
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4.4.4 Analyse und Auswertung der Algorithmen
Die implementierten Algorithmen konzentrieren sich ausschließlich auf
die Synchronisation von einem Master zu einem Nicht-Master. Die fol-
genden Ergebnisse wurden letztendlich unter Konfiguration von zwei An-
wendungsservern erreicht. Ein Anwendungsserver ist dabei Master fu¨r alle
Gescha¨ftsobjekte. Die Analyse wurde auf den Transfer von Synchronisati-
onsnachrichten vom Master zum Nicht-Master eingeschra¨nkt.
Auf dem Master wurden zufa¨llig A¨nderungen eines Gescha¨ftsobjekts si-
muliert. Fu¨r jede A¨nderung ist angegeben, wie hoch die Abha¨ngigkeit zur
vorhergehenden A¨nderung ist. Abha¨ngigkeiten werden in der Simulation
vereinfacht betrachtet. Die Angabe der Abha¨ngigkeit bezeichnet, wievie-
le Elemente in einer A¨nderung gea¨ndert wurden, die auch in der vorher-
gehenden A¨nderung gea¨ndert wurden und somit u¨berschrieben wurden.
Zuru¨cksetzende A¨nderungen werden somit nicht betrachtet. Die Angabe
der abha¨ngigen Teile eines Deltas ist in Prozent zur gesamten Gro¨ße des
Gescha¨ftsobjekts angegeben. Eine weitere Vereinfachung wurde hinsicht-
lich der Gro¨ße der Gescha¨ftsobjekte getroffen. Alle A¨nderungen fu¨hren zu
keiner Vera¨nderung der Gro¨ße des Gescha¨ftsobjekts.
In Abbildung 4.24 sind die Ergebnisse der Simulation fu¨r die in Abschnitt
3.7 vorgestellten Algorithmen dargestellt. In jedem Diagramm sind die si-
mulierten A¨nderungen u¨ber die Zeit fu¨r einen ausgewa¨hlten Ausschnitt
abgebildet.
In Abbildung 4.24 f) sind die vorkommenden A¨nderungen zum Zeitpunkt
der Fertigstellung abgebildet. Insgesamt sind in dem abgebildeten Zeit-
raum 15 A¨nderungen eines Gescha¨ftsobjekts aufgetreten. Die angegebene
Gro¨ße der A¨nderungen bezieht sich auf die Gro¨ße des Gescha¨ftsobjekts.
Zu jeder A¨nderung ist ein Offset der Synchronisationsnachricht mit ei-
ner Gro¨ße von 10 % der Gro¨ße des Gescha¨ftsobjekts angegeben, so dass
die Summe den Synchronisationsnachrichten mit einem Delta entspre-
chen. Die Gro¨ße der A¨nderungen betra¨gt zwischen 3, 28 % und 60 % der
vollsta¨ndigen Kopie. Fu¨r zehn A¨nderungen sind Abha¨ngigkeiten angege-
ben. Deren Gro¨ße variiert zwischen 3, 0 % und 16, 71 % einer vollsta¨ndigen
Kopie eines Gescha¨ftsobjekts.
In den Abbildungen 4.24 a) - e) sind die aus den A¨nderungen resultieren-
den Synchronisationsnachrichten und ihre Transferzeiten abgebildet. Die
Gro¨ße der Synchronisationsnachrichten ist auf eine Synchronisationsnach-
richt mit einer vollsta¨ndigen Kopie normiert. Der Anstieg bei den Diagram-
men ist durch die Datenrate beeinflusst. Die Datenrate wurde auf 25 % ei-
ner Synchronisationsnachricht, die eine vollsta¨ndigen Kopie entha¨lt, je Se-
kunde gesetzt. Die Werte nehmen u¨ber die Zeit konstant ab, da die Daten
der Synchronisationsnachricht kontinuierlich u¨bertragen werden.
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Abb. 4.24: Simulationsergebnisse fu¨r die Algorithmen
4.4 Simulative Evaluierung der Algorithmen 163
• Algorithmus A (sendeKopie): In Abbildung 4.24 a) ist die Konfigu-
ration fu¨r die alleinige U¨bertragung von vollsta¨ndigen Kopien ei-
nes Gescha¨ftsobjekts dargestellt. Fu¨r jede A¨nderung wird separat ei-
ne vollsta¨ndige Kopie u¨bertragen. Die zu u¨bertragende Datenmenge
steigt mit jeder A¨nderung um die Gro¨ße einer Synchronisationsnach-
richt mit einer vollsta¨ndigen Kopie. Der Transport der Synchronisati-
onsnachricht wird sofort nach Erstellung der Synchronisationsnach-
richt ausgelo¨st. Aus dem Beispiel ergibt sich, dass 15 Synchronisati-
onsnachrichten fu¨r die 15 A¨nderungen versendet werden mu¨ssen. In
Bezug auf die Summe aller Deltas ergibt die Summe der Gro¨ße aller
Synchronisationsnachrichten 293, 10 %.
• Algorithmus B (sendeDelta): In Abbildung 4.24 b) ist die Konfigura-
tion fu¨r die alleinige U¨bertragung von Deltas dargestellt. Synchroni-
sationsnachrichten werden sofort nach der Erstellung versendet. In
diesem Algorithmus gleicht die Anzahl der Synchronisationsnach-
richten ebenfalls der Anzahl der A¨nderungen und betra¨gt somit 15.
Die Summe der Gro¨ße aller Nachrichten gilt als Referenz fu¨r die an-
deren Algorithmen und ist mit 100% angegeben.
• Algorithmus C (sendeDeltaBu¨ndel): In Abbildung 4.24 c) ist die
Konfiguration mit der Verwendung der Bu¨ndelung abgebildet.
Abha¨ngigkeiten werden nicht beru¨cksichtigt. Der implementierte Al-
gorithmus erlaubt es, mehrere Deltas in einer Synchronisationsnach-
richt zu versenden. Dadurch konnte in dem Beispiel die Anzahl der
Nachrichten auf fu¨nf reduziert werden. Weiterhin ist unabha¨ngig
von der Anzahl der Deltas ein Offset je Nachricht notwendig. Der
Zeitpunkt fu¨r den Versand der Synchronisationsnachrichten ist an
dem Zeitpunkt des ersten Deltas gebunden. Der gesetzte zeitliche
Abstand von 20 s darf nicht u¨berschritten werden. Deshalb ist jede
Nachricht, spa¨testens 20 s nachdem die erste enthaltene A¨nderung
ausgefu¨hrt wurde, u¨bertragen. A¨nderungen, die nicht mehr enthal-
ten sein ko¨nnen, werden in der folgenden Synchronisationsnachricht
versendet. Die Summe der Gro¨ße aller Nachrichten konnte durch die
Einsparung von Synchronisationsnachrichten auf 82.24 % verringert
werden.
• Algorithmus D (sendeDeltaAbha¨ngigBu¨ndel): In Abbildung 4.24 d)
ist die Konfiguration mit der Verwendung der Bu¨ndelung abgebildet,
wobei auch A¨nderungen beru¨cksichtigt werden. Sind Abha¨ngigkei-
ten vorhanden, wird nur der letzte Zustand der erneut gea¨nderten
A¨nderungen versendet. Dadurch konnte in dem Beispiel die Gro¨ße
Nachricht auf 72.43 % verringert werden. In dem Beispiel erlaubt
die Verringerung der Gro¨ße der Synchronisationsnachrichten sogar
die A¨nderungen aus der letzten Synchronisationsnachricht in die
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vorherige einzubetten. In dem Algorithmus C war Einbettung nicht
mo¨glich, da ansonsten der zeitliche Abstand der ersten A¨nderung
innerhalb der vierten Synchronisationsnachricht u¨berschritten wird.
Die Anzahl der Synchronisationsnachricht wurde dadurch auf vier
verringert
• Algorithmus E (sendeDeltaAbha¨ngigBu¨ndelKopie): In Abbildung
4.24 e) ist die Konfiguration mit der Verwendung der Bu¨ndelung, der
Betrachtung von Abha¨ngigkeiten und der Option, vollsta¨ndige Kopi-
en zu senden, abgebildet. U¨bersteigt eine Synchronisationsnachricht
mit Deltas die Gro¨ße einer vollsta¨ndigen Kopie, so wird eine Synchro-
nisationsnachricht mit einer vollsta¨ndigen Kopie versendet. Die Ver-
ringerung der Gro¨ße der Synchronisationsnachricht erlaubt auch ei-
ne Verschiebung des Zeitpunktes fu¨r den Transfer nach hinten. Durch
die Verschiebung ist es in dem Beispiel mo¨glich, in die vierte Nach-
richt ein weiteres Delta einzubetten und die letzte Nachricht spa¨ter
zu versenden. Die Gro¨ße aller Synchronisationsnachrichten kann zu-
dem auf 68.79 % reduziert werden.
Tab. 4.6: Vergleich der Simulationsergebnisse
Algorithmus Nachrichten Gro¨ße (Summe)
A - sendeKopie 15 293, 10 %
B - sendeDelta 15 100, 00 %
C - sendeDeltaBu¨ndel 5 82, 24 %
D - sendeDeltaAbha¨ngigBu¨ndel 4 72, 43 %
E - sendeDeltaAbha¨ngigBu¨ndelKopie 4 68, 79 %
In Tabelle 4.6 sind die Simulationsergebnisse kurz zusammengefasst. Die
Ergebnisse spiegeln die Erwartungen aus dem Beispiel in Abschnitt 3.9
wieder. Mit Hilfe der Algorithmen la¨sst sich sowohl die Menge der zu
u¨bertragenden Daten als auch die Anzahl der Synchronisationsnachrich-
ten signifikant reduzieren. Das abgebildete Beispiel zeigt eine Verringerung
der Summe der Gro¨ße aller Synchronisationsnachrichten und der Anzahl
der Nachrichten von Algorithmus A zu B zu C zu D zu E.
Weitere Messungen haben jedoch ergeben, dass nicht immer die Ergebnisse
von Algorithmus A zu E besser werden. Ein Beispiel sei fu¨r den Algorith-
mus E (sendeDeltaAbha¨ngigBu¨ndelKopie) genannt. In dem Beispiel aus Abbil-
dung 4.24 konnte eine Verschiebung der letzten Nachricht erreicht werden.
Das kann zur Folge haben, dass eine A¨nderung aus einer noch spa¨teren
Synchronisationsnachricht in diese Synchronisationsnachricht eingebettet
wird. Das hat zur Folge, dass sich die Gro¨ße der Synchronisationsnach-
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richt erho¨ht. Besteht die spa¨tere Synchronisationsnachricht aber aus einer
vollsta¨ndigen Kopie, so erho¨ht sich die gesamte Gro¨ße aller zu u¨bertragen-
den Synchronisationsnachrichten.
Die Simulation von Zeiten mit vielen A¨nderungen hat gezeigt, dass dort
der Versand von vollsta¨ndigen Kopien zum besten Ergebnis fu¨hrt. Fu¨r
Gescha¨ftsobjekte, die vielen A¨nderungen unterliegen und bei denen ein
hoher zeitlicher Abstand definiert werden kann, ko¨nnen mit einem Algo-
rithmus, welcher nur vollsta¨ndige Kopien versendet, versehen werden. Die
Synchronisationsnachricht wird zum spa¨tmo¨glichsten Zeitpunkt versen-
det. Dieser ergibt sich aus der ersten A¨nderung, die noch nicht synchroni-
siert wurde. Ein Beispiel fu¨r viele A¨nderungen an einem Gescha¨ftsobjekt ist
in Abbildung A.8 dargestellt. Umgekehrt ist es fu¨r Gescha¨ftsobjekte, wel-
che sehr kleinen und seltenen A¨nderungen unterliegen, empfehlenswert,
Deltas zu senden. Der festgesetzte zeitliche Abstand erlaubt je nach Gro¨ße
eine Bu¨ndelung der Deltas.
4.4.5 Zusammenfassung
Die simulative Evaluierung erlaubt es, die Algorithmen ohne eine aufwen-
dige Implementierung in einem realen System zu validieren. Gema¨ß den
Untersuchungskriterien aus Abschnitt 4.4.1 konnten A¨nderungen simu-
liert werden, die unterschiedlichen Einfluss auf die Gro¨ße von Synchroni-
sationsnachrichten haben. Eine Untersuchung der notwendigen Transfer-
zeiten fu¨r die resultierenden Synchronisationsnachrichten erfolgte fu¨r die
verschiedenen Algorithmen. Die Messungen der Simulationsumgebung
besta¨tigten die Erwartungen aus Abschnitt 3.7. Die Algorithmen ko¨nnen
sowohl die Anzahl der zu sendenden Synchronisationsnachrichten, als
auch die Menge der zu u¨bertragenden Daten reduzieren. Die Effizienz der
Algorithmen entscheidet sich jedoch nach der Ha¨ufigkeit und dem Umfang
der A¨nderungen.
Die Simulationsumgebung la¨sst sich auch fu¨r eine Analyse des Netzwerk-
transfers zwischen mehreren Anwendungsservern verwenden. Beliebig
viele Rechnerknoten und Clients lassen sich simulieren. Auch die Master
fu¨r Gescha¨ftsobjekte lassen sich individuell einstellen. Die auf J-Sim auf-
bauende Implementierung la¨sst sich auf Grund der komponentenbasier-
ten Architektur problemlos erweitern. Das verwendete Framework erlaubt
es, in Zukunft weitere Replikationsalgorithmen zu implementieren. Ei-
ne Implementierung des Update-Everywhere-Verfahrens ist beispielsweise
mo¨glich.
Zusammenfassend kann mit Hilfe der Algorithmen eine deutliche Verrin-
gerung der Gro¨ße der zu transferierenden Daten erreicht werden. In der
simulativen Evaluierung konnte eine Reduzierung der Summe von der
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Gro¨ße aller Synchronisationsnachrichten um u¨ber 31 % gegenu¨ber Algo-
rithmus B und um u¨ber 84 % gegenu¨ber Algorithmus A erreicht werden.
Die Zeiten fu¨r die Verarbeitung wurden in der Simulation vernachla¨ssigt
und in der im Abschnitt 4.5 erla¨uterten experimentellen Validierung be-
trachtet. Weiterhin konnte die Anzahl der Synchronisationsnachrichten auf
27 % der Anzahl der A¨nderungen reduziert werden.
4.5 Experimentelle Evaluierung der Algorithmen
Die experimentelle Validierung der Algorithmen baut auf den Erkenntnis-
sen der simulativen Evaluierung auf. Bei dieser wurde jedoch nicht die Zeit
fu¨r die Verarbeitung von Gescha¨ftsobjekten (TP) betrachtet. In der simula-
tiven Evaluierung wurden die Kosten fu¨r den Transfer der Synchronisati-
onsnachrichten (TN) und der Einfluss von A¨nderungen auf die Gro¨ße und
Anzahl der Synchronisationsnachrichten betrachtet.
Auf eine Implementierung der Algorithmen in ein reales System wurde
auf Grund des extrem hohen zeitlichen Aufwands verzichtet. Fu¨r eine Um-
setzung der Konzepte wurde allerdings ein umfassender Prototyp entwi-
ckelt, welcher unter anderem auch den Web Service fu¨r die Profilerstel-
lung von Gescha¨ftsobjekten aus Abschnitt 4.2 verwendet. Anhand von rea-
len Gescha¨ftsobjekten erfolgt eine Evaluierung der Algorithmen, wobei so-
wohl reale Verarbeitungszeiten und Transferzeiten als auch reale A¨nderun-
gen betrachtet werden. Alle folgenden Messungen wurden auf einem Rech-
ner mit einem Intel Core 2 Duo Prozessor mit einer Leistung von 3, 2 GHz
und 2 GB RAM durchgefu¨hrt.
4.5.1 Architektur des Prototyps
Die Architektur des Prototyps spiegelt die Architektur einer realen Umge-
bung, wie sie in Abbildung 2.12 dargestellt ist, wider. Der Fokus liegt auf
der Evaluierung der Algorithmen bei der Synchronisation von Gescha¨fts-
objekten von einem Master zu einem Nicht-Master. Die Algorithmen bau-
en auf dem im Abschnitt 3.6 auf und setzen eine Profilerstellung (Abschnitt
3.3) und Versionierung von Gescha¨ftsobjekten (Abschnitt 3.4) voraus.
In Abbildung 4.25 ist die grobe Architektur des Prototyps dargestellt.
Gescha¨ftsobjekte lassen sich aus dem Dateisystem laden, auf dem sich ein
Satz von XML-Dokumenten befindet. Die Architektur bildet sowohl den
Rechner, welcher Master fu¨r die Gescha¨ftsobjekte ist, als auch den Rech-
ner, welcher nicht Master ist, ab. Auf Master und Nicht-Master befinden
sich initial die gleichen XML-Dokumente, welche die Gescha¨ftsobjekte re-
pra¨sentieren.

















Abb. 4.25: Architektur des Prototyps fu¨r die Experimentelle Evaluierung
Auf dem Master befindet sich ein A¨nderungssimulator, u¨ber den gezielt
oder zufa¨llig A¨nderungen an den Gescha¨ftsobjekten vorgenommen wer-
den ko¨nnen. U¨ber eine Nutzerschnittstelle ko¨nnen Gro¨ße und Art der
A¨nderungen gema¨ß den Untersuchungskriterien in Abschnitt 4.4.1 durch-
gefu¨hrt werden. Ein Replikationsagent u¨berwacht die Gescha¨ftsobjekte und
ist fu¨r die Synchronisation der Gescha¨ftsobjekte verantwortlich. Die Algo-
rithmen sind in dem Replikationsagent implementiert. Der Replikations-
agent kann auf den in Abschnitt 4.2 vorgestellten Web Service fu¨r die Pro-
fileerstellung zugreifen, um auf die Profile der Gescha¨ftsobjekte zugreifen
zu ko¨nnen. Der Profil Web Service kann direkt auf die Gescha¨ftsobjekte zu-
greifen und A¨nderungsprofile zur Laufzeit anlegen. Alle Komponenten be-
finden sich auf einem Java HTTP Server.
Auf dem Nicht-Master befindet sich ebenfalls ein Replikationsagent, wel-
cher einen Web Service fu¨r die Synchronisation bereitstellt. Der Web Service
wird von dem Master aufgerufen und ermo¨glicht es A¨nderungen zu trans-
ferieren. Der Replikationsagent wertet die u¨bermittelten Synchronisations-
nachrichten aus und a¨ndert die Gescha¨ftsobjekte auf dem Nicht-Master-
Rechner. Beide Systeme befinden sich fu¨r die Messungen auf dem gleichen
Rechner, um das Problem der Zeitsynchronisation zu lo¨sen. Deshalb befin-
det sich zwischen Master und Nicht-Master zusa¨tzlich ein Bandbreitenbe-
grenzer, welcher eine Konfiguration der Datenrate zula¨sst. Auf diese Wei-
se ko¨nnen unterschiedliche Netzwerkgeschwindigkeiten simuliert werden.
Die Komponenten des Prototyps lassen sich aber auch, wie bei einem reales
System, auf verschiedene Rechner verteilen. Die Kommunikation zwischen
den Systemen findet ausschließlich u¨ber Web Services statt.
Der Zugriff auf die Gescha¨ftsobjekte u¨ber die XML-Dokumente ist mit
JAXB [jav] realisiert. Fu¨r die Bereitstellung der Web Services wurde als
Anwendungsserver der Java HTTP Server verwendet. Die Synchronisati-
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onsnachrichten entsprechen SOAP Nachrichten. Fu¨r einen Vergleich von
Gescha¨ftsobjekten und die Ermittlung von A¨nderungen auf dem Sender
wurde die Implementierung von diffxml [Mou02] verwendet. Die Synchro-
nisationsnachrichten enthalten somit A¨nderungen nach der DUL [Mou02].
Auf dem Empfa¨nger werden analog mit diffxml die A¨nderungen eingear-
beitet.
Fu¨r die folgenden Experimente wurden Gescha¨ftsobjekte mit der Gro¨ße
von 2 kB, 8 kB, 16 kB, 32 kB, 64 kB, 128 kB und 256 kB erstellt. An Hand die-
ser Gescha¨ftsobjekte werden die Algorithmen evaluiert und die Analysen
beschrieben. Die Gescha¨ftsobjekte sind in XML-Dokumenten abgelegt und
basieren auf der Struktur von realen Gescha¨ftsobjekten. Die Gro¨ße von rea-
len Gescha¨ftsobjekten kann auch auf Grund von beispielsweise Anha¨ngen
wesentlich ho¨her sein. Anhand der ausgewa¨hlten Beispiele la¨sst sich aber
eine umfassende und repra¨sentative Analyse des vorgestellten Konzepts
durchfu¨hren.
4.5.2 Bestimmung der Algorithmusgrenze
Fu¨r ein Teil der Algorithmen ist die Ermittlung der Verarbeitungs- und
Transferzeiten (TP, TN) auf Basis des Kostenmodells erforderlich. Ohne
die Ermittlung beider Werte ist eine Vorhersage der Verarbeitungskosten
nicht mo¨glich. Die Ermittlung basiert den Profilen fu¨r Gescha¨ftsobjekte.
Auch die Grenze fu¨r das Senden von vollsta¨ndigen Kopien und das Senden
von Deltas gilt es zu bestimmen. Die Grenze wird in prozentualer Gro¨ße
des Deltas zur Gro¨ße des Gescha¨ftsobjekts angegeben. Die entscheiden-
den Parameter fu¨r die Bestimmung der Grenze sind Transfer- und Ver-
arbeitungszeit fu¨r eine Synchronisationsnachricht mit Delta (Tn(Delta) +
TP(Delta)) und fu¨r eine Synchronisationsnachricht mit vollsta¨ndiger Ko-
pie (Tn(Kopie) + TP(Kopie)).













Abb. 4.26: Experimentelle Grenzenbestimmung fu¨r ein Gescha¨ftsobjekt der Gro¨ße
von 64kB
In Abbildung 4.26 ist die Ermittlung der Algorithmusgrenze (Delta in %)
an einem Beispiel dargestellt. Fu¨r ein Gescha¨ftsobjekt der absoluten Gro¨ße
von 64 kB wurden die Differenzen der Werte fu¨r die Verarbeitungszei-
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ten TP und die Differenz der Transferzeiten TN fu¨r A¨nderungen verschie-
dener Gro¨ße (Delta in %) auf einem Testsystem ermittelt. (Die diskreten
Werte wurden zu einer Geraden vereinfacht, und somit wird eine lineare
Abha¨ngigkeit angenommen.) Die Gro¨ße des Deltas bildet bei der Bu¨nde-
lung von mehreren Deltas die Summe aller Deltas einer Synchronisations-
nachricht. Die Gro¨ße des Deltas wird somit indirekt an die Gro¨ße der zu
erwartenden Synchronisationsnachricht gebunden.
Der Schnittpunkt der beiden Geraden liegt bei einer Gro¨ße des Deltas von
57, 60 %. Wird der Algorithmus E (sendeDeltaAbha¨ngigBu¨ndelKopie) verwen-
det, so wird eine Synchronisationsnachricht mit einer vollsta¨ndigen Kopie
des Gescha¨ftsobjekts gesendet, sobald das Delta eine Gro¨ße von 57, 60 %
gegenu¨ber der vollsta¨ndigen Kopie u¨bersteigt. Liegt die Gro¨ße des Deltas
darunter, wird eine Synchronisationsnachricht mit Deltas versendet.
Die in Abbildung 4.26 ermittelte Grenze ist fu¨r ein Gescha¨ftsobjekt der
Gro¨ße von 64 kB gu¨ltig. Zudem wurde die Datenrate mit Hilfe des Brand-
breitenbegrenzers auf 64 kbit/s festgesetzt. Die Datenraten wurden sehr
niedrig gewa¨hlt, da nur ein Gescha¨ftsobjekt gea¨ndert wird. Werden paral-
lel mehrere A¨nderungen an verschiedenen Gescha¨ftsobjekt durchgefu¨hrt,
mu¨ssen entsprechend mehr Synchronisationsnachrichten versendet wer-
den. Die Bestimmung der Ha¨ufigkeit in Verbindung mit der durchschnitt-
lichen Anzahl von Schreibzugriffen hilft bei einer Abscha¨tzung der zu er-
wartenden Nachrichten.
In Abbildung A.9 ist die Bestimmung der Grenze mit der gleichen Datenra-
te und den Gescha¨ftsobjekten mit einer Gro¨ße von a) 2 kB, b) 8 kB, c) 16 kB,
d) 32 kB, e) 128 kB und f) 256 kB dargestellt. Fu¨r das Gescha¨ftsobjekt der
Gro¨ße von 256 kB konnte kein Schnittpunkt fu¨r die festgesetzte Datenrate
ermittelt werden, da die Verarbeitungszeit bei dem Versand einer Synchro-
nisationsnachricht mit einem Delta so hoch ist. Fu¨r dieses Gescha¨ftsobjekt
ist der Versand einer vollsta¨ndigen Kopie unter den gegebenen Einstellun-
gen auf dem Testsystem immer gu¨nstiger.
Es wurden weitere Messungen mit den gleichen Gescha¨ftsobjekten bei ei-
ner Datenrate von 32 kbit/s, 64 kbit/s, 128 kbit/s, 256 kbit/s und 512 kbit/s
durchgefu¨hrt. Fu¨r jedes der Gescha¨ftsobjekte wurden fu¨r jede Einstellung
der Datenrate mehrere Messungen fu¨r die Transfer- und Verarbeitungszei-
ten durchgefu¨hrt, um die Schnittpunkte zu ermitteln. Die Berechnung der
Grenze erfolgte analog zum Beispiel des Gescha¨ftsobjekts mit einer Gro¨ße
von 64 kB in Abbildung 4.26.
Die ermittelten Schnittpunkte fu¨r die Grenzen an Hand der Gro¨ße des Del-
tas sind fu¨r alle Gescha¨ftsobjekte in Abbildung 4.27 grafisch dargestellt. Bei
einer sehr geringen Datenrate ist bei dem Gescha¨ftsobjekt der Gro¨ße von
2 kB die Gro¨ße des Deltas sehr gering und liegt zwischen 11 % und 13 % der
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Abb. 4.27: Experimentell ermittelte Grenzen fu¨r verschiedene Gescha¨ftsobjekte
und Datenraten
Gro¨ße des Deltas. Mit der wachsenden Gro¨ße des Gescha¨ftsobjekts nimmt
auch die Gro¨ße der Grenze zu. Die Grenze liegt bei dem Gescha¨ftsobjekten
mit der Gro¨ße von 16 kB zwischen 19 % und 50 %, wobei die Grenze mit
wachsender Datenrate abnimmt.
Der Grenzwert nimmt abha¨ngig von der Datenrate bei wachsender Gro¨ße
des Gescha¨ftsobjekts wieder ab. Bei der Datenrate von 512 kbit/s liegt die
Grenze bei dem Gescha¨ftsobjekt der Gro¨ße von 32 kB nur noch im ein-
stelligen Bereich. Bei dem noch gro¨ßeren Gescha¨ftsobjekt liegt die Gren-
ze bereits im negativen Bereich. Alle negativen Werte zeigen, dass die
effizienteste Methode der Versand von Synchronisationsnachrichten mit
vollsta¨ndigen Kopien ist.
Tab. 4.7: Ergebnisse fu¨r die experimentelle Bestimmung der Algorithmusgrenze
DELTA IN %
DW in kbit/s 2 kB 8 kB 16 kB 32 kB 64 kB 128 kB 256 kB
32 12, 62 30, 69 49, 96 62, 18 70,11 65, 34 39, 15
64 12, 81 29, 85 44, 18 58,20 57, 60 36, 72 −22, 42
128 12, 61 28, 08 40, 19 49,70 31, 79 −18, 90 −139, 19
256 11, 99 24, 56 32,73 32, 59 −16, 41 −122, 36 −350, 69
512 11, 27 18, 60 19,39 2, 56 −103, 65 −300, 76 −668, 06
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In Tabelle 4.7 sind die Grenzwerte nach Gro¨ße des Gescha¨ftsobjekts und
Datenrate aufgelistet. Die ho¨chsten Grenzwerte zu jeder Datenrate sind je-
weils hervorgehoben. In Abbildung 4.28 sind entsprechende Kurven u¨ber
die ermittelten Grenzen dargestellt. Die Kurven wurden mit Hilfe der Me-
thode der kleinsten Quadrate ermittelt. Die Kurven fu¨r die unterschiedli-
chen Datenraten zeigen, dass das Maximum mit zunehmender Datenrate
sinkt.





















Abb. 4.28: Splines fu¨r unterschiedliche Datenraten mit experimentell ermittelten
Grenzen
Aus dem sinkenden Maximum ergibt sich, dass mit einer zunehmenden
Datenrate die Grenze fu¨r das Versenden von Synchronisationsnachrichten
mit Deltas sinkt. Die Ursache ist der schnellere Transfer von Synchroni-
sationsnachrichten mit vollsta¨ndigen Kopien, wa¨hrend die Verarbeitungs-
zeiten fu¨r den Versand von Synchronisationsnachrichten mit Deltas gleich
bleiben.
Zusa¨tzlich ist eine Verschiebung des Maximums und des Schnittpunkts mit
der Ordinate zu kleineren Gro¨ßen der Gescha¨ftsobjekte zu verzeichnen.
Aus der Verschiebung ergibt sich, dass sich mit ho¨herer Datenrate die Gren-
ze auf immer kleinere Gescha¨ftsobjekte verschiebt. Die Ursache ist die ho-
he Verarbeitungszeit von großen Gescha¨ftsobjekten. Auf dem Testsystem
hatte die Verarbeitungszeit des Gescha¨ftsobjekts mit der Gro¨ße von 64 kB
bereits so einen hohen Wert, dass sich bei einer Datenrate von 256 kbit/s
der Versand von vollsta¨ndigen Kopien als effizienter erwies. Die ermittel-
ten Grenzwerte aus Tabelle 4.7 werden fu¨r die folgende Evaluierung der
Algorithmen verwendet.
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4.5.3 Vergleich der Algorithmen
Fu¨r die experimentelle Evaluierung der Algorithmen werden verschiedene
Gescha¨ftsobjekte erstellt, an denen jeweils mehrere A¨nderungen u¨ber einen
festen Zeitraum durchgefu¨hrt werden. Die A¨nderungen entsprechen den
Untersuchungskriterien aus Abschnitt 4.4.1. Jede A¨nderung fu¨hrt zu einer
neuen Version (siehe Abschnitt 3.4). Zu jeder Version wird ein Profil mit
erstellt (siehe Abschnitt 3.3). Die Profile werden fu¨r die Berechnung der
Verarbeitungs- und Transferzeiten verwendet.
Die folgende Beschreibung ist in Szenarien unterteilt, wobei je Szenario
ein Gescha¨ftsobjekt einem Satz von A¨nderungen unterliegt. Auf Basis der
A¨nderungen erfolgt eine Synchronisation des Gescha¨ftsobjekts vom Master
zum Nicht-Master (Abbildung 4.25). Die Synchronisation erfolgt mit dem
gleichen Satz von A¨nderungen unter der Verwendung der Algorithmen.
Fu¨r jeden Algorithmus werden die Transfer- und Verarbeitungszeiten ge-
messen, um einen Vergleich herstellen zu ko¨nnen.
In Tabelle 4.8 ist eine U¨bersicht der Szenarien aufgelistet. Die U¨bersicht
entha¨lt fu¨r jedes Szenario eine kurze Beschreibung. Fu¨r die Synchronisati-
on der Gescha¨ftsobjekte wurde zwischen dem Sender und Empfa¨nger eine
Datenrate von 128 kB/s fu¨r alle Szenarien festgelegt. Aus der Gro¨ße des
Gescha¨ftsobjekts und der Datenrate kann die Grenze fu¨r das Delta, wel-
che fu¨r den Algorithmus E1 beno¨tigt wird, ermittelt werden. Auf Basis der
Messungen in Abschnitt 4.5.2 ergibt sich eine Grenze fu¨r das Delta von circa
38 % (Abbildung 4.28). Der zeitliche Abstand ∆t wurde fu¨r alle A¨nderun-
gen in allen Szenarien auf vier Sekunden gesetzt.
Tab. 4.8: Szenariou¨bersicht fu¨r die exp. Evaluierung der Algorithmen
SZENARIO Beschreibung
Szenario 1 Ein Szenario mit wenigen A¨nderungen. Die Gro¨ße des Gescha¨ftsob-
jekts nimmt zu.
Szenario 2 Ein Szenario mit wenigen A¨nderungen, die kaum Abha¨ngigkeiten
aufzeigen.
Szenario 3 Ein Szenario mit wenigen A¨nderungen, die kaum Abha¨ngigkeiten
aufzeigen. Die A¨nderungen fu¨hren zum Lo¨schen von Elementen.
Szenario 4 Szenario mit vielen A¨nderungen. Gro¨ßere A¨nderungen sind eben-
falls enthalten.
Szenario 5 Szenario mit wenigen A¨nderungen und großen Abha¨ngigkeiten.
Szenario 6 Szenario mit wenigen A¨nderungen und wenig Abha¨ngigkeiten.
Szenario 7 Szenario mit vielen ausschließlich kleinen A¨nderungen.
Bei dem Vergleich der Algorithmen werden die Bezeichnungen aus Ab-
schnitt 3.7 verwendet. Der in Abschnitt 3.7 beschriebene Algorithmus
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E (sendeDeltaAbha¨ngigBu¨ndelKopie) verwendet fu¨r die Entscheidung, Syn-
chronisationsnachrichten mit vollsta¨ndigen Kopien oder Deltas zu senden,
die Transfer- und Verarbeitungszeiten fu¨r die jeweiligen Synchronisations-
nachrichten. In Abschnitt 3.7.1 wurde eine zweite Mo¨glichkeit fu¨r eine Ent-
scheidung auf Basis der Gro¨ße der Deltas vorgestellt. Fu¨r die folgende Ana-
lyse werden beide Varianten des Algorithmus E verwendet. Der Algorith-
mus auf Basis der Deltas wird als Algorithmus E1 (deltabasiert) bezeichnet.
Fu¨r die Grenzermittlung werden die Ergebnisse aus Abschnitt 4.5.2 ver-
wendet. Der Algorithmus fu¨r die Verwendung der Grenze auf Basis der
Zeiten wird als Algorithmus E2 (zeitbasiert) bezeichnet.
Zusa¨tzlich wurde der Algorithmus F (sendeDeltaKopie) implementiert, wel-
cher eine Kombination aus Algorithmus A und Algorithmus B darstellt.
Es wird analog zu den Algorithmen A und B fu¨r jede A¨nderung eine Syn-
chronisationsnachricht versendet. Eine Synchronisationsnachricht kann ei-
ne vollsta¨ndige Kopie oder ein Delta enthalten. So lange die Gro¨ße des Del-
tas kleiner als die in Abschnitt 4.5.2 bestimmte Grenze ist, wird eine Syn-
chronisationsnachricht mit einem Delta gesendet. Wird die Grenze u¨ber-
schritten, wird eine Synchronisationsnachricht mit einer vollsta¨ndigen Ko-
pie des Gescha¨ftsobjekts erstellt.
Szenario 1
In dem Szenario 1 werden nur wenige und einfache A¨nderungen an dem
Gescha¨ftsobjekt der Gro¨ße von 16 kB durchgefu¨hrt. Im Folgenden wird
ein zeitlicher Ausschnitt, in dem acht A¨nderungen durchgefu¨hrt wurden,
diskutiert. Durch die acht A¨nderungen entstehen acht neue Versionen des
Gescha¨ftsobjekts (V1 - V8). Die erste betrachtete Version des Gescha¨ftsob-
jekts wird als Version V0 bezeichnet.
In Tabelle 4.9 sind einige strukturunabha¨ngige Parameter der Profile fu¨r die
unterschiedlichen Versionen des Gescha¨ftsobjekts aufgelistet. Die Notation
der Parameter entspricht den in Tabelle 3.4 aufgelisteten Parametern des
Modells fu¨r Gescha¨ftsobjekte. Zusa¨tzlich sind die vorgenommenen A¨nde-
rungen aufgeschlu¨sselt. Die Anzahl der hinzugefu¨gten Knoten ist mit +N,
die Anzahl der vera¨nderten Knoten mit ≈ N, die Anzahl der gelo¨schten
Knoten mit −N und die Anzahl der hinzugefu¨gten Attribute mit +K an-
gegeben. Bei den Angaben fu¨r die A¨nderungen sind keine Folgea¨nderun-
gen auf andere Knoten angegeben. Werden beispielsweise beim Lo¨schen
eines Knotens mehrere Unterknoten gelo¨scht, so sind diese nicht mit ange-
geben. Die resultierenden A¨nderungen lassen sich aber durch die Angabe
der Gro¨ße der A¨nderungen nachvollziehen.
In Abbildung 4.29 sind die Messungen der Algorithmen fu¨r die A¨nderun-
gen aus Szenario 1 dargestellt. Auf der Ordinate ist die Zeit und auf der
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Tab. 4.9: Versionshistorie fu¨r Szenario 1
VERSION N K Λ W V L +N ≈ N −N +K
V0 215 134 5 1751 183 10 - - - -
V1 216 134 5 1751 183 10 1 - 1 -
V2 217 134 5 1751 184 10 1 - - -
V3 218 134 5 1751 184 10 1 1 1 -
V4 221 134 5 1751 187 10 3 2 1 -
V5 222 134 5 1751 188 10 1 - - -
V6 224 134 5 1751 190 10 3 2 2 -
V7 226 134 5 1751 192 10 2 2 1 -
V8 229 135 5 1783 195 10 4 1 1 1
Abszisse die Gro¨ße der aus den A¨nderungen resultierenden Synchronisa-
tionsnachrichten abgebildet. Die Ordinaten sind in allen Diagramme a) -
f) gleich skaliert. Die Abszissen der Diagramme sind unterschiedlich ska-
liert. Fu¨r jede Synchronisationsnachricht ist die Verarbeitungszeit TP und
die Transferzeit TN angegeben. Die Verarbeitungszeiten verringern nicht
die zu u¨bertragenden Daten, was sich in einen konstanten Wert der Gro¨ße
der Synchronisationsnachricht widerspiegelt. Der Transfer der Synchroni-
sationsnachricht verringert die zu u¨bertragenden Daten, was sich in einer
konstant abnehmenden Gro¨ße der Synchronisationsnachricht abzeichnet.
Sobald die Kurve der Transferzeit einer Synchronisationsnachricht die Or-
dinate trifft, ist die jeweilige Synchronisation abgeschlossen.
• Algorithmus A: sendeKopie: In Abbildung 4.29 a) sind die Transfer-
und Verarbeitungszeiten fu¨r das Senden von Synchronisationsnach-
richten mit vollsta¨ndigen Kopien dargestellt. Die Verarbeitungszeit
ist sehr gering, so dass die aktuelle Version des Gescha¨ftsobjekts aus-
schließlich kopiert, transferiert und ersetzt werden muss. Die Trans-
ferzeit ergibt sich aus der Gro¨ße des Gescha¨ftsobjekts und der Daten-
rate. Die Gro¨ße des Gescha¨ftsobjekts nimmt auf Grund von zusa¨tz-
lichen Knoten von Version V0 zu V8 zu. Insgesamt werden acht
Synchronisationsnachrichten mit jeweils einer vollsta¨ndigen Kopie
u¨bertragen, was insgesamt zu einer hohen Transferzeit fu¨hrt. Die
Gro¨ße der zu u¨bertragenden Synchronisationsnachricht liegt zwi-
schen 16 kB und 18 kB. Insgesamt sind 135, 87 kB zu u¨bertragen. Die
Summe von TP und TN ergibt 8, 554 s.
• Algorithmus B: sendeDelta: In Abbildung 4.29 b) sind die Transfer-
und Verarbeitungszeiten fu¨r den Versand von Synchronisationsnach-
richten mit Deltas dargestellt. Die Anzahl der Nachrichten entspricht
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der Anzahl der A¨nderungen. Es werden acht Synchronisationsnach-
richten mit jeweils einer A¨nderung versendet. Durch das Versen-
den von Deltas konnte die Summe der zu u¨bertragenden Daten auf
48, 52 kB reduziert werden. Verglichen mit den sehr kleinen A¨nde-
rungen ist die zu u¨bertragenden Datenmenge aber noch sehr groß.
Die Ursache liegt in der vierten A¨nderung, wobei mehrere Knoten
gelo¨scht werden. Die verwendete Beschreibungssprache von A¨nde-
rungen DUL erweist sich als sehr ungu¨nstig fu¨r die Beschreibung von
gelo¨schten Knoten, da in der Synchronisationsnachricht Lo¨schinfor-
mationen fu¨r alle Unterelemente eines gelo¨schten Knotens ebenfalls
u¨bermittelt werden. Die vierte Synchronisationsnachricht erreicht so-
mit eine Gro¨ße von u¨ber 25 kB. Dennoch la¨sst sich bei dem Beispiel
die Summe von TP und TN auf 4, 682 s reduzieren.
• Algorithmus C: sendeDeltaBu¨ndel: In Abbildung 4.29 c) sind die
Transfer- und Verarbeitungszeiten fu¨r den Versand von Synchronisa-
tionsnachrichten mit gebu¨ndelten Deltas dargestellt. Die Anzahl der
Synchronisationsnachrichten konnte somit auf drei reduziert werden,
ohne die Konsistenzanforderungen zu verletzen. Die Menge der zu
u¨bertragenden Daten konnte durch die Einsparung des Offsets auf
Grund der geringeren Anzahl von Synchronisationsnachrichten ver-
ringert werden und betra¨gt somit 49, 28 kB.
• Algorithmus D: sendeDeltaAbha¨ngigBu¨ndel: In Abbildung 4.29 d)
sind die Transfer- und Verarbeitungszeiten fu¨r den Versand von
Synchronisationsnachrichten mit gebu¨ndelten Deltas dargestellt, wo-
bei die Abha¨ngigkeiten zwischen Deltas beru¨cksichtigt werden. Auf
Grund mehrerer Abha¨ngigkeiten konnte die Menge der zu u¨bertra-
genden Daten auf 39, 83 kB verringert werden. Trotz des Mehrauf-
wands fu¨r die Ermittlung von Abha¨ngigkeiten konnte die Summe
von TP und TN auf 3, 820 s reduziert werden. Die Anzahl der Syn-
chronisationsnachrichten hat sich nicht vera¨ndert.
• Algorithmus E1: sendeDeltaAbha¨ngigBu¨ndelKopie (deltabasiert): In
Abbildung 4.29 e) sind die Transfer- und Verarbeitungszeiten fu¨r
den Versand von Synchronisationsnachrichten mit gebu¨ndelten Del-
tas, wobei Abha¨ngigkeiten zwischen Deltas beru¨cksichtigt und
vollsta¨ndige Kopien gesendet werden, dargestellt. Da die vierte Syn-
chronisationsnachricht die Grenze auf Basis der Deltagro¨ße u¨ber-
steigt, wird anstatt der Synchronisationsnachricht mit Deltas eine
Synchronisationsnachricht mit einer Kopie versendet. Dadurch konn-
te die Menge der zu u¨bertragenden Daten auf 29, 52 kB reduziert wer-
den. Durch die Einsparung der zu u¨bertragenden Daten und die Ein-
sparung der Verarbeitungszeit bei der vierten Synchronisationsnach-
richt konnte die Summe von TP und TN auf 2, 657 s verringert werden.
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• Algorithmus E2: sendeDeltaAbha¨ngigBu¨ndelKopie (zeitbasiert): In
Abbildung 4.29 f) sind die Transfer- und Verarbeitungszeiten fu¨r den
Versand von Synchronisationsnachrichten mit gebu¨ndelten Deltas
dargestellt, wobei die Abha¨ngigkeiten zwischen Deltas beru¨cksich-
tigt und vollsta¨ndige Kopien gesendet werden. Die Ermittlung der
Grenze erfolgt auf Basis der ermittelten Transfer- und Verarbeitungs-
zeiten der einzelnen Synchronisationsnachrichten. In dem Beispiel er-
gibt sich fu¨r die Summe von TP und TN eine Zeit von 2, 582 s und fu¨r
die Menge der zu u¨bertragenden Daten ein Wert von 36, 29 kB.
• Algorithmus F: sendeDeltaKopie: Die Transfer- und Verarbeitungs-
zeiten fu¨r den Versand von Synchronisationsnachrichten mit Deltas
oder Kopien fu¨r jede A¨nderung ist nicht abgebildet. Wird dieser Al-
gorithmus verwendet, kann die Anzahl der Synchronisationsnach-
richten nicht reduziert werden. Obwohl acht Synchronisationsnach-
richten gesendet werden, la¨sst sich die Menge der zu u¨bertragenden
Daten dennoch auf 49, 94 kB reduzieren. Die Summe von TP und TN
liegt bei 4, 252 s.
Tab. 4.10: Algorithmenvergleich fu¨r Szenario 1
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 8 8, 555 s (100, 00 %) 135, 87 kB (100, 00 %)
B (b) 8 4, 682 s (54, 73 %) 51, 55 kB (37, 94 %)
C (c) 3 4, 539 s (53, 06 %) 49, 28 kB (35, 71 %)
D (d) 3 3, 820 s (44, 65 %) 39, 83 kB (29, 31 %)
E1 (e) 3 2, 657 s (31, 06 %) 29,52 kB (21, 73 %)
E2 (f) 4 2,582 s (30, 18 %) 36, 29 kB (26, 71 %)
F 8 4, 252 s (49, 71 %) 49, 94 kB (36, 75 %)
Die Anzahl der Nachrichten, die Summe der zu u¨bertragenden Daten und
die Summe von TP und TN fu¨r das Beispiel sind in Tabelle 4.29 aufgelis-
tet. Die jeweils besten Werte sind hervorgehoben. Die Tabelle zeigt, dass
die Synchronisation des Gescha¨ftsobjekts von Algorithmus A zu E effizien-
ter wird. Algorithmus E1 und E2 sind trotz unterschiedlicher Grenzbestim-
mungen gleichermaßen effizient. Gegenu¨ber dem Versand von vollsta¨ndi-
gen Kopien (Algorithmus A) ist die Synchronisation unter Verwendung
der Algorithmen E1 und E2 in Bezug auf TP und TN ungefa¨hr viermal so
schnell. Auch gegenu¨ber dem Versand von Deltas (Algorithmus B und C)
ist eine signifikante Steigerung der Effizienz zu verzeichnen, ohne die Kon-
sistenzanforderungen zu verletzen. Mit den Algorithmen E1 und E2 konnte
die Gesamtzeit um fast 70 % reduziert werden. Die Datenmenge ließ sich
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Abb. 4.29: Synchronisationszeiten fu¨r Szenario 1
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um u¨ber 75 % senken. Ist es nicht mo¨glich, einen zeitlichen Abstand zu
definieren, kann mit Algorithmus F eine Steigerung der Effizienz erreicht
werden.
Szenario 2
In dem Szenario 2 wurden sieben A¨nderungen an dem gleichen Gescha¨fts-
objekt der Gro¨ße von 16 kB durchgefu¨hrt. Durch die A¨nderungen entstehen
sieben weitere Versionen des Gescha¨ftsobjekts (V1 - V7). In Abbildung A.10
im Anhang sind die Messungen der Algorithmen fu¨r die A¨nderungen aus
Szenario 2 analog zu Szenario 1 dargestellt. Gegenu¨ber Szenario 1 werden
durch die A¨nderungen mehr Elemente gelo¨scht als hinzugefu¨gt. Die Gro¨ße
des Gescha¨ftsobjekts nimmt ab. Die Abha¨ngigkeiten zwischen den A¨nde-
rungen sind in diesem Szenario sehr gering.
• Algorithmus A: sendeKopie: Die Gro¨ße der zu u¨bertragenden Syn-
chronisationsnachricht liegt zwischen 13 kB und 16 kB. Insgesamt
sind 106, 6 kB zu u¨bertragen. Die Summe von TP und TN ergibt
6, 711 s.
• Algorithmus B: sendeDelta: Die Summe der zu u¨bertragenden Daten
betra¨gt 65, 35 kB. Durch eine große Synchronisationsnachricht von
u¨ber 36 kB konnte die Summe der zu u¨bertragenden Daten gegenu¨ber
Algorithmus A nicht einmal um die Ha¨lfte reduziert werden. Die Ur-
sache liegt erneut bei dem Lo¨schen von mehreren Knoten, was in
einer großen Synchronisationsnachricht durch die Verwendung von
DUL resultiert. Die Summe von TP und TN ergibt 5, 116 s.
• Algorithmus C: sendeDeltaBu¨ndel: Durch die Bu¨ndelung la¨sst sich
die Anzahl der Synchronisationsnachrichten auf drei reduzieren. Da-
durch kann viermal das Offset eingespart werden. Die Menge der zu
u¨bertragenden Daten verringert sich auf 5, 044 kB.
• Algorithmus D: sendeDeltaAbha¨ngigBu¨ndel: Die Betrachtung der
Abha¨ngigkeiten fu¨hrt zu einem zusa¨tzlichen Aufwand. Auf Grund
der geringen Abha¨ngigkeiten zwischen den A¨nderungen kann die zu
u¨bertragende Datenmenge nur auf 63, 02 kB reduziert werden. Durch
den zusa¨tzlichen Aufwand erho¨ht sich die Summe von TP und TN auf
5, 392 s.
• Algorithmus E1: sendeDeltaAbha¨ngigBu¨ndelKopie (deltabasiert):
Durch den Versand einer vollsta¨ndigen Kopie anstatt einer Synchro-
nisationsnachricht mit einem großen Delta kann die Menge der zu
u¨bertragenden Daten auf nur 40, 6 kB reduziert werden. Die Menge
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der zu u¨bertragenden Daten konnte so auf fast ein Drittel verringert
werden. Die Summe von TP und TN konnte ebenfalls auf 3, 728 s ver-
ringert werden. Die Anzahl der Nachrichten hat sich jedoch durch
die Verschiebung von Deltas zwischen Synchronisationsnachrichten
auf fu¨nf erho¨ht.
• Algorithmus E2: sendeDeltaAbha¨ngigBu¨ndelKopie (zeitbasiert): Die
Menge der zu u¨bertragenden Daten erho¨ht sich gegenu¨ber Algorith-
mus E1 auf 42, 05 kB, da in der ersten Synchronisationsnachricht eine
vollsta¨ndige Kopie anstatt von Deltas versendet wird. Die Summe
von TP und TN la¨sst sich dadurch auf 3, 477 s senken, da der Ver-
arbeitungsaufwand fu¨r die erste Synchronisationsnachricht entfa¨llt.
Die Anzahl der Synchronisationsnachrichten betra¨gt auch hier fu¨nf.
• Algorithmus F: sendeDeltaKopie: Der Versand von Synchronisati-
onsnachrichten mit Deltas ohne Bu¨ndelung und Kopien ermo¨glicht
eine Reduzierung der Menge der zu u¨bertragenden Daten auf
44, 39 kB. Dieser Wert liegt nur knapp u¨ber den Werten von den Algo-
rithmen E1 und E2. Die Summe von TP und TN ist gegenu¨ber allen an-
deren Algorithmen am niedrigsten und liegt bei 3, 466 s, obwohl kei-
ne Bu¨ndelung durchgefu¨hrt und sieben Nachrichten versendet wer-
den.
Tab. 4.11: Algorithmenvergleich fu¨r Szenario 2
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 7 6, 711 s (100, 00 %) 106, 6 kB (100, 00 %)
B (b) 7 5, 116 s (76, 22 %) 65, 35 kB (61, 31 %)
C (c) 5 5, 044 s (75, 16 %) 64, 22 kB (58, 82 %)
D (d) 5 5, 392 s (80, 33 %) 63, 02 kB (59, 12 %)
E1 (e) 5 3, 728 s (55, 55 %) 40,6 kB (38, 09 %)
E2 (f) 5 3, 477 s (51, 88 %) 42, 05 kB (39, 45 %)
F 7 3,466 s (51, 65 %) 44, 39 kB (41, 63 %)
In Tabelle 4.11 sind die Anzahl der Nachrichten, die Summe der zu u¨ber-
tragenden Daten und die Summe von TP und TN fu¨r das Beispiel aufge-
listet. Die jeweils besten Werte sind hervorgehoben. Die Tabelle zeigt ein
anderes Verhalten der Algorithmen in Bezug auf die Effizienz gegenu¨ber
Szenario 1. Der effizienteste Algorithmus ist Algorithmus F. Die Anzahl
der Nachrichten la¨sst sich mit den Algorithmen C, D, E1 und E2 reduzie-
ren. Die Algorithmen E1 und E2 unterscheiden sich kaum in der Menge der
zu u¨bertragenden Daten und ko¨nnen eine Zeiteinsparung von fast 50 %
aufweisen.
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Durch die Betrachtung von Abha¨ngigkeiten in Algorithmus D kann die
Menge der zu versendenden Daten kaum verringert werden. Die Betrach-
tung von A¨nderungen fu¨hrt sogar dazu, dass der Algorithmus ineffizien-
ter wird. Bei sehr kleinen Abha¨ngigkeiten ist demnach der Algorithmus
C besser. Insgesamt ist fu¨r dieses Szenario jedoch der Algorithmus F zu
empfehlen. Die Ursache liegt zum einen in der aufwa¨ndigen Beschreibung
von gelo¨schten Knoten in DUL und zum anderen in der ungu¨nstigen Ver-
teilung von A¨nderungen, welche zudem nur sehr geringe Abha¨ngigkeiten
aufweisen.
Szenario 3
In dem Szenario 3 wurden sechs A¨nderungen an dem gleichen Gescha¨fts-
objekt der Gro¨ße von 16 kB durchgefu¨hrt. Durch die A¨nderungen entstehen
sechs weitere Versionen des Gescha¨ftsobjekts (V1 - V6). In Abbildung A.11
sind die Messungen der Algorithmen fu¨r die A¨nderungen aus Szenario 3
analog zu Szenario 1 dargestellt. Gegenu¨ber Szenario 1 werden Elemente
im hohen Umfang gelo¨scht, um den Einfluss des Lo¨schens von Elemen-
ten na¨her zu durchleuchten. Die Anzahl der Abha¨ngigkeiten zwischen den
A¨nderungen ist in diesem Szenario sehr gering.
• Algorithmus A: sendeKopie: Die Gro¨ße der zu u¨bertragenden Syn-
chronisationsnachrichten liegt zwischen 14 kB und 17 kB. Insgesamt
sind 94, 46 kB zu u¨bertragen. Die Summe von TP und TN ergibt
5, 947 s.
• Algorithmus B: sendeDelta: Die Summe der zu u¨bertragenden Daten
betra¨gt 83, 01 kB. Durch mehrere große Synchronisationsnachrichten
ist die Summe der zu u¨bertragenden Daten gegenu¨ber Algorithmus
A kaum gesunken. Die Ursache liegt in den A¨nderungen, bei denen
mehrere Knoten gelo¨scht wurden, was zu großen Synchronisations-
nachrichten durch die Verwendung von DUL fu¨hrt. Die Summe von
TP und TN ergibt 6, 196 s und liegt somit u¨ber der von Algorithmus
A.
• Algorithmus C: sendeDeltaBu¨ndel: Durch die Bu¨ndelung la¨sst sich
die Anzahl der Synchronisationsnachrichten nur auf fu¨nf reduzieren.
Es kann nur ein Offset eingespart werden. Der Algorithmus bringt so-
mit keinen entscheidenden Vorteil. Die Menge der zu u¨bertragenden
Daten sinkt auf 82, 26 kB.
• Algorithmus D: sendeDeltaAbha¨ngigBu¨ndel: Die Betrachtung der
Abha¨ngigkeiten fu¨hrt zu einem zusa¨tzlichen Aufwand. Auf Grund
der geringen Abha¨ngigkeiten ist auf die Gro¨ße der zu u¨bertragenden
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Daten kaum eine Wirkung zu verzeichnen. Dies hat sich nur margi-
nal auf 82, 19 kB reduziert. Durch den zusa¨tzlichen Aufwand erho¨ht
sich die Summe von TP und TN erheblich. Der Wert steigt auf 6, 891 s
und liegt somit deutlich u¨ber den der Algorithmen A bis C.
• Algorithmus E1: sendeDeltaAbha¨ngigBu¨ndelKopie (deltabasiert):
Durch den Versand einer vollsta¨ndigen Kopie anstatt einer Synchro-
nisationsnachricht mit einem großen Delta kann die Menge der zu
u¨bertragenden Daten auf weniger als die Ha¨lfte verringert werden.
Die Summe betra¨gt nur 44, 13 kB. Die Summe von TP und TN konnte
ebenfalls auf 3, 809 s verringert werden. Die Anzahl der Nachrichten
bleibt gleich.
• Algorithmus E2: sendeDeltaAbha¨ngigBu¨ndelKopie (zeitbasiert): So-
wohl die Menge der zu u¨bertragenden Daten als auch die Summe
von TP und TN unterscheiden sich nicht von Algorithmus E1.
• Algorithmus F: sendeDeltaKopie: Der Versand von Synchronisati-
onsnachrichten mit Deltas ohne Bu¨ndelung und Kopien ermo¨glicht
eine Reduzierung der Menge der zu u¨bertragenden Daten auf
52, 03 kB. Dieser Wert liegt deutlich u¨ber den Werten der Algorith-
men E1 und E2. Die Summe von TP und TN liegt bei 3, 744 s und liegt
somit nur knapp u¨ber den Werten der Algorithmen E1 und E1 und
unter dem Wert der anderen Algorithmen.
Tab. 4.12: Algorithmenvergleich fu¨r Szenario 3
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 6 5, 947 s (100, 00 %) 94, 46 kB (100, 00 %)
B (b) 6 6, 196 s (104, 18 %) 83, 01 kB (87, 88 %)
C (c) 5 6, 148 s (103, 38 %) 82, 26 kB (85, 48 %)
D (d) 5 6, 891 s (115, 87 %) 82, 19 kB (87, 48 %)
E1 (e) 6 3, 809 s (64, 06 %) 44,13 kB (46, 72 %)
E2 (f) 6 3, 827 s (64, 35 %) 44,13 kB (46, 72 %)
F 6 3,744 s (62, 79 %) 52, 03 kB (55, 08 %)
In Tabelle 4.12 sind die Anzahl der Nachrichten, die Summe der zu u¨bertra-
genden Daten und die Summe von TP und TN fu¨r das Beispiel aufgelistet.
Die jeweils besten Werte sind hervorgehoben. Die Tabelle zeigt ein anderes
Verhalten der Algorithmen in Bezug auf die Effizienz gegenu¨ber Szenario 1
und Szenario 2. Die Algorithmen E1, E2 und F sind am effizientesten und
zeigen alle eine Verbesserung von u¨ber 35 %. Die Anzahl der Nachrichten
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konnte in diesem Szenario kaum reduziert werden. Durch die großen Syn-
chronisationsnachrichten bei dem Versand von Deltas ist der Algorithmus
D am schlechtesten. Die Algorithmen B, C und D bringen in Bezug auf die
Zeit sogar eine Verschlechterung gegenu¨ber Algorithmus A. Die Betrach-
tung von A¨nderungen ist in diesem Szenario ineffizient, weil die Menge
der zu u¨bertragenden Daten kaum verringert werden kann und die Verar-
beitungszeit im Verha¨ltnis stark ansteigt.
Insgesamt sind fu¨r dieses Szenario die Algorithmen E1 und E2 zu empfeh-
len. Die Ursache liegt wieder zum einen in der aufwa¨ndigen Beschreibung
von gelo¨schten Knoten in DUL. Der Algorithmus F zeigt aber auch in die-
sem Szenario eine sehr gute Effizienzsteigerung auf. Der Versand von Syn-
chronisationsnachrichten, welche nur Deltas enthalten, ist in diesem Sze-
nario sehr ungu¨nstig.
Szenario 4
In dem Szenario 4 wurden 19 A¨nderungen an dem gleichen Gescha¨ftsob-
jekt der Gro¨ße von 16 kB durchgefu¨hrt. In Abbildung A.12 sind die Mes-
sungen der Algorithmen fu¨r die A¨nderungen aus Szenario 4 analog zu Sze-
nario 1 dargestellt. Gegenu¨ber Szenario 1 werden bei dem Gescha¨ftsobjekt
wesentlich mehr A¨nderungen durchgefu¨hrt, um den Einfluss der Anzahl
der A¨nderungen aufzuzeigen. Zwischen den A¨nderungen in diesem Sze-
nario gibt es viele Abha¨ngigkeiten.
Tab. 4.13: Algorithmenvergleich fu¨r Szenario 4
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 19 15, 921 s (100, 00 %) 252, 88 kB (100, 00 %)
B (b) 19 25, 691 s (161, 37 %) 387, 73 kB (153, 32 %)
C (c) 6 25, 357 s (159, 27 %) 382, 43 kB (150, 48 %)
D (d) 6 22, 547 s (141, 61 %) 232, 91 kB (90, 57 %)
E1 (e) 15 10,857 s (68, 19 %) 172,44 kB (68, 19 %)
E2 (f) 16 13, 550 s (85, 11 %) 188, 6 kB (85, 11 %)
F 19 15, 921 s (100, 00 %) 252, 88 kB (100, 00 %)
In Tabelle 4.13 sind die Anzahl der Nachrichten, die Summe der zu u¨bertra-
genden Daten und die Summe von TP und TN fu¨r das Beispiel aufgelistet.
Die jeweils besten Werte sind hervorgehoben. Der Algorithmus E1 ist in
diesem Szenario am effizientesten und erweist sich mit u¨ber 30 % Steige-
rung sogar deutlich besser als Algorithmus E2. Analog zu Szenario 3 ist der
Versand von Deltas mit Algorithmus B unbefriedigend, wobei sich hier die
Summe von TP und TN entscheidend erho¨ht, was auf die Gro¨ße der Deltas
4.5 Experimentelle Evaluierung der Algorithmen 183
zuru¨ckzufu¨hren ist. Die Betrachtung von Abha¨ngigkeiten bringt in diesem
Szenario einen entscheidenden Vorteil und ermo¨glicht es, die Menge der
zu u¨bertragenden Daten zu reduzieren. Die Summe von TP und TN liegt
jedoch u¨ber der von Algorithmus A. Erst die Kombination der Bu¨ndelung,
Betrachtung von Abha¨ngigkeiten und der Versand von vollsta¨ndigen Ko-
pien ermo¨glicht es, die Effizienz entscheidend zu verbessern.
Die Ermittlung der Grenze auf Basis von Deltas erweist sich als besonders
gut, obwohl bei der Verwendung von Algorithmus E1 die Anzahl der Syn-
chronisationsnachrichten kaum verringert werden kann. Der Algorithmus
F fu¨hrt gegenu¨ber Algorithmus A zu keiner A¨nderung, da nur vollsta¨ndige
Kopien versendet werden. Die Anzahl der Nachrichten konnte in diesem
Szenario mit den Algorithmen C und D signifikant reduziert werden, wo-
bei beide Algorithmen dennoch eine erhebliche Verschlechterung in Bezug
auf die Zeit mit sich bringen.
Insgesamt ist fu¨r dieses Szenario der Algorithmus E1 zu empfehlen. Die
vielen A¨nderungen und die vielen Abha¨ngigkeiten zwischen den A¨nde-
rungen lassen eine Reduzierung der zu u¨bertragenden Daten zu, wobei die
Summe von TP und TN trotzdem gesenkt werden kann. Der Algorithmus F
zeigt in diesem Szenario keine Verbesserung. Der Versand von Synchroni-
sationsnachrichten, welche nur Deltas enthalten, fu¨hrt in diesem Szenario
sogar zu einer extremen Verschlechterung.
Szenario 5
In dem Szenario 5 wurden nur sechs A¨nderungen an dem gleichen
Gescha¨ftsobjekt der Gro¨ße von 16 kB durchgefu¨hrt. In Abbildung A.13 sind
die Messungen der Algorithmen fu¨r die A¨nderungen aus Szenario 5 ana-
log zu Szenario 1 dargestellt. Gegenu¨ber Szenario 1 werden nur sehr kleine
A¨nderungen vorgenommen. Das Szenario 5 zeigt den Einfluss von sehr
kleinen A¨nderungen auf die Algorithmen.
Tab. 4.14: Algorithmenvergleich fu¨r Szenario 5
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 6 6, 310 s (100, 00 %) 100, 23 kB (100, 00 %)
B (b) 6 2, 111 s (33, 46 %) 16, 43 kB (16, 39 %)
C (c) 3 2,016 s (31, 94 %) 14, 91 kB (14, 12 %)
D (d) 4 2, 252 s (35, 69 %) 13,7 kB (13, 67 %)
E1 (e) 4 2, 252 s (35, 69 %) 13,7 kB (13, 67 %)
E2 (f) 4 2, 174 s (34, 46 %) 13,7 kB (13, 67 %)
F 6 2, 111 s (33, 46 %) 16.43 kB (16, 38 %)
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In Tabelle 4.14 sind die Anzahl der Nachrichten, die Summe der zu u¨bert-
ragenden Daten und die Summe von TP und TN fu¨r das Beispiel aufgelis-
tet. Die jeweils besten Werte sind hervorgehoben. Der Algorithmus B fu¨hrt
bereits zu einer drastischen Reduzierung der Menge der zu u¨bertragen-
den Daten und der Summe von TP und TN um mehr als 65 %. Die Anzahl
der Synchronisationsnachrichten la¨sst sich durch die Bu¨ndelung von Del-
tas auf die Ha¨lfte reduzieren. Durch die Betrachtung von Abha¨ngigkeiten
ist zusa¨tzliche Verarbeitungszeit notwendig, die zwar zu einer weiteren Re-
duzierung der Datenmenge fu¨hrt, aber den Aufwand nicht gerechtfertigt.
Die Algorithmen E1 und E2 bringen in diesem Szenario keine Verbesserung
gegenu¨ber Algorithmus C, da immer nur sehr kleine A¨nderungen vorge-
nommen werden. Denoch la¨sst sich die Gesamtzeit um fast 65 % reduzie-
ren.
Zusammenfassend sind fu¨r dieses Szenario alle Algorithmen (außer A) zu
empfehlen, das sie fast alle die Gesamtzeit um u¨ber 65 % reduzieren. In
Bezug auf die Datenmenge sind die Algorithmen D, E1 udn E2 empfeh-
lenswert, das sie die Datenmenge um u¨ber 86 % senken ko¨nnen.
Szenario 6
In dem Szenario 6 wurden sieben A¨nderungen an dem gleichen Gescha¨fts-
objekt der Gro¨ße von 16 kB durchgefu¨hrt. In Abbildung A.14 sind die Mes-
sungen der Algorithmen fu¨r die A¨nderungen aus Szenario 6 analog zu Sze-
nario 1 dargestellt. Gegenu¨ber Szenario 1 werden sehr große A¨nderungen
vorgenommen. Das Szenario 6 zeigt den Einfluss von sehr großen A¨nde-
rungen auf die Algorithmen, wobei die A¨nderungen auch große Abha¨ngig-
keiten aufweisen.
Tab. 4.15: Algorithmenvergleich fu¨r Szenario 6
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 7 7, 400 s (100, 00 %) 117, 54 kB (100, 00 %)
B (b) 7 9, 466 s (127, 90 %) 132, 51 kB (112, 73 %)
C (c) 4 9, 370 s (126, 61 %) 130, 99 kB (110, 47 %)
D (d) 4 9, 437 s (127, 52 %) 110, 93 kB (94, 38 %)
E1 (e) 6 5, 296 s (71, 56 %) 79,16 kB (67, 34 %)
E2 (f) 6 5,282 s (71, 38 %) 79,16 kB (71, 37 %)
F 7 5, 880 s (79, 45 %) 88, 18 kB (75, 02 %)
In Tabelle 4.15 sind die Anzahl der Nachrichten, die Summe der zu u¨bertra-
genden Daten und die Summe von TP und TN fu¨r das Beispiel aufgelistet.
Die jeweils besten Werte sind hervorgehoben. Der Algorithmus E1 fu¨hrt zu
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einer Reduzierung der Menge der zu u¨bertragenden Daten um fast 35 %
und einer guten Reduzierung der Summe von TP und TN mit fast 30 %. Die
Anzahl der Synchronisationsnachrichten la¨sst sich durch die Bu¨ndelung
von Deltas reduzieren. Der Versand von Deltas in Algorithmus B erweist
sich durch die großen A¨nderungen als ineffizient. Durch die Betrachtung
von Abha¨ngigkeiten la¨sst sich die zu u¨bertragende Datenmenge gegenu¨ber
Algorithmus A zwar reduzieren, fu¨hrt aber zu einer erheblichen Steigerung
der Verarbeitungszeit und ist in diesem Szenario nicht zu empfehlen. Die
Algorithmen E1 und E2 bringen in diesem Szenario eine deutliche Verbes-
serung, da auch vollsta¨ndige Kopien versendet werden ko¨nnen.
Der Algorithmus E2 ist in diesem Szenario am effizientesten und wird von
Algorithmus E1 dicht gefolgt. Die Algorithmen C und D sind auf Grund
der großen A¨nderungen nicht zu empfehlen. Der Algorithmus F ist jedoch
auch in diesem Szenario sehr effizient.
Szenario 7
In dem Szenario 7 wurden 16 A¨nderungen an dem gleichen Gescha¨ftsob-
jekt der Gro¨ße von 16 kB durchgefu¨hrt. In Abbildung A.15 sind die Mes-
sungen der Algorithmen fu¨r die A¨nderungen aus Szenario 7 analog zu Sze-
nario 1 dargestellt. Gegenu¨ber Szenario 1 werden viele sehr kleine A¨nde-
rungen vorgenommen. Das Szenario 7 zeigt den Einfluss von sehr klei-
nen A¨nderungen auf die Algorithmen, wobei die A¨nderungen auch große
Abha¨ngigkeiten aufweisen.
Tab. 4.16: Algorithmenvergleich fu¨r Szenario 7
ALGORITHMUS NACHR. TN + TP GRO¨SSE (SUMME)
A (a) 16 17, 107 s (100, 00 %) 271, 72 kB (100, 00 %)
B (b) 16 5, 463 s (31, 93 %) 43, 35 kB (15, 95 %)
C (c) 5 5, 177 s (30, 26 %) 38, 8 kB (13, 72 %)
D (d) 5 4, 395 s (25, 69 %) 32,29 kB (11, 80 %)
E1 (e) 5 4, 158 s (24, 30 %) 32,29 kB (11, 88 %)
E2 (f) 5 4,005 s (23, 41 %) 32,29 kB (14, 92 %)
F 16 5, 463 s (31, 93 %) 43, 35 kB (15, 95 %)
In Tabelle 4.15 sind die Anzahl der Nachrichten, die Summe der zu u¨ber-
tragenden Daten und die Summe von TP und TN fu¨r das Beispiel aufge-
listet. Gegenu¨ber Algorithmus A bringen alle Algorithmen eine erhebli-
che Steigerung der Effizienz von fast immer u¨ber 70 %. Die Menge der zu
u¨bertragenden Daten kann z.T. um fast 90 % reduziert werden. Der Algo-
rithmus E2 fu¨hrt zu einer niedrigeren Summe von TP und TN gegenu¨ber
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Algrithmus E2, was an der Gro¨ße der Synchronisationsnachrichten liegt.
Diese liegen oft knapp an der in Abschnitt 4.5.2 ermittelten Grenze. Die
Anzahl der Synchronisationsnachrichten la¨sst sich durch die Verwendung
der Algorithmen C bis E2 um mehr als zwei Drittel reduziern. Der Versand
von Deltas in Algorithmus B erweist sich schon als sehr effizient, da die
A¨nderungen sehr klein sind. Durch die Betrachtung von Abha¨ngigkeiten
la¨sst sich die zu u¨bertragende Datenmenge nicht reduzieren. Sie fu¨hrt so-
gar zu einer Steigerung der zu u¨bertragenden Datenmenge, da sich Deltas
zwischen den Synchronisationsnachricht ungu¨nstig verschieben.
Der Algorithmus E2 ist in diesem Szenario am effizientesten und wird von
Algorithmus E3 gefolgt. Die Algorithmen B, C und F sind auf Grund der
geringen A¨nderungen auch zu empfehlen. Der Versand von Deltas bringt
in diesem Szenario den entscheidenden Vorteil.
4.5.4 Auswertung der Ergebnisse
Die Bestimmung der Algorithmusgrenze in Abschnitt 4.5.2 hat gezeigt,
dass die Entscheidung, vollsta¨ndige Kopien oder Deltas zu senden, stark
von der Gro¨ße der Gescha¨ftsobjekte und der verfu¨gbaren Datenrate
abha¨ngt. Die ermittelte Grenze fu¨r die Entscheidung ist in Gro¨ße des Del-
tas prozentual zur Gro¨ße des Gescha¨ftsobjekts angegeben. Die ermittel-
te Grenze basiert auf Messungen von der Verarbeitungs- und Transfer-
zeit verschiedener A¨nderungen. Welche A¨nderungen durchgefu¨hrt wur-
den, ist nicht festgehalten. In den Experimenten wurden Gescha¨ftsobjekte
mit Gro¨ßen zwischen 2 kB und 256 kb bei Datenraten zwischen 32 kBit/s
und 512 kBit/s untersucht. Aus den Messungen resultiert, dass mit wach-
sender Gro¨ße und wachsender Datenrate die prozentuale Gro¨ße des Del-
tas als Grenze sinkt. Weiterhin gibt es fu¨r jede Datenrate ein Gescha¨fts-
objekt mit einer Gro¨ße, welches den ho¨chsten Grenzwert (Maximum) be-
sitzt. Bei allen gro¨ßer werdenden Gescha¨ftsobjekten nimmt die Grenze wie-
der ab. Zudem ist mit wachsender Datenrate eine Verschiebung des Ma-
ximums auf einen kleineren Wert fu¨r die Gro¨ße des Gescha¨ftsobjekts zu
verzeichnen. Die Grenze konnte fu¨r jede Datenrate als Funktion dargestellt
werden. Die ermittelten Grenzen wurde in den Algorithmen E1 (sendeDel-
taAbha¨ngigBu¨ndelKopie) und F (sendeDeltaKopie) verwendet.
Die Messungen der Algorithmen in verschiedenen Szenarien zeigen ein
unterschiedliches Verhalten der Algorithmen, je nach Art, Anzahl und Um-
fang der A¨nderungen auf. In Abbildung 4.30 ist die zeitliche Verbesserung
der Algorithmen B, C, D, E1, E2 und F gegenu¨ber dem Versand von Syn-
chronisationsnachrichten mit vollsta¨ndigen Kopien fu¨r jede A¨nderung in
Algorithmus A dargestellt. Die zeitliche Verbesserung ist in prozentual ein-
gesparter Zeit bei der Summe von TP und TN angegeben. Negative Werte
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Abb. 4.30: Vergleich aller Szenarien - Verarbeitungszeiten der Algorithmen (Ver-
besserung)
bedeuten eine Verschlechterung. Die Werte sind nach den Szenarien grup-
piert.
Der Algorithmus B bringt in den Szenarien 1, 5 und 7 ein sehr gutes Ergeb-
nis und kann eine zeitliche Verbesserung von bis zu 68, 06 % aufweisen.
Die drei angegebenen Szenarien enthalten wenige oder viele A¨nderungen,
wobei die A¨nderungen alle sehr klein sind. In dem Szenario 2 kann keine
sehr große Verbesserung erreicht werden, was an den umfangreichen Syn-
chronisationsnachrichten mit Lo¨schinformationen liegt. In den Szenarien
3, 4 und 6 zeigt der Algorithmus eine kleine bis hin zu einer sehr großen
Verschlechterung von bis zu 61, 36 % gegenu¨ber Algorithmus A. Die Ursa-
che liegt bei dem Lo¨schen von Elementen. Die Beschreibungssprache DUL
erweist sich hier als extrem ungu¨nstig und fu¨hrt zu extrem großen Syn-
chronisationsnachrichten und zudem zu langen Verarbeitungszeiten. Eine
bessere Beschreibungssprache ist empfehlenswert. Eine Lo¨sung bietet das
in Abschnitt 3.7.6 vorgestellte Konzept, bei denen nur der oberste gemein-
same Knoten von mehreren gelo¨schten Knoten angegeben wird.
Der Algorithmus C bringt in den Szenarien 1, 5 und 7 analog zu Algorith-
mus B ein sehr gutes Ergebnis und kann eine zeitliche Verbesserung von bis
zu 69, 07 % aufweisen. In dem Szenario 2 kann ebenfalls keine sehr große
Verbesserung erreicht werden, was an den umfangreichen Synchronisati-
onsnachrichten mit Lo¨schinformationen liegt. In den Szenarien 3, 4 und 6
zeigt der Algorithmus eine kleine bis hin zu einer sehr großen Verschlech-
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terung gegenu¨ber Algorithmus A von bis zu 59, 26 %. Der Algorithmus C
zeigt in allen Szenarien eine Verbesserung gegenu¨ber Algorithmus B. Die
Verbesserung beruht auf der Bu¨ndelung von Deltas, die eine Einsparung
der Anzahl der Synchronisationsnachrichten ermo¨glicht.
Der Algorithmus D ermo¨glicht in den Szenarien 1, 4, 5, 6 und 7 eine weite-
re Verbesserung der Ergebnisse gegenu¨ber Algorithmus C und reicht von
31 % bis zu 74, 3 %. Die Verbesserung wird durch die Betrachtung von
Abha¨ngigkeiten zwischen A¨nderungen erreicht, die in diesen Szenarien
umfangreich vorkommen. Allerdings ist in den Szenarien 4 und 6 immer
noch eine Verschlechterung bis zu −41, 61 % gegenu¨ber Algorithmus A zu
verzeichnen, da es sich um sehr große A¨nderungen mit vielen gelo¨schten
Elementen handelt. Eine Verschlechterung gegenu¨ber Algorithmus C ist in
den Szenarien 2 und 3 zu sehen. Die Verschlechterung resultiert aus um-
fangreichen A¨nderungen, die jedoch keine Abha¨ngigkeiten aufweisen. Da-
durch erho¨ht sich die Verarbeitungszeit zu Ungunsten des Algorithmus.
Der Algorithmus E1 bringt in allen Szenarien eine Verbesserung mit sich.
Die besten Ergebnisse sind in den Szenarien 1, 5 und 7 zu verzeich-
nen, wo die A¨nderungen in ihrer Gro¨ße stark schwanken und die extrem
großen Synchronisationsnachrichten durch Synchronisationsnachrichten
mit vollsta¨ndigen Kopien ausgeglichen werden ko¨nnen und reichen bis
zu 75, 70 %. Die Verbesserungen in den Szenarien 2, 4 und 6 sind erkenn-
bar niedriger, was zum Teil an der Beschreibungssprache DUL und einer
ungu¨nstigen Verteilung der Synchronisationsnachrichten liegt. Die Verbes-
serung sinkt jedoch nicht unter 28, 43 %. Der Algorithmus E1 zeigt somit
eine deutliche Verbesserung u¨ber alle Szenarien.
Der Algorithmus E2 zeigt fast die gleichen Ergebnisse wie der Algorithmus
E1, obwohl die Grenze auf Basis der Zeiten ermittelt wird. Die maxima-
le Verbesserung liegt bei 76, 59 % in Szenario 7 u¨ber der von Algorithmus
E1. Eine Verschlechterung gegenu¨ber Algorithmus E1 ist in Szenario 4 mit
14, 89 % zu verzeichnen. Die Ursache liegt bei der Ermittlung der Gren-
ze. In dem Szenario 4 werden durch den Algorithmus E2 durch die ande-
re Grenzermittlung Deltas zwischen den Synchronisationsnachrichten ver-
schoben, was letztendlich zu einer Erho¨hung der Menge der zu u¨bertragen-
den Daten fu¨hrt und gleichzeitig die Verarbeitungszeit erho¨ht. Insgesamt
zeigt aber auch Algorithmus E2 in allen Szenarien eine Verbesserung.
Der Algorithmus F kann in den Szenarien 2, 5 und 7 mit den Algorith-
men E1 und E2 bei der Verbesserung mithalten und zeigt eine Verbesse-
rung bis zu 68, 06 %. Die Anzahl der Synchronisationsnachrichten kann
nicht reduziert werden. U¨berhaupt keine Verbesserung ist in Szenario 4 zu
verzeichnen (0 %), was wieder an der verwendeten Beschreibungssprache
DUL liegt. Insgesamt bietet der Algorithmus F eine gute Alternative, wenn
keine zeitliche Verzo¨gerung der A¨nderungen mo¨glich ist.
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In Tabelle 4.17 sind die aus den Szenarien resultierenden Empfehlungen
fu¨r die Algorithmen zusammengefasst. Die Algorithmen E1 und E2 brin-
gen die gro¨ßte Flexibilita¨t mit sich und zeigen fast immer die besten Ergeb-
nisse gegenu¨ber allen anderen Algorithmen. Nur in Sonderfa¨llen schnei-
den die beiden Algorithmen schlechter ab bringen aber insgesamt eine
Verbesserung bis u¨ber 75 %. Die Verbesserung der Synchronisation von
Gescha¨ftsobjekten gegenu¨ber herko¨mmlichen Methoden konnte somit auf-
gezeigt werden.





A gering sehr groß wenige
B gering sehr klein wenige
C hoch sehr klein wenige
D hoch sehr klein viele
E1 hoch stark schwankend schwankend
E2 hoch stark schwankend schwankend
F hoch stark schwankend wenige
Voraussetzung fu¨r die angewandten Algorithmen bilden weiterhin das in
Abschnitt 3.6 vorgestellte Kostenmodell, die Profilerstellung und die Ver-
sionierung der Gescha¨ftsobjekte. Ein Vergleich der Algorithmen E1 und E2
hat jedoch gezeigt, dass sich eine Grenzermittlung auf Basis von Zeit und
auf Basis von Deltas kaum unterscheidet (maximal 14 %). Der Vorteil der
deltabasierten Grenzermittlung in Algorithmus E1 ist die initiale Bestim-
mung. In Abschnitt 4.5.2 wurde gezeigt, wie die Ermittlung der Grenze
initial und vor der Anwendung der Algorithmen als Parameter bestimmt
werden kann. Die zeitbasierte Ermittlung geschieht wa¨hrend des Synchro-
nisationsprozesses und ist daher weniger zu empfehlen. Zudem ist die
deltabasierte Grenzermittlung einfacher zu implementieren, da die Gren-
ze nur als Parameter u¨bergeben wird.
Ein unerwu¨nschter Effekt trat durch die Verwendung von deltaxml in dem
Prototyp auf. Die Beschreibungssprache fu¨r Deltas DUL erweist sich als
sehr ungu¨nstig fu¨r das Lo¨schen von Knoten. Wird ein Knoten gelo¨scht, so
werden alle gelo¨schten Unterknoten gesondert in dem Delta angegeben.
Dadurch hat die Verwendung der Algorithumen unter anderem eine Ver-
schlechterung bis zu 61, 36 % gezeigt. In Abschnitt 3.7.6 wurde bereits eine
Lo¨sung fu¨r dieses Problem gegeben. Auf eine Implementierung wurde je-
doch verzichtet, da deltaxml bereits eine der effizientesten Lo¨sungen im
Bereich der Ermittlung von Deltas zwischen XML-Dokumenten ist.
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Eine andere Lo¨sung ist die gesonderte Betrachtung der Art von A¨nderun-
gen. Die Ermittlung von A¨nderungsprofilen erlaubt eine Auflistung, ob
Elemente hinzugefu¨gt, vera¨ndert oder gelo¨scht wurden. In Tabelle 4.9 wur-
de solch ein A¨nderungsprofil impliziert angegeben. Die verschiedenen Ar-
ten von A¨nderungen lassen sich mit Hilfe des Kostenmodells anschließend
unterschiedlich bewerten und lassen eine genauere Entscheidung fu¨r den
Versand von Deltas oder vollsta¨ndigen Kopien zu.
Weiterhin basiert die Bewertung der Algorithmen in Abbildung 4.30 auf
der Summe der Verarbeitungs- und Transferzeiten der einzelnen Synchro-
nisationsnachrichten. Eine Rangfolge der Algorithmen wird u¨ber die not-
wendige Gesamtzeit gebildet. Eine getrennte Bewertung von Auslastung
der Rechner durch die Verarbeitung von Synchronisationsnachrichten und
die Belastung des Netzwerks durch die Menge der zu u¨bertragenden Da-
ten erfolgt nicht. Beide Kriterien ko¨nnen finanziell betrachtet werden und
spannen somit zwei neue Dimensionen fu¨r die Kostenbewertung auf. Sind
beispielsweise mit der Menge der zu u¨bertragenden Daten hohe finanziel-
le Kosten verbunden, so ist eine Bewertung der Algorithmen auf Basis der
eingesparten Gro¨ße von Synchronisationsnachrichten durchzufu¨hren.
In Abbildung 4.31 ist zum Vergleich die Verbesserung durch die Reduzie-
rung der Gro¨ße der Synchronisationsnachrichten fu¨r die Algorithmen B bis
F dargestellt. Dadurch la¨sst sich erkennen, dass beispielsweise in Bezug auf
die zu u¨bertragende Datenmenge in Szenario 3 bei allen Algorithmen eine
Verbesserung zu verzeichnen ist. Werden hingegen die Summe der Zeiten
TP und TN betrachtet, bringen die Algorithmen B, C und D eine Verschlech-
terung mit sich.
Zusammenfassend fu¨hren unterschiedliche Randbedingungen wie die An-
zahl und der Umfang der A¨nderungen zu einer variierenden Rangfolge der
Algorithmen. Die Rangfolge la¨sst sich auf Basis des Kostenmodells bestim-
men. Eine automatisierte Auswahl der besten Strategie (Algorithmus) la¨sst
sich somit optional durchfu¨hren.
4.5.5 Zusammenfassung
Auf Basis eines Prototyps wurde eine experimentelle Evaluierung der
vorgestellten Konzepte durchgefu¨hrt. Es konnte die Bestimmung der Al-
gorithmusgrenze fu¨r den Versand von Synchronisationsnachrichten mit
vollsta¨ndigen Kopien oder Deltas an Hand eines Beispiels gezeigt wer-
den. Eine Evaluierung auf Basis von Gescha¨ftsobjekten mit verschiedenen
Gro¨ßen wurde unter der Verwendung verschiedenen Datenraten durch-
gefu¨hrt. Die Ergebnisse wiesen eine maximale Grenze fu¨r jede Datenrate
auf, wobei der Wert mit zunehmender Datenrate abnimmt.
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Abb. 4.31: Vergleich der Verbesserung durch die Algorithmen in der Summe der
Nachrichtengro¨ßen u¨ber die Szenarien
Die Algorithmen aus Abschnitt 3.7 wurden an Hand von sieben Szenari-
en evaluiert. Die Profilerstellung, die Versionierung und das Kostenmodell
wurden in dem genutzten Prototyp umgesetzt. Sowohl die Funktionsweise
als auch das Verhalten der Algorithmen unter verschiedenen Umsta¨nden
konnte so gezeigt werden. Dabei hat sich der Algorithmus E (E1) sende-
DeltaAbha¨ngigBu¨ndelKopie etabliert, der eine Verbesserung bis zu 76, 54 %
gezeigt hat und somit vier mal effizienter ist. Eine erhebliche Steigerung
der Effizienz bei der Synchronisation von Gescha¨ftsobjekten konnte nach-
gewiesen werden. Allerdings bilden auch die anderen eingefu¨hrten Algo-
rithmen gute Alternativen. Nur in Spezialfa¨llen ist nur eine sehr geringe
Verbesserung mo¨glich. Eine Empfehlung fu¨r die Anwendung der Algorith-
men konnte auf Basis der Evaluierung gegeben werden (siehe Tabelle 4.17).
Zusammenfassend konnte mit Hilfe der experimentellen Evaluierung die
Umsetzung der Konzepte gezeigt werden. Die Systemunterstu¨tzung bei
der Synchronisation von Gescha¨ftsobjekten konnte anhand von mehreren
Szenarien und Algorithmen analysiert werden, wobei eine erhebliche Stei-
gerung der Effizienz erreicht wurde. Bei einem Einsatz der Konzepte fu¨r
die Synchronisation in der Praxis kann somit eine Systemunterstu¨tzung fu¨r
einen effizienteren Abgleich von Gescha¨ftsobjekten gegeben werden.
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4.6 Zusammenfassung der Evaluierung
Die Evaluierung wurde in eine simulative und zwei experimentelle Evalu-
ierungen gegliedert, wobei der Fokus auf der Analyse der vorgestellten Al-
gorithmen lag. Die Algorithmen bauen auf dem Kostenmodell, der Profil-
erstellung und der Versionierung von Gescha¨ftsobjekten auf, so dass eine
umfassende Evaluierung des Gesamtkonzepts durchgefu¨hrt werden konn-
te.
Durch die gezielte Generierung von Gescha¨ftsobjekten konnte der Einfluss
der Struktur von Gescha¨ftsobjekten auf die Verarbeitungszeiten aufgezeigt
werden. Eine umfassende experimentelle Evaluierung hat gezeigt, welchen
Einfluss die Anzahl, der Umfang und die Position von Elementen auf die
Verarbeitungszeit von Gescha¨ftsobjekten haben. Zudem konnte die Bestim-
mung von Systemparametern an Hand der Experimente an einem Beispiel
vorgefu¨hrt werden.
Die simulative Evaluierung diente der Untersuchung der Algorithmen hin-
sichtlich der Transferzeiten der A¨nderungen bei der Synchronisation. Eine
Simulationsumgebung wurde vorgestellt, mit deren Hilfe nicht nur eine
Analyse der Algorithmen mo¨glich ist. Die Simulationsumgebung ist durch
ihren komponentenbasierten Aufbau auch fu¨r die Analyse anderer Repli-
kationsverfahren nutzbar. Zudem ko¨nnen komplexe replizierte Systemum-
gebungen simuliert werden, bei denen eine Vielzahl von Rechnern und
Clients beteiligt sind. Ausfa¨lle von Rechnern ko¨nnen ebenfalls simuliert
werden. Letztendlich konnte mit der simulativen Evaluierung an Hand ei-
nes komplexen Beispiels das Verhalten der Algorithmen in Bezug auf die
Transferzeit untersucht werden, wobei sich eine positive Entwicklung bei
der Menge der zu u¨bertragenden Daten fu¨r die aufgestellten Algorithmen
ergeben hat. Sowohl die Datenmenge als auch die Anzahl der Synchroni-
sationsnachricht konnten erheblich reduziert werden.
Die experimentelle Evaluierung wurde in verschiedenen Szenarien fu¨r
die Synchronisation von Gescha¨ftsobjekten durchgefu¨hrt. Das Konzept
der Systemunterstu¨tzung fu¨r den Abgleich von Gescha¨ftsobjekten wur-
de in einem Prototypen umgesetzt, wobei die Algorithmen miteinan-
der verglichen wurden. Auf Basis der Profile fu¨r Gescha¨ftsobjekte konn-
ten Verarbeitungs- und Transferzeiten bestimmt werden. An Hand von
generierten Gescha¨ftsobjekten konnte die Bestimmung der Algorithmus-
grenze fu¨r den Versand von Synchronisationsnachrichten mit Deltas oder
vollsta¨ndigen Kopien durchgefu¨hrt werden. Die Modifikation der Daten-
rate hat ergeben, dass sich die Grenze mit ho¨herer Datenrate und zuneh-
mender Gro¨ße des Gescha¨ftsobjekts prozentual verringert. Die Ergebnisse
haben gezeigt, dass die eingefu¨hrten Algorithmen eine erhebliche Verbes-
serung in der Effizienz ermo¨glichen.
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Die Anzahl der Synchronisationsnachrichten konnte in einigen Szenarien
auf weniger als ein Drittel reduziert werden. Die Menge der zu u¨bertra-
genden Daten konnte in allen Szenarien u¨ber 30 % reduziert werden. In ei-
nigen Szenarien konnte eine Reduzierung von u¨ber 85 % erreicht werden.
Zum einen kann das Netzwerk dadurch entscheidend entlastet werden,
zum anderen sinken die U¨bertragungskosten um ein Vielfaches. In Bezug
auf die Zeit wurden Einsparungen von u¨ber 75 % bei der Synchronisation
von Gescha¨ftsobjekten erreicht. Eine Empfehlung fu¨r die Verwendung der
Algorithmen konnte auf Basis der experimentellen Evaluierung gegeben
werden, wobei das unterschiedliche Verhalten in verschiedenen Szenarien
beru¨cksichtigt wurde. Der Algorithmus E sendeDeltaAbha¨ngigBu¨ndelKopie
mit einer deltabasierten Algorithmusgrenze hat eine Verbesserung in allen
Szenarien aufgezeigt.
In dieser Arbeit konnte somit eine Lo¨sung vorgestellt werden, die den Syn-
chronisationsprozess fu¨r Gescha¨ftsobjekte entscheidend unterstu¨tzt. Das
vorgestellte Konzept kann zudem so eingesetzt werden, dass keine manu-
elle Konfiguration mehr notwendig ist und die beste Wahl der Strategie fu¨r
die Synchronsation von Gescha¨ftsobjekten durch die Verwendung der Al-
gorithmen getroffen wird. Auch ein automaitscher Wechsel zwischen den
Algorithmen ist mo¨glich, wenn Vergangenheitswerte mit in die Konfigu-
ration einbezogen werden. Durch das Kostenmodell ist eine genaue Vor-





5.1 Zusammenfassung der Arbeit
Gescha¨ftsanwendungen wie Enterprise Resource Planning (ERP), Sup-
ply Chain Management (SCM) und Customer Relationship Management
(CRM) bilden lose gekoppelte Bausteine, die innerhalb von Anwendungs-
servern laufen. Dem Prinzip der service-orientierten Architektur folgend,
kommunizieren diese Anwendungen u¨ber standardisierte Dienste mitein-
ander. Die Datencontainer dieser Anwendungen bilden Gescha¨ftsobjekte.
Die Gescha¨ftsobjekte pra¨sentieren Objekte aus der realen Gescha¨ftswelt
und binden zusammengeho¨rende Informationen zu einer Einheit. Beispiele
fu¨r Gescha¨ftsobjekte sind die Bestellung (SalesOrder) oder das Material
(Material). Der Zugriff auf die Gescha¨ftsobjekte erfolgt u¨ber Kerndiens-
te und erweiterte Dienste. Auf diese Weise ist es mo¨glich, Gescha¨ftsob-
jekte zu erstellen, zu vera¨ndern oder zu lo¨schen. Innerhalb der Gescha¨fts-
objekte befindet sich eine Logik, die eine Bindung an die entsprechenden
Gescha¨ftsprozesse realisiert. Eine Bestellung ist entsprechend an einen Be-
stellprozess gebunden. Der Zugriff auf die Gescha¨ftsobjekte kann direkt
durch den Benutzer u¨ber Clients oder indirekt u¨ber Prozesse innerhalb der
Anwendungen erfolgen.
Fu¨r die Gewa¨hrleistung eines schnellen lokalen Zugriffs der Clients, die
Erho¨hung der Verfu¨gbarkeit und die Zuverla¨ssigkeit des Systems werden
Gescha¨ftsanwendungen und somit auch ihre Gescha¨ftsobjekte repliziert.
Werden Gescha¨ftsobjekte gea¨ndert, so ist es durch die Replikation not-
wendig, die Replikate der Gescha¨ftsobjekte zu synchronisieren. Beispie-
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le aus der Praxis haben gezeigt, dass die Synchronisation von Gescha¨fts-
objekten zwischen Anwendungsservern, insbesondere u¨ber weit verteilte
Umgebungen, eine sehr schlechte Performance aufweist. Eine Systemun-
terstu¨tzung fu¨r den Abgleich von Gescha¨ftsobjekten wurde in dieser Ar-
beit angestrebt. Der daraus resultierende Synchronisationsprozess findet
ausschließlich auf Anwendungsebene u¨ber Web Services statt. Eine Ana-
lyse ergab, dass bereits eine Vielzahl von Replikationsstrategien auf Da-
tenbankebene existieren, diese sich aber nicht ohne weiteres auf die Repli-
kation zwischen Anwendungsservern anwenden lassen. Die zu replizie-
renden Gescha¨ftsobjekte unterliegen einer komplexen Struktur, die auf Ba-
sis von Gescha¨ftsprozessen entstanden ist. Die Gescha¨ftsobjekte befinden
sich zudem im Cache der Anwendung und nicht auf Datenbankebene. Der
Einfluss von formalen Eigenschaften, wie der Struktur von Gescha¨ftsob-
jekten auf die Synchronisation, wurde bislang noch nicht untersucht. Eine
Verbesserung des Abgleichs von Gescha¨ftsobjekten erfordert jedoch die-
se Kenntnis. Lo¨sungen in der Praxis werden zudem fu¨r die Synchronisati-
on von Gescha¨ftsobjekten manuell konfiguriert. Eine adaptive Systemun-
terstu¨tzung fu¨r die Synchronisation von Gescha¨ftsobjekten, die sowohl auf
die Eigenschaften von Gescha¨ftsobjekten eingeht als auch die Kosten fu¨r
unterschiedliche Strategien bei der Synchronisation beru¨cksichtigt, ist da-
her ein neuer und weiterfu¨hrender Ansatz.
In Abschnitt 1.3 wurden drei Thesen bezu¨glich der Synchronisation von
Gescha¨ftsobjekten auf Anwendungsebene zusammengetragen:
These 1: Die Synchronisation von Gescha¨ftsobjekten zwischen Anwen-
dungsservern u¨ber Web Services ist sehr langsam und kann durch
eine generische Systemunterstu¨tzung verbessert werden.
These 2: Ein Algorithmus, der die Struktur und Gro¨ße von Gescha¨ftsob-
jekten betrachtet, kann die Datenmenge bei der Synchronisation von
Replikaten reduzieren. Es entsteht jedoch ein zusa¨tzlicher Aufwand,
welcher der erreichten Verbesserung bezu¨glich der Datenmenge ge-
genu¨ber gestellt werden muss.
These 3: Durch eine Anpassung der Replikationsstrategien unter Betrach-
tung der Eigenschaften replizierter Gescha¨ftsobjekte ko¨nnen die An-
zahl und die Gro¨ße der Synchronisationsnachrichten verringert wer-
den, wobei der Mehraufwand die Einsparung bei der U¨bertragung
von Synchronisationsnachrichten nicht u¨bersteigt.
Die Verbesserung des Synchronisationsprozesses zwischen Anwendungs-
servern, wie sie durch die These 1 prognostiziert wird, erfordert ein um-
fangreiches Gesamtkonzept, indem die Teilprozesse wa¨hrend der Synchro-
nisation bekannt sind. Auf Basis der These 2 wurde zuna¨chst eine Formali-
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sierung der Eigenschaften von Gescha¨ftsobjekten vorgenommen. Insbeson-
dere die Struktur von Gescha¨ftsobjekten wurde na¨her durchleuchtet, auf
dessen Basis ein generisches Strukturmodell fu¨r Gescha¨ftsobjekte entwi-
ckelt wurde. Weitere Eigenschaften bilden die Vollsta¨ndigkeit, Ha¨ufigkeit
und der Zugriff auf Gescha¨ftsobjekte. Auf Basis der formalen Eigenschaf-
ten wurden Profile fu¨r Gescha¨ftsobjekte eingefu¨hrt. Diese erlauben es, die for-
malen Eigenschaften von Gescha¨ftsobjekten zu beschreiben. Die Profiler-
stellung wurde als lose gekoppelter Dienst entwickelt. Die Profilerstellung
wurde im Rahmen der Evaluierung prototypisch umgesetzt und konnte
auch fu¨r die weiteren experimentellen Evaluierungen als Dienst genutzt
werden. Auf Basis verschiedener Ansa¨tze aus dem Bereich der Datenban-
ken wurde die Versionierung von Gescha¨ftsobjekten eingefu¨hrt. Die Versio-
nierung basiert auf zeitlich definierten Absta¨nden fu¨r die Konsistenzspe-
zifikation. Innerhalb der Versionierung erfolgte eine umfassende Betrach-
tung von mo¨glichen Fa¨llen von A¨nderungen. Dabei wurde festgestellt, dass
sich zwischen A¨nderungen Abha¨ngigkeiten ergeben, die in Zusammen-
hang mit der Versionierung eine Reduzierung der Datenmenge bei der Syn-
chronisation von Gescha¨ftsobjekten zula¨sst.
In einem Systemmodell wurden die replikationsspezifischen Parameter de-
finiert. Es wurden Parameter fu¨r die Synchronisationsprozesse auf Sender-
seite, fu¨r den Transport u¨ber die Infrastruktur und die Synchronisation auf
Empfa¨ngerseite eingefu¨hrt. Zudem wurde die Vorgehensweise fu¨r die Be-
stimmung der Systemparameter vorgestellt. Analog zu den Profilen von
Gescha¨ftsobjekten ko¨nnen die Parameter des Systemmodells in Profilen ge-
speichert werden. In einer experimentellen Evaluierung auf Basis des ent-
wickelten Konzepts konnte gezeigt werden, wie die Parameter des System-
modells ermittelt werden.
Auf Basis der Profile fu¨r Gescha¨ftsobjekte und des Systemmodells wurde
ein generisches Kostenmodell fu¨r die Synchronisation von Gescha¨ftsobjekten
entwickelt. Dieses ermo¨glicht es, die Zeiten fu¨r die Verarbeitung und den
Transport von Synchronisationsnachrichten in Abha¨ngigkeit der formalen
Eigenschaften von Gescha¨ftsobjekten zu bestimmen. Nur durch ein geeig-
netes Kostenmodell ist es mo¨glich, eine Anpassung der Replikationsstra-
tegie, wie sie in These 3 erwa¨hnt ist, durchzufu¨hren. Auf dem Kostenmo-
dell aufbauend, konnten mehrere Algorithmen fu¨r die Erstellung von Syn-
chronisationsnachrichten erstellt werden. Diese bilden indirekt verschiede-
ne Strategien bei der Synchronisation von Gescha¨ftsobjekten. Dabei konnte
die Problematik der Entscheidung, vollsta¨ndige Kopien oder Deltas inner-
halb von Synchronisationsnachrichten zu senden, gelo¨st werden. Zudem
wurde die Bu¨ndelung von Deltas eingefu¨hrt, wodurch eine signifikante Re-
duzierung der Menge der zu u¨bertragenden Daten erreicht werden kann.
Die simulative Evaluierung der Algorithmen hat eine Reduzierung der
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Anzahl der Synchronisationsnachrichten auf weniger als ein Drittel ge-
zeigt. Es konnte zudem die Menge der mit Synchronisationsnachrichten
zu u¨bertragenden Daten teilweise um mehr als 65 % der urspru¨nglichen
Menge reduziert werden. Das Konzept wurde vollsta¨ndig in einem Proto-
typ umgesetzt. Eine experimentelle Evaluierung hat zudem die Effizienz
der Algorithmen besta¨tigt. Bezu¨glich der Zeit fu¨r die Synchronisation von
Gescha¨ftsobjekten konnte bei mehreren A¨nderungen eine Reduzierung der
Transfer- und Verarbeitungszeit von u¨ber 75 % der in der Praxis u¨blichen
Werte gezeigt werden. Die experimentelle Evaluierung hat zudem gezeigt,
dass mit Hilfe des Konzepts die zu u¨bertragende Datenmenge teilweise
um mehr als 85 % verringert werden konnte. Die Anzahl der Nachrich-
ten konnte immer reduziert werden. Auf Basis der Analyse hat sich erge-
ben, dass die Kombination aus der Bu¨ndelung von Synchronisationsnach-
richten, der Betrachtung von Abha¨ngigkeiten und einer effektiven Grenz-
ermittlung, fu¨r das Versenden von vollsta¨ndigen Kopien oder Deltas, die
beste Systemunterstu¨tzung fu¨r die Synchronisation von Gescha¨ftsobjekten
leisten.
Zusammenfassend leistet das vorgestellte Konzept in dieser Arbeit einen
entscheidenden Beitrag fu¨r die Reduzierung der Menge der zu u¨bertragen-
den Daten bei der Synchronisation von Gescha¨ftsobjekten, wobei gleich-
zeitig die Effizienz der Synchronisation gesteigert werden kann. Die The-
se 3 konnte hinsichtlich Anpassung der Replikationsstrategien durch den
Einsatz verschiedener Algorithmen auf Basis des Kostenmodells fu¨r die
Erstellung und den Transport von Synchronisationsnachrichten besta¨tigt
werden. Sowohl die Anzahl als auch die Gro¨ße der Synchronisationsnach-
richten ko¨nnen deutlich reduziert werden. Eine Verringerung der Anzahl
der Synchronisationsnachrichten auf ein Drittel und eine Reduzierung der
Datenmenge um teilweise u¨ber 85 % waren mo¨glich, ohne den Synchro-
nisationsprozess zu verlangsamen. Eine umfassende Analyse hat gezeigt,
dass auch in verschiedenen Szenarien die vorgestellten Lo¨sungen zu einer
Verbesserung der Synchronisation fu¨hren. Die Effizienz konnte durch die
Kombination der Bu¨ndelung von Deltas, der Betrachtung von Abha¨ngig-
keiten und des Versands von vollsta¨ndigen Kopien auf teilweise u¨ber 75 %
gesteigert werden.
Bisher existierten keine Konzepte, welche sowohl die spezifischen Eigen-
schaften von Gescha¨ftsobjekten als auch die Kosten (in Zeit) fu¨r die ad-
aptive Synchronisation unter der Verwendung verschiedener Strategien
beru¨cksichtigen. Die These 2 konnte umfassend durch die Bestimmung
einer Entscheidungsgrenze zwischen dem Versand von Synchronisations-
nachrichten mit Deltas oder vollsta¨ndigen Kopien besta¨tigt werden. Eine
umfangreiche experimentelle Evaluierung hat zudem gezeigt, dass sich die
Grenze initial ermitteln la¨sst und sowohl von der Gro¨ße der Gescha¨ftsob-
jekte als auch der Datenrate zwischen Sender und Empfa¨nger entscheidend
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beeinflusst wird. Eine Verbesserung in Bezug auf die Effizienz, siehe The-
se 1, wurde letztendlich durch das Gesamtkonzept der adaptiven Synchro-
nisation von Gescha¨ftsobjekten gezeigt. Die Evaluierung hat die Steigerung
der Effizienz in allen Szenarien besta¨tigt. Die Anpassung der Synchroni-
sationsstrategien konnten somit in Einklang mit dem dafu¨r verbundenen
Mehraufwand gebracht werden.
5.2 Ausblick auf zuku¨nftige Arbeiten
Bisher existieren nur wenige Arbeiten, welche die Problematik der Syn-
chronisation von komplexen Gescha¨ftsobjekten aufnehmen. Daher bieten
sich verschiedene Themen fu¨r die Weiterentwicklung an. Einige Mo¨glich-
keiten der Weiterentwicklung sind im Folgenden skizziert.
Profilerstellung von Gescha¨ftsobjekten
Die Profilerstellung wurde in Abschnitt 3.3 als lose gekoppelter Dienst ein-
gefu¨hrt. Die lose Kopplung bringt den Vorteil, dass die Profilerstellung au-
ßerhalb der replizierten Systemumgebung durchgefu¨hrt werden kann und
keine Ressourcen auf Sender und Empfa¨nger der Synchronisationsnach-
richten beanspruchen. Alternativ kann eine Profilerstellung fu¨r Gescha¨fts-
objekte wie folgt gestaltet sein:
• Eine Profilerstellung zur Laufzeit bringt den Vorteil einer hohen Ak-
tualita¨t der Profile. Die sta¨ndige Aktualisierung der Profile bringt je-
doch zusa¨tzlichen Aufwand mit sich. Eine effiziente Erstellung und
Aktualisierung von Profilen zur Laufzeit stellt daher eine Herausfor-
derung fu¨r die Erweiterung eines replizierten Systems dar.
• Eine Integration der Profile in die Gescha¨ftsobjekte ermo¨glicht direk-
ten Zugriff auf die Profile wa¨hrend des Zugriffs auf Gescha¨ftsobjekte.
Die Gescha¨ftsobjekte mu¨ssten daher um Profilinformationen erwei-
tert werden.
• Bisher wurde die Erstellung eines Profils fu¨r jedes Gescha¨ftsobjekt
anvisiert. In Abschnitt 4.2 wurde eine Auswertung von Profilen auf
Gescha¨ftsobjekttyp beschrieben. Es lassen sich analog auch Profile fu¨r
Gruppen von Gescha¨ftsobjekten bilden. Diese ko¨nnen beispielswei-
se den Durchschnitt aller Profilparameter der Gescha¨ftsobjekte inner-
halb der Gruppe repra¨sentieren. Auf diese Weise ließe sich eine Ap-
proximation der Transfer- und Verarbeitungszeiten aller Gescha¨fts-
objekte der Gruppe durchfu¨hren, ohne ein Profil fu¨r jedes Gescha¨fts-
objekt zu erstellen.
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Effiziente Ermittlung von A¨nderungen
In Abschnitt 3.7.6 wurde auf die Erstellung von Synchronisationsnachrich-
ten eingegangen. Fu¨r die Ermittlung von Deltas zwischen verschiedenen
Versionen von Gescha¨ftsobjekten werden die Gescha¨ftsobjekte in XML-
Struktur miteinander verglichen. Verschiedene Sprachen fu¨r die Beschrei-
bung von Deltas zwischen XML-Dokumenten wie beispielsweise DUL
[Wor99], EDUL [Kom03] und Delta XML [Mos] sowie eine vereinfachte ei-
gene Sprache wurden vorgestellt. Die Sprachen sind jeweils an eine Lo¨sung
fu¨r die Ermittlung von Deltas gebunden. Die Lo¨sung deltaXML wurde fu¨r
die Ermittlung von A¨nderungen in der experimentellen Evaluierung in Ab-
schnitt 4.5 verwendet. In Bezug auf die Ermittlung von A¨nderungen erge-
ben sich weitere Arbeiten wie folgt:
• Die Beschreibung von gelo¨schten Elementen erwies sich in delta-
XML als sehr ineffizient. Eine Verbesserung der Effizienz, ohne Ein-
schra¨nkungen an die Mo¨glichkeiten der Beschreibung von A¨nderun-
gen, ist empfehlenswert.
• Die Messungen in den verschiedenen Experimenten in Abschnitt 4.5
haben gezeigt, dass die Ermittlung von Deltas und die Erstellung von
Synchronisationsnachrichten mit Deltas einen entscheidenden Faktor
fu¨r die Verbesserung der Synchronisation von Gescha¨ftsobjekten dar-
stellt. Zudem hat sich die Ermittlung von abha¨ngigen A¨nderungen
als komplex und zeitaufwendig erwiesen. Gelingt es, diese Teilpro-
zesse entscheidend zu beschleunigen, kann die Effizienz der aufbau-
enden Algorithmen weiter gesteigert werden.
Adaptive Synchronisation zur Laufzeit
Die Ermittlung der Entscheidungsgrenze, vollsta¨ndige Kopien oder Syn-
chronisationsnachrichten mit Deltas zu versenden, ist in der experimentel-
len Evaluierung initial erfolgt (Abschnitt 4.5). Durch die Profile der ver-
wendeten Gescha¨ftsobjekte und die Systemprofile konnten die aufbauen-
den Algorithmen adaptiv entscheiden, welche Strategie zu verwenden ist.
Bisher nicht eingeflossen sind beispielsweise schwankende Datenraten zu
Zeiten hoher Netzwerkbelastung. Analog ko¨nnen sich auch andere Para-
meter, wie die Zugriffsrate auf Gescha¨ftsobjekte, dynamisch a¨ndern, was
zu folgenden Herausforderungen fu¨hrt:
• Die Parameter des Systemmodells lassen sich als Funktionen darstel-
len bzw. durch spezifische Algorithmen wa¨hrend der Laufzeit be-
stimmen. Somit kann das System auf sporadische Belastungen rea-
gieren und eine automatische Modifikation von Parametern bei der
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Synchronisation von Gescha¨ftsobjekten durchfu¨hren. Das Kostenmo-
dell la¨sst eine dynamische Anpassung der Systemparameter zu, be-
darf aber einer entsprechenden Erweiterung.
Wechsel der Replikationsstrategien
In Abschnitt 4.4 wurde bereits angerissen, dass der fu¨r die simulative Eva-
luation genutzte Prototyp auch fu¨r die Simulation von anderen Replikati-
onshierarchien genutzt werden kann. Daru¨ber hinaus ko¨nnen noch weite-
re Replikationsstrategien hinsichtlich ihrer Effizienz untersucht werden. In
Abschnitt 3.8 wurde bereits der Wechsel der Replikationsstrategien disku-
tiert. Eine Erweiterung des bestehenden Konzepts kann wie folgt aussehen:
• Eine Anwendung des Konzepts kann fu¨r andere Replikationsarchi-
tekturen erfolgen. Der Wechsel von dem Prima¨rkopieverfahren auf
das Update-Everywhere-Verfahren ist mo¨glich. Die entsprechenden
Prozessschritte bedu¨rfen jedoch einer Erweiterung des Kostenmo-
dells. Die in Abschnitt 3.7 vorgestellten Algorithmen lassen sich wei-
terhin anwenden und gegebenenfalls erweitern. Analog kann der
Wechsel der Methoden fu¨r die Interaktion und Terminierung von
Synchronisationsnachrichten erfolgen.
• Eine weitere Mo¨glichkeit stellt die Erweiterung der vorgestell-
ten Konzepte hinsichtlich andere Replikationsarchitekturen dar.
Beispielsweise kann eine rechneru¨bergreifende oder gescha¨ftsob-
jektu¨bergreifende Bu¨ndelung von A¨nderungen stattfinden. Beides er-
fordert eine umfassende Analyse der Konfliktauflo¨sung, bietet aber
weiteres Potential die vorhandenen Konzepte fu¨r die Synchronisati-
on auch mit wechselnden Replikationsstrategien zu verwenden.




Abb. A.1: Ausschnitt vom Schema einer SalesOrder
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Abb. A.2: Ausschnitt vom Schema eines Item
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<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<delta>
  <move childno="1" length="4" new_charpos="1" node="/node()[1]/node()[2]/
node()[6]/node()[2]/node()[1]" old_charpos="1" parent="/node()[1]/node()[2]/
node()[4]/node()[2]"/>
  <insert childno="1" nodetype="3" parent="/node()[1]/node()[2]/node()[6]/
node()[2]">0059</insert>
  <move childno="1" length="2" new_charpos="1" node="/node()[1]/node()[2]/
node()[6]/node()[4]/node()[2]/node()[1]" old_charpos="1" parent="/node()[1]/
node()[2]/node()[4]/node()[4]/node()[2]"/>
  <move childno="1" length="7" new_charpos="1" node="/node()[1]/node()[2]/
node()[4]/node()[4]/node()[2]/node()[1]" old_charpos="3" parent="/node()[1]/
node()[2]/node()[6]/node()[4]/node()[2]"/>
  <insert childno="1" nodetype="3" parent="/node()[1]/node()[2]/node()[4]/
node()[4]/node()[4]/node()[2]">500</insert>
  <insert childno="1" nodetype="3" parent="/node()[1]/node()[2]/node()[4]/
node()[4]/node()[4]/node()[4]">595</insert>
  <delete charpos="4" length="3" node="/node()[1]/node()[2]/node()[4]/node()[4]/
node()[4]/node()[4]/node()[1]"/>
  <delete charpos="4" length="3" node="/node()[1]/node()[2]/node()[4]/node()[4]/
node()[4]/node()[2]/node()[1]"/>
  <delete charpos="5" length="4" node="/node()[1]/node()[2]/node()[4]/node()[2]/
node()[1]"/>
</delta>
Abb. A.3: Beispiel fu¨r DUL
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<ReplicationMessage deltaxml:deltaV2="A!=B" deltaxml:version="2.0" 
deltaxml:content-type="changes-only">
  <SalesOrder deltaxml:deltaV2="A!=B">
    <Identity deltaxml:deltaV2="A=B" />
    <Item deltaxml:deltaV2="A">
      <ID>0053</ID>
      <Product>
        <Type>Printer</Type>
        <Price>
          <Net currency="EUR">200</Net>
          <Gross currency="EUR">238</Gross>
        </Price>
      </Product>
    </Item>
    <Item deltaxml:deltaV2="A!=B">
    <Item deltaxml:deltaV2="B">
      <ID>0059</ID>
      <Product>
        <Type>Printer</Type>
        <Price>
          <Net currency="EUR">600</Net>
          <Gross currency="EUR">714</Gross>
        </Price>
      </Product>
    </Item>
    <ID deltaxml:deltaV2="A=B" />
    <Product deltaxml:deltaV2="A!=B">
      <Type deltaxml:deltaV2="A=B" />
        <Price deltaxml:deltaV2="A!=B">
          <Net deltaxml:deltaV2="A!=B">
            <deltaxml:textGroup deltaxml:deltaV2="A!=B">
              <deltaxml:text deltaxml:deltaV2="A">600</deltaxml:text>
              <deltaxml:text deltaxml:deltaV2="B">500</deltaxml:text>
            </deltaxml:textGroup>
          </Net>
          <Gross deltaxml:deltaV2="A!=B">
            <deltaxml:textGroup deltaxml:deltaV2="A!=B">
              <deltaxml:text deltaxml:deltaV2="A">714</deltaxml:text>
              <deltaxml:text deltaxml:deltaV2="B">595</deltaxml:text>
            </deltaxml:textGroup>
          </Gross>
        </Price>
      </Product>
    </Item>
  </SalesOrder>
</ReplicationMessage>
Abb. A.4: Beispiel fu¨r DeltaXML
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<?xml version="1.0" encoding="utf-16"?>
<xd:xmldiff version="1.0" srcDocHash="6623044166473721170" 
options="None" fragments="no" xmlns:xd="http://
schemas.microsoft.com/xmltools/2002/xmldiff">
  <xd:node match="2">
    <xd:node match="1">
      <xd:node match="2">
        <xd:add match="/2/1/3/1" opid="3" />
        <xd:remove match="1" />
        <xd:node match="2">
          <xd:add match="/2/1/3/2/1" opid="1" />
          <xd:remove match="1" opid="2" />
          <xd:node match="2">
            <xd:node match="1">
              <xd:change match="1">500</xd:change>
            </xd:node>
            <xd:node match="2">
              <xd:change match="1">595</xd:change>
            </xd:node>
          </xd:node>
        </xd:node>
      </xd:node>
      <xd:node match="3">
        <xd:add>
          <ID>0059</ID>
        </xd:add>
        <xd:remove match="1" opid="3" />
        <xd:node match="2">
          <xd:add match="/2/1/2/2/1" opid="2" />
          <xd:remove match="1" opid="1" />
        </xd:node>
      </xd:node>
    </xd:node>
  </xd:node>
  <xd:descriptor opid="1" type="move" />
  <xd:descriptor opid="2" type="move" />
  <xd:descriptor opid="3" type="move" />
</xd:xmldiff>






<xs:element ref="ID" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="Node" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="Attribute" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="Value" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="Levelmatrix" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="Valuematrix" minOccurs=’0’ maxOccurs=’1’/>







<xs:element ref="totalNodes" minOccurs=’0’ maxOccurs=’1’/>







<xs:element ref="totalAttributes" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="AttributesTotalSize" minOccurs=’0’ maxOccurs=’1’/>







<xs:element ref="totalValues" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="ValuesTotalSize" minOccurs=’0’ maxOccurs=’1’/>
































<xs:element ref="totalLevelNodes" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="totalLevelAttributes" minOccurs=’0’ maxOccurs=’1’
/>
<xs:element ref="totalLevelValues" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="TotalSize" minOccurs=’0’ maxOccurs=’1’/>
<xs:element ref="Position" minOccurs=’0’ maxOccurs=’unbounded’/>
<xs:element ref="PositionLevel" minOccurs=’0’ maxOccurs=’unbounded
’/>
<xs:element ref="PositionNode" minOccurs=’0’ maxOccurs=’unbounded’
/>
</xs:sequence>














<xs:element ref="Subnode" minOccurs=’0’ maxOccurs=’unbounded’/>
<xs:element ref="AttributeSize" minOccurs=’0’ maxOccurs=’unbounded
’/>
<xs:element ref="ValueSize" minOccurs=’0’ maxOccurs=’unbounded’/>
</xs:sequence>
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Abb. A.8: Simulationsergebnisse fu¨r ein Beispiel mit vielen A¨nderungen
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(a) Größe Geschäftsobjekt: 2kB














(b) Größe Geschäftsobjekt: 8kB











(c) Größe Geschäftsobjekt: 16kB













(d) Größe Geschäftsobjekt: 32kB











(e) Größe Geschäftsobjekt: 128kB











(f) Größe Geschäftsobjekt: 256kB









Abb. A.9: Experimentelle Grenzenbestimmung fu¨r 64kBit/s Datenrate
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Abb. A.10: Synchronisationszeiten fu¨r Szenario 2
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Abb. A.11: Synchronisationszeiten fu¨r Szenario 3
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Abb. A.12: Synchronisationszeiten fu¨r Szenario 4
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Abb. A.13: Synchronisationszeiten fu¨r Szenario 5
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Abb. A.14: Synchronisationszeiten fu¨r Szenario 6
218 Anhang
0 2 4 6 8 10 12 14 16 180
10
20







0 2 4 6 8 10 12 14 16 180
5
10







0 2 4 6 8 10 12 14 16 180
10
20







0 2 4 6 8 10 12 14 16 180
5
10







0 2 4 6 8 10 12 14 16 180
5
10







0 2 4 6 8 10 12 14 16 180
10
20











Abb. A.15: Synchronisationszeiten fu¨r Szenario 7
Formelzeichen
Parameter fu¨r Modells fu¨r Gescha¨ftsobjekte
F Anzahl der Verweise
Fl Anzahl der Verweise auf Ebene l
K Anzahl der Attribute
Kl Anzahl der Attribute pro Ebene l
Kλ Anzahl der Attribute auf Position λ
Kn Anzahl der Attribute auf Knoten n
L Anzahl der Ebenen
Λ Maximale Anzahl der Attribute pro Knoten
N Anzahl der Knoten
Nl Anzahl der Knoten pro Ebene l
W Gesamtgro¨ße aller Attribute (in Bytes)
Wl Gesamtgro¨ße aller Attribute auf Ebene l
Wn Gesamtgro¨ße aller Attribute auf Knoten n
Wn,λ Gesamtgro¨ße der Werte auf Knoten n an Position λ
V Gesamtgro¨ße aller Werte aller Blattknoten
Vl Gesamtgro¨ße aller Werte auf Blattknoten auf Ebene l
Vn Gesamtgro¨ße aller Werte auf Knoten n
220 Formelzeichen
Parameter des Systemmodells
al Verarbeitungszeit fu¨r einen Knoten auf Ebene l
al,ν Verarbeitungszeit fu¨r einen Knoten auf Ebene l an der Position ν
bλ Verarbeitungszeit fu¨r ein Attribut an der Position λ
bn,λ Verarbeitungszeit fu¨r ein Attribut in Knoten n an der Position λ
c Verarbeitungszeit fu¨r ein Byte eines Attributwertes in Knoten n an
der Position λ
cn,λ Verarbeitungszeit fu¨r eines Attributwertes in Knoten n an der Posi-
tion λ
d Verarbeitungszeit fu¨r ein Byte eines Knotenwertes
dn Verarbeitungszeit fu¨r ein Byte eines Knotenwertes des Knoten n
e Verarbeitungszeit eines Verweises
en Verarbeitungszeit eines Verweises in Knoten n
DW Datenrate von einem Sender zu einem Empfa¨nger
LW Latenzzeit von einem Sender zu einem Empfa¨nger
RF Replikationsfaktor
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