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A FRACTALIZATION OF RATIONAL TRIGONOMETRIC FUNCTIONS
S. VERMA AND P. VISWANATHAN
Abstract. In [14,26], new approximation classes of self-referential functions are introduced as
fractal versions of the classes of polynomials and rational functions. As a sequel, in the present
article, we define a new approximation class consisting of self-referential functions, referred to
as the fractal rational trigonometric functions. We establish Weierstrass type approximation
theorems for this class and prove the existence of a best fractal rational trigonometric approx-
imant to a real-valued continuous function on a compact interval. Furthermore, we provide
an upper bound for the smallest error in approximating a prescribed continuous function by a
fractal rational trigonometric function. This extemporizes an analogous result in the context of
fractal rational function appeared in [26] and followed in the setting of Bernstein fractal rational
functions in [23]. The last part of the article aims to clarify and correct the mathematical errors
in some results on the Bernstein α-fractal functions appeared recently in the literature [22–24].
1. Introduction and Preliminaries
The notion of fractal interpolation function (FIF in what follows) has proved to be an attractive
strategy to produce interpolants and approximants for a wide class of problems. The basic setting
of FIF as defined by Barnsley [3] stems from the concept of iterated function system (IFS), one
of the most popular methods of generating fractals; see, for instance, [9]. The book [12] and the
monograph [13] are good references for fractal functions and related areas. The theory of fractal
interpolation is an active research topic in the field of fractal approximation theory, as shown, for
example in [4,5,10,16,19,20,27]. In what follows, we shall hint at the technical details concerning
the notion of FIF; the readers are referred to [3] for more details.
Let Nr denote the set of first r natural numbers. As is customary, we shall denote by C(I) the
Banach space of all real-valued continuous functions on a closed bounded interval I, endowed with
the supremum norm.
Let {(xi, yi) : i = 0, 1, 2, ..., N}, N ≥ 2 be a data set with strictly increasing abscissae. Set
I = [x0, xN ] and Ii = [xi−1, xi] for i ∈ NN . For every i ∈ NN , suppose that Li : I → Ii is a
contractive increasing homeomorphism and Fi : I×R→ R is a map that is continuous, contractive
with respect to the second variable and such that
Fi(x0, y0) = yi−1, Fi(xN , yN ) = yi.
For i ∈ NN , define
Wi(x, y) =
(
Li(x), Fi(x, y)
)
∀ (x, y) ∈ I × R.
The system {I × R : Wi, i ∈ NN} is an IFS and it has a unique attractor which is the graph of a
continuous function g : I → R such that g(xi) = yi for every i = 0, 1, . . . , N and
g(x) = Fi
(
L−1i (x), g
(
L−1i (x)
)) ∀ x ∈ Ii.
The function g is called a FIF [3] and it has the property that its graph is self-referential, that is, the
graph is a union of transformed copies of itself. The main difference with the classical interpolants
resides in the definition by the aforementioned functional equation endowing self-referentiality to
the interpolant g.
Key words and phrases. Fractal operator, rational trigonometric function, best approximation, metric projec-
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Navascue´s explored the idea of fractal interpolation further to associate a class of fractal func-
tions with a prescribed function f in C(I) as follows [14]. Consider a partition ∆ := {x0, x1, . . . , xN}
of I = [x0, xN ] such that x0 < x1 < · · · < xN . For i ∈ NN , let
Li(x) = aix+ bi, Fi(x, y) = αiy + f
(
Li(x)
) − αib(x),
where b 6= f is such that
b(x0) = f(x0), b(xN ) = f(xN ),
and α := (α1, α2, . . . , αN ) ∈ (−1, 1)N . The corresponding FIF denoted by fα∆,b or simply as fα (for
notational convenience) is called an α-fractal function and it satisfies the self-referential equation
fα∆,b(x) = f(x) + αi(f
α
∆,b − b)
(
L−1i (x)
) ∀ x ∈ Ii, i ∈ NN .
The function, or rather the class of functions, fα∆,b may be treated as fractal perturbation of the
original function f , termed the germ function or seed function. Note that the perturbation process
involves three elements: the partition ∆ of the domain I, function b that is referred to as the base
function and vectorial parameter α termed scaling vector. Taking advantage of the scaling vector,
fractal interpolation is more robust than the classical piecewise interpolation.
As was observed by Navascue´s [16], a particular interesting case arises if one chooses the base
function b = Lf , where L : C(I)→ C(I) is a bounded linear map. With fixed choices of ∆, α and
L, one can define an operator Fα∆,L denoted for simplicity as Fα that assigns fα∆,L to f :
(1.1) Fα∆,L : C(I)→ C(I), Fα∆,L(f) = fα∆,L,
referred to as the α-fractal operator. Let
|α|∞ := max
{|αi| : i ∈ NN}.
The following properties of the α-fractal operator Fα∆,L are well-known; see, for instance, [16,26].
Theorem 1.1. [26, Theorem 2.2]. Let Id be the identity operator on C(I).
(1) The fractal operator Fα∆,L : C(I) → C(I) is a bounded linear map. Further, the operator
norms satisfy the following inequalities
‖Id−Fα∆,L‖ ≤
|α|∞
1− |α|∞ ‖Id− L‖, ‖F
α
∆,L‖ ≤ 1 +
|α|∞
1− |α|∞ ‖Id− L‖.
(2) For |α|∞ < ‖L‖−1, Fα∆,L is bounded below. In particular, Fα∆,L is an injective map.
(3) For |α|∞ < ‖L‖−1, the fractal operator Fα∆,L is not a compact operator.
(4) If |α|∞ <
(
1 + ‖Id − L‖)−1, then Fα∆,L is a topological isomorphism (i.e., a bijective
bounded linear map with a bounded inverse). Moreover,
‖(Fα∆,L)−1‖ ≤
1 + |α|∞
1− |α|∞‖L‖ .
Navascue´s and coworkers approached the construction of new classes of functions in C(I) by
taking the image of the popular approximation classes of functions such as polynomials, trigono-
metric and rational functions under the fractal operator Fα∆,L [14, 15, 26]. These new functions
defined as perturbations of the classical may preserve properties of the latter or display new char-
acteristics such as non-smoothness or quasi-random behavior. These fractal maps tends to bridge
the gap between the smoothness of the classical mathematical objects and the pseudo-randomness
of the experimental data, breaking in this way their apparent contradiction [17]. Motivated and
influenced by the aforementioned works, in this article we define the class of fractal rational trigono-
metric functions and study some approximation aspects of the same. In this way, we approach the
classical problems of periodicity and approximation from a fractal viewpoint. Besides providing
the motivation for our researches reported herein, the works in [14,15,26] also offered us an array
of basic tools which we have modified and adapted.
In Theorem 3.12 we provide an upper bound for the fractal rational trigonometric minimax
error, that is, the smallest error in approximating a prescribed continuous function by a fractal
rational trigonometric function in the uniform norm. Our approach to the fractal minimax error
also points out that the upper bound for the minimax error in approximating a continuous function
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by a fractal rational function as announced in [26, Theorem 4.3] does not hold. The second author
regrets to inform that this error may invalidate some results given as corollaries of [26, Theorem
4.3]. However, as stated in the analogous theorem in this paper (see, Theorem 3.12), there is a
way to fix this mistake by including an additional term. The incorrect arguments in [26, Theorem
4.3] is subsequently carried over almost verbatim in [23, Theorem 3.9]. However, we note that the
result stated in [23, Theorem 3.9] remains valid and provide a correct proof for it.
The following upper bound for the uniform distance between the original function f and its
fractal version fα∆,b can be obtained; see, for instance, [14, 16]:
(1.2) ‖fα∆,b − f‖∞ ≤
|α|∞
1− |α|∞ ‖f − b‖∞.
The previous estimate reveals that by choosing the scaling vector α such that |α|∞ is close enough
to zero or by selecting the base function b near to f , the perturbed fractal function fα∆,b can be
made sufficiently close to the original seed function f . In particular, if αm ∈ RN , |αm|∞ < 1 and
αm → 0 as m→∞, then fαm∆,b → f uniformly as m→∞.
Since FIFs do not possess a closed form expression, standard methods such as the Taylor series
analysis, Cauchy remainder form, and Peano kernel theorem (see, for instance, [7]) may not be
easily adapted for the convergence analysis of fractal interpolants and approximants. Instead, in
the literature, the closeness of a fractal approximant fα∆,b (which is perturbation of a classical
approximant f) to the original function Φ is established using the closeness of f to Φ via the
following triangle inequality:
(1.3) ‖Φ− fα∆,b‖∞ ≤ ‖Φ− f‖∞ + ‖fα∆,b − f‖∞.
The second term in the right hand side of the Inequality (1.3) can be bounded via (1.2) to conclude
that for the scaling vector α with small enough value of |α|∞, the error in approximating Φ with
fα∆,b is small, whenever f is a good approximant to Φ. As various fractal interpolants studied
in the literature can be realized as fractal perturbation of their classical counterparts, a similar
comment holds for their convergence (see, for example, [5,18]). Note that the scaling vector α has
the most influence on the fractal dimension of the graph of fα∆,b and hence on the “roughness” of
the function fα∆,b. For instance, we have the following proposition given in [1].
Theorem 1.2. [1, Corollary 3.1]. Let f and b be Lipschitz continuous functions defined on I
with b(x0) = f(x0) and b(xN ) = f(xN ). Let ∆ = {x0, x1, . . . , xN} be a partition of I = [x0, xN ]
satisfying x0 < x1 < · · · < xN and α = (α1, α2, . . . , αN ) ∈ (−1, 1)N . If the data points {(xi, f(xi)) :
i = 0, 1 . . . , N} are not collinear, then the graph of the α-fractal function fα∆,b denoted by Gfα∆,b
has the box dimension
dimB(Gfα
∆,b
) =
{
D, if
∑N
i=1 |αi| > 1
1, otherwise ,
where D is the solution of
∑N
i=1 |αi|aD−1i = 1.
Therefore, it appears that the roughness in the constructed fractal interpolant (approximant)
and the convergence (closeness) to the original function may not be simultaneously achieved.
One can circumvent this by exploring the choices of other parameters in the construction of
the fractal function fα∆,b. For instance, a look back at the estimate in (1.2) should convince the
reader that with any permissible choice of α, the fractal function fα∆,b is close to the seed function
f , provided the base function b is close enough to f . In particular, if (bn)n∈N is a sequence of base
functions satisfying bn(x0) = f(x0) and bn(xN ) = f(xN ) for all n ∈ N and bn → f as n→∞, then
fα∆,bn → f uniformly as n → ∞. For instance, one can take bn = Bn(f), where Bn : C(I)→ C(I)
defined by
Bnf(x) =
n∑
k=0
f
(
x0 +
k
n
(xN − x0)
)(n
k
)
(x− x0)k(xN − x)n−k
(xN − x0)n ,
is the classical Bernstein operator. This simple but noteworthy observation was exploited to define
what is called Bernstein α-fractal functions corresponding to f , denoted by fα∆,Bn(f) = f
α
n [22].
Theorem 2 in reference [22], which reads as follows, contains an error in the statement.
4 S. VERMA AND P. VISWANATHAN
Theorem 1.3. [22, Theorem 2]. Let ∆ = {x0, x1, . . . , xN} be a partition of I = [x0, xN ] satisfying
x0 < x1 < · · · < xN and α = (α1, α2, . . . , αN ) ∈ (−1, 1)N . For an irregular function f ∈ C(I) if
all the Bernstein α-fractal functions in the sequence (fαn )n∈N are obtained with a fixed choice of
scaling vector α whose components satisfy
∑N
i=1 |αi| > 1, then all the Bernstein α-fractal functions
in the sequence (fαn )n∈N have the same fractal dimension and f
α
n → f uniformly as n→∞.
The author claims that the above theorem follows from Theorem 1.2, but overlooked that
Theorem 1.2 needs additional assumptions, for instance, the seed function f has to be Lipschitz.
We shall refine this theorem by inserting the required additional condition. While the original
proof holds with this additional assumption, we also provide a revised proof that shows that
the assumption is not needed. We take the opportunity to observe that similar adjustments
must be made to the identical results appeared elsewhere; see, for instance, [23, Theorem 2.3]
and [24, Theorem 2].
Let the partition ∆ and scale vector α be fixed. If a suitable sequence (bn)n∈N is used in the
place of a single base function b, then corresponding to a fixed f ∈ C(I) we obtain a family of
fractal functions {fα∆,bn : n ∈ N}. In this case, corresponding to the fractal operator Fα∆,b = Fα
in Equation (1.1) one obtains a multi-valued operator or a set-valued operator
(1.4) Fα : C(I)⇒ C(I), Fα(f) = {fα∆,bn : n ∈ N}.
In [24, Theorem 3] the author attempts to prove that the aforementioned set-valued operator is
linear and bounded. It seems that in the proof, the operator is treated as a single-valued operator.
This is the case, for instance, for each fixed n ∈ N. However, to the best of our knowledge
the linearity and boundedness of a multi-valued operator need to be approached in a different
way. A closed convex process is treated as a set-valued analogue of a continuous (bounded) linear
operator in the sense that a closed convex processes enjoy almost all properties of continuous linear
operators, including the open mapping theorem, closed graph theorem and uniform boundedness
principle; see, for instance, [2]. We prove that the multi-valued fractal operator in (1.4) is a process
and Lipschitz but not linear, where linearity is interpreted in an appropriate sense. Similarly,
in [24, Theorem 4], with a suitable assumption on the scaling vector, the author attempts to
prove that the multi-valued operator Fα in (1.4) is bounded below, but not compact. But, in
the “proof” of this theorem, Fα is treated as a single-valued operator. A possible explanation
of this could be that the author deals, or rather intends to deal, with the single-valued operator
Fαn : C(I) → C(I) defined by Fαn (f) = fα∆,bn for each fixed n ∈ N. Another observation worth
noting regarding [24, Theorem 4] is that in case one intends to handle the single-valued operator
Fαn : C(I) → C(I), thanks to items (2) and (3) of Theorem 1.1 above, the assumptions on the
scaling vector made in [24, Theorem 4] can be dropped. We collect all these refinements that act
as a corrigendum to [22–24] in the last section.
2. Fractal Rational Trigonometric Functions
We consider here the space of 2π-periodic continuous functions
C(2π) = {f : [−π, π]→ R; f is continuous, f(−π) = f(π)}.
Let Tm(2π) be the set of trigonometric polynomials of degree at most m. Recall that Tm(2π) is
linearly spanned by the set{
1, sinx, cosx, sin 2x, cos 2x, . . . , sinmx, cosmx
}
.
In fact, this family constitutes a basis for Tm(2π) and this system is orthogonal with respect to
the standard inner product
〈f, g〉 :=
∫ π
−π
f(x)g(x)dx.
Let ∆ : −π = x0 < x1 < · · · < xN = π be a partition of the interval I = [−π, π]. The following
class of functions is introduced in [15].
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Definition 2.1. [15, Definition 4.1]. Let m be a nonnegative integer. We define the set of
α−fractal trigonometric polynomials of degree at most m denoted by Tαm(2π) as Fα∆,L
(
Tm(2π)
)
,
where Fα∆,L = Fα is the (single-valued) α-fractal operator defined in (1.1). An element in Tαm(2π)
is referred to as an α-fractal trigonometric polynomial or simply as a fractal trigonometric polyno-
mial. Further, the set of all α-fractal trigonometric polynomials is defined as Tα(2π) = ∪mTαm(2π).
Similar to the class of trigonometric polynomials, one can define rational trigonometric functions
in C(2π) as follows. For m,n ∈ N ∪ {0}, let
Rmn(2π) :=
{
t =
p
q
: p ∈ Tm, q ∈ Tn and q > 0 on [−π, π]
}
,
the set of all real-valued rational trigonometric functions of type (m,n) and
R(2π) = ∪m,nRmn(2π).
Following the construction of fractal versions of classical functions such as polynomials, trigono-
metric functions and rational functions [15,16,26], in the upcoming definition we apply the fractal
operator to map the class of rational trigonometric functions to its fractal counterpart.
Definition 2.2. For m,n ∈ N ∪ {0} we define the class of α−fractal rational trigonometric
functions of type (m,n) denoted by Rαmn(2π) as the image of Rmn(2π) under the fractal operator
Fα∆,L. That is,
R
α
mn(2π) := Fα∆,L
(
Rmn(2π)
)
.
Further, we let
R
α(2π) = Fα∆,L
(
R(2π)
)
,
the set of all α−fractal rational trigonometric functions.
Remark 2.3. We can also define a new class of α−fractal rational trigonometric functions in the
following way
S
α
mn(2π) =
{pα
qα
: pα ∈ Tαm, qα ∈ Tαn and qα > 0 on I
}
.
For suitable choices of the scale vector, one can obtain qα > 0 on I whenever so is q [25]. A
difference in the two classes of fractal functions Rαmn(2π) and S
α
mn(2π) defined above is the
following. It is evident that a function rα in Rαmn(2π) satisfies the self-referential equation of the
form
rα∆,L(x) = r(x) + αi(r
α
∆,L − Lr)
(
L−1i (x)
) ∀ x ∈ Ii, i ∈ NN ,
and its graph is the attractor of an IFS whereas it is not certain if a similar self-referentiality is
applicable for a function in Sαmn(2π). Please consult also Section 4.3 of this article.
Remark 2.4. To obtain a more general class of FIFs, the constant scaling factors αi ∈ (−1, 1) can
be replaced by functions αi ∈ C(I) such that ‖αi‖∞ < 1 for all i ∈ NN [27]. Correspondingly,
for a given f ∈ C(I), with α := (α1, α2, . . . , αN ), we can define an α-fractal function fα∆,b = fα
satisfying the self-referential equation
fα(x) = f(x) + αi(L
−1
i (x))(f
α − b)(L−1i (x)) ∀ x ∈ Ii, i ∈ NN .
In the sequel, we shall use constant scaling factors but we remark here that most of our results
can be applied to the setting of variable scaling factors as well.
Example 2.5. Let p(x) = 27
∑2
k=0 sin(xk3)J
2
3 (x − xk3) and q(x) = 19 + 8 cos(3x) for x ∈ [0, 1].
Here xk3 =
2kπ
3 for k = 0, 1, 2, and J3 is the Jackson function (see, Section 3.1). The rational
trigonometric function r(x) =
p(x)
q(x)
is plotted in Fig. 1(a). We consider the partition ∆ : 0 <
1
10 <
2
10 < · · · < 910 < 1 and scale vector α with components αi = 0.9 for i ∈ N10. Figs. 1(b)-(c)
correspond to the fractal rational trigonometric function rα∆,L with L defined by
(i) Lf = νf , where ν(x) = 1 + x(x − 1)
(ii) Lf = f ◦ ϕ, where ϕ(x) = x3.
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Fig. 1(d) depicts two graphs one (red color) corresponds to the self-referential rational trigono-
metric function rα∆,L with parameters as in Fig.1(b) and the other (blue color) corresponds to
pα∆,L(x)
qα∆,L(x)
, where the fractal functions pα and qα are constructed with same ∆ and α as before, and
L as in item (1) above.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.025
−0.02
−0.015
−0.01
−0.005
0
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.03
−0.025
−0.02
−0.015
−0.01
−0.005
0
(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.045
−0.04
−0.035
−0.03
−0.025
−0.02
−0.015
−0.01
−0.005
0
(c)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.03
−0.025
−0.02
−0.015
−0.01
−0.005
0
(d)
Figure 1. A rational trigonometric function and its fractal versions.
2.1. Weierstrass-type theorems. In the following theorems we show that a given f ∈ C(2π) can
be uniformly well-approximated by a fractal rational trigonometric function. The idea is to apply
Inequality (1.3) to find suitable parameters that provide a close enough fractal perturbation tα∆,L
of a rational trigonometric function t that well approximates f . This basic idea is not claimed
to be new, and is, in fact, explored in various contexts scattered in the fractal approximation
literature (see, for instance, [14, 22, 26]).
Theorem 2.6. Let f ∈ C(2π) and ǫ > 0. Suppose that the partition ∆ := {x0, x1, . . . , xN : x0 <
x1 < · · · < xN} of the interval I = [−π, π], and the bounded linear operator L : C(2π) → C(2π),
L 6= Id satisfying (Lf)(x0) = f(x0), (Lf)(xN ) = f(xN ) are arbitrary, but fixed. Then there exists
a scale vector α = α(ǫ) in (−1, 1)N , α 6= 0 and an α-fractal rational trigonometric function tα∆,L
such that
‖f − tα∆,L‖∞ < ǫ.
Proof. Let ǫ > 0 be given. By the Stone-Weierstrass theorem, there exists a rational trigonometric
function t ∈ R(2π) such that
‖f − t‖∞ < ǫ
2
.
For a partition ∆ := {x0, x1, . . . , xN : x0 < x1 < · · · < xN} of I = [x0, xN ] = [−π, π] and for
a bounded linear operator L : C(2π) → C(2π), L 6= Id satisfying (Lf)(x0) = f(x0), (Lf)(xN ) =
f(xN ), select α ∈ (−1, 1)N , α 6= 0 such that
|α|∞ <
ǫ
2
ǫ
2 + ‖Id− L‖‖t‖∞
.
Then we have ‖f − tα∆,L‖∞ ≤ ‖f − t‖∞ + ‖t− tα∆,L‖∞
≤ ‖f − t‖∞ + |α|∞
1− |α|∞ ‖Id− L‖‖t‖∞
<
ǫ
2
+
ǫ
2
= ǫ,
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completing the proof. 
Theorem 2.7. Let f ∈ C(2π) and ǫ > 0. Let the partition ∆ := {x0, x1, . . . , xN : x0 < x1 <
· · · < xN} of the interval of I = [x0, xN ] = [−π, π] and scale vector α ∈ (−1, 1)N be arbitrary
but fixed. Then, there exists a bounded linear operator L : C(2π) → C(2π), L 6= Id satisfying
(Lf)(x0) = f(x0), (Lf)(xN ) = f(xN ) and an α-fractal rational trigonometric function t
α
∆,L such
that
‖f − tα∆,L‖∞ < ǫ.
Proof. Let ǫ > 0 be given. By the Stone-Weierstrass theorem, there exists a rational trigonometric
function t ∈ C(2π) such that
‖f − t‖∞ < ǫ
2
.
Choose a partition ∆ := {x0, x1, . . . , xN : x0 < x1 < · · · < xN} of I = [x0, xN ] = [−π, π] and a
scale vector 0 6= α ∈ (−1, 1)N satisfying |α|∞ < 1. Now let us consider a bounded linear operator
L : C(2π)→ C(2π), L 6= Id satisfying (Lf)(x0) = f(x0), (Lf)(xN ) = f(xN ), such that
‖Id− L‖ < 1− |α|∞|α|∞‖t‖∞
ǫ
2
.
Then we have
‖f − tα∆,L‖∞ ≤ ‖f − t‖∞ + ‖t− tα∆,L‖∞
≤ ‖f − t‖∞ + |α|∞
1− |α|∞ ‖Id− L‖‖t‖∞
<
ǫ
2
+
ǫ
2
= ǫ,
and this completes the proof. 
Remark 2.8. Let f ∈ C(2π). The above theorems, in particular, assert the following.
(1) Let αm ∈ RN , |αm|∞ < 1 and αm → 0 as m→∞. Then there exists a sequence of fractal
rational trigonometric functions
(
tα
m
△,L
)
which converges to f uniformly.
(2) Let (Ln)n∈N be a sequence of bounded linear operators on C(2π) satisfying Ln(g) → g
for each g ∈ C(2π). Then there exists a sequence of fractal rational trigonometric func-
tions
(
tα
△,Ln
)
which converges to f uniformly. For instance, one can work with Bernstein
operators corresponding to f .
Theorem 2.9. Let Rα∆,Bn(2π) = Fα∆,Bn
(
R(2π)
)
be the class of all α-fractal rational trigonometric
functions with a fixed choice of the scale vector α, partition ∆ and Bernstein operator Bn. The
set
⋃
n∈NR
α
∆,Bn
(2π) is dense in C(2π).
Proof. The proof is immediate from item (2) of the previous remark. 
The following theorem demonstrates that a continuous non-negative function on a compact
interval can be uniformly well-approximated by a non-negative α-fractal rational trigonometric
function. A similar result in the setting of α-fractal rational function can be consulted in [26,
Theorem 3.5]. Although the proof is patterned after [26, Theorem 3.5], the difference lies in the
fact that in the following theorem, the scale vector α is arbitrary, except that |α|∞ < 1.
Theorem 2.10. Let f ∈ C(2π) be such that f(x) ≥ 0 for all x ∈ I = [−π, π]. Then for any ǫ > 0,
and for any α ∈ (−1, 1)N , there exists a nonnegative α-fractal rational trigonometric function tα∆,L
such that ‖f − tα∆,L‖∞ < ǫ. A similar result holds for a continuous non-positive function.
Proof. Let ǫ > 0 and f ∈ C(2π) be such that f(x) ≥ 0 for all x ∈ I. We assume further that the
operator L used in the construction of fα∆,L fixes the constant function 1 defined by 1(x) = 1 for
all x ∈ I. That is, L(1) = 1. For instance, note that the Bernstein operators Bn fixes the function
f(x) = 1. Assume α ∈ (−1, 1)N . From the self-referential equation for fα∆,L, we obtain
‖fα∆,L − f‖∞ ≤ |α|∞‖fα∆,L − Lf‖∞.
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For f = 1, the above inequality gives ‖fα∆,L−1‖∞ ≤ |α|∞‖fα∆,L−1‖∞ and this gives ‖fα∆,L−1‖∞ =
0. Therefore, fα∆,L = 1, that is Fα∆,L(1) = 1.
For ǫ > 0, α ∈ (−1, 1)N and f ∈ C(2π). In view of Theorem 2.7, there exists a rational trigono-
metric function tα∆,L such that
‖f − tα∆,L‖∞ <
ǫ
2
, where Fα∆,L(t) = tα∆,L.
Define rα∆,L(x) = t
α
∆,L(x) +
ǫ
2 for all x ∈ I. Since 1 is a fixed point of Fα∆,L,
rα∆,L(x) = t
α
∆,L(x) +
ǫ
2
1(x) = tα∆,L(x) +
ǫ
2
1α(x).
Further, since Fα∆,L is a linear operator
rα∆,L = t
α
∆,L +
ǫ
2
1α = Fα∆,L(t+
ǫ
2
1).
The above equation tells that rα∆,L is a fractal rational trigonometric polynomial. Further, we
have
rα∆,L(x) = t
α
∆,L(x) +
ǫ
2
= tα∆,L(x) +
ǫ
2
− f(x) + f(x) ≥ f(x) + ǫ
2
− ‖tα∆,L − f‖∞ ≥ 0.
Moreover, we obtain
‖f − rα∆,L‖∞ ≤ ‖f − tα∆,L‖∞ + ‖tα∆,L − rα∆,L‖∞ <
ǫ
2
+
ǫ
2
= ǫ
and hence the proof. 
Remark 2.11. An analogous result can be proved for α-fractal rational function, which can be
treated as an improvement to [26, Theorem 3.5] in the sense that the scale vector α is arbitrary.
3. Best Approximation Property of Rαmn(2π)
Definition 3.1. [11, p. 372]. Let (X, ‖.‖) be a normed linear space over K, the field of real or
complex numbers. Given a nonempty set V ⊂ X and an element x ∈ X, distance from V to x is
defined as
d(x, V ) = inf{‖x− y‖ : y ∈ V }.
An element v(x) ∈ V such that ‖x− v(x)‖ = d(x, V ) if it exists is called a best approximant to x
from V. A subset V of X is called proximinal (proximal or existence set) if for each x ∈ X a best
approximant v(x) ∈ V of x exists.
We recall a well-known fact (see, for example, [6, 11]) that
Theorem 3.2. [6, p. 20]. Let X be a normed linear space and E be a finite dimensional subspace
of X. Then E is proximinal in X, that is, for each x in X, a best approximant from E to x exists.
Remark 3.3. Since Tm and consequently T
α
m is a finite dimensional subspace of C(2π), it follows
that for each f ∈ C(2π), the best approximant tαm(f) from Tαm to f exists. That is,
‖f − tαm(f)‖∞ = inf
{‖f − tαm‖∞ : tαm ∈ T αm}.
Definition 3.4. [11, p. 71]. If V is a proximinal subset of X and the best approximant v∗(x)
for each x ∈ X is unique, then we can define a map PV : X → V by PV (x) = v∗(x). This map is
called as a best approximation operator. In general, best approximant to x from V is not unique,
therefore, PV (x) is the set of all best approximants to x from V. The set valued map PV : X ⇒ V
is called the metric projection supported on V.
In this section, we shall establish that Rαmn(2π) is a proximinal subset of C(2π), i.e., for each
f ∈ C(2π), there exists an element rα∗ ∈ Rαmn(2π) such that
‖f − rα∗ ‖∞ = dist
(
f,Rαmn(2π)
)
:= inf
{‖f − rα‖∞ : rα ∈ Rαmn(2π)}.
Note that Rαmn(2π) is not a linear subspace of C(2π) and hence in contrast to the case Tαm(2π),
Theorem 3.2 cannot be applied to infer that Rαmn(2π) is proximinal. First let us record the
following definition and lemma.
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Definition 3.5. [11, p. 376]. Let Y be a non-empty subset of a normed linear space X. Then
Y ia said to be approximately compact if for every x ∈ X, each sequence (yn) ⊆ Y such that
‖x− yn‖ → d(x, Y ), has a subsequence convergent in Y.
Lemma 3.6. [6, p. 156]. Let P and Q be two non-zero trigonometric polynomials with real
coefficients such that |P (θ)| ≤ |Q(θ)| for all real θ. If Q has a real zero, then there exist non-zero
trigonometric polynomials P ∗ and Q∗ with real coefficients such that deg(P ∗) < deg(P ), deg(Q∗) <
deg(Q) and P ∗Q = PQ∗.
Theorem 3.7. If the fractal operator Fα∆,L is bounded below, then for each f ∈ C(2π) there exists
a fractal rational trigonometric function rα∗ ∈ Rαmn(2π) such that ‖f − rα∗ ‖∞ = dist
(
f,Rαmn(2π)
)
.
In particular, Rαmn(2π) is approximately compact.
Proof. Let d = dist(f,Rαmn(2π)). By the definition of infimum, we get a sequence r
α
k in R
α
mn(2π)
such that
‖f − rαk ‖∞ < d+
1
k
, k = 1, 2, . . . .
It follows that
‖rαk ‖∞ ≤ ‖rαk − f‖∞ + ‖f‖∞ ≤ d+ 1 + ‖f‖∞, k = 1, 2, . . . .
Let rαk = Fα∆,L(rk), where rk =
pk
qk
, pk ∈ Tm, qk ∈ Tn, ‖qk‖∞ = 1 and qk(x) > 0 on I. Since the
fractal operator is bounded below, there exists C > 0 such that
C‖f‖∞ ≤ ‖Fα∆,L(f)‖∞ ∀ f ∈ C(I).
Therefore
‖rk‖∞ ≤ 1
C
‖Fα∆,L(rk)‖∞ =
1
C
‖rαk ‖∞ ≤
1
C
(
d+ 1 + ‖f‖∞
)
:= K.
Since Tm,Tn are finite dimensional spaces and
|pk(x)| = |qk(x)||rk(x)| ≤ ‖qk‖∞‖rk‖∞ ≤ A,
the pairs (pk, qk) lie in the compact sets defined by the inequalities ‖p‖∞ ≤ A and ‖q‖∞ = 1. We
may assume, by passing to a subsequence if necessary, that pk → p and qk → q. Clearly, ‖q‖∞ = 1;
whence using the Haar condition there can be at most 2n zeros for q. At the points that are not
zeros of q,
p(x)
q(x)
is well defined, and we have
pk(x)
qk(x)
→ p(x)
q(x)
. Therefore at points in I where q does
not vanish,
|p(x)|
|q(x)| ≤ A, |p(x)| ≤ A|q(x)|.
Since there are only finite number of zeros for q, by continuity, the last inequality holds for all x ∈ I.
One can apply previous lemma (perhaps repeatedly) to obtain other trigonometric polynomials p∗
and q∗ such that deg(p∗) < deg(p) , deg(q∗) < deg(q), q∗(x) > 0 on I and p∗(x)q(x) = p(x)q∗(x).
The resulting element r∗ :=
p∗
q∗
is in Rmn(2π). As rk → r∗ uniformly and Fα∆,L is a bounded
linear map, we get rαk → rα∗ and hence f − rαk → f − rα∗ . By the continuity of norm, we have,
‖f − rαk ‖∞ → ‖f − rα∗ ‖∞. Therefore, ‖f − rα∗ ‖∞ = d. 
Remark 3.8. Approach in the previous proof is identical to the one used in [26, Theorem 4.1] for
proving the proximality of the class of fractal rational functions in C(I) except for a few lines at
the end. However, we included a expanded rendition of the arguments for the sake of completeness
and record.
Remark 3.9. It is known that (Cf. Theorem 1.1) for |α|∞ < ‖L‖−1, the fractal operator Fα∆,L is
bounded below. Therefore, for |α|∞ < ‖L‖−1, Rαmn(2π) is a proximinal approximately compact
subset of C(2π).
In general, best approximant from Rαmn(2π) to f ∈ C(2π) may not be unique. For f ∈ C(2π),
let us write
PRαmn(2π)(f) =
{
rα ∈ Rαmn(2π) : ‖f − rα‖∞ = dist
(
f,Rαmn(2π)
)}
.
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Theorem 3.10. If the fractal operator Fα∆,L is bounded below, then the set-valued map PRαmn(2π) :
C(2π)⇒ Rαmn(2π) supported on the nonempty proximal subset Rαmn(2π) is upper semicontinuous
and closed.
Proof. By Theorem 3.7, Rαmn(2π) is a nonempty approximately compact subset of the normed
linear space C(2π). Therefore the multi-valued map PRαmn(2π) : C(2π) ⇒ Rαmn(2π) is upper
semicontinuous and its values are compact. This follows by a result that if X is a normed linear
space and V is a nonempty approximately compact subset of X , then the metric projection
set-valued function PV : X ⇒ V is upper semicontinuous and its values are compact (see, for
instance, [11, p. 440]). The set-valued map PRαmn(2π) is closed follows from the fact that if X is a
topological space, Y is a Hausdorff space and T : X ⇒ Y is upper semicontinuous with compact
values, then T is closed (see, for instance, [11, p. 434]). 
Remark 3.11. Taking n = 0, Rαm0(2π) = T
α
m(2π). Therefore the above theorems and remark are
valid for the class of fractal trigonometric polynomials as well. This observation serves as an
addendum to the researches in [15].
3.1. Approximation Error Bound. Define
Eαmn(f ; [−π, π]) := inf
{‖f − rα‖∞ : rα ∈ Rαmn(2π)}
and
Emn(f ; [−π, π]) := inf
{‖f − r‖∞ : r ∈ Rmn(2π)}.
Theorem 3.12. Let f ∈ C(2π). Then,
Eαmn(f ; [−π, π]) ≤
1 + |α|∞(‖Id− L‖ − 1)
1− |α|∞ Emn(f ; [−π, π]) +
|α|∞
1− |α|∞ ‖Id− L‖ ‖f‖∞.
Proof. Let f ∈ C(2π) and r∗ be a best approximant to f from Rmn(2π). We have
Eαmn(f ; [−π, π]) ≤ ‖f − rα∗ ‖∞
≤ ‖f − r∗‖∞ + ‖r∗ − rα∗ ‖∞
= Emn(f ; [−π, π]) + ‖r∗ − rα∗ ‖∞
≤ Emn(f ; [−π, π]) + |α|∞
1− |α|∞ ‖Id− L‖ ‖r∗‖∞
≤ Emn(f ; [−π, π]) + |α|∞
1− |α|∞ ‖Id− L‖
(‖f − r∗‖∞ + ‖f‖∞),
and hence the theorem. 
Let n ∈ N and xkn = 2kπn , k = 0, 1, . . . , n − 1. Let f be an arbitrary 2π-periodic continuous
function. From [21], we recall a sequence of positive linear interpolating operators ∧n, n = 1, 2, . . . ,
which map C(2π) into the set of rational trigonometric functions of order ≤ 2n− 2 defined by
∧n(f, x) =
∑n−1
k=0 f(xkn)J
2
n(x − xkn)
1− ((n2 − 1)/3n2)(1 − cos(nx)) ,
where Jn are Jackson functions
Jn(x) =
( sin(nx/2)
n sin(x/2)
)2
.
Let us recall also that the modulus of continuity of a bounded function f on the compact interval
I is defined by
ωf (δ) = ωf
(
I; δ
)
:= sup
{
|f(x)− f(y)| : x, y ∈ I, |x− y| ≤ δ
}
.
Theorem 3.13. ( [21]). Let f ∈ C(2π). Then, for n = 2, 3, 4, . . . , and for all x,
|f(x)− ∧n(f, x)| ≤ 2ωf
(π√3
n
)
.
Theorems 3.12-3.13 now dictate
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Theorem 3.14. Let f ∈ C(2π) with modulus of continuity ωf (δ). Then,
Eαnn(f ; [−π, π]) ≤
1 + |α|∞(‖Id− L‖ − 1)
1− |α|∞ 2ωf
(2π√3
n+ 2
)
+
|α|∞
1− |α|∞ ‖Id− L‖ ‖f‖∞.
4. Some Comments and Corrections
This section aims to provide corrections and comments to some results scattered in the literature
that are based on the concept of α-fractal functions.
4.1. On minimax error. Let us begin by noting that a result similar to Theorem 3.12 in the
previous section is announced in [26, Theorem 4.3] to compare fractal rational minimax error with
classical rational minimax error. With the notation
Rmn(I) :=
{
r =
p
q
: p ∈ Pm(I), q ∈ Pn(I); q > 0 on I
}
,
Rαmn(I) := Fα∆,L
(Rmn(I)),
where Pk(I) is the space of all algebraic polynomials of degree at most k, the authors claim that
Theorem 4.1. [26, Theorem 4.3] . For any f ∈ C(I),
dist
(
f,Rαmn(I)
) ≤ dist(f,Rmn(I)).
However, the proof of the above theorem as mentioned in [26] is inaccurate. The inaccuracy
comes from the fact that the proof uses:
inf{‖f −Fα(r)‖∞ : r ∈ Rmn(I)}
≤ inf {‖f − r‖∞ + ‖r −Fα(r)‖∞ : r ∈ Rmn(I)}
≤ inf {‖f − r‖∞ : r ∈ Rmn(I)} + inf {‖r −Fα(r)‖∞ : r ∈ Rmn(I)},
which is not true. If A = {xβ : β ∈ Λ}, B = {yβ : β ∈ Λ} are subsets of R and C = {xβ + yβ : β ∈
Λ}, then it is easy to see that inf C ≥ inf A + inf B. However, in general, inf C ≤ inf A + inf B
is not true. Let us recall also that, in fact, inf(A + B) = inf(A) + inf(B) holds, however here
C 6= A + B. P. Viswanathan regrets for this careless mistake and would like to mention that it
was also observed and pointed out by Prof. Navascue´s in a different context during some personal
communications. Our result in Theorem 3.12 suggests that at this point Theorems 4.1 above can
be corrected by supplying suitable additional terms. For instance, with notation as in [26], we
have
Theorem 4.2. For any f ∈ C(I),
dist
(
f,Rαmn(I)
) ≤ dist(f,Rmn(I))
+
|α|∞
1− |α|∞ ‖Id− L‖
(
dist
(
f,Rmn(I)
)
+ ‖f‖∞
)
.
The same incorrect arguments in the proof of Theorem 4.1 is repeated recently for the class of
Bernstein α-fractal rational functions in [23]. We note that the theorem remains valid and supply
a correct proof for it. Let us recall the following notation as in [23]. For a fixed partition ∆ and
scale vector α
Rl,m(I) :=
{
r =
p
q
: p ∈ Pl(I), q ∈ Pm(I); q > 0 on I
}
,
Rαl,m(I) :=
{Fα∆,Bn(r) : r ∈ Rl,m(I), n ∈ N}.
Theorem 4.3. [23, Theorem 3.9]. For any f ∈ C(I),
dist
(
f,Rαl,m(I)
) ≤ dist(f,Rl,m(I)).
12 S. VERMA AND P. VISWANATHAN
Proof. Let r∗ be the unique best approximant to f ∈ C(I) from Rl,m(I), that is, ‖f − r∗‖∞ =
dist
(
f,Rl,m(I)
)
(see, for instance, [6, p. 164]). Using item (1) in Theorem 1.1 we have
dist
(
f,Rαl,m(I)
) ≤ ‖f − Fα∆,Bn(r∗)‖∞
≤ ‖f − r∗‖∞ + ‖r∗ −Fα∆,Bn(r∗)‖∞
≤ dist(f,Rl,m(I))+ |α|∞
1− |α|∞ ‖Id−Bn‖‖r
∗‖∞
Since the above estimate holds for all n ∈ N and ‖Id − Bn‖ → 0 as n → ∞, we infer that
dist
(
f,Rαl,m(I)
) ≤ dist(f,Rl,m(I)) and thus the proof. 
Remark 4.4. In view of Theorems 4.2 -4.3 it appears that the approximation class Rαm,n(I) of
Bernstein fractal rational functions introduced in [23] is “better” than the class Rαmn(I) of fractal
rational functions that made its debut in [26]. In this regard, let us note that corresponding to
a fixed rational function r of order (m,n), there exists a unique fractal rational function rα∆,L
whereas there exist a sequence of Bernstein fractal rational functions
(
rα∆,Bn
)
converging to r.
4.2. On Bernstein α-fractal functions. As mentioned in the introductory section, Inequality
(1.2) should convince the reader that the fractal function fα∆,b can be made close to the seed
function f by taking the parameter map b close to f . In [22–24], the author uses this simple
observation effectively by selecting b = Bn(f), the Bernstein polynomials for f to introduce what
is called Bernstein α-fractal functions. In particular, using a result by Akhtar et. al. (see Theorem
1.2), the following claim is made in [22–24].
Theorem 4.5. [22, Theorem 2], [23, Theorem 2.3], [24, Theorem 2]. Let f ∈ C(I). Let ∆ =
{x0, x1, . . . , xN} be a partition of I = [x0, xN ] satisfying x0 < x1 < · · · < xN and α = (α1, α2, . . . , αN ) ∈
(−1, 1)N . If the α-fractal functions in the sequence (fα∆,Bn)∞n=1 are obtained with same fixed
choice of scaling vector α whose components satisfy the condition
∑N
i=1 |αi| > 1, then all the
α-fractal functions in the sequence
(
fα∆,Bn
)∞
n=1
have the same fractal dimension D ∈ (1, 2) and
limn→∞ f
α
∆,Bn
= f.
Theorem 1.2 has the hypothesis that the seed function f and base function b are Lipschitz
continuous and data points sampled from f are not collinear. The Bernstein α-fractal functions
use Bernstein polynomials as base function which obviously are Lipschitz. However, to apply
Theorem 1.2 other hypotheses are to be taken care, and a possible refinement to the above theorem
could be
Theorem 4.6. Let f : I → R be a Lipschitz continuous function and ∆ = {x0, x1, . . . , xN : x0 <
x1 < · · · < xN} be a partition of I = [x0, xN ] such that the data set
{(
xi, f(xi)
)
: i = 0, 1, . . . , N
}
is not collinear. Let α = (α1, α2, . . . , αN ) ∈ (−1, 1)N be a fixed vector such that
∑N
i=1 |αi| > 1.
Then the graphs of the Bernstein α-fractal functions fα∆,Bn, n ∈ N have the same box dimension
D given by the formula in Theorem 1.2 and the sequence
(
fα∆,Bn
)∞
n=1
converges to f uniformly.
Now we shall prove that the assumption of Lipschitz continuity of f can be dropped, if one
intends only to obtain a sequence of α-fractal functions converging uniformly to f with additional
property that the graphs of all functions in this sequence have the same box dimension.
Theorem 4.7. Let f ∈ C(I) and ∆ = {x0, x1, . . . , xN : x0 < x1 < · · · < xN} be a partition of
I = [x0, xN ]. Let α = (α1, α2, . . . , αN ) ∈ (−1, 1)N be a fixed vector. Then there exists a sequence
of α-fractal functions with graphs having same box dimension that converges uniformly to f .
Proof. Let f ∈ C(I). Without loss of generality assume that the points in {(xi, f(xi)) : i =
0, 1, . . . , N
}
obtained by sampling f are not collinear. Consider the sequence of Bernstein poly-
nomials (pn)n∈N that converges to f uniformly. That is, pn = Bn(f) for n ∈ N, where Bn is the
n-th Bernstein operator. Fix a partition ∆ and a scale vector α. For each fixed n ∈ N, find the
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α-fractal function (pn)
α
∆,Bn(pn)
corresponding to pn by choosing the base function as Bn(pn). We
have
‖f − (pn)α∆,Bn(pn)‖∞ ≤ ‖f − pn‖∞ + ‖pn − (pn)α∆,Bn(pn)‖∞
≤ ‖f − pn‖∞ + |α|∞
1− |α|∞ ‖pn −Bn(pn)‖∞
≤ ‖f − pn‖∞ + |α|∞
1− |α|∞ ‖Id−Bn‖‖pn‖∞
= ‖f − pn‖∞ + |α|∞
1− |α|∞ ‖Id−Bn‖‖Bn(f)‖∞
≤ ‖f − pn‖∞ + |α|∞
1− |α|∞ ‖Id−Bn‖‖f‖∞.
The above estimate shows that (pn)
α
∆,Bn(pn)
→ f uniformly as n→∞. For each fixed n ∈ N, the
germ function pn and base function Bn(pn) are Lipschitz and the set of data points {(xi, pn(xi) :
I = 0, 1, . . . , N} is not collinear. Therefore, by the formula in Theorem 1.2, the box dimensions of
the graphs of (pn)
α
∆,Bn(pn)
, which depend only on the partition and scaling vector, are all same. 
4.3. On non-self-referential Bernstein fractal rational functions. The class of fractal ra-
tional functions studied in detail in [26] is defined as the image of the set of rational functions
under the bounded linear map Fα∆,L. However, it is hinted in [26, Remark 3.2] that a class of
fractal rational functions can also be defined by considering the quotients of suitable fractal poly-
nomials. Let us recall these two classes of fractal rational functions. Following notation in [26],
let Pk(I) be the set of polynomials of degree less than or equal to k defined on I,
Rmn(I) :=
{p
q
: p ∈ Pm(I), q ∈ Pn(I); q > 0 on I
}
,
Pαk (I) := Fα∆,L
(Pk(I)),
Rαmn(I) := Fα∆,L
(Rmn(I)),
Kαmn(I) :=
{pα
qα
: p ∈ Pαm(I), q ∈ Pαn (I); qα > 0 on I
}
.
In [23], by taking L as the sequence of Bernstein operators, two classes of Bernstein rational
functions are considered, which we shall denote again by Rαmn(I) and Kαmn(I). The author claims
that an element ϕ =
pα
qα
∈ Kαmn(I) is non-self-referential function as its graph does not correspond
to any IFS [23, Section 4]. To this end, we observe the following.
We know
(
Cf. item (4) Theorem 1.1
)
that for the scaling vector α ∈ (−1, 1)N satisfying
|α|∞ <
(
1 + ‖Id − L‖)−1, the operator Fα : C(I) → C(I) is invertible. Consequently, for α
satisfying the aforementioned condition and ϕ :=
pα
qα
∈ Kαmn(I) ⊆ C(I), there exists g ∈ C(I)
such that ϕ = Fα(g) = gα. By the very construction of the α-fractal function, the graph of gα,
and consequently the graph of ϕ, is the attractor of an IFS. In fact, ϕ satisfies the self-referential
equation
gα∆,b(x) = g(x) + αi(g
α
∆,b − b)
(
L−1i (x)
) ∀ x ∈ Ii, i ∈ NN .
Therefore, it is perhaps an abuse of terminology to regard functions in Kαmn(I) as non-self-
referential for all permissible choice of α. Let us remark that the question whether ϕ ∈ Kαmn(I) is
equal to Fα(r) for some rational function r remains unsettled.
4.4. On multi-valued fractal operator. The definition of Bernstein α-fractal function fα∆,Bn(f)
corresponding to each f ∈ C(I) provides
(1) a sequence of single-valued operators (Fα∆,Bn)n∈N defined by
Fα∆,Bn : C(I)→ C(I); Fα∆,Bn(f) = fα∆,Bn(f) for each n ∈ N.
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(2) a multi-valued operator Fα : C(I)⇒ C(I) defined by
Fα(f) = {fα∆,Bn(f) : n ∈ N}.
It appears that in [24], the author switches between the sequence of single-valued operators and
multi-valued operator in items (1) -(2) above without making a clear distinction between them.
For instance, it is claimed that
Theorem 4.8. [24, Theorem 3]. Let C(I) be endowed with the supnorm. The multi α-operator
Fα : C(I)⇒ C(I) defined by Fα(f) = fα∆,Bn(f) = fαn is linear and bounded.
A careful examination of the proof of the above theorem indicates that, the author treats Fα
as an ordinary function, but not as a set-valued map. In what follows, we shed some light on this.
Since for α = 0, Fα∆,Bn(f) = f for all f ∈ C(I) and n ∈ N, we consider the case α 6= 0.
Since the Bernstein operator Bn : C(I)→ C(I), n ∈ N is a bounded linear operator, by Theorem
1.1, it is straightforward to see that Fα∆,Bn is a bounded linear operator for each n ∈ N. However, as
mentioned in the introductory section the linearity and boundedness of the multi-valued operator
is dealt with a slightly different approach [2]. A suitable question to ask would be whether the
multi-valued operator Fα is a closed convex process. We provide a partial answer to this question
and arguments to conclude that Fα is not “linear”, contradicting Theorem 4.8. As a prelude, let
us recall a few definitions and results.
Definition 4.9. ( [2]). Let X and Y be two real normed linear spaces over R. For a set-valued
map T from X to Y denoted by T : X ⇒ Y , the domain of T is defined by Dom(T ) := {x ∈ X :
T (x) 6= ∅}. Then T : X ⇒ Y is
(1) convex if for all x1, x2 ∈ Dom(T ) and for all λ ∈ [0, 1],
λT (x1) + (1− λ)T (x2) ⊆ T
(
λx1 + (1− λ)x2
)
.
(2) process if for all x ∈ X and for all λ > 0,
λT (x) = T (λx) and 0 ∈ T (0).
(3) linear if for all x1, x2 ∈ Dom(T ) and for all β, γ ∈ R,
βT (x1) + γT (x2) ⊆ T
(
βx1 + γx2
)
.
(4) closed if graph of T
GT :=
{
(x, y) ∈ X × Y : y ∈ T (x)}
is closed.
(5) Lipschitz if there exists a constant l > 0 such that for all x1, x2 ∈ Dom(T )
T (x1) ⊆ T (x2) + l‖x1 − x2‖UY ,
where UY is the closed unit ball in Y .
Theorem 4.10. [8, Corollary 1.4]. Let X and Y be real vector spaces and P0(Y ) be the collection
of all nonempty subsets of Y . If a set-valued map T : X → P0(Y ) is linear and T (0) = {0}, then
T is single-valued.
Theorem 4.11. [8, Corollary 2.1]. Let X and Y be real vector spaces and P0(Y ) be the collection
of all nonempty subset of Y . If a set-valued map T : X → P0(Y ) is such that T (x0) is singleton
for some x0 ∈ X, then T : X → P0(Y ) is convex if and only if T is single-valued and affine.
Theorem 4.12. The set-valued map : Fα : C(I)⇒ C(I) defined by
Fα(f) = {fα∆,Bn(f) : n ∈ N}
is a Lipschitz process.
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Proof. Let f ∈ C(I) and λ > 0. Since for each fixed n ∈ N, the operator defined by Fα∆,Bn(f) =
fα∆,Bn(f) is linear
Fα(λf) ={(λf)α∆,Bn : n ∈ N}
={λfα∆,Bn : n ∈ N}
=λ{fα△,Bn : n ∈ N}
=λFα(f).
Further, since for each n ∈ N, Fα∆,Bn is a linear operator, it follows that for Fα∆,Bn(0) = 0α∆,Bn(0) =
0. Thus, Fα(0) = {0}, and consequently Fα is a process. Let f, g ∈ C(I). Using the functional
equation for the α-fractal function we have
fα∆,Bm(x) = f(x) + αi
(
fα∆,Bm −Bm(f)
) ◦ L−1i (x) ∀ x ∈ Ii, i ∈ NN ,
and
gα∆,Bm(x) = g(x) + αi
(
gα∆,Bm −Bm(g)
) ◦ L−1i (x) ∀ x ∈ Ii, i ∈ NN .
Therefore,
fα∆,Bm(x)− gα∆,Bm(x) =f(x)− g(x) + αi(fα∆,Bm − gα∆,Bm) ◦ L−1i (x)
+ αi
(
Bm(g)−Bm(f)
) ◦ L−1i (x),
for all x ∈ Ii, i ∈ NN . Further, we deduce
‖fα∆,Bm − gα∆,Bm‖∞ ≤
1 + |α|∞‖Bm‖
1− |α|∞ ‖f − g‖∞.
Since ‖Bm‖ ≤ 1, we get
‖fα∆,Bm − gα∆,Bm‖∞ ≤
1 + |α|∞
1− |α|∞ ‖f − g‖∞.
Choosing l =
1 + |α|∞
1− |α|∞ , we have
Fα(g) ⊆ Fα(f) + l ‖f − g‖∞UC(I),
establishing that Fα is a Lipschitz set-valued map. 
Remark 4.13. For the set-valued map : Fα : C(I)⇒ C(I) defined by Fα(f) = {fα∆,Bn(f) : n ∈ N},
we have the following.
(1) as observed in the previous theorem, Fα(0) = {0}.
(2) Fα : C(I) ⇒ C(I) is not single-valued. This follows by observing that for a scale vector
α 6= 0, b 6= c implies fα∆,b 6= fα∆,c.
In view of the previous remark, Theorems 4.10-4.11 provide
Theorem 4.14. The multi-valued operator Fα : C(I)⇒ C(I) is not convex, and hence, in partic-
ular, not linear.
Similarly, the following theorem allegedly reports that the multi-valued operator Fα : C(I) ⇒
C(I) is “bounded below” and “non-compact” whereas in the proof author deals actually with the
single-valued operator Fα∆,Bn for each fixed n ∈ N.
Theorem 4.15. [24, Theorem 4]. Let θ = max{‖B1‖, ‖B2‖, . . . , ‖BN0‖, 1+ ǫ}. If |α|∞ < 1θ , thenFα is bounded below and not compact.
Our search for the set-valued analogues of the property of being bounded below and compactness
of a linear operator came up emptyhanded. Let us further remark that in the case where one
intends to work only with the single-valued fractal operator Fα∆,Bn , by Theorem 1.1, it follows
that it is bounded below and not compact for any choice of the scaling vector α with |α|∞ < 1.
This is because of the fact that since ‖Bn‖ ≤ 1, the condition |α|∞ < ‖Bn‖−1 is automatically
satisfied for the scaling vector α with |α|∞ < 1. Therefore, one may replace the above theorem
with the following, which is immediate from Theorem 1.1.
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Theorem 4.16. If |α|∞ < 1, then for each n ∈ N, the (single-valued) fractal operator Fα∆,Bn :
C(I)→ C(I) is bounded below and not compact.
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