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Abstract
In this work, the case of semantic segmentation on a
small image dataset (simulated by 1000 randomly selected
images from PASCAL VOC 2012), where only weak super-
vision signals (scribbles from user interaction) are avail-
able is studied. Especially, to tackle the problem of limited
data annotations in image segmentation, transferring differ-
ent pre-trained models and CRF based methods are applied
to enhance the segmentation performance. To this end, Rot-
Net, DeeperCluster, and Semi&Weakly Supervised Learn-
ing (SWSL) pre-trained models are transferred and fine-
tuned in a DeepLab-v2 baseline, and dense CRF is applied
both as a post-processing and loss regularization technique.
The results of my study show that, on this small dataset,
using a pre-trained ResNet50 SWSL model gives results
that are 7.4% better than applying an ImageNet pre-trained
model; moreover, for the case of training on the full PAS-
CAL VOC 2012 training data, this pre-training approach
increases the mIoU results by almost 4%. On the other
hand, dense CRF is shown to be very effective as well, en-
hancing the results both as a loss regularization technique
in weakly supervised training and as a post-processing
tool. All the codes are publicly available at https://
github.com/Ahmadreza-Jeddi/rloss
1. Introduction
Models based on CNN architectures provide the state-
of-the-art performances on the well-known semantic seg-
mentation datasets such as Pascal VOC 2012 [13], Mi-
crosoft COCO [26], and Cityscapes [9]. Especially, al-
gorithms based on FCN [27] and Deeplab [8] and their
variations reach almost human level performances on these
tasks. However, we need to consider that these tasks en-
joy full pixel-level annotations which leads them into their
superior outcomes. Compared to other computer vision
tasks like object recognition and object detection, generat-
ing fully supervised annotations for semantic segmentation
is much more expensive, and in many cases, even the pro-
vided ground truth may be prone to errors caused by human
experts.
Numerous studies have tried to provide solutions to
tackle the problem of costly supervision in segmentation;
weak and semi supervised approaches [34, 42, 37], as well
as CRF based methods [42, 8, 22] are examples of these
studies. In this work, I study the solutions that help boost
the performance of the segmentation models in scenarios
where the amount of the available training data is small and
only weak supervisions in the form of user interactions are
available. The small training data assumption is a realis-
tic one for many problems such as medical imaging. As
for the weak interactive supervision, a huge body of re-
search [40, 5, 25, 29] has been done in this field, where
small weak annotations such as few points, boxes, and
scribbles are provided by the user.
In the past few years, a very popular line of work in-
volving CNNs has been pre-training CNN models on large
scales of data and then fine-tuning these models for many
downstream tasks. This approach is adopted in almost ev-
ery industrial and academic project to increase both the per-
formance and efficiency of the models. Supervised mod-
els trained on the ImageNet [10] dataset have been cen-
tral for many transfer learning methods, and have enabled
state-of-the-art results on tasks such as object detection [39]
and semantic segmentation [8]. Meanwhile, many semi-
supervised, weakly-supervised, and self-supervised tech-
niques have been proposed in the literature to learn feature
representations with zero or very small expert supervision.
By increasing the size of the training samples using unla-
beled data, using only weak supervision signals, and defin-
ing unsupervised pretext tasks, these methods have been
able to learn representations that have been quite effective to
boost the performance of the downstream tasks. However,
most of them have been transferred to classification and de-
tection problems; in this work, I will transfer and fine-tune
these models for semantic segmentation models.
In the recent work [47], Zamir et al. provide a thorough
study of the space of transferability of the visual tasks, and
show the transferability relationships among 26 different vi-
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Figure 1: Transferability relationships among various com-
puter vision tasks [47]
sual tasks in multiple visual dimensions (2D, 2.5D, and 3D).
Figure 1 shows these relationships; they use transfer learn-
ing dependencies among those 26 visual tasks to extract
the non-trivial relationships shown in the figure. As can
be seen in Figure 1, models trained for finding surface nor-
mals or models trained for extracting image curvatures can
successfully transfer to semantic segmentation tasks. On
the other hand, these findings suggest that models trained
for image classification may not be very good pre-training
options for semantic segmentation. This study further in-
dicates the difference between image classifiers/detectors
and image segmentation models; the former only require
abstract representations for their success, while the latter
need to focus on fine-grained details. Nonetheless, vari-
ous studies [8, 42, 27] have shown that using pre-training
can help both the performance and the convergence speed
of the semantic segmentation, compared to the case of ran-
domly initializing the network parameters. While most of
these pre-trained models have been fully supervised Ima-
geNet classifiers, here, I intend to transfer the most recent
semi-supervised and self-supervised models trained on dif-
ferent types of visual datasets. More explanations on these
methods and experimental results is provided in sections 3
and 4.
Another class of segmentation methods that can be ef-
fective for my case of study (small and weakly-supervised
dataset), are non deep learning based ones1; before the deep
learning era, these methods were the de facto tools for seg-
mentation tasks. They work best when there are (weak) su-
pervisions available for the image. A very useful feature
1Tang et al. [42] use the term shallow segmentation in order to refer to
these techniques; however, since shallow might be mistaken as a technique
opposed to deep learning, I avoid using it, and instead, I call these methods
non DL-based methods, techniques like graph-cut, random walker, and etc.
of these methods is that unlike CNN based models, they do
not need a large dataset to learn from; instead, they work for
each sample independently. For samples with weak super-
visions, they can provide sufficiently accurate segmentation
masks.
In recent years, several works have adopted the non DL-
based techniques to the context of CNN based segmenta-
tion. Methods like [38, 25, 34] use the weak supervision
and the non DL based optimization techniques as a pre-
processing step to generate fully-labeled masks (proposals),
and afterward, they treat these proposals as ground truth
labels and imitate the full-supervised semantic segmenta-
tion. CRFs as a popular class of non DL-based methods
have been used for post-processing the results of CNN mod-
els [8], and as trainable layers [48] as well. And recently,
the seminal works of Tang et al. [42, 41] propose to add
the non DL-based techniques to the neural network as reg-
ularized losses. The flexibility of the gradient descent al-
lows them to model dense CRF, normalized cut, and their
combination, kernel cut, as regularization losses which can
be added to the (partial) cross-entropy loss and the com-
bination uses the gradient descent as the optimizer. They
provide exhaustive experiments on the famous Pascal VOC
2012 segmentation problem; the results indicate that the
regularized losses are a promising tool for weakly super-
vised segmentation, and I will apply these loss regulariza-
tion techniques in this study.
Therefore, to put everything together, I am studying the
effects of transfer learning and loss regularization tech-
niques on scenarios where the size of training data is small,
and the only supervision comes from the interactive inputs
from the user, in which they merely highlight the regions of
interest in the images (scribbles). To this end, my contribu-
tions can be folded as below:
• The case of weak supervision for semantic segmenta-
tion is studied for a small dataset; in this work, I choose
Pascal VOC 2012, and from this dataset, I randomly
select 1000 images.
• The effects of two completely different sets of meth-
ods are studied for the case of limited data size; trans-
fer learning, and loss regularization techniques (in this
work, dense CRF). The effects of both sets of methods
have been separately studied in previous works, and on
different scales, they have been shown to be effective
techniques. In this work, I combine these methods and
focus on the case of small data size.
• Exhaustive experiments using the DeepLab-v2 as the
baseline are conducted and the reported results fur-
ther indicate the effectiveness of the two sets of tech-
niques. Especially, I observe that transferring and fine-
tuning models pre-trained by SWSL [46] can increase
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the mIoU results on the PASCAL VOC 2012 val set
by 7% compared to those of training with a model pre-
trained on ImageNet.
The rest of this paper is organized as follows: section 2
discusses the related topics and gives a brief description for
each one. Section 3 describes the pipeline of the semantic
segmentation task and the specific components that I have
chosen for this study, after which, experimental results are
reported in section 4. Finally, the work is concluded in sec-
tion 5.
2. Background
In this section, I will describe the related topics in more
details.
2.1. Transfer Learning
Transfer learning is the task of applying a model trained
on a large body of data to ones with smaller labeled or unla-
beled data. In most cases, the transferred models are classi-
fication models learned on large-scale datasets. Depending
on the problem, all or parts of the transferred model might
be used, and the target task can choose to change the pa-
rameters of the representation learning layers of the source
model (fine-tuning) or freeze those layers and just modify
the final classifier layers (assuming the source model is a
classifier). In academia and commercial uses, it is com-
mon to transfer classification models into object detection
or semantic segmentation. These target tasks usually consist
of several components, one of which is called the encoder,
which embeds the input space into a latent representation
space that can be folded to form a manifold of the input
space. During the transfer learning, the feature extraction
part of the source classifier replaces the encoder of the tar-
get tasks, and commonly, the fine-tuning is performed.
2.2. Self-Supervised Learning
Self-supervised learning is a subclass of unsupervised
learning, where in order to learn visual representations, one
defines a pretext task based on the heuristic algorithms that
rely on the inherent features of images and videos. The
pretext task is usually a classification problem, and ideally,
solving this task requires understanding some visual seman-
tics. The models utilized to solve the problem can learn and
measure their performances using the common full supervi-
sion objective functions (e.g., cross-entropy); however, the
labels are automatically obtained from the pretext task. In
the past few years, a huge number of self-supervised mod-
els have been proposed, with [16, 6, 7, 33, 31, 23, 14, 12] as
some of the more recent ones. Solving jigsaw puzzles made
from image patches [30], rotating an image by a multiple of
90 degrees and predicting the rotation [16], predicting the
relative position of an image patch to the central patch [11]
are examples of the pretext tasks that are defined to add the
self-supervision. Since the pretext tasks do not usually have
much practical use on their own, self-supervised models are
almost always transferred to other (downstream) tasks to
boost the initial state of the optimization problem, and then
fine-tuned to tackle the new task.
2.3. Semi-Supervised Learning
It is a learning paradigm that considers cases where both
labeled and unlabeled data are available. Its goal is to
find ways of using large scales of available unlabeled data
to improve the performance of supervised methods where
their annotated data is scarce and it is costly to get labeled
data [50]. In the context of machine learning, this paradigm
is mostly used for classification problems, where over the
years, a huge body of research has tried to increase the size
of datasets by label propagation from labeled data to unla-
beled data, and hopefully, improve the classification. Ap-
plying variational methods through approximate Bayesian
inference and deep generative models [21], and Generative
Adversarial Networks (GANs) [32] are examples of some
more recent DL based label propagation methods, which
have shown tremendous success. To find more examples of
the works done on semi-supervised learning, the reader can
refer to [45].
2.4. DeepLab
State-of-the-art CNN-based semantic segmentation
models are usually derivatives of two well-known models
in this field; Fully Convolutional Networks (FCNs) [27]
and DeepLab [8]. These two methods share almost the
same structure, in which at first the input image’s features
are extracted by an encoder, and then the extracted features
are upsampled to generate the corresponding segmentation
mask. The FCN models use deconvolution layers, so they
train the upsampling component of the segmentation. On
the other hand, DeepLab simply uses bilinear interpolation
for the upsampling purpose. However, using bilinear
interpolation does not mean that DeepLab is ineffective;
through its multiple versions and refinements, DeepLab
now manages to increase the resolution of the intermediate
features by removing the max-pooling and down-sampling
(striding) components, and introduces atrous convolu-
tions [19, 35] which have the ability of enlarging the field
of view for the convolution kernels. Atrous convolutions
increase feature map resolutions which is key for semantic
segmentation. The bilinear interpolation is then applied to
retrieve the original image size. This is what DeepLab v2
does; there are newer versions of DeepLab which are far
more powerful, but for the purposes of this study, I choose
DeepLab v2 as the baseline.
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2.5. Weakly Supervised Semantic Segmentation
Yet another learning paradigm, where the supervision
signals come from limited sources. In [18, 3], the model
uses only the image-level tags (indicating which objects are
in the image) to train object detection models. [37] uses
image level tags and Constrained CNN to perform seman-
tic segmentation. These are some examples of using weak
signals to train powerful predictive models. Although it is
well understood that these supervisions are not perfect, they
have been widely used to alleviate the need for large hand-
labeled datasets[49], especially when data labelling is costly
(in terms of time and/or expense). The manner of the weak
supervision mainly depends on the type of vision task at
hand and the available supervision cues. This paradigm has
been especially popular in semantic segmentation, where
compared to other visual tasks, full supervision is much
more expensive to achieve, additionally, these annotations
may be prone to subjective errors during hand labeling. In-
teractive supervision has been used as a type of weak super-
vision in semantic segmentation for a long time. Figure 2
shows some of the examples of this type of weak supervi-
sion and the corresponding segmentation method that uses
each one. Creating scribbles by dragging the cursor in the
center of the target objects is another way of providing in-
teractive weak supervisions. Figure 3 shows an example of
such weak signals from the ScribbleSuP [25] annotations
on the PASCAL VOC 2012 dataset. From here on, when I
refer to weak annotations, I mean the scribbles on an image,
which come from the ScribbleSup dataset.
2.6. Non DL-based Methods for Unsupervised Seg-
mentation
Deep CNN models are data-hungry; they can achieve
human-level (and sometimes better) performance if sup-
plied with enough data (and supervision). But, what about
a single image? Consider a case where there are no train-
ing data and we only have one single image and we may
or may not have some weak supervision available; how can
we find the semantic segmentation in this scenario? There
is another class of methods that have been around for much
longer than the modern CNN based methods; they are the
non DL-based methods. These methods usually formulate
the segmentation problem as an energy minimization based
on two visual cues: RGB colors and edges in the image.
Boundary-based methods such as intelligent scissors [29],
and active contours [20] focus on image edges, and region-
based methods such as thresholding [44] and region grow-
ing [1] focus on fitting models on the pixel features, RGB
and/or XY (location), of the objects of interest and separat-
ing them from the background (other objects of the scene).
There is a third class, which consists of those methods
combining both region and boundary energies. CRF-based
techniques (e.g. graph cuts) [4], and random walker [17] are
examples of this category. Especially, formulating the seg-
mentation task as a CRF model has been very popular in the
literature; a typical technique of this family consists of two
components: the unary and the pairwise potentials. The for-
mer potentials model the local information about each pixel,
e.g., which class the pixel belongs (region-based). The lat-
ter enforce boundary consistencies, e.g., how different the
pixels of two neighboring segments are (boundary-based).
CRF technique has been adopted to the modern CNN-based
segmentation models as well. They can be added to CNN
segmentation models in 3 different ways: the simplest ap-
proach is to just apply the CRF model to the output mask of
the CNN model (post-processing), the second case applies
it as trainable layers, and the last one that has been recently
proposed by Tang et al. [42], is to incorporate it with the
CNN model’s loss function as a regularization term.
3. Methodology
In this section, I will explain the solutions that are ap-
plied to overcome the problem of semantic segmentation on
a small weakly supervised dataset. To this end, pre-trained
models that are transferred and fine-tuned and the non DL-
based segmentation techniques that are applied to enhance
the segmentation quality are described. A very important
fact about the pre-trained methods and fine-tuning is that,
since these models are trained on very large scales of data
(hundreds of millions), it is not possible for me to repro-
duce the models or customize them; as a result of this fact,
I use the pre-trained models as they are and only fine-tune
them during the DeepLab training. Additionally, from the
available pre-trained models, I select those whose baseline
architectures are ResNet50 or VGG16.
3.1. RotNet
In [16], Gidaris et al. propose RotNet. It is one of
the best self-supervised methods to learn visual represen-
tations. RotNet defines a pretext task, in which input im-
ages are randomly rotated by one of the 4 possible cases
in {0◦, 90◦, 180◦, 270◦}, and the network predicts the rota-
tion. In the original work, Gidaris et al. train the pretext
task on the ImageNet dataset using AlexNet as the baseline.
However, very recently, Caron et al [7] trained a RotNet on
YFCC100M [43] using a VGG16 model. In this work, I will
use this pre-trained VGG16 model for the model transfer
purposes, especially, its feature extractor part will be used
as the encoder in the DeepLab-v2 architecture.
3.2. DeeperCluster
This self-supervised method combines RotNet with the
deep clustering method proposed in [6]. In [6], Caron et al.
first use k-means to cluster the input images into k different
clusters (based on the CNN extracted features), this clus-
tering forms pseudo-labels, and then a classifier is trained
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Figure 2: Top row images show the user interaction required for each segmentation method. And the bottom row images
show the resulting segmentation masks [40].
Figure 3: From left to right: image, ground truth masks, and interactive user scribbles on each object [25].
upon the learned features, which assigns each input to one
of the clusters. So there are two sets of parameters, one is
the set of CNN parameters that learn to create the represen-
tation of input images, and the other is the set of the classi-
fier parameters which assign input features to clusters. the
deep clustering method alternates between learning these
two sets of parameters, updating one when the other set is
fixed, and after every few epochs, the k-means algorithm
is re-run and pseudo-labels are updated. DeeperCluster [7]
combines deep clustering and RotNet, so the model learns
two pretext tasks together. Their feature learning compo-
nent is a VGG16 model trained on YFCC100, which I will
use it as the encoder of the DeepLab and fine-tune it.
3.3. Semi-Weakly Supervised ImageNet Model
In [46], Yalniz et al. train an ImageNet classifier us-
ing a teacher-student method as follows: first, a powerful
ImageNet classifier is trained as the teacher model; then,
this teacher model is applied on a very large unlabeled
dataset (YFCC100M), and top K samples from each Ima-
geNet class from the results of teacher classification are ex-
tracted. A new student model is then trained on the dataset
created by semi-supervision, and finally, this student model
is fine-tuned on the original ImageNet dataset itself. The
teacher model itself is trained using weak supervision sig-
nals, in which, weakly annotated data by hashtags from the
IG-1B-Targeted [28] dataset are selected for each ImageNet
class, and then the teacher is first pre-trained on this dataset,
and then fine-tuned on ImageNet itself. I will refer to this
model as SWSL (Semi-Weakly Supervised Learning). The
ResNet50 implementation of this approach reaches the top-
5 accuracy of 94.9% on ImageNet, and I select this model
for the purpose of DeepLab pre-training.
3.4. CRF based segmentation
As briefly mentioned in 2.6, CRF/MRF probabilistic
graphical models are a class of non DL-based techniques
widely used in semantic segmentation. In these approaches,
images are modeled as graphs, where pixels are the nodes
and edges exist between pixels for which a pairwise po-
tential is defined (higher-order modeling such as super-
pixels [15] is possible as well, but I will only consider the
simple case of pixel-level graphs). The probabilistic graph-
ical models assume pixels as random variables and based
on the prior knowledge that might be known about these
random variables, they focus on inferring the latent ground
truth distribution which corresponds to the ideal image seg-
mentation.
CRFs model the segmentation problem as a label assign-
ment task which is formulated as the following energy min-
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imization:
E(S, I) =
∑
p∈I
φl(Tp = Sp|I) +
∑
p,q∈I
ψp,q(Tp = Sp, Tq = Sq|I) (1)
, where I shows the image, S a given segmentation, and T
shows the ground truth label of each pixel. The first part
of the energy equation shows the unary potentials for each
class (φ), and the second part models the pairwise potentials
(ψ). CRFs are extremely popular and different versions of
them exist in the literature, like grid CRF which only con-
siders edges between neighboring pixels, and dense CRF in
which every two pixels have a pairwise potential defined for
them. The former still suffers the locality curse, and the lat-
ter is very computationally expensive to perform. Although
the the minimization of the energy shown in equation 1 is
NP-hard, there are few methods that can solve it exactly
or approximately; especially, for the dense CRF case, if the
pairwise potentials are Gaussian, the minimization becomes
a bilateral filtering problem [36, 24] for which many fast
solvers exist.
In recent years, CRFs have been used along almost
every CNN-based segmentation model. Some use it for
post-processing [8, 24], some as appended trainable lay-
ers [48, 2]. The most recent approach is the work done
by Tang et al.; In [42], they incorporate the dense CRF
as a regularization loss with the well-known cross-entropy
loss, and the combination of these two losses is then opti-
mized using the gradient descent. When applying this tech-
nique on the weakly supervised training data, they apply
the cross-entropy loss only on the partially known labels,
which they call it partial cross-entropy (pCE). They exper-
imentally show that using only the pCE loss results in an
acceptable performance, and when they combine the two
losses they achieve near full supervision performance. For
extending the pCE loss with the regularized CRF one, the
unary potentials are first derived from the CNN (the softmax
outputs), then, the pairwise dense CRF energy is calculated
based on the softmax soft labels, and then, the correspond-
ing loss is merged with the pCE one to be optimized. In this
work, I will mainly focus on this final version of using CRF;
applying it as a regularization loss. In some experiments, I
will use the CRF post-processing as well. Results show that
both approaches enhance the segmentation performance.
4. Experiments
In this section, after discussing the experimental setup, I
will illustrate the effects of the different techniques that are
applied to tackle the problem of semantic segmentation on
a small and partially annotated dataset.
4.1. Experimental Setup
Dataset: All experiments are done on the PASCAL
VOC 2012 segmentation dataset. Especially, in order to
simulate the case of a small and partially (weakly) annotated
dataset, I choose a completely random subset of PASCAL
VOC 2012 with the size of 1000 samples; most experiments
are done on this small subset. Furthermore, the partial scrib-
ble annotations are from ScribbleSup [25]. Evaluation of all
methods is done on the val set of PASCAL VOC2012 con-
taining 1449 images, and the mean intersection-over-union
(mIoU) is reported.
Baseline: My implementations are based on DeepLab-
v2 [8]. For the encoder part of the model, I consider VGG16
and ResNet50 architectures. The model using VGG16 has
an initial learning rate of 0.007, batch size of 8, and adopts
the Atrous Spatial Pyramid Pooling (ASPP) schema with 4
branches and rates of {6, 12, 18, 24}. On the other hand,
the model using ResNet50 encoder has an initial learning
rate of 0.001, batch size of 6, and adopts the Field-Of-View
(FOV) schema with the size of 12. I employ the ”poly”
learning rate policy just as done in DeepLab-v2, with the
little adjustment of using a power value of 1.2 in the sched-
uler. The optimizer is SGD with a momentum value of 0.9
and a weight decay value of 5× 10−4.
CRF: for the case of applying dense CRF as a regu-
larization loss, I use the same setup as used by Tang et
el. [42], which uses Gaussian kernels, w = 2−9, σrgb = 15,
σxy = 100, and scale = 0.5. For the case of applying
dense CRF for post-processing, I usew1 = 3, w2 = 4, σγ =
1, σα = 67, σβ = 3.
4.2. Experimental Results
The experiments are conducted in 3 categories: 1) train-
ing the network using only partial labels from user inter-
actions (pCE). 2) Training using both pCE and regularized
dense CRF loss. 3) The fully annotated case, where the
1000 training samples have pixel-level supervision. For
each of these cases, experiments with different pre-training
methods are conducted. Table 1 shows the detailed results.
Moreover, as can be seen in this table, the results for both
cases of no post-processing and CRF post-processing are
reported as well. Figures 4 , 5, and 6 illustrate the conver-
gence of different setups in each of the 3 categories, respec-
tively.
Figures 4, 5, 6 and Table 1 indicate how factors like the
CNN architecture, the type of initialization (pre-training),
partial labels, and loss regularization can have significant
impacts on the results of the segmentation model. Espe-
cially, using a ResNet50 SWSL [46] as the pre-trained net-
work can outperform the case of full-supervision with Im-
ageNet pre-training, even when using only partial labels
(pCE). Additionally, when I combine the pCE and dense
CRF loss regularization, the model reaches the mIoU per-
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Figure 4: mIoU results on PASCAL VOC 2012 val set, dur-
ing training iterations. Case 1: only using pCE
Figure 5: mIoU results on PASCAL VOC 2012 val set, dur-
ing training iterations. Case 2: using pCE + dense CRF
formance of 64.1%, which is 4.3% better than applying
full-supervision with ImageNet pre-training. Replacing the
ImageNet pre-training with SWSL pre-training for the full-
supervision case enhances the results by 7.4%. Finally, Ta-
ble 1 indicates that using CRF post-processing can be very
beneficial as it enhances the performance of every model.
Figure 6: mIoU results on PASCAL VOC 2012 val set, dur-
ing training iterations. Case 3: full supervision case.
Figure 7: Full-supervision with ImageNet and SWSL pre-
training. SWSL pre-training converges much faster and has
3.9% better mIoU.
4.2.1 Training on the Complete PASCAL VOC 2012
Dataset (10582 Images)
Additional to the experiments done on the small dataset
(1000 samples), here, I perform and compare the full-
supervision training for ImageNet and SWSL pre-training
on the complete training data of PASCAL VOC 2012. Fig-
ure 7 illustrates the mIoU results during the training itera-
tions of the models. As can be seen, only a change of pre-
training method enhances the mIoU results by 3.9% for this
case.
5. Conclusion
Experiments show that training DeepLab models on a
weakly annotated dataset, using only the partial labels can
achieve considerable mIoU results on the PASCAL VOC
2012 val set, and when dense CRF loss regularization and
CRF post-processing are incorporated to the models, they
can achieve near full supervision performances. Most im-
portantly, in this work, the effects of model pre-training are
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Table 1: Results of segmentation in 3 scenarios of only pCE, pCE and dense CRF loss regularization, and full supervision.
For each case, various models with different per-training approaches are trained and evaluated.
pCE only pCE + denseCRF Full supervision
Pre-training method No post-processing CRF post-processing No post-processing CRF post-processing No post-processing CRF post-processing
RotNet-VGG16 32.3 34.8 32.9 34.0 27.2 27.7
DeeperCluster-VGG16 41.4 44.3 43.6 45.2 41.7 42.0
ImageNet-VGG16 50.9 53.5 53.3 54.7 55.4 56.5
ImageNet-ResNet50 53.1 56.4 57.8 60.4 59.8 61.1
SWSL-ResNet50 61.0 64.3 64.1 66.0 67.2 68.0
Figure 8: Examples of PASCAL VOC 2012. All these results enjoy CRF post-processing. The models using the SWSL
pre-training constantly outperform the ones applying ImageNet pre-training.
clearly shown, especially, the SWSL pre-training can out-
perform regular ImageNet pre-training by 7% and 4% in
the cases of the small dataset and the complete training set,
respectively.
8
References
[1] Rolf Adams and Leanne Bischof. Seeded region growing.
IEEE Transactions on pattern analysis and machine intelli-
gence, 16(6):641–647, 1994. 4
[2] Jonathan T Barron and Ben Poole. The fast bilateral solver.
In European Conference on Computer Vision, pages 617–
632. Springer, 2016. 6
[3] Hakan Bilen and Andrea Vedaldi. Weakly supervised deep
detection networks. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 2846–
2854, 2016. 3
[4] Yuri Boykov and Vladimir Kolmogorov. Computing
geodesics and minimal surfaces via graph cuts. In null,
page 26. IEEE, 2003. 4
[5] Yuri Y Boykov and M-P Jolly. Interactive graph cuts for op-
timal boundary & region segmentation of objects in nd im-
ages. In Proceedings eighth IEEE international conference
on computer vision. ICCV 2001, volume 1, pages 105–112.
IEEE, 2001. 1
[6] Mathilde Caron, Piotr Bojanowski, Armand Joulin, and
Matthijs Douze. Deep clustering for unsupervised learning
of visual features. In Proceedings of the European Confer-
ence on Computer Vision (ECCV), pages 132–149, 2018. 3,
4
[7] Mathilde Caron, Piotr Bojanowski, Julien Mairal, and Ar-
mand Joulin. Unsupervised pre-training of image features on
non-curated data. In Proceedings of the IEEE International
Conference on Computer Vision, pages 2959–2968, 2019. 3,
4, 5
[8] Liang-Chieh Chen, George Papandreou, Iasonas Kokkinos,
Kevin Murphy, and Alan L Yuille. Deeplab: Semantic image
segmentation with deep convolutional nets, atrous convolu-
tion, and fully connected crfs. IEEE transactions on pattern
analysis and machine intelligence, 40(4):834–848, 2017. 1,
2, 3, 6
[9] Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo
Rehfeld, Markus Enzweiler, Rodrigo Benenson, Uwe
Franke, Stefan Roth, and Bernt Schiele. The cityscapes
dataset for semantic urban scene understanding. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 3213–3223, 2016. 1
[10] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In 2009 IEEE conference on computer vision and
pattern recognition, pages 248–255. Ieee, 2009. 1
[11] Carl Doersch, Abhinav Gupta, and Alexei A Efros. Unsuper-
vised visual representation learning by context prediction. In
Proceedings of the IEEE international conference on com-
puter vision, pages 1422–1430, 2015. 3
[12] Carl Doersch and Andrew Zisserman. Multi-task self-
supervised visual learning. In Proceedings of the IEEE Inter-
national Conference on Computer Vision, pages 2051–2060,
2017. 3
[13] Mark Everingham, SM Ali Eslami, Luc Van Gool, Christo-
pher KI Williams, John Winn, and Andrew Zisserman. The
pascal visual object classes challenge: A retrospective. Inter-
national journal of computer vision, 111(1):98–136, 2015. 1
[14] Zeyu Feng, Chang Xu, and Dacheng Tao. Self-supervised
representation learning by rotation feature decoupling. In
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 10364–10374, 2019. 3
[15] Brian Fulkerson, Andrea Vedaldi, and Stefano Soatto. Class
segmentation and object localization with superpixel neigh-
borhoods. In 2009 IEEE 12th international conference on
computer vision, pages 670–677. IEEE, 2009. 5
[16] Spyros Gidaris, Praveer Singh, and Nikos Komodakis. Un-
supervised representation learning by predicting image rota-
tions. arXiv preprint arXiv:1803.07728, 2018. 3, 4
[17] Leo Grady and Gareth Funka-Lea. Multi-label image seg-
mentation for medical applications based on graph-theoretic
electrical potentials. In Computer Vision and Mathematical
Methods in Medical and Biomedical Image Analysis, pages
230–245. Springer, 2004. 4
[18] Junwei Han, Dingwen Zhang, Gong Cheng, Lei Guo, and
Jinchang Ren. Object detection in optical remote sensing
images based on weakly supervised learning and high-level
feature learning. IEEE Transactions on Geoscience and Re-
mote Sensing, 53(6):3325–3337, 2014. 3
[19] Matthias Holschneider, Richard Kronland-Martinet, Jean
Morlet, and Ph Tchamitchian. A real-time algorithm for
signal analysis with the help of the wavelet transform. In
Wavelets, pages 286–297. Springer, 1990. 3
[20] Michael Kass, Andrew Witkin, and Demetri Terzopoulos.
Snakes: Active contour models. International journal of
computer vision, 1(4):321–331, 1988. 4
[21] Durk P Kingma, Shakir Mohamed, Danilo Jimenez Rezende,
and Max Welling. Semi-supervised learning with deep gen-
erative models. In Advances in neural information process-
ing systems, pages 3581–3589, 2014. 3
[22] Alexander Kolesnikov and Christoph H Lampert. Seed, ex-
pand and constrain: Three principles for weakly-supervised
image segmentation. In European Conference on Computer
Vision, pages 695–711. Springer, 2016. 1
[23] Alexander Kolesnikov, Xiaohua Zhai, and Lucas Beyer. Re-
visiting self-supervised visual representation learning. In
Proceedings of the IEEE conference on Computer Vision and
Pattern Recognition, pages 1920–1929, 2019. 3
[24] Philipp Kra¨henbu¨hl and Vladlen Koltun. Efficient inference
in fully connected crfs with gaussian edge potentials. In Ad-
vances in neural information processing systems, pages 109–
117, 2011. 6
[25] Di Lin, Jifeng Dai, Jiaya Jia, Kaiming He, and Jian Sun.
Scribblesup: Scribble-supervised convolutional networks for
semantic segmentation. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
3159–3167, 2016. 1, 2, 4, 5, 6
[26] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays,
Pietro Perona, Deva Ramanan, Piotr Dolla´r, and C Lawrence
Zitnick. Microsoft coco: Common objects in context. In
European conference on computer vision, pages 740–755.
Springer, 2014. 1
[27] Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully
convolutional networks for semantic segmentation. In Pro-
ceedings of the IEEE conference on computer vision and pat-
tern recognition, pages 3431–3440, 2015. 1, 2, 3
9
[28] Dhruv Mahajan, Ross Girshick, Vignesh Ramanathan,
Kaiming He, Manohar Paluri, Yixuan Li, Ashwin Bharambe,
and Laurens van der Maaten. Exploring the limits of weakly
supervised pretraining. In Proceedings of the European Con-
ference on Computer Vision (ECCV), pages 181–196, 2018.
5
[29] Eric N Mortensen and William A Barrett. Toboggan-
based intelligent scissors with a four-parameter edge model.
In Proceedings. 1999 IEEE Computer Society Conference
on Computer Vision and Pattern Recognition (Cat. No
PR00149), volume 2, pages 452–458. IEEE, 1999. 1, 4
[30] Mehdi Noroozi and Paolo Favaro. Unsupervised learning
of visual representations by solving jigsaw puzzles. In
European Conference on Computer Vision, pages 69–84.
Springer, 2016. 3
[31] Mehdi Noroozi, Ananth Vinjimoor, Paolo Favaro, and
Hamed Pirsiavash. Boosting self-supervised learning via
knowledge transfer. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 9359–
9367, 2018. 3
[32] Augustus Odena. Semi-supervised learning with genera-
tive adversarial networks. arXiv preprint arXiv:1606.01583,
2016. 3
[33] Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Repre-
sentation learning with contrastive predictive coding. arXiv
preprint arXiv:1807.03748, 2018. 3
[34] George Papandreou, Liang-Chieh Chen, Kevin P Murphy,
and Alan L Yuille. Weakly-and semi-supervised learning of
a deep convolutional network for semantic image segmenta-
tion. In Proceedings of the IEEE international conference on
computer vision, pages 1742–1750, 2015. 1, 2
[35] George Papandreou, Iasonas Kokkinos, and Pierre-Andre´
Savalle. Modeling local and global deformations in deep
learning: Epitomic convolution, multiple instance learning,
and sliding window detection. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition,
pages 390–399, 2015. 3
[36] Sylvain Paris and Fre´do Durand. A fast approximation of
the bilateral filter using a signal processing approach. In
European conference on computer vision, pages 568–580.
Springer, 2006. 6
[37] Deepak Pathak, Philipp Krahenbuhl, and Trevor Darrell.
Constrained convolutional neural networks for weakly su-
pervised segmentation. In Proceedings of the IEEE inter-
national conference on computer vision, pages 1796–1804,
2015. 1, 3
[38] Martin Rajchl, Matthew CH Lee, Ozan Oktay, Konstanti-
nos Kamnitsas, Jonathan Passerat-Palmbach, Wenjia Bai,
Mellisa Damodaram, Mary A Rutherford, Joseph V Hajnal,
Bernhard Kainz, et al. Deepcut: Object segmentation from
bounding box annotations using convolutional neural net-
works. IEEE transactions on medical imaging, 36(2):674–
683, 2016. 2
[39] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. In Advances in neural information pro-
cessing systems, pages 91–99, 2015. 1
[40] Carsten Rother, Vladimir Kolmogorov, and Andrew Blake.
” grabcut” interactive foreground extraction using iter-
ated graph cuts. ACM transactions on graphics (TOG),
23(3):309–314, 2004. 1, 5
[41] Meng Tang, Abdelaziz Djelouah, Federico Perazzi, Yuri
Boykov, and Christopher Schroers. Normalized cut loss for
weakly-supervised cnn segmentation. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 1818–1827, 2018. 2
[42] Meng Tang, Federico Perazzi, Abdelaziz Djelouah, Ismail
Ben Ayed, Christopher Schroers, and Yuri Boykov. On reg-
ularized losses for weakly-supervised cnn segmentation. In
Proceedings of the European Conference on Computer Vi-
sion (ECCV), pages 507–522, 2018. 1, 2, 4, 6
[43] Bart Thomee, David A Shamma, Gerald Friedland, Ben-
jamin Elizalde, Karl Ni, Douglas Poland, Damian Borth, and
Li-Jia Li. Yfcc100m: The new data in multimedia research.
Communications of the ACM, 59(2):64–73, 2016. 4
[44] Orlando Jose´ Tobias and Rui Seara. Image segmentation by
histogram thresholding using fuzzy sets. IEEE transactions
on Image Processing, 11(12):1457–1465, 2002. 4
[45] Jesper E Van Engelen and Holger H Hoos. A survey on
semi-supervised learning. Machine Learning, 109(2):373–
440, 2020. 3
[46] I Zeki Yalniz, Herve´ Je´gou, Kan Chen, Manohar Paluri,
and Dhruv Mahajan. Billion-scale semi-supervised learning
for image classification. arXiv preprint arXiv:1905.00546,
2019. 2, 5, 6
[47] Amir R Zamir, Alexander Sax, William Shen, Leonidas J
Guibas, Jitendra Malik, and Silvio Savarese. Taskonomy:
Disentangling task transfer learning. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 3712–3722, 2018. 1, 2
[48] Shuai Zheng, Sadeep Jayasumana, Bernardino Romera-
Paredes, Vibhav Vineet, Zhizhong Su, Dalong Du, Chang
Huang, and Philip HS Torr. Conditional random fields as
recurrent neural networks. In Proceedings of the IEEE inter-
national conference on computer vision, pages 1529–1537,
2015. 2, 6
[49] Zhi-Hua Zhou. A brief introduction to weakly supervised
learning. National Science Review, 5(1):44–53, 2018. 4
[50] Xiaojin Zhu and Andrew B Goldberg. Introduction to semi-
supervised learning. Synthesis lectures on artificial intelli-
gence and machine learning, 3(1):1–130, 2009. 3
10
