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Abstract
We use leading-order anisotropic hydrodynamics to study an azimuthally-symmetric boost-
invariant quark-gluon plasma. We impose a realistic lattice-based equation of state and perform
self-consistent anisotropic freeze-out to hadronic degrees of freedom. We then compare our results
for the full spatiotemporal evolution of the quark-gluon plasma and its subsequent freeze-out to
results obtained using 1+1d Israel-Stewart second-order viscous hydrodynamics. We find that
for small shear viscosities, 4piη/s ∼ 1, the two methods agree well for nucleus-nucleus collisions,
however, for large shear viscosity to entropy density ratios or proton-nucleus collisions we find im-
portant corrections to the Israel-Stewart results for the final particle spectra and the total number
of charged particles. Finally, we demonstrate that the total number of charged particles produced
is a monotonically increasing function of 4piη/s in Israel-Stewart viscous hydrodynamics whereas
in anisotropic hydrodynamics it has a maximum at 4piη/s ∼ 10. For all 4piη/s > 0, we find
that for Pb-Pb collisions Israel-Stewart viscous hydrodynamics predicts more dissipative particle
production than anisotropic hydrodynamics.
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I. INTRODUCTION
In recent years there have been significant advances in our understanding of the theory
of relativistic hydrodynamics and its application to describing the spacetime evolution of
the quark-gluon plasma created in ultrarelativistic heavy-ion collisions. Early works applied
relativistic ideal hydrodynamics [1–3] and later works developed and applied second-order
viscous hydrodynamics [4–35]. In recent years, the framework of anisotropic hydrodynamics
was developed in order to better account for the large momentum-space anisotropies gen-
erated in relativistic heavy-ion collisions [36–53]. This framework has been shown to more
accurately describe the evolution of systems subject to boost-invariant and transversely
homogeneous 0+1d flow than traditional viscous hydrodynamics approaches [47, 49, 51, 53–
56] and has recently been shown to best reproduce exact solutions of Boltzmann equation
subject to 1+1d Gubser flow [57–59]. In its latest form, leading-order anisotropic hydro-
dynamics allows for multiple local momentum-space anisotropies in the argument of the
non-equilibrium distribution function [42, 48, 59]. In addition, it has been shown that it is
possible to account for non-spheroidal/-ellipsoidal corrections via a modified shear correc-
tion resulting in “viscous anisotropic hydrodynamics” [47, 53]. With these improvements,
anisotropic hydrodyanmics has been shown to work extremely well when compared to exact
solutions of the massless and massive Boltzmann equation in relaxation time approximation
[47, 53–56].
Despite this promise, turning anisotropic hydrodynamics into a practical phenomeno-
logical tool for use in modeling heavy-ion collisions requires two additional fundamental
ingredients to be implemented: (1) a realistic lattice-based equation of state (EoS) and (2)
self-consistent anisotropic freeze-out to hadronic degrees of freedom. For the EoS, it is not
obvious a priori how one enforces thermodynamic relations in an anisotropic system. As we
will show, it is possible to impose the EoS as a relation between the isotropic energy den-
sity and pressure. For anisotropic freeze-out, we determine the freeze-out hypersurface by
specifying a critical energy density and then we use the leading-order anisotropic distribu-
tion function to compute particle spectra using “anisotropic Cooper-Frye freeze-out”. This
method includes the leading dissipative corrections at freeze-out in a way that guarantees a
positive definite one-particle distribution function at all momenta, thus avoiding the problem
of regions of phase space where the distribution function is negative. We here restrict our
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anisotropic hydrodynamic analysis to the inclusion at leading order of the most important
local momentum anisotropies [42, 48, 59]. The generalization to “viscous anisotropic hydro-
dynamics [47, 53] which also includes the smaller residual deviations from the leading-order
distribution will be pursued in a future work.
As preparation for implementing the necessary ingredients in a 3+1d anisotropic hydro-
dynamics code, in this paper we perform the somewhat simpler task of implementing 1+1d
anisotropic hydrodynamics for an azimuthally-symmetric and boost-invariant system. We
will compare to predictions of a 1+1d Israel-Stewart viscous hydrodynamics code in which
we have implemented exactly the same initial conditions, freeze-out hypersurface algorithm,
etc. Since the 1+1d task is more straightforward computationally, this allows us to virtually
eliminate systematic computational errors. We compare our results for the full spatiotem-
poral evolution of the quark-gluon plasma and its subsequent freeze-out to results obtained
with 1+1d Israel-Stewart second-order viscous hydrodynamics. We find that for small shear
viscosities, 4piη/s ∼ 1, the two methods agree well for nucleus-nucleus collisions, however,
for large shear viscosity to entropy density ratios or proton-nucleus collisions we find im-
portant corrections to the Israel-Stewart results for the final particle spectra and the total
number of charged particles. We demonstrate that the total number of charged particles
is a monotonically increasing function of 4piη/s in Israel-Stewart viscous hydrodynamics
whereas in anisotropic hydrodynamics it peaks at 4piη/s ∼ 10. For all 4piη/s > 0 we find
that for Pb-Pb collisions Israel-Stewart viscous hydrodynamics predicts harder spectra and
more dissipative particle production than anisotropic hydrodynamics.
The structure of paper is as follows. In Sec. II, we specify the conventions used in the
body of the text. In Secs. III and IV, we present the setup and details for the conformal
anisotropic hydrodynamics dynamical equations. In Sec. V, we discuss how we implement
a realistic EoS in the context of anisotropic hydrodynamics. In Sec. VI we discuss how
to implement anisotropic Cooper-Frye freeze-out in the context of leading-order anisotropic
hydrodynamics. In Sec. VII we present our numerical results for Pb-Pb and p-Pb collisions
at LHC energies. In Sec. VIII we summarize our findings, state our conclusions, and present
an outlook for the future. Finally, in six appendices we present details behind many of the
derivations and results presented in the body of the text.
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II. CONVENTIONS
In this paper, the metric is taken to be “mostly minus” such that, in Minkowski space
with xµ = (t, x, y, z), the line element is
ds2 = gµνdx
µdxν = dt2 − dx2 − dy2 − dz2 . (1)
Since we deal with a system that is boost invariant along the beam-line we transform to a
new variables defined by τ =
√
t2 − z2 as the longitudinal proper time, and ς = tanh−1(z/t)
as the longitudinal spacetime rapidity. Also, since the system is cylindrically symmetric
with respect to the beam-line it is convenient to transform to the polar coordinates in
the transverse plane with r =
√
x2+y2 and φ = tan−1(y/x). The new set of coordinates
xµ = (τ, r, φ, ς) defines the polar Milne coordinates.
We also mention that the notations A(µν) ≡ 1
2
(Aµν+Aνµ) and A[µν] ≡ 1
2
(Aµν−Aνµ)
denote symmetrization and antisymmetrization, respectively, and A〈µν〉 ≡ ∆µναβAαβ where
∆µναβ ≡ ∆(µα ∆ν)β −∆µν∆αβ/3 with ∆µν ≡ gµν − uµuν . The four-index projector ∆µναβ projects
out components of a rank-2 tensor which are traceless and transverse to the flow velocity u.
III. ANISOTROPIC HYDRODYNAMICS SETUP AND BASIS VECTORS
For the purposes of this paper, we assume that the system is boost invariant and az-
imuthally symmetric so that we can apply 1+1d hydrodynamical evolution. In the case of
anisotropic hydrodynamics we use an ellipsoidal form for the local-rest-frame (LRF) one-
particle distribution function. This form can be obtained by introducing an anisotropy
tensor of the form [42, 48, 59]
Ξµν = uµuν + ξµν − Φ∆µν , (2)
where uµ is the four-velocity, ξµν is a symmetric traceless anisotropy tensor, Φ is a parameter
associated with the bulk viscous correction. In the LRF, the anisotropy tensor ξµν is ξµνLRF ≡
diag(0, ξx, ξy, ξz) with ξ
µ
µ,LRF = ξx + ξy + ξz = 0 [48, 59].
1 As mentioned above, the field
Φ accounts for bulk viscous effects. In the case of a massless (conformal) system, one can
1 The labels x, y, and z do not imply the cartesian components, but are merely labels for spacelike directions.
In this work, the vectors corresponding to x, y, and z will be mapped to the radial, azimuthal, and rapidity
directions, respectively.
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take Φ = 0. We will assume from here on that, even in the non-conformal case, one has
Φ = 0. This assumption is analogous to assuming that the bulk correction to the pressure
can be neglected relative to the shear correction in second-order viscous hydrodynamics.
Bulk viscous effects will be included in a future work.
In general, ξµν can have off-diagonal elements; however, based on the proper-time evo-
lution of the shear-stress tensor components in simulations, one can expect that the off-
diagonal elements are much smaller than the diagonal ones and can therefore be considered
perturbatively [60]. Importantly, however, for 1+1d expansion, similar to viscous hydrody-
namics where it suffices to include only the diagonal contributions to the shear tensor (pirr ,
piφφ, and pi
ς
ς ), in anisotropic hydrodynamics one only needs the diagonal components of the
anisotropy tensor to describe a 1+1d system. For a discussion of 1+1d second-order viscous
hydrodynamics, see App. D.
In a general frame one can expand the (diagonal) anisotropy tensor in covariant form
ξµν = ξxX
µXν + ξyY
µY ν + ξzZ
µZν , (3)
with
ξµµ = 0 . (4)
The orthogonal basis vectors uµ, Xµ, Y µ, and Zµ reduce in the LRF to unit vectors in the
t, r, φ, and z directions. The basis vectors are explicitly defined in App. A. They obey the
normalization conditions uµuµ = 1 and X
µXµ = Y
µYµ = Z
µZµ = −1, therefore, Ξµµ = 1.
In lab frame, uµ and Xµ are unit vectors which point in a mixture of the τ and r directions,
Y µ is a unit vector pointing in the azimuthal direction, and Zµ is a unit vector pointing in
the spatial rapidity direction.
Using the tensor Ξµν , one can construct an anisotropic distribution function
f(x, p) = feq
(
1
λ
√
pµΞµνpν
)
, (5)
where feq(x) = 1/[exp(x) + a] with a = −1,+1, or 0 for Bose, Fermi, and Boltzmann
statistics, respectively. Above, λ is a temperature-like scale that can be identified with the
temperature, T , only when ξµν = 0.2
2 We assume herein that the chemical potential is zero.
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IV. 1+1D ANISOTROPIC HYDRODYNAMICS
We will obtain the anisotropic hydrodynamics equations by taking moments of Boltzmann
equation in the relaxation time approximation (RTA). The Boltzmann equation in RTA is
pµdµf =
pµuµ
τeq
(f − feq) , (6)
where dµ is the covariant derivative which becomes the ordinary derivative ∂µ in flat space-
times and τeq is the relaxation time. The right-hand side of Boltzmann equation is the
collisional kernel which contains all interactions involved in the dynamics. If the particles
comprising the fluid are massless, conformal invariance requires that τeq is inversely propor-
tional to the temperature, i.e. τeq ∝ 1/T . In conformal RTA one has τeq = 5η¯/T , where
η¯ = η/s with η and s being shear viscosity and entropy density, respectively.
The general equations governing conformal 1+1d anisotropic hydrodynamics for a
azimuthally-symmetric and boost-invariant system were obtained originally by Tinti et
al [48]. The resulting dynamical equations give the evolution of six fields ξx, ξy, ξz, λ, T ,
and θ⊥ where θ⊥ = tanh
−1(ur/uτ ) is the transverse rapidity. Using the constraint (4) one
is left with five independent parameters. Taking four equations from the first and second
moments of Boltzmann equation one has [48, 59]
Duε+ εθu + PxDxθ⊥ + Py
sinh θ⊥
r
+ Pz
cosh θ⊥
τ
= 0 , (7)
DxPx + Pxθx + εDuθ⊥ − Py cosh θ⊥
r
− Pz sinh θ⊥
τ
= 0 , (8)
Duαi
αi
− 1
3
∑
j=x,y,z
Duαj
αj
− σi + 1
2τeq
(
1− 1
α2i
)(
T
λ
)5
1
αxαyαz
= 0 , i ∈ {x, y} . (9)
Above αi = 1/
√
1 + ξi , ε is the energy density, and Pi are the spacelike diagonal components
of the energy momentum tensor (pressures) with [59] 3
ε = εeq(λ)R(αx, αz) , (10)
Px = Peq(λ)HTx(αx, αz) , (11)
Py = Peq(λ)HTy(αx, αz) , (12)
Pz = Peq(λ)HL(αx, αz) , (13)
3 For non-conformal systems, one has instead αi = 1/
√
1 + ξi + Φ.
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where εeq and Peq are the isotropic equilibrium energy density and pressure, respectively,
and the special functions R, HTx, HTy, and HL are defined in App. C. The derivatives
θu ≡ ∂µuµ , (14)
θx ≡ ∂µXµ , (15)
Du ≡ uµDµ , (16)
Dx ≡ XµDµ , (17)
are defined in the 1+1d case in App. B and σi are the diagonal projections of the velocity
stress tensor σµν ≡ ∇〈µuν〉
σx ≡ XµσµνXν = cosh θ⊥
τ
+
sinh θ⊥
r
− 2θu
3
, (18)
σy ≡ Y µσµνY ν = θu
3
− sinh θ⊥
r
. (19)
The fifth equation necessary is obtained by requiring energy conservation. In the confor-
mal case, this constraint implies that the first moment of the collisional kernel must vanish
and results in the dynamical Landau-Matching condition
T = λR1/4(αx, αy) . (20)
In the next section, we will describe how to extend this to the non-conformal case. Finally,
we note that the αi’s obey the following constraint
4
1
α2x
+
1
α2y
+
1
α2z
= 3 , (21)
which can be used to determine αy as a function of αx and αz
αy(αx, αz) =
αxαz√
3α2xα
2
z − α2x − α2z
. (22)
V. LATTICE-BASED EQUATION OF STATE
The dynamical equations presented in the previous section were obtained [48, 59] in the
conformal (massless) limit. In this case, there is no fundamental scale and one has
Peq → Pideal ,
εeq → εideal , (23)
4 For a non-conformal system, the right hand side of Eq. (21) would instead be 3(1 + Φ).
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FIG. 1. The left panel (a) shows the equilibrium energy density and pressure obtained from
Eq. (26), scaled by their ideal Stefan-Boltzmann limit. The right panel (b) shows the speed of
sound (c2s = ∂Peq/∂εeq) as a function of temperature.
with
εideal = 3Pideal . (24)
For the quark-gluon plasma the ideal (Stefan-Boltzmann) limit of the pressure is
Pideal = PSB =
pi2
45
T 4
(
N2c − 1 +
7
4
NcNf
)
, (25)
where Nc and Nf are number of colors and quark flavors, respectively.
In practice, however, interactions induce corrections to the ideal EoS and also result in
the running of the strong coupling constant which breaks conformal invariance. At low
temperatures, the quark-gluon plasma behaves non-conformally and one must use lattice
QCD simulations to determine the EoS. Herein, we employ an analytic parameterization of
lattice data for the QCD interaction measure, I(T ) = εeq−3Peq, taken from the Wuppertal-
Budapest collaboration [61]
I(T )
T 4
=
[
h0
1 + αt2
+
f0
[
tanh(f1t+ f2) + 1
]
1 + g1t+ g2t2
]
exp
(
−h1
t
− h2
t2
)
. (26)
with t ≡ T/(0.2 GeV). For nf = 2 + 1 (2 light and one heavy quarks) the parameters are
h0 = 0.1396, h1 = −0.1800, h2 = 0.0350, f0 = 2.76, f1 = 6.79, f2 = −5.29, g1 = −0.47,
g2 = 1.04, and α = 0.01.
5
5 In the original parameterization presented in Ref. [61] the authors used α = 0, however, choosing α = 0
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The pressure can be obtained from an integral of the interaction measure
Peq(T )
T 4
=
∫ T
0
dT
T
I(T )
T 4
, (27)
where we have assumed P (T = 0) = 0. Having Peq(T ), one can obtain the energy density
εeq via
εeq = 3Peq(T ) + I(T ) . (28)
Note also, that one can construct the inverse function T (ε) straightforwardly.
In the limit T → ∞, the system tends to the ideal limit (24) as expected. The tem-
perature dependence of the resulting isotropic energy density, pressure, and speed of sound
squared (c2s = ∂Peq/∂εeq) are shown in the two panels of Fig. 1. In what follows, the tem-
perature dependence of the lattice-parameterized εeq and Peq are used when computing the
anisotropic energy density and pressures via Eqs. (10)-(13) and the inverse function T (ε)
is used where T appears in Eqs. (7)-(9). In addition to using the self-consistent effective
temperature and lattice-based EoS for εeq and Peq, one must also specify how the relax-
ation time is determined. In the relaxation time approximation with a general EoS, one has
τeq = 5η/4Peq. In the conformal limit, one can use 4Peq = εeq + Peq = Ts to rewrite this
as τeq, conformal = 5η¯/T . For a general EoS, if one works with fixed η¯ = η/s, one has instead
τeq = 5η¯ (1 + εeq/Peq)/4T .
Before proceeding, we note that there is somewhat of a inconsistency in our prescription
for implementing the EoS in anisotropic hydrodynamics. This stems from the fact that the
factorization (10)-(13), which occurs in the conformal case, no longer holds in the case of a
non-conformal (massive) gas [42, 49, 56]. However, as we demonstrate in App. E, one finds
that for 0.1 <∼ PL/PT <∼ 10 and masses m/T <∼ 1 the factorization of the thermodynamic
variables is accurate to <∼ 5%, with the largest corrections being seen for a strongly pro-
late plasma (PL  PT ). Although we have no precise knowledge of the effective degrees of
freedom and their masses in a QGP in the temperature range considered here, this raises
some hope that the conformal factorization approach used herein is a reasonable approxi-
mation. However, even with this understanding, there is another complication if one breaks
the conformal symmetry since, in this case, one cannot naively assume that the parame-
ter Φ appearing in the general LO ansatz for the one-particle distribution function (2) is
gives the wrong high temperature limit. We introduce a small α > 0 which does not affect the parame-
terization in the vicinity of the phase transition, where the original fitting was performed, but guarantees
that the pressure approaches the Stefan-Boltzmann limit in the high-temperature limit.
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zero [42, 48, 59]. In a forthcoming paper, we study an alternative prescription for imposing
the EoS which employs a quasiparticle model with a temperature-dependent quasiparticle
mass that is tuned to reproduce the lattice EoS [62] as suggested recently in Ref. [63]. Our
preliminary findings suggest that this alternative approach agrees quite well with the imple-
mentation chosen here for the evolution of the effective temperature and shear corrections,
but that there may be important differences in the evolution of the bulk pressure correction,
which, in the current approach, is related to the difference between αx and αz. We leave the
comparison of these two methods to a future paper [62].
VI. ANISOTROPIC FREEZE-OUT
We now turn to the question of hadronic freeze-out. Our technique will be to perform
“anisotropic Cooper-Frye freeze-out” using Eq. (5) as the form for the one-particle distri-
bution function. This is different than the typical freeze-out prescription used in viscous
hydrodynamics in which one takes into account the dissipative correction to the equilibrium
distribution function only at linear order. One immediate benefit of performing anisotropic
freeze-out using Eq. (5) is that, with this form, one is guaranteed that the one-particle
distribution function is positive-definite at all space-time points in the plasma.
In practice, we start from the standard freeze-out integral
N =
∫
Σ
d3Σµj
µ . (29)
In the integral above, Σ is the three-dimensional freeze-out hypersurface defining the bound-
ary of the four-dimensional volume occupied by the fluid, d3Σµ is the surface normal vector,
and jµ is the particle four-current. Due to the presence of momentum-space anisotropies,
one cannot simply use the momentum scale λ when defining the freeze-out hypersurface Σ.
Instead, one should use the energy density, from which one can obtain the effective freeze-out
temperature TFO = Teff = T (ε) using the realistic EoS described in the previous section.
After identifying Σ, we use the following parametrization of the freeze-out hypersur-
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face [15, 16, 64, 65],6
t =
(
τ0 + d(ζ, φ, θ) sin θ sin ζ
)
cosh
[
d(ζ, φ, θ) cos θ
Λ
]
,
x = d(ζ, φ, θ) sin θ cos ζ cosφ ,
y = d(ζ, φ, θ) sin θ cos ζ sinφ ,
z =
(
τ0 + d(ζ, φ, θ) sin θ sin ζ
)
sinh
[
d(ζ, φ, θ) cos θ
Λ
]
. (30)
Based on this one finds the following expressions for the longitudinal proper time τ , longi-
tudinal rapidity ς, and the transverse (r and φ) coordinates of Σ
τ = τ0 + d(ζ, φ, θ) sin θ sin ζ ,
r = d(ζ, φ, θ) sin θ cos ζ ,
φ = φ ,
ς =
d(ζ, φ, θ) cos θ
Λ
. (31)
The function d(ζ, φ, θ) is by construction the distance of the points on freeze-out hyper-
surface to the point (τ0, 0, 0, 0) in (τ, r, φ,Λς)-system of coordinates (τ0 being initial proper
time) as can be seen from Eq. (31). The freeze-out surface variables θ and ζ are the polar
and azimuthal coordinates in this coordinate system. The length scale Λ is introduced for
dimensional reasons and final results are independent of this quantity. The normal vector to
the hypersurface is constructed in the usual manner by taking derivatives of the orthogonal
basis coordinates (30) with respect to the relevant parameters ζ, φ, and θ
d3Σµ = µαβγ
∂xα
∂ζ
∂xβ
∂φ
∂xγ
∂θ
dζdφdθ , (32)
where µαβγ is the four-dimensional Levi-Civita symbol.
To proceed we use the kinetic definition of jµ
jµ =
∫
dχ pµf(x, t) . (33)
For energy densities below the QCD phase transition temperature (energy density), it is
appropriate to describe the system as a gas of hadrons; therefore, dχ translates to
dχ ≡
∑
i
(2si + 1)(2gi + 1)
d4p
(2pi)3
δ(pµpµ −m2i )2Θ(p0) , (34)
6 Different parametrizations have been used in the literature [3, 6, 66, 67]. The parametrization used here
has the advantage that the function d(ζ, φ, θ) is single-valued for most (but not all) freeze-out surfaces,
including the typical one shown in Fig. 8 for which other parameterizations, e.g. using the freeze-out
proper time τFO(r), are multivalued.
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where si and gi are the spin and isospin degeneracies of the hadron and mi is the hadron
mass. Putting everything together one has
N =
∑
i
∫
d3p
1√
m2i + p
2
(
p0
dN
d3p
)
i
, (35)
with (
p0
dN
d3p
)
i
=
Ni
(2pi)3
∫
fi(x, p) p
µd3Σµ , (36)
where Ni ≡ (2si + 1)(2gi + 1) is the degeneracy factor and fi is the distribution function for
the particle species i taking into account the appropriate quantum statistics.
Parameterizing the particle momentum in the lab frame as
pµ ≡ (m⊥ cosh y, p⊥ cosϕ, p⊥ sinϕ,m⊥ sinh y) , (37)
one finds
p · u = m⊥ cosh(θ⊥) cosh(y − ς)− p⊥ sinh(θ⊥) cos(φ− ϕ) ,
p ·X = m⊥ sinh(θ⊥) cosh(y − ς)− p⊥ cosh(θ⊥) cos(φ− ϕ) ,
p · Y = p⊥ sin(φ− ϕ) ,
p · Z = −m⊥ sinh(y − ς) , (38)
where m⊥ =
√
p2⊥ +m2, y = tanh
−1(pz/p0) is the particle’s rapidity, and ϕ is the particle’s
azimuthal angle. In order to set up the distribution function, having pµ defined in Eq. (37),
one can use (2), (3), (5), and (38) to find
pµΞµνp
ν =
[
m⊥ cosh θ⊥ cosh(y − ς)− p⊥ sinh θ⊥ cos(φ− ϕ)
]2
+ ξx
[
m⊥ sinh θ⊥ cosh(y − ς)− p⊥ cosh θ⊥ cos(φ− ϕ)
]2
+ ξzm
2
⊥ sinh
2(y − ς)
+ ξy p
2
⊥ sin
2(φ− ϕ) . (39)
Expanding Eq. (32) for xµ = (t, x, y, z) and contracting with pµ, one obtains
pµd3Σµ =
τ
Λ
sin θd2
[
p⊥ sin(φ− ϕ)∂d
∂φ
+
Λ
τ
m⊥ cos ζ sin θ sinh(y − ς)
(
d cos θ +
∂d
∂θ
sin θ
)
+ cos ζ sin θ
(
p⊥ cos ζ cos(φ− ϕ) +m⊥ sin ζ cosh(y − ς)
)(
d sin θ − ∂d
∂θ
cos θ
)
+ cos ζ
∂d
∂ζ
(
p⊥ sin ζ cos(φ− ϕ)−m⊥ cos ζ cosh(y − ς)
)]
dζdφdθ , (40)
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where d ≡ d(ζ, φ, θ).
A. Boost-invariant and cylindrically-symmetric system
If the system is cylindrically symmetric, one has
d(ζ, φ, θ)→ d(ζ, θ) . (41)
If, in addition, the system is boost invariant along the beam-line direction, the hypersurface
in (τrφς)-space is constant with respect to the longitudinal rapidity ς. As a consequence,
d(ζ, θ) sin θ (which is the projection of d(ζ, θ) normal to the ς-axis) should be constant, i.e.
d(ζ, θ) sin θ = constant . (42)
Using this and taking the constant to be the value of the function at a typical longitudinal
rapidity, i.e. ς = 0 (θ = pi/2), one finds
d(ζ, θ) =
d(ζ)
sin θ
,
∂d(ζ, θ)
∂θ
= −d(ζ) cotθ
sin θ
, (43)
where d(ζ) ≡ d(ζ, θ = pi/2). Using the above simplifications, one finds the boost-invariant
cylindrically-symmetric form of pµd3Σµ
pµd3Σµ =
τ
Λ
d(ζ)2 cos ζ csc2 θ
[
d′(ζ)
(
p⊥ sin ζ cos(φ− ϕ)−m⊥ cos ζ cosh(y − ς)
)
+d(ζ)
(
p⊥ cos ζ cos(φ− ϕ) +m⊥ sin ζ cosh(y − ς)
)]
dζdφdθ . (44)
VII. NUMERICAL RESULTS
We now turn to our numerical results. We present comparisons of results obtained us-
ing the dynamical equations of anisotropic hydrodynamics presented in Sec. IV and the
second-order viscous hydrodynamics equations from Denicol et al. [29].7 For anisotropic hy-
drodynamics, we use the freeze-out method detailed in Sec. VI and, for second-order viscous
7 For the smooth initial conditions considered herein, the vorticity is zero at all times. We also set the
transport coefficient τpipi to zero since this has been done in almost all other implementations to date (see,
however, [35]). As a result, we drop the last two terms in Eq. (D3).
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hydrodynamics, we use the standard Grad-14 ansatz for the dissipative correction to the one-
particle distribution function. We present the full details of both the viscous hydrodynamics
equations and the freeze-out prescription used for our comparisons in App. D. For both
anisotropic and second-order viscous hydrodynamics we use the lattice-parameterization of
the EoS presented in Sec. V. Both codes were tested by comparing the evolution of the
system initialized with a Gubser temperature- and flow-profile and then comparing with
the exact solution appropriate to each framework. In both cases, using the lattice spacing,
temporal step size, etc. specified below, we were able to reproduce the corresponding exact
Gubser solution to very high accuracy at all times. We present the details of our code tests
in App. F. The code used to produce all figures in this text is publicly available [68].
A. Nucleus-nucleus collisions
For all results presented in this section we use the Glauber wounded-nucleon overlap to
set the initial energy density. As our test case we consider Pb-Pb collisions with a center of
mass energy of 2.76 GeV/nucleon. We take the inelastic nucleon-nucleon scattering cross-
section to be σNN = 62 mb. We use 300 points in the radial direction with a lattice spacing of
∆r = 0.05 fm and temporal step size of ∆τ = 0.01 fm/c. We use fourth-order Runge-Kutta
integration for the temporal updates and fourth-order centered differences for the evaluation
of all spatial derivatives.8 Unless otherwise indicated, we take the central initial temperature
to be T0 = 600 MeV at τ0 = 0.25 fm/c and assume that the system is initially isotropic,
i.e. αx(τ0) = αz(τ0) = 1 for anisotropic hydrodynamics and pi
µν(τ0) = 0 for second-order
viscous hydrodynamics. We take the freeze-out temperature to be Teff = TFO = 150 MeV in
all cases.
1. Hydrodynamic evolution and spectra
In Fig. 2 we present a comparison of the numerical 1+1d solution to the Israel-Stewart
and anisotropic hydrodynamics equations for the case 4piη/s = 1. As can be seen from
Figs. 2a and 2b, for this small value of the shear viscosity to entropy ratio, the two methods
agree quite well, with only small differences seen in both the temperature and transverse
8 Since the initial conditions considered herein are smooth, naive centered differences generally suffice.
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FIG. 2. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hydro-
dynamics equations at τ = 5.25 fm/c. The shear viscosity to entropy density ratio was taken to
be 4piη/s = 1. The four panels show (a) the effective temperature, (b) the transverse flow rapidity
(θ⊥), (c) the transverse and longitudinal pressures, and (d) the ratio of the LRF longitudinal and
transverse pressures.
rapidity profiles at the time shown. At very early times, the differences are somewhat larger,
but by τ = 5.25 fm/c the agreement is quite good. Note that the bumps located at r ' 10
are a reflection of evolution near the softest point in the EoS and both the standard viscous
hydrodynamic method for imposing the EoS and the anisotropic hydrodynamics method
implemented herein seem to give comparable results. Although we don’t show it here, we
also performed tests for 4piη/s = 0.1 and found that anisotropic hydrodynamics and Israel-
Stewart second-order hydrodynamics give virtually indistinguishable results in this case.
In Figs. 2c and 2d we present a comparison of the results obtained for the local rest frame
(LRF) transverse and longitudinal pressures, again for the case of 4piη/s = 1. For anisotropic
hydrodynamics, we compute Px using Eq. (11) which corresponds to the radial pressure since,
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FIG. 3. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hydro-
dynamics equations for the same conditions as shown in Fig. 2. The three panels show (a) the
freeze-out hypersurfaces, (b) resulting neutral pion spectra, and (c) the ratio of the neutral pion
spectra obtained using Israel-Stewart and anisotropic hydrodynamics.
using the vectors specified in Eq. (A1), one sees that Xµ maps to the radial direction in
the LRF. In the case of second-order viscous hydrodynamics we identify PT = Peq + pi
r
r
and PL = Peq + pi
ς
ς , again in the LRF. As these panels demonstrate, for 4piη/s = 1 the
pressures obtained are similar using both methods with the the maximum difference for
r <∼ 10 fm being less than approximately 2%. At very large r we see larger differences,
with the longitudinal pressure predicted by the Israel-Stewart equations becoming negative.
However, the temperature where this occurs is quite small and far below the freeze-out
temperature. We do note that one finds that anisotropic hydrodynamics predicts that the
system is generally closer to isotropy than Israel-Stewart hydrodynamics. As we will see
below, the smaller pressure anisotropy effectively reduces the shear stress contribution to
the transverse pressure, reducing the buildup of radial flow and leading to softer particle
spectra from anisotropic hydrodynamics.
Next, we turn to Fig. 3. In this figure, we present comparisons of the freeze-out hy-
persurfaces (Fig. 3a), the resulting neutral pion spectrum (Fig. 3b), and the ratio of the
neutral pion spectra obtained using Israel-Stewart and anisotropic hydrodynamics (Fig. 3c).
As these panels demonstrate one finds that the freeze-out hypersurfaces and resulting par-
ticle spectra are quite similar for 4piη/s = 1 which should not be overly surprising. As
Fig. 3c demonstrates the maximal correction for pT < 3 GeV is approximately 5%, with
second-order viscous hydrodynamics predicting a harder distribution with a slightly higher
mean-pT .
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FIG. 4. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hydro-
dynamics equations. The shear viscosity to entropy density ratio was taken to be 4piη/s = 3. The
quantities shown in the panels and the initial conditions are the same as in Fig. 2.
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FIG. 5. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hydro-
dynamics equations for the same conditions as shown in Fig. 4. The quantities shown in the panels
are the same as in Fig. 2.
In Figs. 4 - 8 we present similar plots for the cases 4piη/s = 3 and 4piη/s = 10. As Fig. 4
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FIG. 6. Comparison of the pi0 spectra coming from Israel-Stewart with and without (δf = 0)
viscous corrections to the distribution function and anisotropic hydrodynamics with a complete
treatment and assuming isotropic freeze-out using the effective temperature. In this figure, we use
the same conditions and parameters as shown in Fig. 4. The two panels show (a) the resulting
neutral pion spectra and (b) the logarithmic slope of the various curves.
demonstrates, for 4piη/s = 3 we find larger differences between anisotropic hydrodynamics
and second-order viscous hydrodynamics, as could be expected a priori. One sees that in
both cases larger pressure anisotropies are generated than for 4piη/s = 1 and the maximum
difference in the pressure anisotropy approaching 70% in the region r < 10 fm. The freeze-
out hypersurface and neutral pion spectra shown in Fig. 5 also show larger differences, with
the final neutral pion spectra having a maximum difference of approximately 18% for pT < 3
GeV. Once again, we find that the neutral pion spectra predicted by second-order viscous
hydrodynamics are harder than that predicted by anisotropic hydrodynamics.
In order to further understand the differences seen in the predicted neutral pion spectra,
in Fig. 6 we present the result of using different freeze-out prescriptions for both anisotropic
hydrodynamics and second-order viscous hydrodynamics. For anisotropic hydrodynamics,
we show two cases: (1) using the fully anisotropic distribution as in Eq. (39) together with
the local value of λ to construct the local distribution via Eq. (5) and (2) manually setting
ξx = ξy = ξz = 0 in Eq. (39) and setting λ → T which is the local effective isotropic
temperature determined from the local energy density. For viscous hydrodynamics, we
also show two cases: (1) Using the full Grad-14 form given in Eq. (D17) and (2) setting
δf = 0, which corresponds to discarding the second term in square brackets in Eq. (D17).
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FIG. 7. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hydro-
dynamics equations. The shear viscosity to entropy density ratio was taken to be 4piη/s = 10. The
quantities shown in the panels and the initial conditions are the same as in Fig. 2.
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FIG. 8. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hydro-
dynamics equations for the same conditions as shown in Fig. 7. The quantities shown in the panels
and the initial conditions were the same as in Fig. 3.
As can be seen from Fig. 6a, for both anisotropic hydrodynamics and second-order viscous
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hydrodynamics, the inclusion of the (anisotropic) dissipative correction to the one-particle
distribution function results in a hardening of the particle spectra, however, for anisotropic
hydrodynamics the correction is slightly smaller. In order to separate the effect of an overall
shift upwards in the spectra between the various cases, in Fig. 6b we present the logarithmic
slope of the spectra in all four cases. This plot allows us to more directly see the hardening
in each case. Even without viscous corrections in the freeze-out distribution function (red
dashed and green dash-dotted lines in Fig. 6) the spectra obtained using Israel-Stewart
viscous hydrodynamics are harder than those obtained using anisotropic hydrodynamics.
This demonstrates that the hardening is primarily due to stronger radial flow, caused by
larger transverse shear stress and reduced work done by the longitudinal pressure in Israel-
Stewart hydrodynamics. Viscous corrections at freeze-out further enhance the hardening of
the spectra obtained using Israel-Stewart hydrodynamics.
Next we consider the case 4piη/s = 10, which is shown in Figs. 7 and 8. As can be
expected, we see larger differences between the two approaches in this case. At the time
shown, one sees that the longitudinal pressure predicted by second-order hydrodynamics
is negative for all r >∼ 6.5 fm. If one were to plot the longitudinal pressure predicted
by second-order viscous hydrodynamics at much earlier times, one would find that the
longitudinal pressure becomes negative in the entire simulation volume. This is indicative
of the breakdown of second-order viscous hydrodynamics in this case. Not surprisingly,
as can be seen from Fig. 8, one sees large differences to both the freeze-out hypersurface
and the final neutral pion spectra, with second-order viscous hydrodynamics predicting a
significantly harder distribution and approximately 100% more neutral pions at pT = 3 GeV.
2. Dissipative particle production
As our last consideration in the context of Pb-Pb collisions, in Figs. 9 and 10 we present
the total number of charged particles, Nchg, scaled by the ideal result, Nchg,ideal, as a function
of 4piη/s. For the purposes of this figure, we have included the production of charged pions,
kaons, and protons. In Fig. 9 we took an initial central temperature of T0 = 600 MeV at
τ0 = 0.25 fm/c and in Fig. 10 we took an initial central temperature of T0 = 500 MeV at the
same initial time. As both figures demonstrate, one finds that second-order viscous hydrody-
namics predicts that Nchg is a monotonically increasing function of η/s whereas anisotropic
20
Israel-Stewart Viscous Hydro
Anisotropic Hydro
0 5 10 15 201.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
4phês
N c
hg
êN chg,ide
al
HaL
0 5 10 15 20
1.00
1.05
1.10
1.15
1.20
1.25
1.30
1.35
4phês
vH
yd
ro
êaHydro
HbL
FIG. 9. The left panel (a) shows the number of charged particles scaled by the ideal hydrodynamics
result as function of 4piη/s obtained using Israel-Stewart viscous hydrodynamics (black line) and
anisotropic hydrodynamics (red dashed line). The right panel (b) shows the ratio of the Israel-
Stewart viscous hydrodynamics result to the anisotropic hydrodynamics result. The initial central
temperature was taken to be T0 = 600 MeV.
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FIG. 10. Same as Fig. 9, except here we take the initial central temperature to be T0 = 500 MeV.
hydrodynamics predicts that there is a maximum in charged particle production at 4piη/s ∼
9 - 11 depending on the assumed initial temperature. In panel (b) of both figures we show
the ratio of the particle production predicted by second-order viscous hydrodynamics and
that predicted by anisotropic hydrodynamics. For 4piη/s <∼ 5, both Figs. 9 and 10 show
that the difference in the total number of charged particles produced in Israel-Stewart and
anisotropic hydrodynamics remains below 10%. However, even a correction on the order
of 10% could have an important phenomenological impact. Note that the non-monotonic
behavior as a function of η/s of particle production in anisotropic hydrodynamics is similar
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to results obtained in 0+1d anisotropic hydrodynamics [42, 47, 54], which can be straightfor-
wardly understood as the vanishing of dissipative particle production in the free-streaming
limit.
B. Proton-Nucleus collisions
We now consider the case of an asymmetric collision between a proton and a nucleus. Of
course, since our equations are boost invariant one cannot draw firm conclusions regarding
comparisons with experimental results. Our goal is to simply ascertain the magnitude of
the differences one sees when using anisotropic hydrodynamics versus second-order viscous
hydrodynamics for small systems. Since the anisotropic hydrodynamics equations have been
shown to better reproduce the spatiotemporal evolution for small systems subject to Gubser
flow for all values of η/s [59], we believe that the anisotropic hydrodynamics equations used
herein should also provide a more faithful reproduction of the bulk evolution for strong
dynamically generated 1+1d flows in small collisional systems at high energies.
Similar to the previous subsection, we use the Glauber wounded-nucleon overlap to set
the initial energy density. As our test case, we consider a p-Pb collisions. We use the same
numerical and physical parameters as in the case of Pb-Pb collisions, except here we consider
a lower initial central temperature of T0 = 400 MeV. Our findings are shown in Figs. 11-
13. From Fig. 11 we see that, assuming 4piη/s = 3, there are relatively small differences
in the temperature and flow profiles at τ = 2.25 fm/c. However, we see quite significant
differences in the transverse and longitudinal pressures, with second-order viscous hydrody-
namics again predicting negative longitudinal pressure and a quite different longitudinal to
transverse pressure ratio. From Fig. 12 we see that the two methods result in quite different
particle spectra, even at low momentum. Finally, in Fig. 13, we present a comparison us-
ing different freeze-out prescriptions for both anisotropic hydrodynamics and second-order
viscous hydrodynamics. The panels and methods are the same as we previously described
in the context of Fig. 6. As we can see from Fig. 13, the inclusion of viscous (anisotropic)
corrections to the distribution function has a significant effect for p-A collisions. The two
methods seem to agree qualitatively concerning the direction of the correction, but differ
quantitatively.
Comparing the smaller p-Pb to the larger Pb-Pb collision system, we see that pressure
22
-6 -4 -2 0 2 4 6
0.06
0.08
0.10
0.12
0.14
0.16
x @fmD
T
@GeVD
HaL
pA Collision
Glauber Wounded Nucleon
t0 = 0.25 fmêc
T0 = 400 MeV
4phês = 3
t = 2.25 fmêc
Israel-Stewart Viscous Hydro
Anisotropic Hydro
-6 -4 -2 0 2 4 6
-0.5
0.0
0.5
x @fmD
q ¶
HbL
-6 -4 -2 0 2 4 6
0.00
0.05
0.10
0.15
x @fmD
Pr
ess
ure
s@GeVêf
m3
D HcL
PL
PT
-6 -4 -2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
x @fmD
P L
êP T
HdL
FIG. 11. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hy-
drodynamics equations at τ = 2.25 fm/c. The initial central temperature was T0 = 400 MeV at
τ0 = 0.25 fm/c with 4piη/s = 3. The quantities shown in the panels are the same as in Fig. 2.
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FIG. 12. Comparison of the numerical 1+1d solution to the Israel-Stewart and anisotropic hy-
drodynamics equations. The parameters are the same as in Fig. 11. The quantities shown in the
panels are the same as in Fig. 3.
anisotropy effects are larger in the smaller system, but that they are also more severely over-
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FIG. 13. Comparison of the p-Pb pi0 spectra resulting from Israel-Stewart hydrodynamics with and
without (δf = 0) viscous corrections to the distribution function, and anisotropic hydrodynamics
with a complete treatment and assuming isotropic freeze-out using the effective temperature. In
this figure, we use the same conditions and parameters as shown in Fig. 11. The two panels show
(a) the resulting neutral pion spectra and (b) the logarithmic slope of the various curves.
estimated by the Israel-Stewart approach. By resumming the leading viscous effects into
the leading-order distribution function, as is done in anisotropic hydrodynamics, the pres-
sure anisotropies are significantly reduced and the validity of the hydrodynamic approach,
especially in small collision systems, is significantly improved.
VIII. CONCLUSIONS
In this paper we demonstrated how to (i) impose a realistic EoS and (ii) self-consistently
perform hadronic freeze-out in the context of leading-order 1+1d anisotropic hydrodynamics.
The methods used here to implement these ingredients can be straightforwardly extended
to dynamical evolution in more than one spatial dimension. In the case of freeze-out, they
can be also extended to account for non-ellipsoidal corrections to the LRF one-particle
distribution function, based on the viscous anisotropic hydrodynamics formalism of Refs. [47,
53].
We compared the results obtained with anisotropic hydrodynamics to results obtained
with the widely-used Israel-Stewart framework. In the limit of small η/s we found that
the two frameworks agree well as they should. For Pb-Pb collisions with 4piη/s = 1, the
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maximal differences in the pressure anisotropy and neutral pion spectra for pT < 3 GeV
were found to be approximately 2%. For larger values of η/s, we naturally saw larger
differences. For Pb-Pb collisions with 4piη/s = 10, we found significant corrections to the
pressure anisotropy and, for pT < 3 GeV, we found a maximal effect of approximately 100%
for the neutral pion spectra. In general, we found that, for Pb-Pb collisions, second-order
viscous hydrodynamics predicts stronger radial flow, resulting in harder spectra and more
dissipative particle production than anisotropic hydrodynamics.
We also presented results for the total charged particle multiplicity Nchg as a function η/s.
We found that, while Nchg increases monotonically as a function of η/s using second-order
viscous hydrodynamics, anisotropic hydrodynamics predicts that there is maximum in Nchg
around 4piη/s ∼ 9 − 11 depending on the assumed initial temperature. This observation
is consistent with the expectation that dissipative particle production should vanish in the
free-streaming limit.
Finally, we considered the case of p-A collisions. In this case, we found quite significant
differences between the two frameworks. Since the anisotropic hydrodynamics equations
used herein have been shown to better reproduce exact solutions to the Boltzmann equation
in the relaxation time approximation, we have some reason to believe that the anisotropic
hydrodynamics results obtained herein are more reliable than those obtained using Israel-
Stewart second-order viscous hydrodynamics. Our results show that viscous effects are
smaller in anisotropic hydrodynamics than predicted by Israel-Stewart theory, which im-
proves significantly the applicability of a hydrodynamic approach to such small collision
systems. We also demonstrated that the inclusion or exclusion of the viscous (anisotropic)
corrections to the freeze-out one-particle distribution functions dramatically influences, e.g.,
the final neutral pion spectra. This indicates that at freeze-out the system is not equilibrated
and still quite anisotropic in the LRF. We provided further evidence for this conclusion by
computing the pressure anisotropy of the fluid for the case of p-A collisions, finding that
both the anisotropic hydrodynamics and Israel-Stewart frameworks predict quite large pres-
sure anisotropies even on the late-proper-time portion of the freeze-out hypersurface. In this
context, we also emphasize that using leading-order anisotropic hydrodynamics one is able
to guarantee that the pressures and one-particle distribution functions are positive.
Looking to the future, we have demonstrated how to implement two critically needed
components for the anisotropic hydrodynamics program. The next steps will be to extend the
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codes to 2+1d and 3+1d evolution including also perturbatively the second-order corrections
in the spirit of Refs. [47, 53]. Of course, one could already use the codes developed for use
in this paper to attempt phenomenological fits of data coming from central Pb-Pb and p-Pb
collisions at RHIC and LHC. For this, one merely needs to add a hadronic afterburner and
perform some fitting. We postpone this phenomenological exercise to a future publication.
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Appendix A: Minkowski basis vectors
For azimuthally-symmetric and longitudinally boost-invariant flow, one can parameterize
the orthogonal basis vectors in lab frame cartesian Minkowski coordinates as
u0 = cosh θ⊥ cosh ς ,
u1 = sinh θ⊥ cosφ ,
u2 = sinh θ⊥ sinφ ,
u3 = cosh θ⊥ sinh ς ,
X0 = sinh θ⊥ cosh ς ,
X1 = cosh θ⊥ cosφ ,
X2 = cosh θ⊥ sinφ ,
X3 = sinh θ⊥ sinh ς ,
Y 0 = 0 ,
Y 1 = − sinφ ,
Y 2 = cosφ ,
Y 3 = 0 ,
Z0 = sinh ς ,
Z1 = 0 ,
Z2 = 0 ,
Z3 = cosh ς .
(A1)
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In the local rest frame (LRF) they are simply
uµLRF = (1, 0, 0, 0) ,
XµLRF = (0, 1, 0, 0) ,
Y µLRF = (0, 0, 1, 0) ,
ZµLRF = (0, 0, 0, 1) . (A2)
Appendix B: Formulas for derivatives
In this section, the identities for derivatives and divergences for 1+1d boost-invariant and
azimuthally-symmetric flow are summarized.
Directional derivatives
Du ≡ u · ∂ = cosh θ⊥∂τ + sinh θ⊥∂r ,
Dx ≡ X · ∂ = sinh θ⊥∂τ + cosh θ⊥∂r ,
Dy ≡ Y · ∂ = 1
r
∂φ ,
Dz ≡ Z · ∂ = 1
τ
∂ς . (B1)
Divergences
θu ≡ ∂ · u = cosh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ sinh θ⊥
(
1
r
+ ∂τθ⊥
)
,
θx ≡ ∂ ·X = sinh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ cosh θ⊥
(
1
r
+ ∂τθ⊥
)
,
θy ≡ ∂ · Y = 0 ,
θz ≡ ∂ · Z = 0 . (B2)
Convective derivatives
Duu ≡ (u · ∂)u = X (cosh θ⊥∂τθ⊥ + sinh θ⊥∂rθ⊥) ,
DuX ≡ (u · ∂)X = u (cosh θ⊥∂τθ⊥ + sinh θ⊥∂rθ⊥) ,
DuY ≡ (u · ∂)Y = 0 ,
DuZ ≡ (u · ∂)Z = 0 . (B3)
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Directional derivatives
Dxu ≡ (X · ∂)u = X (sinh θ⊥∂τθ⊥ + cosh θ⊥∂rθ⊥) ,
DxX ≡ (X · ∂)X = u (sinh θ⊥∂τθ⊥ + cosh θ⊥∂rθ⊥) ,
DxY ≡ (X · ∂)Y = 0 ,
DxZ ≡ (X · ∂)Z = 0 , (B4)
Dyu ≡ (Y · ∂)u = sinh θ⊥
r
Y ,
DyX ≡ (Y · ∂)X = cosh θ⊥
r
Y ,
DyY ≡ (Y · ∂)Y = 1
r
(u sinh θ⊥ −X cosh θ⊥) ,
DyZ ≡ (Y · ∂)Z = 0 , (B5)
Dzu ≡ (Z · ∂)u = cosh θ⊥
τ
Z ,
DzX ≡ (Z · ∂)X = sinh θ⊥
τ
Z ,
DzY ≡ (Z · ∂)Y = 0 ,
DzZ ≡ (Z · ∂)Z = 1
τ
(u cosh θ⊥ −X sinh θ⊥) . (B6)
Appendix C: Special Functions
In this appendix we list the R and H functions appearing in Sec. IV. They are [48, 59]
R(αx, αz) = αxαy
4pi
∫ 2pi
0
dφα2⊥H2
(
αz
α⊥
)
, (C1)
HTx(αx, αz) = 3αxαy
4pi
∫ 2pi
0
dφα2x cos
2 φH2T
(
αz
α⊥
)
, (C2)
HTy(αx, αz) = 3αxαy
4pi
∫ 2pi
0
dφα2y sin
2 φH2T
(
αz
α⊥
)
, (C3)
HL(αx, αz) = 3αxαy
4pi
∫ 2pi
0
dφα2⊥H2L
(
αz
α⊥
)
, (C4)
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with α⊥ ≡
√
α2x cos
2 φ+ α2y sin
2 φ and
H2(y) = y√
y2 − 1
(
tanh−1
√
y2 − 1
y
+ y
√
y2 − 1
)
, (C5)
H2T (y) = y
(y2 − 1)3/2
(
(2y2 − 1) tanh−1
√
y2 − 1
y
− y
√
y2 − 1
)
, (C6)
H2L(y) = y
3
(y2 − 1)3/2
(
y
√
y2 − 1− tanh−1
√
y2 − 1
y
)
. (C7)
Appendix D: Second-order viscous hydrodynamics
As with anisotropic hydrodynamics, the viscous hydrodynamics dynamical equations can
be obtained by taking moments of the Boltzmann equation. Taking the first and second
moments of Boltzmann equation one obtains [10, 29]
(ε+ P )Duu
µ = ∇µP −∆µν∇σpiνσ + piµνDuuν , (D1)
Duε = −(ε+ P )∇µuµ + piµνσµν , (D2)
τpi(∆
µν
αβDupi
αβ +
4
3
piµνθu) + pi
µν = 2ησµν − τpipipiα〈µσν〉α + 2τpipiα〈µων〉α , (D3)
where ε ≡ εeq and P ≡ Peq are the equilibrium (isotropic) energy density and pressure,
respectively, τpi is the shear relaxation time, and τpipi is the shear-shear-coupling transport
coefficient. The various notations used are
dµu
ν ≡ ∂µuν + Γνµαuα ,
Du ≡ uµdµ ,
∇µ ≡ ∆µνdν ,
ωµν ≡ 1
2
(∇µuν −∇νuµ) , (D4)
The non-vanishing Christoffel symbols for polar Milne coordinates are Γτςς = τ , Γ
ς
ςτ = 1/τ ,
Γrφφ = −r, and Γφrφ = 1/r. For the smooth initial conditions considered herein, the vorticity
is zero at all times. We also set the transport coefficient τpipi to zero since this has been done
in almost all other implementations to date (see, however, [35]). As a result, we drop the
last two terms in Eq. (D3).
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1+1d equations of motion
In the boost-invariant and cylindrically-symmetric case, one has uµ = (uτ , ur, 0, 0) and, as
a result, v ≡ tanh θ⊥ = ur/uτ . In addition, for this case, the shear tensor has the following
form
piµν =

piττ piτr 0 0
piτr pirr 0 0
0 0 piφφ 0
0 0 0 piςς
 . (D5)
Note also that, in the boost-invariant and cylindrically-symmetric case, Du as defined in
Eq. (D4) reduces to the expression presented previously in Eq. (B1).
In this case, expanding Eqs. (D1), (D2), and (D3) in polar Milne coordinates one obtains
five independent equations
(ε+ P )Duu
τ = −(ur)2 (∂τP − dνpiντ )− uτur (∂rP − dνpiνr ) , (D6)
(ε+ P )Duu
r = −uτur (∂τP − dνpiντ )− (uτ )2 (∂rP − dνpiνr ) , (D7)
Duε = −(ε+ P )θu − pirr(1− v2)2∇〈rur〉 − r2 piφφ∇〈φuφ〉 − τ 2 piςς∇〈ςuς〉, (D8)
τpi(Dupi
φ
φ +
4
3
θupi
φ
φ) = −2η r2∇〈φuφ〉 − piφφ , (D9)
τpi(Dupi
ς
ς +
4
3
θupi
ς
ς ) = −2η τ 2∇〈ςuς〉 − piςς , (D10)
where
− dνpiντ = v2∂τpirr + v∂rpirr + pirr
(
∂τv
2 + ∂rv +
v2
τ
+
v
r
)
+
1
τ
piςς , (D11)
dνpi
ν
r = v ∂τpi
r
r + ∂rpi
r
r + pi
r
r
(
∂τv +
v
τ
+
2− v2
r
)
+
1
r
piςς . (D12)
In addition, one needs the following
∇〈rur〉 = −∂rur − urDuur + 1
3
(uτ )2θu , (D13)
r2∇〈φuφ〉 = −u
r
r
+
1
3
θu , (D14)
τ 2∇〈ςuς〉 = −u
τ
τ
+
1
3
θu , (D15)
θu ≡ ∇αuα = dαuα = ∂τuτ + ∂rur + u
τ
τ
+
ur
r
, (D16)
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where pirτ = −v pirr and piφφ = −piςς − (1− v2)pirr which are a consequence of the transversality
of the shear-stress tensor, uµpi
µν = 0. This system of equations has to be closed by providing
an equation of state (EoS), e.g. Peq = Peq(εeq). For the numerical results presented in the
body of the manuscript, we use the lattice-based EoS specified in Sec. V.
Viscous hydrodynamics freeze-out
The distribution function on the freeze-out hypersurface can be computed assuming that
there is a linear correction to the equilibrium distribution function [69]
f(p, x) = feq
[
1 + (1− afeq) pµpνpi
µν
2(ε+ P )T 2
]
. (D17)
Using tensor transformations applied to Eq. (37) the components of the four-momentum in
polar Milne coordinates are
pτ = pt cosh ς − pz sinh ς = m⊥ cosh(y − ς) ,
pr = px cosφ+ py sinφ = p⊥ cos(φ− ϕ) ,
pφ = −px sinφ
r
+ py
cosφ
r
= −p⊥
r
sin(φ− ϕ) ,
pς = −pt sinh ς
τ
+ pz
cosh ς
τ
=
m⊥
τ
sinh(y − ς) . (D18)
Using Eq. (D5) and expanding pµpνpi
µν in polar Milne coordinates one has
pµpνpi
µν = p2τpi
ττ + pτprpi
τr + prpτpi
rτ + p2rpi
rr + p2φpi
φφ + p2ςpi
ςς . (D19)
As a result, one obtains
pµpνpi
µν =−
(
piφφ + pi
ς
ς
v2 − 1
)(
m⊥v cosh(y − ς)− p⊥ cos(φ− ϕ)
)2
− piφφp2⊥ sin2(φ− ϕ)− piςςm2⊥ sinh2(y − ς) . (D20)
Appendix E: Factorization in non-conformal anisotropic hydrodynamics
In the case that the particles comprising the system are massive, conformality is broken
and it is no longer possible to multiplicatively factorize the energy density and pressures as
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FIG. 14. The ratios (a) rε, (b) rT , and (c) rL as a function of mˆ = m/λ for three different values
of the pressure anisotropy PL/PT = {0.1, 1, 10} corresponding to αz = {0.65499, 1, 5.4631}.
in Eqs. (10)-(13) [42, 49, 51, 56]. For a system with constant mass m one has instead [51]
ε = H3(α,Φ, mˆ)λ4 , (E1)
PT = H3T (α,Φ, mˆ)λ4 , (E2)
PL = H3L(α,Φ, mˆ)λ4 , (E3)
where α = (αx, αy, αz), mˆ ≡ m/λ, pˆ ≡ p/λ, and the constraint Φ = 13
∑
i α
−2
i − 1 with
i ∈ {x, y, z} is implicit. The functions H3, H3T , and H3L are given by
H3(α,Φ, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (E4)
H3T (α,Φ, mˆ) ≡ 1
2
N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2T
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (E5)
H3L(α,Φ, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2L
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (E6)
with α2⊥ ≡ α2x cos2 φ + α2y sin2 φ, pˆ = |pˆ|, N˜ = Ndof/(2pi)3 with Ndof being the number of
degrees of freedom, and the functions H2, H2T , and H2L are given by
H2(y, z) = y√
y2 − 1
(
(1 + z2) tanh−1
√
y2 − 1
y2 + z2
+
√
(y2 + z2)(y2 − 1)
)
, (E7)
H2T (y, z) = y
(y2 − 1)3/2
[(
z2 + 2y2 − 1) tanh−1√ y2 − 1
y2 + z2
−
√
(y2 − 1)(y2 + z2)
]
, (E8)
H2L(y, z) = y
3
(y2 − 1)3/2
[√
(y2 − 1)(y2 + z2)− (z2 + 1) tanh−1
√
y2 − 1
y2 + z2
]
. (E9)
Since H3, H3T , and H3L depend on many variables, we first restrict ourselves to the case
that αx = αy which is appropriate for the case of 1+1d dynamics considered in the body of
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the text. In addition, since, in the body of the text we assume Φ = 0, we also assume this
here. With these assumptions, one can write αx in terms of αz [51]
α2x =
2α2z
3α2z − 1
. (E10)
In order to test the degree to which the conformal factorization occurs in the massive case,
we define three ratios
rε ≡ H3(α, 0, mˆ)H3(1, 0, mˆ)R(αx, αz) , (E11)
rT ≡ H3T (α, 0, mˆ)H3T (1, 0, mˆ)HTx(αx, αz) , (E12)
rL ≡ H3L(α, 0, mˆ)H3L(1, 0, mˆ)HL(αx, αz) , (E13)
whereR,HTx, andHL are defined in Eqs. (C1)-(C4). The factors ofH3(1, 0, mˆ),H3T (1, 0, mˆ),
HL(1, 0, mˆ) are introduced in the denominator in order to compensate for the trivial mass
dependence of the EoS in the isotropic case. If these ratios are equal to one, then there is
perfect factorization of the diagonal components of the energy momentum tensor and the
size of the deviation from unity is indicative of the degree to which factorization is broken
in the non-conformal case. We present our numerical evaluation of these three ratios in
Fig. 14. As can be seen from the three panels, as long as 0.1 < PL/PT < 10 and mˆ < 1,
the maximum correction to all of these ratios is approximately 5%. For the case of oblate
pressure anisotropies, which is more relevant for phenomenological application to heavy ion
collisions, the maximum correction is approximately 3%.
Appendix F: Gubser flow tests
In this appendix we present results of code tests for both the anisotropic hydrodynamics
and viscous hydrodynamics codes used in the body of the text. For our tests, we initialize the
codes at a given proper time using the exact Gubser solution of the hydrodynamic equations
appropriate for each case (see [59, 70]).9 Gubser flow is a conformal flow which, in polar
9 These exact solutions are the ones appropriate for each approximation scheme and are not to be confused
with e.g. the exact solution of the Boltzmann equation in the relaxation time approximation (RTA)
[57, 58]. When compared to the exact RTA solution, anisotropic hydrodynamics does a dramatically
better job reproducing the exact RTA solution and can be shown to analytically reproduce both the ideal
and free-streaming limits [59].
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FIG. 15. Comparison of the numerical 1+1d solution to the second-order viscous hydrodynamics
equations with the corresponding exact Gubser-flow solution [70] at τ = 10 fm/c. The initial
central temperature was T0 = 600 MeV at τ0 = 1 fm/c with 4piη/s = 3. For this test we took
q = (1 fm/c)−1.
Milne coordinates, is completely determined by symmetry constraints to be [71, 72]
uµ = (cosh θ⊥, sinh θ⊥, 0, 0) , (F1)
where
θ⊥ = tanh
−1
(
2q2τr
1 + q2τ 2 + q2r2
)
, (F2)
with q being an energy scale which sets the transverse spatial size of the system. Gubser
flow is best understood through the introduction of de Sitter variables ρ and θ [71]
sinh ρ = −1− q
2τ 2 + q2r2
2qτ
, (F3)
tan θ =
2qr
1 + q2τ 2 − q2r2 , (F4)
where ρ and θ are components of de Sitter coordinates, xˆµ = (ρ, θ, φ, ς). Note that, for fixed
r, the limit τ → 0+ corresponds to the limit ρ→ −∞ and the limit τ →∞ corresponds to
the limit ρ → ∞. As a consequence, the de Sitter map −∞ < ρ < +∞ covers the future
(forward) light cone. In what follows in this appendix, all Weyl-rescaled variables defined
in de Sitter coordinates are indicated with a hat. Note that, since Gubser flow is conformal,
the EoS used in the tests presented below is a conformal (ideal) equation state.
Gubser flow using Israel-Stewart second-order viscous hydrodynamics
For the second-order hydrodynamic approximation subject to Gubser flow one has to
solve two coupled ordinary differential equations subject to a boundary condition at ρ= ρ0.
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For the case of Israel-Stewart viscous hydrodynamics, the necessary equations are [70]
1
Tˆ
dTˆ
dρ
+
2
3
tanh ρ =
1
3
p¯iςς (ρ) tanh ρ , (F5)
dp¯iςς
dρ
+
4
3
(
p¯iςς
)2
tanh ρ+
p¯iςς
τˆpi
=
4
15
tanh ρ , (F6)
where p¯iςς ≡ pˆiςς/(Tˆ sˆ) and τˆpi = 5η/(sTˆ ). Once the solution of these ordinary differential
equations is obtained, one can map them back to Minkowski space using Eqs. (F3) and
(F4).
We present our results for the comparison of our Israel-Stewart solver and the exact
solution in Fig. 15. We use the same algorithm, lattice spacing, and temporal time step as
in the main body of the text. As one can see from Fig. 15, we are able to obtain excellent
agreement between our numerical solution of the 1+1d Israel-Stewart partial differential
equations and the exact solution subject to Gubser flow, even as late as τ = 10 fm/c.
There are some small discrepancies near the boundary of the simulated region which are
due to boundary effects. We have checked that these effects can be reduced by using larger
simulation volumes.
Gubser flow using anisotropic hydrodynamics
The dynamical equations needed to describe the de Sitter-space evolution of a system
subject to Gubser flow using anisotropic hydrodynamics are [59]
4
d log λˆ
dρ
+
3αˆ2ς
(
H2L(y¯)
H2(y¯) + 1
)
− 4
3αˆ2ς − 1
d log αˆς
dρ
+ tanh ρ
(H2T (y¯)
H2(y¯) + 2
)
= 0 , (F7)
6αˆς
1− 3αˆ2ς
dαˆς
dρ
− 3
(
3αˆ4ς − 4αˆ2ς + 1
)
4τˆeqαˆ5ς
(
Tˆ
λˆ
)5
+ 2 tanh ρ = 0 , (F8)
where y¯ ≡ αˆς/αˆθ =
√
(3αˆ2ς − 1)/2. The H-functions appearing above are defined in
Eqs. (C5)-(C7). The set of equations can be closed by using the dynamical Landau matching
condition
Tˆ =
αˆς
y¯
(H2(y¯)
2
)1/4
λˆ. (F9)
Once the solution of these ordinary differential equations is obtained, one can map them
back to Minkowski space using Eqs. (F3) and (F4).
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FIG. 16. Comparison of the numerical 1+1d solution to the anisotropic hydrodynamics equations
with the corresponding exact Gubser-flow solution [59] at τ = 10 fm/c. The parameters, grid
spacings, etc. used are the same as in Fig. 15.
We present our results for the comparison of our anisotropic hydrodynamics solver and
the exact solution in Fig. 16. As before, we use the same algorithm, lattice spacing, and
temporal time step as in the main body of the text. As one can see from Fig. 16, we are
able to obtain excellent agreement between our numerical solution of the 1+1d anisotropic
hydrodynamics equations and the exact solution subject to Gubser flow, even as late as
τ = 10 fm/c. As in the case of the Israel-Stewart solver, there are some small discrepancies
near the boundary of the simulated region which are due to boundary effects. We have, once
again, checked that these effects can be reduced by using larger simulation volumes.
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