Compressive sampling matching pursuit (CoSaMP) is an efficient reconstruction algorithm for sparse signal. When the signal is block sparse, i.e., the non-zero elements are presented in clusters, some block sparse reconstruction algorithms have been proposed accordingly. In this paper, we present a new block algorithm based on CoSaMP, called block compressive sampling matching pursuit (Block-CoSaMP). Compared with CoSaMP algorithm, the proposed algorithm shows improved performance when sparse signal is presented in block form. Restricted isometry property (RIP) of measurement matrix is an effective tool for analyzing the performance of the CS algorithm, and Block restricted isometry property (Block RIP) is the extension of traditional RIP. Based on the Block RIP, we derive the sufficient condition to guarantee the convergence of Block-CoSaMP algorithm. In addition, the number of required iterations is obtained. Finally, simulation experiments show that with the increase of block length, the performance of Block-CoSaMP algorithm approaches to that of block subspace pursuit (Block-SP) algorithm. When the block length and sparsity are small, the performance of Block-CoSaMP algorithm is better than that of the CoSaMP, l 2 /l 1 norm and block orthogonal matching pursuit (BOMP) algorithms. Especially, when compared with CoSaMP and l 2 /l 1 norm algorithms, the proposed algorithm exhibits more obvious performance gain.
I. INTRODUCTION
Compressed sensing (CS) [1] is an efficient sampling method. By exploiting the sparse nature of the signal, CS can obtain the discrete samples of the signal through random sampling at a rate far less than Nyquist sampling rate. During the reconstruction, some non-linear algorithms are used to recover the signals perfectly [2] . In the past decade, CS has attracted a lot of attention in many different fields such as high resolution Radar [3] , wireless communication [4] , and data mining [5] .
The main purpose of CS is to recover a sparse signal from the undetermined linear system y = Dx, where D ∈ R m×N (m N ) denotes the measurement matrix, y ∈ R m represents the measurement vector and x ∈ R N is the sparse signal. Usually, one of the algorithms to obtain the sparse The associate editor coordinating the review of this manuscript and approving it for publication was Zilong Liu . solution is to use the following l 0 minimization: min x 0 s.t. y = Dx.
(1) However, the above l 0 minimization is NP-hard. In order to overcome the shortcomings of the l 0 minimization, many alternative algorithms have been proposed, such as convex relaxation method, greedy pursuits, etc. Among these algorithms, l 1 minimization (Basic Pursuit, BP) is the convex relaxation of l 0 minimization as follows. 
Candés, Tao and Donoho et al have proposed that if the measurement matrix D satisfies the restricted isometry property (RIP), l 1 minimization is equivalent to l 0 minimization. The matrix D satisfies the RIP with K order, if
holds for any K -sparse signal x. The infimum of δ (0 < δ < 1) denoted by δ K is called the restricted isometry constant (RIC) [6] . In addition, RIP is also an important criterion to determine whether l 1 minimization can accurately recover the sparse signal x [6] . The complexity of l 1 minimization is O(N 3 ) which is unfortunately too high for many practical applications [7] , [8] . As another alternative approach, greedy pursuit algorithms can greatly reduce the computational complexity. The conventional greedy pursuit algorithm includes orthogonal matching pursuit (OMP) [9] , subspace pursuit (SP) [10] , compressive sampling matching pursuit (CoSaMP) [11] algorithms et al. Reference [11] - [18] propose many RIP based conditions to ensure exact recovery of sparse signals by greedy algorithms. The authors in [12] show that OMP algorithm can exactly recover any K -sparse signal x in K iterations if the RIC satisfies δ K +1 < 1/ √ 2K . Subsequently, the sufficient condition is improved to ( √ 4K + 1 − 1)/(2K ) [13] . Recently, the authors in [14] have further improved this sufficient condition to δ K +1 < 1/ √ K + 1. [15] shows that δ 3K < 0.325 can guarantee SP algorithm to recover any sparse signal in finite iterations. Reference [16] improves the RIC for SP to δ 3K < 0.4859. D. Needell and Tropp [11] point out that δ 4K < 0.1 can ensure CoSaMP algorithm to converge. In [17] , it shows that the RIC for CoSaMP can be relaxed to δ 4K < 0.384. The latest result in [18] improves the RIC for CoSaMP to δ 4K < 0.5. The traditional sparse model assumes that non-zero elements are located anywhere within the signal vector. Recently, some scholars have focused on the scenario where the signals exist only in the direct sum of a small number of subspaces. Such scenario corresponds to the representation of non-zero elements in several blocks, which is called a block sparse representation. Block sparsity arises in many applications such as DOA estimation [19] , doppler ultrasound reconstruction [20] , and face recognition [21] .
The question arises whether the recovery performance can be improved by exploiting the block sparsity when compared with the traditional sparse signal. Many methods have been proposed in order to achieve better sparse recovery performance by using block structure. One method is to extend the BP method to the mixed l 2 /l 1 -norm. In [22] , it is shown that if the measurement matrix D has a small block RIP, l 2 /l 1 -norm algorithm can recover any block sparse signal x. However, the l 2 /l 1 -norm algorithm is computationally complex. Other useful algorithm includes block orthogonal matching pursuit (BOMP) [23] , block subspace pursuit (Block-SP) [24] and block smoothed l 0 (BSL0) [25] , which are extended from OMP, SP and smoothed l 0 (SL0), respectively. BOMP is the block version of OMP, which outperforms the latter but does not performs well when blocks are not long enough. As shown in [24] , Block-SP algorithm exhibits perfect recovery performance for block sparse signal, but the RIP condition of the measurement matrix is very strict. Although BSL0 inherits the advantage of SL0, the setting of the input parameters causes the BSL0 method to become partially complicated. Similar to traditional sparse model, [24] , [26] , [27] consider the recovery conditions of some block sparse algorithms such as BOMP and Block-SP. [26] has proved that δ d(K +1) < 1/(2 √ K + 1) (d denotes the block length) is a sufficient condition for the exact recovery of block sparse signal x via the BOMP algorithm. In addition, [27] provides an improved sufficient condition δ d(K +1) < 1/( √ K + 1) which can guarantee the convergence of BOMP algorithm. In [24] , it was shown that if the block RIC of the measurement matrix D satisfies δ 3dK < 0.1672, Block-SP can exactly recover any d-block sparse signal x. As a typical algorithm, CoSaMP algorithm has low computational complexity for traditional sparse signal recovery. Currently, there is no block sparse recovery algorithm directly based on the principle of CoSaMP algorithm.
In this paper, we propose and analyze a new block sparse reconstruction algorithm, named Block-CoSaMP. To show its improved efficiency when compared with CoSaMP, the analytical performance of Block-CoSaMP is provided. First, we define the inner product and norm of block vectors, and present some properties of block RIP that are useful for subsequent theoretical developments. Then, based on block RIP, the recovery performance of the proposed algorithm is analyzed. It shows that if the block RIC of the measurement matrix D satisfies δ 4dK < 0.5, Block-CoSaMP can exactly recover the block sparse signal in finite iterations. This sufficient condition is more relaxed than those of BOMP and Block-SP algorithms. In addition, we derive the upper bound on the number of required iterations for convergence. Finally, we evaluate the performance of Block-CoSaMP algorithm by numerical simulation, which is compared with some well-known reconstruction algorithms. For different values of block length d, the numerical simulation illustrates the advantages of the proposed algorithm.
Notations: K and d are the block sparsity and block length of signal x, respectively. We denote by M be the block index set {1, 2, · · · , M }. Then, given any I ⊆ M and x ∈ R N , the vector x I is defined as follows: [x] l i = x[l i ] for l i ∈ I, where x[l i ] denotes the l i -th block of x. Similarly, given the matrix D ∈ R m×N , the matrix D I is defined such that for
The complement of I is denoted byĪ = {1, 2, · · · , M }/I. |I| is the length of I. The block support of x is denoted by
The rest of the paper is organized as follows. Section II introduces the relevant definitions and lemmas which are beneficial to describe the theoretical results of the proposed algorithm. Section III presents the proposed Block-CoSaMP algorithm and derives the theoretical results. Section IV shows the numerical simulations for illustrating the recovery performance of the proposed algorithm. The whole paper is summarized in Section V.
II. BLOCK SPARSITY AND BLOCK RIP
This section introduces the definitions of block sparsity and block RIP. It also presents some properties of block RIP for subsequent theoretical developments.
A. BLOCK SPARSITY
The block sparse signal x can be described as follows, [1] x d+1 , · · · , x 2d ,
where x T [i] (i ∈ {1, · · · , M }) denotes the i-th block of x, d represents the block length and N = Md. The signal K is called block sparse if there are at most K blocks in M blocks that are non-zero. When d = 1, the block sparsity reduces to the conventional sparsity defined in [2] . By the definition of l 2 /l 0 , the block sparsity can also be expressed as
where I (·) represents the indicator function and is defined as follows,
B. BLOCK RIP In [28] , the conventional restricted isometry property is extended to the block sparse vector, thus resulting in the following definition. Definition 1 (Block RIP): For any d-block sparse signal x ∈ R N , the measurement matrix D satisfies the block RIP of order K , if
The infimum of δ d (0 < δ d < 1) denoted by δ dK is called the block restricted isometry constant [28] . Similar to (3), the measurement matrix D can be presented in a manner of concatenating column blocks:
where
|I| is the size of I. D I ∈ R m×|I|d denotes the column submatrix of D whose indices vary from (l 1 − 1)d + 1 to l i d as follows.
In the same way, x I ∈ R |I|d is the subvector of x whose elements vary from ((l 1 − 1)d + 1)-th element to l i d-th element. Thus, Block-RIP can be expressed in the following form.
Definition 2: The matrix D satisfies the block RIP with order K , if for any index set I ⊆ {1, · · · , M } with |I| ≤ K , it can be shown that
or
In order to show the properties of Block RIP, we further up give the following definition.
Definition 3: For any block vectors x, z ∈ R N , the inner product and norm are defined by
and
respectively.
C. PROPERTIES OF BLOCK RIP
Similar to the monotonicity of conventional RIP, [24] discusses the monotonicity of block RIP. Lemma 1 (Monotonicity): For any two positive integers K and K , if K ≤ K , then we have [24] δ dK ≤ δ dK .
Based on this lemma, we provide the following two lemmas.
Lemma 2: For any d-block index set I with |I| ≤ K , if the measurement matrix D satisfies the block RIP with order K , then the block RIC satisfies
and I d is the unit matrix with size d. Proof: For all x ∈ R |I|d , (10) is equivalent to
From left hand side of (16), we notice that
Since 
As a result, (16) is equivalent to
Since δ dK is the infimum of δ d , (14) is proved accordingly. Lemma 3: For any vectors x, z ∈ R N and integer K > 0, I 1 , I 2 ⊆ {1, 2, · · · , M } are defined as the block sparse index sets of x and z, respectively. If
In addition, if
Proof: By the definition of the inner product, it shows that
where the penultimate inequality is based on the compatibility of norm and the last inequality is from Lemma 2.
Therefore, the proof of (19) is complete. Accordingly, we can obtain (22), the proof of (20) is finished.
III. ALGORITHM DESCRIPTION AND THEORETICAL ANALYSIS
In this section, we describe the Block-CoSaMP algorithm in subsection III-A. Then, based on the block RIP, subsection III-B derives the sufficient condition to ensure convergence of Block-CoSaMP algorithm. Finally, based on this sufficient condition, subsection III-C obtains the upper bound of the number of iterations required to exactly recover the original block sparse signal x.
A. ALGORITHM DESCRIPTION
In this subsection, we present our proposed algorithm.
The main steps of Block-CoSaMP is summarized in Algorithm 1. Block-CoSaMP algorithm is initialized with the trivial block sparse signal approximation x 0 = 0 and the trivial block support index set estimation T 0 = ∅. In addition, the block parameter d needs to be inputted into the Block-CoSaMP algorithm. Different from the CoSaMP algorithm, the Block-CoSaMP algorithm identifies and prunes block by block in each iteration.
In the n-th iteration, steps 4) is called identification stage. The identification stage of Block-CoSaMP algorithm chooses a block index set T that is best match to the 2K largest magnitude block components h n [j] 2 in the vector D H y n−1 r . Then, in step 5), identification step merges T and T n−1 . In step 6), Block-CoSaMP solves the least squares problem to approximate the original signal x on the combined setT n .
Steps 7) and 8) are the pruning stages. Block-CoSaMP algorithm obtains the estimation of block support index set T n and block sparse signal x n in current iteration by preserving the first K largest magnitude block components in vectorx n .
B. THEORETICAL GUARANTEE
In this subsection, sufficient condition is given to ensure the convergence of Block-CoSaMP algorithm. The following are some useful lemmas for theoretical guarantee. These lemmas are proved in Appendix A-C.
Lemma 4: In the n-th iteration of Block-CoSaMP Algorithm, forT n ⊆ {1, 2, · · · , M }, K = |T n | denotes the size ofT n , andx n is the solution of least squares problem arg min
Thus, the following orthogonal property is satisfied
Proof: The proof of Lemma 4 is given in Appendix A. VOLUME 7, 2019 Algorithm 1 Block-CoSaMP Algorithm Require: D, y, sparsity K , block length d.
Initialize: x 0 = 0, h 0 = D H y, T 0 = ∅. In the n-th iteration, 1). n = n + 1; 2). y n r = y − Dx n ; 7) . T n ={K block indices corresponding to the K largest magnitude d-block components ofx n }; 8). x n ={the d-block vector fromx n that keeps the components ofx n in T n and set all other ones to zero}; until the stopping rule is met. Ensure: The estimate signalx.
Lemma 5:
In the n-th iteration Block-CoSaMP Algorithm, if the block restricted isometry constant of measurement matrix D satisfies δ dK +dK < 1, the following inequalities are valid such that
Obviously, K < K is satisfied. Let ∇T n be the block index set corresponding to the K − K smallest block magnitude entries ofx n inT n , we have
Proof: The proof of Lemma 5 can be found in Appendix B.
Without less of generality, we assume that the block index set |T n | = 3K and T ∩T n−1 = ∅. Then, in the identification step of Block-CoSaMP algorithm, the following lemma is satisfied.
Lemma 6: In the identification steps 4) and 5) of Block-CoSaMP algorithm, it can be derived that
Proof: The proof of the Lemma 6 is postponed to Appendix C.
After the above preparation, the following theorem is derived to ensure the convergence of Block-CoSaMP algorithm.
Theorem 1: For the compressed sensing model y = Dx, if the block restricted isometry constant δ 4dK < 0.5, then the sequence of x n generated by Block-CoSaMP algorithm in the n-th iteration satisfies
where ρ = 2δ 2 4dK (1+δ 2 4dK ) 1−δ 2 4dK < 1 holds due to the condition δ 4dK < 0.5.
Proof: By Lemma 6, it shows
According to Lemma 5, we get
Combining (29) and (30), we have
Defining ∇T as the block index set which contains the 2K smallest block components inx n , and by Lemma 5, it is clear that
Dividing the block set T n into two disjoint part: ∇T andT n , we show that
which means that
Since T n is the block index set which keeps the K largest magnitude block components ofx n , we have
where the second inequality is based on Lemma 5, and the third inequality is from (30). Dividing the block index set of x T − x n into disjoint part T n and T n , it is obvious that (x T − x n ) T n = (x T ) T n , then we have
where the inequality is due to (34) and (35). Therefore, it can be shown that
where ρ = (2δ 2 4dK (1 + 2δ 2 4dK ))/(1 − δ 2 4dK ). In order to guarantee the convergence of Block-CoSaMP algorithm, ρ < 1 is required. By solving the square root, δ 4dK < 0.5 is satisfied. Then, by using mathematical induction, Theorem 1 is proved.
Remak 1: For certain constant c > 0, [29] shows that if m > cK log(N /K ), then the measurement matrix D has a small RIC with high probability. For the results in [24] and [27] , the sufficient conditions for Block-SP and BOMP algorithms are δ 3dK < 0.1672 and δ d(K +1) < 1/( √ K + 1), respectively. Based on the monotonicity of block RIP, it shows that δ 3dK < δ 4dK < 0.5. Meanwhile, with the increase of K , the upper bound of δ d(K +1) can approach zero. Therefore, the sufficient condition for Block-CoSaMP is more relaxed than that of Block-SP and BOMP. In theory, more relaxed condition means that it needs fewer measurements to guarantee the exact sparse recovery.
C. NUMBER OF REQUIRED ITERATIONS
In this subsection, using the Block-CoSaMP algorithm, the number of iterations needed to reconstruct arbitrary K -block sparse signals is upper bounded.
Theorem 2: If the measurement matrix D ∈ R m×N satisfies δ 4dK < 0.5, then any K block sparse vector x ∈ R N can be exactly recovered by Block-CoSaMP algorithm with y = Dx in at most
number of iterations. Proof: According to the steps 7) and 8) in Algorithm 1, if T n = T , we will obtain the exact solution by keeping the K largest block magnitude components inx n in step 8). For all i ∈ T and j ∈ T , a sufficient condition to guarantee T n = T in step 7) is
From the left hand side of above inequality, it holds that
Then, it can be shown that
where the last inequality is derived from 2 . Therefore, (39) is satisfied as soon as
So, taking the logarithm of both sides of the inequality (42), the smallest iteration number is
Then, the proof of Theorem 2 is finished. Remak 2: The block sparse can be treated as a special case of conventional sparse signal. When CoSaMP algorithm is used to recover the block sparse signal x, the sparsity is dK . Repeating the process of (39)-(43), the number of required iterations for CoSaMP is 2dK ) when the block length d > 1. Therefore, when Block-CoSaMP algorithm is used to recover the block sparse signal, the number of required iterations is fewer than that of CoSaMP algorithm.
IV. SIMULATION RESULTS
In this section, we present the results of some simulations to evaluate the computational accuracy and complexity of our proposed algorithm. To observe the performance of Block-CoSaMP algorithm, the frequency of successful reconstruction is used as the evaluation metric, where the ''success'' is declared when the following error is less than a fixed threshold 10 −6 .
wherex is the estimated value of x by the Block-CoSaMP algorithm.
We compare Block-CoSaMP algorithm with four other recovery algorithms: the CoSaMP algorithm, the BOMP algorithm, the l 2 /l 1 algorithm and the Block-SP algorithm. The main settings in our evaluations are as follows. 1) The measurement matrix D is a Gaussian random matrix with entries drawn i.i.d from N (0, 1 m ). The values of m and N are assumed to be 256 and 512, respectively. All columns of D are normalised to be unit norm. 2) Given a value m, the product of block length d and block sparsity K satisfy d × K ≤ m 2 = 128. 3) The block sparse signal x is artificially generated.
In order to generate a block K sparse signal, first, a nonzero K block position is randomly selected. Then, the value of each element in the selected block follows the standard normal distribution of N (0, 1). Simultaneously, the value of the element in other unselected blocks is set to 0. 4) BOMP algorithm executes K iterations. For other algorithms, We use a common stopping rule y − x n F ≤ 10 −6 y F .
5)
For each distinct value d and K , the experiments repeat 200 times. (a). Fig. 1 shows each algorithm's performance in terms of the frequency of exact reconstruction under different block length levels d = 2, 4, 8 and 16. For fixed d, we find that the performance of Block-CoSaMP has improved a lot compared to CoSaMP when the signal is block sparse. Meanwhile, when the block sparsity K is small, the critical sparsity of Block-CoSaMP algorithm can also exceeds BOMP and l 2 /l 1 algorithms. Especially in case of d = 8, 16, the critical block sparsity of Block-CoSaMP can fully exceed that of l 2 /l 1 algorithm.
Unlike the BOMP and Block-SP algorithms, where the signal is estimated by the least squares method, Block-CoSaMP algorithm obtains the estimation block sparse signal x n by preserving the K largest block magnitude in vectorx n . As a result, when the value of block sparsity K is large, the critical block sparsity of the Block-CoSaMP algorithm is lower than that of the BOMP and Block-SP algorithms. However, with the increase of block length d, we see that the critical sparsity of Block-CoSaMP algorithm gradually approaches Block-SP algorithm.
(b). Next, we consider the complexity of the Block-CoSaMP algorithm and compare it with other algorithms. The CPU time is used for evaluating the complexity. Our simulation results are executed in MATLAB 2017b environment using an Intel (R) Core (TM) i7-7700 3.60 GHz CPU with 8GB memory, and under Windows 7 operating system. Table 1 shows the average CPU time of all algorithms. It can be concluded from simulation results that Block-CoSaMP is faster than BOMP and Block-SP when K is not very large. Since Block-CoSaMP algorithm obtains the estimated block sparse signal x n by preserving the K largest block magnitude in vectorx n , this leads to block Block-CoSaMP being slower than BOMP and block-SP when the block sparsity K is very large. In addition, since Block-CoSaMP directly uses the block version of the CoSaMP, it can be seen that in the recovery of the block sparse signal, the Block-CoSaMP always converges faster than CoSaMP.
V. CONCLUSION
In this paper, a novel method for block sparse signal recovery, named Block-CoSaMP, is proposed. Based on the Block-RIP, the recovery performance is studied. It is shown that if the measurement matrix D satisfies the block RIP of order 4dK with a block isometry constant δ 4dK < 0.5, Block-CoSaMP algorithm can converge so that the original signal can be exactly recovered in finite number of iterations. This sufficient condition is relaxed when compared with Block-SP and BOMP algorithms. Then, based on this sufficient condition, the number of required iterations is obtained. Since the block index is selected during each iteration, the Block-CoSaMP algorithm requires fewer number of iterations than CoSaMP algorithm to recover the original signal successfully. In addition, by compared with the well-known reconstruction algorithms, the numerical simulations demonstrate the effectiveness of Block-CoSaMP algorithm. Block-CoSaMP shows great performance gain when sparsity K and block length d are not very large. Based on the orthogonality, the block vector y − Dx n is orthogonal to block space {Dz, I(z) ⊆T n }. Thus, for all z ∈ R N with I(z) ⊆T n , we have
which means Lemma 4 is proved.
B. PROOF OF LEMMA 5
For I(x) = T , we have y = Dx T . By using Lemma 4, (45) is equivalent to
Let z = (x T −x n )T n , and we have
For
where the last inequality is from Lemma 3. Dividing (x T − x n )T n F on the both sides of (47), inequality (24) is obtained. For I(x n ) ⊆T n , so (x T −x n )T n F = (x T )T n F is satisfied. Dividing the block index set of x T −x n into two disjoint parts:T n andT n , the relation between x T −x n F and (x T )T n F be shown as follows
Arranging both side of (48), it shows that
which completes the proof of inequality (25) . VOLUME 7, 2019 Because of K < K , there is a block index set ⊆T n \T with | | = K − K . Meanwhile, ∇T n contains the block indices of the K − K smallest magnitude block components ofx n inT n . It is clear that
Removing the common block index set part ∇T n ∩ , it can be shown that
where the last equality is derived from T ∩ = ∅ and (x T ) \∇T n = 0. For the left hand side of (51), noticing that the block index sets T ∩ = ∅ and (x T )
Combining (51) and (52) and noticing that (∇T n \ ) ∩ ( \∇T n ) = ∅ and (∇T n \ ) ∪ ( \∇T n ) ⊆T n , we obtain that
where the first inequality is based on the triangular inequality of norm, the second one is based on Cauchy Schwartz inequality, and the last one is derived from the inequality (21) . Then, the proof of (26) is finished.
C. PROOF OF LEMMA 6
For T be the block index set corresponding to the 2K largest magnitude block components h n [j] 2 in D H (y−Dx n−1 ), it is equivalent to
Removing the common block index part in (T ∪ T n−1 ) ∩ T , we obtain
Because (x T − x n−1 ) T \(T ∪T n−1 ) = 0, for the right hand side of (55), we have
It is clear that (x T −Dx n−1 ) (T ∪T n−1 )\ T = (x T −Dx n−1 ) T . For the left hand side of (55), we obtain (D H (Dx T − Dx n−1 )) (T ∪T n−1 )\ T F = (D H D(x T − x n−1 )) (T ∪T n−1 )\ T F = ((D H D − I)(x T − x n−1 )) (T ∪T n−1 )\ T
Combining (55)-(57), we can show
where the penultimate inequality is based on Cauchy-Schwartz inequality, and the last one is based on Lemma 3. For I(x n−1 ) ⊆ T n−1 ⊆T n and T ⊆T n , we obtain that
Combining (58) 
