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We present a concise proof for existence and uniqueness of solutions of linear
parabolic PDEs. It is based on an analysis of the corresponding differential opera-
tor and its adjoint in appropriate spaces and simple enough to be presented in the
context of an introductory lecture on optimal control of PDEs. Our approach also
clarifies some aspects in the structure of first order optimality conditions as illustrated
at an example.
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1 Introduction
Optimal control of parabolic partial differential equations is a classical topic of optimal
control theory (cf. e.g. [4, 5]) and taught regularly in lectures on this subject. While
the theory of these equations is the basis for their optimal control, it is widely considered
too difficult and time-consuming to present existence and uniqueness proofs for parabolic
PDES to students in a lecture on optimal control. Classical approaches are the Galerkin
method [7, 1, 6] and semi-group theory [2], two powerful techniques which apply to linear
and nonlinear problems alike. However, their precise presentation is very time-consuming,
and it involves many technical steps if applied in that generality that is needed for optimal
control.
The purpose of this paper is to present a concise proof of existence and uniqueness of
solutions for linear parabolic PDEs, which is straightforward and quite general in terms of
regularity properties of the involved operators and data. Roughly speaking, we describe
the differential operator on the left-hand side as a linear mapping A between appropriate
Banach spaces and show that it is an isomorphism by analyzing A and its adjoint A∗. In
the context of optimal control an analysis of A∗ is necessary anyway, because it appears in
the first order optimality conditions for optimal control problems. This is demonstrated in
the following prototypical abstract result, which yields first order optimality conditions at
a local minimizer:
Theorem 1.1. Let Y , P , and U be Banach spaces, and P be reflexive. Assume that
A : Y → P ∗ is an isomorphism and B : U → P ∗ is continuous. Let f : Y × U → R be a
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functional. Assume that the problem
min
(y,u)∈Y×U
f(y, u) s.t. Ay −Bu = 0,
has a local minimizer (y, u). If f is Gâteaux differentiable at (y, u), then there exists a
unique adjoint state p ∈ P which satisfies:
∂
∂y
f(y, u) +A∗p = 0
∂
∂u
f(y, u)−B∗p = 0.
(1)
Proof. Let us define X = Y ×U and C := (A,−B) : X → P ∗. Since (y, u) is a minimizer of
f on kerC, we can conclude that its Gâteaux derivative f ′(y, u) ∈ X∗ satisfies f ′(y, u)δx = 0
for all δx ∈ kerC. This means that
f ′(y, u) ∈ (kerC)⊥ := {` ∈ X∗ : `(δx) = 0 ∀δx ∈ kerC}.
Since C is a surjective, continuous mapping between Banach spaces, we can apply the closed
range theorem to conclude that ranC∗ = (kerC)⊥, so that f ′(y, u) ∈ ranC∗. This means,
that there is p ∈ P = P ∗∗, such that f ′(y, u) + C∗p = 0, which is (1).
Remark 1.2. More generally, it would be sufficient to consider A : Y ⊃ D → P ∗ as a
closed and surjective, possibly unbounded operator which is densely defined. Even more
generally, for existence of (non-unique) p it would suffice that C as used in the proof has
closed range.
Application of this abstract result to a concrete problem involves the following steps
concerning A. First, A has to be defined as an operator between appropriately chosen
spaces Y and P ∗. Our choice of a dual space P ∗ for the codomain of A models the situation
that A is an operator in weak form, i.e., the equation Ay−Bu = 0 in P ∗ is just a different
notation for
(Ay −Bu)(p) = 0 ∀p ∈ P.
Then one has to show that A is an isomorphism. Finally, it is desirable to give an inter-
pretation of the adjoint operator A∗ as a differential operator again, so that the first line
of (1) can be interpreted as a partial differential equation. This is particularly interesting
in the parabolic case.
In this work we will present a concise and clear way to perform this program for parabolic
PDEs. In Section 2 we fix our functional analytic framework and provide auxiliary results.
In Section 3 we define and analyze A and A∗ in the case that they model linear parabolic
equations and their adjoints. In Section 4 we apply our results to a class of optimal control
problems with parabolic PDEs.
2 Function Spaces for Time-dependent problems
In this section we recapitulate basic results on the function spaces involved. They can either
be found easily in the literature (see e.g. [7, 1, 6]) or have a short proof, which is presented
here.
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2.1 Basic results on vector valued functions
Let (X, ‖ · ‖) be a separable Banach space and [0, T ] a bounded proper interval in R. Let
us recall some standard definitions and results on vector valued functions.
The space C([0, T ];X) is the space of all continuous functions f : [0, T ] → X with the
usual norm ‖f‖C([0,T ],X) = maxt∈[0,T ] ‖f(t)‖. By C∞0 ([0, T ];X) we denote the space of
infinitely often differentiable functions with compact support in ]0, T [. For 1 ≤ q < ∞,
Lq(0, T ;X) denotes the space of all (equivalence classes w.r.t. zero measure) of Bochner
integrable functions f :]0, T [→ X such that






If X is reflexive and separable, 1 < q < ∞, and q−1 + (q′)−1 = 1, then Lq(0, T ;X) is
reflexive and separable, and Lq(0, T ;X)
∗ ∼= Lq′(0, T ;X∗).
Denote by χI the characteristic function of an interval I ⊂ [0, T ]. By a step function





where Ik ⊂ [0, T ] are intervals and xk ∈ X for k = 1 . . . n. It is well known (cf. e.g. [1,
Kap. IV Lemma 1.3]) that the step functions are dense in Lq(0, T ;X).
Lemma 2.1. C∞0 ([0, T ];X) is dense in Lq(0, T ;X) for 1 ≤ q <∞.
Proof. This is an easy consequence of the density of step functions: each characteristic
function χI is contained in Lq(0, T ;R) and can thus be approximated by a smooth function
in χεI ∈ C∞0 ([0, T ],R) to arbitrary accuracy. Thus, each step function, defined as in (2) can





Since step functions can in turn be used to approximate elements of Lq(0, T ;X) our assertion
follows.
2.2 Evolution triples and generalized time derivatives
Let H be a separable Hilbert space, V a separable and reflexive Banach space and V ↪→ H
be continuously densely embedded. Then we can write H∗ ∼= H via the Riesz isomorphism
h∗ ∼ 〈h, ·〉H . This also yields the adjoint embedding H ↪→ V ∗. The triple V ↪→ H ↪→ V ∗
is called evolution triple. In the following we will always identify H and H∗ via its Riesz
isomorphism. In applications, H is usually an L2-space.
If v ∈ L1(0, T ;V ), w ∈ L1(0, T ;W ) then w is called generalized (or distributional) time
derivative of v, if∫ T
0
ϕ′(t)v(t) dt = −
∫ T
0
ϕ(t)w(t) dt ∀ϕ ∈ C∞0 ([0, T ],R) (3)
and we write w = v′. The generalized time derivative is unique.
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Proposition 2.2. v ∈ Lq(0, T ;V ) has the generalized time derivative v′ = l ∈ Lq′(0, T ;V ∗),
if and only if∫ T
0
ϕ′(t)〈v(t), w〉H dt = −
∫ T
0
ϕ(t)l(t)(w) dt ∀w ∈ V, ϕ ∈ C∞0 ([0, T ],R). (4)
Proof. Cf. [7, Prop. 23.20(b)].
Let in the following V ↪→ H ↪→ V ∗ be a fixed evolution triple. Recall the following
standard definitions and results (c.f. e.g. [1, IV§1.5]). The normed space
W ([0, T ]) := {v ∈ L2(0, T ;V ) : v′ ∈ L2(0, T ;V ∗)}
‖v‖W ([0,T ]) := ‖v‖L2(0,T ;V ) + ‖v
′‖L2(0,T ;V ∗)
is complete and there is the continuous embedding:
W ([0, T ]) ↪→ C([0, T ], H).
For v, w ∈W ([0, T ]) the formulas of integration by parts hold:
〈v(t), w(t)〉H − 〈v(s), w(s)〉H =
∫ t
s
v′(τ)(w(τ)) + w′(τ)(v(τ)) dτ (5)
For later purpose, we prove a special density result.
Lemma 2.3. The mapping
E0,T : W ([0, T ])→ L2(0, T ;V )×H ×H
w 7→ (w,w(0), w(T ))
is continuous and has dense range. Its adjoint
E∗0,T : L2(0, T ;V
∗)×H ×H →W ([0, T ])∗
E∗0,T (l, l0, lT )(w) =
∫ 1
0
l(t)(w(t)) dt+ 〈l0, w(0)〉H + 〈lT , w(T )〉H
(6)
is thus injective.
Proof. Continuity of E0,T follows from the continuity of the embeddings W ([0, T ]) ↪→
L2(0, T ;V ) and W ([0, T ]) ↪→ C([0, T ];H).
Let (v, v0, vT ) ∈ L2(0, T ;V ) × H × H and ε > 0 a given desired accuracy of approx-
imation. Then by density of V in H we can approximate (v0, vT ) by (ṽ0, ṽT ) ∈ V × V
to an accuracy of ε/3, each. Further, by Lemma 2.1 we can approximate the function
v − (T − t)ṽ0 − tṽT by ṽ ∈ C∞0 ([0, T ], V ) to an accuracy of ε/3. Then
w := ṽ + (T − t)ṽ0 + tṽT ∈W ([0, T ])
is constructed in such a way that (w,w(0), w(T )) = (w, ṽ0, ṽT ) approximates (v, v0, vT ) to
an accuracy of ε.
Finally, injectivity of E∗0,T is implied by the following well known the general formula
which holds for all continuous operators Q : X → R in normed spaces.
ranQ = kerQ∗⊥ := {r ∈ R : r∗(r) = 0 ∀r∗ ∈ kerQ∗}.
In this case ranQ = R, and thus kerQ∗⊥ = {0R∗}.
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Injectivity of E∗0,T means that the right hand side of (6), which is an element of
W ([0, T ])∗ has a unique representation by (l, l0, lT ) ∈ L2(0, T ;V ∗)×H ×H.
Remark 2.4. Obviously, a similar density result holds, if we choose finitely many ti ∈ [0, T ]
for i = 0 . . . n and define
Et0,...tn : W ([0, T ])→ L2(0, T ;V )× (H)n+1
w 7→ (w,w(t0), . . . w(tn)).
2.3 A special time derivative operator
Consider the linear and operator




w′(t)(v(t)) dt+ 〈w(0), v0〉H .
(7)
It is continuous by definition of W ([0, T ]) and the embedding W ([0, T ]) ↪→ C([0, T ], H).
The corresponding adjoint operator reads:
D∗ : L2(0, T ;V )×H →W ([0, T ])∗
D∗(v, v0)(w) = (Dw)(v, v0) =
∫ T
0
w′(t)(v(t)) dt+ 〈w(0), v0〉H .
(8)








‖w(T )‖2H + ‖w(0)‖2H
)
. (9)
The following result plays a pivoting role in our analysis. It characterizes the range of the
restriction of D∗ to W ([0, T ])×H.
Proposition 2.5. The following two assertions are equivalent:




−l(t)w(t) dt+ 〈l0, w(0)〉H + 〈lT , w(T )〉H (10)
(ii) v ∈W ([0, T ]).
If one of these assertions holds, and hence both of them, then l = v′, l0 = v0 − v(0),
lT = v(T ).
Proof. (i)⇒ (ii): Take w = w(x) ∈ V and ϕ = ϕ(t) ∈ C∞0 ([0, T ];R) so that ϕw ∈W ([0, T ])





−l(t)(ϕ(t)w) dt+ 〈l0, ϕ(0)w︸ ︷︷ ︸
=0
〉H + 〈lT , ϕ(T )w︸ ︷︷ ︸
=0
〉H











Hence, by Proposition 2.2 l ∈ L2(0, T ;V ∗) is the weak derivative of v, and thus v ∈
W ([0, T ]).








−v′(t)(w(t)) dt+ 〈v0 − v(0), w(0)〉H + 〈v(T ), w(T )〉H .
Hence, we conclude that (10) holds, together with the equations l = v′ ∈ L2(0, T ;V ∗),
l0 = v0 − v(0) ∈ H, lT = v(T ) ∈ H. By Lemma 2.3 l, l0, and lT are uniquely defined by
these equations.
3 Linear parabolic PDEs and their adjoint equations
Having studied the time derivative, we add an elliptic operator, from which we assume only
very mild properties. Consider a continuous operator
Λ : L2(0, T ;V )→ L2(0, T ;V ∗)
that satisfies the ellipticity condition:
∃λ > 0 : (Λy)(y) ≥ λ‖y‖2L2(V ) (11)







∇y · κ(t, ω)∇v dω. (12)
To obtain continuity and ellipticity of Λ in this example we have to impose that κ(t, ω) is a
uniformly bounded measurable function from [0, T ]×Ω into the set of real matrices, which
satisfies a uniform ellipticity condition v · κ(t, ω)v ≥ c|v|2.
Remark 3.1. However, our assumptions include much more general settings. In particular,
Λ may be non-local in time. With that one can use a similar trick as in [1, Kap. VII] to
cover certain linear PDEs of second order in time.
Now we define the linear and continuous operator A that corresponds to our parabolic
PDE:
A : W ([0, T ])→ L2(0, T ;V ∗)×H∗





y′(t)(p(t)) dt+ 〈y(0), p0〉H + (Λy)(p).





l(t)(p(t)) dt+ 〈y0, p0〉H ∀(p, p0) ∈ L2(0, T ;V )×H.
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Testing with (p, 0) and (0, p0) we obtain the two equations∫ T
0
y′(t)(p(t)) dt+ (Λy)(p) =
∫ T
0
l(t)(p(t)) dt ∀p ∈ L2(0, T ;V )
〈y(0), p0〉H = 〈y0, p0〉H ∀p0 ∈ H.
(14)
The fist line is the parabolic PDE in weak form, the second line is equivalent to the initial
condition y(0) = y0.
Its adjoint operator reads:
A∗ : L2(0, T ;V )×H →W ([0, T ])∗
A∗(p, p0)(w) = (Aw)(p, p0).
(15)
Interestingly, the domain of A∗ consists of pairs (p, p0) of variables. We will give an inter-
pretation of A∗ as a differential operator in Section 3.2 below. In Section 4 we will apply
Theorem 1.1 to A and A∗ in order to analyze an optimal control problem. That will also
clarify the role of p0.
3.1 Existence and uniqueness of solutions
In this section we present the main result of our work. Our proof is divided into two parts.
The first part is purely functional analytic and describes a well-known technique. In the
second part we verify the abstract assumptions of the first.
Lemma 3.2. Let X,R be Banach spaces. Let Q : X → R be a continuous linear operator
that satisfies
(i) ∃C such that ‖x‖ ≤ C‖Qx‖ for all x ∈ X
(ii) kerQ∗ = {0R∗}
Then Q and Q∗ are isomorphisms.
Proof. Using (ii), a simple corollary of the Hahn-Banach theorem yields that Q has dense
range:
ranQ = (kerQ∗)⊥ := {r ∈ R : r∗(r) = 0 ∀r∗ ∈ kerQ∗} = {0R∗}⊥ = R.
By continuity of Q and (i), Q : X → ranQ is an isomorphism. This implies by com-
pleteness of X that ranQ is a complete subspace of R and thus closed in R. Hence,
ranQ = ranQ = R, and thus Q : X → R is an isomorphism. So Q∗ is an isomorphism, as
well.
Remark 3.3. This result can be generalized in the following way. If Q : X ⊃ D → R is a
closed, densely defined operator, then under (i) and (ii) one can show that Q and Q∗ have
a continuous inverse.
Let us now come back to our concrete setting of parabolic PDEs:
Theorem 3.4. A as defined in (13) and A∗ are both continuously invertible. In particular,
the problem of solving the parabolic PDE (14) is well posed.
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Proof. We will verify Assumption (i) and (ii) of Lemma 3.2 for A as defined in (13), which
then yields our desired result. Our key is the following a-priori estimate for v ∈ W ([0, T ])
which holds due to (9) and (11):





‖v(T )‖2H + ‖v(0)‖2H
)
+ (Λv)(v) ≥ 1
2
‖v(0)‖2H + λ‖v‖2L2(V )
≥ λ̃‖(v, v(0))‖2L2(V )×H , where λ̃ = min{λ, 1/2}.
(16)
Ad (i) : From (16) we conclude for all y ∈W ([0, T ]):
λ̃‖(y, y(0))‖2L2(V )×H ≤ (Ay)(y, y(0)) ≤ ‖Ay‖L2(V )∗×H∗‖(y, y(0))‖L2(V )×H ,
which yields
‖y‖L2(V ) ≤ ‖(y, y(0))‖L2(V )×H ≤ λ̃
−1‖Ay‖L2(V ∗)×H∗ . (17)
Next we write y′ = −Λy + A1y, where A1y ∈ L2(0, T ;V ∗) shall be the first component of
Ay ∈ L2(0, T ;V ∗)×H∗, and compute,
‖y′‖L2(V ∗) = ‖ − Λy +A1y‖L2(V ∗)
≤ ‖Λ‖‖y‖L2(V ) + ‖A1y‖L2(V ∗)
≤ (‖Λ‖λ̃−1 + 1)‖Ay‖L2(V ∗)×H∗ .
Adding (17) we obtain the desired estimate (i):
‖y‖W ([0,T ]) = ‖y′‖L2(V ∗) + ‖y‖L2(V )
≤ (‖Λ‖λ̃−1 + 1 + λ̃−1)‖Ay‖L2(V ∗)×H+ .
Ad (ii) : Consider (p, p0) ∈ kerA∗ ⊂ L2(0, T ;V )×H, i.e.,
D∗(p, p0)(w) = (−Λ∗p)(w) ∀w ∈W ([0, T ]).
Then in view of Proposition 2.5 we can write
D∗(p, p0) = (Λ
∗p, 0, 0) = (l, l0, lT ) ∈ L2(0, T ;V ∗)×H ×H,
and obtain p ∈ W ([0, T ]), 0 = l0 = p0 − p(0) and 0 = lT = p(T ). Thus we are allowed to
test A∗(p, p0) with p and compute:
0 = A∗(p, p0)(p) = (Ap)(p, p0) = (Ap)(p, p(0)).
This implies (p, p0) = (p, p(0)) = 0 due to (16) and hence kerA
∗ = {0}.
Corollary 3.5. Theorem 3.4 still holds if instead of (11) the following weaker assumption
is imposed:





Proof. This follows by the usual trick with the transformation ŷ = e−ωty, see e.g. [1, Beweis
von Satz VI.1.3].
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3.2 The adjoint equation as a backwards-in-time equation
It is a well known fact in optimal control that in many cases the adjoint equation, de-
fined by A∗ can be interpreted as a backwards-in-time parabolic equation (cf. e.g. [5,
Chap. 3]). While we already know continuous invertibility of A∗ by Theorem 3.4 a precise
characterization, when this interpretation is possible requires a little additional work.
Consider the backward time-derivative:
D− : W ([0, T ])→ L2(0, T ;V ∗)×H∗
(D−w)(v, vT ) =
∫ T
0
−w′(t)(v(t)) dt+ 〈w(T ), vT 〉H .
(18)
It owns its name to the fact that D−w(t) = Dw(T − t) via the chain rule. Then one can
define
A− := D−+Λ
∗ : W ([0, T ])→ L2(0, T ;V ∗)×H∗
(A−p)(y, yT ) =
∫ T
0
−p′(t)(y(t)) dt+ 〈p(T ), yT 〉H + (Λy)(p).
(19)
In analogy to the forward equation, the operator equation A−p = (l, pT ) corresponds to the
following backward-in-time problem with final value∫ T
0
−p′(t)(v(t)) dt+ (Λv)(p) =
∫ T
0
l(t)(v(t)) dt ∀w ∈ L2(0, T ;V )
〈p(T ), vT 〉H = 〈pT , vT 〉H ∀vT ∈ H.
(20)
Arguing with the above transformation of time, we immediately see that A− is an
isomorphism due to Theorem 3.4, because (Λ∗y)(y) = (Λy)(y) and hence Λ∗ satisfies (11)
as well.
Proposition 3.6. The following identity holds for all p, y ∈W ([0, T ]):
A∗(p, p(0))(y) = (A−p)(y, y(T )). (21)
Proof. We compute as follows, using integration by parts (5) in the final step:
A∗(p, p(0))(y)− (A−p)(y, y(T ))
= (Ay)(p, p(0))− (A−p)(y, y(T ))
= (Dy)(p, p(0)) + (Λy)(p)− (D−p)(y, y(T ))− (Λy)(p)




y′(t)(p(t)) + p′(t)(y(t)) dt+ 〈y(0), p(0)〉H − 〈p(T ), y(T )〉H = 0.
If we define – in the spirit of Lemma 2.3 – the embeddings E0 : W ([0, T ])→ L2(0, T ;V )×
H via E0p := (p, p(0)) and similarly ET : W ([0, T ])→ L2(0, T ;V )×H via ET y := (y, y(T )),
then the above relation can be written as:
A∗E0 = E
∗
TA− : W ([0, T ])→W ([0, T ])∗. (22)
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This makes the statement “the adjoint operator can be interpreted as a backward-in-time
operator” precise within our framework.
Via the range of the embedding E0 we may view W ([0, T ]) as a dense subspace of
L2(0, T ;V )×H. Here density follows as in Lemma 2.3. Since A∗ is continuous and coincides
with E∗TA− on W ([0, T ]) by (22), we conclude that A
∗ is the unique continuous extension
of E∗TA− from W ([0, T ]) to L2(0, T ;V ) × H. Note here that E∗T is injective, since ET
has dense range (cf. Lemma 2.3). However, by definition of A∗, solutions of the equation
A∗(p, p0) = ` consist of a pair (p, p0) and do neither have any initial values, nor are they
continuous in time for general right hand sides ` ∈W ([0, T ])∗.
Remark 3.7. Of course, a similar extension can be performed for the forward operator A
via the relation A∗−ET = E
∗
0A which follows from adjoining (22). We see that now A
∗
− is
the unique continuous extension of E∗0A from W ([0, T ]) to L2(0, T ;V )×H. The resulting
notion of solution has similarities with the approach of [3], which states that y ∈ L2(0, T ;V )
is a weak solution of a parabolic equation, if∫ T
0
−y(t)v′(t) dt+ (Λy)(v) =
∫ T
0
l(t)v(t) dt+ 〈y0, v(0)〉H
∀v ∈ L2(0, T ;V ) with v′ ∈ L2(0, T ;V ), v(T ) = 0.
However, in [3] the space of possible right-hand sides is smaller than W ([0, T ])∗.
Finally, we give a necessary and sufficient condition for p ∈ W ([0, T ]) in terms of
A∗(p, p0):
Proposition 3.8. The following assertions are equivalent:




l(t)(v(t)) dt+ 〈l0, v(0)〉H + 〈lT , v(T )〉H . (23)
(ii) p ∈W ([0, T ]).
If one, and hence both of these assertions hold, then p(T ) = lT and p0 − p(0) = l0.
Proof. By definition of A∗ we obtain
D∗(p, p0)(v) = 〈lT , v(T )〉H + 〈l0, v(0)〉H + (l − Λ∗p)(v),
where l − Λ∗p ∈ L2(0, T ;V ∗). Thus, Application of Proposition 2.5 is possible and yields
the desired equivalence and lT = p(T ) and p0 − p(0) = l0.
Thus, in case that condition (i) of Proposition 3.8 holds we can compute via (21) for
v ∈W ([0, T ]):
A∗(p, p0)(v) = A
∗(p, p(0))(v) +A∗(0, p0 − p(0))(v)
= (A−p)(v, v(T )) + 〈p0 − p(0), v(0)〉H
= (A−p)(v, v(T )) + 〈l0, v(0)〉H .
Hence, by our density result Lemma 2.3, instead of (23) we may write equivalently:
(A−p)(v, vT ) =
∫ T
0
l(t)(v(t)) dt+ 〈l0, vT 〉H ∀(v, vT ) ∈ L2(0, T ;V )×H
p0 − p(0) = l0.
Again, p is given via a backward-in-time parabolic PDE. Moreover, p0 can be computed
from p(0) and l0.
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4 Application to an optimal control problem
Let us now apply our abstract result Theorem 1.1 to a parabolic optimal control problem.
Here we choose Y = W ([0, T ]), P = L2(0, T ;V )×H. For the purpose of illustration it is best
to consider initial value control u ∈ U := H. All spaces are complete, and even reflexive
under our standing assumption that V is separable and reflexive and H is a separable
Hilbert space.
Defining the parabolic operator A as in (13) and B : U → P ∗ via
(Bu)(v, v0) := 〈u, v0〉H ,
our abstract operator equation
Ay −Bu = 0 in P ∗
can be written down as follows in a concrete way: for all (v, v0) ∈ P we have∫ T
0
y′(t)(v(t)) dt+ 〈y(0), v0〉H + (Λy)(v) = 〈u, v0〉H . (24)
Thus, u indeed enters as an initial value y(0) = u. Clearly, B is continuous, and we have
shown in Theorem 3.4 that A is an isomorphism. We denote again by f : Y × U → R a
differentiable objective functional and consider the problem
min f(y, u) s.t. Ay −Bu = 0. (25)
Theorem 1.1 applied to this setting yields existence of a unique pair (p, p0) ∈ P , such that
∂
∂y
f(y, u) +A∗(p, p0) = 0 (26a)
∂
∂u
f(y, u)−B∗(p, p0) = 0, (26b)

















where yd,0 ∈ H, yd ∈ L2(0, T ;H), and yd,T ∈ H are given data, and α > 0 is a positive
real parameter. Our choice is slightly non-standard, because it includes y(0) and thus
observation at the initial time. As we will see, this illustrates a case, where p0 6= p(0), and
thus the role of this additional variable.
Theorem 4.1. The following system of equations has a unique solution (y, u, (p, p0)) ∈
Y × U × P :∫ T
0
〈y(t)− yd(t), w(t)〉H dt+
∫ T
0
−p′(t)(w(t)) dt+ (Λw)(p) = 0 ∀w ∈ L2(0, T ;V )
(y(T )− yd,T ) + p(T ) = 0 in H
(28a)
(y(0)− yd,0) + (p0 − p(0)) = 0 in H (28b)
αu− p0 = 0 in H (28c)∫ T
0
−y′(t)(v(t)) dt+ (Λy)(v) = 0 ∀v ∈ L2(0, T ;V )
y(0)− u = 0 in H.
(28d)
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Moreover, (y, u) is the unique minimizer of the optimal control problem (25) with f given
by (27).
Proof. Existence of a minimizer follows from standard weak convergence arguments, ex-
ploiting continuity and convexity of f , coercivity of f w.r.t u, continuous invertibility of A,
and reflexivity of U . By strict convexity of the problem, this minimizer is also unique. Also
by convexity and Theorem 1.1, (y, u, (p, p0)) being a solution of the combined system (24)
and (26a)-(26b), is equivalent to (y, u) being a minimizer of the above problem. Thus, it
remains to show that (28a)-(28d) is equivalent to (26a)-(26b), and (24).
First of all, the state equation (28d) is a direct consequence of (24). Next, (28c) follows
from (26b). Indeed, for our choice of f and B (26b) reads:
α〈u, δu〉H − 〈δu, p0〉H = 0 ∀δu ∈ H.
By the Riesz-isomorphisms in H (28c) follows.
It remains to show that (28a) and (28b) follow from (26a). For this, we compute for all
w ∈W ([0, T ]):
∂
∂y





〈y(t)− yd(t)︸ ︷︷ ︸
l(t)
, w(t)〉H dt+ 〈y(T )− yd,T︸ ︷︷ ︸
lT
, w(T )〉H .
Comparing this expression with (23), we observe that condition (i) in Proposition 3.8 is
valid. This yields p ∈ W ([0, T ]), and (28b), as well as the second line of (28a). Finally,
the first line of (28a) follows from Proposition 3.6 and the concrete form of A−, given in
(19).
Thus, only the distinction between p0 and p(0) allows us to write down this optimality
system in correct form. In particular, (28b) is only correct with p0. In other cases, however,
the variable p0 does not enter explicitly. In particular, if f does not explicitly depend on
y(0), then l0 = 0 in Proposition 3.8 and thus p0 = p(0). Further, for a different type of
control than initial value control, p0 usually does not enter into the computation of the
control. In both cases it is possible to derive optimality conditions, which do not involve
p0.
5 Conclusion
Let us conclude this work with recapitulating the two main insights gained from our analysis.
First, we have seen that an existence and uniqueness proof for linear parabolic PDEs can
be presented in a concise and straightforward way. This may be of interest in lectures on
optimal control of PDEs, applied functional analysis or introductory lectures on PDEs. Of
course, the well established techniques of proof cannot be replaced by our approach, since
they are much more general in terms of nonlinearity and often constructive. Moreover, we
have seen a way of extending the notion of solution of parabolic PDEs by considering the
adjoint of a time reversed parabolic problem.
The second insight concerns optimal control theory. The adjoint state, which appears
in the first order optimality conditions is actually a pair (p, p0) of variables in the setting
of parabolic problems. This corresponds to the fact that the data that defines an inhomo-
geneous parabolic initial value problem is also a pair of variables (l, y0) consisting of the
source term l and the initial value y0. The first component p corresponds to the source
term, second corresponds p0 to the initial value of the parabolic PDE.
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