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Abstract 
For over 40 years science in a variety of domains has conducted an impressive amount of research in the field of assistance and 
automation concepts, which apply human factors and needs in the design stage of cooperative and cognitive technical systems. 
Cooperative automation is an approach that tries to keep the user in the control loop by means of a continuous interaction during 
task execution. Cooperative automation aims to support the harmonization of the actor’s activities (user and automation) in a 
human-machine-system. To enable this, both the internal (processing and computation) and external (communications and 
interfaces) design of the automation has to be compatible with human competence. This contribution addresses the key features 
of cooperative automation. These features have been used for creating a design space, which can be used as method repository in 
order to develop assistance systems based on the cognitive capabilities of the human. The key elements are represented as 
dimensions of the design space. Corresponding theories and methods are discussed. The design process for a cognitive and 
cooperative assistance system based on the dimensions of the design space are described. The developed Cognitive and 
Cooperative Assistance System (COGAS), has been implemented in the domain of air target identification on German naval 
ships. An evaluation of COGAS has been conducted with naval operators in order to verify its operability and to optimize and 
extend the COGAS functionality. The results show that COGAS improves the operator’s performance in terms of increasing the 
amount of correct decisions and accelerating the identification process without increasing the operator’s stress level. In addition it 
was found that COGAS helps to enhance the situational awareness due to the workload optimization.  
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1. From the conventional automation towards cooperative automation: A brief overview of the automation in 
human-machine systems  
Automation in the meaning of a self-acting, human-made entity seems to be a modern concept, but can be traced 
back in history of humankind much further. One of the fundamental aspects of automation, the experience to cause 
an effect over distance and time beyond the reach of the own body, reaches back to over a million years ago to stone 
artifacts that our ancestors, homo heidelbergiensis, very likely started to throw at prey and against each other. 
270.000 years ago this art and craft was already at a peak with wooden spears that could be accurately thrown up to 
70 meters [1]. [2] describes impressively, how the development and use of such artifacts and their cooperative use in 
hunting groups very likely influenced the development of language, another means to cause an effect of distance and 
time, and how the development of human thinking is closely related to the human cooperation in hunting and 
gathering. One central aspects of cooperation, that one human can communicate her or his intent by showing or 
telling and can influence, guide or even control another human or another animal like dogs, hawks, cattle and horses, 
seems to be a fundamental experience that also drove the dream of automation.  
While the first examples of autonomous behavior in human made entities, like the automaton by Heron of 
Alexandria in the 1st century or Da Vinci’s programmable lion and mechanical knight in the 16th century were 
likely to impress people, the automation of production of daily goods like clothes in the 18th and 19th century lead 
to an increase in productivity, but with the severe protests of the Luddites showed also the social aspect of 
automation.   
For most people today, automation is closely coupled with the invention of the computer, a word that seems to be 
used at least since 1613 for humans performing calculations e.g. in engineering. Based on Zuse’s first programmable 
computer in 1936 and fundamental theoretical concepts of e.g. Turing 1936, cybernetics was invented and used to 
describe both control and automation in animals and in machines [3]. Automation started to take over more and 
more tasks e.g. in manufacturing, air defense, aviation and ships, which led to a high productivity and safety record 
(e.g. [4]), but also to first criticism of ironies [5] and mode confusion [6].  While one branch of computer science 
and engineering is focused on the “spear” aspects of more and better autonomous capabilities to take over tasks 
characterized by complex thinking or high physical performance, e.g. in fully automated airplanes and cars, another 
research and development branch combined engineering with ergonomics and human factors, and started to use 
autonomous machine capabilities for and with the human. Examples for this are human oriented automation [4], 
assistant systems and cognitive automation (e.g. [7]), highly automated systems (e.g. for cars and trucks [8]) and 
cooperative automation (e.g. [9], [10], [11], [12]). 
2.  A design space for the cooperative automation  
As described in the previous section, tasks characterized by complex thinking or high physical performance, are 
increasingly supported or even taken over by intelligent machines [13]. To provide an optimized human-machine 
interaction, humans should be integrated as a component of a human –machine system (HMS) already in the early 
system design phase. An important approach “cooperative automation”, which was first designed by Sheridan [14] 
as a concept model, represents a highly promising approach that can be used in system design as a basis to optimize 
the collaboration between human beings and machines. The term "cooperative" was already widely used in this 
context in the field of human-machine interaction (e.g. [13, 15, 16, 17] have used this approach in the vehicle 
control domain to design driver assistance systems). Humans and the operating automated  machine are considered 
as actors of a work system interacting with each other in order to achieve common goals.  
Gottschalk - Mazouz [18] and Flemisch et al. [13] have defined the term "cooperative" by key properties such as 
sufficient skills to perception, cognition, action and interaction. Herein conflict handling, internal and external 
compatibility and balance between adaptivity and stability [13] are included. In this work the key properties of 
cooperative automation are classified into three groups: 
Inner compatibility: Based on the notion of compatibility defined by Bubb [19], Flemisch et al. [20] declare the 
inner human-machine compatibility as a match of cognitive processes of the human with the steps of machine 
processes. It consists of the cognitive compatibility and compatibility of the value system on the completion of a 
task [8]. The cognitive compatibility describes the similarity of thoughts during the completion of a task, while the 
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compatibility of the value system describes the evaluation of a situation or action. The high similarity in the 
evaluation has to minimize the need for coordination between the two actors on generating a solution.  
To provide "inner compatibility", the human information processing theories should be considered on behalf of 
developing cognitive functionalities of an assistance and automation system. According to [21], human information 
processing theories can be divided in two groups: 
 
x Qualitative models that allow using theoretical statements to describe human behavior: Rasmussen’s “Decision 
Ladder” [22], “Three Levels of Skilled Performance” [23] and “Information Processing with four cognitive 
activities” of Wickens and Hollands [24] can be used as template models.   
x Quantitative models (also cognitive architectures) predict human behavior on the basis of the decision variables 
and logical / mathematical operations. “ACT-R” [25], “SOAR” [26] and “GOMS” [27] are the most used 
quantitative models. 
 
Outer compatibility: Defined by Flemisch et al. [20] as being the “ability to communicate beyond the boundaries 
of the human (with their eyes, ears, and hands) and the machine (with its hardware interface)”. The context of this 
work considers two aspects of outer compatibility: On the one hand, the exchange of information necessary for 
communication resources, on the other hand the design principles for the automated interface to enable the exchange 
of information. In order to provide the outer compatibility, communication resources and design principles of human 
machine interfaces should be considered in the design phase. Kahnemans' model of divided attention or Wickens' 
Multiple Resource Theory can be considered as examples for modelling the communication resources. Another 
aspect of outer compatibility is the visualization as the primary means for transmitting information to humans in a 
computer-based assistance system. The Ecological interface design of Wickens [28], the Proximity Compatibility 
Principle of Wickens and Carswell [29] or “10 Usability Heuristics” of Jakob Nielsen [30] are some examples of 
important design  approaches.  
Flexibility: Grote et al. [31] have denoted the flexibility as a system property which allows a dynamic information 
and authority distribution between the components of MMS without any technical or organizational adjustments, 
while ensuring the quality of work. In this work, flexibility is considered as a system’s property which allows 
dynamic tasks and function allocations between human and machine during task execution. In order to circumvent 
the authority and responsibility problems caused by the flexibly task/function allocation, conflict management 
methods should be appropriately taken into account. Therefore flexibility can be divided in two groups: 
“Adaptivity/Adaptability” and conflict management. Adaptivity is defined by Parasuraman et al. [32] as the change 
of a system state depending on the state of the user. Grische et al. [33] describes the adaptability as the possibility to 
change the system configuration by the user. Adaptivity and adaptability of a system can be realized by means of 
automation strategies. Depending on the domain, there are numerous models and strategies for automations. Among 
others, Fitts “MABA-MABA list” [34], “automation taxononies” of Sheridan and Verplank [35], Parasuraman et al. 
[36] and “Automation and role spectrum” of Flemisch et al. [20] are some of those examples representing the 
endeavors optimizing the interaction between human and machine (Fig. 1). 
Conflict management is another aspect of flexibility and deals with the remedy for the decision conflict between 
humans and machines. Arbitration [33] or Multi-Agent conflict management methods [37] can be seen as examples.  
 
Fig. 1. Overview of the design space of the cooperative automation. 
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The approaches described above should form a design and configuration space and give an overview of the 
aspects of cooperation in human-machine systems. They can be used as a theoretical support for designing a user-
oriented assistance system. Fig. 1 illustrates dimensions of the design space of cooperative automation. The colors 
are used to represent mentioned dimensions of the design space (Grey: Inner Compatibility, Blue: Outer 
Compatibility, Green: Flexibility). 
3. Short description of the identification process in CIC of German Navy Ships  
In military missions operators in the command information centers (CIC) of German frigates or corvettes are 
often faced with complex management decisions. Each operator in the CIC is assigned to a functional team 
(reconnaissance & engagement) and is responsible for a specific warfare area (surface, sub-surface and air). For 
example, each operator collects corresponding target (contact) information from its functional area (in this paper we 
consider the anti-air-warfare-area) providing the Team Officer (TO) in command with information for target 
identification and threat analysis. Once the TO has received sufficient information, he/she determines the identity of 
an air target, returns it to the position image editors, and enters the identity of the tracks into the system. 
Furthermore, the TO is involved in the coordination and communication with other team members to exchange 
cross-platform tactical information and decisions [38].  
In a CIC  officers are required to deal with large amounts of information within a very short time to make critical 
decisions. This affects the workload of operators and consequently the error rate in the work process. Moreover, the 
complexity of individual operators’ work increases with planned crew reductions. Particularly the time pressure 
rises due to the reduced personnel capacities available for performing essential tasks. Consequently, human 
operators are faced with permanently increasing demands [38].  Frequently, the support systems based on an 
automated decision algorithm does not provide a system transparency. This could result in loss of situational 
awareness and an increased confidence in the automation, also the operator can be lead out-of-the-loop [38]. With 
the aim of getting across these problems a cognitive and cooperative assistance system (COGAS) has been 
developed, which provides a user- and situation-oriented decision support based on the cooperative automation.  
4. Concept of COGAS: Knowledge representation based on Rasmussen’s decision Ladder  
In order to establish design requirements for a cognitive and cooperative assistance system, the “decision Ladder” 
model was used which has been developed by Rasmussen [22] in order to analyze and describe the behavior of well-
trained and motivated power plant operators. The model represents generic operator activities and related knowledge 
states arising from a complex decision situation. A detailed description of the “Decision Ladder” model can be 
found in [38]. The decision ladder model has proven to be particularly suitable for fulfilling the design requirements 
of cooperative automation described in the previous section. The aim of the COGAS concept is to support the 
decision-making process of the operator to assist manual execution of tasks by a transparent representation of the 
present decision situation. Thus, the operator is actively involved in the identification process throughout the entire 
period of use, and his situational awareness is supported. By a series of activities from "Detect air target" to 
"Formulate Procedure", a pattern similar to that of an experienced operator is simulated in COGAS, so that the 
request for internal compatibility is fulfilled (Fig. 2). 
The flexibility of COGAS will be ensured by the activity "Formulate Procedure". In this activity the support level 
and the corresponding behavior of COGAS are determined. Finally, through the activity "Configure HMI and 
System" COGAS communicates to the operator and the system and to provide the outer compatibility.  
4.1. Knowledge representation of COGAS 
In a decision situation an operator applies information about the present situation (present situation knowledge) 
as well as the information which he/she has acquired by training and experience (a priori knowledge). These two 
types of knowledge are also required when developing a cognitive assistant [38]. Therefore, in the COGAS model a 
memory of a priori knowledge and a memory of present situation knowledge play an important role (Fig. 3). A 
priori information refers to possible states of the system and its environment, their attributes, their values, relevant 
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system goals, tasks and actions. Also, appropriate display representations have to be known in advance in order to 
display all relevant information to the operator [38]. The present situation knowledge comprises actual sensor 
information about relevant targets, the corresponding system state and COGAS goals which are relevant in this 
situation as well as in tasks and actions fulfilling those goals. COGAS activities which combine both types of 
knowledge are derived from Rasmussen´s Decision Ladder. The first COGAS activity “Identify Situation” 
corresponds to the human activities which are represented in the left part of the ladder. It combines actual sensor 
information and a priori knowledge about the system in order to generate a present system state. Depending on the 
present system state, the second COGAS activity “Establish Goals” determines the actual goal (e.g. “collect missing 
data” or “contact air target”) by means of a prioritization algorithm. Based on the determined goal COGAS selects 
in “Determine Tasks” those actual tasks to be accomplished according to the “Rules of Engagements”. The COGAS 
activity “Formulate Procedure” estimates the current operator´s workload state by monitoring the human machine 
interface (HMI) as well as the environmental situation. 
Depending on the needs of the operator, COGAS changes flexibly its support level. Four support levels have 
been conducted for COGAS (Table 1). After determining the levels of automation, the last COGAS activity 
 
 
Fig. 2. COGAS reflects the behaviour of the operator on the identification process and provides support information (after [22]). 
 
Fig. 3. Functional structure and knowledge memories of COGAS (after [38]). 
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Fig 4. Based on the levels of automation COGAS configures the HMI and the system. 
“Configure HMI and System Configuration” identifies the most suitable display configuration, in order to pass on 
all the present situation information to the operator or to take over the pending tasks in overload situations and 
thereby configuring the machine system. Figure 4 shows the HMI representation of the levels of automation. 
 
Table 1. Support levels of COGAS. 
Support level COGAS Operator 
Manual Draws the attention of the operator on the depending task 
at hand. (HMI configuration) 
Executes the task manually OR remains idle. 
Assisted Displays the operator ID criteria. (HMI configuration) Reviews ID criteria. Selects independently the tasks 
AND OR remains idle. 
Semi-Automated 
(Veto) 
Shows the ID criteria and possible tasks. After a time slot 
shows proposed action. (HMI configuration) 
Reviews the COGAS proposed action. Confirms the 
proposed task OR vetoed OR remains idle. 
Automated Executes the task autonomously (System-Configuration). 
Displays the executed task. 
Executes another task manually subsequently OR 
remains idle. 
5. Evaluation of COGAS    
In 2014, an evaluation of COGAS was conducted with 17 (16M, 1W) German Navy experts as operators in order 
to verify the operability of COGAS’ functionality. The evaluation was designed with a repeated measurement for 
three experimental system conditions:  
 
x Manual System: Operator was not supported by COGAS 
x Automated System: Operator was supported by COGAS with “rigid” automation without considering his HMI-
Interaction 
x COGAS: Operator was supported by COGAS with the flexible automation while considering his HMI-
Interaction. 
 
The evaluation was conducted in two phases. Phase one included an interactive task-based trial, to assess whether 
COGAS contributes to the improvement of operator performance, as well as to improve situation awareness and 
reduce operator stress. The second phase included a review and subjective assessment of COGAS by the operators. 
Focuses of the assessment were factors such as suitability, mistake tolerance and controllability. In the following 
section the participants’ methodologies of the evaluation will be described and the results will be presented and 
discussed.  
5.1. Participants, evaluation criteria and assessment methods 
The Navy operators (age between 21 to 42 years MV: 30.5) involved in the evaluation were experienced in 
picture compiling in combat information centers. The experience level of the operators differed between 5 to 22 
years. The strain, situational awareness and performance were measured for the comparative assessment in three 
experimental conditions. Additionally, the human-machine interfaces were also evaluated subjectively. 
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Fig 5. Comparison of the results of experimental systems. 
The Strain/Stress was recorded via the NASA-TLX questionnaire after each practical part. The ratings on each 
scale including mental demands, physical demands, temporal demands, performance, effort and frustration were 
combined in a general stress score. For the assessment of operator situation awareness, the detection of ID criteria 
was measured. Therefore, the verbal communication of the operators was captured by means of headsets.  
The subjective assessment of user interface of COGAS and used pictograms for representing ID-Criteria were 
based on the questionnaire ISONORM 9241/10. 
5.2. Results 
See Fig. 5. A significant improvement was seen in the number of correct decisions with the main effect F (1.16) = 
122.194; p <.001; η² = 0.55. The tasks handled correctly by the operators with the use of COGAS were a mean value 
(MV) 50.6 with a standard deviation (SD) of 5.8, with the manual system (MV = 31.4, SD = 5.6) and with the 
automated system (MV = 42.2, SD = 9.2). Also the processing time required for identification tasks has improved 
significantly with COGAS (F (1, 16) = 17.75, p <.001; η² = 0.867), COGAS (MV = 16.6, SD = 3.2), manual system 
(MV = 29.8, SD = 5.0) automated system (MV = 25.8, SD = 3.8)). MV, COGAS (MV = 46.7, SD = 9.8), manual 
system (Furthermore, the situation awareness of the operators increased in comparison with the two systems 
significantly (η² = 0.681 F (1, 16) = 60.12; p <.001) = 32.7, SD = 6.2), automated system (MV = 35.3, SD = 7.4)). 
In addition to improved performance and increased situational awareness, the subjective assessment has also 
shown a slight reduction in stress at the air target identification (COGAS (MV = 5.7, SD = 1.7), manual system (MV 
= 6.6, SD = 1.9) and automated system (MV = 6.5, SD = 2.3)). 
6. Summary and outlook   
The results show that COGAS can enhance the performance, improve the situational awareness and reduce stress 
with the help of human-system cooperation. However, for the implementation into the operational use in CIC, it 
requires further research, for instance on extension of the measurement methods to improve the detection of 
cognitive load. Moreover, an amendment of adaptivity and adaptability strategies, which are used for the 
individualization of the COGAS functionality, can lead to an enhanced cooperation between the actors of the HMI.  
Furthermore, the detection modules that identify the current mental state of the user, for example on the basis of 
eye movements or physiological aspects [39], may allow an improvement in the user-oriented support function of 
COGAS in the future. 
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