One of the major drawbacks of the celebrated VCG auction is its low (or zero) revenue even when the agents have high value for the goods and a competitive outcome would have generated a significant revenue. A competitive outcome is one for which it is impossible for the seller and a subset of buyers to 'block' the auction by defecting and negotiating an outcome with higher payoffs for themselves. This corresponds to the well-known concept of core in cooperative game theory.
INTRODUCTION
The VCG mechanism is a powerful mechanism that achieves an efficient outcome in an incentive compatible manner for a variety of scenarios. The simplicity of the VCG mechanism raised our hopes of wide application of this elegant theory in practice. However, it has been noted in the recent past that the applicability of VCG auction beyond the simple case of multiple homogeneous goods has remained limited. Ausubel and Milgrom [2002] offer an explanation of why VCG in its purest form is often unsuitable to be used in practice. They write: [...] higher revenues also improve efficiency, since auction revenues can displace distortionary tax revenues. [...] Probably the most important disadvantage of the Vickrey auction is that the revenues it yields can be very low or zero, even when the items being sold are quite valuable.
To illustrate this point of low or zero revenue, consider the following example from spectrum auctions (taken from Milgrom 2002, 2006] ): consider 3 bidders who are participating in an auction for two spectrum licenses: the first bidder is willing to pay 2 billion for the package of 2 licenses while each of the other two bidders is willing to pay 2 billion for any individual license. The VCG outcome allocates to the second and third bidder, and charges a payment of zero to each of them. This is because the externality each winning bidder imposes on the rest of the bidders is zero. Note that, one can hardly blame the lack of revenue to the absence of competition; if one were to treat it as a market equilibrium problem and compute market clearing prices (say by means of a tatonnement procedure), the revenue would be non-trivial.
Thus, one natural question to ask is, for an auction outcome, how to formally say that it achieves a competitive revenue? To answer this, [Ausubel and Milgrom 2002] introduced the notion of a core outcome in an auction setting. The notion of core is a fundamental and well-known notion in cooperative game theory and represents a way to share the utility produced by a group of players in a manner that no sub-group of players would want to deviate. In an auction setting, a set of winning buyers and their payments are said to be a core outcome if no sub-group of losing bidders can propose to the auctioneer (seller) an alternative higher-revenue outcome. For example, in the license example, the outcome implemented by VCG is not in the core since the first bidder (who wanted to purchase two licenses) could negotiate with the auctioneer that the licenses should be allocated to him for any price larger than zero. On the other hand, the outcome which allocates one license each to players 2 and 3 and charges each of them 1 billion is in the core, since in this case there is no alternative outcome that the first player can propose to the auctioneer which would be beneficial for both.
It is noteworthy that when the goods are substitute, the VCG outcome is a core outcome, and VCG revenue equals the core-outcome with the minimum revenue (the set of core outcomes is not unique) [Ausubel and Milgrom 2002] . However, if the goods are not substitutes, the VCG outcome may lie outside the core. In fact, as shown in the above example, VCG revenue can be arbitrarily lower when compared to the minimumrevenue core outcome.
So can one design incentive-compatible auctions whose outcome is always in the core? Unfortunately, one can show that it is impossible to design an auction that (a) achieves a core outcome, and (b) has truth-telling as a dominant strategy equilibrium. So we must either relax (a) or (b). In Ausubel and Milgrom [2002] , the authors relax (b), and give a family of ascending package auctions (called core-selecting auctions) which are not truthful but whose equilibrium outcome is a core outcome. These auctions have been extremely successful in practice -variations of these were used in spectrum-license auctions in the United Kingdom, Netherlands, Denmark, Portugal, and Austria, and in the auction of landing-slot rights in the three New York City airports. See [Day and Cramton 2012] for a complete discussion.
The focus of this paper is on applications in Internet ad auctions (we will call them ad auctions from now on). There are several ad auction scenarios which are modeled as goods with complementarities. As a case study for our work, we use a very common scenario in ad auctions which has complementarities, namely that of Text-and-Image ad auction. In a Text-and-Image ad auction scenario an ad slot on a page can either accommodate k text ads (which are the traditional ads displayed next to search results) or one large image-ad. Notice that the example by Ausubel and Milgrom can be reproduced exactly in this setting by setting k = 2.
What auction should we use for the Text-and-Image setting? The core-selecting auction of [Ausubel and Milgrom 2002] is not a good choice for this setting as the ascending package auctions are interactive procedures in which bidders submit a sequence of bids after provisional allocations and prices for the previous phase are revealed; such designs often result in long and time-consuming procedures which are justified for one-time spectrum auctions but unsuitable for Internet advertisement 1 . Moreover, because of the fast-paced nature of online advertisement, one cannot expect bidders to reach an equilibrium outcome for each individual ad auction if the underlying auction is not a truthful one.
In this paper we investigate whether it is possible to design direct-revelation incentive-compatible auctions whose revenue is competitive against a core outcome (we call such auctions core-competitive auctions). In core-competitive auction design, we seek to relax (a) instead of (b) above. More precisely, we define core revenue benchmark as the smallest revenue among all the core-outcomes. We say that an auction is α-core-competitive if its revenue is at least an 1/α fraction of the core revenue benchmark.
We formally define the notion of core-competitiveness in section 2, and later we focus on the design of core-competitive auctions for the Text-and-Image setting. We give a randomized universally-truthful mechanism which is O(ln ln k)-core-competitive, where k is the number of slots. We also give a lower bound showing that this factor is tight. We note that in ad auction settings, there are several repeated auctions with each auction generating only a small revenue. For such settings, a seller care about the overall performance and therefore randomized auctions are perfectly fine from a practical auction design perspective. We also study deterministic auctions since for some settings randomization may not be desired; for instance, for one time auctions like spectrum auctions. We give a deterministic mechanism which is O( ln(k))−corecompetitive, and again show that this factor is tight for deterministic mechanisms.
Finally, to the best of our knowledge, the notion of core-competitiveness has not been studied before. It is our belief that developing tools and techniques for designing core-competitive auctions, and understanding the possibilities and limitations of such auctions, will be very useful from a practical auction design perspective.
Related Work
The line of inquiry that seeks to design package auctions that implement core outcomes in equilibrium was started by Ausubel and Milgrom [2002] . This line has been further developed in [Day and Milgrom 2008; Ausubel and Baranov 2010; Day and Cramton 2012; Erdil and Klemperer 2010; Goeree and Lien 2009; Lamy 2010] . The authors design an iterative procedure that asks bidders in each round for packages they want to bid on as well as bid values for each of those packages. In each round a set of provisionally winning bids are identified. This proceeds until no further bids are issued in a given round. Our work differs from this line of work in the sense that we require incentive-compatibility; in the core-selecting package auctions literature, the focus is on implementing core outcomes in equilibrium.
Another stream of related work is the design of incentive compatible auctions that tries to optimize for revenue in a prior-free setting. This research direction was initiated in [Goldberg et al. 2001; Fiat et al. 2002; Goldberg and Hartline 2003 ] and resulted in a sequence of followup results which are too large to survey here. We refer to Hartline's book [Hartline 2013 ] for a comprehensive discussion. The first successful results gave auctions for the digital goods that approximate the F 2 revenue benchmark, the maximum revenue one can extract from at least two players using fixed prices. More modern versions of this result [Hartline and Yan 2011; Ha and Hartline 2013; Devanur et al. 2013 ] compare against the envy-free benchmark (how much revenue it is possible to extract from an outcome where any two agents wouldn't like to swap places). This resulted in success stories for a large class of environments such as multiunits, matroids and permutation environments. Our work differs from the above line of work as we consider environments with complementarities, while the envy-free revenue literature mostly focused on environments with substitutes. In Section 2.4 we discuss in detail the relation between the envy-free benchmark and the core-revenue benchmark and we argue that the core-revenue benchmark captures some of the noenvy notions.
Closer to our line of inquiry is the work of [Micali and Valiant 2007] and [Aggarwal and Hartline 2006] . In [Micali and Valiant 2007] , they design revenue extraction mechanisms for general combinatorial auctions where their benchmark is the maximum social welfare extractable from all except one player (the one with the top bid). They use randomization to obtain a mechanism with O(log n) approximation factor. They also give a matching lower bound of Ω(log n) for randomized mechanisms, and for deterministic mechanisms they give a lower bound of Ω(n). [Aggarwal and Hartline 2006 ] study knapsack auction where there are k identical items and each bidder demands a certain number of them. Their benchmark is a version of envy-free pricing where a bidder has to pay at least as much as the bidders with lower demands 2 . They get an approximation ratio of α · OPT − λO(log log log n) where OPT is the optimal envy-free revenue, α is a constant number and λ equals to the highest valuation of any bidder. Although their approach is useful when λ is much smaller than OPT; it performs poorly when λ is close to OPT which can be the case in the Image-and-Text auction.
We note that the revenue benchmarks of both the above papers are stronger than the core-benchmark. Thus, one might wonder if the mechanisms proposed in [Micali and Valiant 2007] and [Aggarwal and Hartline 2006 ] perform better against the core benchmark? However, one can show that mechanisms given in both the above papers perform worse than our mechanism when compared to the core benchmark. The mechanism of [Aggarwal and Hartline 2006] can perform arbitrarily bad compared to the core benchmark, and the mechanism of [Micali and Valiant 2007] still gets only O(log n) using randomization when compared to the core benchmark 3 . In some sense, this suggests that a too strong benchmark that leads to large lower bounds in approximation ratio impedes the design of a good revenue-maximizing mechanism. We believe that the core benchmark is a more fundamental benchmark (as argued in series of papers starting with the work of [Ausubel and Milgrom 2006] ), and as our work show, it looks amenable to a good multiplicative approximation ratio.
Finally, while we focus on the forward setting (i.e. an auctioneer selling goods to various buyers), there is a very extensive literature on the procurement (reverse auction) version of this problem (i.e. a buyer purchasing goods from various sellers). In this line of work, the goal is to design procurement auctions where the total amount paid by the buyer approximates a certain frugality benchmark. This line of work was initiated in [Archer and Tardos 2007] in which the frugality benchmark is defined as the best solution after the agents in the optimal solution are removed. A more sophisticated frugality benchmark was introduced in [Karlin and . Their benchmark can be seen as the counterpart of the core-revenue benchmark in procurement settings. Frugality in the procurement setting is also a topic which is too broad to be completely covered here, but we mention a few recent papers on the topic: [Kempe et al. 2010; Chen et al. 2009; Elkind et al. 2007; Immorlica et al. 2010 ].
PRELIMINARIES

Core Outcomes
We consider set N = {1, . . . , n} of single-parameter agents with value v i for being allocated and value zero otherwise. The set of feasible allocations is specified by an environment, which is a collection of subsets of players that can be simultaneously allocated F ⊆ 2 N . We say that an environment is downward-closed if every subset of a feasible set is also feasible, i.e., X ∈ F and Y ⊆ X imply Y ∈ F .
An outcome in such environment is a pair (X, p) where X ∈ F corresponds to the selected set of players and p ∈ R N is a vector of (possibly negative) payments. Players have quasi-linear utility functions, i.e.,
We also define the utility of the auctioneer as its revenue u 0 (X, p) = n i=1 p i . Throughout this paper, given a vector v ∈ R N and S ⊆ N , we define v(S) := i∈S v i .
We can associate with the single parameter setting described above a coalition value function w : 2N → R + (whereN = {0} ∪ N ) given by:
for every S ⊆N . The pair (N , w) defines a cooperative game with transferable utility. The coalition value of a set corresponds to the total utility that can be obtained by a certain set by defecting from the rest of the agents. Clearly, a coalition that doesn't contain the auctioneer can't obtain any value. A coalition containing the auctioneer can obtain utility equal to max X∈F,X⊆S,p∈R N + i∈S u i (X, p) = max X∈F,X⊆S v(X). An imputation of utilities for a coalition S ⊆N corresponds to a vector of utilities (u i ) i∈S specifying how the coalition value is split between the agents, in other words, a vector u i ≥ 0, ∀i ∈ S and i∈S u i ≤ w(S). We say that an imputation of utilities for N is in the core if no coalition can defect and produce an imputation of utilities that is better for all agents in the coalition. Formally:
Definition 2.1 (core). Given a cooperative game (N , w) we define the core as the following set of utility imputations:
Notice that w(S) ≤ i∈S u i is a necessary and sufficient condition for S not wanting to defect. We say now that an outcome (X, p) is in the core if the utilities produced are in Core(F, v). Precisely:
Definition 2.2 (core outcomes). Given a single parameter setting F and valuation profile v, an outcome (X, p) is in the core if the vector of utilities is in Core(F, v).
The following are important properties of core outcomes:
(1) A core outcome is also a social welfare maximizing outcome, since
The core is always non-empty, since the following allocation is always in the core:
(X * , p) where X * maximizes v(X) and p i = v i or i ∈ X * and p i = 0 otherwise; (3) Given a utility imputation u ∈ Core(F, v), there is a core outcome that realizes this vector: select a set X * ∈ F maximizing i∈X * v i and allocate to X and charge prices p i = v i − u i for i ∈ X * and p i = 0 otherwise. The outcome clearly realizes utilities for
an outcome with non-negative payments that realizes it. The construction is the same as in the previous item. Note that if F is downward closed,
The previous observations allow us to rephrase Definition 2.2 in a more direct way. Notice that in the following definition, v(S \ X) ≤ p(X \ S) is a simple rephrasing of the w(S) ≤ i∈S u i condition.
Definition 2.3 (core outcomes -rephrased). Given a single parameter setting F and valuation profile v, an outcome (X, p) is in the core if p i ≤ v i for all i ∈ N and for all
Definition 2.3 allows for a natural interpretation of the core in auction settings. If an outcome is not in the core, then there is a set S with v(S \ X) > p(X \ S), which means that agents in S \ X could come to the auctioneer and offer him to evict agents X \ S and allocate to them instead, since they are able to collectively pay the auctioneer more than the revenue he is getting from X\S. This characterizes core outcomes as outcomes for which no negotiation is possible between the auctioneer and losing coalitions
Core-revenue benchmark
The discussion after Definition 2.3 shows that whenever an outcome is not in the core, the auctioneer can potentially raise his revenue by negotiating with losing coalitions. This suggests that the revenue of the core might be a natural benchmark against which to compare. We define as follows:
Definition 2.4. Given a single parameter setting F and a valuation profile v, we define the core revenue benchmark as:
Consider for example the case of multi-unit auctions, which can be modeled by F = {X ⊆ N ; |X| ≤ k} for some fixed constant k < n and agents sorted such that v 1 > v 2 > . . . > v n . It is straightforward from Definition 2.3 that an outcome is in the core iff it allocates to X = {1, . . . , k} and if p i ≥ v k+1 for i ∈ X. Notice that the revenue from core outcomes range from k · v k+1 all the way to k i=1 v k . The core benchmark corresponds to the minimum revenue of a core outcome, so for multi-unit auctions
It is not a coincidence that this is the same revenue as the VCG auction. In fact, it is a well-known fact that the core revenue is always at least the VCG revenue. This holds with equality when F is a matroid. For an in-depth discussion on the relation between the VCG mechanism and the core we refer the reader to Ausubel and Milgrom [2002] and Day and Milgrom [2008] .
LEMMA 2.5 ([AUSUBEL AND MILGROM 2002] ). For any environment F and any valuation profile v, the price paid by any agents in a core outcome is at least his VCG price. This implies in particular that the core revenue benchmark is at least the revenue of the VCG mechanism:
where X * = argmax X∈F v(X) and X * −i = argmax X∈F,i / ∈F v(X). Moreover, if F is a matroid, the the above expression holds with equality.
PROOF. If (X, p) is a core outcome, by the condition in Definition 2.3, v(X * −i \ X * ) ≤ p(X * \X * −i ), which can be re-written as:
which is the revenue that the VCG mechanism extracts from player i.
If F is a matroid, then for each i ∈ X * , X * −i is of the form X * −i = X * ∪ j \ i and therefore the VCG payments are given by p i = max{v j ; j / ∈ X * ; X * ∪ j \ i ∈ F }. Now, we show that the VCG outcome is in the core: for any matroid basis S ∈ F , there is a one-to-one mapping between σ :
Summing this inequality for all i ∈ S we obtain the core condition in Definition 2.3.
The previous lemma says that when there is substitutability among agents, the core revenue benchmark is exactly the VCG revenue. When there are complementarities, however, the core revenue benchmark can be arbitrarly higher than the VCG revenue. Consider for example the famous example of Milgrom 2002, 2006] in which there are 3 players and 2 items: the first player has a valuation of 1 for the first item, the second player has a valuation of 1 for the second item and the third player has a valuation of 1 for getting both items. This example can be translated to our setting by taking the environment to be F = {∅, {1}, {2}, {3}, {1, 2}}. The VCG auction allocates X = {1, 2} and charges zero payments. So, VcgRev(F, v) = 0. The core revenue, however, is equal to one (CoreRev(F, v) = 1) since by taking the condition in Definition 2.3 with X = {1, 2} and S = {3}, we get: p 1 + p 2 ≥ v 3 = 1.
Core competitive auctions
Our goal in this paper is to be able to truthfully extract revenue that is competitive with the core-revenue benchmark. An auction for the single parameter setting consists of two mappings: (i) allocation function, that maps a profile of valuation functions to a distribution over allocations x : R n + → ∆(F ), where ∆(F ) denotes the set of probability distributions over F ; (ii) payment function, that maps a profile of valuation functions to the expected payment of each agent: p : R n + → R N + . We abuse notation and define the maps x i : R N + → [0, 1] as the probability of winning for player i, i.e., x i (v) = P[i ∈ X(v)]. A mechanism is said to to be individually rational if for all profiles v, u
A mechanism is said to be incentive-compatible (a.k.a. truthful) if agents maximize their utility by reporting their true value. In other words:
The following lemma due to Myerson [1981] gives necessary and sufficient conditions for an auction to be individually rational and incentive compatible:
LEMMA 2.6 ([MYERSON 1981]). A mechanism defined by maps x and p is individually rational and incentive compatible if: (i) for every i and fixed valuations v −i for other players,
Our goal in this paper is to study auctions whose revenue is competitive with the core-revenue benchmark.
Definition 2.7 (core competitive auctions). We say that an auction defined by x, p is α-core competitive if for every profile of valuation functions v ∈ R N + ,
Comparison with other benchmarks
A natural question at this point is how does the core benchmark compare with other revenue benchmarks. Perhaps one of the closest benchmarks in this spirit is the envyfree benchmark, which corresponds to the minimum revenue of an allocation for which an agent would not want to trade positions with a different agent. This benchmark has been successfully used in various papers ( [Guruswami et al. 2005; Hartline and Yan 2011; Ha and Hartline 2013; Devanur et al. 2013 ] to cite a few) to design approximately-optimal revenue-extracting mechanisms. This benchmark, however, is very appropriate for symmetric settings, i.e., a setting in which whenever an allocation is feasible, a similar allocation with the names of agents permuted is also feasible. For asymmetric settings, however, it is not clear what the envy-freedom condition means since some agents can't be simply replaced by others. In an ad auction where ads can be either texts (occupying one slot) or images (occupying multiple slots), it is not clear how to define what the envy of an image for a text means, since the image is not able to replace a single text. On the other hand, however, the core-revenue benchmark captures some notion of "envy", which is made explicit in Definition 2.3. One can think of the inequality in the defintion as the "envy" of an allocated image for a group of allocated text ads. Or more generaly, as the "envy" of a set of losing players for a set of winning players that they can replace. What the core benchmark doesn't capture, however, is the "envy" from one allocated agent for another allocated agents. For this reason, for symmetric settings, the envy free benchmark can be arbitrarly higher than the core-revenue benchmark, which boils down to the VCG revenue, as discussed in Section 2.1.
Another important benchmark against which to compare is the one introduced by Micali and Valiant [2007] . Given any feasiblity set, the authors define as the maximum social welfare obtainable after the largest valued agent is excluded. Formally:
where i * is the agent with largest value 4 .
LEMMA 2.8. For any environment F and any valuation profile v, the core revenue benchmark is dominated by the Micali-Valiant benchmark:
PROOF. Let (X, p) be the outcome of the VCG auction. Now, define p such that [2007] give an individually rational and incentive compatible randomized mechanism whose revenue is an O(log n) approximation of MV(F, v) and that such approximation factor is tight. This directly translates in a same factor approximation for the core-revenue benchmark. They also show that no deterministic auction can approximate MV(F, v) by a factor better then Ω(n).
Micali and Valiant
One reason for which it is hard to improve the MV-benchmark even for very simple settings, MV is too stringent: for example, for the digital goods setting F = 2 N ,
Indeed, both lower bounds in [Micali and Valiant 2007] are given for the digital goods setting. For this setting, the core-revenue benchmark is zero, since there is no natural competition among the agents.
We believe that the core revenue benchmark provides a more achievable goal and therefore a more likely avenue for improvement for particular settings. For the Textand-Image setting, for example, the lower bounds of [Micali and Valiant 2007] imply that no mechanism can approximate the MV-benchmark by a better factor then Ω(log k) for randomized mechanisms and Ω(k) for deterministic mechanisms. For the CoreRev-benchmark, however, we are able to obtain O(ln ln k) and O( ln(k)) respectively.
The core revenue also has the important property of disentangling the problems of achieving high revenue for setting with substitutes and for settings with complements, since the former becomes trivial under the CoreRev-benchmark while the latter is quite challenging. Under the MV-benchmark, both substitutes and complements are challenging.
O( LN(K))-CORE-COMPETITIVE AUCTION FOR TEXT-AND-IMAGE SETTING
Text-and-Image Setting
Consider k advertisement slots and n bidders. Each bidder either corresponds to a text ad, which demands one slot to be displayed, or an image, which demands all k slots. It is public information that whether each bidder is a text or an image. Each bidder's value for being displayed is given by v T i for text ads and v I i for image ads. The values are private information of the bidders.
Let n T and n I be the number of text and image ads respectively. We assume w.l.o.g. that n T ≥ k + 1 and n I ≥ 2 (adding a few extra bidders with value zero if necessary). We also assume that the indices of the players are sorted such that valuations of text
For convenience, we define the maximum extractable revenue of text ads as:
We will also denote the k-th harmonic partial sum by H k = k j=1 1 j = O(ln k). It is a well known fact that
We finish the argument by summing the previous inequality for all j = 1..k.
A deterministic core-competitive auction
We start by presenting a O( ln(k))-core competitive deterministic auction. We will use this mechanism as a building block for the more complicated randomized mechanism given in Section 4. As a first step, we provide a characterization of the core-revenue in that setting: LEMMA 3.1. Given a Text-and-Image setting, if the highest value feasible set consists of text ads (
PROOF. Note that in Text-and-Image setting the winner set cannot contain both text and image ads. Now consider the special case where
In this case no matter from which group is the winning set, the sum of payments has to be at least
Because if the sum of payments is less, then the non-winning group can offer more to the auctioneer and all of them benefit more. Now consider the case where
In this case the winners are the first k text ads with sum of valuations k i=1 v T i . In order to be a core outcome, the sum of payments of the winners has to be more than valuations of image ads and hence more than v I 1 . The payment of each winner also has to be more than the valuation of the highest text ad who is not in the winning set which is v T k+1 . Therefore, the sum of payments of the winners has to be more than k · v T k+1 . We conclude for this case that
In this case, the winner is an image ad with value v I 1 . In order to be a core outcome, the payment of the winner has to be at least the value of the second best image ad which is v I 2 . The payment of the winner also has to be more than the sum of valuations of the highest k text ads which is
Recall the example by Ausubel and Milgrom discussed in the introduction: if we have two text ads and one image ad all with value 1, the text ads are selected and their payment is zero. The reason for that is that if any text ad decreases his value all the way to > 0, the text ads are still selected. One way to get around this problem is picking the allocated set in such a way that a decrease in value for any given text significantly decreases the likelihood of the entire set being picked.
A natural way to do so is to allocate to the set which has the potential of generating the largest revenue. One proxy for that is the maximum extractable revenue Φ T which corresponds to the maximum revenue you can extract by setting a uniform price. This motivates the mechanism that allocates to the highest value image ad if v I 1 ≥ Φ T and otherwise allocates to the j highest text ads where j is the maximum index such that jv T j ≤ v I 1 .
Here the payments are according to critical prices.
In the Ausubel and Milgrom example, for instance, the text ads are still allocated but their threshold is now 1 2 , so their total revenue is 1. This mechanism is clearly truthful since the allocation is monotone and its revenue is clearly an improvement over VCG. The gap between its revenue and the core-revenue benchmark can be as bad as O(ln k). Consider the following example: one image ad with value H k and k text ads with value 1/i for i = 1, . . . , k. The core-benchmark is H k but the revenue of the mechanism is only Φ T = 1.
A way to improve this mechanism is to increase the weight attributed to the text ads by a factor of ln(k). Now, we are ready to define our mechanism:
Allocation rule: If v I 1 ≥ Φ T · ln(k) then allocate to the highest value image ad. Otherwise, allocate to the j text ads with largest values where j is the largest j ≤ k such that j · v T j ≥ v I 1 / ln(k). Pricing rule: Allocated bidders are charged according to critical values. LEMMA 3.2. In the deterministic Text-and-Image mechanism, if the first image ad wins, her critical value is max{v I 2 , Φ T · ln(k)}. If a set of j text ads win, their critical value is max{v T k+1 , v I 1 /(j · ln(k))}.
PROOF. Recall that the critical value of each winner is the minimum bid for which she remains a winner fixing the other bidders' bids.
The case where the winner is an image ad is easy to proof. Note that in this case the winner has value v I 1 . The minimum bid in order to remain the winner has to be at least the value of the second highest image ad which is v I 2 and has to be larger than Φ T · ln(k) to win against text ads. Therefore, the critical value of the winner is max{v I 2 , Φ T · ln(k)}. Now we consider the case where the winners are the j highest text ads. If max{v T k+1 , v I 1 /(j · ln(k))} is equal to v T k+1 , we have v I 1 / ln(k) ≤ k · v T k+1 hence j = k by the way we select j. Hence, the first k text ads win. Moreover, the winners' payments has to be at least v T k+1 in order to be in the first k text ads, therefore, the critical value of the winners is max{v T k+1 , v I 1 /(j · ln(k))} = v T k+1 . If max{v T k+1 , v I 1 /(j · ln(k))} is equal to v I 1 /(j · ln(k)), we prove by contradiction that the critical value of winners is v I 1 /(j · ln(k)). Lets assume that there exist value v (v < v I 1 /(j · ln(k))) such that if a winner (W) bids v , she remains in the winning set and hence v is her critical value. Let j be the number of winners when W bids v . We know that the value of Φ T is at most j · v since W is in the winning set. The value of Φ T has to be greater than v I 1 / ln(k) in order for text ads to win against image ads. Therefore, we have j · v ≥ v I 1 / ln(k). On the other hand we have v < v I 1 /(j · ln(k)) which implies j · v < v I 1 / ln(k). Hence we conclude that j > j which contradicts with the fact that j is the largest number such that j ≤ k and j · v j is larger than or equal
.
Using the previous two lemmas we prove the following theorem and finish this section.
THEOREM 3.3. The deterministic Text-and-Image mechanism is O( ln(k))-core competitive.
PROOF. We prove the theorem by considering two cases: Case (i) when the first image ad wins and Case (ii) when the first j text ads win.
In Case (i) the winner is the image ad with value v I 1 and his payment max{v I 2 , Φ T · ln(k)} by Lemma 3.2 is the revenue of our deterministic Text-and-Image mechanism. The value of CoreRev in this case is max{v I 2 , k i=1 v T i } by Theorem 3.1. Therefore, using Equation 1 we conclude that the revenue of our deterministic Text-and-Image mechanism is at least ln(k) fraction of CoreRev.
In Case (ii) the winners are the first j text ads. By Lemma 3.2 we know that their critical value is max{v T k+1 , v I 1 /(j · ln(k))}. If their critical value is equal to v I 1 /(j · ln(k)) then the total revenue of the mechanism is v I 1 / ln(k). If their critical value is equal to v T k+1 then it means that v T k+1 ≥ v I 1 /(j · ln(k)), hence j is equal to k since j is the largest j ≤ k such that j · v T j ≥ v I 1 / ln(k). Therefore, the total revenue is k · v T k+1 . As a result the total revenue in Case (ii) is max{v I 1 / ln(k), k · v T k+1 }. The value of CoreRev in this case is max{kv T k+1 , v I 1 } by Lemma 3.1. Therefore the revenue of our deterministic Text-and-Image mechanism is at least ln(k) fraction of CoreRev.
A O( ln(k)) lower bound for deterministic mechanisms
Now we show that O( ln(k)) is necessary for deterministic core-competitive mechanisms. Formally, we show that no mechanism that is anonymous and satisfies independence of irrelevant alternatives can provide an approximation ratio better then O( ln(k)). A word of caution: while anonymity and independence of irrelevant alternatives are commonly used assumptions in lower bounds for deterministic mechanisms [Ashlagi et al. 2012 ], they are not completely innocuous as shown by [Aggarwal et al. 2011] .
Definition 3.4. A mechanism (M = (x, p)) is anonymous if the following holds.
Let v and v be two valuation profiles that are permutations of each other (i.e. the set of valuations are the same but the identities of bidders are permuted). Say v = permutation (v ) . If x(v) = S 1 and x(v ) = S , then S = permutation(S).
Definition 3.5. A mechanism (M = (x, p)) satisfies independence of irrelevant alternatives if we decrease the bid of a losing participant, it does not hurt any winner. More formally, for every valuation profile v and loser participant i ∈ x(v), if we decrease the value of i from v
THEOREM 3.6. Let M * be a deterministic mechanism with optimum core competitive factor satisfying anonymity and independence of irrelevant alternatives. Then there exist a valuation profile for which revenue of M * is at most ln(k) of CoreRev.
PROOF. Let valuation profile v consists of k text ads {v
is equal to 1/i and 2 image ads {v I 1 , v I 2 } both with value ln(k). Now we consider two cases:
Case (i) M * allocates to an image ad. Note that the revenue of M * is the payment of the winner and is at most ln(k). Now, lets increase the valuation of the winner to ln(k) and build a new valuation profile v . Note that by Lemma 2.6 the winner and his payment in v remains the same as in v. Therefore, the revenue of v is ln(k) while its CoreRev by Theorem 3.1 is ln(k).
Case (ii) M * allocates to a set of text ads . We build a group of k valuation profiles v (1) , . . . , v (k) and show that in at least one of them the difference between CoreRev and revenue of M * is ln(k). valuation profile v (1) is the same as v and we build v (i+1) from v (i) by the following procedure. If text ad v T i+1 is a winner in v (i) then we obtain v (i+1) by increasing value of v T i+1 to one in v (i) . Otherwise, if text ad v T i+1 is a loser in v (i) then we obtain v (i+1) by decreasing value of v T i+1 to zero in v (i) . Let j be the largest number such that j ≤ k and text ad v T j is a winner in v (j) . Now we claim that every text ad j where j > j is a loser in v (j) . Otherwise, if such j exist then j will also be a winner in v (j ) since by independence of irrelevant alternative j remains a winner in all valuation profiles v ( ) for j < < j . This contradicts with the fact that j is the largest number. Therefore, we know that in valuation profile v (j) all the winners are between 1 and j and hence we have at most j winners. Note that v (j) is obtained from v (j−1) by increasing the value of v T j from 1/j to 1 and by Lemma 2.6 his payment is at most 1/j. Also, all the winners in v (j) have valuation 1, so we claim that all the winners should pay the same amount. Before proving the claim, we show that this is enough to finishes the proof in this case. Mechanism M * at valuation profile v (j) has at most j winners each paying at most 1/j, therefore, the revenue of M * is 1 while CoreRev of v (j) is ln(k) (by Lemma 3.1).
We finish this section by proving the claim that the payments of winners of M * at valuation profile v (j) are all the same. Assume otherwise and let a and b be two text ads in the valuation profile v where both are winners but they pay different amounts. w.l.o.g. assume p a < p b . Lets pick value x such that p a < x < p b and x be different than all the valuations in v (j) . Note that such x exists since there are finite number of bidders in v (j) but infinitely many numbers in range (p a , p b ). Now if we decrease the valuation of bidder v T a from 1 to x and obtain valuation profile A she remains a winner by Lemma 2.6. If we decrease the valuation of bidder v T b from 1 to x and obtain valuation profile B she does not remain a winner by Lemma 2.6. Note that the single bidder in A with valuation x is a winner but the single bidder with valuation x in B is not a winner while A and B are permutations of each other. This contradicts with anonymity (see Theorem 3.5) of M * .
A RANDOMIZED O(LN(LN(K)))-CORE COMPETITIVE MECHANISM
In this section we improve the O( ln(k))-core competitive mechanism presented in the last section with the use of randomization. Recall that in the deterministic mechanism we decide on allocating to text or image ads based on the ratio v I 1 /Φ T being above or below ln(k). If we allow randomness, we can decide a threshold as a random function of this ratio. Optimizing the revenue as a function of this distribution, we obtain the following mechanism:
Allocation rule: Consider the ration ψ = v I 1 /Φ T : if ψ ≤ 2 allocate the items to the j largest text ads, where j is the largest number such that jv T j ≥ v I 1 /2. if 2 < ψ, allocate to the highest valued image ad with probability min{1, ln(ψ)/ ln(ln k)}. With the remaining probability, leave the items unallocated.
Pricing rule: Allocated bidders are charged according to Myerson's integral.
It is simple to see that under D the best revenue that can be obtained by a single threshold from any given text ad is 1/k and the revenue that can be obtained from an image is 1. So, the total revenue is at most k · 1 k + 1 = 2. LEMMA 5.2. The expected value of the core revenue benchmark is doublylogarithmic: E v∼D CoreRev(v) ≥ Ω(ln(ln(k))).
PROOF. Throughout this proof, let v be a random variable drawn from D. For any given text ad, E[v T i ] = H k /k. Now, we bounds its variance by:
Therefore, E[ i v T i ] = H k and Var[ i v T i ] ≤ 2. By Chebyshev's inequality
By Lemma 3.1 we know that the CoreRev(v) = min{ i v T i , v I }. Now, we are ready to lower bound the core revenue benchmark:
Since H = O(log k) we get that E[CoreRev(v)] ≥ Ω(ln(ln(k))).
THEOREM 5.3. The core-competitive factor of R * is at least Ω(ln(ln(k))).
PROOF. Since E[CoreRev(v)]
= Ω(ln(ln(k))) and E[ i p i (v)] = O(1), it follows from the probabilistic methods that there must be at least one valuation profile for which CoreRev(v) ≥ Ω(ln(ln(k))) · E[ i p i (v)].
Note on inefficient allocations:. The auctions described in this paper implement outcomes that are often not socially optimal. Moreover, even when more then one socially optimal allocation is available, the mechanism might allocate to an agent that is part of no efficient allocation. This is unlike, for example, the Micali-Valiant mechanism [Micali and Valiant 2007] which always allocates to a (random) subset of the agents allocated by the VCG mechanism. Next we show that sometimes allocating to agents which are not allocated in any efficient outcome is necessary in order to get core-competitiveness better then O(ln k).
THEOREM 5.4. Any mechanism for the Text-and-Image setting that only allocates for a subset of the agents selected by the VCG mechanism has Ω(ln k) core competitive hardness.
PROOF. Consider k text ads with v T i drawn from the same distribution used for the previous lower bound and one image ad with v I 1 = H k /2. Using the expectation and variance of i v T i computed earlier in this section, we know by Chebyshev's inequality that Pr(| | i v T i −H k | > H k /s) ≤ Ω(1/H 2 k ). So the image ad is allocated with probability O(1/H 2 k ). Since the revenue obtained from any given text ad in expectation is at most 1/k (by Lemma 5.1), the total revenue is at most k · 1 k + O( 1 H 2 k ) · H k /2 = O(1). The expected core revenue benchmark, however, is at least (1 − 1 H 2 k ) · H k /2 = Ω(ln k).
