The computation of the analytic center of the solution set can be important in linear programming applications where it is desirable to obtain a solution that is not near the relative boundary of the solution set. In this work we discuss the e ective computation of the analytic center solution by the use of primal-dual interior-point methods. A primal-dual interior-point algorithm designed for e ectively computing the analytic-center solution is proposed and numerical results are presented.
1 Introduction results proving convergence of the iteration sequence to the analytic center solution for any primal-dual interior-point method.
The Mizuno-Todd-Ye predictor-corrector algorithm has two characteristics that makes it unappealing for most practical purposes. The rst one is that at each iteration the algorithm requires the solution of two linear systems of equations where the matrices are of the same form as those for the Kojima-Mizuno-Yoshise algorithm. Hence, the cost per iteration is twice that of the Kojima-Mizuno-Yoshise algorithm. The second de ciency is the requirement that the starting feasible point must be inside a speci ed -neighborhood of the central path.
Recently, Bonnans and Gonzaga 1] gave su cient conditions for convergence and convergence to the analytic-center of the iteration sequence generated by primal-dual interiorpoint algorithms from a general class of algorithms containing the Kojima-Mizuno-Yoshise and Mizuno-Todd-Ye algorithms. Their result is an extension of the work of Gonzaga and Tapia 7] .
However, the value of this theoretical result is rather limited in practice. On one hand, Theorem 3.2 in Bonnans and Gonzaga 1] guarantees the theoretical convergence of the iteration sequence to the analytic-center assuming, among other conditions, that the iterates stay in a small neighborhood of the central path. However, strong adherence of the iterates to the central path may result in slow performance of the algorithm, especially when this adherence is also maintained far from the solution set. On the other hand, we will show that although the iteration sequence generated by the Kojima-Mizuno-Yoshise algorithm may theoretically converge to the analytic-center, in practice this convergence is not, for many cases, easy to attain. This negative behavior is related to the proximity of the iterates to the solution set. If the sequence generated by the algorithm approaches the solution set very fast and is far from the analytic-center the stopping criteria are met before the approximate solution has a chance of getting close to the analytic-center. Also, the singularity of the Jacobian matrix at the solution may cause serious numerical problems that a ect the computation of the analytic center when the iterates are very close to the solution set.
Hence, a balance between proximity to the central path and proximity to the solution set is crucial for an e ective computation of the analytic-center of the solution set using a primal-dual interior-point algorithm.
In this work a modi cation of the Kojima-Mizuno-Yoshise primal-dual algorithm is pro-posed. This modi ed algorithm combines the objectives of approaching the central path and the solution set to e ectively compute the analytic-center solution. We prove that the proposed algorithm generates an iteration sequence with the property that a subsequence converges to the analytic-center of the solution set. Moreover, we also prove that with a small modi cation the algorithm achieves polynomial complexity. Finally, we demonstrate that the numerical behavior of the algorithm is quite good. This paper is organized as follows. The next section contains some preliminary background and notation. In Section 3 our proposed primal-dual interior-point algorithm designed for e ectively computing the analytic-center is described. The convergence properties for the algorithm are studied in Section 4. In Section 5 we prove that the algorithm has polynomial complexity if the algorithm is modi ed in an appropriate way. In Section 6 we study the numerical behavior of the proposed algorithm. Also, we compare the numerical behavior of the proposed algorithm with the numerical behavior of the Kojima-Mizuno-Yoshise and the Mizuno-Todd-Ye algorithms. Finally, some conclusions and remarks are given in Section 7.
Preliminaries and Notation
We consider the linear programming problem in the standard form minimize c T x subject to Ax = b; x 0;
(1) where c; x 2 R n , b 2 R m , A 2 R m n (m < n) and A has full rank m. where X = diag(x), Z = diag(z), and e = (1; 1; :::1; 1) T 2 R n .
The feasibility set of problem (2) is F = f(x; y; z) : Ax = b; A T y + z = c; (x; z) 0g: 4 A feasible point (x; y; z) 2 F is said to be strictly feasible if x and z are strictly positive. The set of all the strictly feasible points is denoted by F + .
We denote the solution set of problem (2) by S = f(x; y; z) : F(x; y; z) = 0; (x; z) 0g:
A point (x; y; z) in S is said to be a strict complementarity solution if x i + z i > 0 for all i = 1; : : : ; n.
The following standard conditions are assumed:
(A1) fx 2 R n : Ax = b; x > 0g 6 = ;, and (A2) n (y; z) 2 R m+n : A T y + z = c; z > 0 o 6 = ;:
We are particularly concerned with the case when S is not a singleton set. Under the previous assumptions, the solution set S has the following interesting structure:
(i) The set S 6 = ; is bounded.
(ii) All points in the relative interior of S are strict complementarity solutions and all points on the relative boundary of S are not.
(iii) The zero-nonzero pattern of points in the relative interior of S is invariant.
See El-Bakry, Tapia and Zhang 5] for proofs.
Therefore, for any (x ; y ; z ) 2 ri(S), where ri(S) denotes the relative interior of S, the following index sets I + x = fi : x i > 0; 1 i ng and I + z = fi : z i > 0; 1 i ng are independent of the choice of (x ; y ; z ). Moreover, by strict complementarity I + x I + z = f1; 2; :::; ng and I + x \ I + z = ;: Because of this structure of the solution set S, the solutions in ri(S) may be characterized as having a maximal number of nonzero components. Among them, there is a solution that 5 may be thought of as the center-most solution in the sense that it maximizes the product of the positive components. This solution is called the analytic-center of the solution set and was studied by McLinden 11] in a general setting and later independently by Sonnevend 15] in the context of linear programming. Formally, the analytic-center of the solution set S is de ned as: (x ; y ; z ) = arg max f (x; z) : (x; y; z) 2 Sg This is equivalent to saying that a strictly feasible point (x; y; z) is on the central path (for some > 0) if and only if it satis es x 1 z 1 = x 2 z 2 = ::: = x n z n . These notions of analytic-center and central path are well-de ned under assumptions (A1), and (A2). For more details see McLinden 11] , Megiddo 13] , and Gonzaga 6] .
A -neighborhood of the central path is de ned as N( ) = f(x; y; z) : (x; y; z) 2 F; kXz ? ek 2 g;
where 2 (0; 1) and = x T z=n.
A very interesting result is Theorem 9 of McLinden 11]. In the case of linear programming, it states that the central path intersects the solution set at the analytic-center, i.e., the central-path point (x( ); y( ); z( )) converges to the analytic center (x ; y ; z ) as converges to zero. See also Proposition 8.2 in Megiddo 13] and the discussion preceding it. This fact plays a critical role in the development of most primal-dual interior-point algorithms which attempt to follow the central path.
Algorithm
The interior-point algorithm proposed in this work has been designed for e ectively computing the analytic-center of the solution set in linear programming and it is a modi cation of the Kojima{Mizuno{Yoshise algorithm.
The following lemma can be found in Zhang and Tapia 22] . It provides a su cient condition for a strictly feasible sequence f(x k ; y k ; z k )g to converge to the analytic-center of the solution set.
Lemma 3.1 (Zhang-Tapia) Let f(x k ; y k ; z k )g be a sequence of strictly feasible points. Let
and
with e = (1; : : : ; 1) T 2 R n .
Then f(x k ; y k ; z k )g converges to the analytic-center of the solution set.
Our approach to constructing an algorithm for computing the analytic center is to attempt to enforce conditions (5) and (6) .
A key ingredient in the proposed algorithm is the use of the damped Newton method applied to the perturbed Karush-Kuhn-Tucker conditions f (x; y; z) = k(Xz ? e)= k 2 2 ; for (x; y; z) 2 F: (7) The function f measures proximity or closeness to the central path at .
The basic idea of the algorithm is to consider a sequence of gradually shrinking neighborhoods fN( j )g of the central path with j ! 0. In the next section we will show that under certain assumptions the proposed algorithm generates an iteration sequence f(x k ; y k ; z k )g such that a subsequence (x k j ; y k j ; z k j ) belongs to N( j ). This subsequence is obtained by considering a sequence of 0 s and for each xed using a damped Newton's method (with a line-search globalization strategy) to approximately solve the system F (x; y; z) = 0.
A description of the algorithm is the following: (4) Line search:
go to (5). We note that while condition (8) is not satis ed substeps (3) and (4) 
In the next section we will show that the index set I( ) is nite for each chosen by Algorithm 3.1 which means that condition (8) is satis ed by an in nite subsequence f(x k i ; z k i )g 1 i=0 of points generated by the algorithm. 9
Convergence Properties
In this section we prove that under certain assumptions the LSSN algorithm generates an iteration sequence which contains a subsequence that converges to the analytic-center of the solution set. The convergence result is established by showing that under certain assumptions there exists a subsequence satisfying conditions (5) and (6) of Lemma 3.1. Therefore we need to study the behavior of the proposed algorithm with respect to the two objectives of decreasing the gap and centering the iterates. 
If k 6 2 I cp I + cp , assume without loss of generality that k + cp = 0 and k = 2. From (11) we get (x 2 ) T z 2 = (x 1 ) T z 1 (1 ? 1 ) + n 1 : (13) Multiplying both sides of equation (13) by 2 =n, using the de nition of 2 and the fact that = 1 (x 1 ) T z 1 n ; we obtain = 2 (x 2 ) T z 2 n : The use of the same argument in an inductive manner for k k cp completes the proof of (12 Proof.
Suppose (x k ) T z k for some > 0 and for all k 0. By hypothesis, x k i z k
n for all k 0 and i = 1; ; n: (14) Let 
Now, suppose that (x k ) T z k ! 0. By Theorem 3.2 from Tapia, Zhang, and Ye 16] we have
for some constants C 1 ; C 2 > 0, and k de ned as in Proposition 4.1 ( k 1). Equation (16) implies that there exists N 1 > 0 such that
Since we are assuming that rank(A) = m, the matrix AA T is invertible and y k = ?(AA T ) ?1 A z k : (18) Therefore, (17) and (18) 
The nal result follows from (15), (17), and (19). where f is de ned by (7) and w k = (x k ; y k ; z k ). It is easily seen that (20) implies that condition (8) will be satis ed for k large enough which contradicts the assumption that I( ) is in nite.
Let us call k = min(1; k^ k ), wherê 
where w k = ( x k ; y k ; z k ). According to the proof of Proposition 4.2 we can write
and by virtue of Lemma 4.2, we have that k w k k 2 M for all k. Therefore, equations (21) and (22) imply that (20) is satis ed in this case as well. This completes the proof of our lemma.
2
Using Lemma 4.3 we will show that if the parameters j that de ne the neighborhoods of the central path are chosen so that they converge to zero, then the iteration sequence generated by Algorithm 3.1 possesses a subsequence converging to the analytic-center of the solution set. The next theorem formally states this result. Theorem 4.1 Let f(x k ; y k ; z k )g be generated by the LSSN algorithm (Algorithm 3.1) with parameter choices 0 2 (0; 1), f k g, and f k g. Assume (a1) min(X k Z k e)=x k T z k =n for all k and some 2 (0; 1).
(a2) k > 0 for all k and some 2 (0; 1).
(a3) k ! 0.
Then, there exists a subsequence of f(x k ; y k ; z k )g that converges to the analytic-center of the solution set.
Proof.
By Assumptions (a1), (a2), and Lemma 4.3, there exists a subsequence fk j g such that (8) is satis ed at iteration k j i.e., k X k j Z k j e k j ? ek 2 k j :
According to (iii) of Proposition (4.2) we have,
and by virtue assumption (a3) it follows that
Now, for each j > 0, Proposition (4.1) implies that (x k j+1 ) T z k j+1 (x k j +1 ) T z k j +1 and
The remainder of the proof follows from (23), (24) , and Lemma 3.1.
5 Complexity Bound
In this section we address two important issues concerning the LSSN algorithm; namely the centrality assumption in Theorem 4.1 and the complexity of the algorithm. We prove that a modi cation of the line-search strategy for the LSSN algorithm leads to a modi ed LSSN algorithm which possesses polynomial complexity and for which the centrality assumption of Theorem 4.1 is always satis ed. In order to facilitate the exposition below let Observe that in this modi cation the iterations where the -neighborhoods of the central path are reached are counted separately from the other iterations.
In order to obtain a polynomial complexity bound for the Modi ed LSSN algorithm we need to derive an upper bound for the number of iterations required by the algorithm to satisfy the central-path proximity condition given in step (6) . The idea for bounding the number of iterations required by the algorithm to approach the central path is to study the line-search problem (26) and to nd an upper bound for its objective function value. The next lemmas address these issues. The next lemma uses the result obtained from Lemma 5.4 and the optimization problem (32) in order to obtain an upper bound for the optimal value of (26). This upper bound will be used later for bounding the number of iterations needed to satisfy (25), i.e. the number of iterations needed for entering the -neighborhood of the central path. The optimal value of problem (26) 
We want to nd an upper bound for + in terms of and . 
(iv) Finally, if we assume that > 2(1? ) and (1? )= > 1, then =(2 ) =^ > = 1, and therefore (39) holds in this case as well. But then so does (41).
In conclusion, we have shown that (38) holds whenever 2(1 ? ), while (41) holds whenever > 2(1 ? ). We end the proof of our lemma by noting that the right-hand side of (41) is greater than the right-hand side of (38) if and only if > 2(1 ? ). 2 Lemma 5.6 Let f(x k;l ; y k;l ; z k;l )g and f k g be generated by the Modi ed LSSN algorithm with the parameter choice f k g. (45), (46), (53), and l k l k +l k we deduce that l k = O(n= ) + O(log k ), for k 1. 2
The previous lemma gives an upper bound for the number of iterations required by the Modi ed LSSN algorithm to enter the -neighborhood of the central path. The polynomial complexity bound for the algorithm is obtained by assuming a certain rate of decrease for k and by nding a bound on the number of iterations required by the algorithm to reduce the gap to a given tolerance. This is done in the next theorem. Proof Let = 2 ?2L . The proof follows directly from Theorem 5.2 since log (x 0 ) T z 0 4L. 2 
Numerical Experience
In this section we discuss the numerical results obtained from applying the LSSN algorithm to a subset of NETLIB test problems. We compare the performance of the LSSN algorithm with the performance of the Kojima-Mizuno-Yoshise algorithm and the Mizuno-Todd-Ye algorithm.
Our preliminary numerical experimentation showed that the LSSN algorithm as presented in Section 3 (Algorithm 3.1) seems to perform better than the Modi ed LSSN algorithm in terms of number of iterations. Therefore, the results in the present section use the LSSN algorithm without modi cation (Algorithm 3.1). At this juncture we believe that the linesearch modi cation introduced in Section 5 has more of a theoretical value than a practical value. However, more research will be done on this issue.
The experiments were performed in 64 bit arithmetic using codes implemented in MAT-LAB . The starting points for the LSSN and Kojima-Mizuno-Yoshise algorithms are obtained following Lustig, Marsden, and Shanno 10] and are not necessarily feasible. The algorithms generate a sequence of iterates that approach feasibility and drive the gap to zero. The step-lengths for the Mizuno-Todd-Ye algorithm are obtained following Ye, Guler, Tapia, and Zhang 18] .
The line-search strategy (backtracking) de ned in step (4) of the LSSN algorithm was implemented using the value = 10 ?4 and a xed value = 1=2. The parameters j were chosen, in general, as k+1 = ( k ) 2 . Some minor variations, based on heuristics, are considered in choosing j when the iterates are close to the solution set.
In all problems, the parameters k were chosen as In this study all the problems were solved to an accuracy of 10 ?8 . The algorithms stop when the problem is solved to the given accuracy or when the number of iterations reaches 200. The experimentation was performed using a Sun 4/model 670-120. Table 1 studies the e ect of the choice of the parameter 0 in the performance of the LSSN algorithm. Observe that if the parameter 0 is small ( 0 0:0001 for most of the problems considered) the number of iterations exceeds the allowable maximum number of 200 iterations. This large number of iterations is due to the fact that the iterates approach the solution set very fast but are still far away from the central path. Because of the proximity of the iterates to the solution set the Jacobian matrix is very ill-conditioned and the step-lengths become very small.
In general, the closer the value of the parameter 0 is to 1, the greater is the number of iterations required for convergence and also the larger is the number of times that the 3 Number of times the backtracking strategy is activated 4 Number of times central the -neighborhoods of the central path are reached 5 The allowable maximum number of 200 iterations is reached -neighborhoods of the central path are reached. This numerical behavior shows that closer the value of the parameter 0 is to 1, the stronger is the adherence of the iterates to the central path and the slower is the performance of the algorithm (as should be expected from the theory). Table 2 compares the performance of the LSSN and the Mizuno-Todd-Ye algorithms. The starting point is the same for both algorithms and the iterations are counted from that point.
For most of the problems tested the Mizuno-Todd-Ye algorithm requires a larger number of iterations to converge than the LSSN algorithm. This result seems to be a consequence of the long steps performed by the LSSN algorithm. An illustration of the behavior of the Mizuno-Todd-Ye and LSSN algorithms with respect to closeness to the central path and the duality gap is given by Figures 1 and 2 for problem SHARE2B.
For larger values of 0 , e.g. 0 = 0:5, the number of iterations required by the MizunoTodd-Ye algorithm is less than the number of iterations required by the LSSN algorithm. However, for most of these problems, the total cost in terms of total number of operations performed for the Mizuno-Todd-Ye algorithm is equal or larger than that for the LSSN algorithm, since the cost per iteration of the Mizuno-Todd-Ye algorithm is twice that of the LSSN algorithm. Recall that in our introduction section we argued that this characteristic of the Mizuno-Todd-Ye algorithm, together with the requirement that the starting point must belong to a -neighborhood ( < 0:25), have made the algorithm rather unappealing for practical purposes.
A very interesting feature of the LSSN algorithm is that it provides a way of computing a point in a -neighborhood of the central path, for any 2 (0; 1). In this work we used this interesting property of the LSSN algorithm for computing the starting point for the Mizuno-Todd-Ye algorithm. Table 3 shows the performance of the Kojima-Mizuno-Yoshise algorithm for xed values of the centering parameters k . Observe that the algorithm does not converge for several of the problems considered . This is a signi cant disadvantage when compared with the LSSN and the Mizuno-Todd-Ye algorithms. The lack of convergence of the Kojima-Mizuno-Yoshise algorithm is due to the fact that the iterates do not stay in the -neighborhood of the central path after this neighborhood is reached.
In the problems where the Kojima-Mizuno-Yoshise algorithm converges, the number of iterations increases as the value of the parameter k increases, as should be expected. The smallest number of iterations required by the Kojima-Mizuno-Yoshise algorithm to converge is always larger than the smallest number of iterations required by the LSSN algorithm to converge for the same problem. It is very interesting to note that for those problems where the Kojima-Mizuno-Yoshise algorithm converges, the line-search strategy is never activated when applying the LSSN algorithm.
Conclusions
In this work a modi cation of the Kojima-Mizuno-Yoshise primal-dual algorithm is proposed. The goals of approaching the central path and the solution set are combined to design an algorithm which e ectively computes the analytic-center solution. The iterates generated by the Long-Step Shrinking-Neighborhood (LSSN) algorithm proposed in this research approaches the solution set while approaching the central path. The approach to the central path is done in such a way that long steps can be taken when the gap is not small, but close to the solution set only small steps are allowed because of the use of gradually shrinking neighborhoods of the central path.
A very interesting feature of the LSSN algorithm is that it gives a practical way of nding a point in a neighborhood of the central path. Hence, the LSSN algorithm can be used for nding a starting point for the Mizuno-Todd-Ye algorithm and comparisons of the performances of the Generic Kojima-Mizuno-Yoshise, Mizuno-Todd-Ye, and LSSN algorithms can be established.
Numerical results showed that the Generic Kojima-Mizuno-Yoshise algorithm is not adequate for computing the analytic-center solution even if the centering parameters k are chosen close to one and the iterates reach the central path at some iteration. The MizunoTodd-Ye algorithm and the LSSN algorithm are, in general, both capable of computing the analytic-center. The LSSN algorithm compares favorably to the Mizuno-Todd-Ye algorithm regarding total cost. In this work we proposed the use of the LSSN algorithm for nding the starting point for the Mizuno-Todd-Ye algorithm, but di erent approaches of obtaining this initial point may lead to better performance of the Mizuno-Todd-Ye algorithm. The performance of the LSSN algorithm strongly depends on the choice of the parameter 0 . The performance of the Mizuno-Todd-Ye algorithm depends on the starting point and does not depend on any parameter choice, thus, in that sense, the Mizuno-Todd-Ye algorithm may 31 be considered more robust than the LSSN algorithm.
