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ABSTRACT 
The coordinate system of Kerr and Debney is, used to find 
the empty Type D metrics with a diverging principal null vector. 
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These spaces are shown to be precisely that subclass of the diverging, 
empty, algebraically special spaces which are quasi-diagonalizable. 
This leads to the canonical forms found by Plebanski and Demianski 
for the empty Type D metrics. These are generalized to a class of 
charged Type D metrics possessing a cosmological constant. 
The theory of symmetries in an empty algebraically special 
space is examined, revealing that those spaces with two commuting 
Killing vectors are characterized by four real constants, and that 
if two of these are zero, the space is Type D, and quasi-diagonaliz-
able. The field equations are then linearized, and solved 
completely. 
A brief discussion of conformal Killing tensors is given, 
and an upper bound is found for the number of linearly independent, 
second order, trace-free, conformal Killing tensors in any Riemannian 
space of dimension greater than two. Finally, it is shown that the 
Type D metrics are a natural subclass of those spaces with quasi-
diagonal metrics and non-redundant, conformal Killing tensors. 
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CHAPTER I 
INTRODUCTION 
In 1969 William Kinnersley[l] found that empty .Type D metrics 
have two commuting Killing vectors. About this time Kerr and 
[2] Debney discussed the problem of finding empty algebraically special 
[3] 
spaces with two commuting Killing vectors, but they did not discuss 
the Type D metrics explicitly. 
In this thesis the Type D metrics are solved in the coordinate 
system of Kerr and Debney, allowing a direct interplay between their 
results and those of Kinnersley. Consequently, progress has been 
made on the theory of algebraically special spaces with two commuting 
Killing vectors. It is shown that these spaces are characterized 
by four real constants, and that the space is Type D if a particular 
pair of these is zero. The field equations[4 ] may then be linearized, 
and solved completely. 
The theory of Type D spaces may also be extended. We shall 
concentrate on those empty Type D metrics with diverging principal 
null vectors[S] and show that they are particularly simple spaces -
the most general member being described by a quartic function of a 
single variable. This simplicity is traced to the quasi-diagonaliz-
ability (q.d. for short) of the empty Type D spaces. 
We shall understand this property to mean that the space allows 
two commuting Killing vectors and that two non-ignorable coordinates 
can be chosen in such a way that there are no cross-terms in the metric 
between them and the ignorable Killing coordinates. In Chapter V and 
VI we prove that an empty algebraically special space with a diverging 
principal null vector is Type D iff it is q.d •• 
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The importance of q.d. was recognized soon after the discovery 
f th K t. . [6 ] 1966 [ 7 ] h d h o e err me r1c. In A. Papapetrou s owe t at an 
empty metric with two commuting Killing vectors has an axis only if 
it is q.d .• This result was generalized by Carter who established 
the relationship between q.d. (which he called orthogonal transitivity) 
. . [8] 
and ·the existence of hor1zons. 
There are two sections to this dissertation. In Section A 
we discuss the relationship between empty algebraically special 
spaces with two commuting Killing vectors and the Type D spaces. 
Maxwell fields and conformal Killing tensors[g] (C.K.T.'s for short) 
are introduced in Section B to generalize these empty Type D spaces. 
The motivation for discussing C.K.T. 's sterns from a paper 
[10] by Walker and Penrose, in which it was shown that the empty 
Type D spaces have one. This result generalizes some work by 
Carter,[ 11] who found that the non-radiating Type D rnetrics have a 
. [ 12] 
Killing tensor. In fact, the ex1stence of a non-redundant 
C.K.T. in an empty Type D space guarantees a conforrnally separable 
[ 13] 
coordinate system for the Hamilton-Jacobi equation, and it is this 
coordinate system which quasi-diagonalizes the metric. 
The notation used in later chapters is introduced in 
Chapter II. Chapter III contains a derivation of the conditions 
which an empty algebraically special space and a Type D space must 
satisfy. These are expressed in the coordinate system used by Kerr 
and Debney, thereby allowing us to draw directly from their results 
on the symmetries in an algebraically special empty space. In 
Chapter IV a proof of Kinnersley's theorem that the empty Type D 
spaces have two commuting Killing vectors is given. In addition, 
d f . . t. f d. . d d. . [ 14 ] . e 1n1 1ons o ra 1at1ng an non-ra 1at1ng spaces are g1ven, 
together with a derivation of the non-radiating Type D spaces. 
4 
Chapter V contains the solution of the radiating Type D metrics, and 
also Papapetrou's concept of quasi-diagonalizability. This leads 
to the canonical form for the Kinnersley metric, found by J. Plebanski 
d . k' [ 15] an M. Dem~ans ~. The results of Chapter V are extended in 
Chapter VI to the non-radiating Type D spaces. A Maxv1ell field 
and a cosmological constant are introduced in Chapter VII, and 
generalizations of the Type C and Kinnersley metrics found. These 
are analogous to the generalization of the empty Kerr-NUT space 
found by Carter. Chapter VIII contains a discussion of conformal 
Killing tensors, which are used in Chapter IX to find generalizations 
. . [16] 
of the Boyer-L1ndqu1st metrical form for the Kerr-NUT space. 
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CHAPTER II 
SECTION A NOTATION 
(t) . (tt) 
We shall suppose that {eAB} and {Cla} are spin (hermitean) 
and holonomic bases respectively for vector fields on an Einstein 
space, P,.. Any vector, V, may be expressed in component form with 
respect to either base, 
(2.1) 
The dual spin basis, AB {w }, is defined in terms of the holonomic 
a dual basis, {dx }, through the equations 
AB ABda w = w X I 
a 
(2. 2) 
. (ttt) The complex conjugate of a sp1nor is 
. . 
TA ... B .. . 
c. . . b .. . = 
,A. .. . B • .. T• C. • • D ••• 
(2. 3) 
In future we shall adopt the notation that a vector, V, be written 
a AA. 
asV=V () =V e·. 
a AA 
The advantage that the indices A and A 
are naturally associated with the index a more than compensates for 
the additional care which must be taken in treating A and A as 
independent, and when performing complex conjugation. 
The set {eAA} is chosen to be a set of null vectors, whose 
inner products are defined through the following equations 
E •. 
AB f 
(2. 4) 
(t) A I B, ••• ranges over 0,1 A,B ranges over 0, i . 
ctt) a, a,... ranges over (1 ,2,3,4). 
(ttt) We shall understand a spinor to be a complex geometric object 
subject to certain formal rules 9f manipulation, and whose 
' t f ' TA.. B •• • gener1c componen orm 1s c ....... . 
E - E.. AB - . LAB] I (2. 5) 
Since the members of {eAiJ are hermi tean t e00 and e 1 i are real 
null vectors, and e0 i and e10 are complex null vectors. 
ds 2 , is defined as 
2 ( oo 1i oi 10> (!) (!) - (!) (!) 
The metric, 
(2. 6a) 
(2. 6b) 
It is consistent to raise spinor indices with ~B, and lower them 
with EAB, where 
~= AB] EOl = 1 (2. 7a) 
?;A = ~ l;B t r; = - E r;B I (2.7b) A AB 
EB= oB (2. 7c) A A 
A covariant derivative, V, which acts on spinors and agrees 
6 
with the standard covariant derivative for tensors, is defined through 
the equations 
. . . . 
V'TAB. • 
c .. 
dTAB.. + fA. TXB.. + fB 
C.. X C.. X 
TAX •. 
c .. 
. 
TAB. • 
x •. 
(2. 8} 
r AB = f (AB) (2. 9) 
The rA are called the spin connection one-forms. 
B 
The Riemann tensor is defined through the equation 
a ~R (3yo Tct, giving the following spinor components for 
the Riemann [17] tensor , 
• EL· + $···· E E CD ABCD AB CD 
+ E E .. ~ .. + 
AB CD CDAB 
+ 2A(E E E .. E •• + E E E .• E •. ) 1 (2.10) AC BD AB CD AB CD AD BC 
$ ABCD = W (ABCD) {2.lla) 
~ABCD = ~(AB) (CD) ~ABCD I (2.llb) 
A= A (2.11c) 
24A (2.lld) 
~ is conforma11y flat if $ABCD it is empty if~ ·· = 0 =A. ABCD 
The components of the Weyl spina~ $ABCD' are defined through the 
equations 
''' - '" i A + B + C + D • '~'i - '~'ABCD I (2.12) 
The Cartan structural equations in spinor form are 
CC BB dw • = (E· · r · + E r · · · ) w A w AA AB ABCC AB ABCC (2.13a) 
I 
(2.13b) 
(2.13c) 
. [18] It is sometimes useful to use the Newman - Penrose notat1on 
for the spin coefficients. 
roooo = K r0100 = E rnoo = 1T 
r0010 p rona = a r 1110 = A 
roooi = (J r010i = s r noi = J.l 
r001i = T roni = y r 111i = \) (2.14) 
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. 
The last two indices, CC, in rABCC are hermitean, and so, for 
example, roioi = a. With this notation,. eq. (2.13a) may be 
written as 
oo 01 - oo 10 wooA w1i 
= KW 1\ W + KW 1\ W + ( E: + E:) 
- 01 10 - 01 ll 
+ (p- p) w 1\ w + (a+ S- T) w 1\ w 
. . 
+ (a+ F- "T) wlO 1\ wll (2.15a) 
awoo /\ ,,,16 - oo 16 - o6 ,,,li = UJ + {p- E: + E:) w .A w + (T + TI) w A w 
. 
+ (a-S> wol A w1o + 1wolA wll + (y- y+ il> wloA li w 
(2 .15b) 
. . . 
dwli 
- - 00 01 - 00 10 (a+ S- TI) w A w + (a+S-TI)W .A w 
(y + y) woo 1\ 1i - 01 10 + w + (}..t-}..t)W A w 
. . . 
- 01 /\ 11 10 11 + \)(J) w + vw A w (2.15c) 
Eqs. (2 .13) are the Newman- Penrose (hereafter referred to as the 
[N.P.]) equations. 
The source-free Maxwell equations are 
. 
vM <j>AB = 0 (2 .16a) 
(2 .16b) 
{2.16c) 
Since <PAB is symmetric, it is convenient to write 
i=A+B. (2.17) 
8 
9 
The spin transformations are the linear maps, 
for which EAB is invariant. Then, 
A a' A · a' c . 
T c' = s As Bsc' TAB c 
(2.18) 
A1 A From the definition of S A' its inverse, S A , and determinant 
are given by 
C .-CD rf s I = t:- E I I s D , C C D (2.19) 
-AB A. a' ~ t:-- EA, a' S A S B = 1 . (2.20) 
The conformal tensor, and the connection transform as follows, 
l/JA' B1 c' o' 
A B sc I s 0 I l/J = S A' S B' c D ABCD I. (2.21) 
A' I I A 8B rA A dSA r a' 8 A a' - S I B B A (2.22) 
Finally, the Bianchi Identities are 
VD· l/JABCD = v ( c z <I> AB) YZ I y (2. 23a} 
VBZ 
<I>ABYZ = - 3 VAY A. (2.23b) 
CHAPTER III 
EMPTY ALGEBRAICALLY SPECIAL SPACES 
The notation of Chapter II is used in this chapter to 
summarize those parts o£ the established theory of empty 
algebraically special spaces which we shall need later. 
Let ~be such a space, so that 
<fJ ··=O=A, ABCD (3.1) 
and suppose that w1i is a fixed principal null vector (hereafter 
referred to as a p.n.v.) of~. d . f . li Un er a sp1n trans ormat1on, w 
must go into a multiple of itself, and so the remaining spin trans-
formations can be parametrized by two complex functions, g and f , 
o' o' 
,-1 -1 
-A s 0 s 1 
gf 
s = A 1' 1' 
s 0 s 1 0 f 
11 The parameter g gives a null rotation about w 
and eq. (2.22), 
11 i' 
w 
. . 
o' i' 
w = (f If) (wOl + gwll) 
o' 01 
w 
r = f z r 
o' o' oo 
(3.2) 
From eq. {2.18) 
( 3. 3a) 
(3.3b) 
(3.3c) 
(3. 4a) 
(3.4b) 
(3.4c) 
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The first two conformal tensor components, ~O and ~l' are 
11 both zero, since w is a p.n.v., whilst from eq. (2.21) 1 the others 
transform as 
(3. 5a) 
(3.5b) 
(3. 5c) 
For completeness, we shall outline a derivation of the field 
equations, the spin coefficients, r ABCC , and the Weyl components I 
~., for these spaces, as well as calculating the identity component 
~ 
of the group, (/. , which consists of spin and coordinate trans-
formations preserving the coordinate conditions imposed on /!> • 
We shall follow closely the work of Debney, Kerr and Schild! 19 ] 
[20] The components of r00 are the optical scalars of Sachs 
li for the null vector w : 
K roooo geodesy 
p = r oo1o complex divergence 
0 ,"'"' 
• oooi shear , 
T f001i 
The Goldberg- Sachs theorem states that in an empty algebraically 
special space, two of these scalars, K and 0, are zero. In J.h , 
therefore, 
10 li 
= pw + nu (3.6) 
For the next five chapters we shall assume that p is non-zero. 
Assumption p + 0. 
11 
12 
We shall now outline the solution of eq. (2 .13}. This 
involves the following sequence of operations : satisfy the (00} 
component of eq. (2.13b), the (Oi) component of eq. (2.13a), the 
{00) component of eq. (2.13a} 1 the (01) component of eq. (2.13b), 
the (li) component of eq. (2.13a), and finally the {11) component 
of eq. (2 .l3b). We do not use the [N.P.J equations explicitly, 
since the structure of eq. (2.13) will be used to find some of our 
coordinates. Of course the [N.P.] equations will give any 
relationship which follows from eq. (2.13) 1 but in general this may 
involve a technically difficult construction. 
The (0 0) component of eq. (2.13b) reduces to 
. . 
10 11 
= 1/12 w t\ w , ( 3. 7) 
and so, from eq. (3. 6) 1 
roo A df oo = o . (3. 8) 
The complete solution of this is roo nds, where n and s are both 
complex functions. A spin transformation (with f 2 = - n and 
g = T/p) transforms roo to - d~ I and T to zero, so that 
10 
r 00 = pw = - d~ . (3.9) 
Any transformation preserving eq. (3.9) must satisfy ds1 f 2d~ I 
and so 
~I = cfl(i;;;} I g = 0 1 (3.10) 
where cf1 is an analytic function 1 and f and g are defined in eq. ( 3. 2}. 
Substituting eq. (3.9) into eq. (3.7) gives 
16 oo oi 16 1i 2 pw 1\ { s w + Sw + (JJ;) + yw } == 
and thus 
£:==(3==0. 
11 
w (3.11) 
(3.12a) 
(3.12b) 
If we substitute w0 i 
-1 
== P ds into eq. (2.13a) 1 and use 
eq. (2.15b) 1 we find 
-1 woo 1\ 10 -1 woi 1\ 10 dwoi == - p(p ) . w - P (p > oi w 00 
-1 wlo 1\ li + p (p. ) li w 
- 00 10 - 001\ li - oi 10 
== ( p - £: + t:) w 1\ W -1- 'ITW w + (a- (3) w 1\ w 
. . 
+ I wOlf\ wll + (y _ y+ lJ) wlO /\ wll 
Therefore 
2 (3.13a) Po6 == p 
Poi ap (3.13b) 
pli == - (y-? + jJ) p , (3.13c) 
'IT == 0 == A. (3.13d) 
Following Kerr and Debney 1 (hereafter referred to as [K.D.]), 
s and s are used as coordinates 1 and a third real coordinate, ·u 1 
is introduced through the integrable equations 
(3.14) 
giving 
13 
14 
{3.15) 
From eq. (3. 3a) and eq. (3.10), any transformation preserving 
eq. (3.15) must satisfy 
I • I 
u.? 1 = du1 +S1 1di;;1 +'IT'd"? (3.16) 
and consequently 
(3.17) 
{ 3. 18) 
where U is a real function of I;; and I;; • The fourth real coordinate, 
v, is chosen to be an affine parameter along w1i , 
= 1 . (3.19) 
From eq. (3.13a), v can be chosen as 
-1 
v :::: - Re (p } • (3.20} 
Under a spin transformation 1 p' = If !2 p , and as lf 12 = I <PI; I , 
the allowed transformations for v and p are 
, 
v (3.2la) 
(3.2lb) 
From eq. {3.9), eq. (3.14) and eq. (3.19) I the operator eoo is given 
by e · = () • 00 v If eq. (3.15) is substituted into eq. (2.13a) and 
eq. (2.15a) is used, we find 
S';l • = 0 00 
- pQ • 01 p - p , 
(3. 22a) 
(3.22b) 
15 
a. = pn li I (3. 22c) 
and so n is independent of v. 
The next step is the (0 1) component of eq. (2.13b). Using 
10 
. . li 
roo= ro1 
10 11 01 pw I =ow + yw r 11 = llW + \)(J) and the known 
results, we find that 
-1 
<a.p >oo = 0 (3. 23a) 
(3. 23b) 
(3. 23c) 
Yoi = - ay (3. 23d) 
( 3. 2 3e) 
From eq. (3.12a), eq. (3.23b) and eq. (3.13a), we see that 
-2 
<YP >oo 0 1 and so 
y - Mp2 I (3.24) 
where M is a complex function of u1 l; 1 r; • We shall eventually 
show that the metric can be expressed as a function of n and M. 
The transformation properties of M follow from eq. (3.12a) 1 eq. (3.21) 
and the invariance of 1JJ2 • 
(3.25) 
We shall now consider w1 i. From eq. (3.19), 
= dv + -- 11 tds + tdr; + Bw I (3. 26a) 
-1 \ =p v B=-v· lQ I 11 (3.26b) 
The following dual spin basis for one-forms on P, may be deduced 
by using eq. (3.26) 1 eq. (3.15) and eq. (3.9). 
00 
B du + dv (B~ + 1) dl;; + (BSl + l) d~ (3.27a) w + 
11 du + ~dl;; + ITd~ (3.27b) w = 
01 --1 - (3. 27c) w = p dl;; 
10 -1 (3.27d) w = - p dl;; 
while, from eq. (2.2), we have the following spin basis for vector 
fields on p,_ 1 
eoo = a ( 3. 28a) v 
eli a - Ba (3.28b) u v 
eoi p~a + u -pla -v "Pa-r; (3. 28c) 
elO = p~a + p1a - par; u v . (3.28d) 
The remaining equations to be derived are found in exactly 
the same mc:uner as shown above. In particular, the (11) component 
of eq. (2 .13a) gives 
a = - p1 • 00 
1.1 - 1.1 + p1 . 10 
V = pB~ · + p1 · 11 11 
- p1 • 01 - pB~ . 01 
while the (11) component of eq. (2.13b) gives 
(3. 29a) 
(3.29b) 
(3. 29c) 
(3.29d) 
16 
17 
- --1 
l/12 ::: p[lJ<P> 1oo (3.30a) 
l/13 == \) . (3.30b) 00 
ljJ == 3 2Ct1J + pv -
- -. - -1 
pv + p[lJ(P) ]10 (3. 30c) 
21JY = voi + av Pt lJ (p) -1] li (3.30d) 
ljJ == 4 2av + \)10 + av (3.30e) 
Since eq. (3.13) through to eq. (3.30) have been solved by 
Debney, Kerr and Schild, we shall only outline an explicit solution 
of them here. First, we shall introduce the definitions 
D d - ~a -1 1d (3.3la) = - p e . -s u 10 v 
H Dd D~ (3.3lb) 
u 
I DM - 3Md ~ (3.3lc) 
u 
J = DDIT- DD~ (3.3ld) 
The only non-zero spin connections are p,a,y,]J,V; these 
are found from eq. (3. 20), eq. (3. 22c), eq. (3. 24), eq. (3. 23c) and 
eq. (3.29d) respectively. 
p = - (v + M -1 (3.32a) 
!::, = irmcom (3.32b) 
a= pa ~ (3.32c) 
u 
2 (3. 32d) y = - Mp 
- pDd ~ - M(p 2 + pp) (3. 32e) lJ = u 
a a IT+ 2 + p3M (3. 32f) \) = pH + p I 
u u 
l = - va n + !;z coon- oon) (3.32g) 
u 
B = - Re[ 'Da n + 2Mp] (3.32h) 
u 
where the relationships for n,t,B follow from eq. (3.22b), eq. (3.22c) 
and eq. (3.13b), eq. (3.13c) respectively; and these have been used 
in an obvious manner to find some of the spin coefficients. 
The Weyl components, w2 , w3 , w4 , are calculated from 
eq. (3.32) and eq. (3.12a), eq. (3.23e), eq. (3.30e) respectively. 
3 w2 = - 2Mp 
2 3 4 w3 = Hp + 2Ip + 3MJp , 
(3.33a) 
( 3. 33b) 
(3.33c) 
The remaining equations in eq. (3.23), eq. (3.29) and eq. (3.30) 
involve only the variables listed in eq. (3.32) and eq. (3.33), and 
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so they either are identities, or give relationships between M and Q. 
There are three such non-trivial equations, 
F.E.I 
F.E. II 
F.E.III 
DM = 3M3 Q 
u 
Im(2M- DDDQ) = 0 
23M= (D-23 Q)H, 
u u 
( 3. 34a) 
(3.34b) 
(3.34c) 
coming from eq. (3.23c), eq. (3.29c) and eq. (3.30d) respectively. 
We shall call these field equations. The remaining equations 
are identities. 
These field equations differ slightly from those in [ K. D.] , 
since we have replaced~ (there) by 2M, and have rearranged F.E.III 
into a more convenient form for the purposes of integration. They 
are necessary and sufficient conditions for the tetrad defined in 
eq. (3.27) and eq. (3.32) to give an algebraically spec~al 1 empty 
Einstein space. 
o' 6' This space is Type D iff there exists a g for which w 
is also a p.n.v.; i.e. for which 1/J 31 = 0 = 1/J4, 
P,. is Type D iff 
From eq. (3. 5) , 
2 
1/J 0 = 1/J 1 = Jl/J 2 1/J 4 - 21P 3 = 0 • (3. 35) 
If we adopt the self explanatory notation that 1/J2 = 1/J~ p 3 , 
0 2 1 3 2 4 0 1 2 2 3 3 4 
1/J3 = 1/J3P + 1/J3P + 1/J3P '1/J4 = 1/J4P + 1/J4P + 1/J4P + 1/J4P' 
then eq. (3. 35) may be written as 
2 (ljp) 2 
3 3
1/Jo 1/Jo 
2 4 (3.36a) 
41/Jo 1/Jl 3 3 3
1/Jo 1/Jl 
2 4 (3.36b) 
2(1}11)2 0 2 3 1/Jo 1/Jz (3.36c) + 4 1}131}13 3 2 4 
41/Jl1/J2 
3 3 3
1/Jo 1/J3 
2 4 (3.36d) 
2(1/J2)2 0 4 (3.36e) 
-
3 1/J 2 1/J 4 = 1}10 = 1/Jl = 0 . 3 
The last of these, eq. (3.36e), is satisfied in any algebraically 
special empty space. From eq. (3.33) and eq. (3.36) 1 P,. is TypeD iff 
DI 
DII 
D III 
3M3 d Dst -· H2 = 0 f 
u u 
[ 3 -4] D H M = 0 , 
4(DM) 2 + 3MHJ 
(3. 37a) 
(3. 37b) 
2 3M (DDM) + 9M (3 DQ) = 0 1 (3. 37c) 
u 
19 
20 
DIV D(J/M) = 0 .• (3.37d) 
The metric is flat iff M = 0, ru1d so we must assume 
(3.38) 
CHAPTER IV 
I SOMETRIES OF {! 
This chapter discusse.s the symmetries of Type D spaces. We 
begin by summarizing some results of [ K. D.] , who showed that for 
the metric of chapter 3, any Killing vector, K, can be written as 
K = a,()<;: + · + Re {ar) {ua - vCl ) + P:1 , 
':;> u v u 
(4 .1) 
where a(t) and Pare certain functions of<;:, and (<;:,<;:) respectively. 
The details leading to eq. (4.1) are given in Appendix (K.D.). 
In Chapter 3 we saw that the metric is a function of M and 
n, and their derivatives. Since Lie differentiation and ordinary 
differentiation commute, the Killing equations reduce to 
~n = 0 = jKM, where fK is the Lie derivative with respect to the K 
given in eq. (4.1). From the transformation properties of n and M 
in eq. (3.18) and eq. (3.25) respectively, we may write Killings' 
equations as 
(4.2a) 
= 0 • (4. 2b) 
For completeness, eq. (4.2a) has been derived in Appendix (K.D.). 
Under the coordinate group, ¢, a transforms as a' = ~<;:a, 
and so if a =f 0, we may choose a = 1; while if a = 0, K has the 
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simple form K = PCl • 
u 
The latter case features prominently in [K.D.]. 
(t) Here we use the notation of [K.D.]. 
with a spin coefficient. 
a is not to be confused 
To facilitate further progress, \ve shall introduce the 
following definitions 1 which are motivated by the fact that all 
TYPe D metrics belong in a well-defined manner either to the set of 
metrics containing a Killing vector Pa 1 or to its complement. 
. u 
Definition 1: :JJ is the set of all Type D spaces. 
Definition 2: Ql(n} is the set of algebraically special spaces 
for which p and M are non-zero, and which admit 
at least n commuting Killing vectors. 
Definition 3: aL<l,N) is the set of metrics which admit a Killing 
Definition 4: 
Definition 5: 
vector of the type Pd 
u 
OL<l,R) = \Jl(l} \ Ol(l,N). 
l5l..(2,Q) (fl.(l,Q) () ffl.(2)' Q R,N. 
In the definitions above, R and N stand for radiating and non-
radiating respectively, and we shall comment more fully on this 
at the end of this chapter. We shall not need to consider C[(n) 
for n > 2, ,since these were shown to be empty in [ K. D.] • Further-
more, the set cf!) has been shown by Kinnersley to be contained in 
{JL(2) • An independent proof of this will be given later. 
If f.£. E ffl.(l,N), it is convenient to introduce a slightly 
different coordinate system, (~,~,r,s), defined by 
s = u/P , r = vP • (4. 3) 
The metric is then independent of s, and can be written as 
2 -21 2 12 dT = - 2l:P dl;;- iP oew/l: + (2dr + Ww/l:)w 1 (4. 4} 
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where 
-1 li - -w = P w == ds + .ll.dt; + .ll.dt; 
-3 
m = - 2MP 
0 ::: - iliP 
Q = op 
2 - r2 + 1'2 l: :::: p /pp = u 
2 
W = - 2K2 - 2 Re (m) r + 2K1 r 
, 
and K1 and K2 are the curvature invariants for the metrics 
- 2 - 2 d~d~/P and d~d~/Q respectively; 
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( 4. Sa) 
(4.5b) 
(4. Sc) 
(4.5d) 
(4.5e) 
(4.5f) 
(4.5g) 
(4.6) 
All these functions are independent of r and s, except for Wand 
l:, which are quadratic in r. 
The field equations for this metric are found by substituting 
a = p -1 () (4. 7a) 
u s 
a = p() (4. 7b) 
v r 
as 
-2 
- u p~p as +vP~Clr+ ()~, (4. 7c) 
. 
into eq. (3.34) and using a result, SG =- (logP)t;' which follows 
from eq. (4. 2). We find 
F.E.I = 0 t (4.8a) 
F. E. II Im(m) = 
F. E. III 
PQ - - p Q • - p -Q + p -Q I ss s s s s ss (4.8b) 
(4. 8c) 
The metrics in {)I(2,N) possess, in addition to the Killing 
vector 3 , a motion of the type[2 l] 
s 
K 
[3 ,K] =·a0a . s s 
The vector K is a symmetry iff 
KO + a a = 0 0 
(4. 9a) 
(4. 9b) 
(4.10a) 
(4 .lOb) 
(4.10c) 
where a is an analytic function of s1 and a0 is a real constant. 
These equations do not depend on T, since P,m and o are independent 
of s. Finally, T is any real function of s and t; satisfying the 
integrable equations, 
(4.11) 
We shall simply state the result of [K.D.] for the Gl(2,R) 
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metrics: the (s,t;,u,v) coordinates may be chosen with ()s as a complex 
Killing vector. 
Having summarized that part of [K.D.] which we shall need, 
we begin our discussion of the Type D metrics by proving the 
following theorem of Kinnersley. 
Theorem 1: Every Type D metric admits two commuting Killing vectors, 
and so c1lJ is the disjoint union of :JJ (2,R) and 3J (2,N), 
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where JV(2,Q) = olJf\ 6Z(2,R). Q = R,N. 
Proof A proof of this will be given since rather different 
coordinates are being used to those of Kinnersley, and certain 
equations needed later will be derived. 
If eq. (D.I.) is differentiated with respect to D, and the first 
and third field equations used, then the following equation is obtained, 
() [ H3M-4] = 0 . u (4.12) 
Since eq. (D. II) is just 
D[ H3M- 4] = 0 I (4.13) 
we see that 
H f(l;) M4/3 ' (4.14) 
where f is an analytic function of S· If the coordinate transforma-
tion in eq. (3.10) is applied, 
(4.15a) 
we see that f =. <l?.i;;f • The function f can therefore be transformed 
to a constant, - 3.X0 (say}, by an appropriate choice of <!?. We shall 
complete the proof of Theorem 1 by proving the following two lemmas. 
Lemma The Type D metrics for which H 4 0 are precisely those 
of Type c2J ( 2 1 R) • 
Proof: We may replace M by N, where 
- -1/3 . -1 j_ 
N = M .X0 -r 0 , { 4. 16) 
since H + 0 implies A0 + 0. Then, from eq. (4.14) and eq. (D. I) 1 we 
find 
- -3--4 
oaunS6 = - 3/..0 N I 
(4.17a) 
a a oS6 = ;,. - 3--5 
u u 3 0 N ' (4.17h) 
If eq. (4.17a) is substituted into eq. (F.E.III) 1 and eq. (F.E.I) used, 
o (N-Q) = O, and soN can be written as 
u 
We shall now show that E may he transformed to zero. 
( 4 .18) 
From eq. (3.17), the transformation u ~ u + U(s,s) maps 
N ~ N I S6 ~ n - us, E ~ E + us I and so E can he eliminated whenever 
We shall prove 
(E- -z; 
and show that (N2} is zero only for flat space. 
uuu 
(4.19) 
The following two (equivalent) equations are obtained by 
substituting eq. (4.18} into eq. (F.E.I), 
on + + Nd N 
u 
0 . 
If we differentiate eq. (4.21) with respect to u, we obtain 
a on 
u 
From eq. (4.17) 
1 
<n + N"a > a DS6 = o , 
u u 
(4.20) 
(4. 21) 
(4.22) 
(4.23) 
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and so 
(4. 24) 
Finally, the commutators of the different operators in eq. (4.20) and 
eq. ( 4. 2 4) are 
[ a + E a , a- + E a 1 
r,; u r,; u 0 , (4. 25) 
and therefore if eq. (4. 22) is differentiated by (c\ + E au) I we 
obtain eq. (4.19). From eq. (4.17b) and eq. (4. 22), (N 2) + 0, 
uuu 
and so E can be transformed to zero. Doing this, eq. (4.20) and 
2 
eq. (4.24) then imply that (N ) . is a function of u alone, and so, 
uu 
from eq. (4.22), a DQ is a function of u. 
. u 
This, together with 
eq. (4.17b), shows that N itself is independent of r,; and r,;, and 
2A - 3 
0 
(4. 26) 
Since the metric is a function of M, Q and v, ()s must be a complex 
Killing vector. [K.D.] have shown that such metrics do not possess 
a Killing vector of the type K =Po , and therefore~ E~(2,R). 
u 
This statement, together with Lemma lN, proves Lemma lR. 
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Lemma lN: The Type D metrics for which H = 0 are precisely those of 
Type J? ( 2 , N) . 
Proof: When H 0, eq. (F.E.III) and a [eq.(F.E.I)] reduce to 
u 
oM==o=aan 
u u u 
(4.27) 
and so eq. (D.I) and eq. (D.II) will be satisfied iff 
a <a Dn> = o = o <a Dn> 
u u u 
(4.28) 
i.e. a DQ ~ g(!;), where g is ro1 analytic function of S• u . . It is not 
an invariant though, and 1 from eq. (4.27) and eq. (4.15a), it can be 
transformed to zero, provided we can find a ~ I!> (l;;) satisfying 
(4.29a) 
(4.29b) 
g ( !;) (4.29c) 
If we define the function q(i;) by 
q(i;) = Q(i;,~) ~~ constant ' (4. 30) 
then it is certainly well-defined for some values of <;, and the 
equation (log IPs) l;; = 2q (0 may be solved for ~; 
be transformed to zero. 
d DQ = 0 • 
u 
From eq. (F.E.I), 
and substituting this into eq. (4.31), 
-1/3 0 (M )·-- = f !;!; 
whence 3 DQ can 
u 
(4. 31) 
(4. 32) 
(4. 33) 
28 
we see that M-l/3 is linear in z;;. Eq. (D.II) can now be simplified to 
(M-1/3) 
= 0 , i;t; 
(4. 34) 
d -l/3 . b'l' . an so M 1s 1 1near 1n l;; and 1;:. We shall eventually prove that 
it is in fact a real bilinear function multiplied by a complex constant. 
From eq. (F.E.II) and eq. (D.IV), 
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DDDDst - DDDDQ ::::: 2D (M- M) -1 (4.35a) 
MDD[ (DDst - on?h I M] ::: 0 • (4.35b) 
Subtracting one from the other, and using the commutator relation for 
D and D, 
[ D,D] - 2Lld 
u 
{4. 36) 
the following equation is obtained after a rather lengthy calculation, 
6Mst = 2(logM) [M+2A(na IT}J - 6lmna Q 
u r; u u (4.37) 
The coefficient of 2A is 
which is zero, as can be proved by substituting eq. (4.32) into the 
r; derivative of eq. (4.34). Consequently, eq. (4.37) reduces to 
(4. 38) 
which, with eq. (4.32), gives 
(M/M\ ::::: 0 • ( 4. 39} 
This equation, and its complex conjugate, shows that (M/M) is 
independent of r;, 1'; 1 u, and so we may write 
-3 M = - ~ 110 P (4.40) 
where 11
0 
is a complex constant, and P is a real bilinear function of 
1;; and r; • 
p - = p ::: p - p : 0 1 
sG u (4.4la) 
Q = - (log P) 
u r; A = o . u 
(4. 4lb) 
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-1 -2 If we write A = Qp + uPs P 1 as in eq. (4.5), then A is 
independent of u, and the transformation (v,u)· ~ (r,s) of eq. (4.3) 
transforms the metric to that of eq. {4.4), with the P defined in 
eq. {4.40) being precisely that in eq. (4.4) and eq. (4.5). The mass 
function, m, is a constant 1 
3 
m = - 2MP = 110 (4.42) 
as is the invariant K1 = PP r;,l; - P 7;,~. 
The remaining equations to be solved are eqs(F.E.II,D.IV}, and 
the equation for A in eq. {4.5d). From eq. (3.3ld), and the known 
results, J can be expressed as 
(4. 43) 
and so eq. (D. IV) becomes 
D (J/M) 2iPQ7;,7;, = 0 . (4. 44) 
Since Q is real, it follows that Q is a real bilinear function of 
7;, and r;. Using the commutator identities, we find that eq. (F.E.II) 
is just 
(4.45) 
which gives the following relationship between the constants in P 
and Q, and 110 , 
(4.46) 
The right hand side is a constant, as may be shown by introducing 
a homogeneous "spinor" notation. Defining the spinor (r;0 ,r;1} 
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(4.47a) 
Q · c;'Z: + G · r: + Q · r. + o · 11 01 10 ~ '-1. 00 (4. 47b) 
so that P and Q correspond to the hermi tean spinors (? AA and ~ AA 
respectively. The derivatives of P may be written as· 
(4. 48) 
and so eq. (4.46) is 
. 
2 (''' Cl n C'l > rArA I I ro 12 (.;\. A[ A \) 1] i - u, i [ A \)' 11 A ':> ':> ':> 
. . . . 
(';) /) 11 /C) 1)10 /?) 01 @ 00 
= v-1i IX, + \f 10 t:t + Uoi 0. + \J oo tt 
where spinor indices are raised and lowered with Ef'ill, EAB. This 
proves our assertion that the right hand side of eq. (4.46) is a 
constant. Clearly, we also have 
(4.50) 
We shall eventually prove Lemma lN by using the fact that any 
Killing vector must be an infinitesimal generator of the coordinate 
group 
The coordinate transformations which preserve the form 
of the 6Z_(lN) metric of eq.(4.4) are shown in [K.D.] to be 
r,' <I> ( (;) , r' (4.51) 
under which 
(4. 52a) 
1 3 
m = c0 m , (4.52b) 
where c0 is an arbitrary real constant, and ¢ is an analytic 
function of z.;. Since eq. (4.31) must be preserved, it follows 
from eq. (4.15a) that 
(4. 53) 
The complete solution of this is the bilinear transformation 
z.;' at;; + b I ( ct; + d) 1 1 (4.54) 
which may be used to simplify the form of P and Q. The trans-
formation properties ofcP r1) AA 6 fl AA l.r • s l; and \..\. = ex, • s l; , under AA AA 
eq. (4.54) 1 follow from eq. (4. 47) and eq. (4.52). Since 
2 0 o' 2 1 OJ ' 
<P l; = (ad - be) I ( cl:; + d) = ( 1:; I ?; ) , (f = ~~ and 6{ = Q, • 
A A A A A 
From eq. (4.54), r; S Ar, , and so (fA A :::: S AS A Cf A~.' where 
SA , = [d cJ , A ba A [ a -c) s A= -b d • 
In particular, (fAA may be diagonalized by using eq. (4.54). 
Any additional Killing vector, K, may be shown from 
(t) 
eq. (4.51) to have the form given in eq. (4.9) From eq. { 4. 42 ) 
and eq. (4.llb), K must commute with a. 
s 
The Killing equations 
forK, eq. (4.10} and eq. (4.9), are therefore 
(4.55a} 
(t) see [I<.D.]. 
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Ko = o I 
Since 2 (P oi';;)l;; = (PQS-QPS)S = 0 I we have 
-- -2 
OS= X(i';;)P I 
where X is an analytic function of l;;. 
written as 
ctQS + CXQ~ = 0 1 
Eq. (4.55b) may be 
and so eq. (4.56) and eq. (4.57) assert the existence of a real 
constant, K
0
, with 
From eq. ( 4. 56) , 
Since any Killing vector is determined up to a multiplica·tive 
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(4.55b) 
(4. SSe) 
(4.56) 
(4. 57) 
(4. 58) 
(4.59) 
factor, eq. (4.59) effectively defines the Killing vector in eq. (4.55c), 
provided that K0 1 0. For this case, a= - iP2o~/K0 , eq. (4.55a) 
and eq. (4.55b) are satisfied, and so there are precisely two 
commuting Killing vectors. 
The equation to be solved for A, eq. (4.5d), may be written 
A -2 A A 
= fi';;~ + ioP , where fi';;~ = Re(Ai';;), and f is a real function 
of l;; and l;;. The general solution for A is then A = f-
l.; 
+if[ (oP- 2>1- ]dl;;, where f equals f, modulo an arbitrary 
s = constant 
function of l;;. Under the coordinate transformation u ~ u + f, 
A ~A - f~ and so the £7; term in A may be eliminated. The general 
solution for A may be taken as any particular solution, and, since 
-2 2iK08P 1 we may therefore write 
provided 81;; = 0. From eq. (4.11) and eq. (4. 60), 
{aA- aA) = o , 1; 
(4.60) 
(4. 61) 
so that T is an arbitrary constant. By adding a multiple of the 
other Killing vector onto K, this constant can be removed, so that 
T may be assumed to be zero. Finally, we may use eq. (4.54) to 
set K0 in eq. (4. 60) equal to unity. 
We shall now consider the 81; = 0 case, and prove Lemma lN. 
When 8 is a constant, the two real bilinear forms p and Q are 
proportional. Equation (4.54) may be used to set 
p (4. 62) 
Any finite symmetry must be a bilinear transformation in z;;, and if 
t ~ ljJ(l;:,t} is the one parameter st1bgroup corresponding to a, then 
(4.63a) 
where 
\jJ(t;,t) = ai'; + b I (cl;; +d) , ( 4. 63b) 
and a, b, c, d, are all functions of t. Since \jJ(t;,O) = z;;, we 
have a(O) = 1, b(O) = 0, c(O} = 0, d(O} = 1, and so 
a(O = 2 c t l; + ( + dt ) l; + b t ' (4.64) 
where qt = q<t> 'tIt 0 , for q = a, b, c, d. If we use the notation 
of eq. (4.47), a corresponds to a symmetric spinor,·.kco 1 
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(4.65) 
Substituting eq. (4.64) into eq. (4.10) gives as the general 
solution for a, 
(4.66) 
The where a0 and e0 are arbitrary constants, e 0 being real. 
existence of this four parameter group of symmetries finally 
proves Lemma lN. In particular, if as = o, a= is can 
always be chosen as a preferred solution to the Killing equation 1 
and then 
o = constant => P = ss + K1 , a = is , A io/s < s~ + K1 ) 
(4. 6 7) 
To end this chapter, we shall briefly explain the use of 
the terms radiating and non-radiating. In our coordinate system, 
T . d . . ht[ 14 ] d f. . b d. . . f th r1m an Wa1nwr1g e 1ne a metr1c to e ra 1at1ng 1 e 
2 
scalars ~2 ,~3 ,~4 in eq. (3.33) contain any terms involving p or p , 
and non-radiating otherwise. These definitions proved cumbersome 
in our discussions, so they were replaced by the non-equivalent 
ones of this chapter. 
In the Type D spaces, however, these definitions are 
equivalent, and the D8 D~ = 0 case gives, from eq. (3.33) and the 
u 
results of this chapter, 
~2 3 = - 2Mp , 
~3 2 4 = 3MJ p 
~4 2 5 - 2MJ p 
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so that l/J 3 = l/J 4 = 0 when o is a constant. Since the only empty, 
diverging, algebraically special spaces with four Killing vectors 
(t) 00 . 
are Type D, , the w 1n eq. (3.27a) is another double Debever 
vector iff the space has four Killing vectors. 
(t) See [ K. D.] • 
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CHAPTER V 
ME:TRI cs OF TYPE 02. ( 2 I R) AND .,8 ( 2 I R) 
The metrics of Type J0 ( 2, R) are all independent of I; and 1:;, 
and so we shall have a close look at the larger class, OL(2,R), of 
algebraically special spaces with the same symmetries. Our 
immediate objective is to find when an 0L(2,R) becomes a ~(2,R), 
and then to solve for all ~(2,R) metrics. For VL(2,R) spaces, the 
field equations, eq. (3.34), reduce to ordinary differential equations, 
(since D = - na ) I and these can be partially integrated. 
u 
eq. (3. 34a), 
--3 M=-~lln , 0 
From 
(5 .1) 
where llo is a complex constant. . (3. 34c) can nm'l be written as 
d f-2 ) "'3 du l~ H = -31J0IT IT,u and so 
2H 
where v0 is another complex constant. Since 
- ~H - (DQ) a on , 
u 
the last field equation, eq. (3.34b), can be written as 
Eq. (5.2} and eq. (5.3) can be simplified by the substitution 
-~ i6 Q=g e 
(5. 2) 
(5. 3) 
(5. 4) 
together with a change of variable from u to a variable x defined by 
dx 
s; 
g. 2 du 1 d 
u 
The field equations, eqs(3.34) 1 then become 
... 
.. • • 3 ... 3i8 
8g + (28 - 8) g = - Im (Jl0e ) Sg 
.... • 2 • g + 6 e g + 12 e eg 
where a dot denotes differentiation with respect to x. 
equations are not independent, since 
d (5.6) + g-l d (5.7) = e (5.6a) 
dx dx 
. 
and so we shall ignore eq. (5.6a) when e is non-zero. 
(5. 5) 
(5. 6) 
(5. 6a) 
(5. 7) 
These 
When the metric is Type D, eq. (5.2) can be simplified, with 
the aid of eq. (4.13) and eq. (5.1), to v0 = 0. Conversely, if v0 
-
4 Ia is zero, then from eq. (4.13), (HM ) is a constant, and so 
eq. (3.37a) and eq. (3.37b) are satisfied. The last two Type D 
38 
equations, eq. (3.37c) and eq. (3.37d) follow from eq. (5.6) and eq. (5.7) 1 
proving 
Theorem IIR: A space of Type 0L(2,R) is TypeD iff v0 is zero; 
i.e. iff HIT 4 is constant. 
For Type ~(2,R) s~aces, eq. (5.7) can be integrated, giving 
~A I 0 
where >.0 is a constant, and so 
The remaining coordinate freedom is 
(5. 8) 
c;,l 
- qor, + ql 1 (5. 9a) 
I 
lqol (u+ho) u - I (5.9b) 
rl Qlqo l/qo , (5.9c) 
where qO,ql and ho are all constants. From eq. (5.4) and eq. (5.5), 
I 81 = 8 - arg ( qo ) I g = g I I X 
I --2 
x0 being another constant, and so .A = .A0 q0 . Providing 
.A0 is non-zero, it can be transformed to any required value. In 
hindsight (t) , the best choice is possibly .A0 = ~ i , but we shall 
follow Kinnersley and choose Ao = 1. Eq. (5.8) may then be 
written as 
• 2 
8 = ~cos 28 , 
.. 
8 -~sin 28 1 (5. 10) 
which have as solution 
i8 i 
e = dn(x) + 12 sn(x) 8 
l 1:2 en (x) (5 .11) 
where the constant of integration has been elirrinated by the 
coordinate transformation x ~ x - x0 . The functionsin eq. (5.11) 
are the Jacobian elliptic functions of modulus (lj/:2). The only 
remaining coordinate freedom is'= l,+q1 , which corresponds to 
the complex Killing vector, 37;, being trivially reparametrized, 
and this can lead to no more simplications in the metric as 
we always have this freedom. 
When e i 0, eq. (5.6a) can be ignored and eq. (5.6) solved 
for g. The complete solution is 
(t) See Appendix A. 
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g(x) 2 R ( 2i8 +b 8• ie> = . e a0e 0 e (5. 12) 
where a0 and b0 are arbitrary complex constants, and the mass 
parameter, v0 , is then given by 
(5. 13) 
When e = 0 I or equivalently "o = 0 I we have Im (D$1) = 0 
and so ~ = 0, and the complex-divergence p is real. This is the 
. 
11 
necessary and sufficient condition for w to be hyper-surface 
orthogonal. The field equations 1 eq. (5.6}, become 
Q I (5 .14) 
The transformation 01 = e- arg (qo) can be used to make eo = 0 I 
-~ 
so that Q = g and v0 is real. From eq . ( 5 • 6b) 1 
g 
where v
0 
f 0 , g 0 , g1 , and g2 are real constants. The transforma-
tion x' jq
0 
I (x- x0 ) can be used to set v0 = - 2 , and to eliminate 
the quadratic term. Finally, the canonical form for g is 
(5. 15) 
and we will see later that this gives the c- metric of Ehlers 
and Kundt. 
The metrics resulting from eq. (5.11), eq. (5.12) and eq. (5.15) 
contain all ~(2,R) spaces. The main aim for the remainder of this 
chapter is to find canonical forms for the corresponding metrics. 
The ffL (2 ,R) metrics can be transformed to 
2 - 2 2 ds = - 2g k [ di;;*dl;:* + dx /4g ] (5.16) 
iS -ie - -
+2[e di;;*+e di;:*] [dR+pdx+Odi;;*+Odi;:*] 
where 
2 ·2 2 ·2 k = R + e , P = ~ (R + 36 > , {5.17a) 
-iB · 3'8 
ae = Re[ -]J
0
e ~ I (R + i8)] + !:.! (Rg- g) 
• 2 • 
- g8 ·- iRg6 I (5. 17b) 
and the coordinates are defined by 
i8 -!:.! dl;;* = dl;; + dx/2ge , R = vg • (5.18) 
We shall now show that this metric can be simplified, if 
[ 7] 
v = 0, by using some results due to Papapetrou • 0 We shall 
follow his notation and write the metric as 
2 fJL NJ. ~1.a a b ds = g ~,t,dx dx + 2gDL"' dx dx + gab dx dx (5.19) 
where OZ., k E {1,2}; a,b E {3,4}; is a function of the 
i.e. the {a } are Killing vectors. 
a 
In eq.(5.16), 
a 
x = (R,x,i;;,i:_;). We will say that the metric in eq. (5.19) is quasi-
diagonalizable if the cross-terms, g , can be eliminated. This 
liLa 
can only be done by a transformation of the type 
I 
a a 
X = X 
a Cl 
+ f (x ) , 
for which 
and so the equation g 
6
;_ a' 
dfa hab dx tiL = - gbOL 
g hcb = ob. 
ac a 
I 
x6L = 
a 0 can be solved for the df , 
(5.20) 
(5_.21) 
(5. 22a) 
(5. 22b) 
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The metric is therefore q.d. iff the right hand side of eq. (5. 22a) 
is a perfect differential. 
For the DL(2,R) metrics, eq. (5.22) gives 
an - dl;;* -ie -ia - i8 = - e [ g.!:- ae + ae 1 . [ dR + pd:x] IG 1 (5.23} 
where n = 1;;*1 , and G is the determinant of the two metric, gab, 
2~' -i8] -i8 2 G=-gL-+4g.!:Re[ae +4[Im(ae )] • (5.24) 
Such a metric is q.d. iff d(n-1;;*) is a perfect differential. It 
is shown in Appendix (B) that this is so iff v0 is zero, which 
proves 
Theorem IIIR: A metric of Type 0L(2,R) is q.d. iff it is of 
Type D. 
When n exists, the metric can be written as 
(ds) 2 =- 2g.!:[dnctn + (dxl2g} 2 + (dR+pctx) 2 IG] 
j e -ie - --
+2(e· dn+e an> (adl;;+adn) • (5. 25) 
. 
It is instructive to consider first the 8 = 0 case, which leads 
to the C metric • 
. 
When w11 is hyper~surface orthogonal, 8 0, and we can choose 
i8 
e 1, so that ~ is real. Eq. (5.23) becomes 
4 d <n- t;*) = - (gR I 2G) d (x- 2 I R) , (5.26) 
and so we shall replace the coordinate R by y = x- 2IR. Now 
2 L: = R , and from eq. (5.24) s 
4 2 -i8 GIRg=-g(:x)+4R- Re(<Je ) (5.27a) 
(5. 27b) 
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Since the R.H.S. of this expression must be a function of y, and 
as g is a polynomial, it follows that 
4 
G = - R g (x) g (y) • {5.28) 
Of course, this can also be proved by direct calculation. It is 
now fairly simple to show that 
dl'; + dx/2g{x) + dy/2g(y) • (5. 29) 
If we write 211 ::: 111 + in2 I where the nl' n2 are real I then the 
metric may be written as 
2 -2 [ 2 2 2 2 ds = (x-y)2 g(x)dn1 + dx /g(x) +g(y)dn 2 -dy /g(y}]. (5.30) 
The metric is invariant under dn-+-d11, and so the second p.n.v. 
is got from the first by changing the sign of dn. We shall denote 
the two p.n.v. 's by K±, 
K± = d11l ± dy/g(y) · (5.31) 
The curvature invariant, ~2 , is given by 
~2 1 3 S}JQ (X- y) I (5. 32) 
and so the curvature tensor is regular for all finite values of 
x andy. This is the C metric of Ehlers and Kundt[ 22 ]. 
The canonical form, eq. (5.30) 1 for the C metric was found 
by replacing the coordinate R by a new variable 1 y, whose differential 
was proportional to (dR + pdx). For the general case of eq. {5.23) 1 
e ~ 0, we seek a variable y having the same property. From eq. (5. 23) , 
-iS d(l;;*- n> ::: (ge /G) (~+ iA) dy/yR I (5. 33) 
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where 
- i8 A= 2Im(ae /g) = 2R8 + sin 28. (5. 34) 
Eq. (5.33) may be written as 
(5. 35) 
where c1 and c2 are real functions of y 1 and so the ratio c2;c1 , 
given by 
-1 C2/Cl = - tan [ 8 - tan (A/L:)] I (5. 36a) 
must itself be a function of y. Finally, y can be defined by 
setting 
(5.36b) 
and requiring that 
(5. 36c) 
. 
This will always work for 8 + 0 1 since c2;c1 is only constant when 
28 = O.mod{rr) 1 and c1 is non-zero. 
We shall now express the metric of eq. (5.25) in terms of 
coordinates x and y. From eq. (5. 36) 1 
(5. 37) 
This immediately implies that 
e 2i( 8-¢) = (L+iA) I (L:-iA), (5. 38) 
from which we calculate 
(5. 39) 
Substituting in the known values for A and }; gives 
.....2 2 2. • 3 
(.z.;- +A ) d¢ = 2 (R 8 + R sin 28- 8 ) (dR + pdx) • (5. 40) 
. 
The following set of equations may be found by defining ¢ = (d¢/dy) 1 
and using eq. (5.36) 1 eq. (5.17a) and eq. (5.10) 1 
from which we conclude that 
~2 2· 2· ·3 I (L- +A ) ¢ = (R e + R sin 28- e ) . (5.41) 
By comparing this with eq. (5.40) we see that 
2 ' 2 • 2 • •3 o: +A ) <P dy = 2 (R e + R sin e- e ) (dR + pdx) I (5. 42a) 
.....2 2 . 
= 2/( .z.;- +A ) <P (dR + pdx) , (5. 42b) 
and so 
(5.43) 
Substituting eq. (5.43), eq. (5.34) and eq. (5.36) into eq. (5.23) 
then gives 
~2 2 -1 d(t;*-n) = [G/g(L-+A )] -i¢ ~ e dy. (5.44) 
The expression in square brackets, which is linear in the complex 
integration constants, a0 and b0 , must be a function of y. From 
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the corresponding result for the C metric it was conjectured to be 
proportional to g(y), so that 
,,2 2 G(x,R) /g(x) = -g(y) (ki +A). (5.45) 
The easiest way to prove this is to substitute for g(y), using 
eq. (5.12) and eq. (5.36), 
(5. 46a) 
Eq. (5.45) can then be verified by comparing .it with eq. (5.46b). 
The function a still has to be expressed as a function of x 
andy. From eq. (5.24), eq. (5.34) and eq. (5.45), 
-ie 4 2: Re (Oe ) ....2 2 2 2 g (x) (~ - A ) - g (y) (2: +A ) • 
Using eq. (5.47), eq. (5. 34) and eq. (5. 36) we find that 
ie -ie -ie 
a e [ Re (ae ) + i Im(Ge ) ] , 
The equation for n can be written as 
·e '$ dn = d?;; + dx/2el. g (x) + dy I 2e 1 g (y) , 
and the metric, eq. (5.25), then takes the simple form 
(5.47) 
(5. 48a) 
(5.48b) 
(5.48c) 
(5. 49) 
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2 ie -ie - 2 2 1 - sec (8- cp) g (y) (e dn + e dn) + dy /g (y) , (5. 50) 
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2 2: = ~cosec (8- ¢) .[cos 28 -t· cos 2¢ + 2 cos (8- ¢) !Co"s 28 cos 2¢] 
(5.51) 
The last relationship follows from eq. (5.36}, which may be written 
as 
R = (/cos 28 + Ieos 2¢) ;/2 sin (8- <jl) • {5. 52) 
The first p.n.v. is given by 
·e ·e 2Re[e~ dl;*] = 2Re (e~ dn) + cos(8-¢} dy/g(y), (5. 53) 
and so the two p.n.v.'s, K±, are 
i8 K± = cos (8- ¢) dy I g (y) ± 2 Re (e dn) • (5. 54) 
The similarities between eq. (5.30) and eq. (5.50) are obvious. The 
function, g, appears to be more complicated in Kinnersley 1 s metric, 
eq. (5.50), since it involves elliptic functions, but it can be 
reduced to polynomial form by defining (see Appendix C) 
tan (0 'IT) y2 t (lh 'IT) b( . ) iTI/4 (5 55) + 4 I = an '/' + 4 1 n :: 2 n2 + ~n1 e • • 
The metric then becomes 
[ 2~ 2~ J 22} + dX /g (X) - dY /g (Y) ( 1 +X y ) I (5.56) 
where g is a quartic polynomial , 
g (X} (5.57) 
c
1
{1+i) + c 3 (1-i), (5.58) 
2 2 2 ~ K± = dn 2 - x dn1 ± (1 + x Y > dY 1 g (Y) • ( 5. 59) 
To see that eq. (5.30) is the limit of eq. (5.56), it is necessary 
g(qX) (5. 60) 
where the {d.} are arbitrary. 
]. 
If we set q 0 in the resultant 
metric, we get eq. (5. 30). 
Another simple limit follows from eq. (5.56) by defining 
-1 " 4 ~ -1 Y = z , h (Z) = - z g (Z ) , or 
h (Z) (5. 61) 
Eq. (5.56) becomes 
2 -2 2 2 -ds = 2 (1- xz) [ L.:dx I g(X) + .Z:dz /h (Z) 
~ 2 2}.;,..., 2 2'N 
+ g(X) (dn 2 + z dn 1> 1 - h(Z) (dn2 - x dn1 > 1 "'"'J , 
(5.62) 
(5.63) 
The Kerr-NUT metric of the next section is obtained by making 
the substitution 
(5. 64) 
and then putting q = 0. 
The curvature invariant, w2 , of eq. (5.62) is 
(5.65) 
and so the curvature tensor is again regular for all finite values 
of X and z. 
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CHAPTER VI 
In this chapter we extend the results of Chapter V to the 
non-radiating spaces, eventually showing the members of ci)(2,N) to 
be quasi-diagonalizable. First, we give the following condition 
for an OZ.. (1 ,N) to be a ~23 (2 ,N) : 
Lemma 2N: The non-radiating metric of eq. (4.4) is Type D iff 
K1 is a constant, 
2 <Po~;;>~;;=o, and m is a non-zero constant whose 
imaginary part is defined in eq. (4.8b). 
Proof: From the results of Chapter IV, if~ E ~(2,N), then K1 
2 
and m are constants, and (P ol;;) I;; = 0. We shall now prove the 
converse. From eq. (4.2), if Pd is a real Killing vector, then 
u 
. 
M 0 (6. 1) 
For a general I;; coordinate we shall therefore have 
n = Pi\ (I;; I 7~">.- u p 1;;/P I so that 
into a a D51 and Dd D51 gives 
u u u 
ddD51-0 
u u 
Eq. (F.E.I) yields 
-3 M = m(l;;) P 
d D51 = 
u 
Substituting this 
(6.2) 
(6. 3) 
Consequently, eq. (D.I) and eq. (D.II) are satisfied if K1 is a 
-1 
constant. From the definition of J in eq. (3.3ld), JM = 
2iP
2 
01;;/m (I;;) , and so eq. (D. IV) also holds if m is a constant and 
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2 (P c\) s = 0 • A straightforward calculation, using H = 0 and 
duDQ = - P ss/P 1 shows that eq. (D. III} is also satisfied, which 
proves Lemma 2N. 
Before discussing the quasi-diagonalization of the c!J (2,N) 
spaces we shall consider the non-radiating spaces with two 
commuting Killing vectors; i.e. OL (2,N). These spaces have 
another Killing vector, besides 3 , which is defined in eq. (4.9), 
s 
together with the additional condition that a0 = 0. As we are 
not considering the Type D subclass we do not have the restriction 
of eq. (4.54), and the full coordinate group in eq. (4.51) may be 
used. Under this, 
d. = <I>z;; o: , (6. 4) 
where o: is defined in eq. (4.9), and so we shall choose <I> such that 
2o: = 1 , and write 
2d1;; {6. 5) 
where ¢ and 6 are both real. We shall now show that the additional 
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coordinate freedom in eq. (4.51) allows us to write our second Killing 
vector, K, as 
K = a ; ¢ (6. 6) 
or equivalently, that the T in eq. (4.9a) may be chosen to be a real 
constant. 
First, we note that any particular solution of eq. (4.5d} may 
be taken as the general solution, since the coordinate transformation, 
I 
s = s + A(l;,l;;}, in eq. (4.51} may be used to remove the complementary 
functions of eq. (4.5d) in exactly the same way as was shown to be 
possible in Chapter IV. Since the metric is independent of·s, the 
Killing equations in eq. (4.10) reduce to 
(6. 7) 
and so P, Q and m are functions of 8. The particular solution 
of eq. (4. Sd}, Im(Ar;) -3 QP , may therefore be chosen with A a real 
function of 8. Then, from eq. (4.11), Tis a real constant, which 
w.l.o.g. may be chosen to be zero. 
With this choice of coordinates, the metric for the Ol{2,N) 
spaces is 
+ [ 2dr + (W/2:) (ds +Ad¢}] [ ds +Ad¢] , (6. 8) 
where a dot denotes differentiation with respect to 8, and the 
metric is independent of ¢ and s. The field equations for this 
metric follow from eq. (6.5) and eq. (4.8}, 
F.E.I = 0 
F.E.II 
F. E. III : K~ee 0 
and eq. (4.5d) may be written as 
-3 A8 = - QP . 
Eq. (6.9c} may be integrated once, 
and a first integral of eq. (6.10) is then 
(6. 9a} 
(6. 9b) 
(6. 9c) 
(6.10) 
(6 .11) 
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(6 .12) 
where n1 and n2 are real constants. Eq. (6.12) is verified by 
noting that 
(6.13) 
-2 • •• • 2 
2P o [ P P - (P) - K
1
] = 0 , . 
where we have used eq. (6.12), eq. (6.10) 1 eq. (6.11) 1 a8[eq. (6.9b)] 
and eq. ( 4 . 6) • 
From eq. (6.9a), m is a constant, and clearly n1 and n 2 are 
2 . 
zero iff K1 is a constant and (P o) 8 is zero. This statementr 
together with Lemma 2~proves 
Lemma 3N: An Ol(2,N) metric is a ~(2,N) metric iff the constants 
n1 and n2 in eq. (6.11) and eq. (6.12) respectively are zero. 
We shall now prove 
______ 4_N_: , If the metric of eq. (4.4) is Type D1 then K2 is a 
constant. 
Proof: Either Q is zero, in which case K2 is zero, or Q is non-
zero, and the identity 
then shows that K2 is a constant. 
Proof: When a quasi-diagonalizing transformation exists, it may be 
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either calculated formally, using eq. (5. 22), or deduced from the 
metric of eq. (6.8). We shall follow the latter course. 
If the metric is q.d., there are no cross-terms between 
(dr,d8) and(dn1 ,dn2) after a change of ignorable coordinates, 
The only such cross-term is eliminated when 
• 2 • 2 
d¢ + (2oP ;L:> (ds +Ad¢) = dn 2 + (2oP ;L:> (dn 1 + Adn 2 > , 
(W/~) ( ds + Ad¢) (6. 14} 
or 
. 2 
dn 2 = d¢ - [ 2oP ;w] dr . (6.15} 
Of course the methods of Chapter V also give eq. ( 6. 15) . These 
equations are integrable iff the coefficients of dr are functions of 
2· 2 2 2. 
r; and so the ratio·[ P o/ (r + o + 2AP o)] must be independent of 
8; 2• 2 2· i.e. P o and (o + 2AP o) must be constants. 
2 • 
P A+ o = 0 , which implies 2 • 2 that <o + 2AoP > 8 
From eq. (6 .10) , 
. 2 
A(2oP )8 , and so 
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the ratio is a function of 2' r iff (P o) 8 is zero. But then eq. (6.15) 
is integrable iff w is a function of r I that is if (P2 8) e is zero 
and K1 , K2 and m are constants. This statement, together with Lemma 
2N and Lemma 4N, proves Theorem 3N. 
The ~(2,N) metrics may now be written as 
2 2 2 "2 2 
- ds = (~/2P ) [ d8 + {dn 2 + (2oP /~) (dn1 + Adn 2 )} 1 
(6.16} 
Provided that o is not a constant, we may set 
2 2 . A = - o I 2P o . (6.17) 
2 • 
Under the c0 transformation of eq. (4. 51) 1 (2P ()) 
1 
and so we shall assume 
2 • 
2P 0 = 1 I 
If 
(x,y) = (o (8) ,r) 
(6.18) 
(6 .19) 
·are to be used as non-ignorable coordinates, then we must know P2 
as a function of x. Recalling eq. (6.18), we find, after defining 
2 
V = l/2P , that 
V = l/2P2 
. 2 . . . 2 2 2 (Q) - 2 QP + {P) 0 
- 2o[- Im(m) +PQ- 2PQ+PQ] 
·2 •• 2 . 2 •• 2(Q -QQ) +2Im(m) o + 20 ((P) PP) 
2 
= -2K2 + 2Im(m) o- 2K1 o , (6.20) 
where we have used eq. (6.9b) and eq. (4.6). The metric of eq. (6.16) 
then becomes 
where 
2 
V = - 2 (Kl X - Im (m) ·X+ K2 ) 
W =- 2(-K1y
2
+Re(m) y+K2 ) 1 
2 
+ y 
(6.21) 
(6.22) 
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The curvature invariant, o/2{ is 
{6.23) 
and so the curvature tensor is regular for all points other than 
y = 0 = x. The transformation 
{6. 24) 
preserves the form of eq. (6.21), but modifies the parameters, 
showing that they are not invariants. If 2K1 i O, then it can be 
chosen to be ± 1. If V(= l/2P2 ) and Ware chosen to remain positive, 
- K2 must be also, whenever K1 > 0 and Im(m) = 0. This leads to the 
2 2 2 Kerr metric, V = a - x , W = y - 2my + a 
. 2 When o = 0, then Q = oP, K2 = o K and Im(m) = zoK1 . It is 1 
convenient to introduce a new coordinate, X, defined by 
(dx/d8) = (1/2P2) v (say), and to choose the s in eq. (4.51) so that 
A = 2ox. It follows from the equation for K1 , eq. (4.6), that 
(6.25) 
The metric can then be written as 
(6.26) 
where 
v 2 
- 2Kl X + 2qx + p , (6. 27a) 
2 2 
w = 2K1 (y - 6 ) - 2m0y , {6.27b) 
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2 2 ~ = X + 0 1 (6.27c) 
m (6. 27d) 
(6. 27e) 
. 
0 = 0 1 (6.27f) 
and p and q are arbitrary real constants. This is the B[+] metriJ 23 l 
[24] 
of Carter, or the generalized N.U.T. metric. If K1 <0, then p 
and q can both be transformed to zero, since if we assume p and q 
to be zero, then the equation 2 d8 = - dx/2K1 x can be integrated and 
P deduced to be 
k 
p = ± ( - Kl) 2 i ( I;; - I;;.) (6.28). 
so that K1 must be negative. On the other hand, if K1 < 0, then 
we may use the transformation of eq. (4.54) to satisfy eq. (6.28), 
thereby setting p and q to zero. If K1 > 0, the best that can be 
done is to eliminate one or other of p or q by the linear transforma-
tion x ~ x + x0 , where x0 is a real constant. Also, the trans-
formation of eq. (6.24) can be used to set any non-zero 2jK1 j to l, 
and so the canonical forms for V and W are 
2 2 2 
Kl > 0 v = l - X w = y 2my - o 
2 2 2 K < 0 v X w -y - 2my + o 1 l 
Kl = 0 v = l w = - 2my (6. 29) 
The corresponding range of coordinates follow from the requirement 
that V be positive. 
The curvature invariant, ~2 , is given by 
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-3 w
2 
= -m(y+io) , {6.30) 
and so the curvature tensor is nowhere singular for o + 0. When 
o = 0, we get the usual variants of the Schwarzschild metric, 
which are singular when y = 0. 
CHAPTER VII 
SECTION B 
AN EINSTEIN-MAXWELL FIELD WITH A COSMOLOGICAL CONSTANT 
In this section we shall generalize the empty space metrics 
of Section A. We begin by finding charged Type D metrics, with 
a cosmological constant, which reduce to the metrics of the previous 
section when the Einstein tensor is set to zero. Conformal Killing 
tensors are then introduced, and finally a canonical form containing 
the metrics which were found in the earlier chapters is derived in 
Chapter 9. 
Our approach in seeking charged generalizations to the empty 
space Type D metrics will be to postulate a canonical form for the 
metric. We shall then assume that the gravitational field and the 
Maxwell field for this metric are Type D and non-null respectively. 
In addition, the two Debever vectors are chosen to be geodesic and 
shear-free, and to allign with the principal directions of the 
Maxwell field. We shall orientate our spin basis so that 
1/J =1/J =1/J =1/J =¢ =rb -a=£=K=A=0 0 1 3 4 0 12- . (7.1) 
The conditions 1/J0 = 1/J1 1/J3 = 11J4 = ¢0 = ¢2 = 0 have been shown by 
Kinnersley to imply that a== s = K =A= 0, but apparently there is no 
theorem which states that 1/J = 1/J = 1/J = 1/J =a= E: = K = A= 0 implies 
0 1 3 4 
We shall now explain our choice for the canonical form of the 
metric. It is known from the work of Kinnersley that all Einstein-
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Maxwell fields satisfying eq. (7 .1) 1 and with a zero cosmological 
constant, may be constructed by letting the integration constants 
in the empty space Type D metrics become explicit functions of the 
non-ignorable coordinates. The Type C and Kinners1ey metrics may 
therefore be charged by letting the functions g(x),g(y) and 
g(x),h(z) in eq. (5.30) and eq. (5.62) become some explicit functions 
of the non-ignorable coordinates. . [23] Furthermore, Carter has 
shown that this procedure also works for the generalized Kerr-NUT 
metric which satisfies eq. (7.1) and has a non-zero cosmological 
constant. When seeking a charged generalization with a cosmological 
constant to the Type C metric, it is therefore natural to inspect 
the canonical form 
2 -2 2 2 2 2 ds = -2(x-y) [hdn1 +dx /h+gdn 2 -dy /g], (7.2) 
where g and h are arbitrary functions of x and y. 
The equations we must satisfy are eq. (2.13), eq. (2.16) and 
eq. ( 7. 1) . The term A in eq. (2.10) is a real constant, since 
. 
AA Cl·A=\/ <P •• 
BB ABAB 
where eq. (2.16) and eq. (2.23b) have been used. 
A corresponds to the cosmological constant. 
The four null vectors 
[::~] 
[::!) = 
[ !:l !:l ] dy/g + g dTJ2 I (x-y) , 
. . . . 
(7. 3) 
From eq. (2 .lld) , 
(7. 4a) 
(7.4b) 
satisfy the relationship ds 2 2 (w00 w11 - w01 w10), and so will be 
chosen as our spin basis for one-forms. 
A straightfonvard calcul.::ttion yields 
(7.5a) 
. ~ O=(x-y}gh/4h, 
. y. (7.5b) 
and so, from eq. {7 .1), we must have 
g = g (y) , h h (x} • (7.6) 
Imposing these conditions gives the following spin coefficients, 
k k2 
a = - 13 = h 2/4 - (x- y)h I 8h , 
X 
T = - 1T = ~h ~ 
p = - ll 
k ~ 
e.= -y = g 2/4 + (x-y)g j8g , 
y 
v = 0 A= K = 0 
from which we compute 
40 = [ 2h- 2g- (x- y) (h + g ) ] 00 X y 
(7. 7a) 
(7.7b) 
(7.7c) 
(7. 7d) 
(7.7e) 
. . 
w 11" (Jj 10 
I (7.8a) 
. 
40 = [ 2h- 2g- (x- y) (h + g ) ] oi 00 (7.8b) 
where 
(Jj A (Jj 11 X y 
2 80 = [2h-2g-2(x-y) g - (x-y) g ] 01 y yy 
+ [2h-2g-2(x-y)h 
X 
2 
+ (x- y) h ] 
XX 
20 = 2di' + 2r A rc 
AB AB AC B ' 
c DD c DD 
= tJl ABCD (Jj i/' (Jj + ip ABCD (JjD A (Jj 
. 
C DD 
- 2A E E w . 1\ w • 
AC BD D 
001\ li (Jj w 
10/\ oi w w , (7.8c) 
( 7. 9) 
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Eq. (7.9) is simply a restatement of eq. (2.13). 
The source-free Maxwell equations, eqs.(2 .16), may be written 
Substituting the spin coefficients in eq. (7.7) into this equation, 
and using the notation of eq. (2.18), we deduce that 
3oo <Pl = 
~ 
- g <Pl I (7 .lOa) 
3
oi <Pl h ~ <P 1 (7.10b) 
!.: 
316 <P1 = h2</J 1 (7.10c) 
a1i <Pl = 
~ 
- g <Pl • < 1 .ldd) 
These equations can be solved by expressing the spin derivatives, 
8 ., in terms of holonomic derivatives. 
AA 
Explicitly, we write 
8 . AA 
Jl e • a , where 
AA Jl 
Jl BB 
e · e = AA Jl 
.i'A A 
\J 0 •• B B h 
BB . . T e e are g1ven 1n 
Jl 
eq. ( 7. 4) . We find that 
3
oo 
[ ~ -~ J (7 .lla) = ~ (x- y) g a - g a 
y T)2 
(\i [ ~ -~ 1 (7.llb) = ~(x-y) g () +g 3 y T)2 
3
oi 
k -~ (7.llc) = ~(x-y)[h 2 3 -ih a ] 
X T)l 
a1o = 3oi (7 .lld) 
A straightforward calculation gives as the general solution to 
eq. (7 .10), 
2 
<P1 = a(x-y) , 
where a is a complex constant. 
(7.12) 
The vector potential, A, associated 
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with ¢1 is defined, up to an arbitrary closed one-form, by the 
equation 
. . 
AAI\ BB 2dA = ( E ¢. . + E. . ¢ ] w w 
AB AB AB AB 
= 2(a+a) dyl\dn2 + 2i(a-a) dxl\dn1 , (7.13) 
from which we conclude that 
A= 2(a+a)ydn2 + 2i (a-a)xdn1 + dtjJ, (7.14) 
where tjJ is an arbitrary real function of the four coordinates 
The remaining equations to be solved are eq. (2.16c) and 
eq. (7. 9). 
h + g + 192 I a 12 = 0 • 
xxxx yyyy (7.15) 
We see that h and g must both be quartic functions, and so eq. (7.9) 
gives 
- 4 lal2 y 
4 3 
+ b2 y 
2 
+ b4 + 2A, (7.16a) g + bl y + b3y 
h - 4 lal2 x4 + bl X 
3 
+ b2 X 
2 
+ b 3x + b 4 - 2A , (7.16b) 
¢1 a (x- y) 
2 (7.16c) 
tjJ = 2 3 [b (x- y) f- 2 lal2 (x+y)J (7.16d) 
This completes the 
solution for the metric given in eq. (7.2), and satisfying eq. (2.16c) 
[25] 
andeq.(7.1). 
From these results, it is natural to inspect the canonical 
form 
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ds2 -2 2 2 2 2 = - 2 (1 -xy) [ (Z/h) dx + (h/Z) (dn2 + y an1 > + (Z/g) dy 
2 2 
- (g/Z) <an2 - x an1 > ] {7.17) 
Z= 2 2 (7.18) X + y 
when seeking a generalization for the Kinnersley metric. Here h 
and g are functions of x and y respectively. 
Our basis shall be chosen such that 
(7.19b) 
This leads to the following spin coefficients 1 
~ _j2 !:2 ""3 /2 p = J.l = - xg /22.; - (1-xy) g (y- ix)/2-" 
k 31: 
+ i ( 1 - xy) xg 2 I 4Z 2 , · 
~ ,.)~ k S = -a = yg /4-" + ~ (1 -xy}[ (h/2:) 2 ] 
y 
k 3/ 
i (l- xy) yh 2/4L l I 
k ,..), k 
1f = · T = yh 2/2z., 2 + (1 - xy) h 2 (x + 
K=O'=A=V=O, (7.20) 
from which we calculate 
2 2 . 3 2 2 
+g{-x /2Z+ (1-xy) y(y-lx)/Z- (1-xy) /2Z} 
. . 
2 2 . 3 2 2 10 11 
+ h{- y /2Z + (1-xy) x (x+1.y) ;z - (1-xy) /22: }] w 1\ w 1 
. . 
10 11 
= 
8oolO li w 1\ w 
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ob oi 0n = 0no6oi w 1\ w ' 
== (1-xy) 2 9 /BL + g [ (1-xy) x /41: 
. 'yy .. y 
+ i (1-xy) 2 x/41:2 - (1-xy) 2 y/2~] 
2 2 2 2 2 3 
+ g[ X /42: - (1- xy) /42: + (1- xy) y /E 
~2 2 ..,,3] 
- ( 1 - xy) xy /2~ - i ( 1 - xy) xy I~ 
. 2 3 22 3 22 3 
+ ~ ( 1 - xy} xy /L + ( 1 - xy) x /41: - 3 ( 1 - xy) y /41: ] , 
+ i(l- xy) 2 y/4'13 - (1- xy) y/4L] 
2 2 2 23 2 3 
+ h[ {1- xy) /42: - x (1- xy} /L - i (1- xy) xy /L 
2 22 3 22 3 
+ g[- X /4L- (1- xy) y /42: + 3 (1- xy) X /4L 
( 7. 21) 
The two-forms, GAB, are defined ~n eq: {7.9), and the quantity 
0 . . CC DD . G - . · is the coeff~c~ent of W A W ~n -AB' ABCCDD 
The source-free Maxwell equations, eq. (2.16), subject to 
eq. (7.1), are 
(7. 22a) 
3oi cl>1 "" 2T cj>l r (7.22b) 
;\o ¢1 = - 2TI ¢1 (7.22c} 
31i ¢1 = - 2jJ ¢ ¥ 1 (7.22d) 
where 
3
oo = 
(1- xy) [ gd + 2a - d ] I2'J!2 cf y Y n n . 2 1 (7.23a) 
2 g~ I:,~ 3li = (1 - xy) [ - ga + y a - a J 12 Y n2 nl (7. 2 3b) 
[ hCl 2 :k :k aoi = (1- xy) - iX d - id J 12 h 2 k :! 1 X n2 n1 
(7.23c} · 
a16 = aoi (7. 2 3d) 
and the spin coefficients are given in eq. (7.20). The general 
solution for ¢1 is 
¢1 = a[l-xy/(y+ix)]
2 
1 (7.24) 
where a is a complex constant. The corresponding one-form, A, 
defined in eq. (7.13a) 1 is 
A = 2a (ixydn1 - dn2 ) 1 (y - ix) - 2a (dn2 + ixydn1 ) 1 (y + ix) + dl/J , 
(7.25) 
Where 1jJ iS an arbitrary function Of the COOrdinateS X,y 1 n1 and n2 • 
The remaining equations may now be solved. Forming 
0 . (7.26) 
Integrating this expression, and using the remaining equations, 
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4>1 =a[ (l-xy)/(y+ix)]
2 
1 
w2 [(l-xy)/(x-iy)]
3 [(b4 -ib2 )/4-2lal
2 (l+xy) /(x+iy)] 1 
(7.27) 
This completes the 
solution for the metric given in eq. (7.17), and satisfying eq. (2.17c) 
. [26] 
and eq. (7.1). It is a metric found recently by J. Plebansk~. 
This metric has two important limits. The first is found 
by defining b~ = b1 - 2A, and dropping the prime. We then apply 
the transformation 
and set a. = 0. 
where 
h 
(7. 28) 
The resultant metric is 
Mix 2 + ~ ( d 2 2 Ldy 2 g 2 2 
= h :2; n 2 + y dn1 > + -g- - I: (dn 2 - x dn 1 > 
2 
+ y 
(7.29) 
(7. 30a) 
(7.30b) 
(7.30c) 
[23] This is the generalized Kerr-NUT metric found by Carter. 
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A second limit of eq. (7.27) is found by defining b'1 - b1 - 2!al
2
, 
and dropping the prime. We then apply the transformation 
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(7.31) 
and set a= 0 . The resultant metric is 
2 -2 [dx
2 2 
+ gdn12J 2 - dy ds = --+ hdn2 2 h (x-y) g 
(7.32) 
where 
(7. 33) 
This is the generalized C metric of eq. (7.16). 
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CHAPTER VI II 
CONFORMAL KILLING TENSORS 
Some knowledge of the geodesics in an Einstein.space is 
necessary both for a discussion of test sources of electromagnetic 
[2 7] 
radiation and uncharged matter, and for investigating geodesic 
completeness. 
[ 28] 
To solve the geodesic equations, however, 
requires four first integrals. The remarkable fact that these 
integrals may be found explicitly in all empty non-radiating Type D 
[11] 
metrics was first found by Carter. This result prompted 
[10] . further research, and in a paper by Walker and Penrose 1.t was 
proved that all empty Type D spaces possess a non-redundant conformal 
Killing tensor. C.K.T. 'shave also been discussed by R. Geroch 1 [ 9 ] 
P. Sommers[ 29 ] and N.M.J. Woodhouse.[ 13 ] 
In this section we shall inves C.K.T.'s, closely 
following the work of Hauser and Malhiot[ 12 ] on Killing tensors. 
Definition: . t (a •• By) . h . A symmetr1.c ensor, Q 1 w1.t r contravar1.ant 
indices, a .. (3y 1 is a conformal Killing tensor of order riff 
H(a .. B yo) :=: g I (8.1) 
H (a .• {3) • . 'th ( ) . where 1.s some symmetr1.c tensor Wl. r- 1 contravar1.ant 
yo indices, and g is the metric tensor. If H(a •. (3) . Q(a .. Sy) J.s zero, 
is called a Killing tensor. 
For the remainder of this thesis we shall discuss only 
(al3) 
second order C.K.T. 's, Q , and any reference to a C.K.T. will 
refer to this subclass. We shall work in an n dimensional space 
for this chapter, so.that 
a 
g a n. (8.2) 
It follows from eq. (8.1) that any symmetrized product of 
conformal Killing vectors is a C.K.T., as is the metric tensor. 
Definition: A conformal Killing tensor is called redundant iff 
it is a linear sum, with constant coefficients, of a multiple of 
the metric tensor and symmetrized products of conformal Killing 
[30 ] 
vectors . Otherwise it is called non-redundant. 
The main difference between a C.K.T. and a Killing tensor 
is that only the trace-free part of a C.K.T. need be considered. 
This follows largely from the following well-known lemma, 
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Lemma Kl: Given any (null) geodesic, ~a, and some symmetric tensor, 
Qai3, the scalar Qai3 ~a. r;8 is constant along this (null) geodesic iff 
Qai3 is a (conformal) Killing tensor. 
f . 1 ca.. Let s be an af 1ne parameter a ong s Then 
(8. 3) 
. ca . d . s1nce s 1s geo es1c . But the right hand side of eq. (8.3) is zero 
. iff eq. (8.1) holds. 
C.K.T. 's are of interest because they define quadratic 
constants of the motion along a null geodesic. However, only the 
trace-free part of a C.K.T. will contribute to this constant. In 
particular, if 
(8. 4a) 
then for any null geodesic, f;a, 
(8.4b) 
A 
Furthermore, QaS is a C.K.T., and 
(8. 4c) 
-"a Q =: 0 ' a 
(8.4d) 
" 2 Qf3 (n + 2) Ha = a; S (8.4e) 
An arbitrary Riemannian space will not, in general, contain 
a non-redundant C.K.T., but given any metric, the dimension of the 
linear vector space of C.K.T. 's formed from sums of C.K.T. 's with 
real coefficients is bounded. Finding this upper bound will occupy 
the rest of this chapter. 
where 
that 
H = H 
aSy [ ad31 ;y ' 
Iaf3 
28 af3y = 3H (agf3y) , 
- yo 
MaS - g MaySo ' 
Qa "' o 
a 
. 
First, we shall define 
(8.5) 
(8.6) 
(8. 7) 
(8. 8) 
(8.9) 
(8.10) 
(8.11) 
(8 .12) 
We then impose the further condition 
(8.13) 
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From eq. (8. 5) through eq. {8. 7) , 
L - 0 [ aSy] - · t {8.14) 
(8 .15) 
(8.16) 
Our immediate aim is to express the derivatives of QaS and 
H as a linear sum of the variables defined in eq. (8.5) through 
a 
eq. ( 8. 9) . (t) From eqs.(8.5,1,10) , 
(8 .1 7) 
To calculate the derivatives of L 0 , we use eqs.(8.5,1,10) and the a~->Y 
Riemann identities to find 
+ QSod ay] + Qyo;[ aS] + 28yo[ S;a] ' (8.18a) 
e e 
= 
2Raf36(oQy) + 2Q [aRsl (yo)e + 28yo[S;a]. (8.1Bb) 
The Riemann identities also give 
(8 .19a) 
(8.19b) 
and so, from eqs,(8.6,18,19), 
(t) This obvious notation means eq. (8.5), eq. (8.1), and eq. (8.10). 
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(8. 20a) 
+ kR 8 - kR 8 
= MaSyo 2 af38[ yQ6] 2 y68[ aQf3l 
e 8 
-
2Ra(3e(oQy) - 2Q [aRS] (y6)8 
(8.20b) 
Covariantly differentiating eq. (8.18), and using eqs.(8.17,10,14), 
together with the Bianchi identities, 
e ~ 8 
+ 2g]J[ aRS] [yo] He + 3 g[y [aRS )6 ]]J He 
2 e 1 ¢X l)Jw [ e 
+ 3 g[y[aRSl !Jllal He+ 38as <\o R<Px1J! Lw(]J8) 
+ 2R¢<Jl1J!> e Lw<ex> + 30¢wJl;xl)JJ' (8. 2la) 
(8. 21b) 
From the Riemann identities, 
(8. 22a) 
(B. 22b) 
Then 1 from eq. {8.6) and eq. (8.22b) 1 
N 
af)yo;ll = ~L [ ] + ~L [ aS y;o ill yo a;S] ill I 
73 
(8. 23a) 
(8. 23b) 
By using eq. (8.21) to substitute for the first four terms in eq. (8.23b), 
we may establish 
Lemma K2: The first derivatives of MaSyo are a linear sum of 
. . . (t) Q~01 L~ay' M 0 ~' H ·and H 0 , whose coeff1c1ents are concom1tants ~~ ~~ a~yu a a;~;y 
of the metric tensor, the Riemann tensor and its covariant derivatives. 
We shall now investigate the derivatives of H • 
a 
eqs.(8.1,2,1315) 1 
H 
a 
(2/n + 2) gSY L 0 • ~ay 
From 
(8.24) 
Forming gSy La[3y; 0 from eq. (8. 20) 1 and using eqs.(8. 2, 11) and the 
Riemann tensor symmetries 1 . gives 
(n + 1) H (a; 13 ) 
3 y .:. yo 
NetS + 2 Ry ([3Qa) + 2 RayoS Q + gaS M/ (n + 2) 
(8.25) 
(t) If a set of quantities is given, every quantity whose components 
can be expressed as functions of the components of the quantities 
[31] 
of the set is called a concomitant of the set . To save space, 
we shall refer to the concomitants of the meniliers of a set. 
2M/ (n + 2) • 
The skew derivative of H may be found by inner productinq 
a 
yo 
eq. ( 8 • 2 0 ) by g , 
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{8. 26) 
(8. 27) 
Before proceeding, some notation is needed. We shall define 
the following sets, 
s2 = {Q Q J: I L Q J: I M Q J: i H Q} , etc; a~;y;v a~y;v a~yv a;~ 
which allows an ordering defined by x ~ y iff x E Sa, y E sb , 
anda~b. We shall say that x has order a if x E S • 
a 
It is 
obvious that this ordering is well-defined, provided we consider 
only non-zero terms. It can be used to group the lower order, (and 
lengthy), terms in an expression into a single term. Explicitly, we 
1\ A 
shall define the tensors, L a J: and M 0 J: , through the following a~yv a~yv]J 
equations , · 
L =M +28 +L 
aSy;o aSyo yO[S;a] af3y8' (8.28} 
= k(o~~ owx + o~~ owxJ 8 MaSyo;]J 2. aS yo yo aS -~Xlli~W 
I'. 
+ M a J: • a~yu]J 
(8.29) 
Comparing eq. (8.28) and eq. (8.29) with eqs.(8.20,23) and eq. (8.21) 
we see that all the lower order terms in eq. (8.28) and eq. (8.29) 
A A 
are contained in the tensors La(3yo and MaSyo]J respectively. Further-
A A 
more, L 0 8 and M (3 J: are zero in flat space. a~y a "(u]J 
A pictorial representation of what we shall eventually 
show is 
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0 1 2 3 4 
{Qc4) ...-? {L f3 J -> {Ma(3yol H (3} ...-? {H f3} ...-?{I (:3} a y a a y a 
' 
11 ~ I <E (8. 30) 
where the numbers 0,1,2,3,4 label the order of the terms involved, 
and an arrow shows the result on the order of a term after one 
covariant differentiation. For example, covariantly differentiating 
Ma(:3yo gives lower order terms involving QaS' and LaSy' and the higher 
order terms H 0 • a!Jy 
We shall say that x equals y, modulo lower order terms, if 
both x and y belong to S 1 for some a, and (x- y) is a linear sum of 
a 
terms of order less than a, and whose coefficients are concomitants 
of the metric tensor, the Riemann tensor and its covariant derivatives. 
Definition: A set 8 is spanned by {T, .. u} iff S C S for some a, 
a 
and, for all x belonging to S, x is, modulo lower order terms, a 
linear sum of T, .. U, whose coefficients are concomitants of the 
metric tensor, the Riemann tensor, and its covariant derivatives. 
Lemma K3: . The set s1 is spanned by the set {La(:3y} . 
prove 
Lemma K4: The set 82 is spanned by the set {MaSyo' HaS}. 
Lemma K5: The set 83 is spanned by the set {HaSy}. 
Proof: From Lemma K2, it is sufficient to shm1 that the set 
{Ha;S;y} is spanned by the set {HaSy}. 
From eq. (8.29), and the covariant derivative of eq. (8.28), 
+ 20 + £ + M • yo[S;a] ;~ aSyo;~ aByo~ (8. 31) 
ay . 
We shall inner product eq. (8,31) with g 1 and use eqs.(8.24,10) and 
the Riemann identities to obtain 
(8.32a) 
e 
- H8R <oS> ~ I (8. 32b) 
A 
== 2A ((3o]J) (8. 32c) 
A 
where the term A((3o]J) is defined by eq. (8.32b). Next, inner 
product gSo into eq. (8.32b}, and use 2gSy H[a;S] ;y to obtain 
(8.33) 
(8.34) 
Eqs.(8.33,34) form a linear system of equations for HB;B;a and 
H S expressing either as a function of lower order terms, 
a; ; B' 
and H[ Q] • a;~-' ;y This statement, together with eq. (8.32b), the 
identity 
2 
Ha;S;y = H(a;[3;y) + 3 [ H[ a;S] ;y + H[ a;y] ;S] 
and the definition in eq. (8.8) proves Lemma K5. 
When considering the fourth derivatives of QaB' or the 
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set s4 , it is sufficient to consider only the terms H[ . t2] • • s • CJ.J fJ 1 y 1 1.) 
If we covariant differentiate eq. (8.32) with respect to £ 1 and 
anti-symmetrize over ]J and £ , we find 
(8. 35) 
A 
where BJJ£So involves only lower order terms. Next, covariant 
differentiate eq. (8.33) with respect to£, to obtain 
2(n+l) H a = (2-n) HS 0 + 2 [L aS ]J; ;a;£ if.Jilli£ al3 ;]J;£ 
(8.36) 
If we substitute eq. (8.36) into eq. (8.35), and note the definition 
in eq. (8. 9), we have ·established the first part of 
Lemma K6: The set s 4 is spanned by the set {I aS} . I a[3 is trace ... 
free, modulo lower order terms. 
Proof: The second part of Lemma K6 is proved by operating on 
eq. (8.33) with gllPvp, expressing 3nHa S 
; a; if3 in terms of only lower 
order expressions. 
For the fifth derivatives of QaS' or the set s5 , we need to 
consider only terms of the form By operating on both 
sides of eq. (8.32b) >vith gpcr'V 'i7 , we find p (J 
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By operating on eq. (8. 33) with gp0 \7 \7 , and noting the second part p (J 
of Lemma K6, the right hand side of eq. (8.37) may be shown to 
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involve only lower order terms, while the left hand side of eq.(8.37) 
may be written as [ 3n (2- n) /4 (n + 1)] Ha 12 s: , modulo lower order ;a;t->;ui]J 
terms. This proves 
Lemma K7: The set s5 is spanned by the set {IaS}, when n ~ 3. 
Theorem Kl: Let R be a Riemannian space of dimension n, where 
n 3. Then in R1 the dimension of the real vector space formed 
from trace-free, second order conformal Killing tensors is at most 
N , where N = (n - l) (n + 2) (n + 3) (n + 4) I 12 • 
n n 
Proof: We shall define the row vector, Q, through the equation 
(8.38) 
Although the elements of Q are tensors, they can of course be 
displayed as some linear array. Their explicit ordering in Q is 
liDimportant. Because of the relationships gaB IaB = 0 , modulo 
aS lower order terms, g QaS 0, and 
H[aSy] = O, the tensors QaS'LaSy'MaSyo'HaS,HaSy and IaS contribute 
1 1 2 
~(n-l)(n+2), g(n-l)n(n+l) 1 i2 (n-l)n (n+l), ~(n-1) n, 
1 
3(n -l)n(n + l) and ~(n- 1) (n + 2) elements respectively to Q. Their 
sum equals (n- 1) (n + 2) (n + 3) (n + 4)/12. 
For n ~ 3, the preceding lemmas of this chapter establish 
the existence of an N by N matrix, A, which satisfies 
n n 
(8.39) 
Q is the row vector defined in eq. (B. 38), \7 Q is the covariant 
a 
derivative of the elements of Q \'lith respect to xa, and the term QA 
in eq. (8.39) is the result obtained by left multiplying the matrix A 
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by the matrix Q. The elements of A are concomitants of the metric 
tensor, the Riemann tensor and its covariant derivatives. Any 
C.K.T. is then a linear sum of the fundamental solutions of eq. (8.39), 
proving Theorem Kl. 
Having established an upper bound for the nunilier of linearly 
independent C.K.T.'s in a space-time, it is natural to enquire 
whether this bound is attained in flat space. In Appendix E 
we prove 
Theorem K2: Let F be a flat Riemannian space of dimension n, where 
n ;;;:, 3. Then in F, the dimension of the real vector space formed 
from trace-free, second order conformal Killing tensors is precisely 
N, where N = (n-l)(n+2)(n+3)(n+4)/l2. 
n n 
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CHAPTER IX 
C.K.T.'S IN QUASI-DIAGONAL SPACES 
In this chapter we shall consider four dimensional spaces. 
To make contact with our earlier work on Type D geometries, and to 
progress with the difficult problem of actually solving for a C.K.T., 
we shall also assume that our metric is quasi-diagonal, and that the 
C.K.T. is independent of the ignorable coordinates, xa, 
Q 1 (9 .1) 
where we use the notation of eq. (5.19). It will be seen later 
that these conditions are satisfied by the C.K.T. found by Walker 
and Penrose. Since many statements about C.K.T. 's imply similar 
ones for Killing tensors, we shall ignore the trace-free property of 
C.K.T. 's. 
From eq. (8.1) and eq. (9.1) 1 the equations to be solved, 
tz.C...ln • ..., ecb) IJl..()n C.t'>) = Q<Jz
9
c..S> 
g olll.Q -Q ()~g - (9. 2a) 
(9. 2b) 
Q fl.(a..., be) Q(a be) - 01)1. g :: g I (9. 3a) 
(9. 3b) 
split into two sets, since eqs.(9.2) involve only gotk, Qab, Ql.il.; 
ota a 
while eqs. (9. 3) involve only Q , Q . This simplifies the 
problem considerably. We shall eventually show that eq. (9.2) can 
be solved completely, and that no non-redundant solutions to eq. (9.3) 
exist unless the two vectors Q361- and Q1fG1.. are conformal Killing 
. Cl.A 
vectors for the two metr~c, g • 
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Case 1: ifL,t, ab The Q and Q components. 
We begin by solving eq.(9.2a), which represents the. general 
solution for a C.K.T. in a two dimensional space. Our non-ignorable 
coordinates, xot, are chosen so that the pair (g 01 '~ ,Qtn._.6t) takes 
its canonical form. 
The eigenvalue equation, {QOl.h ~ AO~~) yin 0 , has as 
solutions 
la A, I complex eigenvalues; y l\1. , y 61- eigenvectors, 
.;;;;,:;:;::::..;:;_.....;;::.;:;:. 
Case lb: AI,A2 real distinct eigenvalues; YI 1 Y2 eigenvectors, 
Case lc: A a double eigenvalue; y a real eigenvector. 
We shall assume that Qot.kt is non-zero, since otherwise the only 
solutions of eqs. (9.2) are with QaS as the symmetrized products of 
the two Killing vectors. In Case la and Case lb the eigenvectors 
are linearly independent, and \vill be chosen as our coordinates. 
Case la: Let us use complex coordinates 1 z at 1 such that 
.!.' en. - y6"1. 
U 1 - I 
01.. --0 2 = y(Jl. • D"t ,t,. eL.h • Then Q and g are d~agonal, and 
eq. (9.2a) becomes 
gll(JtQll - Qll()lgll Qlgll I (9. 4a) 
g22() 2Q11 _ Q22 dzgll Q2gll 1 (9. 4b) 
gll (hQ22 
- Qll(hgll Q lg22 I (9.4c) 
g22 32 Q22 _ Q22 Clzg22 Q2g22 • (9. 4d) 
We shall rewrite eq. (9.4a) and eq. (9.4d) as 
(9. 5) 
By defining two functions, a and b 1 through the equations 
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Qll :::: bgll I Q22 :::: - ag22 ! (9. 6) 
and using eq. (9. 4b) , we see that a2[(a+b)g 11 ] ;::: 0 I i.e. 
gll :::: Rt/(a+b) I Qll bRll (a+ b) I 
where R1 is an analytic function of z 1 • We have assumed that 
a+b =f 0 1 otherwise eq. (9.2) yields 
(9. 7) 
where c1 1 C2 1 C3 are complex constants, and b is a function of z 1 ,z2 
This is a redundant C.K.T. If QaS is a Killing tensor, then b is 
a complex constant, and QaS is again redundant. 
Ignoring the possibility that a+ b = 0 1 we find that 
g22 = Xd (a+ b) and Q22 = - aXd (a+ b) 1 where X2 is an analytic 
function of z 2• ' 11 22 Since the metric 1s real, g = g , and so 
1 [R1 0 l 
a+ a 0 R1 
b = a. 
Eqs. (9.2a) are now satisfied and it remains to solve eqs. (9.2b). 
ab Those for Q may be written as 
or 
cd cd cd cd g = e1 + f2 /(a+b), Q cd cd (be 1 - a£2 ) I (a+ b) , 
where e1cd and f2cd are analytic functions of z 1 and z2 respectively. 
cd f2cd cd Since g is real, = e 1 The metric tensor and C.K.T. are 
then 
83 
(9. 8) 
11') g 0 1b 1 22') - g 02 a , (9. 9) 
where 
respectively, and b = a, X2 ~ R1, d2 c 11 f2 = e 1 and h2 = g1. If 
Q is a Killing tensor, then a and b are functions of z 1 and z2 
respectively, and there is essentially no difference between the 
given Killing tensor and the metric, since the Killing tensor in 
eq. (9.9) may be written in the form of the metric in eq. (9.8) by an 
obvious redefinition of the functions a,b,cv4e11 :E;_,R1,~; and inter-
changing the Killing vectors. In fact the symmetric form of the 
metric and the Killing tensor in eq. (8.1), when Qa is zero, shows 
that if QaS is regarded as the metric, then gaS is its Killing tensor. 
The c.K.T. in eq. (9.9) is redundant(t) when there exists 
QaS -1- .+.gaS + .. ~a~B . ~ (a~B> . ~a~B ~ )1U3U3 + J2U 3U4 + )3U4U4 = 0 . (9. 10) 
We see from the ( riLh> components that R1 (1 +¢b) = 0 = X2 (1- ¢a), 
and as R1 and Xz are non-zero, we conclude that ¢(a+ b) = 0. 
Consequently, whenever the C.K.T. in eq. (9.9) is defined, it is 
non-redundant. 
The metric tensor in eq. (9.8) can be written in terms of real 
(t) Assuming there are no extra conformal Killing vectors present. 
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coordinates by defining z 1 = x 1 + ix2 1 where x 1 and x 2 are real. 
We find that 
where A,B,C,D,E are real harmonic functions of x 1 and x 2 ; and ~ 
is harmonic iff the C.K.T. is a Killing tensor. The corresponding 
Q in eq. (9.9) is pure imaginary, but as any C.K.T. is only defined 
up to a multiplicative constant, we can always make Q real. 
Case lb: Let us choose our coordinates so that the linearly 
independent real eigenvectors are o~ and o~ . 61-61. dft,_ Then g and Q 
are diagonal, and the preceding analysis of Case la applies, so 
that the metric and C.K.T. are given in eq. (9.8) and eq. (9.9} 
analytic) real functions of x 1 and x 2 respectively. 
Case lc: By diagonalizing g ozA and writing out the condition for 
a double eigenvalue, (g 11 Qu- g22 Qzz ) 2 + 4g 11 g22 Q 1~ = 0, we see that 
either Q12 = 0 , in which case Qaf3 is redundant, or signature {g &.A)= 0. 
Assuming the latter, we may choose as our non-ignorable coordinates 
the two real null directions. Then g 6l.A:t.. 12 A' { ~· lt.) 2g u 16 2 , and the 
condition for a double eigenvalue is Q11 Q22 = 0 • Without loss of 
generality we shall set Q11 = 0. If Q22 = 0 also, then Q mk is 
redundant, and we have the solution of eq. (9.7), so we shall assume 
that Q22 1 0. Our canonical forms are then 
{9. 12) 
and the coordinate freedom is x2 ' 
Eq. (9.2a} may be written as 
(9 .13a) 
(9.13b) 
(9. 13c) 
and so the coordinate transformation x 21 = x 2 ' (x2 ) will be used to 
set Q22 = ± 1 . From eq. (9.13a} and eq. (9.13b), 
(9 .14) 
which suggests defining functions a and b as 
(9. 15) 
and so, from eq. (9.14), a and bare functions of x 1 iff Q is a 
Killing tensor. The 
remaining equations are 
1 cd Q g , (9 .16a) 
(9 .• 16b) 
Substituting Qed cd cd cd = ag + e 1 into eq. (9.16a) shows that e1 
is function of x 1 alone, while eq. (9.16b) implies that 
cd g 
cd cd 
= ag + e 1 
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~u 1 
where f1 is a function of x alone. The complete solution for 
the metric and C.K.T. is then 
G [2Q22 d(169a2)+ (x2<3lelcd+flcd) a(ce:adi I (b-x2<3la) 
(9 .17) 
(9 .18) 
where e1cd, f1cd are functions of x 1, Q22 = ± 1, and Q is a Killing 
tensor iff a and bare functions of x 1. This completes the solution 
of eqs. (9.2) and it remains to discuss eq. (9.3). 
Case 2: a oz. The Q components. 
a a If the vectors s and n are defined through the equations 
since oa are Killing vectors, the condition for Qadl. to be a C.K.T. is 
a 
Consequently, 
2s<3;4) + n(3;3) 
= 2Q3g34 + Qltg33 I 
s(4;4) + 2n (3; 4 > Q3gltlt + 2Qitg3lt I 
t;(3;3) 
= Q3g3 3 I n (4; 4) = Qltgltlt I 
and so QaO"Z. is formed from symmetrized products of the Killing vectors 
oa and the two dimensional conformal Killing vectors l;a and na. 
·a 
If either na or sa is zero, then the other is a conformal Killing 
vector for the whole space. 
then either f is a constant, in which case a linear transformation 
among the ignorable coordinates, xa, will set Q3 mL to zero, or f is 
non-constant. This is only possible when ~a and na are null. 
Substituting this information into eq. (9. 3a) implies that either 
gab= 0, or f is a constant. 
am. ..1 det. (Q ) -r 0. 
Consequently, we assume that 
Specialized solutions of eq. (9.3) may be foundi for example 
Q = 2a (l 0a3> + 2a (2 0a 4> i Q
3 
= - a 1 log¢ , Qlf - 82 log <P • 
(9 .19) 
where Goifl_l.rt is a constant matrixi a,b,c,d,e,f are constantsi and 
~is an arbitrary function of x 1 and x2 • However, the author was 
unable to solve eq. (9.3) completely, and so we shall not discuss 
a c.t. the Q components further. 
This chapter will be completed by using the C.K.T. in 
eq. (9.9) to solve the null geodesic equations for the metric in 
eq.(9.8). If our C.K.T. is a Killing tensor, the discussion 
applies to all geodesics. 
For the metric of eq. (9.8) there are four independent first 
integralsi namely 
Ll = aSP P g aS 
L2 QaSP P 
a S 
a 
L3 = 03 Pa' 
a 
L!f = 0 4 P a' (9. 20) 
where 
Pa = dxa 
dA ' (9. 21) 
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is a null with an affine parameter A, and L1,Lz,L3,L4 are 
constant along Pa. From eqs. (9.~,9,20), 
(9.22) 
In the two cases when Q is a C.K.T., or a Killing tensor, we see 
from eq. (9.22) that P1 and Pz are functions of x 1 and x 2 respectively, 
From eq. (9.21), 
XzPz/ (a+ b) , 
[ (gl +hz)L~t + (e1 + fz)L3]/(a +b) , (9.23) 
[13] 
the geodesic equations are separable . They reduce to ordinary 
differential equations, which may be solved by quadrature[ll]. 
(9. 24a) 
(9. 24b) 
(9.24c) 
(9. 24d) 
This solves the (null) ic equations when Q is a (conformal) 
Killing tensor. 
To solve eq. (9.24d) when Q is not a Killing tensor requires that we 
solve eq. (9.24a), and then substitute for either x 1 or x 2 as a 
function of x 2 or x 1 respectively. It is possible that eqs. (9.24) 
may be simplified by using the remaining coordinate freedomi 
11 
constants, and x 
I 
a 
:= c 
,, 
I 
a a 
x , where c 
a 
are real 
a 
are functions of x 1 and x 2 respectively. 
Comparing eq.(5.62.) and eq.(6.2l)with eq.(9.8), we see 
that the Kinnersley m1d Kerr-NUT metrics are characterized by 
a == 2X2 /(l-XZ) 2 b = 2Z 2/(l-XZ) 2 
cl = - x4 /g (X} d2 = z4/fi(Z) 
el = - x2 /g (X) fz = - z2 ;fi (Z) 
gl - 1/g (X) hz 11n <z> 
qgl ei dzhz d 
and 
a= x2 b = y2 
cl - x
4 /V dz y'+/W 
el - x 2/V fz 2 = - y /W 
91 - l/V hz = 1/W 
Cl91 := ei dzhz = d 
respectively. Let us assume that the perfect square condition, 
c191 = ei and dzhz = f~, holds for the metric in eq. (9.8), and 
patch, with h and g being non-zero. Redefining d,f and h by 
(d,f,h) -> -(d,f,h) allows eq. (9.8) to be written as 
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(9. 25) 
A straight-fonvard calculation shows that the two real null vectors, 
w00 and w11 , defined by 
are geodesic and shearfree. Consequently, the empty space subclass 
of eq. (9.25) with a diverging p.n.v. are the Type D metrics. The 
corresponding C.K.T. is that found by Walker and Penrose. 
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SUMMARY AND CONCLUSION 
The empty space Type D metrics with a diverging ray congruence 
have been derived in a coordinate system used by ( K. D.] . The 
radiating metrics have a complex Killing vector, (\;, while the non-
radiating metrics have a real Killing vector, Pd [32 ] These . 
u 
latter metrics are a well-defined limit of the radiating Kinnersley 
metric. 
It was shown that the diverging, empty, Type D spaces are 
precisely those diverging, empty, algebraically special spaces which 
are quasi-diagonal. This fact was used to derive the canonical 
form, discovered by J. Plebanski and M. Demianski, for the Type D 
metrics. 
The empty Type D spaces are a natural subclass of the 
algebraically special spaces with two commuting Killing vectors. 
The latter spaces are characterized by four real constants, n1,n2, 
lll,f12· The space is Type D iff n1 and n2 are zero. This reveals 
an asymmetry in the results known at present for the algebraically 
special, empty spaces.with two commuting Killing vectors. In 
particular, all non-radiating spaces with n1 = 0 are known, but 
only those with both n 1 and n 2 zero are known for the radia·ting 
subclass. Whether this larger class of radiating metrics can be 
found is an interesting unanswered question. 
To find the canonical form, eq. (5. 62), for the Kinners·ley 
metric, it was necessary to transform from the affine parameter 
along the principal null congruence to a new coordinate. Most of 
the work on algebraically special spaces incorporates this affine 
parameter into its mathematical formalism in an essential way. 
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This dissertation shows that this choice of coordinate for the · 
radiating Type D metrics does not lead to simple metrical forms, 
suggesting that further thought be given to the choice of coordinates 
in an algebraically special, empty space. 
Possibly the most surprising result of this thesis is that 
the radiating metrics are, in a "structural sense", conformally 
related to the non-radiating metrics. This fact was the starting 
point for J. Plebanski and M. Demianski, and the conclusion eventually 
reached by R.P. Kerr and myself. At present there are no known 
d 0 0 d 0 0 0 [ 33 ] d 1 ra latlng an twlstlng, empty Type III metrlcs i an on y one 
such Type N metric is known[ 34 ]. Whether solutions in these Petrov 
classes can be found by looking at the "conformal equivalent" to 
some non-radiating, twisting metric remains to be seen. However, 
such an approach relies heavily on the initial choice of coordinates, 
and so the problem reduces to finding a preferred set of coordinates 
in the space . 
In Chapter 9 we showed that the q.d. metrics with non-
redundant q.d. C.K.T. 's split into three classes. Two of these 
have a two metric, g Ol.~l.., with zero signature, while the other has 
an arbitrary signature. This latter class is characterized by 
two quadratic fun'ctions, and when these reduce to two perfect 
[23] 
squares, we have the metrical forms of Carter . His work was 
applied to the class containing the empty Type D metrics, and it 
was shown that the null geodesics may be found by quadrature. 
Much work remains to be done on C.K.T. 's. 
APPENDIX [ K. D.) 
This appendix summarizes part of [K.D.]'s paper. Let p 
* be a geometric object. Then if x ~ x (x,t) is a one-parameter 
set of coordinate transformations, the Lie derivative·of ¢,with 
respect to a vector K, is 
d * * * dt (¢ (x ) - <l? (x )) It= 0 I (K. D.l) 
where 
* 
K = 3tlt==o =(a;; lt=o) all (K.D.2) 
From eq. (3.10), eq. (3.17) and eq. (3.2la), the one-parameter 
coordinate transformations to be considered are 
* r; == tP(l:,t) 
lJ!<r;,o> = r;, Uo:;,(,o> 0 . (K.D.3) 
From eq. (K.D.2} and eq. (K.D.3) 1 we have 
K = a() I;+ r + Re (a.,.) ( Ud - Vd } + p a I 
"' "' u v u 
(K. D. 4) 
where 
The discussion in the second paragraph of Chapter IV showed 
that Killings' equations,:/: Kgal3 == 0, reduce to J. Kn == 0 == J KM. 
These equations can be calculated using eq. (K.D.l}, and the 
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transformation properties of~ and MJ given in eq. (3.18) and eq. (3.25) 
respectively. For example 1 
*. 
- ~(X ) ] } 
APPENDIX A 
We shall show that choosing A 
. 0 -i in eq.(5.8) yields a 
simpler result than A
0 
= 1. Eq. (5. 8) becomes 
• 2 .. 
e - ie . 2i < e + !.> 1 2 -J.e '+ 
Defining a new coordinate X, and a new variable T, by 
tan (8 + f> , 
allows us to write the real part of eq. (A.l) as 
dX dx 
2 
{A.l) 
(A. 2) 
(A. 3) 
We still have the freedom x -> x + x0 , and so we can take any 
particular solution of eq. (A.3) as the general solution, by fixing 
the real constant x0 • We shall choose 
T 
and define 
~ 
g 
2 
X I 
g • 
Eq. (5.6) may then be written as 
2 5 ;: 4 ~ 3 ~4(X +X )g-~(5X +l)g+2X g 
6 2 4 
= m(X - 3X ) + n (3X - 1) , 
which has the general solution 
~ 4 2 3 
g = a (X - l) + bX - 4mX + 4nX , 
(A. 4) 
(A. 5) 
{A.6) 
(A. 7) 
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where 
m + in (A. 8) 
The function I n, is given by 
n ::: -~ i8 
~G g e 2 ~ . 4 ~ 2X I (g) + l (X -1) I g • (A. 9) 
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APPENDIX B 
We shall investigate when an D.L (2,R) is q.d. From eq. (5. 22a), 
two functions 1 fA, will quasi-diagonalize the metric iff 
(B.l) 
The computations in eq. (B.l) are simplified by noting the following 
results of Papapetrou. He has shown that if we define 
(B.2) 
(B. 3) 
(B.4) 
where a~ = o~ and b~ = o~ are two commuting lulling vectors, and 
gaS is an empty space metric, then 
A = c-g 0-l hAB f '[1,2] y-q CB 
(B. 5) 
where 
(B. 6) 
(B. 7) 
(B. 8) 
Furthermore, he has shown that, since gaS is an empty space metric, 
the c 3 and c4 in eq. (B.6) are constants, establishing 
Papapetrou's Theorem: An empty space, ~' with two commuting Killing 
vectors, a~ = o~ and b~ = o~, is quasi-diagonalizable iff the two 
1·2 1·2 
constants /::g a ' and vCg b ' are both zero. 
We shall prove Theorem IIIR by showing that in an 01 (2 1 R) 
the constants c3 and c4 in eq. (B.6) are proportional to v0 • Our 
1-g Kl;2 aim, then, is to eventually evaluate 
When the Killing vector, KJis complex, 
(B.9) 
the necessary and sufficient condition for an 6L(2,R} to be q.d. 
is that K[l; 2] = 0. 
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Our calculations are simplified by using a null tetrad system. 
This consists of four null vectors and four one-forms, defined by 
e = 
a 
and a (JJ ea 
11
dx11 respectively. The latin indices 
belong to the set {1 1 2 1 3 1 4} 1 and are associated with the spinor 
indices, AA 1 through the relations 
. 
1 <!;-> 00 1 2 ~) 11 1 
3 For example 1 w 
3 ~>01 1 
01 d ]1 W X • ]1 
4~ 10. (B.10) 
The quantities {e 11 } and 
a 
{ea } ]1 are therefore defined in eq. (3.27) and eq. (3.28) respectively. 
In an OL(2,R) 1 the Lie Derivative of e 11 with respect to a 
a 
Killing vector, K, ;}:_ K 1J , is zero. 
~ e ]1 = 
K a K
ll a 
. e ja a 0 . 
The Ricci rotation coefficients[ 3S], rabc' are defined by 
ra = - e a e ]1 e \) 
be )J;V b c 
and so, from eq. (B.ll), 
(B.ll) 
(B.l3) 
where tetrad indices are raised and lowered with the tetrad metric, 
From 
and 
ab g = 
eq. (B. 6) 
1·2 K I = 
:::::: 
0 
1 
gab = 0 
0 
1 
0 
0 
0 
0 
0 
0 
0 -1 
0 -1 0 
and eq. (B.ll} 1 
(pp) (constant) 1 
1 2 rabc e eb K I a c 
r = - (E r· · • + E- • r . > 
abc AB ABCC AB ABCC 1 
(B.l4) 
(B. 15) 
(B.l6) 
(B. 17) 
where r . 
ABCC 
are the spin coefficients, p is the complex divergence, 
1 
and e and 
a 
2 
eb are given in eq. (B.lO) and eq. (3.28). 
allows eq. (B.l6) to be written as 
Since K = as, we have 
which, with eq. (B.l8) and eq. (B.17) 1 gives 
THE LIBRARY 
UNiVE~SITY OF CANTERBURY 
1"'1-JRIC:Tti-IIJRC:.H. N.Z. 
Defining 
(B. 18) 
(B.l9) 
(B.20) 
(B. 2la) 
(B. 2lb) 
(B.2lc) 
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- -1-
T 2 3 = vn - P J.l I (B. 21d) 
(B.21e) 
(B. 21f) 
where the spin coefficients p,a,y,jJ,V are defined in eq. (3.32). 
These are given below for completeness. 
a= pQ 1 
2 y == - 2Mp I 
(t) 
J.l 
3 .:._ - • 
+ 2Mp r na UH61 - na [ n nJJ , 
u u 
__ .. 2 
P n n - 2Mp - 2MPP , 
.. 
s = - 2Mp - 2Mp + !:2 nIT + !:2 IT ?i , 
p :=: p - 2ikpp 1 
(B. 22a) 
(B.22b) 
(B. 22c) 
(B. 22d) 
(B. 22e) 
(B. 22f) 
(B.22g) 
A dot, (•), denotes differentiation with respect to u. 
Eq. (B.22), the field equations, 
. 
2M <- ITa - 2IT) oa on I 
u u 
--3 M = - !:2 JJ0 n , 
(t) ]1 is the spin coefficient r lloi . 
(B.23a) 
(B. 23b) 
(B. 23c) 
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.. 
+ n IT c'D ~ - n ?f) J (B. 23d) 
and eq. (B.21) may be used to find, after a lengthy calculation, 
that 
1·2 K I 
This calculation is simplified by noting eq. (B.l5). 
(B. 24) 
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APPENDIX C 
We shall give a brief explanation of how the coordinate trans-
formation in eq. (5.55) may be deduced. 
Papapetrou has shown that in an empty space-time the spin-
vector, A;._, associated with a Killing vector, aa, is the gradient 
of a function, A. 
(C.l) 
Since an empty Type D metric has two Killing vectors, we may use 
eq. (C.l) to calculate two functions for these spaces. We shall 
deduce eq. (5.55) by comparing these functions for the Kinnersley 
metric with those of the Kerr-NUT space. 
Let A, and B, be the spin vectors associated with the 
a a 
Killing vectors Oa and oa respectively, in the Kerr-NUT metric 
n1 n2 
of eq. (6.21). Then 
- 2 2 - 2 22 
A (m+m)x/(x +y) + i(m-m)y/(x +y) +constant, (C.2) 
-23 -32 2 2 
B = , • 2K2xy - [ i (m- m) x y + (m + m) x y ] I (x + y ) 
+ constant. (C.3) 
Although the functions A and B are not particularly simple, in flat 
space A is zero, and B is, to within a multiplicative constant, the 
product of the two canonical coordinates. We shall therefore look 
for a similar product in the functions associated with the Killing 
vectors in the flat space limit of the Kinnersley metric. 
2i8 In the metric of eq.(5.55), we shall take g(x) = 2Re(aoe ). 
The spin vector, Aa, associated with a~, satisfies 
A~ = fi iao ~ sec (8- ¢) Ieos 2</l, 
X 
A, 12 iao ~ sec ce- ¢) Ieos 20. y 
From eq. (5.10) and eq. (5.36c), 
and so eq. (C.4) gives rise to the linear equation 
cos 28 A,e- cos 2<f; A,¢= 0. 
Its characteristics are defined by 
d8 
dA = cos 28 = cos 2¢ = constant , 
from which we deduce that 
constant = loge {/tan (8 + ~) tan(¢+~)} • 
(C. 4a) 
(C. 4b) 
(C. 5) 
(C.6) 
(C. 7) 
(C. 8) 
This product suggests that we apply the transformation in eq. (5.55) 
to the Kinnersley metric. 
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APPENDIX D 
We shall consider those algebraically special spaces with 
tWO COmmUting Killing VeCtOrS 1 d S and dr: • The Type D subclass 
has the canonical forms of eq. (5.30) and eq. (5.62), which follow 
from the existence of a function, Y 1 satisfying 
!:2 dy = CdR+ pdy) 1 /r} + A2 • (0.5) 
We shall find the integrability conditions of eq. (D.5) 1 and then 
discuss what empty algebraically special spaces follow from the 
existence of y. 
Since p 2 ·2 2 ·2 !:2 (R + 36 ) I k = R + e and A 
we have 
2 2 3 ('!: +A )2 d(dy) 
(D. 6) 
From eq. (5.7), we see that the existence of y implies that the space 
. 
is type D, or has 8 = 0 • This suggests we take 8 = 0 • Defining 
y X - 2IR I (D. 7a) 
dn 1 + idn2 = 2di;;* - dy 1 g(y) , (D.7b) 
allows eq. (5.16) to be written as 
2 - 2 [ dx 
2 
_ dy 
2 
2 2 J 
ds = (x-y) 2 g(x) . g(y) + g(x)dn2 + g(y)dn1 
+ 2 [a - g < x > - g ~ > ] [ dn 1 + ~ 12 I (x- y) . g {y) {D. 8) 
where 
a = - v0 I R + ~ Rg - ~ g , (D. 9a) 
(D.9b) 
The p.n.v. is given by 
-- -~ K = du + ftd£; + ftdi;; = g (x) [ dll 1 + dy I g (y) ] • (0.10) 
The metric of eq. (0.8) resembles a class of metrics discussed by 
[36] 
Robinson and Robinson • The only solutions known for eq. (0.9b) 
are the C metric, (Vo 0), and a Type III metric with ~O = 0 1 
3 
and g = 2{- 2v
0 
/3 x2. 
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APPENDIX. E 
Our aim is to prove Theorem K. 2 by constructing the 
required number of linearly independent C.K.T.'s. We shall follow 
. [37] 
closely to the work of Hauser and Malh~ot • 
In a flat space \'lith a constant metric I nas, the general 
solution for a conformal Killing vector, ~a, is 
(E.l) 
where <P and B o a 
are real constants. The inner-product, ~Op , of the conformal 
a 
Killing vector, ~a, and a null geodesic, P , is constant along P • 
a a 
Therefore, from eq. (E.l), the terms 
~ a 1 e P , L 12 = x[ P a] '+' = x P , c = <jlx - "'2 P ""x8x 1 a afJ a~-', a a a ..... 
are constant along P , and so the second order tensors 
a 
(E. 2) 
(E. 3) 
are also constant along P . 
a 
Since these are quadratic in the 
momenta, P , we see from Lemma K.l that they define C.K.T. 's. 
Ct 
aS Each term in eq. (E.3} may therefore be written as QA PaPS, where 
the index A labels the different C.K.T. 's. We shall eventually 
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show that N of the expressions in eq. (E.3) are linearly independent, 
n 
where N 
n 
(n - 1) (n + 2) (n + 3) (n + 4) / 12. 
The equations 
0 1 naSc c = o 
a S 
0 1 
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¢LaS = c[ aP 13] ' 2c (ap (3) - yo - n L L68 , ay . 
¢P = 
a 
n13YL P 
aS y ' ¢c "" a n
13YL c 
aS y' (E. 4) 
split eq. (E.3) into the five sets. {papS}, {La(3py}, {LaSLyo' C[aPS] }, 
{LaScy}, {cac13 }, formed from homogeneous polynomials in xa of order 
0,1,2,3,4 respectively. As these sets are directly analagous to 
the sets {Q Q} · {L Q }, {M Q ~~ H Q}, {H 0 }, {I a}, which were a~-' af.Jy af.Jyu a~-' af.Jy a~-' 
mentioned in Theorem K.l, 
members in eq. (E. 3). 
there are at most N linearly independent 
n 
The only relationship among the members of the set {papS.} 
is naf3pap(3 = 0 - which is given in eq. (E.4). 
To find the linear dependencies among the members of the 
set {L 0 P } we ajJ y 
A =A 
a(3y [af3]y is a constant tensor. 
equation 
where D 0 and B af.Jy a 
B 
a 
are also constant. 
0, where 
Then A 0 satisfies the a~-'y 
(E. 5) 
The trace of eq. (E.S) gives 
(E.6) 
Symmetrizing eq. (E.S) over a and (3, and taking the trace over (3 
and y gives 
(n + 1) B + D 0 f3 a ~-'a 0 . (E. 7) 
From eqs. (E.6,7), B is zero, whence eq. (E.S) gives A a as anti-
a a~-'y 
symmetric in all of its indices. This restriction is given in 
eq. (E.4). 
The equation to be considered for the set {La(3Lyo' C[aPS]} 
is 
(E. 8) 
where the constant tensors AaSyo and BaS satisfy 
(E.9) 
We shall differentiate eq. (E.8) with respect to xp and x0 , 
obtaining 
0 . {E. 10) 
Thus 
(E. 11) 
for some Epa' Dpa[So]. The trace over S and o in eq. (E.l1) gives 
(E. 12) 
Next, symmetrize eq. (E.ll) over S and o, and take the trace over 
S and 0, 
2Epo . (E.13) 
Thus Bpo is zero, being symmetric and anti-symmetric in p and o. 
From eq. (E.l2) and eq. (E.l3), E is zero, and so from eq. (E.lO), 
> pa 
A 0 ~ is completely antisymmetric in S, y and o. a...,yu 
S~nce npa~ ~ ~ (A f3 Laf3cy) (2 ay 2 )PS 0 J.. 0 0 0 = A 0 n n + nAQ p I p a ~ a y a...,y ~o ..,~a 
the next equation to consider is 
A nay n + nA = B n + o 
aSy ~a S~a ~ So ~[Sa J (E. 14) 
The trace of eq. (E.l4} over f3 and 0 gives 
(E.l5) 
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By symmetrizing over (3 and 0 in eq. (E.l4) 1 and taking the trace 
over B and ~' we find that 
(E.l6) 
Th B 0 = A (3 us o = So Then from eq. (E.l4), A 0 is anti-symmetric CLJJY 
in all of its indices. 
Tile final equation to consider is A cacS 
aB 
We see that 
0, where 
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and so for n ~ 3 we have AaB = AnaB for some constant A. This 
finally shows that the only linear relationships between the C.K.T.'s 
listed in eq. (E.3) are given in eq. (E.4). 
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