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Abstract. The asymmetric simple exclusion process with random-force disorder is
studied within the mean field approximation. The stationary current through a domain
with reversed bias is analyzed and the results are found to be in accordance with earlier
intuitive assumptions. On the grounds of these results, a phenomenological random
barrier model is applied in order to describe quantitatively the coarsening phenomena.
Predictions of the theory are compared with numerical results obtained by integrating
the mean field evolution equations.
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1. Introduction
Transport processes in nature, like intracellular transport which is realized by active
motor proteins [1] are often modeled by simple exclusion processes, in which particles
residing on the sites of a lattice hop stochastically to neighboring sites provided the
target site is empty [2, 3, 4, 5, 6]. For this paradigmatic model of driven interacting
particle systems many exact results are available [7]. As most of the real systems are not
ideally translationally invariant, for instance the filaments on which molecular motors
move are heterogeneous, a challenging problem is the study of spatially inhomogeneous
versions of exclusion processes [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] for which the bulk of
results is obtained by phenomenological methods based on the statistics of extremes, by
mean field approximation and by Monte Carlo simulations. Most works concern the one-
dimensional totally asymmetric process where particles can hop only in one direction
with site dependent quenched random rates. In such systems clusters of consecutive
bonds with low hop rate act as bottlenecks and the stationary state is segregated, i.e.
consists of macroscopic regions of low and high density [10]. When the system is started
from a state with homogeneous density it undergoes a coarsening process in which the
typical size of low and high density segments is growing in time [10, 13]. A similar
coarsening phenomenon occurs in the partially asymmetric simple exclusion process
with random-force disorder, where the direction of the local bias is random [10, 13, 15].
In this case, clusters of bonds with reversed bias compared to the global one limit the
current and since their extension is unbounded in an infinite system, they result in that,
parallel with the coarsening of the length scale, the local currents tend to zero in the
long time limit t → ∞ [15]. In the driven phase of this model, a phenomenological
random trap description was developed which relates the coarsening exponents to the
dynamical exponent of random walk in random environment and the predictions of this
theory has been found to be in agreement with Monte Carlo simulations [15].
In this paper we shall investigate this model within a mean-field approximation,
which, to our knowledge, has not been applied to the disordered partially asymmetric
model yet. Calculating the steady state current through a segment with a reversed bias
we shall argue that, in the driven phase, extreme value statistics of barrier heights leads
to the same dynamical exponents in the less complex mean field model as those of the
original one. As opposed to earlier works applying mean field approximation, here we
focus on the dynamical behavior rather than the steady state. The phenomenological
predictions will be checked by numerically integrating the dynamical mean field
equations.
The rest of the paper is organized as follows. In Sec. 2 the model is defined in
details. In Sec. 3, the elements of the phenomenological theory of the steady state are
surveyed. Sec. 4 is devoted to the analysis of the current through a single barrier within
the mean field approximation with different boundary conditions. The phenomenological
theory of the dynamics is reviewed and applied to the model in Sec. 5 and the predictions
are compared with numerical results in Sec. 6. Finally, the results are discussed in Sec. 7
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and some calculations for the dynamics of the pure model are presented in the Appendix.
2. The model
The disordered partially asymmetric simple exclusion process is defined as follows. An
infinite one-dimensional lattice is given the sites of which are either empty or occupied
by a particle. On this state space a Markov process is considered in which particles hop
independently to an adjacent site provided that site is empty. The hop rate from site
i to site i + 1 (i − 1) is denoted by pi (qi−1) and the pairs of rates (pi, qi+1) are i.i.d.
positive random variables. Furthermore, we require that 0 < Prob(pi < qi−1) < 1. In
words, the local force Fi ≡ ln(pi/qi) acting on particles can be both positive or negative
with finite probabilities.
In the mean field approximation, the pair correlations of the occupation number
ni = 0, 1 are neglected meaning that expected values of products of occupation numbers
〈nini+1〉 are replaced by 〈ni〉〈ni+1〉. Then the evolution equation for the local density
ρi(t) ≡ 〈ni(t)〉 reads as
dρi
dt
= (pi−1ρi−1 + qiρi+1)(1− ρi)− [pi(1− ρi+1) + qi−1(1− ρi−1)]ρi. (1)
The current through the ith bond can be written as
Ji(t) = piρi(1− ρi+1)− qiρi+1(1− ρi). (2)
Defining the model on a finite ring of sites L rather than on the integers it has a
steady state where the local currents Ji are all equal. This stationary current is sample-
dependent i.e. depends on the set of random hop rates {pi, qi}. The typical stationary
current in the ensemble of samples of size L tends to zero in the limit L → ∞ due to
the occurrence of larger and larger domains with reversed local force that control the
current [10, 15]. In the infinite system, the local densities do not converge in the limit
t → ∞ therefore there exists no stationary state. Nevertheless, when the system is
started e.g. from a homogeneous state, the local currents Ji(t) which are non-zero for
finite times all tend to zero in long time limit [15]. We shall consider the dynamics of
this non-stationary process and are mainly interested in the dependence of the typical
current
Jtyp(t) = exp
{
lim
L→∞
1
2L+ 1
L∑
i=−L
ln |Ji(t)|}
}
(3)
on time.
Before analyzing the disordered model, we discuss the evolution of the typical
current in the pure model where pi = p, qi = q for all i. As it is shown in the Appendix,
the typical deviation of the current from the stationary one (J∞) decays algebraically
with the time. The decay exponent depends on the symmetries of the model. If p = q
(symmetric simple exclusion process) the typical current decays as
Jtyp(t) ∼ t−3/4. (4)
Mean field treatment of exclusion processes with random-force disorder 4
If p 6= q (asymmetric simple exclusion process) then, for densities different from 1/2,
the typical current decays as
(J − J∞)typ(t) ∼ t−1/3, (5)
while at half-filling ρ = 1/2 we have
(J − J∞)typ(t) ∼ t−2/3. (6)
These latter results follow essentially from the time-dependence of the typical deviation
of the local density from the stationary value calculated by Burgers [19] but for the sake
of self-containedness a short heuristic derivation is given in the Appendix.
3. Phenomenological random barrier theory
For exclusion processes with random-force disorder a phenomenological theory exists
by which many steady state and non-stationary properties are successfully described in
accordance with results of Monte Carlo simulations [10, 15]. The basic idea is that the
random environment (i.e. the series of jump rates) contains localized trapping regions or
barriers in which the local force is reversed compared to the global one and such regions
therefore can maintain a very low current. These barriers can be defined quantitatively
in terms of the potential Ui which is defined by
∆Ui = Ui+1 − Ui = −Fi = ln(qi/pi). (7)
An interval from site a to site b is said to be an ascending interval if and Ua < Ui < Ub
for a < i < b. The ascending interval [a, b] is a barrier if there does not exist a longer
ascending interval which contains [a, b]. If the average force is non-zero, i.e. ∆U 6= 0,
where the overbar denotes averaging over the distribution of hop rates, the system is in
the driven phase and the size of the barriers has an exponentially decaying distribution
and the number of barriers in a finite system is proportional to the size of the system.
Each barrier has a maximal carrying capacity and the smallest one among these values
determines the stationary current of the finite system. The key question in this theory
is how the maximal carrying capacity varies with the parameters of the barrier, which
depends on the particular model. In case of the partially asymmetric simple exclusion
process this has been obtained by the following phenomenological arguments. The
steady state of a homogeneous, open system with reversed bias (q > p) where particles
enter at site 1 with rate α and are removed at site L with rate β is exactly known [20].
The density profile contains an anti-shock in the middle of the system, which separates
a high density phase on its left hand side where the density is close to one from a low
density phase on its right hand side where the density is close to zero. In case of an
inhomogeneous barrier the exact steady state is no longer available but the profile is
qualitatively similar to that of the pure case. In the steady state, the anti-shock must
be located where the potential (measured from the bottom of the barrier) is half of the
total height of the potential, since the current of a single particle in the low density
phase must be equal to the current of a single hole in the high density phase. Since the
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distribution of heights of barriers can be calculated, the distribution of the current in
finite systems is obtained by applying the statistics of extremes [15, 16].
We will apply this phenomenological theory to the mean field model defined above.
First we calculate the mean field current through a random barrier and shall see that it
is determined practically by the height of the barrier as it has been intuitively assumed
for the original stochastic model.
4. Mean field current over random barriers
4.1. Open boundaries
Let us consider an open random barrier with N sites and with entrance and exit rates α
and β, respectively. In the steady state, the local densities in the bulk obey the relations
piρi(1− ρi+1)− qiρi+1(1− ρi) = J, (8)
where the current J is to be determined. Introducing the variables yi = ρi/(1− ρi) and
ri = pi/qi Eq. (8) takes the form
yi+1 = riyi − Jq−1i (1 + yi)(1 + yi+1). (9)
This is a non-linear recursion equation for the densities. Let us choose a site where the
potential measured from the left end of the system is roughly half of the total height of
the potential barrier and denote this site by 0. As we shall see later this site is in an
anti-shock region where the density is close to 1/2. Thus y0 ≈ 1. Denoting the term in
Eq (9) which is responsible for non-linearity by
ωi ≡ q−1i (1 + yi)(1 + yi+1) (10)
and regarding it as if it was a constant, the recursion can be formally carried out
starting from site 0 to the right, i.e. toward the low density phase till the rightmost site
L, yielding:
yL =
(
L−1∏
j=0
rj
)[
y0 − J
L−1∑
j=0
ωj
j∏
i=0
r−1i
]
. (11)
The current J is simply related to the density at this site as follows:
J = βρL = β
yL
1 + yL
= βyL +O(y
2
L). (12)
Here, we have used that, as we shall see a posteriori, the density ρi, as well as yi decay
exponentially with the site index, and they are thus very small for large L. Eliminating
yL from the latter two equations, we obtain the following formal expression for the
current:
J = y0
∏L−1
j=0 rj
β−1 +∆L
+O(y2L) = y0
e−(UL−U0)
β−1 +∆L
+O(y2L), (13)
with
∆L =
L−1∑
j=0
ωjr
−1
j
L−1∏
i=j
ri. (14)
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The variable ∆L is a function of the densities ρi but, as we shall show below, it is bounded
by a random variable which is finite [O(1)] in typical barriers. Since the second term in
the brackets on the r.h.s. of Eq. (11) is negative, the inequality
yj < y0
j−1∏
i=0
ri = y0e
−Uj (15)
obviously holds for all j > 0. Here and in the following, the potential at site 0 is set to
zero, i.e. U0 = 0. Using these inequalities, we can write
0 < ∆L ≤ e−UL
L−1∑
j=0
q−1j (e
Uj+1 + y0r
−1
j )(y0e
−Uj+1 + 1) =
= y0e
−UL
L−1∑
j=0
q−1j (1 + r
−1
j + y
−1
0 e
Uj+1 + y0e
−Uj ). (16)
As can be seen, only those sites give an O(1) contribution to this sum at which the
magnitude of the potential is close to UL, i.e. either Uj ≈ UL or Uj ≈ −UL. The main
contribution comes from the sites in the end region at which the potential is close to
UL. Since the random potential is, in general, not necessarily monotonic there may
be also sites far from the end with |Uj| ≈ UL. Nevertheless, the barriers have a finite
(non-vanishing) average slope UL/L in the limit L→∞, therefore the number of such
sites, as well as the random variable ∆L is expected to have an L-independent limit
distribution. If the potential does not turn down to the vicinity of −UL, which is the
typical situation, we can obtain an accurate estimate of ∆L as follows. In this case
the terms yi and yi+1 appearing in Eq. (14) through ωj can be neglected according to
inequality (15). This results in the following expression
∆0L =
L−1∑
j=0
p−1j
L−1∏
i=j
ri =
= q−1L−1 + q
−1
L−2rL−1 + q
−1
L−3rL−1rL−2 + . . .+ q
−1
0 rL−1rL−2 . . . r1, (17)
which is thus an accurate estimate of ∆L for large L in the case of barriers for which
the potential is well separated from −UL, i.e. −UL ≪ Ui. Moreover, this sum starting
with the term j = L − 1 as written above is rapidly converging if the potential is well
separated also from UL apart from the region close to the end of the system. This is
the case for barriers with monotonic potential. In general samples or for finite L, ∆0L is
a lower bound on ∆L.
Notice that neglecting the terms yi and yi+1 in Eq. (9) results in a linear recursion
which describes independent random walkers with density yi at site i. As a consequence,
the sum ∆0L can be related to properties of random walks, as follows. Let us consider
a finite lattice with sites 0, 1, . . . , L, L+ 1 and the same series of hop rates as given for
the exclusion process except that p0 is set to zero, furthermore qL = 0 and pL = β.
That means, sites 0 and L + 1 are absorbing. Starting at site 1, the probability that
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the walker is absorbed at site L + 1 when t → ∞ is called persistence probability and
is given by [21]:
ppers(L) =
[
1 +
L−1∑
i=1
i∏
j=1
qj−1
pj
]−1
. (18)
This can be recast as ppers(L) = p
−1
0 e
−UL(∆0L + β
−1)−1 which leads to that, whenever
the replacement of ∆L by ∆
0
L is justified, the current is asymptotically proportional to
the persistence probability of the corresponding random walk:
J0 = y0p0ppers(L). (19)
The expression of the current in Eq. (13) is still incomplete in the sense that it
contains the variable y0 at the chosen reference site in the anti-shock region. This can
be, however, easily eliminated as follows. Introducing the variables xi = y
−1
i , one can
write the recursion in Eq. (8) for decreasing indeces in the following form:
xi−1 = ri−1xi − Jq−1i−1(1 + xi)(1 + xi−1), (20)
which has the same structure as Eq. (9) for the forward iteration. Performing the
recursion from the same initial site as for the forward iteration to the entrance site
indexed by −L′, and using the relation between x−L′ and the current:
J = α(1− ρ−L′) = αx−L′ +O(x2−L′), (21)
we obtain an expression for the current analogous to Eq. (13):
J = x0
eUL′
α−1 +∆−L′
+O(x2
−L′), (22)
where
∆−L′ = e
U
−L′
−L′+1∑
j=0
q−1j−1(1 + xj)(1 + xj−1)e
−Uj−1 . (23)
Here, ∆−L′ has the same properties as ∆L, e.g. the linear contribution for barriers with
Ui ≪ −U−L′ is given by
∆0
−L′ = q
−1
−L′+q
−1
−L′+1r−L′+q
−1
−L′+2r−L′r−L′+1+. . .+q
−1
−1r−L′r−L′+1 . . . r−2.(24)
This can be again related to a persistence problem in a finite system with sites
−L′ − 1,−L′, . . . ,−1, 0 and with hop rates p′i = qi, q′i = pi for i = −2,−3, . . . ,−L′
and q′
−1 = p
′
−L′−1 = 0, p
′
−1 = q−1, q
′
−L′−1 = α. Now, the walker starts at site −1
and the probability that it ends up at site −L′ − 1 can be written as ppers(L′) =
(p−1)
−1eU−L′ (∆0
−L′ + α
−1)−1. This leads to J0 = x0p−1ppers(L
′).
Obviously, the current in Eq. (22) must be equal to that obtained by the forward
iteration in Eq. (13). Multiplying the right hand sides of the two equations and
introducing the total height of the barrier as UN =
∏L−1
j=−L′ ri = UL + |U−L′ |, we obtain
the following formal expression for the stationary current:
J =
[
(α−1 +∆−L′)(β
−1 +∆L)
]
−1/2
e−UN/2 +O(J2). (25)
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Although ∆L and ∆−L′ in this expression are given in terms of the density profile {ρi}
which is not known exactly in a closed form, they are bounded by random variables
which are typically O(1). Moreover, if relations
Ui ≫ U−L′ for i > 0,
Ui ≪ UL for i < 0 (26)
are satisfied then ∆L and ∆−L′ are accurately approximated by the linear contributions
given in Eqs. (17) and (24) for large barriers. In this case, the current can also be given
in terms of persistence probabilities of random walks:
J0 =
√
p−1p0
√
ppers(L)ppers(L
′). (27)
In fact, it is easy to see that the only barriers for which the above approximations are
invalid are those which have a bulk site with Ui ≈ UL and another one with Uj ≈ −U−L′ ,
furthermore i < j. In all other cases the reference site 0 to which the summations in
∆L and ∆−L′ go, can be shifted such that sites with Ui ≈ UL (Ui ≈ −U−L′) are on the
right (left) hand side of the reference point.
In case of a homogeneous barrier with pi = p and qi = q the condition in Eq. (26)
is obviously fulfilled and the current for large N is given by‡
J(N) ≃
[
αβ(q − p)2
(α+ q − p)(β + q − p)
]1/2
r(N−1)/2. (28)
For this asymptotically exact mean field current an approximate formula has been
derived in Ref. [8] in the limit of weak asymmetry p . q.
4.2. Barrier in an infinite system
Regarding that the disordered model contains random barriers embedded in it, we will
consider boundary conditions more appropriate for the above problem, namely the
maximal current through a single barrier which is part of a large disordered system
will be analyzed.
Let us assume that the barrier is very far from other barriers, i.e. the potential is
monotonically decreasing outside the barrier. Starting the iteration again from a site in
the barrier where y0 ≈ 1, we have
yn = e
−Un(y0 − JeULγn), (29)
where we have introduced the variables
γn =
n−1∑
j=0
ωje
Uj+1−UL. (30)
Outside the barrier, the mass flows with a non-vanishing O(1) velocity and taking into
account that the stationary current is O(e−UL) this implies that yn = O(e
−UL) for n≫ L.
‡ The exact current of the asymmetric simple exclusion process calculated in Ref. [20] differs from this
mean field current by a factor of r1/4.
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Thus, far from the barrier yne
Un tends to zero and, in the limit n→∞, we obtain from
Eq. (29)
J ≃ y0 e
−UL
γ∞
(31)
for large L. A similar backward iteration yields J ≃ x0 e
U
−L′
γ′
−∞
where γ′
−∞
=
∑
−∞
j=0 q
−1
j−1(1+
xj)(1 + xj−1)e
U
−L′−Uj−1 . Multiplying the two expressions for the current yields finally
J ≃ (γ∞γ′−∞)−1/2 e−UN/2. (32)
The sum γ∞ can be decomposed as
γ∞ =
L−1∑
j=0
ωje
Uj+1−UL +
∞∑
j=L
ωje
Uj+1−UL = ∆L +
∞∑
j=L
ωje
Uj+1−UL. (33)
In the limit of large barriers (L→∞) we have ωj ≃ q−1j for j ≥ L and thus
γ∞ ≃ ∆L + p−1L + p−1L+1r−1L + p−1L+2r−1L+1r−1L + . . . (34)
The first term on the r.h.s. is the same one that appears in the current of an open
barrier while the sum of the other terms converges since outside the barrier the potential
decreases monotonically (ri > 1). In case condition (26) is met such as for monotonic
barriers, the term ∆L in the asymptotic form in Eq. (34) can be replaced by ∆
0
L.
Furthermore, in this case γ∞ is related to the persistence problem in a semi-infinite
lattice with sites 0, 1, 2, . . . where the walker starts at site 1. The probability that, for
t → ∞, the walker is not at site 0 can be written as ppers(∞) ≡ limL→∞ ppers(L) =
(p0e
ULγ0
∞
)−1.
The sum γ′
−∞
can be written in a similar form: γ′
−∞
≃ ∆−L′ + p−1−L′−1 +
p−1
−L′−2r
−1
−L′−1 + p
−1
−L′−3r
−1
−L′−2r
−1
−L′−1 + . . . and for the linear contribution we have the
relation ppers(∞) ≡ limL′→∞ ppers(L′) = [p−1e−U−L′ (γ′−∞)0]−1.
Let us now consider a homogeneous barrier where pi = p and qi = q if −L′ ≤ i < L
and pi = q and qi = p otherwise. In this simple case the asymptotic forms of γ∞ and
γ′
−∞
can be easily evaluated yielding the current for large N :
J(N) ≃ q − p
2
r(N−1)/2. (35)
4.3. A more general model
As can be seen in the form of the current in Eq. (2), the factors of the form 1−ρi ensure
that the local density at any site, provided it was initially below 1, cannot exceed this
limit. This is the way how the mean field approach accounts for the exclusion interaction
of the original process. This, however, not the only way to realize hindrance of the flow
by the occupancy of the target site. Remaining at the factorized character of the mean
field current, one could use instead of 1− ρ an arbitrary function ζ(ρ) of the density of
the target site for which the following properties are required. First, ζ(0) = 1, which
means that, if the target site is empty, there is no hindrance for the current. Second,
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ζ(ρ) is continuous and monotonically decreasing with ρ and finally ζ(1) = 0, which is
responsible for exclusion. The dynamics of this general exclusion model is defined by
the equations:
dρi
dt
= (pi−1ρi−1 + qiρi+1)ζ(ρi)− [piζ(ρi+1) + qi−1ζ(ρi−1)]ρi. (36)
Our aim with the generalization of the original model is to point out that the concrete
form of ζ(ρ) is irrelevant regarding the dynamics of the system in the sense that it
influences only the random prefactor in the expression of the current through a barrier.
To see this, the calculations of the previous sections can be carried out with slight
modifications. With the variable yi = ρi/ζ(ρi) we obtain in the steady state:
yi+1 = riyi − Jq−1i [ζ(ρi)ζ(ρi+1)]−1. (37)
This leads to the same formula as given in Eq. (13), however, with
∆L = e
−UL
L−1∑
j=0
q−1j [ζ(ρi)ζ(ρi+1)]
−1eUj+1. (38)
To obtain an upper bound on ∆L we can use inequality (15) which still holds. First,
let us consider the factors [ζ(ρj)]
−1 where ρj > 1/2. For these factors we can write:
[ζ(ρj)]
−1 = yj/ρj < 2yj < 2y0e
−Uj . For the factors with ρj ≤ 1/2 we can use the
monotonicity of ζ(ρ) to obtain an upper bound: [ζ(ρj)]
−1 ≤ [ζ(1/2)]−1 = const. We have
thus [ζ(ρj)]
−1 ≤ max{2y0e−Uj , [ζ(1/2)]−1}. Using these inequalities an upper bound on
∆L is obtained which contains an O(1) contribution in the sum for sites where the
magnitude of the potential is very close to UL. The backward iteration can be done in
an analogous way and similar conclusions for ∆−L′ can be drawn. The final conclusion
is that the current can be written in the form given in Eq. (25) in case of an open
barrier an in the form given in Eq. (32) in case of an infinite system and in both cases
the concrete form of ζ(ρ) influences only the prefactors in front of the exponentials.
Moreover, if relations in Eq. (26) are fulfilled, the linear contributions ∆0L and ∆
0
−L′ are
independent of the form of ζ(ρ) and are thus given by the expressions obtained in the
previous section.
5. Phenomenological theory of the dynamics
The description of the non-stationary state of the system is based on that segments
of characteristic length ξ can be regarded as quasi-stationary and as time elapses the
characteristic length scale ξ increases. Thus, the steady state properties of a finite
system has to be reviewed first.
5.1. Driven phase
Let us assume that the system is driven to the right on average, i.e. ∆U < 0. In a
finite but large system of size N , there are O(N) barriers and the stationary current
J(N) is roughly equal to the smallest one among the currents of barriers Ji considered
Mean field treatment of exclusion processes with random-force disorder 11
in the previous section. We have obtained there that the current through a barrier
is Ji = Cie
−Ui/2 where Ui is the height of the potential barrier and Ci is an O(1)
random factor which depends on the shape of the barrier (and that of the environment
in close vicinity of the barrier). Although we have assumed there that the barrier is
well separated from other barriers, which does not hold in a disordered system, the
neighboring barriers are expected to influence only the random prefactor Ci. The
relevant factor in Ji is e
−Ui/2, the inverse of which is roughly the square root of the
waiting time τi ∼ eUi of a single random walker at that barrier. The distribution of the
random variable τi is known to have an algebraic tail [22]
P>(τ) ≃ Aτ−µ, (39)
where the control parameter µ is the positive root of the equation
eµ∆U = 1. (40)
It follows then that the current through barriers Ji ∼ τ−1/2i has the asymptotic
distribution
P<(J) ≃ A′J2µ (41)
for J → 0. The current in a finite system then follows a Fre´chet distribution and has
the typical value vanishing with N as [15, 16]
Jtyp(N) ∼ N−1/2µ. (42)
In the steady state, a phase separation can be observed: almost all mass accumulates
behind the highest barrier and forms a high density phase of macroscopic size, where the
density is close to one; in the rest of the system the density is close to zero. Within these
phases, the density profile is not completely flat but it contains peaks at those barriers
whose height is greater than the half of the highest potential barrier. The number of
these peaks is O(N1/2) where the exponent 1/2 is universal in the driven phase and is
related to the half-filling of the highest barrier [15].
Let us assume now that the system is started from a state with random local
densities and with an average density 1/2. After time t has elapsed, the characteristic
length scale is ξ(t) and the typical size of high and low density segments is ξ(t)/2. The
rate of growth of these domains is proportional to the typical current Jtyp(t) at that
time scale, that means we can write
dξ
dt
∼ Jtyp[ξ(t)] ∼ ξ−1/2µ. (43)
Integrating this differential equation yields
ξ(t) ∼ t2µ/(1+2µ) (44)
and
Jtyp(t) ∼ t−1/(1+2µ). (45)
So, the typical current decays algebraically just as in the pure model but with a non-
universal decay exponent β = 1/(1 + 2µ). The growth of the length scale ξ(t) follows
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also a power-law. It is, however, more convenient to measure the average distance l(t)
between adjacent peaks of the density profile in numerical simulations rather than ξ(t).
This quantity grows as
l(t) ∼
√
ξ(t) ∼ tµ/(1+2µ), (46)
again with a non-universal coarsening exponent δ = µ/(1 + 2µ).
So far we have tacitly assumed that the barriers comprise many sites such that it
is reasonable to speak of half-filling of barriers. This is, however, not always true when
the distribution of forward hop rates p is not bounded away from zero. In that case the
barriers may typically consist of single links through which the rate of forward hopping
is vary small, and as a consequence, the above calculations have to be modified. Let us
assume that the distribution of p has the asymptotic form P<(p) ≃ const · pν for p→ 0.
Comparing this to Eq. (41), it is clear that whenever ν < 2µ the local currents are
controlled almost always by barriers consisting of single links and Eq. (42) changes to
Jtyp(N) ∼ N−1/ν (ν < 2µ). (47)
This anomalous scaling of the stationary current has been revealed in Ref. [15]. Here
we go further and derive how the dynamics are modified if ν < 2µ. Using Eq. (47),
the evolution equation ξ˙ ∼ Jtyp[ξ(t)] for the typical length of quasistationary segments
results in
ξ(t) ∼ tν/(1+ν). (48)
This relation together with Eq. (47) yields the following time dependence of the typical
current:
Jtyp(t) ∼ t−1/(1+ν) (ν < 2µ). (49)
In a segment of size ξ, where the quasistationary current is J(ξ) ∼ ξ−1/ν , mass
accumulates at those extended barriers where the waiting time τi ∼ eUi is greater than
1/J(ξ). Making use of the distribution of waiting times in Eq. (39) we obtain that the
number n(ξ) of such barriers in the segment scales as
n(ξ) ∼ ξP>[1/J(ξ)] ∼ ξ1−µ/ν . (50)
Thus, the length scale l(t) grows with time as
l(t) ∼ ξ/n(ξ) ∼ ξµ/ν ∼ tµ/(1+ν) (ν < 2µ). (51)
5.2. Zero average force
If the average force is zero, i.e. ∆U = 0, then the extension of the largest barrier is O(N)
and the above theory breaks down. At this point we have only scaling considerations
at our disposal [15]. The height of the largest barrier is O(
√
N), therefore the typical
stationary current in a finite system is expected to scale with N as
− lnJtyp(N) ∼
√
N. (52)
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Plugging this relation into the r.h.s. of Eq. (43) yields
ξ(t) ∼ [ln (t/ ln t)]2 (53)
and
Jtyp(t) ∼ t−1 ln t. (54)
In the steady state of a finite system almost all mass is concentrated in O(
√
N) basins
where the density is close to one and the extension of the largest basin is O(N) [15].
Thus the number of jumps in the density profile, where the density crosses over from high
(ρ ≈ 1) to low (ρ ≈ 0) density is O(√N). Defining l(t) as the average distance between
adjacent jumps in the profile at time t and assuming quasi-stationarity in segments of
characteristic size ξ(t), we obtain that it increases with time as
l(t) ∼
√
ξ(t) ∼ ln (t/ ln t) . (55)
In case of zero average force, we have formally µ = 0 from Eq. (40). The formulae
for the dynamical quantities obtained here are consistent (apart from logarithmic
factors) with those valid in the driven phase taken in the limit µ→ 0.
6. Numerical analysis
The stationary properties of the disordered model predicted by the phenomenological
theory has been compared with results of Monte Carlo simulations and a good agreement
has been found [15]. The dynamical behavior of the current and the length scale has not
been directly checked. The reason for this is that even for each random sample many
runs have to be performed with different stochastic histories in order to calculate to local
currents or the density profile. Instead of this, the time dependence of the displacement
of a tagged particle has been measured in case of zero average force [9] and in the driven
phase [15]. By solving the evolution equations (1) in the mean field treatment, the local
densities and currents are directly at our disposal and the dynamical behavior of Jtyp(t)
and l(t) can be conveniently checked.
In the numerical calculations, we have considered two types of distributions for the
hop rates. A discrete one, where pi + qi+1 = 1 and the probability density of p is
f(p) = cδ[r/(1 + r)− p] + (1− c)δ[1/(1 + r)− p], (56)
where 0 < c ≤ 1/2 and 0 < r < 1 are constants, and a continuous one with probability
densities
f(p) = 1/s if 0 ≤ p ≤ s and f(p) = 0 otherwise;
g(q) = 1 if 0 ≤ q ≤ 1 and g(q) = 0 otherwise. (57)
The control parameter µ is given by
µ =
ln(c−1 − 1)
ln(1/r)
(58)
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in the former case and implicitly by
s = (1− µ2)−1/µ (59)
in the latter case. In the case of the continuous randomness, the anomalous scaling given
in Eqs. (49) and (51) sets in with ν = 1 if µ > 1/2, while for the discrete randomness
the scaling is never anomalous.
We have generated random samples of size L = 105 − 106 and starting from a
disordered initial state where the local densities are independent random variables with
a homogeneous distribution in the range [0, 1], the evolution equations in Eq. (1) have
been numerically integrated by the 4th order Runge-Kutta method [23] up to time 219.
For the times where measurements were carried out, the coarsening length scale was
much less than the size of the system so that the system can be practically regarded as
infinite. We have calculated the time-dependence of the finite-L estimate of the typical
current given in Eq. (3) and the time-dependence of the length l(t) = L/n(t), where
n(t) is the number of points where the density profile crosses the line ρ = 1/2. These
calculations have been repeated for 102 independent random samples and the averages
of the above quantities have been calculated. Having the measured data Jtyp(tn) and
l(tn), we have calculated effective exponents from neighboring data points at time tn
and tn+1:
βeff(tn) =
ln[Jtyp(tn+1)/Jtyp(tn)]
ln[tn+1/tn]
, δeff(tn) =
ln[l(tn+1)/l(tn)]
ln[tn+1/tn]
. (60)
In addition to this, we have also investigated the distribution of local currents.
We start the presentation of numerical results with the driven phase, where µ > 0.
The distribution of local currents at different times can be seen in Fig. 1 for the binary
randomness and in Fig. 2 for the uniform one.
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Figure 1. Left: Numerically calculated distribution of the logarithm of local currents
at different times for the binary randomness with parameters r = 1/4, c = 1/3. The
control parameter is µ = 1/2 and β = 1/2. Right: Scaling plot of the same data.
As can be seen in the figures, an adequate data collapsing can be achieved using
the scaling variable Jtβ where β is the exponent predicted by the theory in Eq. (45).
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Figure 2. Left: Numerically calculated distribution of the logarithm of local currents
at different times for the uniform randomness with s = 1.5. The control parameter is
µ ≈ 0.37607 and β ≈ 0.570734. Right: Scaling plot of the same data.
The time-dependence of the typical current has been calculated in several points of the
driven phase and the corresponding effective exponents βeff(t) are plotted against time
in Fig. 3. The obtained data are again in satisfactory agreement with the predictions
of phenomenological theory.
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Figure 3. Effective exponent βeff(t) plotted against time in different points of the
driven phase. Left: Data are obtained with the binary randomness with parameters
c = 0.2, r = 0.5 and c = 1/3, r = 0.5, 0.25, 0.125 where the control parameter is
µ = 2, 1, 1/2, 1/3, respectively. Right: Data are obtained with the uniform randomness
with s = 3, 2, 1.5, 1.29 where µ ≈ 0.7488, 0.5722, 0.3761, 0.25, respectively. The
horizontal lines indicate the value of β predicted the phenomenological theory.
The length l(t) has been measured at the same points of the driven phase,
as well. The corresponding effective exponents are compared to the predictions of
phenomenological theory in Fig. 4. As can be seen, the finite time corrections are more
considerable than those of β, nevertheless the asymptotic behavior is still compatible
with the theory.
Next we turn to present numerical results obtained for zero average force (µ = 0).
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Figure 4. Effective exponent δeff(t) plotted against time in different points of the
driven phase. Left: Data are obtained with binary randomness with parameters
c = 0.2, r = 0.5 and c = 1/3, r = 0.5, 0.25, 0.125 where the control parameter is
µ = 2, 1, 1/2, 1/3, respectively. Right: Data are obtained with the uniform randomness
with s = 3, 2, 1.5, 1.29 where µ ≈ 0.7488, 0.5722, 0.3761, 0.25, respectively. The
horizontal lines indicate the value of δ predicted the phenomenological theory.
The distributions of local currents for different times are shown in Fig. 5 and 6. The
striking difference compared to the driven phase is that, although the exponent β is still
finite (β = 1) for µ = 0, the distributions are broadening with increasing time. A rough
scaling collapse can be achieved in terms of the scaling variable ln(J)/ ln(t). Earlier
results on the distribution of the stationary current in finite systems of size L showed
an approximate scaling collapse for the scaling variable ln(J)/L1/2 [15]. Taking into
account the relation between time and length scale in Eq. (53), this is consistent with
our present results on the dynamical scaling. As can be seen in Fig. 7, the effective
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Figure 5. Left: Numerically calculated distribution of the logarithm of local currents
at different times for the binary randomness with parameters r = 1/4, c = 1/2. At
this point the average force is zero and µ = 0. Right: Scaling plot of the same data.
exponent βeff(t) overshoots the expected asymptotical value 1 by a few percent. This
is in accordance with that the scaling collapse of distributions is not perfect and the
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Figure 6. Left: Numerically calculated distribution of the logarithm of local currents
at different times for uniform randomness with parameters s = 1. At this point the
average force is zero and µ = 0. Right: Scaling plot of the same data.
shape of distributions is still slightly changing at the numerically available time scales.
We have also measured the variance of local currents which enhances the contribution
of large local currents compared to the typical value defined in Eq. (3). These lie just
in the still deforming and thus poorly scaling part of distributions. The corresponding
effective exponents are approaching the theoretical value from below, see Fig. 7. In the
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Figure 7. Left: The effective exponent βeff(t) (open symbols) plotted against time
for zero average force. Filled symbols show the effective exponents calculated from the
variance of the current. The solid line corresponds to the form in Eq. (54). Right:
Time-dependence of the length scale l(t). The effective exponents are shown in the
inset, where the solid lines corresponds to the form in Eq. (55).
right panel of Fig. 7, the measured length scale is plotted against time. As can be seen,
the data are in good agreement with the law given in Eq. (55).
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7. Discussion
The partially asymmetric simple exclusion process with random-force disorder has
been investigated in earlier studies exclusively by Monte Carlo simulations and by a
phenomenological random barrier description. In this work, a mean field approximation
has been applied to this model and the main focus was on the non-stationary phenomena.
The mean field approximation leads to a system of deterministic, nonlinear differential
equations. This model is less complex than the original stochastic process but still not
tractable analytically. Nevertheless, it is appropriate for applying a phenomenological
random barrier theory to it. According to our analytical mean field calculations, the
key issue of the theory, namely the current through a barrier has the same behavior as
that has been assumed intuitively for the original model in earlier works. This leads
to the same large-scale stationary and non-stationary behavior as has been conjectured
for the original model. We have investigated the mean field model numerically, which
is considerably faster than performing Monte Carlo simulations and have found that
the dynamics is satisfactorily described by the phenomenological theory. Since a good
agreement between the phenomenology and results of Monte Carlo simulations carried
out on the original model has been found in earlier works, we conjecture that the mean
field model belongs to the same universality class as the original stochastic process does.
This means that the static and dynamical exponents in the driven phase, as well as the
scaling relations for the case of zero average force are identical. Our results show that
in the presence of disorder the local correlations are unimportant concerning the large
scale behavior of the system. This conclusion can be instructive for the investigation
of other transport processes with random-force disorder, where the simple mean field
approximation may give the correct large scale behavior.
Appendix A.
Let us denote the stationary local density in the pure model by ρ and the deviation
from the stationary density by ǫi(t), i.e. ρi(t) = ǫi(t)+ρ. The spatially continuous limit
of the evolution equations Eq. (1) reads as
∂ǫ
∂t
= D
∂2ǫ
∂x2
− v ∂ǫ
∂x
+ λǫ
∂ǫ
∂x
, (A.1)
where the constants D, v and λ are given in terms of the jump rates as D = (p+ q)/2,
v = (1 − 2ρ)(p − q) and λ = 2(p − q). The local current in the continuum limit takes
the form
J(x, t) = J∞ + vǫ−D ∂ǫ
∂x
− λǫ2, (A.2)
where J∞ = (p− q)ρ(1− ρ) is the current in the steady state. First, let us consider the
simplest case p = q, which describes the symmetric simple exclusion process. In this
case, v = λ = 0 and Eq. (A.1) reduces to the diffusion equation. Consider a random
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initial density profile of the form
ǫ(x, 0) =
∞∑
n=−∞
snδ(x− n), (A.3)
where δ(x) is the Dirac delta distribution and the sn are independent binary random
variables with the probability density f(s) = 1
2
δ(s− 1) + 1
2
δ(s+ 1). The solution of Eq.
(A.1) is then
ǫ(x, t) =
1√
4πDt
∞∑
n=−∞
sn exp
−(x− n− vt)2
4Dt
. (A.4)
The mean value of local quantities such as the deviation ǫ(t) = limL→∞
1
2L+1
∑L
n=−L ǫ(n, t)
at time t can be calculated alternatively from ǫ(t) =
∫
ǫ(0, t)f(s)ds since the sn are iden-
tically distributed for all n. For the mean deviation we obtain the obvious result ǫ(t) = 0,
since ǫ(0) = 0 and the total mass
∫
ρ(x, t)dx is conserved by Eq. (A.1). The fluctuations
of ǫ(x, t) are characterized by the variance, the square of which can be easily calculated:
ǫ2(t) =
1
4πDt
∞∑
n=−∞
exp
−n2
2Dt
≈ 1
4πDt
∫
∞
−∞
exp
−x2
2Dt
dx = (8πDt)−1/2, (A.5)
where the sum has been approximated by an integral. Thus, the typical deviation from
the stationary density measured at a randomly chosen site at time t is in the order of
t−1/4. The typical local current can be estimated in a similar way. The mean value ∂ǫ
∂x
is zero while the square of the variance is(
∂ǫ
∂x
)2
=
1
4πDt
∞∑
n=−∞
n2
4D2t2
exp
−n2
2Dt
≈
1
16πD3t3
∫
∞
−∞
x2 exp
−x2
2Dt
dx =
1
16
√
2
π
(Dt)−3/2. (A.6)
The typical current measured at a given bond at time t is thus O(t−3/4).
In the case p 6= q, which corresponds to the asymmetric simple exclusion process,
the Galilean transformation x → x + vt cancels the second term on the r.h.s. of Eq.
(A.1) and one obtains the noiseless Burgers equation [19]:
∂ǫ
∂t
= D
∂2ǫ
∂x2
+ λǫ
∂ǫ
∂x
. (A.7)
This can be exactly solved by the Cole-Hopf transformation (see e.g. [24]) w(x, t) =
exp λ
2D
∫ x
ǫ(x′, t)dx′, which maps the Burgers equation to the diffusion equation. The
solution is obtained from
ǫ(x, t) =
2D
λ
∂ lnw
∂x
, (A.8)
with
w(x, t) =
∫
∞
−∞
1√
4πDt
exp
(
−(x− x
′)2
4Dt
+
λ
2D
∫ x′
ǫ(x′′, 0)dx′′
)
dx′. (A.9)
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Using the random initial condition given in Eq. (A.3), the deviation of the density at
x = 0 is given as
ǫ(0, t) =
1
Dt
∫
∞
−∞
x exp
[
− x2
4Dt
+ λ
2D
r(x)
]
dx∫
∞
−∞
exp
[− x2
4Dt
+ λ
2D
r(x)
]
dx
, (A.10)
where r(x) =
∫ x
0
ǫ(x′, 0)dx′ is a piecewise constant function with unit jumps at integers
whereas for non-integers it is given by r(x) = −s0
2
+
∑[x]
n=0 sn, where [x] denotes the
integer part of x. Thus r(x) can be regarded as a random walk which makes jumps at
integer “times” x. It is easy to see that the mean value of the deviation ǫ(t) is zero since
exp λ
2D
r(x) is an even function of x due to Prob[r(x)] = Prob[r(−x)]. The typical value
of the deviation at time t can be obtained as follows. First notice that the r.h.s. of Eq.
(A.10) can be regarded as the expected value of x which has the (unnormalized) weight
function expF (x) with
F (x) = − x
2
4Dt
+
λ
2D
r(x). (A.11)
The dominant contribution to this expected value comes from the interval where F (x) is
maximal, since otherwise the weight expF (x) is negligible. So we have the approximate
relation ǫ(0, t) ∼ 1
Dt
xmax, where xmax is the location of the maximum of F (x). (In
case there are many maxima, xmax is their mean value.) The distribution of xmax is
symmetric around zero and the dependence of its magnitude on time can be obtained by
taking into account that the variance of r(x) which characterizes its typical magnitude
is
√
r2(x) =
√
[x] + 1/4, i.e. proportional to
√
x for large x. Replacing r(x) in Eq.
(A.11) by
√
x, we obtain a non-random function the maximum of which is at (2λt)2/3.
Thus the width of the distribution of xmax is in the order of t
2/3 and we obtain finally
that the typical deviation from the stationary density measured at a given site scales
with time as ǫtyp(t) ∼ t−1/3. By a similar calculation one can show that the expected
value of ∂ǫ
∂x
is of the order of t2/3. Now we can turn to the analysis of the fluctuations
of the current. If ρ 6= 1/2 then v 6= 0 and the fluctuations are dominated by the term
vǫ, see Eq. (A.2). Thus the magnitude of the typical local current (relative to the
stationary current) scales as (J − J∞)typ(t) ∼ t−1/3. If, however, ρ = 1/2, the above
term is zero and the fluctuations are determined by the other two terms leading to
(J − J∞)typ(t) ∼ t−2/3.
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