Abstract. A large deviations principle is established for the joint law of the empirical measure and the flow measure of a renewal Markov process on a finite graph. We do not assume any bound on the arrival times, allowing heavy tailed distributions. In particular, the rate functional is in general degenerate (it has a nontrivial set of zeros) and not strictly convex. These features show a behaviour highly different from what one may guess with a heuristic Donsker-Varadhan analysis of the problem.
Introduction and main results

1.1.
A motivating example. Consider a finite collection E of servers (or websites) in a given network, and a user who visits the servers and downloads data from them. It has been observed empirically that the size of downloaded files from the web has heavy tails (e.g. a polynomial decay at infinity), and thus a sharp statistical treatment of the matter can be difficult, see e.g. [15] .
We denote by ψ x the probability distribution on ]0, +∞[ of the size of files downloaded by a user visiting the server x ∈ E, and by p x,y the probability that a user visiting x ∈ E will next visit y ∈ E. Let us suppose that the cost of downloading a file of size τ from the site x is f (x, τ ) and the cost of switching from server x to server y is g(x, y); after downloading an amount t of data, the servers x 1 , . . . , x Nt ∈ E will have been visited in sequence, with corresponding amounts of data (τ 1 , . . . , τ Nt ) downloaded respectively on each server. The cost of providing such a service (or the price asked for it) will depend on several factors, a reasonable form being
In the concrete example where the user is a www-crawler, the total time to gather data is indeed the "cost" of the service, so that f (x, τ ) measures indeed the transmission performance of server x, while g(x, y) may depend on servers lag times. The analysis of large deviations quantities (1) in the (relevant) limit where the total downloaded data are large t → +∞, is exactly equivalent to the large deviations of the empirical measures and flow considered below in this paper (however t is hereafter interpreted as a time). Markov processes with heavy tailed waiting times appear in several physical or biological models, see e.g. [4, 6, 14] . Large deviations principles for processes driven by renewal phenomena have been extensively analysed in the last decade, see e.g. [9, 10, 11, 12, 18] . Typical techniques include sharp renewal estimates [1, Chapter XIII] and so-called contraction principles via inversion maps [18, 10] . In particular one can obtain large deviations principles for the renewal version of processes whose detailed asymptotic properties are known, using inversion maps [18, 10] . In this paper, we consider a case in which these techniques do not work due to the presence of heavy tailed distributions of the arrival times of the renewal processes considered. To put it shortly, in our setting not only the usual inversion map is not continuous (and thus the contraction principle is not allowed), but a naive application of this strategy would suggest indeed a wrong result.
This paper has been inspired by [5] , which considers the case of a countable state space E and exponential waiting times, which make (x Nt ) t≥0 a Markov process.
Main results.
Let E be a finite set, equipped with its discrete topology; elements of E are denoted x, y. The set [0, +∞] will be equipped with any, compatible, complete separable metric (for instance, make it isometric to [0, 1]); variables running on [0, +∞] will be denoted s, t, τ . For a separable metric space X, hereafter P(X) denotes the set of Borel probability measures on X. For µ ∈ P(X) and f a measurable, µ-integrable functions on X, µ(f ) denotes the integral of f with respect to µ. P(X) is the equipped with the narrow topology, namely the weakest topology such that the maps f → µ(f ) is continuous for any continuous bounded function f on X. For µ, ν ∈ P(X), H(ν | µ) denotes the relative entropy of ν with respect to µ:
The process we will next introduce is defined once the three following objects are given.
In particular no moment bound is assumed on ψ x . (c) An arbitrary initial measure γ ∈ P(E).
We then consider the Markov renewal process (X k , τ k+1 ) k≥0 defined on a probability space (Ω, F, P) uniquely characterised by the two following properties.
• (X k ) k≥0 is an irreducible Markov chain on E with probability transition matrix (p x,y ) x,y∈E , and initial distribution γ (for X 0 ).
• (τ i ) i≥1 is a random sequence in ]0, +∞[, such that conditionally to (X k ) the τ i are independent and have distribution
We refer to [1, VII.4] for the presentation of the Markov renewal processes framework introduced above. Note that often one assumes the law of the τ i conditioned to (X k ) k≥0 to depend both on X i−1 and X i (namely, one may replace ψ X i−1 with a ψ X i−1 ,X i above). However, one can always reduce to the case here described by considering the Markov chain (Y k ) k≥0 , Y k := (X k , X k+1 ) instead. As we have no hypotheses on ψ x , this doubling-variables procedure is fully compatible with our framework. For t ≥ 0 and n ≥ 0 an integer, define the switching times S n and the number N t of switches up to time t as
where we understand empty sums to vanish and inf ∅ = +∞. Fixed t > 0, we then define the empirical measure µ t ∈ P(E × [0, +∞]) of (X Ns , τ Ns ) up to time t by requiring for all
Similarly we define the empirical flow Q t ∈ C(E × E; [0, +∞[) as
Note that the process (Z t := X Nt ) t≥0 has a natural interpretation. Pick an initial datum Z 0 = X 0 with law γ on E, and next a time τ 1 > 0 with law ψ X 0 . At time τ 1 , Z t jumps to X 1 , (chosen on E with distribution p X 0 ,· ). Now Z spends a time τ 2 (chosen with law ψ X 1 ) at X 1 , next jumping at X 2 at time τ 1 + τ 2 and so on. Thus, µ t is the joint empirical law of the process Z t and the associated inter-jumps times, while Q t (x, y) is the total number of jumps of Z t from x to y up to time t. We want to investigate the large deviations of the joint law of (µ t , Q t ) under the probability P of the renewal Markov chain (X k , τ k+1 ) k≥0 . Before stating our large deviations result, we need some further definition to introduce the spaces and the rate functional.
Let Λ : 
For (µ, Q) ∈ Λ 0 define the Markov transition kernel p Q and the map
where hereafter we adopt the convention 0 · ∞ = 0. A variational carachterization of I is given in Proposition 2.2.
The following theorem is the main result of this paper. Theorem 1.2. The law P•(µ t , Q t ) −1 of (µ t , Q t ) under P satisfies a large deviations principle as t → +∞, with speed t and good rate I. Namely, for each closed set C ⊂ Λ and each open set O ⊂ Λ lim sup
lim inf
1.3. Large Deviations for the empirical measure of X N· . Define I 1 : δ X Ns ds, the empirical measure of the process X N· satisfies a large deviations principle as t → +∞, with speed t and good rate I 1 .
The rest of the paper is organized as follows. In section 2 the properties of the rate functional are discussed, and in sections 3-5 the proofs of the large deviations principle are provided together with further remarks. In section 6 results concerning the contraction principle in section 1.3 are proved.
The functional I
In this section some deterministic results concerning the functional I are established, and Proposition 1.1 is proved. We first remark an immediate identity.
where suprema are taken over h ∈ C b (R * + ) and
Proof. Recall (2) Suppose now that ψ(e h ) = a > 0 and set h a := h − log a. Then the quantity sup
does not depend on a > 0 and thus
where all suprema are taken over
Notice that h H :
For all (h, H) ∈ Γ we denote by I h,H : Λ → R the functional
In particular, I is convex.
Proof. Let first (µ, Q) ∈ Λ 0 and let us consider (h, H) ∈ Γ. Then, by the well known properties of the relative entropy and since ξ x ≥ c x , we find easily that I(µ, Q) ≥ I h,H (µ, Q), so that by the arbitrariness of (h,
Now, let us prove the converse inequality. We have for all (h, H) ∈ Γ with
On the other hand
Finally, let (µ, Q) ∈ Λ\Λ 0 ; we want then to show that sup
We turn now to show the proof of Proposition 1.1.
Proof of Proposition 1.1. Let (µ n , Q n ) ⊂ Y be a sequence of measures such that
We need to prove that (µ n , Q n ) n is precompact (coercivity of I) and that for any limit point (µ, Q) of (µ n , Q n ), lim inf n→+∞ I(µ n , Q n ) ≥ I(µ, Q) (lower semi-continuity of I). Notice that (15) implies (µ n , Q n ) ⊂ Λ 0 for n large enough, i.e.
Coercivity of I. By the bound (15)
From any subsequence, we can extract a sub-subsequence along which
with a, b ∈ [0, +∞]. Let us set for simplicity φ := ψ x and π n := µ n (x, ·). If b = +∞, then a = 0, thus let us suppose that b < +∞; then by the inequality t log t ≥ −e
and by Jensen's inequality we get
for any Borel E ⊂ R, whereπ n = f n φ. Choosing E =]0, ε[ with 0 < ε < +∞, we find that sup nπ n (E) → 0 as ε → 0. Therefore (π n ) n is tight in P(]0, +∞]). Therefore, up to passing to a further subsequence,π n ⇀π ∈ P(]0, +∞]). By lower semicontinuity of the relative entropy H · φ , we obtain that H π φ < +∞ and thereforeπ({+∞}) = φ({+∞}) = 0. We claim also that π n (1/τ ) → π(1/τ ) < +∞.
Notice that
and, by boundedness of (π n (1/τ )) n and tightness of (π n ) n we obtain that
Therefore, by uniform integrability, we obtain that
It follows that necessarily a < +∞. Let us denote
It is not difficult to verify the compactness of K M for all M < +∞, therefore we can conclude compactness of (µ n , Q n ) n in Y.
Since Λ is closed in Λ and I ≡ +∞ on Λ \ Λ, we can suppose that (µ, Q) ∈ Λ. Let us consider (h, H) ∈ Γ, see (12) . Since h is s.l.c. and Λ is closed in Λ, then I h,H is also l.s.c. on Λ. Then by (14) we obtain
and by the arbitrariness of (h, H)
Lemma 2.3. Let Λ be defined by (5), and let
(Q(x, y)) x,y∈E defines an irreducible transition matrix on E},
where Q is defined as in (6) .
Then Λ 00 is I-dense in Λ, namely for all (µ, Q) ∈ Λ with I(µ, Q) < +∞, there exists a sequence (µ n , Q n ) n in Λ 00 such that
Proof. Let us start by proving that the following set
(Q(x, y)) x,y∈E defines an irreducible transition matrix on E}, is I-dense in Λ. For any x ∈ E, let A x be a bounded Borel subset of ]0, +∞[ such that ψ x (A x ) > 0. We can set
where Z < +∞ since every A y is assumed to be bounded. Since (q xy ) x,y∈E is assumed to be irreducible, Q 0 is so as well; at the same time, it is easy to see that I(µ 0 , Q 0 ) < +∞ and therefore (µ 0 , Q 0 ) ∈ Λ 1 . We note in particular that µ 0 (x, ·) ≪ ψ x (·) and Q 0 (x, ·) ≪ q x· for all x ∈ E. Now for any (µ, Q) ∈ Λ with I(µ, Q) < +∞, we set
Then (µ ε , Q ε ) ∈ Λ 0 and by convexity
and we obtain that (µ ε , Q ε ) → (µ, Q) and I(µ ε , Q ε ) → I(µ, Q) as ε → 1. Let us now show that Λ 00 is I-dense in Λ 1 . We note first that
Indeed, by the exponential Markov inequality, for all 0 ≤ c < ξ (we drop the subscript x for simplicity of notation)
so that, by taking the supremum over c < ξ.
Now, if ξ < +∞, suppose that the inequality is strict, i.e. there exists c > ξ and M c large enough such that
Then we have for all c ′ < c
In this way, the definition of ξ is contradicted and we have proved (20). Therefore there exists a sequence (M n (x)) n∈N such that M n (x) → +∞ and
Let us now fix (µ, Q) ∈ Λ 1 and x ∈ E. If µ(x, +∞) = 0, then µ n (x, ·) := µ(x, ·), Q n (x, ·) := Q(x, ·). If µ(x, +∞) > 0, then, since I(µ, Q) < +∞, necessarily ξ x < +∞ and therefore ψ x ([M, +∞[) > 0 for all M > 0. Moreover, since (µ, Q) ∈ Λ 1 we have µ(x, 1τ ) > 0 and finite; finally, µ(x, ·) must be of the form µ(x, dτ ) = ρ(τ ) ψ x (dτ ) + a δ +∞ (dτ ). Now, denoting I n := [M n (x), +∞[, we set for α n , β n ≥ 0
Now we want to fix α n , β n such that
This linear system has a unique solution (α n , β n ) if
which is true for n large enough, since
For the same reason, α n → 1 and β n → 1. In particular, this shows that µ n ⇀ µ on E×]0, +∞] as n → +∞. Setting Q n := Q, since µ n (x, 1/τ ) = µ(x, 1/τ ) for all x ∈ E by construction, we have that (µ n , Q n ) ∈ Λ 00 . Notice now that, since µ n (x, ]0, +∞[) = µ(x, ]0, +∞]),
where
Now, by the convexity of H(· | ψ x ),
as n → +∞. Then, it follows easily that lim sup n I(µ n , Q n ) ≤ I(µ, Q).
Since I is lower semi-continuous, the proof is complete.
Upper bound
We define
Proof. Λ is closed by Fatou's lemma. By the definitions (3) and (4), we have
Then (21) follows, since (µ t , Q t ) / ∈ V for t large enough.
Exponential tightness.
In order to prove the upper bound we have to show the exponential tightness of the sequence {P • (µ T , Q T ) −1 } T >0 . To do so, we need to show that
where K varies among all compact subsets of Λ.
Proof. We recall that µ t (1/τ ) ≤ x,y Q t (x, y), see the proof of Lemma 3.1. Moreover
where c := sup y∈E ψ y (e −τ ) < 1. Then we have lim sup
and this tends to −∞ as M → +∞. Compactness of K M is standard.
3.2.
Change of probability. To prove the upper bound, fix (h, H) ∈ Γ. We define
and we call P (h,H) the law of the renewal Markov process (X k , τ k+1 ) k≥0 with transition probability (q H , ψ h ). Then,
where I h,H is defined in (13) above. Now, recall that h takes the form (11) . Then on the event {n = N t + 1, X n−1 = x}
since 0 ≤ τ n − t + S n−1 ≤ τ n and c x ≥ 0. Therefore, for A measurable subset of Λ and for (h,
and therefore
For M > 0, g ∈ C c (]0, +∞]) for all x ∈ E, G : E 2 → R and δ > 0, let
where K M is the compact set defined in Lemma 3.2, and
Let now O be an open subset of Λ. Then applying (23) for
which can be restated as
for any open set O, where the functional I h,H,M,g,G,δ is defined as
Since h is lsc and K M,g,G,δ is closed, then I h,H,M,g,G,δ is lsc. By minimizing (24) over {h, H, M, g, G, δ} we obtain
Since O is arbitrary, by applying the minimax lemma [13, Appendix 2.3, Lemma 3.3], we get that for any compact set K
i.e. (P t ) t≥0 satisfies a large deviations upper bound on compact sets with speed t and rate functionalĨ : Λ → [0, +∞] given bỹ
Indeed, by the definition we see that
)}, and we conclude using (21) first and then Lemma 3.2.
otherwise.
ThusĨ(µ, Q) ≥ I(µ, Q) by Proposition 2.2. Therefore (P t ) t≥0 satisfies a large deviations upper bound with rate I on compact sets. By Lemma 3.2 and [7, Lemma 1.2.18], (P t ) t≥0 satisfies the full large deviations upper bound on closed sets.
Laws of large numbers
We prove now an auxiliary law of large numbers to be used in the proof of the lower bound. Hereafter we make the dependence on the distribution of X 0 explicit, writing E ν if ν is the law of X 0 , whenever ν = γ. 
Then, for all x, y, z ∈ E, under P x -a.s.
For any y ∈ E we denote
i.e. the number of times the process (X k ) k=0,...,Nt−1 visits the site y, and
i.e. the number of times the process (X k ) k=0,...,n−1 visits the site y.
Lemma 4.2. For any x, y ∈ E, under P x the sequence (τ φ y k
) k≥1 is a i.i.d. sequence with common distribution ψ y (·).
has law ψ y (·). Therefore, the conditional law of (τ φ y k
) k≥1 given F X is the law of a i.i.d. sequence with common distribution ψ y (·). Since this conditional law does not depend on (X k , k ≥ 0), the result is proved. Lemma 4.3. For all x ∈ E, P x -a.s.
Proof. We can see that
.
By the ergodic theorem, for any f : E → R, P x -a.s.
Thus, by law of the large numbers, we have the conclusion.
Lemma 4.4. For any x ∈ E, P x -a.s.
Proof. Under P x , the sequence (S φ y k+1
− S φ y k ) k≥1 is i.i.d. and by the renewal theorem, P x -a.s.
Now, by the strong Markov property of (X k ) k≥0
by [1, Corollary I 3.6] . Therefore
and the proof of the first assertion is complete. Now, it is enough to note that
and this concludes the proof.
Proof of Proposition 4.1. Recalling the definition (3) of the empirical measure µ t , we have for y ∈ E µ t (y, ·) = 1 t
By Lemmas 4.3 and 4.4, P x -a.s.
On the other hand, by Lemma 4.2 and the law of large numbers, for all bounded measurable f : R + → R we have P x -a.s.
and therefore by Lemma 4.4
Therefore for all g : E× ]0, +∞[ bounded and measurable we have
We prove now the almost sure convergence of the empirical flow Q t (y, z). We have
Setting
, then by the strong Markov property under P x the sequence (Y i ) i≥1 is i.i.d. and its law is equal to the law of (X j ) j=0,...,φ
Then by the law of large numbers, P x -a.s.
Therefore, by Lemma 4.4, P x -a.s.
The proof is complete.
Lower bound
For the proof of the lower bound, let us denote by P t the law of (µ t , Q t ). Then it is well known that it is enough to show the following Proposition 5.1. For every (µ, Q) ∈ Λ 0 and t > 0, there exists a family of probability measures Q t such that Q t ⇀ δ (µ,Q) as t ↑ +∞ and
Indeed, if Proposition 5.1 is proved, then we reason as follows. Let (µ, Q) ∈ Λ 0 and let V be an open neighborhood of (µ, Q) in the weak topology. Then log P((µ t , Q t ) ∈ V) = log
by using Jensen's inequality. Now, since x log x ≥ −e −1 for all x ≥ 0, we obtain
We obtain lim inf
Therefore, for any open set O and for any (µ, Q) ∈ Λ 0 , lim inf
and by optimizing over (µ, Q) ∈ O we have the lower bound.
Moreover, since µ(y, +∞) = 0 for all y ∈ E by the assumption (µ, Q) ∈ U 00 ,
Then, we have by Proposition 4.1 below that P (h,H) x -a.s.
We set T t := ⌊(1 + δ)Zt⌋ and we denote by P t,δ the law of (X k , τ k+1 ) k≥0 under which (1) (X k , τ k+1 ) k=0,...,Tt is a Renewal Markov process with transition rates (q,ψ) and X 0 = x a.s. (2) conditionally on (X k , τ k+1 ) k=0,...,Tt , (X k , τ k+1 ) k≥Tt is a Renewal Markov process with transition rates (q, ψ). Then we denote by Q t,δ the law of (µ t , Q t ) under P t,δ . Let us prove first that 
Therefore, if we set D t,δ := {S Tt > t} then, by (28) we obtain that for all δ > 0 lim t→+∞ P t,δ (D t,δ ) = 1.
We recall that {S n > t} = {N t + 1 ≤ n}. Therefore on D t,δ we have N t + 1 ≤ T t and setting for any f ∈ C b (X ) and ε > 0 |Q t (x, y) − Q(x, y)| > ε = 0, which, in view of (29), implies (27). Now we estimate the relative entropy H(Q t,δ | P t ) ≤ H(P t,δ | P x ) = t E t,δ (J t,δ ) = t E Then there exists a map t → δ(t) > 0 vanishing as t ↑ +∞ such that Q t := Q t,δ(t) → δ (µ,Q) and lim t t −1 H(Q t | P t ) ≤ I(µ, Q).
Contraction principles
Let us consider now the empirical measure of the process (X Nt ) t≥0 alone, namely We want to obtain a LDP for (π t ) t as t → +∞. To this aim, we need the largedeviation functional of the empirical measure of the Markov chain (X k ) k≥0 : if ζ n (x) = 1 n n−1 k=0 ½ (X k =x) ,
x ∈ E, then the law of (ζ n ) n satisfies a LDP in the probability measures on E with good rate function 
