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We consider a class of matrix equations of the type X = Q +mi=1 A∗i XAi −mi=1 B∗i XBi,
where Q is an n × n positive definite matrix and Ai, Bi are n × n arbitrary matrices. Using
the recently presented coupled fixed point theorem of Bhaskar and Lakshmikantham, we
prove the existence and uniqueness of positive definite solutions to such equations. Some
numerical examples are also presented to show the efficiency of our approach.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Ran and Reurings in [1] extended the Banach contraction principle to the setting of ordered metric spaces, where some
applications to matrix equations are investigated. Since then, several authors have considered the problem of the existence
(and uniqueness) of a fixed point for contraction type operators on partially ordered sets (see, for example, [2–6]).
In the last few decades, a wide discussion on coupled fixed point theorems attracted the interest of many scientists
because of their important role in the study of nonlinear differential equations, nonlinear integral equations and differential
inclusions. In [7], Bhaskar and Lakshmikantham established some coupled fixed theorems in ordered metric spaces for
mappings having the mixed monotone property and satisfying a given contractive condition.
Definition 1.1 (See [7]). Let X be a nonempty set and F : X × X −→ X be a given map. We call an element (x, y) ∈ X × X a
coupled fixed point of F if F(x, y) = x and F(y, x) = y.
Definition 1.2 (See [7]). Let (X,≼) be a partially ordered set and F : X×X −→ X be a givenmap. F is said to have the mixed
monotone property if F(x, y) is monotone nondecreasing in x and is monotone nonincreasing in y, that is, for any x, y ∈ X ,
(i) x1 ≼ x2 ⇒ F(x1, y) ≼ F(x2, y) for x1, x2 ∈ X , and
(ii) y1 ≼ y2 ⇒ F(x, y2) ≼ F(x, y1) for y1, y2 ∈ X .
Let F : X × X → X be a given mapping. We will use the following notation. For all (x, y) ∈ X × X , we define
F 2(x, y) := F(F(x, y), F(y, x))
and
F p+1(x, y) = F(F p(x, y), F p(y, x)), for all p ≥ 1.
Bhaskar and Lakshmikantham in [7] established the following result.
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Theorem 1.1 (See [7]). Let F : X × X → X be a continuous mapping having the mixed monotone property on X. Assume that
there exists a δ ∈ [0, 1) such that
d(F(x, y), F(u, v)) ≤ δ
2
[d(x, u)+ d(y, v)],
for all (x, y), (u, v) ∈ X × X with x ≽ u and y ≼ v. We suppose that there exist x0, y0 ∈ X such that x0 ≼ F(x0, y0) and
y0 ≽ F(y0, x0). Then,
(a) F has a coupled fixed point (x, y) ∈ X × X;
(b) the sequences {xp} and {yp} defined by xp+1 = F(xp, yp) and yp+1 = F(yp, xp) converge respectively to x and y.
In addition, suppose that for every (x1, y1), (x2, y2) ∈ X ×X, there exist (u, v) ∈ X ×X that are comparable to (x1, y1), (x2, y2).
Then,
(c) F has a unique coupled fixed point (x, y) ∈ X × X;
(c) x = y;
(c) we have the following estimate:
max{d(xp, x), d(yp, x)} ≤ δ
q
2(1− δ) [d(F(x0, y0), x0)+ d(F(y0, x0), y0)].
Remark 1.1. In Theorem 1.1, (x, y), (u, v) ∈ X × X are comparable means that
(x, y) ≼ (u, v)⇔ x ≼ u, y ≽ v.
Many other results related to coupled fixed point theory in ordered metric spaces exist in the literature (see for
examples [8,9] and references therein).
In [1], Ran and Reurings considered two classes of matrix equations:
X = Q ±
m
i=1
A∗i XAi, (1)
whereQ is an n×n positive definitematrix and the Ai are n×n arbitrarymatrices. Under some hypotheses, they established
the existence and uniqueness of positive definite solutions to (1).
In [10], Duan et al. considered the class of nonlinear matrix equations:
X = Q ±
m
i=1
A∗i X
δiAi,
where 0 < |δi| < 1. On the basis of a fixed point theorem for mixed monotone mappings, they studied the existence and
uniqueness of a positive definite solution to such an equation.
In [11], Berzig and Samet considered different classes of systems of nonlinear matrix equations involving Lipschitzian
mappings.
In this paper, on the basis of the coupled fixed point result of Bhaskar and Lakshmikantham [7], we establish the existence
and uniqueness of a positive definite solution to the matrix equation
X = Q +
m
i=1
A∗i XAi −
m
i=1
B∗i XBi, (2)
where Q is an n× n positive definite matrix and Ai, Bi are n× n arbitrary matrices. Matrix equations of this type often arise
from many areas, such as ladder networks [12,13], dynamic programming [14,15], control theory [16,17], etc. We provide
also an algorithm for approaching the solution. Some numerical examples are also presented to show the efficiency of our
method.
2. Notation and preliminaries
In this paper we will use the following notation.
– The symbol H(n) stands for the set of all n× n Hermitian matrices.
– The symbol P(n) stands for the set of all n× n positive semidefinite matrices.
– The symbol P(n) stands for the set of all n× n positive definite matrices.
– Instead of X ∈ P(n) we will also write X ≻ 0. Furthermore, X ≽ 0 means that X is positive semidefinite. As different
notation for X − Y ≽ 0, X − Y ≻ 0 and X ≼ Z ≼ Y we will use respectively X ≽ Y , X ≻ Y and Z ∈ [X, Y ].
– The symbol ∥ · ∥ denotes the spectral norm, i.e., ∥A∥ = λ1/2max(A∗A), where λmax(A∗A) is the largest eigenvalue of A∗A.
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– We denote by ∥ · ∥1 the Ky Fan norm defined by ∥A∥1 =
n
j=1 sj(A), where sj(A), j = 1, . . . , n, are the singular values
of A.
– For a given Q ∈ P(n), we define the modified norm ∥ · ∥1,Q given by ∥A∥1,Q =
Q 1/2AQ 1/21. The set H(n) endowed
with this norm is a complete metric space for any positive definite Q .
– For any n× nmatrix A, we denote by tr(A) the trace of the matrix A.
The following lemmas will be useful later.
Lemma 2.1 (See [1]). Let A ≽ 0 and B ≽ 0 be n× n matrices; then
0 ≤ tr(AB) ≤ ∥A∥ tr(B).
Lemma 2.2 (See [18]). Let A ∈ H(n) satisfy A ≺ I; then ∥A∥ < 1.
Finally, we recall the Schauder fixed point theorem.
Lemma 2.3 (Schauder Fixed Point Theorem). Let S be a nonempty, compact, convex subset of a normed vector space. Every
continuous function f : S → S mapping S into itself has a fixed point.
3. The main result
Our main result is the following.
Theorem 3.1. Suppose that
m
i=1
A∗i QAi ≺
Q
2
and
m
i=1
B∗i QBi ≺
Q
2
. (3)
Then,
(i) Eq. (2) has one and only one positive definite solutionX ∈ P(n).
(ii) X ∈ [F(0, 2Q ), F(2Q , 0)], where
F(0, 2Q ) = Q − 2
m
i=1
B∗i QBi and F(2Q , 0) = Q + 2
m
i=1
A∗i QAi.
(iii) The sequences {Xk} and {Yk} defined by X0 = 0, Y0 = 2Q , and
Xk+1 = Q +
m
i=1
A∗i XkAi −
m
i=1
B∗i YkBi
Yk+1 = Q +
m
i=1
A∗i YkAi −
m
i=1
B∗i XkBi
k = 0, 1, 2, . . .
converge toX, and the error estimation is given by
max
Xk+1 −X1,Q , Yk+1 −X1,Q ≤ δk2(1− k) ∥X1 − X0∥1,Q + ∥Y1 − Y0∥1,Q  , (4)
for all k = 0, 1, . . . , where δ is a certain constant in [0, 1).
Proof. In order to make the proof easy, we divide it into several steps.
Step 1. We claim that there exists (X, Y ) ∈ H(n)× H(n), a solution to the system
X = Q +
m
i=1
A∗i XAi −
m
i=1
B∗i YBi
Y = Q +
m
i=1
A∗i YAi −
m
i=1
B∗i XBi.
(5)
Consider the mapping F :H(n)× H(n)→ H(n) defined by
F(X, Y ) = Q +
m
i=1
A∗i XAi −
m
i=1
B∗i YBi, (6)
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for all X, Y ∈ H(n). It is clear that F is a mapping having the mixed monotone property with respect to the partial order≼.
Let X, Y ,U, V ∈ H(n) such that X ≽ U and Y ≼ V . Using Lemma 2.1, we have
∥F(X, Y )− F(U, V )∥1,Q = tr

Q 1/2(F(X, Y )− F(U, V ))Q 1/2
= tr

Q 1/2

m
i=1
A∗i XAi −
m
i=1
B∗i YBi −
m
i=1
A∗i UAi +
m
i=1
B∗i VBi

Q 1/2

=
m
i=1
tr

Q 1/2(A∗i (X − U)Ai + B∗i (V − Y )Bi)Q 1/2

=
m
i=1
tr

Q 1/2(A∗i (X − U)Ai)Q 1/2
+ tr Q 1/2(B∗i (V − Y )Bi)Q 1/2
=
m
i=1
tr

A∗i QAi(X − U)
+ m
i=1
tr

B∗i QBi(V − Y )

=
m
i=1
tr

A∗i QAiQ
−1/2Q 1/2(X − U)Q 1/2Q−1/2+ tr B∗i QBiQ−1/2Q 1/2(V − Y )Q 1/2Q−1/2
=
m
i=1
tr

Q−1/2A∗i QAiQ
−1/2Q 1/2(X − U)Q 1/2+ tr Q−1/2B∗i QBiQ−1/2Q 1/2(V − Y )Q 1/2
= tr

m
i=1
Q−1/2A∗i QAiQ
−1/2Q 1/2(X − U)Q 1/2

+ tr

m
i=1
Q−1/2B∗i QBiQ
−1/2Q 1/2(V − Y )Q 1/2

≤
 m
i=1
Q−1/2A∗i QAiQ
−1/2
 ∥X − U∥1,Q +
 m
i=1
Q−1/2B∗i QBiQ
−1/2
 ∥V − Y∥1,Q
≤ δ
2
∥X − U∥1,Q + ∥V − Y∥1,Q  ,
where
δ = 2max
 m
i=1
Q−1/2A∗i QAiQ
−1/2
 ,
 m
i=1
Q−1/2B∗i QBiQ
−1/2


.
From (3) and Lemma 2.2, we have δ < 1. Thus, the contractive condition of Theorem 1.1 is satisfied for all X, Y ,U, V ∈ H(n)
with X ≽ U and Y ≼ V . Moreover, from (3), we have X0 = 0 ≺ F(0, 2Q ) and F(2Q , 0) ≺ 2Q = Y0.
Now, from (a) of Theorem 1.1, there exists (X, Y ) ∈ H(n)× H(n) such that F(X, Y ) = X and F(Y , X) = Y , that is, (X, Y )
is a solution to (5).
Step 2. We claim that Eq. (2) has a unique solutionX ∈ H(n).
Indeed, since for every X, Y ∈ H(n) there is a greatest lower bound and a least upper bound with respect to the partial
order≼, we deduce from (c) to (d) of Theorem 1.1 that (X, Y ) is the unique coupled fixed point of F and X = Y = X . Thus,X ∈ H(n) is the unique solution to Eq. (2). Now, we need to prove thatX ∈ P(n). This is the goal of the next step.
Step 3. Proof of (i)–(iii)
Define the mapping G: [F(0, 2Q ), F(2Q , 0)]→ H(n) by
G(X) = Q +
m
i=1
A∗i XAi −
m
i=1
B∗i XBi,
for allX ∈ [F(0, 2Q ), F(2Q , 0)]. From (3), one can show thatG ([F(0, 2Q ), F(2Q , 0)]) ⊆ [F(0, 2Q ), F(2Q , 0)]. Now, applying
the Schauder fixed point theorem (see Lemma 2.3), we deduce the existence of a fixed point of G in [F(0, 2Q ), F(2Q , 0)]. But
a fixed point of G is a solution to (2), and from Step 2, we know that (2) has a unique solutionX ∈ H(n). Consequently,
0 ≺ F(0, 2Q ) ≼ X ≼ F(2Q , 0). This proves (i) and (ii). For the proof of (iii), we have only to apply (b) and (e) of
Theorem 1.1. 
Remark 3.1. (i) When Ai or Bi, i = 1, . . . ,m, are the null matrices, Eq. (2) becomes one of the equations studied in [19].
(ii) The condition F(2Q , 0) ≼ 2Q of Theorem 3.1 is a sufficient condition for validating Schauder’s theorem, but it can be
easily replaced by any condition like F(aQ , 0) ≼ aQ , where a ≥ 2.
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Fig. 1. Convergence history for (7).
4. Numerical experiments
Consider the matrix equation
X = Q + A∗1XA1 + A∗2XA2 − B∗1XB1 − B∗2XB2, (7)
where Q , A1, A2, B1 and B2 are given by
Q =
 1 0.2 0.2
0.2 1 0.2
0.2 0.2 1

, A1 =
 0.1 0.05 0.05
0.05 0.1 0.05
0.05 0.05 0.1

,
A2 =
 0.5 −0.02 −0.02
−0.02 0.5 −0.02
−0.02 −0.02 0.5

, B1 =
 0.01 0.001 0.01
0.001 0.01 0.001
0.01 0.001 0.01

,
B2 =
 0.1413 0.008294 0.1413
0.008294 0.1997 0.008294
0.1413 0.008294 0.1413

.
We are interested in approximating the unique positive definite solution to (7).
We use the algorithm (iii) of our Theorem 3.1 with X0 = 0 and Y0 = 2Q .
After 30 iterations, we get the unique solutionX given by
X = X30 = Y30 =  1.277 0.2324 0.1770.2324 1.285 0.2324
0.177 0.2324 1.277

.
The residual error is R30 =
X − Q + A∗1XA1 + A∗2XA2 − B∗1XB1 − B∗2XB2 = 3.06× 10−16.
The convergence history is given by Fig. 1, where c1 corresponds to ∥Xk − F(Xk, Xk)∥ and c2 corresponds to ∥Yk − F(Yk, Yk)∥.
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