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a b s t r a c t
An n-ary Huffman sequence of length q is the list, in non-decreasing order, of the lengths
of the code words in a prefix-free replacement code for a q-letter source alphabet over
an n-letter code alphabet, optimal with respect to some probability (relative frequency)
distribution over the source alphabet, meaning that the code minimizes the average
number of code letters per source letter. Here we extend a theorem in [E. Norwood, The
number of different possible compact codes, IEEE Trans. Inform. Theory (October) (1967)
613–616] about the case n = 2 to arbitrary n ≥ 2. The theorem permits the recursive
computation of the number, h(q, n), of different n-ary Huffman sequences of length q,
and the estimation of h(q, n), which turns out to grow geometrically with q, for each
n ≥ 2. Upper and lower estimates of h(q, n) are given for 2 ≤ n ≤ 6. For instance,
c1(1.75488)q ≤ h(q, 2) ≤ c2(1.83929)q for some constants c1, c2; this result significantly
tightens the estimates of h(q, 2) in [J. Burkert, Simple bounds on the numbers of binary
Huffman sequences, Bull. Inst. Combin. Appl. 58 (2010) 79–82].
© 2010 Elsevier B.V. All rights reserved.
1. The problem
Notation 1. Throughout, n, k, p, qwill be non-negative integers, and n ≥ 2.
Definition 1. A full n-ary tree is a tree on at least n + 1 nodes or vertices with one node (the root) of degree n and every
other node of degree either n+ 1 or 1. The nodes of degree 1 are called terminal nodes or leaves.
From the elementary facts that the number of edges in any tree is one less than the number of nodes, and that the sum of
the degrees is twice the number of edges, it is easy to see that if q is the number of leaves in a full n-ary tree, and k is the
number of nodes of degree n+ 1, then q = n+ k(n− 1).
Notation 2. Henceforward, n+ k(n− 1)will be denoted qn(k).
Full n-ary trees can be constructed top-down: the root, at level 0, is made the ‘‘parent’’ of n ‘‘children’’ (all ‘‘siblings’’) at level
1; then some or all of these may become parents themselves, of n children each, all at level 2; and so on. The level of a node
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in the resulting tree is the length of the unique path in the tree joining it to the root. Adopting the sort of ranking used for
golf scores, we shall say that the (terminal) nodes furthest from the root occupy the bottom level of the tree. It is important
to note that the number of bottom level leaves is divisible by n.
To construct full n-ary trees with a specified number q = qn(k) = n+ k(n− 1) of leaves it is easier to proceed ‘‘bottom
up’’: start with q nodes and no edges andmake n of these nodes siblings with a new parent not among the original q; if k > 0
then iterate the procedure on the q − (n − 1) = qn(k − 1) nodes remaining if the freshly united siblings are deleted (or
ignored).
Definition 2. If q = qn(k) = n+ k(n− 1), an n-ary Huffman sequence of length q is the list, in non-decreasing order, of the
lengths of the root-to-leaf paths in a full n-ary tree with q leaves.
These path lengths are also the lengths of code words in a prefix-free replacement code (or, encoding scheme) for a source
alphabet with q letters over a code alphabet with n letters, optimal with respect to some assignment of probabilities
(relative frequencies) to the source letters. ‘‘Optimal’’ here means that if source text exhibiting the given relative source
letter frequencies is encoded by replacing each source letter by its assigned code word, the average number of code letters
per source letter will be minimized, among all possible uniquely decodable replacement codes for that source alphabet and
code alphabet.
Huffman’s algorithm will produce, in response to a probability distribution over letters of a source alphabet, and the
input of a code alphabet, optimal replacement codes, by generating a full n-ary tree (if the source alphabet size is of the form
n+ k(n− 1)) by the bottom–up procedure, involving the given probabilities.
The lengths of the code words are the lengths of the root-to-leaf paths in the tree generated by the algorithm. Further,
every sequence of root-to-leaf paths in a full n-ary tree is the sequence of root-to-leaf paths in a full n-ary tree generated
by some instance of Huffman’s algorithm. Hence the terminology, n-ary Huffman sequence. For details on this background,
see [3, Chapters 4 and 5].
Let us generalize the notion of an n-ary Huffman sequence of length q = qn(k) to arbitrary q ≥ 2 by declaring such
a sequence to be the sequence of lengths, in non-decreasing order, of the code words in some optimal code for a source
alphabet of q letters over a code alphabet of n letters.
Notation 3. Let h(q, n) be the number of such sequences and Hn(k) = h(qn(k), n).
By remarks above, when q = n + k(n − 1) this alternative definition agrees with the first. What happens when
n > 1 and q is not of the form n + k(n − 1)? The theory underlying Huffman’s algorithm provides an easy answer.
When q = n + k(n − 1) − θ, 1 ≤ θ ≤ n − 2, θ new letters with probability (relative frequency) zero are added
to the source alphabet, and the terminal nodes corresponding to these letters are made siblings, with n − θ real source
letters of the smallest relative frequencies, in the bottom–up construction of a full n-ary tree. It follows that the n-ary
Huffman sequences of length q are in one-to-one correspondence with the n-ary Huffman sequences of length q + θ : if
a1 ≤ · · · ≤ aq is an n-ary Huffman sequence then adding a string of θ aq’s on the end yields an n-ary Huffman sequence,
and the mapping is onto (see [3]). Thus h(q, n) = h(q + θ, n). Therefore, to evaluate all the numbers h(q, n) it suffices to
evaluate Hn(k) = h(n+ k(n− 1), n) = h(qn(k), n).
Recursive methods of computing h(q, 2) are given in [2,5], with an extension to h(q, n) noted in the former. In [2,4]
algorithms are given for listing all n-ary Huffman sequences of prescribed lengths, with the emphasis on the case n = 2 in
the former. It seems that none of this activity resulted in concise estimates for h(q, n).
In [1] it is shown that c

1+√5
2
q ≤ h(q, 2) ≤ O(q−3/2)23q/2 for some constant c (actually c = (√5( 1+√52 )−1 − ϵ)).
Unfortunately, the methods of [1] are not applicable (at least not in any obvious way) to the cases n > 2.
Theorem 1, below, is a straightforward extension to all n ≥ 2 of the main theorem of [5]. We exploit Theorem 1 to build
tables from which Hn(k) can be computed, and to prove that Hn(k) satisfies linear difference inequalities, above and below.
From this we can obtain estimates of the form c1,nrkn ≤ Hn(k) ≤ c2,nRkn for each n. For instance, c1(1.75488)k ≤ H2(k) ≤
c2(1.83929)k, a much tighter estimate than that quoted above, for n = 2, from [1].
For particular values of n, possible values of c1,n and c2,n can be given explicitly. It appears that the behavior of rn and Rn
with n can be analyzed, and we have provided some rudiments of that analysis.
2. Results
Definition 3. Wewill say that two full n-ary trees areHuffman-equivalent if the lists, in non-decreasing order, of the lengths
of the root-to-leaf paths in the two trees are the same.
Clearly two Huffman-equivalent full n-ary trees have the same numbers of leaves at each level, and the same numbers of
leaves total.
Notation 4. Let Tn(p, q) be the set of Huffman-equivalence classes of full n-ary trees with q = n + k(n − 1) leaves, with p
leaves on the bottom level, and let tn(p, q) = |Tn(p, q)|.
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Table 1
Values of t2(p, q).
p \ q 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 1 1 1 2 3 5 9 16 28 50 89 159 285 510
4 1 1 2 3 5 9 16 28 50 89 159 285
6 1 1 2 4 7 12 22 39 70
8 1 1 2 4 7 12 22 39
10 1 2 3 22
12 1 2 3
14 1
Table 2
Values of t3(p, q).
p \ q 3 5 7 9 11 13 15 17 19 21 23 25 27 29
3 1 1 1 2 4 7 13 25 48 92 176 338 649 1246
6 1 1 2 4 7 13 25 48 92 176 338 649
9 1 1 2 4 7 13 25 48 92 176 338
12 1 2 3 6 12 23 44 84
15 1 2 3 6 12 23 44
18 1 2 3 6 12 23
21 1 1 2 5
Table 3
Values of t4(p, q).
p \ q 4 7 10 13 16 19 22 25 28 31 34 37 40
4 1 1 1 2 4 8 15 29 57 112 220 432 848
8 1 1 2 4 8 15 29 57 112 220 432
12 1 1 2 4 8 15 29 57 112 220
16 1 1 2 4 8 15 29 57 112
20 1 2 4 7 14 28
24 1 2 4 7 14
28 1 2 4 7
It will do no harm to refer to the elements of Tn(p, q) as trees. If Tn(p, q) ≠ ∅ then pmust be divisible by n, because bottom
level leaves come in groups of n siblings, in a full n-ary tree. Therefore,
h(q, n) =
−
p≥1
tn(p, q) =
−
r≥1
tn(rn, q) =
⌊q/n⌋−
r=1
tn(rn, q). (1)
The following theorem is the generalization to arbitrary n ≥ 2 of the main result of [5], which was about the case n = 2. All
proofs of results in this section are deferred to Section 3.
Theorem 1. For integers n ≥ 2, k ≥ 0, q = qn(k) = n+ k(n− 1), and s ≥ 1,−
p≥s
tn(p, q) = tn(ns, q+ (n− 1)s) = tn(ns, qn(k+ s)). (2)
Corollary 1. For integers n ≥ 2, k ≥ 0, and q = n+ k(n− 1),
Hn(k) = h(q, n) = tn(ns, q+ (n− 1)s)
= tn(ns, qn(k+ s)), s = 1, 2, . . . , n. (3)
The conclusion of Theorem 1 can be restated:
tn(ns, q) =
−
p≥s
tn(p, q− s(n− 1))
=
−
p≥s
tn(p, qn(k− s)), q = qn(k), k ≥ s. (4)
From this and the obvious ‘‘boundary conditions’’ that tn(n, n) = 1 and that tn(p, q) = 0 for p > q, it is straightforward
to construct tables for the values of tn(p, q) for various values of n. Below are the beginnings of the tables for n = 2, 3, 4
(Tables 1–3). Values of p are always multiples of n and values of q are always of the form qn(k) = n+ k(n− 1). To illustrate
the computation of the values in these tables, we will show the computation of t4(28, 40) = t4(7 · 4, 40). Here s = 7, and
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we have
t4(28, 40) =
−
p≥7
t4(p, 40− 7(4− 1)) =
−
p≥7
t4(p, 19)
= t4(8, 19)+ t4(12, 19)+ t4(16, 19)
= 4+ 2+ 1 = 7.
Recursive computation of the tn(ns, qn(k)) using Theorem 1 leads to recursive computation of Hn(k) = tn(n, qn(k+ 1)),
by Corollary 1. To obtain estimates of Hn(k)we have the following.
Theorem 2. If n ≥ 2 and k ≥ n+ 1 then Hn(k) ≤∑n+1i=1 Hn(k− i), and if k ≥ n+ 3 then Hn(k) ≥∑ni=1 Hn(k− i)+ Hn(k−
(n+ 2)).
Corollary 2. For all n ≥ 2 there exist c1,n, c2,n > 0, and 1 < rn ≤ Rn < 2 such that for all k > 0, c1,nrkn ≤ Hn(k) ≤ c2,nRkn.
Further, 2n+2n+2 < Rn < 2 and Rn is the unique positive real root of the polynomial Mn(x) = xn+1 −
∑n
i=0 xi; rn is the modulus of
some root of the polynomial mn(x) = xn+2 −∑n+1i=2 xi − 1 and is no greater than the unique positive real root of this polynomial.
Here, to 5 decimal places, are the first 5 values of Rn:
n Rn
2 1.83929
3 1.92757
4 1.96595
5 1.98359
6 1.99193
We are pretty sure that rn can be taken to be the unique positive root of mn(x), which is between 1 and 2, but we have
not proved this; hence the cautious wording of Corollary 2. Anyway, here are approximations of the first 5 of these unique
positive roots:
n rn, tentatively
2 1.75488
3 1.88851
4 1.94788
5 1.97504
6 1.98786
3. Proofs and intermediate results
Lemma. For each positive integer j, tn(nj, qn(k)) is a non-decreasing function of k.
Proof. It suffices to show that if Tn(nj, qn(k)) ≠ ∅, then there is a one-to-onemapping of Tn(nj, qn(k)) into Tn(nj, qn(k+1)).
If T is a tree (representative of an equivalence class) in Tn(nj, qn(k)), make a tree T ′ in Tn(nj, qn(k+1)) bymaking the root of
T the sibling of n− 1 new terminal nodes on level 1 of T ′. Then T ′ has qn(k+ 1) leaves, nj of which are on the bottom level.
It is straightforward to see that the mapping T → T ′ is well-defined as a map from Tn(nj, qn(k)) into Tn(nj, qn(k+ 1)) (i.e.,
the mapping preserves Huffman-equivalence) and is one-to-one. 
It may be worth nothing that the proof just given can be given in terms of n-ary Huffman sequences, without mentioning
full n-ary trees. If q = qn(k) = n+ k(n− 1) for some k ≥ 0, then a sequence a1 ≤ · · · ≤ aq of positive integers is an n-ary
Huffman sequence if and only if
∑q
i=1 n−ai = 1. (This sharpening of Kraft’s theorem can be extracted from earlier remarks
together with Maxim Burke’s proof of the validity of Huffman’s algorithm in [3], Section 4.3.1.) If a1 ≤ · · · ≤ aq is such a
sequence then 1, 1, . . . , 1, a1 + 1, . . . , aq + 1 (with n − 1 1’s preceding a1 + 1) is an n-ary Huffman sequence of length
q+ (n− 1) = qn(k+ 1), and if aq−nj < aq−nj+1 = · · · = aq then 1+ aq−nj < 1+ aq−nj+1 = · · · = 1+ aq.
Proof of Theorem 1. Letting n ≥ 2, q = qn(k), and s ≥ 1 be integers, we establish a one-to-one correspondence between
p≥s Tn(p, q) and Tn(ns, q+ s(n− 1)). If T is a full n-ary tree, representative of a Huffman equivalence class in Tn(p, q) for
some p ≥ s, form T ′ by singling out s of the p bottom level leaves of T and letting each of these become a parent of n siblings
at the bottom level of T ′. Then clearly T ′ is a full n-ary tree with ns leaves at the bottom level and q+ s(n− 1) = qn(k+ s)
leaves in all. It is straightforward to see that the mapping T → T ′ respects Huffman-equivalence. That it is one-to-one and
onto follows from the observation that there is an obvious inverse operation: given T ′, representative of an equivalence
class in Tn(ns, q + s(n − 1)), removing the ns leaves at the bottom level of T ′ produces a full n-ary tree with some number
p = nj ≥ s of bottom level leaves, and q leaves in all. 
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The proof preceding can, of course, be given in terms of n-ary Huffman sequences. The correspondence T → T ′ translates
as follows: given an n-ary Huffman sequence a1 ≤ · · · ≤ aq with aq−nj < aq−nj+1 = · · · = aq for some j ≥ 1 such that
p = nj ≥ s, form a new sequence by replacing each ai = a, q− s < i ≤ q, by n repetitions of a+ 1.
Proof of Corollary 1. For 1 ≤ s ≤ n, q = qn(k),
Hn(k) =
−
j≥1
tn(nj, qn(k)) =
−
p≥s
tn(p, qn(k))
= tn(ns, qn(k+ s)), by Theorem 1. 
Corollary 3. For each k ≥ 0, tn(nj, qn(k)) is a non-increasing function of j.
Proof. Applying Theorem 1 and the Lemma,
tn(n(j+ 1), qn(k)) =
−
p≥j+1
tn(p, qn(k− (j+ 1)))
≤
−
p≥j
tn(p, qn(k− (j+ 1)))
≤
−
p≥j
tn(p, qn(k− j))
= tn(nj, qn(k)). 
Corollary 4. For n ≥ 2, i ≥ 1, and k ≥ 0 we have
tn(in, qn(k)) ≥ tn((i+ 1)n, qn(k+ 1)).
Proof. Applying Theorem 1,
tn(in, qn(k)) =
−
p≥i
tn(p, qn(k− i))
≥
−
p≥i+1
tn(p, qn(k+ 1− (i+ 1)))
= tn((i+ 1)n, qn(k+ 1)). 
As can be seen from the proof of Corollary 4, the inequality of Corollary 4 is equality if i = rn+ j, r ≥ 0, 1 ≤ j ≤ n− 1.
Proof of Theorem 2. Applying Corollary 1,
Hn(k) =
−
j≥1
tn(nj, qn(k))
=
n−
j=1
tn(nj, qn(k))+
−
j≥n+1
tn(nj, qn(k))
=
n−
j=1
Hn(k− j)+
−
j≥n+1
tn(nj, qn(k)).
Therefore it suffices to show that−
j≥n+1
tn(nj, qn(k)) ≤ Hn(k− (n+ 1)), if k ≥ n+ 1 (5)
and
Hn(k− (n+ 2)) ≤
−
j≥n+1
tn(nj, qn(k)), if k ≥ n+ 3. (6)
For inequality (5) we start by applying Theorem 1 and Corollary 1 to see that, for j ≥ 1,
tn(n(n+ j), qn(k)) =
−
p≥n+j
tn(p, qn(k− (n+ j)))
≤
−
i≥2
tn(ni, qn(k− (n+ j))).
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Therefore,−
j≥n+1
tn(nj, qn(k)) =
−
j≥1
tn(n(n+ j), qn(k))
≤
−
j≥1
−
i≥2
tn(ni, qn(k− (n+ j)))

=
−
j≥1
−
i≥1
tn(ni, qn(k− (n+ j)))− tn(n, qn(k− (n+ j)))

=
−
j≥1
−
p≥1
tn(p, qn(k− (n+ j)))− tn(n, qn(k− (n+ j)))

=
k−n
j=1
−
p≥1
tn(p, qn(k− (n+ j)))− tn(n, qn(k− (n+ j)))

=
k−n
j=1
{tn(n, qn(k− (n+ j)+ 1))− tn(n, qn(k− (n+ j)))}
= tn(n, qn(k− n))− tn(n, qn(k− n− 1))+ tn(n, qn(k− n− 1))− tn(n, qn(k− n− 2))
...
+ tn(n, qn(1))− tn(n, qn(0))
= tn(n, qn(k− n))− 1
= Hn(k− (n+ 1))− 1 < Hn(k− (n+ 1)).
To prove (6), we again apply Theorem 1 and Corollary 1. We begin, crudely, with−
j≥n+1
tn(nj, qn(k)) ≥ tn(n(n+ 1), qn(k))+ tn(n(n+ 2), qn(k))
=
−
p≥n+1
tn(p, qn(k− n− 1))+
−
p≥n+2
tn(p, qn(k− n− 2))
=
−
i≥2
tn(ni, qn(k− n− 1))+
−
i≥2
tn(ni, qn(k− n− 2))
≥ tn(2n, qn(k− n− 1))+
−
i≥2
tn(ni, qn(k− n− 2))
= tn(n, qn(k− n− 2))+
−
i≥2
tn(ni, qn(k− n− 2))
=
−
i≥1
tn(ni, qn(k− n− 2))
=
−
p≥1
tn(p, qn(k− n− 2)) = tn(n, qn(k− n− 1))
= Hn(k− (n+ 2)). 
Proof of Corollary 2. By Theorem 2 and induction on k, bk ≤ Hn(k) ≤ ak where (ak), (bk) satisfy ak = ∑n+1i=1 ak−i for
k ≥ n + 1, bk =∑ni=1 bk−i + bk−n−2 for k ≥ n + 3, and ak = bk = Hn(k), k = 0, . . . , n, bk = Hn(k), k = n + 1, n + 2. By
the elementary theory of linear difference equations, each of ak, bk is a linear combination of functions of k of the form rk,
where r is a root ofMn(x),mn(x), respectively, or possibly kt rk when r is a root of multiplicity greater than t .
SinceMn(x) = xn+1 − xn+1−1x−1 = x
n+2−2xn+1+1
x−1 ,Mn(x) has the same roots, except for 1, as g(x) = xn+2 − 2xn+1 + 1. Upon
routine analysis of g , applying the results to Mn, we find that Mn has a unique positive root Rn ∈
 2n+2
n+2 , 2

. Further, Rn is a
simple root (because g ′(Rn) ≠ 0) andMn < 0 on [0, Rn), andMn > 0 on (Rn,∞).
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If n is odd, Mn has another real root between −1 and 0, and if n is even, Rn is the only real root of Mn. If z is a non-real
root ofMn then
0 = |Mn(z)| > |z|n+1 −
n−
i=0
|z|i = Mn(|z|).
So 0 ≤ |z| < Rn. Therefore, Hn(k) ≤ ak ≤ c2,nRkn for come constant c2,n.
Let rn be the largest modulus of a root ofmn(x) appearing in the solution (bk) of the difference equation referred to above.
Then 1 < rn because bk →∞ as k →∞ and rn ≤ Rn because c1,nrkn ≤ bk ≤ Hn(k) ≤ c2,nRkn for some constant c1,n.
From the observation that mn(x) = x2Mn−1(x) − 1 it can be seen that mn(x) has a unique positive real root αn, Rn−1 <
αn < 2;mn < 0 on [0, αn) andmn > 0 on (αn,∞), fromwhich it follows, as with Rn andMn just above, that αn is the unique
root ofmn of greatest modulus, so rn ≤ αn. 
It is αn that is tabulated, for n = 2, 3, 4, 5, 6, in the last table of the previous section. It is not much trouble to see that
mn(Rn) > 0, whence rn ≤ αn < Rn. That is, the inequality in Corollary 2 can be sharpened.
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