This paper deals with the problem of coordinating a dual arm robot equipped with several cameras. Our goal is to propose a vision-based control strategy allowing to realize a real cooperation of the two arms. The idea is to sequence different vision based tasks built from visual features describing the relative pose between the cap and the pen. Simulation results validate our approach.
INTRODUCTION
Dual arm manipulation has been studied since the eighties (Caccavale and Uchiyama, 2008) . At the beginning, the objective was to enhance the range of realizable industrial applications. It then became possible to carry heavy loads (Bonitz and Hsia, 1996) , manipulate flexible objects (Zheng and Chen, 1993) , or assemble pieces (Yamada et al., 1995) . Nevertheless, the recent development of service robots has led to the design of new mobile robotic systems able to help people in their daily life (co-worker, etc.) (Smith et al., 2012) . To complete such missions, these robots must be able to perform complex manipulation tasks, which requires to coordinate both arms motion. According to (Zollner et al., 2004) , coordination tasks can be divided into two classes : symmetric coordination when both arms manipulate the same object and asymmetric coordination where they carry different objects.
The coordination problem can be tackled at different levels and through many approaches (Smith et al., 2012) . In particular, it has been shown that a pure position feedback is unable to deal with this kind of problem because of its sensitivity to modeling errors (Caccavale et al., 2001) . Consequently, other approaches using exteroceptive data have been developed. Common solutions rely on hybrid position/force based control laws (Kraus and McCarragher, 1997; Watanabe et al., 2005) or active compliance control laws (Bonitz and Hsia, 1996; Albrichsfeld and Tolle, 2002) . However, other kinds of exteroceptive data such as vision can be exploited, the robot being then controlled using visual servoing. This kind of control offers two main advantages which appear to be quite interesting in the context of dual arm manipulation. First, it can be realized using several (embedded and/or external) cameras (Kermorgant and Chaumette, 2011) , which allows to benefit from complementary information on the task execution. Second, visual servoing, especially image based control, is known to offer nice robustness properties, which allows to accurately perform the task (Chaumette and Hutchinson, 2006) . However, to the best of our knowledge, there are only few works which have really dealt with dual arm visual servoing (Smith et al., 2012) . We present hereafter a brief overview. In (Miyabe et al., 2003) 2D visual servoing is used to simultaneously and independently control two arms to capture an object. In (Hynes et al., 2006 ) the two arms are alternatively controlled using visual servoing to tie surgical knots. Finally, Vahrenkamp et al. propose a 3D visual servoing to control the arms of a humanoid robot in order to grasp the handles of a wok or pour liquid from a bottle into a cup (Vahrenkamp et al., 2009) . Thus, in these works, the coordination problem is not completely solved, the two arms being often separately or alternatively controlled.
In this paper, we address the coordination problem from a control point of view. We aim at designing a vision-based control strategy allowing to truly coordinate the motions of a dual arm robotic system equipped with several cameras. In other words, the control will be defined so that both arms simultaneously move to perform the desired task. Here, we have chosen to realize an asymmetric coordination task consisting in recapping a pen. Our idea is to build an image based visual servoing (IBVS) control to benefit from its good robustness properties with respect to modeling errors (Chaumette and Hutchinson, 2006) . This control law will be fed using the data provided by two different cameras (a fixed one and a mobile one) mounted on the robot. We will then develop a multi-camera visual servoing. To do so, as in (Uchiyama and Dauchez, 1988; Dauchez et al., 2005) , we have considered the two arms as a single robotic system to be controlled. Furthermore, (Dauchez et al., 2005) and (Adorno et al., 2010) have shown that the realization of a coordination task requires to define it in terms of the relative pose between the two endeffectors. Here, we have followed a similar reasoning, except that our task will be directly expressed in the image plane instead of the 3D space, which will lead to the design of a more robust control law. This latter will be obtained by regulating to zero a relative error between the visual features describing the cap and the pen provided by the cameras. This paper is organized as follows: the two next sections describe our contribution, namely the problem modeling and the proposed control strategy. Simulation results validating our approach are then presented while the last section is devoted to a conclusion and some prospects.
MODELING THE PROBLEM

Robot Model
Our robotic platform is the PR2 developed by Willow Garage. It consists of an omnidirectional mobile base equipped with two 7-DOF robotic arms. We consider that the mobile base and the head are fixed in this work. The robot has several cameras, and as explained before we will use the information provided by two of them to perform the task. The first one, whose center is denoted by C f is fixed on the head and has a large field of view. The second one, whose center is denoted by C m , is located on the right forearm. It gives us additional information on the scene which will be useful when assembling the two objects.
We introduce the different frames which will be necessary to model our problem (see figure 1) . F w (O w , x w , y w , z w ) is fixed and represents the world frame. F l (O l , x l , y l , z l ) and F r (O r , x r , y r , z r ) are respectively the frames linked to the left and right end effectors. F f (C f , x f , y f , z f ) and F m (C m , x m , y m , z m ) are respectively the frames attached to fixed and mobile cameras. We denote by q r and q l (respectivelyq r andq l ) the joint coordinates (respectively the joint velocities ) of the right and left arms. Using these notations, the kinematic screws of the end effectors T r and T l , and of the mobile camera T m with respect to F w are given by the direct differential kinematic model as follows:
( 1) where J r , J l and J 5r are 6 × 7 matrices which have been already determined. These kinematic screws are respectively expressed in frames F r , F l and F m .
Modeling the Task
As previously mentioned, the task which is considered here consists in recapping a pen. To do so, we first introduce the two following hypotheses:
• Hyp 1: The cap and the pen are respectively gripped by the right and left arms.
• Hyp 2: The two objects are modeled by two cylinders as shown in figure 2. Furthermore, in the sequel, to avoid some singularities, we assume that these objects are always seen as shown in this figure. To recap the pen, the robot has to align both cylinders before connecting them. But this movement cannot be done directly. We then divide the task into the three following subtasks as illustrated in figure 3 1 :
• Make both cylinders axes coplanar while ensuring a sufficient distance between the two objects.
• Make both cylinders axes collinear while ensuring a sufficient distance between the two objects.
• Maintain the alignment and bring the cap near the pen. 
Visual Features
In this part, our goal is to choose visual features allowing to represent the cap and the pen. Espiau et al. (Espiau et al., 1992) have used two lines to define the contour of the cylinder projection. Here we have chosen to consider the projection of the cylinder axis on the image plane. This straight line is obtained from the axis of the grey area (cf. figure 4) corresponding to the cylinder 2 in the image. We have then represented the line by using polar parameters (ρ, θ) as in (Espiau et al., 1992) . In this representation, ρ is the distance between the line and the center of the image, and θ is its relative orientation with respect to the vertical axis (cf. figure 4) . To compute these features we have used the formulas given in (Berry et al., 2000) . We get:
where (x m , y m ) is the center of mass of the area represented in grey in the figure 4. However, with such a representation, two lines which are symmetrical with respect to the origin are characterized using the same parameters. To overcome this ambiguity, we have allowed ρ to be positive or negative as in (Espiau et al., 1992) . We have chosen to compute ρ by using this following expression:
I xy , I x and I y are the second order moments of this area, and their well-known expressions are given by (Chaumette, 2002a) :
Parameters θ and ρ allow us to partially control the orientation and the position of the objects. However, it is also necessary to monitor the translation of a cylinder along its axis. To this aim, we introduce a third parameter k which expresses the position of one end point E (x e , y e ) of the cylinder on the straight line (cf. figure 4). We get:
Thus, the image of each cylinder is described by three parameters. As we consider two cylindrical objects and two cameras, we define the four following visual features vectors:
Remark: A singularity occurs in the representation of the visual features if the area is a disc because I x = I y and I xy = 0. However this case cannot happen here thanks to hypothesis 2.
CONTROL STRATEGY
To perform our task, we have chosen to use visual servoing which allows to control a robot using the visual informations provided by one or several cameras (Chaumette and Hutchinson, 2006) . Visual servoing can be roughly speaking divided into three classes: 3D, 2D, 2D-1/2 (Chaumette and Hutchinson, 2006 ). Here we have used the second approach also known as image based visual servoing (IBVS), because of its well-known properties of robustness with respect to errors (Chaumette and Hutchinson, 2006) .
To design our control law we have used the task function approach (Samson et al., 1991) where the task is described by a n-dimensional C 2 function e(q,t), to be regulated to zero.
As classically done in the visual servoing area (see for example (Espiau et al., 1992; Chaumette and Hutchinson, 2006) ), we impose an exponential decay to make e(q,t) vanish. This controller is given by (Espiau et al., 1992) 
where λ is a positive gain or a positive-definite matrix, J the jacobian of the task function and J + its MoorePenrose inverse. Our goal is to use this formalism to design our control law. To this aim, we first consider the two arms as a single robotic system as in (Uchiyama and Dauchez, 1988; Dauchez et al., 2005 ). The control vector will then be composed of the joint velocities of both arms:q = q T rq T l T . Moreover, it is necessary to define the task functions corresponding to the above mentioned three tasks. In 2D visual servoing e(q,t) is generally given by an error between the current vector of visual features S and the desired ones S * , S * being often constant. However, if we follow this reasoning to define our task functions, we will monitor the absolute pose of the two objects with respect to the world frame, and the arms will be separately controlled. Therefore, to really coordinate the two arms, it is truly better to focus on the relative pose between the end effectors, as proposed in (Adorno et al., 2010; Dauchez et al., 2005) . Following the same idea, we express the task functions as a relative error between the visual features representing to the cap and the pen.
The Task Functions
In this part, the aim is to model the previously mentionned subtasks by three task functions e 1 , e 2 , e 3 . We consider the first one. To perform this substask, it is necessary to constrain the two cylinder axes to belong to the same plane. To do so, it suffices to align their projection in one image. We have chosen to use the one provided by the mobile camera. The first subtask is then expressed as follows:
where d is a constant value allowing to maintain a given distance between the cap and the pen. Now, we consider the second subtask. Its goal is to align the axes of the two cylinders. At least two points of view are necessary to guarantee that two straight lines are aligned. Therefore we have to consider the visual features provided by both cameras, which leads to implement a multi-cameras visual servoing control law. Our second subtask is defined as shown below:
Finally, our last subtask has to keep the axes aligned while bringing the cap to the pen. We propose the following expression:
Taking into account the expressions of e 1 , e 2 , and e 3 , it is possible to show that these subtasks can be re-written as follows:
where H i is an activation matrix which allows to select only the necessary visual features. H i and A i are defined for each subtask e i as shown below:
and A 3 = 0 3×1 Once the task functions are defined, we now focus on the control law allowing to regulate them to zero.
Control Design
To design the control law, our idea is to use equation (4). To this aim, we have to determine the jacobian of each task function. Using the general formulation (8), the time derivative of our subtasks e i is given by:
Following (Chaumette, 2002b) , the time derivativeṠ of a given visual features vector denoted by S expresses as follows:
where L is the interaction matrix, T c and T o are respectively the kinematic screws of the camera and of the mobile target with respect to the world frame F w . They are expressed in the camera frame. Let us recall that we consider two cameras: a mobile one and a static one. We have to express T c and T o in both cases.
Fixed Camera
In this case, the camera kinematic screw T c is zero.
Thus it remains to compute T o . Here T o represents the kinematic screw of the moving object (cap or pen). This screw must be expressed at a particular point of the object which coincides at every moment with the fixed camera center C f . To determine it, let us recall the following well-known relation (Pérez, 1989) :
where T a and T b are the kinematic screws of two points A and B belonging to the same mobile solid. They are expressed with respect to a fixed frame. AB × is the skew-symmetric matrix such as ∀ V ∈
Recalling that the cap is moved by the left end effector and the pen by the right one, and that T o must be expressed in the camera frame F f , the following expressions yield:
• For the cap
• For the pen
where f R r and f R l are respectively the rotation matrices between F r and F f , and F l and F f . Now combining these expressions and the equations (1) and (10), the time derivatives of S f c and S f p are:Ṡ
where L f c and L f p are the interaction matrices corresponding to S f c and S f p . Their expressions are detailed in appendix A.
Moving Camera
In this case, the camera and the two objects are both moving. We have then to determine the kinematic screws T c and T o . The first one is already known and is given by T m (see equation (1)).
It then remains to compute T o . We follow the same reasoning as previously, keeping in mind that the kinematic screw must be expressed at the point which coincides with the center C m of the mobile camera. We finally obtain the following result:
where m R r and m R l are respectively the rotation matrices between F r and F m and F l and F m .
Using (10) and (1), we obtain the time derivative of S mc and S mp :
where L mc and L mp are the interaction matrices corresponding to S mc and S mp . Their expressions are detailed in appendix A.
The Jacobian Matrix of Each Subtask
Finally we can deduce that the jacobian of each subtask e i is given by:
The control law corresponding to each subtask e i is then expressed as follows:
with i = {1, 2, 3}.
Transition Between Tasks
We have defined three task functions. To recap the pen, it is necessary to sequence them. In other words, we need to sequence the control laws allowing to regulate them to zero, while preserving the smoothness of the velocities applied to the robot.
This objective cannot be performed by considering the classical exponential decrease which is generally set to make the task function vanish. A first solution to this problem has been proposed in (Soueres et al., 2003) . The idea is to impose a second order linear dynamic to make the task function vanish.
e + αė + βe = 0 Thanks to this choice, it is possible to define the initial conditions on e andė so that the control law smoothness is guaranteed. A year later, (Mansard and Chaumette, 2004) have proposed a particular choice for alpha and beta, leading to the following linear differential equation:
e + (λ + µ)ė + λµe = 0 The main advantage of this solution is that it allows to separately choose λ and µ. If µ > λ > 0, the system is stable and the transient time is set only by µ. So, to switch from a task e i−1 to another task e i at t i , the real controlq sent to the robot is given by the following expression: q(t) =q i (t) − exp(−µ(t − t i ))(q i (t i ) −q(t i )) (17) whereq i is the value computed by the formula (16) and t i the switching time.
We switch from the current control law to the next one when the norm of the current task function drops below a given threshold.
SIMULATION RESULTS
We now present simulation results to validate our approach. A gaussian noise has been introduced on the visual features (mean = 0, standard deviation = 2 pixels) 3 , on the joint coordinates q (mean = 0, covariance = 7.6 × 10 −7 rad 2 ) and on the velocities sent to the robot (mean = 0 rad/s, covariance = 7.6 × 10 −7 rad 2 /s 2 ). The control law is updated at 15 Hertz rate. Both arms trajectory has been recorded and played 4 using ROS 5 on the Gazebo simulator 6 . 3 The sensor has the size of 4.51mm × 2.88mm with a focal length of 2.5mm and provides an image of 752 × 480 pixels. 4 A video is available on http://homepages.laas.fr/rfleurmo/.
5 http://www.ros.org/ 6 http://gazebosim.org/ The evolution of the components T i of the three task functions e 1 , e 2 and e 3 is presented on figure 5. As we can see, all of them converge towards zero, which shows that the corresponding tasks are successfully achieved. The first subtask e 1 is active between 0 and 2.4 s: in this interval T 1 , T 2 and T 3 are respectively defined by ρ mc − ρ mp , θ mc − θ mp , and k mc − k mp − d.
At instant 2.4s, the norm of e 1 drops under a threshold equal to 10 −2 , we start realizing the second subtask. At this time, T 4 and T 5 are given by ρ f c − ρ f p and θ f c − θ f p . At t = 4.35s, the value of e 2 becomes smaller than the chosen threshold and the last subtask is launched. T 3 , T 4 and T 5 are then respectively defined by ρ f c − ρ f p , θ f c − θ f p and k mc − k mp . The two switching instants are shown by two black lines on figure 5. Figures 6 and 7 show the evolution of the velocities sent to the two arms. As we can see, the control inputs applied to each of them appear to be similar, which shows that both arms move to achieve the task and that the coordination between them is properly performed. These figures also demonstrate the efficiency of our smoothness strategy, as no sudden jumps is registered. 
CONCLUSION
In this paper, we have tackled the problem of coordinating two manipulator arms from a control point of view. We have proposed a vision-based control strategy allowing to truly coordinate the motions of a dual-arm robotic system. The task to be performed has been described by a sequence of three subtasks. Each of them is defined by visual features characterizing the relative pose between the end effectors so that a true collaboration between both arms has been achieved. A multi-cameras image based visual servoing has then been designed. Finally, the proposed control strategy has been validated and the obtained simulation results have demonstrated its interest and its efficiency. Now, to go further and improve our approach, it is necessary to take into account the unexpected events which may occur during the task and hamper its execution (e.g., joint limits, singularities, collisions, occlusions, etc.). Therefore, our next step will be to address this problem by taking advantage of the system redundancy. In addition to these theoretical improvements, we also plan to experimentally validate our approach on the LAAS PR2 robot and to perform more complex coordination tasks.
APPENDIX A
We briefly present the computation of the interaction matrix corresponding to the above mentioned visual features. Using the well-known pinhole camera model, it is possible to express the projection of a point M on the image plane as follows:
where f is the focal length, (x, y) the coordinates of the projected point in the image and (X,Y, Z) the coordinates of M with respect to the camera frame. The expression of the interaction matrix of a point is given by:
The interaction matrix L ρθ of a straight line described by the parameter vector [ρ, θ] T has also already been computed in (Chaumette, 2002b) : 
where L a and L b are the interaction matrices corresponding to two distinct points A(x a , y a ), B(x b , y b ) which belong to the line. Finally, the interaction matrix L k relative to k can be expressed using the previous formulas:
where L e is the interaction matrix corresponding to the point E.
The interaction matrix of the visual features vector, describing the cylinder is finally given by:
