Introduction
C-sets are sets equipped with a C-relation. They can be understood as a slight weakening of ultrametric structures. They generalize in particular linear orders and allow a rich combinatoric. They are therefore not classifiable, except to restrict their class. It is what we do here: we consider ℵ 0 -categorical and C-minimal Csets. C-minimality is the minimality notion fitting in this context: any definable subset in one variable is quantifier free definable using the C-relation alone. In the case of ultrametric structures this corresponds to finite Boolean combinations of closed or open balls. We classify here all ℵ 0 -categorical and C-minimal C-sets up to elementary equivalence (in other words we classify all finite or countable such structures).
To state our result let us introduce some material. A C-set M has a canonical tree, T (M ), in which M appears as the set of leaves, with the C-relation defined as follows : for α ∈ M , call br(α) := {x ∈ T (M ); x ≤ α} the branch α defines in T (M ) ; then for α, β and γ in M , M |= C(α, β, γ) iff in T (M ), br(β) ∩ br(γ) strictly contains br(α) ∩ br(β) (which then must be equal to br(α) ∩ br(γ)). Let us give a very simple example: call trivial a C-relation satisfying C(α, β, γ) iff α = β = γ and suppose M is not a singleton; then C is trivial on M iff T (M ) consists of a root, say r, and the elements of M as leaves, all having r as a predecessor. The C-set (M, C) and the tree (T (M ), <) are uniformly biinterpretable. As usual the Ryll-Nardzewski Theorem makes the classification of indiscernible ℵ 0 -categorical C-minimal sets as a first step in our work. Recall that a structure is said to be indiscernible iff all its elements have the same complete type. If M is indiscernible leaves are indiscernible in T (M ) but nodes never are (except for the trivial C-relation): given a node n, T (M ) may have leaves at infinite or different finite distances from n. We prove that a pure C-set M is indiscernible, ℵ 0 -categorical and C-minimal iff its canonical tree T (M ) is colored, where colored is defined by induction as follows. Consider on leaves above a node n the relation "br(α) ∩ br(β) contains only nodes strictly bigger than n". Call cone above n an equivalence class. Now a 1-colored good tree either is a singleton, or consists of a unique node with m leaves, where m is an integer m ≥ 2 or ∞, or there exists µ, an integer ≥ 2 or ∞, such that for any leaf α of T (M ), ]−∞; α[, the branch of α in T (M ) deprived of its leaf α, is densely ordered and at each node of T (M ) there are exactly µ infinite cones, or there exist m and µ, each an integer or ∞, such that for any leaf α of T (M ), α has a predecessor in T (M ), say the node α − , ] − ∞; α − ] is densely ordered and at each node of T (M ) there are exactly m leaves and µ infinite cones. An (n + 1)-colored good tree is an n-colored good tree in which each leaf is substituted with a copy of a 1-colored good tree, the same at each leaf, with some constraints on the parameters m and µ occurring on both sides of the construction.
The reduction of the general classification to that of indiscernible structures uses a very precise description of definable subsets in one variable. ℵ 0 -categoricity is combined with the classical description coming from C-minimality to produce a "canonical partition" of the structure in finitely many definable subsets, each of them maximal indiscernible. The characterization of ℵ 0 -categorical and Cminimal C-sets is done via finite trees with labeled vertices and arrows, where the labels may be integers or/and complete theories of indiscernible, ℵ 0 -categorical C-minimal C-structures; these C-structures are in fact pure C-sets or very slight enrichments. The reconstruction of the structure from such a finite labeled tree uses again an induction on the depth of the tree.
Chapter 2 lists some preliminaries. In Chapter 3 we draw a certain amount of consequences of indiscernibility, ℵ 0 -categoricity and C-minimality of a C-structure, which leads to the notion of precolored good tree. Chapters 4 to 6 are dedicated to colored good trees. Chapter 4 presents 1-colored good trees, which in fact are the same thing as precolored good trees of depth 1. In Chapter 5 we define the extension of a colored good tree by a 1-colored good tree, construction which is the core of the inductive definition of (n + 1)-colored good trees from n-colored good trees. General colored good trees are defined and completely axiomatized in Chapter 6. In Chapter 7 we show that the classes of precolored good trees, of colored good trees as well as of canonical trees of indiscernible, ℵ 0 -categorical and C-minimal C-structures do in fact coincide. Chapter 8 gives a complete classification of ℵ 0 -categorical and C-minimal C-sets.
Our present definition comes from [D] . As already mentioned in the introduction, a C-set M has a canonical tree, which is in fact bi-interpretable with M , as we explain now.
Definition 2.2 We call tree an order in which for any element x the set {y; y ≤ x} is linearly ordered. Call a tree good if : -it is a meet semi-lattice (i.e. any two elements x and y have an infimum, or meet, x ∧ y, which means: x ∧ y ≤ x, y and (z ≤ x, y) → z ≤ x ∧ y), -it has maximal elements, or leaves, everywhere (i.e. ∀x, ∃y (y ≥ x ∧ ¬∃z > y)) -and any of its elements is a leaf or a node (i.e. of form x ∧ y for some distinct x and y).
Let T be a good tree. It is convenient to consider T in the language {<, ∧, L} where ∧ is the function T × T → T defined above and L a unary predicate for the set of leaves (cf. Definition 2.2).
Proposition 2.3 C-sets and good trees are bi-interpretable classes.
Let us explain these two interpretations in a few words. More details can be found in [D] . Call branch of a tree any maximal subchain. The set of branches of T carries a canonical C-relation: C(α, β, γ) iff α ∩ β = α ∩ γ β ∩ γ. Now, leaves of T may be identified to branches via the map α → br(α) := {β ∈ T ; β ≤ α}. Thus, if Br l (T ) denotes the set of branches with a leaf of T , the two-sorted structure (T, <, Br l (T ), ∈) is definable in (T, <), and the canonical C-relation on Br l (T ) also. We denote this C-set M (T ). This gives the definition of a C-set in a good tree. The canonical tree of a C-set provides the reverse construction. It is (almost) the representation theorem of Adeleke and Neumann ( [AN] , 12.4) , slightly modified according to [D] . Given a C-set (M, C), define on M 2 binary relations (α, β) (γ, δ) :⇔ ¬C(γ, α, β)&¬C(δ, α, β) (α, β)R(γ, δ) :⇔ ¬C(α, γ, δ)&¬C(β, γ, δ)&¬C(γ, α, β)&¬C(δ, α, β).
Then the relation is a pre-order, R is the corresponding equivalence relation and the quotient T := M 2 /R is a good tree. 1 Proposition Proposition 2.4 summarizes these facts in a more precise way than Proposition (2.3) did.
Proposition 2.4 Given a C-set M , there is a unique good tree such that M is isomorphic to its set of branches with leaf, equipped with the canonical C-relation. This tree is called the canonical tree of M and is denoted T (M ). Let L be the set of leaves of T (M ). Then M, C and T (M ), <, ∧, L are firstorder bi-interpretable, quantifier free and without parameters, and M and L(T (M )) are definably isomorphic. Therefore an embedding M ⊆ N induces an embedding T (M ) ⊆ T (N ). Moreover, given a good tree T , T (M (T )) and T are definably isomorphic.
C-structures and C-minimality
Definition 2.5 A C-structure is a C-set possibly equipped with additional structure. A C-structure M is called C-minimal iff for any structure N ≡ M any definable subset of N is definable by a quantifier free formula in the pure language {C}.
C-minimality has been introduced by Deirdre Haskell, Dugald Macpherson and Charlie Steinhorn as is the minimality notion suitable to C-relations ([H-M], [M-S]). We define now some particular definable subsets of M which, due to C-minimality, generate by Boolean combination all definable subsets of M. If we want to distinguish between nodes and leaves of the tree T (M ), we will use Latin letters x, y, etc... to denote nodes and Greek letters α, β, etc. . . for leaves (cf. Definition 2.2). According to the representation theorem, elements of M are also represented by Greek letters.
Definition 2.6
• For α and β two distinct elements of M , the subset of M : C(α ∧ β, β) := {γ ∈ M ; C(α, γ, β)} is called the cone of β at α ∧ β. We also use the notation, for elements y > x from T (M ), C(x, y) := C(x, α) for any (or some) α ∈ M such that br(α) contains y, and we say that C(x, y) is the cone of y at x.
• For α and β in M , the subset of M :
Note that, if α = β, the thick cone at α ∧ β is the disjoint union of all cones at α ∧ β 2 .
• For x < y ∈ T (M ) the pruned cone at x of y is the cone at x of y minus the thick cone at y, in other words the set C(]x, y[) = {γ ∈ M ; x < γ ∧ y < y}.
The interval ]x, y[ is called the axis of the pruned cone.
Note that the word "cone" follows the terminology of Haskell, Macpherson and Steinhorn while our "thick cone" replace their "0-levelled set" (with the motivation that we do not use here n-levelled sets for n = 0). We also replace "interval" by "pruned cone" with the intention that an "interval" always lives in a linear order.
It is easy to see that the subsets of M definable by an atomic formula of the language {C} are M , ∅, singletons, cones and complements of thick cones. We can therefore rephrase the above definition of C-minimality as follows: A C-structure M is C-minimal iff for any structure N ≡ M any definable subset of N is a Boolean combination of cones and thick cones.
Given a general structure M and a subset A of M the question of the structure induced by M on A is a delicate issue. Our particular situation prevents us of any difficulty in the two following cases.
Proposition 2.7 Let M be a C-minimal pure C-set and A a cone, thick cone or pruned cone with a dense axis in M . Then, considered as a pure C-set, A is still C-minimal.
Proof: The trace of a cone on a cone, say A, is a (relative) cone: this means that this trace can be described as {x ∈ A; C(α, β, x)} for two parameters α and β from A. More generally the trace of a possibly thick cone on a possibly thick cone is a possibly thick cone. Thus the above statement is trivial for cones. For a pruned cone, C-minimality is ensured by the axis density, see [D] , p. 70, Example and Lemma 3.12 (the C-minimality considered there is in some sense "external" and stronger than the absolute one considered in the above statement).
Definition 2.8 Let M be a structure and A a ∅-definable subset of M .By definition the language of the structure induced by M on A consists of all subsets of some A r which are definable in M without parameters. We say that A is stably embedded in M if for all integer r every subset of A r which is definable in M with parameters, is definable with parameters from A. In this case the subsets of some A r definable in M or in the structure induced by M on A are the same.
Proposition 2.9 Let M be a C-minimal C-structure. Then any branch with leaf of the canonical tree is stably embedded and o-minimal.
Proof: Haskell and Macpherson [H-M] have shown that each branch br(α) of Br l (T ) is o-minimal in T , in the sense that, any subset of br(α) definable in T is a finite union of intervals with bounds in br(α) ∪ {+∞}. This means exactly that br(α) is 1-stably embedded in (M, α) in the sense of [P] . Now we can apply Pillay's criterion (Theorem 1.4 in [P] ) as any C-minimal structure is NIP and any o-minimal one rosy.
Some definability properties in the canonical tree
We have defined (possibility thick or pruned) cones as subsets of M . But they have their counterparts in the canonical tree. So cones are subsets of M as well as of T (M ), we hope the context and the distinct notation C or Γ will make the choice clear. As previously, Latin letters x, y, etc... denote nodes of T (M ) which are not leaves and Greek letters α, β, etc... leaves.
Definition 2.10
• For α and β two distinct elements of M , the subset of
As for cones in M , we also use the notation, for elements y > x from T , Γ(x, y) := Γ(x, α) for any (or some) α ∈ M such that br(α) contains y and we say that Γ(x, y) is the cone of y at x.
Definition 2.11
We say that a leaf α of T is isolated if there exists a node x in T such that x < α and there is no node between x and α, in other words, α get a predecessor in T . If α is an isolated leaf, then its unique predecessor is denoted by p(α).
Definition 2.12 Let x be a node of T . We say that a cone Γ at x is an inner cone if:
1.
x has no successor on any branch br(α) s.t. α ∈ Γ. Note that, x has a successor (say x + ) on br(α) for some α ∈ Γ, iff Γ is a thick cone (the thick cone at x + ).
2. There exists t ∈ Γ such that, for any t ′ ∈ T with x < t ′ < t, t ′ is of same tree-type as x.
Otherwise, we say that Γ is a border cone.
Note that the cone Γ(p(α), α) at the predecessor p(α) of an isolated leaf α is a border cone which consists only of that leaf.
Definition 2.13
The color of a node x of a tree T is the couple (m, µ) ∈ N ∪ {∞] where m is the number of border cones at x and µ the number of inner cones at x.
Lemma 2.14 Suppose the C-set M is ℵ 0 -categorical. Then the color of a node of T (M ) is definable in the pure order of T (M ), which means that there are unary formulas ϕ r and ψ r , r ∈ ω ∪ {∞}, of the language {<} such that, for any node x of T (M ) and r, T (M ) |= ϕ r (x) iff there are exactly r border cones at x, T (M ) |= ψ r (x) iff there are exactly r inner cones at x.
Proof: By the Ryll-Nardzewski Theorem, Condition 2 of Definition 2.12 is firstorder.
3 Canonical trees of indiscernible ℵ 0 -categorical C-minimal C-sets
We say that a structure is indiscernible if there is only one complete 1-type over ∅.
Finite or countable indiscernible and ℵ
For each leaf α the set br(α) is a chain of T with maximal element α.
Definition 3.1 A basic interval of a linear ordered set O will mean a singleton or a dense convex subset with bounds in O ∪ {−∞}.
So a basic interval may be a singleton or otherwise open, semi-closed or closed and denoted (a, b), where a < b and "(" and ")" are "[" or "]". A singleton {x} is considered as the closed interval [x, x].
Definition 3.2 A basic one-typed interval of T is a basic interval (of some branch of T ) such that all of its element have same tree-type (over ∅).
Theorem 3.3 Let M be a (finite or countable) indiscernible and ℵ 0 -categorical C-structure. Let T be its canonical good tree. Assume that for each leaf α of T , any subset of the chain br(α) definable in T is a finite union of intervals with bounds in br(α) ∪ {−∞}. Then there exists an integer n ≥ 1 such that for any leaf α of T , the branch br(α) can be written as a disjoint union of n basic one-typed intervals br(α) = ∪ n j=1 I j (α) ∪ {α}, with I j (α) < I j+1 (α). This decomposition is unique if we assume that the I j (α) are maximal one-typed, that is,
is not a one-typed basic interval. Possible forms of each I j (α) are {x}, ]x, y[ and ]x, y]. The decomposition is independent of the leaf α, that is, the form (a singleton or not, open or closed on the right) of I j (α) for a fixed j as well as the tree-type of its element do not depend on the leaf α.
Remark 3.4 1. Remember that Haskell and Macpherson have shown that, if M is C-minimal, then for each leaf α, any subset of br(α) definable in T is a finite union of intervals with bounds in br(α) ∪ {−∞}. Thus the conclusion of the above theorem remains the same if we add the hypothesis that M is C-minimal and remove the condition on Br l (T ). Proof of Theorem 3.3. In the following, a "branch of T " will always mean a branch with a leaf, i.e. an element of Br l (T ). By Ryll-Nardzewski Theorem the ℵ 0 -categoricity of M implies that for any integer p there is a finite number of p-types over ∅. NowT (M ) is interpretable without parameters in M where it appears as a definable quotient of M 2 . Since there is a finite number of 2p-types over ∅ in M , there is a finite number of p-types in T (M ). Hence, T (M ) is finite or ℵ 0 -categorical. Thus we can partition the tree T (M ) into finitely many sets S such that two nodes in T have the same complete type over ∅ iff they are in the same set S. The trace on any branch br(α) of such a set S is definable and thus, by o-minimality, a finite union of intervals. In fact it consists of a unique interval: if a node x belongs to the left first interval of S ∩ br(α), then by definition of the sets S any other element of S ∩ br(α) will too. For the same reason, if S ∩ br(α) has a first element, then this interval is in fact a singleton. (We are here making use of the tree structure: the set {y ∈ T ; y < x} is linearly ordered.) Hence, for a given leaf α, br(α) is the order sum of finitely many maximal onetyped intervals. Using indiscernibility, the number of such basic intervals, the form (singleton, open or closed on the right) of each of them, and the tree-type of its elements, depend only on its index and not on the branch.
Lemma 3.5 Let α, β be two distinct leaves of T . Let j ⋆ be the unique index such that α ∧ β ∈ I j ⋆ (α). Then, ∀j < j ⋆ , I j (α) = I j (β). Moreover, I j ⋆ (α) ∩ I j ⋆ (β) is an initial segment of both I j ⋆ (α) and I j ⋆ (β).
Proof: By definition, br(α)∩br(β)
Therefore, by definition and uniqueness of the partition of each branch into maximal basic one-typed intervals, we get ∀j < j ⋆ ,
Precolored good trees
In this subsection, T will be a good tree and L its set of leaves.
Definition 3.6 One-colored basic interval We say that a basic interval I of a branch with a leaf of T is one-colored if I satisfies one of the following conditions:
(0) I is a singleton {x} and the k distinct cones at x are border cones. We say that I is of color (k, 0).
(1.a) I is open on both left and right sides: I =]x, y[. Any element of I is of color (0, k), for a k ∈ N * ∪ {∞}, that is, there are exactly k distinct cones at any element of I, and all are inner cones. We say that the basic interval I is of color (0, k).
(1.b) I is open on the left side and closed on the right side: I =]x, y] and any element of I is of color (m, µ), for m, µ ∈ N * ∪ {∞}, that is, there are exactly m border cones and µ inner cones at any point of I. We say that the basic interval I is of color (m, µ).
Definition 3 .7 We say that T is a precolored good tree if there exists an integer n, such that for all α ∈ L:
(1) the branch br(α) can be written as a disjoint union of n basic one-colored intervals br(α) = ∪ n j=1 I j (α) ∪ {α}, with I j (α) < I j+1 (α).
(2) The I j (α) are maximal one-colored, that is,
is not a onecolored basic interval, and for all j ∈ {1, · · · , n}, the color of I j (α) is independent of α.
(3) For any α, β ∈ L and j ∈ {1, · · · , n}, if α ∧ β ∈ I j (α), then α ∧ β ∈ I j (β), I j (α) ∧ I j (β) is an initial segment of both I j (α) and I j (β); and for any i < j,
The integer n is called the depth of the precolored tree T .
As an immediate consequence of Theorem 3.3:
Corollary 3.8 Let M be a finite or countable ℵ 0 -categorical, indiscernible and C-minimal C-set. Then T (M ) is a precolored good tree.
Proposition 3.9 Let T be a precolored good tree, then all leaves of T are isolated or all leaves of T are non isolated.
Proof: Let α be a leaf of T . Assume that α has a predecessor p(α), then the last interval I n (α) is closed on the right, that is either I n (α) = {p(α)} of color (k, 0), or I n (α) =]x, p(α)] of color (m, µ) with m = 0. By definition of precolored good tree, for any leaf β, the last interval of br(β) is of color (k, 0), or for any leaf β, the last interval of br(β) is of color (m, µ), with m = 0. In both cases, β has a predecessor.
Definition 3.10 Definition of the partial functions e j . Let T be a precolored good tree of depth n. For 1 < j < n, we denote e j−1 (α) the lower bound of I j (α) and E j the image of the function e j . By the above lemma, if e j (α), e j (β) ≤ α ∧ β, then e j (α) = e j (β). Hence, we can extend the functions e j to partial functions from T to N in the following way: Dom(e j ) = ∪ α ({e j (α)} ∪ I j+1 (α) ∪ · · · ∪ I n (α) ∪ {α}, e j (e j (α)) = e j (α) and, ∀x ∈ br(α) ∩ Dom(e j ), e j (x) = e j (α).
The e j and p are definable functions from L to N .
Corollary 3.11 Let T be a precolored good tree of depth 1. Then, uniformly in
Let T be a precolored good tree of depth n > 1. Then, uniformly in α,
is open on the right, then I j+1 (α) is a singleton.
-And, uniformly in α, I n (α) is of the following form: if T has isolated leaves, (0): Proposition 3.12 Let T be a precolored good tree of depth n.
If T has isolated leaves and I n (α) = {p(α)}, for any α ∈ L, then the set p(L) := {p(α); α ∈ L} is a maximal antichain of T . If T has isolated leaves and I n (α) =]e n−1 (α), p(α)], then p(L) = ∪ α∈L I n (α).
Proof: If T has isolated leaves and I n (α) = {p(α)} for any α ∈ L, let α and β be two leaves such that p(α) ≤ p(β). Then α ∧ β = p(α). Hence, by Lemma 3.5, p(α) = p(β). This shows that p(L) is an antichain of T . To prove it is maximal, let t ∈ T ; either t is a leaf and t > p(t), or t is a node, hence there exists a leaf α such that t < α, thus t ≤ p(α).
If T has isolated leaves and I n (α) =]e n−1 (α), p(α)], the result comes directly from Definition 3.6 (1.b).
1-colored good trees
In section (6) we will introduce a very concrete class, the class of colored good trees, which will turn out to be the same thing as precolored good trees. Its definition is inductive. The present section defines 1-colored good trees. Section (5) will present a construction which gives the induction step.
Definition
Definition 4.1 Let T be a good tree. We say that T is a 1-colored tree if T satisfies one of the following group of properties.
(00) T consists of a unique element.
(0) T consists of a unique node with m leaves, where m is an integer m ≥ 2 or infinite.
(1.a) There exists µ, an integer µ ≥ 2 or infinite, such that for any leaf α of T , ] − ∞, α[ is densely ordered and at each node of T there are exactly µ cones, all infinite.
(1.b) There exists (m, µ) where m is an integer m ≥ 1 or infinite, µ is an integer µ ≥ 1 or infinite such that for any leaf α of T , α has a predecessor, the node p(α), ] − ∞, p(α)] is densely ordered and at each node of T there are exactly m leaves and µ infinite cones.
We will say that (00),(0), (1.a) or (1.b) is the type of the 1-colored tree, and (0, 0), (m, 0), (0, µ), or (m, µ) its branching color.
Remark 4.2 A precolored good tree T of depth 1 is a 1-colored good tree of branching color (m, µ) where (m, µ) is the color of any node of T .
Examples
In the following pictures, a continous line means a dense order and a dashed line means that there is no node between its two extremities.
(0) Trees of form (00) and (0) are canonical trees of C-sets equipped with the trivial C-relations (C(α, β, γ) iff α = β = γ), in other words of pure sets.
The first picture gives the tree of case (0), where m = 3.
Let Q be the set of rational numbers and µ an integer ≥ 2 or ℵ 0 . Let M be the set of applications with finite support from Q to µ, equipped with the C-relation C(α, β, γ) iff the maximal initial segment of Q where β and γ coincide (as functions) strictly contains the maximal initial segment where α and β coincide.
The thick cone at α ∧ β is the set {γ ∈ M ; γ coincide with α and β on the maximal initial segment where α and β coincide }. If α and β are different and q is the first rational number where α(q) = β(q), then there are µ possible values for γ(q), in other words there are µ different cones at α ∧ β.
If the previous example has canonical tree T = N ∪ L (and this times µ = 1 is possible) Example 1.b is given by the tree N × m (we remove the leaves of T and add m new leaves at each node).
Axiomatisation and quantifier elimination
In what follows the tree of type (0, 0) is not considered.
Definition 4.3 For m and µ in N ∪ {∞} such that m + µ ≥ 2, we denote Σ (m,µ) the set of axioms in the language L 1 := {L, N, ≤, ∧} describing 1-colored good trees of branching color (m, µ), and S 1 the set of all these L 1 -theories,
Proposition 4.4 Any theory in S 1 is ℵ 0 -categorical, hence complete. Moreover, it admits quantifier elimination in a natural language,
Note that in this last case, Dom(p) = L and Im(p) = N .
Proof: Trees of form (0) consist of one node and leaves. They are clearly ℵ 0categorical and eliminate quantifiers in the language {L, N }. From now on, we assume that Σ = Σ m,µ , where µ = 0. Note that in this case, a model of Σ has no root. We will prove simultaneously ℵ 0 -categoricity and quantifier elimination using a back and forth between finite L 1 -substructures in the case where m = 0 (resp. L + 1 -substructures in the case where m = 0) of any two countable models of Σ, say T and T ′ .
Forth construction:
In what follows the set A = {x 1 , · · · , x s , α 1 , · · · , α l , } is a finite set of nodes and leaves of T which is a substructure in the language L 1 if m = 0 (resp. L + 1 if m = 0), id est closed under ∧ (resp. ∧ and p), and ϕ is a partial L 1 -isomorphism (resp. L + 1 -isomorphism) from T to T ′ with domain A. We will use the following facts.
Fact 1: Let t be an element of T , t / ∈ A. Then there exists a unique node n t of T such that n t is less or equal to an element of A, and for any i and j,
Let n t be its greatest element. So, there exists y ∈ A such that n t = t ∧ y, and therefore n t < y. Moreover, it is easy to see that, since n t is the greatest element of B, for any z ∈ A, t ∧ z = n t ∧ z. Unicity is clear. ⊣ Note that n t ≤ t and (n t = t iff t is a node smaller than an element of A).
Fact 2:
And as above, the minimal subset containing A, α, n α and p(α) is closed under the function ∧. ⊣
Fact 3: Let Γ be a cone at x ∈ A, such that Γ ∩ A = ∅. Then there exists a cone
consists of a single leaf, then we can choose Γ ′ infinite, resp. consisting of a single leaf. Proof of fact 3: If Γ is an infinite cone and µ is infinite, resp. Γ = {α} and m is infinite, the result is obvious since A is finite. If now Γ is infinite, and µ is finite, there are exactly µ infinite cones at both x and ϕ(x); one of the cones at ϕ(x), say Γ ′ , is such that Γ ′ ∩ ϕ(A) = ∅. If Γ = {α} and m = 0 is finite, then, x = p(α) and there are exactly m leaves above both x and
Then, x is a node and ϕ can be extended to a partial L 1 -isomorphism (resp. L + 1 -isomorphism) with domain A ∪ {x} = A∪{x}. Proof: Since n x = x, x is smaller than an element, say a, of A. Thus A ∪ {x} is equal to A ∪ {x}. Since A is closed under ∧ we can take a to be the smallest element of A, a > x. If m = 0, ] − ∞, ϕ(a)[ is dense. If m = 0, since A is closed under p, a is not a leaf, neither is ϕ(a), so in this case too, ] − ∞, ϕ(a)[ is dense.
Then ϕ can be extended to a partial L 1 -isomorphism (resp. a partial L + 1 -isomorphism) with domain A ∪ {t} . Proof: By Fact 5, we can assume that t = n t and n t ∈ A. Let Γ be the cone of t at n t , then by definition of n t , Γ ∩ A = ∅. Assume first that m = 0. Since Γ is infinite, there exists by Fact 3, an infinite cone
Assume now that m = 0. If Γ consists in a leaf, id est, t is a leaf and n t = p(t), then, by fact 3, there exists a cone Γ ′ at φ(n t ) which consists only in a leaf α ′ .
This completes the forth construction. The back construction is the same. Hence, T and T ′ are isomorphic, thus Σ is ℵ 0 -categorical and complete. Let (t 1 · · · , t n ) ∈ T , (t ′ 1 · · · , t ′ n ) ∈ T ′ , satisfying the same atomic formulas. In the above proof, we have constructed an L 1 -isomorphism from T to T ′ , sending (t 1 · · · , t n ) to (t ′ 1 · · · , t ′ n ). So these n-tuples have same complete type and Σ admits quantifier elimination.
Theorem 4.5 1. Precolored good trees of depth 1 are exactly the 1-colored good trees. For such a tree its color is its branching color.
If
Proof: Let T be a 1-colored tree of color (m, µ). By quantifier elimination in the langage {L, N }, L 1 or L + 1 (see Proposition 4.4) all nodes of a 1-colored tree T have the same tree-type. Singletons consisting of a leaf, if m = 0, are the border cones and the infinite cones, if µ = 0, are the inner cones. Moreover all leaves have same type. So, any branch of T is the union of its leaf and a one-colored basic interval of color (m, µ) and T is a precolored good tree. The converse is Remark 4.2. Again by quantifier elimination, any definable subset of T is clearly a boolean combination of cones and thick cones, which gives C-minimality. ℵ 0 -categoricity is given by Proposition 4.4.
Extension of a good tree by a 1-colored tree
In this section T is a good tree considered in the langage L 1 = {≤, ∧, N, L}. The partial function "predecessor" p and its domain are definable in the pure order and we will make a free use of them.
Construction of T ⋊ T 0
We define now T ⋊ T 0 , the "extension of T by T 0 ", where T 0 is a 1-colored good tree and T and T 0 are not singletons. We require furthermore for this construction that: Condition (⋆): either all leaves of T are isolated or all leaves of T are non isolated. Condition (⋆⋆): if T has non isolated leaves, T 0 should be of type (0), id est has a root.
We define T ⋊ T 0 as the tree consisting of T in which each leaf is replaced by a copy of T 0 . More formally, let L T and N T be respectively the set of leaves and nodes of T , L 0 and N 0 the set of leaves and nodes of T 0 . As a set,
This construction makes T ⋊ T 0 a good tree (due to Conditions (⋆) and (⋆⋆)), with set of leaves L T × L 0 and set of nodes N T ∪ L T × N 0 .
Remark 5.1 The good tree T ⋊ T 0 satisfies condition (⋆). Leaves of T ⋊ T 0 are isolated iff leaves of T 0 are.
We look now a bit more carefully at the connection between T and T ⋊ T 0 . By construction the set of nodes N T of T embeds in T ⋊ T 0 as an initial subtree of N T ⋊T 0 . Let us call σ this embedding and, for each α ∈ L T , τ α the embedding of
In the case where T 0 has a root, L T also embeds in T ⋊ T 0 by the map ρ : α → (α, r 0 ), where r 0 is the root of T 0 . Via σ and ρ, T embeds as an initial subtree of T ⋊ T 0 and τ α (T 0 ) is the thick cone at ρ(α).
If T 0 has no root, the embedding of N T does not extend naturally to an embedding of T into T ⋊ T 0 but T will appear as a quotient of T ⋊ T 0 . Define in this case ρ : L T → T ⋊ T 0 denote the (non injective) map α → σ • p(α). Note that by (⋆), T has isolated leaves hence p(α) ∈ N T and σ • p(α) is well defined. In this case, τ α (T 0 ) is a cone at ρ(α).
In both cases, ρ(α) = inf τ α (T 0 ).
Definition 5.2 We define the equivalence relation ∼ corresponding to the construction of T ⋊ T 0 : -∼ is the equality on N T ; -if T 0 has a root, say r 0 , the equivalence class of (α, t) ∈ L T × T 0 is the thick cone at ρ(α); so cl(α, t) = cl(α, r 0 ); -if T 0 has no root, for any (α, t) ∈ L T × T 0 , the equivalence class cl(α, t) of (α, t) is the cone of t at ρ(α).
The ∼-class of any element of N T is a singleton. Consequently the embedding N T ⊆ T × T 0 induces when taking ∼-classes the embedding N T ⊆ T .
The language of T ⋊ T 0
We require from now on an additional condition on T :
where e is a new symbol for a unary function and E and E ≥ are unary predicates. We interpret as follows these new symbols on
, and if T 0 has no root, for any α ∈ L T , e(p(α)) = p(α);
The predicates E > := E ≥ \ E, E < the complement of E ≥ and E ≤ := E < ∪ E are quantifier free L 2 -definable, and we will make a free use of them.
Proposition 5.4
1. The tree T 0 has a root iff the L 1 -structure T ⋊ T 0 satisfies both sentences: ∀α ∈ L, α ∈ Dom(p) and ∀α, β ∈ L, ¬(p(α) < p(β)).
2. If T 0 has a root, then E is an antichain and x ∼ y iff (x = y or (x, y ∈ Dom(e) and e(x) = e(y))).
3. If T 0 has no root, then x ∼ y iff (x = y or (x, y ∈ Dom(e) and e(x) = e(y) < x ∧ y)).
4.
In both cases, ∀α ∈ L, E ∩ br(α) has e(α) as a greatest element.
Proof: First note that (α, β) ∈ L belongs to Dom(p) iff β has a predecessor in
In this case p(α, β) = (α, p(β)).
Assume that T 0 has a root, say r 0 .
, so by definition of order in T ⋊ T 0 and the remark above, α = α ′ and p(β) ≤ p(β ′ ). But p(β) = p(β ′ ) = r 0 , so p(α, β) = p(α ′ , β ′ ). So the second formula of (1) is satisfied. By definition, for any (α, t) ∈ L T × T 0 = dom(e), e(α, t) = ρ(α) = (α, r 0 ). Hence,
Moreover, the equivalence class of (α, t) is the thick cone at (α, r 0 ) = e(α, t).
Assume now that T 0 has no root.
In order to prove the if direction of the first assertion, we suppose in addition that T 0 is of type (1.b). Let (α, β) be a leaf of T ⋊ T 0 , then by definition of such a 1-colored good tree, any element of ] − ∞, p(β)[ is the predecessor of a leaf in T 0 , say p(β ′ ). So we have p(α, β) < p(α, β ′ ).
Since T 0 has no root, T has isolated leaves and then for any
. This prove the third assertion.
We have seen that in this case,
Corollary 5.5 The equivalence relation ∼ is L 2 -definable, uniformly in T and uniformly in T 0 . This makes T uniformly L 2 -interpretable in T ⋊ T 0 .
Proof: The preceding proposition, 1, allows us to first order distinguish whether T 0 has a root or not and gives the fitting definition for both cases.
We assume now that T is equipped with some additional structure given by a finite set F of unary partial functions and the set Conditions (4⋆) are true on T ⋊ T 0 for the set of functions F ∪ {e}, D e = E ≥ and F e = E. We will generalize this construction in Lemma 5.9 and see in which sense it is canonical.
The theory of T ⋊ T 0
We will see how the construction of T ⋊ T 0 can be retraced in its theory.
Definition 5.6 Let Σ ′′ be the following theory in the language L 2 : For Λ |= Σ ′′ , we write E < for the interpretation of E < in Λ and we will do the same with E ≤ , E ≤ and other symbols from L ′ . "T 0 has a root" will mean that both sentences of Proposition 5.4, item 1, are true in Λ.
Lemma 5.7 Let Λ be a model of Σ ′′ . Consider on Λ the relation ∼ defined as follows: either 1. T 0 has a root and x ∼ y iff (x, y ∈ E < and x = y) or (x, y ∈ E ≥ and e(x) = e(y)), or 2. T 0 has no root and x ∼ y iff (x, y ∈ E < and x = y) or (x, y ∈ E ≥ and e(x) = e(y) < x ∧ y).
Then ∼ is compatible with the order in the sense of remark 4.8, 2. More precisely, for x ∈ Λ such that (x/ ∼) = {x}, (x/ ∼) = Γ(e(x)) in the first case and (x/ ∼) = Γ(e(x), x) in the second case.
Let y ∈ (x/ ∼), then by definition e(y) = e(x). Since e(y) ≤ y, y ∈ Γ(e(x)). If we are in the second case, e(x) = e(y) < x ∧ y), thus y ∈ Γ(e(x), x). Conversely, let y ∈ Γ(e(x)), then y ∈ E ≥ , and e(x) ≤ x ∧ y. Since e(x) ≤ y and e(y) ≤ y, e(x) and e(y) are comparable. In the first case, E is an antichain, thus e(x) = e(y). Assume now y ∈ Γ(e(x), x), so x ∧ y > e(x). Then, e(x) ∈ br(y) ∩ E, hence e(x) ≤ e(y). If x∧y ≤ e(y), then by convexity of E, x∧y ∈ E, so x∧y ≤ e(x) which gives a contradiction. Thus, e(y) ≤ x ∧ y, therefore, e(y) ≤ e(x). Finally, e(x) = e(y) < x ∧ y.
Corollary 5. 8 Let Λ be a model of Σ ′′ andΛ := Λ/ ∼; for x ∈ Λ, we notē x := x/ ∼.
subtree, E is an antichain and ∼ is the identity on E < . HenceΛ is a tree canonically isomorphic to E ≤ with E its set of leaves. If all cones Γ(x),
x ∈ E are isomorphic trees, say all isomorphic to Γ 0 then Λ =Λ ⋊ Γ 0 .
2. In case 2, Λ = E ≤∪˙ x∈E> Γ(e(x); x) with E ≤ an initial subtree and ∼ the identity on E ≤ ; E ≤ embeds canonically in the tree of nodes ofΛ.
3. Thus in both cases, E ≤ can be identified withĒ ≤ := {x; x ∈ E ≤ } and E with E := {x; e ∈ E} and considered as living inΛ.
Proof: 1. In this case E is an antichain and by definition of the relation ∼, Λ is the disjoint union of an initial tree with the union of disjoint final trees indexed by points from E, namely Λ = E <∪˙ x∈E Γ(x) which is also E ≤∪ E > , with ∼ the identity on E ≤ andx = e(x) for x ∈ E > . Thus the inclusion E ≤ ⊆ Λ induces the equality E ≤ =Λ where more precisely of E < is identified with the set of nodes of Λ and E with its set of leaves.
2. By definition of ∼ in case 2, Λ has the form indicated. Hence the inclusion E ≤ ⊆ Λ induces an inclusion E ≤ ⊆Λ. Since E ∩ L = ∅, E ≤ embeds in fact in the set of nodes ofΛ.
Lemma 5.9 Let Λ be a model of Σ ′′ ,Λ := Λ/ ∼. Suppose furthermoreΛ equipped with an L-structure model of (4*); we noteL,p and for f ∈ F,f the interpretation inΛ of the symbols L, p and f from L. Then there is exactly one L ′ -structure on Λ defined as follows: for each function f ∈ F:
This L ′ -structure on Λ satisfies conditions (4 * ) for the set of functions F ∪{e}with F e = E and F f = Ff (see Corollary 5.8, (3)) for f ∈ F.
Proof: The uniqueness of x in 1. is ,given by Corollary 5.8 and 1 and 2 are compatible since e is the identity on E. For f ∈ F and
Proposition 5.10 Let Σ ′ be the theory in the language L ′ consisting of the conjunction of Σ ′′ and the following axioms and axiom schemes: -for ∼ the relation defined as in Lemma 5.7 and x ∈ E ≥ in case 1 or x ∈ E > in case 2, the ∼-class of x is elementary equivalent to T 0 (as a pure tree); -the quotient modulo ∼ and T are elementary equivalent L-structures; -if T 0 has no root then by Condition (⋆⋆) leaves of the quotient modulo ∼ have a predecessor and, interpreted in the quotient modulo ∼,Ē =p(L); -for any f ∈ F, conditions 1 and 2 of Lemma 5.9. Then Σ ′ is a complete axiomatization of T ⋊ T 0 . If T is ℵ 0 -categorical then Σ ′ is ℵ 0 -categorical too. If T eliminates quantifiers in L ∪ {p, D, F } where p is the predecessor function, D its domain and F its image, then Σ ′ eliminates quantifiers in L ′ ∪ {p, D, F }.
Proof: Assume first that T 0 has a root. Take Λ |= Σ ′ . Assume CH for short and Λ as well as T and T 0 saturated of cardinality finite or ℵ 1 . As an L 2 -structure, Λ must be the extension T ⋊ T 0 described in Corollary 5.8, case 1. By Lemma 5.9 the rest of the L-structure on Λ as well is determined by its restriction to E ≤ id est by the L-structure x and x ′ have same complete type in E ≤ = T and there is an automorphism σ of T sending x to x ′ . Any automorphism, say f , of Λ extending σ will send for each i, e(y i ) to σ(e(y i )). Hence f (y i ) and y ′ i are in the same copy of T 0 , say T i 0 . Since T 0 consists of one root and leaves and f (y i ) as well as y ′ i consists of distinct leaves, there is an automorphism σ i of T i 0 sending f (y i ) to y ′ i . The disjoint union of σ, the σ i and the identity on other copies of T 0 is the automorphism of Λ we were looking for.
We consider now the case where T 0 has no root and suppose as previously that Λ, T and T 0 are saturated of cardinality finite or ℵ 1 . This time Λ = E ≤∪˙ x∈E> Γ(e(x); x) and N T = E ≤ (recall that, by Lemma 5. 8 (3) , N T lives also in Λ). By the third axiom scheme,Ē =p(L T ) hence the L 2 -structure on Λ must be the extension T ⋊ T 0 described in Corollary 5.8, case 2. By Lemma 5.9 again the rest of the L-structure on Λ is determined by the L-structure T . This shows the uniqueness of the saturated model of cardinality finite or ℵ 1 and the completeness of Σ ′ . The proof of quantifier elimination runs very similarly too, with the small difference that the existence of the σ i comes from quantifier elimination in T 0 .
-If T 0 is of type (1.a), it eliminates quantifier in L 1 which gives σ i as desired.
For each embedding of T 0 in Λ as a cone Γ(e(x); x) we have the inclusions L T 0 ⊆ L Λ ⊆ Dom(p Λ ) and for any leaf α of (this) T 0 , p T 0 (α) = p Λ (α), which gives the σ i . This shows that Λ eliminates quantifier in L ′ ∪ {p L , Im(p L )} where p L is the restriction of the predecessor function to the set of leaves and Im(p L ) its image. Now adding p L to L ′ is quantifier free equivalent to adding p:
Suppose now T ℵ 0 -categorical. By Theorem 4.5, T 0 is ℵ 0 -categorical too. The above proof of the completeness shows the uniqueness of the countable model of Σ ′ and its ℵ 0 -categoricity.
Definition 5.11 If Σ is a complete axiomatization of T and Σ 0 is a complete axiomatization of T 0 , we denote Σ ⋊ Σ 0 the theory Σ ′ .
A is a cone in Λ, of same type (thick or not) except when A consists of a non isolated leaf (inΛ) and A Λ a is a cone. This proves two things. FirstΛ is C-minimal if Λ is. Secondly ifΛ is C-minimal any subset of Λ of the form A Λ is a Boolean combination of cones and thick cones. The general case is processed by hand. To summarize, it is enough to consider subsets definable by formulas t(
where t and t ′ are of the form described in the above fact. To ϕ a one variable formula from L without constant associate a formula ϕ Λ (also from L, one variable and without constant) such that Λ |= ϕ Λ (x) iffΛ |= ϕ(x). Then ϕ(e(x)) is equivalent to: -ϕ Λ (x) when T 0 has a root, and -ψ Λ (x) with ψ(y) = ϕ(p(y)) when T 0 has no root, both already handled. Are left to be considered: Proof: The right-to-left implication follows clearly from our proof of C-minimality transfer from L(T ) to L(T ⋊T 0 ). The other direction is trivial since T is a definable quotient of L(T ⋊ T 0 ) (and leaves are sent to leaves in the quotient).
6 General colored good trees Definition 6.1 A colored good tree is a tree of the form (. . . (T 1 ⋊ T 2 ) ⋊ · · · ) ⋊ T n for some integer n ≥ 1, where T 1 , · · · , T n are 1-colored good trees such that, for
Remark 6.2 -By Remark 5.1 and an easy induction on n, T = (. . . (T 1 ⋊ T 2 ) ⋊ · · · ) ⋊ T n is a well defined good tree.
-Moreover, if T = (. . . (T 1 ⋊ T 2 ) ⋊ · · · ) ⋊ T n is a colored good tree then for any k ≤ n, (.
-T is a colored good tree iff T is a 1-colored good tree or (T = T ′ ⋊ T n where T ′ is a colored good tree and T n is a 1-colored good tree).
Convention: T ′ ⋊ T 1 will always be T 1 .
Definition 6.3 Let T be a good tree and x a node of T . Extending the definition 4.1, we call branching color of x and we note b-col
is the number of cones at x which are also thick cones (in other words the number of elements of T which have x as a predecessor) and µ T (x) is the number of cones at x which are not thick cones.
Remark 6.4 -Branching color is definable in the pure order of T in the sense of Lemma 2.14 (no ℵ 0 -categoricity presently needed).
-If T is a 1-colored good tree then the branching color of any node of T is its color in the sense of Definition 2.13 (so uniform on T ). We will denote (m i , µ i ) the color (i.e. branching color) of any node of a 1-colored tree T i (in T i ).
Lemma 6.5 Let
-if x ∈ E and T n has a root, then b-col T (x) is the branching color (in T n ) of the root of T n (of the form (m, 0)), -if x ∈ E and T n has no root, then b-col
is the branching color of any node of T n .
Proof: Clear by construction of T ′ ⋊ T n .
We intend to define the function e associated to the extension T ′ ⋊ T n in terms of change of branching color, which is not always possible. Take for example n = 2, and T = T 1 ⋊ T 2 . If T 2 is of type (1.b), then for any α ∈ L T , e(α) = Sup (br(α) ∩ {x ∈ N, x is of branching color (m T 1 , µ T 1 )}) and T 2 is of type (0), then e(α) = p(α). But assume now that T 1 is of type (1.b) of color (1, 1) and T 2 is of type (1.a) with color (0, 2). Then T is a 1-colored good tree of color (0, 2) and, by quantifier elimination (Proposition 4.4), e is not definable.
Proposition 6.6 Let T = T ′ ⋊ T n be a colored tree. The function e is definable in the pure order except when T n is of type (1.a) of color (0, µ n ) and T ′ = T − ⋊ T n−1 ( T ′ = T 1 if n = 2) and: Exception 1: T n−1 is 1-colored of type (1.b) of color (m n−1 , µ n−1 ) and µ n = m n−1 + µ n−1 or, Exception 2: T n−1 is 1-colored of type (0) and T − = T = ⋊ T n−2 ( T − = T 1 if n = 3) and T n−2 is of type (1.a) of color (0, µ n−1 ) and µ n−2 = m n−1 = µ n .
Proof: Note that if the restriction to L T of e is definable in the pure order, then E ≥ = {x ∈ T ; ∃α ∈ L T , x ≥ e(α)} is definable and for all x ∈ E ≥ , e(x) = e(α) for any α ∈ L T , α ≥ x, so e is definable.
Assume first that T n has a root, then e(α) = p(α), for any α ∈ L T , so e is definable. Assume now that T n is of type (1.b), then by Lemma 6.5, the color of any element of E > is (m n , µ n ), with m n = 0, while, if
From now on T n is of type (1.a). Again by Lemma 6.5, the branching color of any element of E > is (0, µ n ), and if x ∈ E, b-col T (x) = (0, µ T ′ (x) + m T ′ (x)). We are going to apply again Lemma 6.5 to the tree T ′ and its corresponding subsets E ′ < , E ′ and E ′ > . If T n−1 is of type (1.b), then E ⊂ E ′ > , therefore for any x ∈ E, the branching color of x is its branching color in T n−1 . The first exception of the proposition statement insures that m n = m n−1 + µ n−1 . Hence e is definable as follows: for
. Therefore if µ n = m n−1 , e is definable as above. Now, if µ n = m n−1 , we must consider the branching colors of the nodes of E ′ < thus we must look down at the tree T − and its corresponding subsets E − , E − < and E − > . If T n−2 is of type (0), or (1.b), by the previous discussion E − is definable in the pure order and E ′ = E is the subset of all successors of nodes of E − , hence definable in the pure order too. If T n−2 is of type (1.a), then the branching color of the nodes of E − > is (0, µ n−2 ). By the second exception of the proposition, µ n−2 = m n−1 , so as previously, the function e is definable.
Remark 6.7 Note that in exception 1, T n−1 ⋊ T n is a 1-colored tree, and in exception 2, T n−2 ⋊ T n 1 ⋊ T n is also a 1-colored tree. In these cases e cannot be definable in the pure order.
Definition 6. 8 We define n-colored good trees by induction on n ∈ N ≥1 : A 1-colored good tree has been defined in Definition 4.1. An (n + 1)-colored tree is a colored tree which is not a k-colored tree for any k ≤ n. Corollary 6.9 Let T be a colored tree, then there exists a unique n ∈ N ≥1 such that T is an n-colored tree.
Definition 6.10 We define and interpret now by induction the language L n on n-colored good trees. The language L 1 has already been defined. For n ≥ 1, let L n+1 = L n ∪ {e n , E n , E ≥,n } where e n is a partial functions and E n and E ≥,n are unary predicates. We consider T an n-colored good tree as an L n -structure with an interpretation of L n defined by induction as follows: -if n = 1, L 1 is interpreted naturally as in Proposition 4.4; -if T = T ′ ⋊ T n+1 symbols of function e i (resp predicates E i and E ≥,i ) of L n are interpreted in T as functions and predicates of F ∪ P are in the construction of paragraph 5.2, that is
, E i the image of e i and e n = e , E n = E = Im(e n ), E ≥,n = E ≥ = Dom(e n ).
Remark 6.11 These definitions are legitimate since at each induction step, functions of F satisfy condition (4⋆).
Proposition 6.12 Let T be an n-colored tree. Then functions and predicates of L n \ L 1 are definable in the pure order.
Proof: Follows directly from Proposition 6.6 by induction.
Definition 6.13 Let T = (. . . (T 1 ⋊ T 2 ) ⋊ · · · ) ⋊ T n be an n-colored good tree and for any i, 1 ≤ i ≤ n, let Σ m i ,µ i the complete theory of the 1-colored good tree T i . We denote Σ m 1 ,µ 1 ⋊· · ·⋊Σ mn,µn the L 1 -theory (. . . (Σ m 1 ,µ 1 ⋊Σ m 2 ,µ 2 )⋊· · · )⋊Σ mn,µn defined by induction using Propositions 5.11 and 6.12. We denote S n the sets of all theories Σ m 1 ,µ 1 ⋊ · · · ⋊ Σ mn,µn in the language L 2 when the conditions of Definition (6.8) are fullfilled.
Theorem 6.14 For any integer n ≥ 1 any theory in S n is complete and admits quantifier elimination in the language L n ∪ {p, D, F } where p is the (partial) predecessor function, D its domain and F its image. Furthermore S n is the set of complete theories of all n-colored good trees. (iii) T (M ) is a colored good tree.
Proof: (i) ⇒ (ii) This is a direct consequence of section 3: Theorem 3.3, Lemma 3.5 and Proposition 3.6.
(ii) ⇒ (iii) The case of depth 1 is given by Remark 4.2.
We will prove the result by induction on the depth of a precolored good tree. Asume that any precolored good tree of depth n is an n-colored good tree. Let T be a precolored good tree of depth n + 1. By 3.11, for any leaf α, the latest one-colored interval I n+1 (α) of the branch br(α) is either {p(α)}, case (0), or ]e n (α), α[, case (1.a) , or ]e n (α), p(α)], case (1.b) .
In case (0), for any leaf α the thick cone T α at p(α) is a 1-colored good tree of type (0), and in the case (1.a) or (1.b), for any leaf α, the cone T α of α at e n (α) is a 1-colored good tree of type (1.a) or (1.b). Let us call (m n+1 , µ n+1 ) the color (independent of α) of the 1-colored good tree T α . Thus by Proposition 4.4, for any α, T α |= Σ m n+1 ,µ n+1 . Let T n+1 be the countable or finite 1-colored good tree model of Σ m n+1 ,µ n+1 . Moreover, T is an L 2 -structure, interpreting e by e n , E = Im(e n ). We can easily check that, as an L 2 -structure, T is model of Σ" (cf 5.6). Let us consider on T the equivalence relation associated to e n , as defined in 5.2, and T := T / ∼. Then, T is a good tree whose set of nodes is ∪ α {x ∈ T ′ ; x < e n (α)} if T n+1 is of type (0) and ∪ α {x ∈ T ′ ; x ≤ e n (α)} if T n+1 has no root; and whose set of leaves is ∪ α {cl(x), x ≥ e n (α)} if T n+1 has a root, and ∪ α {cl(x), x > e n (α)} otherwise. Therefore, by 5. 8 and 5.9 , T is an precolored good tree of depth n. From the uniform decomposition of any branch into one-colored intervals described in Corollary 3.11, if I n (α) is open on the right, then I n+1 (α) is a singleton, thus T and T n+1 satisfy conditions (⋆⋆). Then by Proposition 5.10, T is elementary equivalent to T ⋊ T n+1 . By induction hypothesis, T = (.
So, its remains only to verify conditions of Definition 6. 8 .
Assume for a contradiction that T n+1 is of type (1.a) of color (0, µ n+1 ) and that T n is of type (1.b) of color (m n , µ n ), with µ n+1 = m n + µ n . Then for any leaf α the intervals I n (α) and I n+1 (α) are basic intervals of same color (0, µ n+1 ) which contradicts the fact that T is a precolored good tree of depth n + 1 (maximality of the intervals). The same contradiction arises if T n is of type (0) of color (m n , 0), T n−1 is of type (1.a) of color (0, µ n−1 ) and m n = µ n−1 = µ n+1 . Hence T is an (n + 1)-colored good tree.
(iii) ⇒ (i) We proceed again by iduction on n.
The case n = 1 is given by Theorem 4.5. Assume that T ′ is an (n + 1)-colored good tree. By definition, T ′ = T ⋊ T n+1 , where T is an n-colored good tree and T n+1 a one-colored good tree. By induction hypothesis, M (T ) is ℵ 0 -categorical, C-minimal and indiscernible, thus by Propositions 5.13, 5.12 and ??, M (T ′ ) has the same properties.
Remark 7.2 The proof of the above proposition shows that an n-colored good tree is a precolored good tree of depth n and that the color of any node x of such a tree is the color in the basics intervals I i (α) containing x.
General case
In this section we reduce the general classification of ℵ 0 -categorical and C-minimal C-sets to the classification of indiscernible ones, previously achieved in section 7. By the Ryll-Nardzewski Theorem, any ℵ 0 -categorical structure is a finite union of indiscernible subsets. In a C-minimal structure M these subsets have a very particular form. Let us give an idea: there exists a finite subtree Θ of T := T (M ), closed under ∧ and ∅-algebraic with the following properties: -any a ∈ Θ, except its root, has a predecessor in Θ since Θ is finite, call it a − ; now, in T , ]a − , a[ is either empty or dense, and if it is dense, then the pruned cone C(]a − , a[) is indiscernible in M , -for a as above and b ∈ Θ, b > a, then C(]a − , b[) is not indiscernible, and similar other properties, to deal with cones at a ∈ Θ for example. An equivalence relation is defined over Θ which identifies points a and b such that
is not empty and is indiscernible (other couples of elements are also identified). We call vertices the elements of the quotientΘ of Θ. They are finite antichains of T and (oriented) arrows linking them are induced by the order (it is the classical order on antichains). Vertices and arrows ofΘ are labeled. As an example, on a vertex A, -a first label gives the (finite) cardinality of A seen as a subset of T , -another labels says whether, for any a ∈ A, ]a − , a[ is either empty and dense or not, -and if it is dense, a third label gives the complete theory of the indiscernible C-set C(]a − , a[).
There are other labels which are also either cardinals in N ∪ {∞} or complete theories of indiscernible ℵ 0 -categorical and C-minimal C-structures. Conversely, we have isolated ten properties such that, given a labelled graph Ξ sharing these ten properties, there is an ℵ 0 -categorical and C-minimal C-set M such that Θ(M ) = Ξ. In this sense, the classification of ℵ 0 -categorical and C-minimal C-sets is reduced to that of indiscernible ones. Proof: By ℵ 0 -categoricity, there is a finite number of 1-types over ∅. By compacity, each of these types is consequence of one of its formulas.
The canonical partition
Definition 8.2 We call this partition the canonical partition. Thereafter it will be noted (M 1 , · · · , M r ).
By C-minimality definable subsets in one variable have a simple form. We reformulate here for convenience the description given in [D] in the proof of Proposition 5, with a small difference: instead of working with T (M ) we will work with T (M ) * defined as follows: T * := T if T has a root and T * := T ∪ {−∞} otherwise. In the last case, we say that "−∞ exists". Remark 8.4 Since C is finite, Θ 0 and Θ 1 are trees with finitely many branches, which implies that U and B are finite; S is finite since it is contained in C; I is finite by o-minimality of branches of Θ 1 . Hence Θ is finite. Θ 1 , U , B, S, I and Θ are all definable from the M i , hence ∅-definable since the M i are. As Θ is finite, it is contained in the algebraic closure of the empty set.
Θ is a subtree of T (M) * closed under ∧. Because it is finite each element of Θ has a predecessor in Θ. Elements of Θ which are nodes (or leaves) in T (M ) may not be nodes (or leaves) in Θ. So, to avoid confusion we will use the words vertices and edges for the tree Θ.
We have the equivalence: M is not indiscernible iff Θ is not empty iff the root of T (M) * belongs to Θ.
Proposition 8.5 Let M be a C-minimal, ℵ 0 -categorical structure. Then the subsets M 1 , · · · , M r of the canonical partition are the orbits over ∅ of acl(∅)-definable subsets of the form:
• a finite union of cones at a same basis
• an almost thick cone (i.e. a cofinite union of cones at a same basis)
• a pruned cone C(]a, b[) where a < b and ]a, b[ is a dense interval without extremities (namely the cone of b at a minus the thick cone at b).
Each of these sets, endowed with the structure induced by M, is C-minimal, ℵ 0categorical and indiscernible. Call them (M 1 , · · · , M r ).
Proof: By definition of Θ, any M i is a finite union of pruned cones C(]a, b[), cones and thick cones at a, with a, b ∈ Θ and a the predecessor of b in Θ. By ∅-definissability, M i is the union of the orbits over ∅ of these sets (for more details, see [D] , Proposition 3.7). This gives almost the first assertion except the fact that ]a, b[ is a dense interval without extremity. This result follows from ℵ 0 -categoricity using the following facts. Proof: This is a direct consequence of the preceding Fact, since any
Now, since all the nodes of ]a, b[ have same type over ∅, either ]a, b[ is dense or consists of a unique node, or contains an infinite discrete order which is not possible by ℵ 0 -categoricity.
In the case where ]a, b[ consists of a single node, say c, C(]a, b[) is an almost thick cone, that is the thick cone at c without C(c, b). So, C(]a, b[) changes from the third category to the second category of subsets.
We may now assume that ]a, b[ is dense. Since all nodes of C(]a, b[) have same type over (a, b), C(]a, b[) is indiscernible in M and thus for its induced structure. C-minimality follows from [D] , Lemma 3.12, and ℵ 0 -categoricity follows from Ryll-Nardzewski.
In particular, Fact 8.6 gives the following fact. Proof: Hence the statement follows immediately from Fact 8.7.
Notation: Let T = (. . . (T 1 ⋊ T 2 ) ⋊ · · · ) ⋊ T n be an n-colored good tree and Σ its complete theory. We will denote Σ =1 the L 1 -theory of the 1-colored good tree T 1 which is the first level of T , and Σ >1 the L 1 -theory of the (n − 1)-colored good tree (. . . (T 2 ⋊ T 3 ) ⋊ · · · ) ⋊ T n . For i ∈ {1, · · · , n}, we will note (m i , µ i ) the color of any node of the 1-colored tree T i . By construction of the canonical partition, each M i is maximal indiscernible, i.e. if i = j, there do not exist α ∈ M i and β ∈ M j with same type. We investigate some consequences below.
Lemma 8.10 Let a ∈ Θ be maximal in Θ, a not the root of Θ. Let a − be its predecessor in Θ. If the interval ]a − , a[ is empty, then a is not a leaf of T (M ) and there exist at least two cones at a with different complete theories as colored good trees.
Proof: Since a is maximal, following the notation 8.3 , a is in U , i.e. a is the supremum of some branch from Θ 1 . Since ]a − , a[ is empty, a is in Θ 1 , hence a belongs to at least two branches of different types in M . In particular a is not a leaf. Lemma 8.11 Let M be a countable C-minimal C-structure. Let a, b ∈ T (M ), with b < a and such that the interval ]b, a[ is not empty and is dense. Assume that the canonical tree Γ(]b, a[) of the pruned cone C(]b, a[) is an n-colored good tree and let Σ ]b,a[ be its complete theory. Assume furthermore that ]b, a[ is contained in the first level of Γ(]b, a[). Let C be the union of at least two cones at a, such that each of these cones is indiscernible. Then, T (C(]b, a[) ∪ C) is a model of Σ ]b,a[ if and only if one of the following cases appears: 1. m 1 = 0, n ≥ 2, and the thick cone at a in T (C(]b, a[)∪C) is an (n−1)-colored good tree model of (Σ ]b,a[ ) >1 .
2. m 1 = 0, and C is the union of exactly µ 1 cones at a, all models of Σ ]b,a[ .
3
. m 1 = 0 and µ 1 = 0. n = 1: C is the union of exactly m 1 = 0 cones which consist of a leaf, and µ 1 cones which are all models of Σ ]b,a[ . n ≥ 2: C is the union of exactly m 1 cones which are models of (Σ ]b,a[ ) >1 and exactly µ 1 cones wich are models of Σ ]b,a[ .
Proof
: Note that C becomes the thick cone at a in the C-structure C(]b, a[)∪ C =: N . So for any α ∈ C, the branch, br T (N ) (α) of α in T (N ) is the union of ]b, a[ and its branch in T (C), and for any β ∈ C(]b, a[) the branch of β in T (N ) is egal to the branch of β in Γ(]b, a[) and keeps the same decomposition into basic one-colored intervals.
We will prove first the "if" direction.
(1) Assume the first case appears. Then, in T (N ), a is the root of an (n − 1)colored good tree model of (Σ ]b,a[ ) >1 , so its color is (m 2 , 0). By ℵ 0 -categoricity, Theorem 7.1, this (n − 1)-colored good tree is isomorphic to Γ(]b, a[) >1 . Let T 1 be the first level of Γ(]b, a[) plus an additional element a which is now the leaf of the branch ]b, a[. Then, by eq for 1-colored good trees, T 1 is a model of (Σ ]b,a[ ) =1 .
(2) and (3). We will show that in these cases, T (N ) is a precolored good tree whose any branch has the same decomposition into one-colored basic intervals as any branch of Γ(]b, a[). The conclusion will then follows by Theorem 7.1. Since any cone of T (C) is a colored good tree and therefore a precolored good tree, conditions of 3.7 hold for α and α ′ belonging to the same cone of C. The same is true for any β and β ′ belonging to C(]b, a[). Note that, for any α ∈ C and any β ∈ C(]b, a[), α ∧ β ∈]b, a[, so the condition (3) of Definition 3.7 holds as well in that case. Let us now considerate the two situations in detail. Assume (2). Then, by hypothesis, the color of a in T (N ) is (0, µ 1 ). Let α ∈ C. Since ]b, a[ is included in the first level of Γ(]b, a[), the interval ]b, a] is a basic one colored interval of color (0, µ 1 ). So br T (N ) (α) admits a decomposition into n one colored basic intervals, whose first interval contains strictly ]b, a]. Morever, let α and α ′ be two leaves belonging to two distincts cones of C. Then, I 1 (α) ∩ I 1 (α ′ ) =]b, a], so this intersection is an initial segment of both I 1 (α) and I 1 (α ′ ). Therefore, T (N ) is a precolored good tree, hence an n-colored good tree model of Σ ]b,a [ . Assume (3) . Then a has the same color (m 1 , µ 1 ) as any node of ]b, a[. If n = 1, any branch of T (N ) is of the form br T (N ) (α) =]b, p(α)] ∪ {α}, where the color of ]b, p(α)] is (m 1 , µ 1 ) and p(α) = a iff α is in a cone at a which consists in a leaf. So, clearly, T (N ) is a 1-colored tree. Assume n ≥ 2. Let Γ 1 be a cone at a which is a model of Σ >1 ]b,a[ , then Γ 1 is a border cone at a, and for any α of Γ 1 , br T (N ) (α) =]b, a] ∪ br T (C) (α). So, as in the case (2), br T (N ) (α) has the same decomposition into one colored basic interval as any branch of Γ(]b, a[).
Let Γ 2 be a cone at α which is model of Σ =1 ]b,a[ , then Γ 2 is an inner cone at a, and for any leaf α of Γ 2 , the initial segment ]b, a] has the same color as the first one colored interval of br T (C) (α), so br T (N ) (α) has the same decomposition into one colored intervals as any branch of Γ(]b, a[), with ]b, a] strictly included in the first interval. Hence, for any α ∈ Γ 1 , α ′ ∈ Γ 2 , I 1 (α) ∩ I 1 (α ′ ) =]b, a] and is an initial segment of both I 1 (α) and I 1 (α ′ ). So, in this case again, T (N ) is a precolored good tree.
Conversely
is an n-colored good tree, and since ]b, a[ belongs to the first level of Γ ]b,a[ ∪ Γ, the color of a is (m 1 , µ 1 ) or (m 2 , µ 2 ).
Assume first that the color of a is (m 1 , µ 1 ). Let Γ(a, α) be a cone at a, then either Γ(a, α) is an inner cone and its theory is Σ ]b,a[ , or Γ(a, α) is a border cone and its theory is (Σ ]b,a[ ) >1 . If m 1 = 0, then there is only inner cones at a, all models of Σ ]b,a[ , and we are in the second case. If m 1 = 0, and n = 1, it's clear. If n ≥ 2, then there are m 1 = 0 border cones at a which are models of (Σ ] b, a[) >1 , and we are in the third case. Assume now that the color of a is (m 2 , µ 2 ). Then, the first level of T (C(]b, a[) ∪ C) is of type (1.a). So, m 1 = 0, and a is the root of an (n − 1)-colored good tree model of (Σ ]b,a[ ) >1 . So we are in the first case. Lemma 8.12 Let Σ ∈ S n be a complete theory n-colored good tree Σ = Σ (m 1 ,µ 1 ) ⋊ · · · ⋊ Σ (mn,µn) with µ 1 = 0 and V a unary predicate such that V / ∈ L n . Let us consider the theory Σ(V ) in the langage L V 1 := L 1 ∪ {V, ∧ V }, which consists of Σ together with the axiom: Ax(V ): V is a "branch" (i.e. a maximal chain) in the first level of any (some) model of Σ and V has no leaf. Let
Then the theory Σ(V ) is complete, admits quantifier elimination in the language L V n := L n ∪ {V, ∧ V }, is C-minimal, ℵ 0 -categorical and indiscernible. Proof: Consider an n-colored good tree T = (. . . (T 1 ⋊ T 2 ) ⋊ · · · ) ⋊ T n model of Σ with T 1 countable or finite. Since µ 1 = 0, T 1 not only is infinite but has 2 ℵ 0 branches. Hence 2 ℵ 0 many of them have no leaf, which shows Σ(V ) to be consistent. Let Σ =1 be the L 1 -theory of T 1 , and L V 1 = L 1 ∪ {V, ∧ V }. Since V is included in T 1 , we will first prove that the theory Σ =1 (V ) = Σ =1 ∪ {Ax(V )} admits quantifier elimination in the language L V 1 . We will use a back and forth argument between countable models T 1 and T′ 1 as in 4.4. Let A be a finite L V 1substructure of T 1 , and ϕ a partial L V 1 -isomorphism from T 1 to T′ 1 with domain A. Let x ∈ T \ A. With the same notation as in the proof of 4.4 there exists a node n x such that x ∧ n x is the maximal element of the set {x ∧ y; y ∈ A}. Assume first that x ∈ V T 1 \ A, then x is a node and by Fact 2 of 4.4 the L V 1substructure A ∪ {x} is the minimal subset containing A, x and n x . Since n x ≤ x, n x belongs to V T 1 .
Assume that x = n x , so A ∪ {x} = A∪{x}. As in Fact 4, there exists a ∈ A∩V T 1 such that ] − ∞, a[∩A = ∅ and x ∈] − ∞, a [. Moreover, ] 
Then, since A is closed under ∧ V , and n x ≤ x and n x smaller then an element of A, the L V 1 -substructure A ∪ {x} is still the minimal subset containing A, x and n x if x if T has non isolated leaf and if T has isolated leaves the minimal subset containing A, x, n x if x is a node and the minimal subset containing A, x, n x and p(x) if x is a leaf. If x = n x we proceed as in Fact 4 of 4.4 to extend φ. If x = n x , either n x / ∈ V T 1 and we proceed as in Fact 6 of 4.4, or n x ∈ V and we extend φ to A ∪ {n x } as above. Then, we may assume that n x ∈ A and the proof runs similarly. The back construction is the same. So the theory Σ =1 (V ) is ℵ 0 -categorical, hence complete. Let (t 1 · · · , t n ) ∈ T 1 0 , (t ′ 1 · · · , t ′ n ) ∈ T ′ 1 0 satisfying the same atomic formulas, then using the same arguments we can see that t 1 · · · , t n is isomorphic to t ′ 1 · · · , t ′ n . Therefore the theory Σ =1 (V ) eliminates quantifiers in the language L V 1 .
To achieve the proof, we will proceed as in 5. 10 . Let T and T ′ be two countable models of the L V n theory Σ(V ). Then, T and T ′ are n-colored good trees, whose restriction to the langage L n are isomorphic. By Remark 6.2, T = T 1 ⋊ T 2 and T ′ = T′ 1 ⋊T ′ 2 , where T 2 and T ′ 2 are two L n−1 -isomorphic models of Σ >1 . Moreover, by definition of n-colored good trees, since T 1 and T ′ 1 are of type (1.a), T 2 and T ′ 2 have a root. Now take any finite tuple from T and close it under e 1 . Write it in the form (x, y 1 , . . . , y m ) where x is a tuple from (E 1 ) ≤ , y 1 , . . . , y m tuples from (E 1 ) > such that all components of each y i have same image under e 1 , call it e 1 (y i ) (thus, e 1 (y 1 ), . . . , e 1 (y m ) are components of x), and e 1 (y i ) = e 1 (y j ) for i = j. Recall that (E 1 ) ≤ is equal to T 1 or to N (T 1 ) (depending on the type of the first level of T 1 ).
Take (x ′ , y ′ 1 , . . . , y ′ m ) ∈ T ′ having same quantifier free L V n -type than (x, y 1 , . . . , y m ). Since L V 1 eliminates quantifiers, x and x ′ have same complete type in (E 1 ) ≤ , and there exists an L V 1 -isomorphism σ from T 1 onto T′ 1 sending x to x ′ . Since Σ >1 eliminates quantifiers in L n−1 ∪ {p, D, F }, for any i, there exists an isomorphism ϕ i , from the copy of T 1 above e 1 (y i ) onto the copy of T ′ 1 above e 1 (y ′ i ) sending y i on y ′ i . Since σ(e 1 (y i )) = e 1 (y ′ i ), there exists a L V n ∪ {p, D, F }-isomorphism ϕ from T onto T ′ extending σ and each ϕ i . Therefore, Σ(V ) is complete and eliminates quantifiers in the langage L V n ∪ p, D, F . 
We now aim to collect on Θ and the indiscernible blocks M i enough information to be able to reconstruct M from them. We consider the s A , Σ A,i and k A,i (the Σ A − ,A ) as labels on the vertices (edges) of Θ or Θ, and the n A as labels on the vertices of Θ. The Σ A,i (Σ A − ,A ) may also be understood as indexing those cones at any/some a ∈ A (pruned cones Γ(]b, a[) pour b ∈ A − , a ∈ A, b < a) which are models of it.
For
A ∈ Θ and any/some a ∈ A, Θ has a unique branch at a iff there is a unique B ∈ Θ such that B − = A, and furthermore n A = n B holds.
3. T * = T iff s A 0 = 0, A 0 has a unique successor in Θ, say B, and n B = 1.
Proof: (1) holds by definition of the labels of Θ.
(2) is clear.
(3): The direction only if is clear. Let us prove the if direction. The unique element, say a 0 , of A 0 is either −∞ or the root of T . If A 0 has a successor, a 0 is not a leaf, and if different from −∞ it must be a branching point of T . Now the hypotheses force Θ to have a unique branch at its root. Therefore a 0 = −∞.
The next lemma gives a list of constraints. Lemma 8.17 Let A 0 and A ∈ Θ, A 0 the root of Θ.
(1) If A = A 0 , n A − divides n A ; n A 0 = 1.
(2) If A is maximal in Θ, then either s A = 0, or Σ 1≤i≤s A k A,i ≥ 2.
(3) If −∞ exists and B ∈ Θ is such that B − = A 0 , then ]A 0 , B[ = ∅.
(4) If Θ has a unique branch in any/some a ∈ A, and A = {−∞} if −∞ exists, then s A ≥ 1.
(5) Assume A = A 0 and a ∈ A. If ]A − , A[ is not empty, then Σ A − ,A is a theory of colored tree with an initial branch, in the sense of lemma 8.12 , with a = sup V .
(6) At most one k A,i is infinite. The Σ A,i are complete theories of C-structure with colored canonical tree.
(7) Let A be maximal in Θ, A not the root of Θ. If ]A − , A[ is empty then s A ≥ 2.
(8) Let A be maximal in Θ, A not the root of Θ and such that ]A − , A[ is not empty. Assume that models of Σ A − ,A are n-colored trees with colors (m i , µ i ) for 1 ≤ i ≤ n. Then, none of the following situation can't appear:
(a) m 1 = 0, n ≥ 1, s A = 1, Σ A,1 = (Σ A − ,A ) >1 and k A,1 = m 2 .
(b) m 1 = 0, s A = 1, Σ A,1 = Σ A − ,A and k A,1 = µ 1 .
(c) m 1 = 0, µ 1 = 0, n = 1, s A = 2, Σ A,1 = Σ A − ,A k A,1 = µ 1 , Σ A,2 = Σ (0,0) (i.e. the theory of a tree consisting only of a leaf ) and k A,2 = m 1 . m 1 = 0, µ 1 = 0, n ≥ 1, s A = 2, Σ A,1 = Σ A − ,A , k A,1 = µ 1 , Σ A,2 = (Σ A − ,A ) >1 , and k A,2 = m 1 .
(9) Let A ∈ Θ, A not the root of Θ and such that ]A − , A[ is not empty. Assume that models of Σ A − ,A are n-colored trees with colors (m i , µ i ) for 1 ≤ i ≤ n.
If A is not maximal teh conjonction of the following condition can't appear: -at least one wedge of Θ at A has a label -let B be the successor of A on that wedge and the label of
Proof.
(1) n A − divides n A by indiscernibility of elements from A. It has already been noticed in Fact 8.15 that A 0 is a singleton.
(2) If A is maximal in Θ, either any a ∈ A is a leaf of T (M ) and then s A = 0, or any such a is a node in T (M ) where no branch of Θ goes through and then Σ 1≤i≤s A k A,i ≥ 2.
(3) If −∞ exists, no branch of T has a first element.
(4) Indeed a must be a node in T (M ) * .
(5) It is lemma 8.7. (6) At most one k A,i is infinite by strong minimality of the node a, for any a ∈ A.
(7) It is a reformulation of lemma 8.10. (8) For A maximal, the situation has already been set out in Lemma 8.11 , that we apply here with b ∈ A − , a ∈ A and C the thick cone at a. In this way T (C(]b, a[)∪C) becomes the cone Γ(b, a) of a at b. Condition (8) A last constraint is given by the next proposition.
Proposition 8.18 (10) The tree Θ labeled with the coefficients n, k, s and the theories Σ on its edges and vertices has no non trivial automorphism.
By construction two elements from Θ having same type in M are identified in Θ. Thus, to prove the above proposition it is enough to show that, if M is the countable model, then any automorphism of Θ lifts up to an automorphism of M. This proof requires some new tools that we introduce now. 8.3 Connection and sticking 8.3.1 Connection ⊔ of C-structures.
Let κ > 1 be a cardinal and the H i , i ∈ κ, C-structures. The underlying set of the connection H = H i of the H i is the disjoint union of the H i and its canonical tree the disjoint union of the T (H i ) plus an additional root r with, for a, b ∈ T (H), a ≤ b in T (H) iff a = r or a, b ∈ T (H i ) for some i, and a ≤ b in T (H i ).
Canonicity: If the H i are pure C-structures then H is the unique pure C-structure whose canonical tree has a root, say r, and having exactly the H i as cones at r.
Language:
If each H i is a C-structure in the language L(H i ), which contains only unary predicates and unary functions, we consider H : 
Lemma 8.20 Assume that I is finite. If for any i ∈ I, H i eliminates quantifiers (respectively is C-minimal, or ℵ 0 -categorical)), then i∈I H i has the same properties.
Proof: Preceding lemma for quantifier elimination (in a saturated model, there is an automorphism sending an element to another one iff these two elements have same quantifier free type). C-minimality follows, ℵ 0 -categoricity is trivial.
We will slightly weaken the language to allow permutation of certain terms of the connection and, in this way, keep control of model theoretical properties even when the number of terms is infinite.
Notation: For H a C-structure and k > 1 a cardinal, H · k is the connection of k copies of H. Assume that H and T (H) are the unique sort in L(H) and L(H) consists only of function or predicate symbols (no constant). We consider H · k as an L(H)-structure as follows. The tree structure gives the interpretation of symbols of L 1 . Each copy of H in H · k is a cone at r, the root of T (H · k). This uniform definition of the copies of H and the fact that they are disjoint in H · k, as copies of T (H) are in T (H · k), allow us to interpret in H · k predicates and functions from L(H) \ L 1 as the (disjoint) union of their interpretations in the different copies of H. We define L(H · k) = L(H) ∪ {e r , E r } where e r is the unary function sending every element of the canonical tree to the root r of T (H·k) and E r is the unary predicate interpreted as {r}.
By definition H · 1 = H.
Canonicity: M ⊳ C is the unique C-structure which is the union of M and C and where C becomes a thick cone with basis the supremum of V . . We consider M ⊳ C in the language L 1∪ {M, C}∪(L(M ) \ L 1 )∪(L(C) \ L 1 )∪{V M , ∧ V M } where M and C are unary predicates for the elements from the eponym sets and L(M ) and L(C) are naturally interpreted in M and C respectively. Again, outside of their natural definition domain, functions can be defined as constant with value the root of T (C).
Lemma 8.23
If M et C eliminates quantifiers (respectively are C-minimal, or ℵ 0 -categorical), then M ⊳ C has the same property.
The two previous constructions will enable us to prove proposition 8.18. 8.3.3 Proof of 8.18 Definition 8.24 Let Ξ be a finite semi-lattice tree. The depth of a vertex in Ξ is the minimal function from Ξ to ω such that: if a is a maximal element of Ξ, depth(a) = 0; if x < y, depth(x) ≥ depth(y) + 1.
Lemma 8.25
Given a finite meet-semi-lattice tree Ξ 0 , labeled with a coefficient n A to each A ∈ Ξ 0 and satisfying (1) with A 0 the root of Ξ 0 , there is a unique tree Ξ which is the disjoint union of antichains U A , A ∈ Ξ 0 , with |U A | = n A , and such that the set of the U A ordered by the order induced by the order of Ξ is isomorphic to Ξ 0 . Furthermore Ξ is a meet-semi-lattice tree and any automorphism of Ξ 0 lifts to an automorphism of Ξ.
Proof. We define inductively an order on Ξ :
, and assume˙ A∈Ξ 1 U A already ordered in such a way that the U A are antichains. For X ∈ Ξ 0 \ Ξ 1 such that X − =: B ∈ Ξ 1 , we extend the order on˙ A∈Ξ 1 U A∪ U X . Since X − = B, n B divides n X which allows us to partition U X =˙ y∈U B V y where each V y has n X (n B ) −1 elements; for x ∈ U X and y ∈ U B we set x > y iff x ∈ V y , with no other order relation between elements from U B ∪ U X . We define in this way an order, which is a meet-semi-lattice tree because Ξ 0 is one and n A 0 = 1. The other properties and the uniqueness (up to isomorphism) are clear.
Proof of proposition 8.18 . As already noticed, it is enough to prove that any automorphism of the labeled tree Θ(M) lifts up to an automorphism of M (M is the countable model). The previous lemma gives the tree Θ(M) from the tree Θ(M), and the full labels as well: if π : Θ(M) → Θ(M) is the canonical projection, a vertex or an edge from Θ(M) and its image under π have the same label. Any automorphism of the labeled tree Θ(M) comes from an automorphism of the labeled tree Θ(M), which comes itself from an automorphism of M as we show now by an induction on the depth of vertices from Θ(M). Let σ be an automorphism of N a if furthermore a is not the root of Ξ. The M a are destined to become thick cones in M and the N a cones, and they are the only possible choice thanks to the canonicity of both constructions of connection and sticking. The language of each structure is defined by induction too. Among the labels there are theories Σ, each of which comes with its own language.
-Let A be maximal in Ξ 0 and a ∈ A. If s A = 0 then M a is a singleton. If Σ 1≤i≤s A k A,i ≥ 2 then M a = 1≤i≤s A Γ A,i · k A,i , where Γ A,i is the unique finite-orcountable model of Σ A,i . It is to be noticed that in both cases, T (M a ) has a root (due to axiom (2) and the definition of the connection when a is not a leaf). Each theory Γ A,i is considered in each elimination language and is given by Lemma 8.22 .
-If a is not maximal in Ξ, M a = B − =A,b∈B,b>a N b · (n B : n A ) ⊔ 1≤i≤s A Γ A,i · k A,i , where Γ A,i is the unique finite-or-countable model of Σ A,i (and again we use a slightly abusive notation: we take the connection of k A,i copies of Γ A,i , and (n B : n A ) copies of N b , for 1 ≤ i ≤ s A and B − = A, b ∈ B, b > a. There again, by condition (2), T (M a ) has a root and the Γ A,i are considered in their elimination languages.
-For A different from the root A 0 of Ξ 0 and if ]A − , A[ is not empty, Σ A − ,A has according to Lemma 8.12 a unique finite-or-countable model Γ A − ,A and we set N a = M a ⊲Γ A − ,A with the C-relation given by ( * ) and V . If ]A − , A[ is empty, we set N a = M a . In the case where S A 0 = 0, A 0 has a unique successor B in Ξ 0 with n B = 1, then we define M = N b , where b is the unique element of B and then T (M ) has no root and A 0 = {−∞}. Else, we define M = M a 0 , where A 0 = {a 0 }. Lemma 8.27 The set M is the disjoint union of k A,i copies of Γ A,i with A ∈ Ξ 0 and 1 ≤ i ≤ s A , and of (n A : n A − ) copies of Γ A − ,A , with A ∈ Ξ 0 , A = A 0 . The labelled graph Ξ deduced from Ξ 0 and the n A using Lemma 8.25 embeds canonically in T (M) * and T (M) * is the disjoint union of Ξ, copies of T (Γ A,i ), and copies of T (Γ A − ,A ), with the natural tree structure. In particular the A are antichains in T (M). Proof: In the following, unless otherwise specified, "indiscernible" means "indiscernible as an autonomous C-structure". Let us first show Θ(M a ) = Θ(N a ): either ]a − , a[= ∅ and M a = N a , or ]a − , a[ is dense the interdictions given by conditions (8) and (9) apply, which imposes a ∈ Θ(N a ) and then that a is definable in N a , hence points in M a have same type in N a iff in M a , and finally Θ(M a ) = Θ(N a ).
Let us show now, by induction on vertices depth, that Ξ ≥a = Θ(M a ) = Θ(N a ). Assume A maximal in Ξ 0 , A = A 0 , a ∈ A and b ∈ A − . By condition (7), M a is not indiscernible, thus a ∈ Θ(M a ). By construction of M any cone in a est indiscernible, thus Θ(M a ) = {a} = Ξ ≥a . The same argument (the use of (7) less) apply to any other point a of Ξ. So Ξ embeds in Θ(M). Otherwise, by construction of M, the direct product 
