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EXISTENCE AND NONEXISTENCE OF POSITIVE SOLUTIONS
OF INDEFINITE ELLIPTIC PROBLEMS IN RN
MATTHIAS SCHNEIDER
Abstract. Our purpose is to find positive solutions u ∈ D1,2(RN ) of the semilinear
elliptic problem −∆u− λV (x)u = h(x)up−1 for 2 < p. The functions V and h may have
an indefinite sign and the linearized operator need not to have a first (principal) eigenvalue,
e.g. we allow V ≡ 1. We give precise existence and nonexistence criteria, which depend on
λ and on the growth of h− and h+/V +. Existence theorems are obtained by constrained
minimization. The mountain pass theorem leads to a second solution.
1. Introduction
We are interested in finding positive solutions of
−∆u(x)− λV (x)u(x) + h(x)u(x)p−1 = 0 in RN ,
0  u ∈ D1,2(RN ) ∩ L2(RN , |V |) ∩ Lp(RN , |h|),
(1.1)λ
where λ > 0 is a real nonnegative parameter. The functions h and V may change sign. We
denote by D1,2(RN ) the closure of C∞c (R
N ) with respect to the norm (
∫
|∇u|2)
1
2 in L2
∗
,
where we set 2∗ := 2N/(N − 2). Moreover, for a given measurable nonnegative function k
and Ω ⊂ RN we will denote by Lq(Ω, k) the space of measurable functions u satisfying
‖u‖pLp(Ω,k) :=
∫
Ω
k(x)|u|p <∞,
where functions, which are equal k(x)dx-almost everywhere, are identified as usual. For
any function f : RN → R we abbreviate its positive part, max(0, f), by f+ and its negative
part, (f+ − f), by f−. Our basic requirements are
N ≥ 3, p > 2 and h, V ∈ C(RN ) : V + 6≡ 0 6≡ h+, (1.2)
D1,2(RN ) is compactly embedded in Lp(RN , h−), (1.3)
D1,2(RN ) ∩ Lp(RN , h+) is compactly embedded in L2(RN , V +). (1.4)
We first state some sufficient conditions for the validity of (1.3) and (1.4). Obviously (1.3)
holds whenever h− ≡ 0. Moreover, (1.3) is valid under each of the following two assumptions
(see [24, Cor. 2.2], for a necessary and sufficient condition see [24, Th. 2.1])
p < 2∗ and h− ∈ L
2∗
2∗−p (RN ), (1.5)
p < 2∗, h− ∈ L∞(RN ) and lim sup
|x|→∞
h−(x)|x|
N−2
2
p−N = 0. (1.6)
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Condition (1.4) holds under each of the following two assumptions (see [24, Th. 2.3]),
∃R > 0 : h(x) > 0 ∀|x| ≥ R and
∫
RN\BR(0)
V +
(
V +
h
) 2
p−2
<∞, (1.7)
V + ∈ LN/2(RN ). (1.8)
Note that (1.8) is sufficient for D1,2(RN ) to be compactly embedded in L2(RN , V +), hence
(1.4) is satisfied for any h+ under the assumption (1.8).
Existence results. Equation (1.1)λ with V ≡ 1 was investigated on bounded domains Ω
with various boundary conditions using bifurcation theory and the method of sub- super-
solutions. We mention the work of Amann and Lo´pez-Go´mez [3], Lo´pez-Go´mez [19, 20],
Ouyang [21]. They used an abstract result of Crandall and Rabinowitz [13] and showed
that (λ1(Ω), 0) is a bifurcation point for positive solutions of (1.1)λ, where λ1(Ω) is the
first eigenvalue of the Laplacian in Ω with corresponding boundary conditions, i.e. there
is an open neighborhood U of (λ1, 0) such that every nontrivial solution pair (λ, u) in U is
described by a continuous curve (λ(s), u(s)) emanating from (λ1(Ω), 0). It was shown that
the solution curve is increasing in λ near λ = λ1(Ω) (supercritical) if and only if∫
Ω
h(x)e1(Ω)
p > 0, (1.9)
where e1(Ω) denotes the positive eigenfunction belonging to the first eigenvalue λ1(Ω).
Ouyang [21] showed for compact Riemannian manifolds that (1.9) is also necessary for
the existence of positive solutions to (1.1)λ for λ > λ1(Ω). The interesting point in this
situation is that the problem becomes affected by the positive part of h, h+ := max(0, h),
which pushes up the spectrum of the linearized problem and possibly creates a “ground
state” solution.
Alama and Tarantello [1, 2] and Berestycki, Capuzzo Dolcetta and Nirenberg [6, 7] studied
(1.1)λ with V ≡ 1 on bounded domains Ω. They used variational methods like constrained
minimization and a variational formulation of Perron’s sub- super-solution method. Apart
form various existence results, (1.9) was derived as a necessary and sufficient conditions
for the existence of positive solutions to (1.1)λ for λ > λ1(Ω) with Neumann and Dirichlet
boundary conditions.
To deal with unbounded domains Ω and general functions V we have to adjust the value
λ1(Ω). To this end we define for measurable Ω ⊂ RN and V
D1,2(Ω) := {u ∈ D1,2(RN ) |u = 0 a.e. on RN\Ω},
λ1(Ω, V ) := inf{‖∇u‖
2
2 |u ∈ D
1,2(Ω) ∩ L2(RN , |V |),
∫
V (x)|u|2 = 1}. (1.10)
Note that for bounded domains Ω and V ≡ 1 the value λ1(Ω, V ) coincides with λ1(Ω),
the usual first eigenvalue of the Dirichlet Laplacian in Ω. If λ1(Ω, V ) is attained, we will
call λ1(Ω, V ) a principal eigenvalue and a corresponding nonnegative minimizer a principal
eigenfunction, denoted by e1(Ω, V ), which satisfies due to its variational characterization∫
∇e1(Ω, V )∇ϕ = λ1(Ω, V )
∫
V (x)e1(Ω, V )ϕ ∀ϕ ∈ D
1,2(Ω) ∩ L2(RN , |V |).
Harnack’s inequality [25, C.1] shows that if Ω is a domain and V is regular enough, e.g.
(1.2), then the principal eigenvalue λ1(Ω, V ), if it exists, is simple and the corresponding
eigenfunction e1(Ω, V ) is positive inside Ω. If V
+ ∈ LN/2(Ω) then λ1(Ω, V ) is attained,
since D1,2(Ω) is compactly embedded in L2(Ω, V +) in this case (see [24, Cor. 2.4]).
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Positive solutions of (1.1)λ have up to now only been obtained under the assumption that
the weight V + decreases fast enough at infinity to ensure that λ1(RN , V ) is a principal
eigenvalue with positive eigenfunction e1(RN , V ) (see [9, 14, 26]). Cingolani and Ga´mez [11]
proved under the assumptions V ∈ LN/2(RN )∩L∞(RN ), 2 < p < 2∗ and h ∈ L2
∗/(2∗−p)(RN )
(1.1)λ is solvable in a right neighborhood of λ1(RN , V ) if
∫
h(x)e1(RN , V )p > 0. (1.11)
Costa and Tehrani [12] showed that (1.11) remains valid under the assumptions
2 < p < 2∗, V ∈ LN/2(RN ) ∩ Lα(RN ) for some α > N/2 and lim
|x|→∞
h(x) = h∞ > 0.
Our purpose is to give existence and nonexistence criteria for positive solutions of (1.1)λ
in cases where the linearized operator need not to have a first (principal) eigenvalue, e.g.
for V ≡ 1 and Ω = RN . We emphasize that our approach yields new results even when
V + ∈ LN/2(RN ) and a principal eigenfunction e1(RN , V ) exists since we do not impose any
growth condition on h+ and V − in this case.
We shall find solutions of (1.1)λ as critical points of Iλ ∈ C
2(E,R), defined by
Iλ(u) :=
1
2
‖∇u‖22 −
λ
2
∫
V (x)|u|2 +
1
p
∫
h(x)|u|p,
where we denote by E the Banach space D1,2(RN ) ∩ L2(RN , |V |) ∩ Lp(RN , |h|) equipped
with the norm ‖u‖E := ‖∇u‖2 + ‖u‖L2(RN ,|V |)+ ‖u‖Lp(RN ,|h|). Under the assumptions (1.3)
and (1.4) the space E coincides with D1,2(RN ) ∩ L2(RN , V −) ∩ Lp(RN , h+) and we may
replace its norm by the equivalent norm ‖∇u‖2 + ‖u‖L2(RN ,V −) + ‖u‖Lp(RN ,h+).
For λ > λ1(RN , V ) and h− 6≡ 0 the energy functional Iλ is neither bounded above, nor
below and zero is not a local minimum of the energy. To find nontrivial solutions we use a
constrained minimization method and apply the mountain pass theorem to a local minimizer
of the energy. Conditions (1.3) and (1.4) prevent the possible lack of compactness at infinity.
Note that in our framework I ′′λ(u) need not to be a Fredholm operator from E to E
′, see
Remark 4.4 for a precise discussion, which leads to additional technical difficulties.
Motivated by the work of Ouyang [21] we define for measurable Ω ⊂ RN
λ1(Ω, V, h) := inf{‖∇u‖
2
2 | u ∈ D
1,2(Ω) ∩ L2(RN , |V |) ∩ Lp(RN , |h|),∫
V (x)|u|2 = 1,
∫
h(x)|u|p ≤ 0}.
We set λ1(Ω, V, h) = +∞, if the infimum is taken over an empty set. Assumptions (1.2)-
(1.4) imply that λ1(RN , V, h) is attained or equals +∞ (see Lemma 3 below).
We can now formulate our main existence result.
Theorem 1.1. Suppose (1.2)-(1.4) hold. Then (1.1)λ has a positive solution u ∈ C
1(RN )
in E for all λ such that λ1(RN , V ) < λ < λ1(RN , V, h). The solution u is a local minimum
of Iλ. If, moreover, h is nonnegative then u is the unique positive solution in E.
If (1.2) holds, V + ∈ LN/2(RN ) and h− ∈ L2
∗/(2∗−p)(RN ) then e1(RN , V ) exists, λ1(RN , V )
is simple and λ1(RN , V, h) is attained or equals +∞. Consequently
λ1(RN , V, h) > λ1(RN , V ) if and only if e1(RN , V ) 6∈
{
u ∈ Lp(RN , |h|) |
∫
h(x)|u|p ≤ 0
}
.
Hence Theorem 1.1 includes the existence results in [11, 12] mentioned above. From our
proof it is easy to see that Theorem 1.1 continues to hold for arbitrary domains Ω ⊂ RN and
that for a bounded domain Ω, V ≡ 1 and h ∈ L∞(Ω) the condition λ1(Ω, 1, h) > λ1(Ω, 1)
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is equivalent to (1.9).
To give our next existence result we need to introduce the set Ω−0, defined by
Ω−0 := {x ∈ RN |h(x) ≤ 0}.
If h is nonnegative then we have by definition λ1(RN , V, h) = λ1(Ω−0, V ) and we show
Theorem 1.2. Suppose (1.2)-(1.4) and h− ≡ 0. Then λ1(RN , V ) < λ1(Ω−0, V ) and (1.1)λ
has a unique positive solution uλ in E for every λ ∈ J :=
]
λ1(RN , V ), λ1(Ω−0, V )
[
.
The map λ 7→ uλ belongs to C
0(J,E) and satisfies
lim
λ→λ1(RN ,V )
uλ = 0, lim
λ→λ1(Ω−0,V )
‖uλ‖E =∞.
Furthermore, (1.1)λ does not admit any positive solution in E if λ ≥ λ1(Ω
−0, V ).
The continuity of λ 7→ uλ is proven merely by hands since we cannot apply the implicit
function theorem, which is mainly due to the fact that I ′′λ(uλ) fails to be a Fredholm operator
(see Lemma 4.3 and Remark 4.4).
If V is nonnegative then the blow-up behavior of uλ as λ→ λ1(Ω
−0, V ) is given by
Theorem 1.3. Under the assumptions of Theorem 1.2, if moreover V is nonnegative, Ω−0
is bounded and λ1(Ω
−0, V ) <∞, then we obtain the pointwise growth estimate
uλ(x) ≥
(λ− µ)C
λ1(Ω−0, V )− λ
e1(Ω
−0, V )(x) + uµ(x),
for any µ ∈ J , any principal eigenfunction e1(Ω
−0, V ) and some C = C(e1, µ) > 0.
The analogous result for bounded domains was obtained in [15] using that uλ is dif-
ferentiable as a function of λ. We are able to extend their result replacing (d/dλ)uλ by
corresponding difference quotients.
If h− 6≡ 0, it is possible to find a second positive solution thanks to the mountain pass
theorem [4]. We prove
Theorem 1.4. Suppose (1.2)-(1.4), h− 6≡ 0 and λ1(RN , V ) < λ1(RN , V, h). Then for
every λ ∈ J− :=]λ1(RN , V ), λ1(RN , V, h)] equation (1.1)λ admits an ordered pair of positive
solutions uλ < vλ such that
Iλ(uλ) < 0 and (I
′′
λ(uλ)ϕ,ϕ) ≥ 0 for all ϕ ∈ E,
Iλ(vλ) > 0 and (I
′′
λ(vλ)vλ, vλ) < 0 for all λ ∈ J
−\{λ1(RN , V, h)},
Iλ(vλ) = 0 = (I
′′
λ(vλ)vλ, vλ) if λ = λ1(R
N , V, h).
Consider the quantity λ∗, defined by
λ∗ := sup
{
λ |λ > λ1(RN , V ) and (1.1)λ admits a solution in E
}
.
Theorem 1.2 shows that λ∗ = λ1(Ω
−0, V ) = λ1(RN , V, h) if h is nonnegative. Ouyang
[21] discussed (1.1)λ on compact Riemannian manifolds M with V ≡ 1 and showed that if
h− 6≡ 0 and λ1(M) < λ1(M, 1, h) then λ
∗ > λ1(M, 1, h) and (1.1)λ admits a unique positive
solution in E for λ = λ∗ and at most two ordered positive solution for λ1(M) < λ < λ
∗. The
proof consists of a delicate bifurcation analysis which does not work under our assumptions.
A result in the spirit of [21] is given by the following theorem.
Theorem 1.5. Suppose (1.2)-(1.4), V ≥ 0, h− 6≡ 0, λ1(RN , V ) < λ1(RN , V, h) and
0 <
∫
h−(x)e1(Ω
−0, V )p
for some principal eigenfunction e1(Ω
−0, V ). Then
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(i) If λ ∈]λ1(RN , V ), λ∗], then (1.1)λ has a positive solution uλ ∈ E such that
Iλ(uλ) < 0 and (I
′′(uλ)ϕ,ϕ) ≥ 0 for all ϕ ∈ E,
(ii) λ∗ < λ1(Ω
−0, V ) and (1.1)λ does not admit any positive solution in E if λ > λ
∗.
Obviously we have λ1(RN , V, h) ≤ λ∗. To see that λ∗ could be arbitrary close to
λ1(Ω
−0, V ) we discuss the dependence of λ1(RN , V, h) on h+ showing
Theorem 1.6. Suppose (1.2)-(1.4) hold and λ1(RN , V, h) is finite. We define for µ ∈ R
the function hµ := µh
+ − h−. Then
λ1(RN , V, hµ)→ λ1(Ω−0, V ) as µ→∞. (1.12)
Moreover, if λ1(Ω
−0, V ) <∞, then λ1(Ω
−0, V ) is attained.
Theorem 1.1 extends to rather general nonlinearities (see [23]), because the solution is a
local minimizer of the variational functional and may be found whenever the nonlinearity
is weakly lower semicontinuous. Whereas the proof of the Palais-Smale condition becomes
a delicate issue in presence of a general sign changing nonlinearity (see [1, 22]). A version
of Theorem 1.5 for special classes of nonlinearities, e.g. h(x)g(u), is given in [23].
Nonexistence results. Roughly speaking there are two obstructions to the existence of
(weak) solutions of (1.1)λ for λ > λ1(RN , V ). The quotient h+/V + has to grow at infinity
to ensure the compactness of the inclusion of D1,2(RN ) ∩ Lp(RN , h+) in L2(RN , V +) and
the parameter λ must not exceed λ1(Ω
−0, V ). We will prove
Theorem 1.7. Suppose (1.2). Then (1.1)λ does not admit any positive weak solution in E
for λ > λ1(Ω
−0, V ).
Furthermore, if λ1(Ω
−0, V ) < ∞ is attained and h 6≡ 0, then there is no positive weak
solution of (1.1)λ in E for λ = λ1(Ω
−0, V ).
If h is nonnegative then λ1(RN , V, h) = λ1(Ω−0, V ) and in this case our results for λ are
optimal. Moreover, the assumption h+ 6≡ 0 is necessary because otherwise Ω−0 = RN and
no solution exist for λ > λ1(RN , V ).
In some cases the existence of a positive solution to (1.1)λ in E for λ > λ1(RN , V ) implies
the compactness of the embbeding in (1.4). To our knowledge such a connection has never
been observed in the literature before. Besides such rather abstract results we show that
the existence of positive solutions leads to integrability conditions on V and h regaining
(1.7) as a necessary condition. A related result in dimension N = 1 can be found in [17].
We state our main result, which will be proven below.
Theorem 1.8. Suppose (1.2)-(1.3) and
0 < lim inf
|x|→∞
V (x)
|x|α
≤ lim sup
|x|→∞
V (x)
|x|α
<∞ for some α > −2, (1.13)
0 < lim inf
|x|→∞
h(x)
|x|β
≤ lim sup
|x|→∞
h(x)
|x|β
<∞ for some β ∈ R. (1.14)
Then λ1(RN , V ) = 0 and (1.4) is equivalent to each of the following two conditions
λ1(RN , V, h) > 0 and (1.1)λ is solvable for all λ such that 0 < λ < λ1(R
N , V, h), (1.15)
(1.1)λ is solvable for some λ > 0. (1.16)
If, moreover, (N − 4) ≤ α, then (1.4),(1.15) and (1.16) are equivalent to (1.7).
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2. Nonexistence
We call u a weak super solution of −∆u+ g(x, u) = 0 in RN , if u ∈W 1,2loc (R
N ) and∫
∇u∇ϕ+
∫
g(x, u(x))ϕ ≥ 0 ∀ϕ ∈ C∞c (R
N ), ϕ ≥ 0.
Lemma 2.1. Suppose (1.2) and
(1.1)λ has a weak positive super solution u0 for some λ > λ1(RN , V ),
such that u0 ∈ C(RN ) ∩ L2(RN , V +) ∩ Lp(RN , h−).
(2.1)
Then there is a positive solution u1 ∈ C1(RN ) of (1.1)λ in E such that Iλ(u1) < 0 and
(I ′′λ(u1)v, v) =
∫
|∇v|2 − λ
∫
V (x)|v|2 + (p− 1)
∫
h(x)|u1|
p−2|v|2 ≥ 0 ∀v ∈ E. (2.2)
Proof. We begin by proving the claim under the additional assumption that
u0 does not solve the equation in (1.1)λ. (2.3)
To this end we consider the setM := {u ∈ E | 0 ≤ u(x) ≤ u0(x) a.e.} and try to minimize Iλ
in the convex set M . Because λ > λ1(RN , V ) we may choose R > 0 large enough such that
λ > λ1(BR(0), V ). Because V ∈ C(RN ), a positive minimizer e1(BR(0), V ) ∈ Cc(RN ) for
λ1(BR(0), V ) exists. Due to the fact that t ·e1(BR(0), V ) is an element ofM for small values
of t and u0 ∈ L
2(RN , V +) ∩ Lp(RN , h−) we have −∞ < infu∈M Iλ(u) < 0. Let (un)n∈N
be a minimizing sequence for infu∈M Iλ(u). Because 0 ≤ un ≤ u0 and u0 ∈ L
2(RN , V +) ∩
Lp(RN , h−) the functions (un)n∈N are uniformly bounded in L2(RN , V +) ∩ Lp(RN , h−).
From the boundedness of (Iλ(un))n∈N we derive that (un)n∈N is bounded in E. We may
assume (un)n∈N converges weakly in E to some u1 ∈ E and pointwise almost everywhere.
SinceM is convex, M is weakly closed and u1 ∈M . By the dominated convergence theorem
we see that (un)n∈N converges strongly to u1 in L
2(RN , V +) ∩ Lp(RN , h−). Fatou’s lemma
now yields I(u1) ≤ infu∈M I(u) < 0. By Perron’s method (see [27, Thm. 2.4]) the function
u1 is a weak solution of −∆u− V (x)u+ h(x)u
p−1 = 0 in RN .
By standard regularity results and Harnack’s inequality (see for instance [25, C.1]) the
function u1 is strictly positive and an element of C
1(RN ). (2.3) ensures u1 6= u0. Consider
the nonnegative function w := u0 − u1. Clearly w solves −∆w+ (−λV (x) + h(x)g(x))w =
0 in RN , where g is a continuous function, defined by
g(x) :=
{
up−21 (x)−u
p−2
0 (x)
u1(x)−u0(x)
if u1(x) > u0(x),
(p − 2)u1(x)
p−3 if u1(x) = u0(x).
Hence we may again apply Harnack’s inequality to see that u1(x) < u0(x) for all x ∈ RN .
Thus (I ′′λ(u1)ϕ,ϕ) ≥ 0 for all ϕ ∈ C
∞
c (R
N ) and by density for all v ∈ E.
Now suppose u0 is a solution of (1.1)λ. In this case we consider the equation
−∆u− λV (x)u+ h(x)up−1 +
1
n
h+(x)up−1 = 0 in RN , (2.4)n
with the corresponding energy functional Jn, defined by Jn(u) = Iλ(u) +
1
np
∫
h+(x)|u|p.
The function u0 is a strict super solution of (2.4)n for each n ∈ N. We now apply the
same reasoning as above to obtain a sequence of solutions (vn)n∈N to (2.4)n such that each
vn satisfies (2.2) with Iλ replaced by Jn. From Jn(vn) ≤ J1(v1) < 0 and 0 ≤ vn ≤ u0
we conclude that (vn)n∈N is bounded in E. By passing to a subsequence we may assume
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(vn)n∈N converges weakly in E to some u1 ∈ E and pointwise almost everywhere. By the
dominated convergence theorem and Fatou’s lemma we conclude
Iλ(u1) ≤ lim inf
n→∞
Iλ(vn) ≤ J1(v1) < 0.
The weak convergence implies that u1 is a critical point of Iλ. Regularity results and
Harnack’s inequality [25] show u1 ∈ C
1(RN ) is a positive solution of (1.1)λ. Fix w ∈ E. By
Ho¨lder’s inequality we have for arbitrary Ω ⊂ RN∫
Ω
|h(x)| |vn|
p−2|w|2 ≤
(∫
Ω
|h(x)| |vn|
p
) p−2
p
(∫
Ω
|h(x)||w|p
) 2
p
≤ C
(∫
Ω
|h(x)| |w|p
) 2
p
.
We observe that the last term becomes small whenever |Ω| is small or Ω ∩ BR(0) = ∅ for
large R > 0. Since (vn)n∈N converges pointwise almost everywhere, we may apply Vitali’s
theorem [16, Thm. 13.38] to get
lim
n→∞
∫
h+(x)|vn|
p−2|w|2 =
∫
h+(x)|u1|
p−2|w|2 and (I ′′λ(u1)w,w) = limn→∞
(J ′′n(vn)w,w) ≥ 0.
✷
Corollary 2.2. Under the assumptions of Lemma 2.1 there holds
D1,2(RN ) ∩ L2(RN , V −) ∩ Lp(RN , h+) is continuously embedded in L2(RN , V +). (2.5)
Proof. Let ϕ ∈ C∞c (R
N ). By (2.2) and Ho¨lder’s inequality we have∫
V +(x)|ϕ|2 ≤
1
λ
∫
|∇ϕ|2 +
∫
V −(x)|ϕ|2 +
p− 1
λ
∫
h+(x)up−21 |ϕ|
2
≤
1
λ
‖∇ϕ‖22 + ‖ϕ‖L2(RN ,V −) +
p− 1
λ
‖u1‖
p−2
Lp(RN ,h+)
‖ϕ‖2Lp(RN ,h+).
The claim follows because C∞c (R
N ) is dense in the involved spaces. ✷
The next lemma gives some information concerning the behavior of sequences which con-
verge weakly to zero in D1,2(RN ) ∩ Lp(RN , h+).
Lemma 2.3. Under the assumptions of Lemma 2.1 any sequence (un)n∈N in E, such that
un ⇀ 0 in D
1,2(RN ) ∩ Lp(RN , h+) and
∫
|∇un|
2 ≤
λ
2
∫
V (x)|un|
2, (2.6)
satisfies lim supn→∞
∫
V (x)|un|
2 ≤ 0.
Proof. Suppose the assertion of the lemma is false. By passing to a subsequence we may
assume that (un)n∈N converges to zero pointwise almost everywhere and
lim
n→∞
∫
V (x)|un|
2 > 0. (2.7)
By Lemma 2.1 there exits w ∈ E satisfying (2.2). We use Vitali’s theorem as in the proof
of Lemma 2.1 to see that ∫
h+(x)|w(x)|p−2|un|
2 → 0 as n→∞. (2.8)
By (2.6), (2.8) and (2.2) we have
0 ≤
∫
|∇un|
2 − λ
∫
V (x)|un|
2 + (p − 1)
∫
h+(x)|w|p−2|un|
2 ≤ −
λ
2
∫
V (x)|un|
2 + o(1),
as n→∞, contrary to (2.7). ✷
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Corollary 2.4. Under the assumptions of Lemma 2.1, if moreover
D1,2(RN ) is continuously embedded in Lp(RN , h−), (2.9)
then we have λ1(RN , V, h) > 0.
Proof. Suppose contrary to our claim λ1(RN , V, h) = 0. Let (un)n∈N be a minimizing
sequence of λ1(RN , V, h), i.e.∫
V (x)|un|
2 = 1,
∫
h(x)|un|
p ≤ 0 and ‖∇un‖
2
2
n→∞
−−−→ 0. (2.10)
Clearly (un)n∈N is bounded in D
1,2(RN ). We conclude from (2.9) that (un)n∈N is bounded
in Lp(RN , |h|). Passing to a subsequence we may assume that (un)n∈N converges weakly
to zero in D1,2(RN ) ∩ Lp(RN , h+). Lemma 2.3 tells us that lim supn→∞
∫
V (x)|un|
2 ≤ 0
contradicting (2.10). ✷
Proposition 2.5. Suppose (1.2) and (2.1). Moreover, we assume
D1,2(RN ) ∩ Lp(RN , |h|) is compactly embedded in L2(RN , V −), (2.11)
there exist ε < 2, c1 > 0 and for each R > 2 there are a positive constant CR and a
nonnegative function hR such that
c1R
−εV +(x) ≤ V +(R · x) for all x ∈ RN , (2.12)
h+(R · x) ≤ CRh
+(x) + hR(x) for all x ∈ RN and (2.13)
D1,2(RN ) ∩ Lp(RN , h+) is continuously embedded in Lp(RN , hR). (2.14)
Then D1,2(RN ) ∩ Lp(RN , h+) is compactly embedded in L2(RN , V +).
Proof. For u ∈ D1,2(RN ) ∩ Lp(RN , h+) ∩ L2(RN , V +) we write uR(x) := R(ε−N)/2u(x/R)
and deduce by (2.12) and (2.13) for R > 2∫
V +(x)|u|2 ≤ c−11 R
ε
∫
V +(R · x)|u|2 = c−11
∫
V +(x)|uR|
2, (2.15)∫
h+(x)|uR|
p ≤ R
pε
2
−N p−2
2
∫
h+(R · x)|u|p ≤ C ′R
∫
h+(x)|u|p + C ′R
∫
hR(x)|u|
p, (2.16)∫
|∇uR|
2 = Rε−2
∫
|∇u|2. (2.17)
Let (un)n∈N be a sequence in D
1,2(RN ) ∩ Lp(RN , h+) converging weakly to zero. The
assertion of the theorem follows if we show that (un)n∈N converges to zero in L
2(RN , V +).
Conversely, by passing to a subsequence, suppose that
lim
n→∞
∫
V +(x)|un|
2 exists and is positive. (2.18)
First we show that (2.18) leads to a contradiction under the additional assumption that∫
|∇un|
2 ≤
λ
2
∫
V +(x)|un|
2 for all n ∈ N. (2.19)
By (2.11) the sequence of integrals
∫
V −(x)|un|
2 converges to zero. Consequently Lemma
2.3 and (2.19) yield
∫
V +(x)|un|
2 → 0 as n→∞, contrary to (2.18).
To complete the proof we suppose
lim sup
n→∞
∫
|∇un|
2∫
V +(x)|un|2
=: Λ ≥
λ
2
.
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If Λ = ∞, then obviously
∫
V +(x)|un|
2 → 0 as n → ∞ because ‖∇un‖2 is uniformly
bounded in n. If Λ <∞, then we take R ≥ (3Λ/λc1)
1/(2−ε) and
vn(x) := un,R(x) = R
(ε−N)/2un(x/R) for each n ∈ N. (2.20)
By (2.16) and (2.17) the sequence (vn)n∈N is bounded in D
1,2(RN ) ∩ Lp(RN , h+) and con-
verges weakly to zero in D1,2(RN ). Thus by passing to a subsequence we may assume
(vn)n∈N converges weakly to zero in D
1,2(RN ) ∩ Lp(RN , h+). From (2.15) and (2.17) we
deduce
lim sup
n→∞
∫
|∇vn|
2∫
V +(x)|vn|2
≤
λc1
3Λc1
∫
|∇un|
2∫
V +(x)|un|2
≤
λ
3
. (2.21)
From the above analysis we conclude
∫
V +(x)|vn|
2 → 0 as n→∞, hence by (2.15) we have∫
V +(x)|un|
2 → 0 as n→∞, contrary to (2.18). ✷
Remark 2.6. Using (2.20) and (2.21) in the proof of Proposition 2.5 we easily obtain that
λ1(RN , V ) = 0 under the assumption (2.12).
Corollary 2.7. Suppose (1.2),(2.1) and (1.13)-(1.14). Then D1,2(RN ) ∩ Lp(RN , h+) is
compactly embedded in L2(RN , V +).
Proof. We may estimate for R ≥ 1 by (1.14)
h+(R · x) ≤ cRh
+(x) + ‖h+ · χBM·R(0)‖∞ · χBM·R(0)(x) for some M > 0. (2.22)
By (1.13) we may find positive constants C2 > 2, 0 < c
−
1 < c
+
1 such that
c−1 |x|
α ≤ V (x) ≤ c+1 |x|
α for all |x| ≥ C2. (2.23)
Define V0 : RN → R by
V0(x) :=


c−1 |x|
α if C2 + 1 ≤ |x|
c−1 (|x|
α − Cα2 ) if C2 ≤ |x| ≤ C2 + 1
min(V (x), 0) if |x| ≤ C2.
We may estimate for all |x| ≥ C2 + 1 and R ≥ 1
V0(x)
V0(Rx)
≤ R−α.
For C2 ≤ |x| ≤ C2 + 1 and R ≥ 2 we have since C2 > 2
V0(x)
V0(Rx)
≤
c−1 (|C2 + 1|
α − Cα2 )
c−1 R
αCα2
Putting together the two above observations we obtain for all R > 2
Cα2
(|C2 + 1|α − Cα2 )
RαV0
+(x) ≤ V0
+(Rx) (2.24)
By Remark 2.6 we obtain λ1(RN , V0) = 0. Since V0 ≤ V and (2.22)-(2.24) hold, Proposition
2.5 applied to V0 and h gives
D1,2(RN ) ∩ Lp(RN , h+) is compactly embedded in L2(RN , V +0 ). (2.25)
Since V + is smaller than (c−1 )
−1c+1 V
+
0 outside a bounded domain, (2.25) remains true if we
replace V +0 by V
+. ✷
To prove that (1.15)-(1.16) are equivalent to (1.7) we need
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Lemma 2.8. Under the assumptions of Lemma 2.1, if moreover there exits R > 0 such
that
V, h ∈ C2(RN\BR(0)), h(x) > 0 ∀|x| ≥ R, lim sup
|x|→∞
V +(x)
h(x)
= 0,
∆
(
V +(x)
h(x)
) 1
p−2
≥ 0 in Ω+ := {x ∈ RN |V (x) > 0, |x| > R}.
(2.26)
Then the integral
∫
RN\BR(0)
V +
(
V +
h
) 2
p−2
is finite.
Proof. By Lemma 2.1 and standard regularity results we may assume u0 solves (1.1)λ and
u0 ∈ C
2(RN\BR(0)) ∩ E. For abbreviation we write w(x) instead of (V +(x)/h(x))1/(p−2) .
Because u0 is a positive function we may choose σ > 0 such that λ > σ and
u0(x) > (λ− σ)
1
p−2w(x) in {x ∈ RN | |x| = R}.
We will denote by Ωσ the set {x ∈ RN | −∆u0 − σV (x)u0 > 0, |x| > R}. Because u0 is a
solution to (1.1)λ an easy calculation shows
x ∈ Ωσ ⇐⇒ h(x)u0(x)
p−2 < (λ− σ)V (x)⇐⇒ u0(x) < (λ− σ)
1
p−2w(x) and Ωσ ⊂ Ω+.
The basic idea of the proof is to show that Ωσ is empty. Conversely, suppose that there is
x0 ∈ Ωσ, i.e. |x0| > R and
u0(x0)− (λ− σ)
1/(p−2)w(x) = −ε for some ε > 0. (2.27)
From (2.26) we may choose R1 > |x0| large enough to have u0(x)−(λ−σ)
1/(p−2)w(x) > −ε/2
for all x ∈ Ωσ satisfying |x| = R1. With the notation Ω∗ := Ωσ ∩BR1(0) we have
inf
x∈∂Ω∗
(
u0(x)− (λ− σ)
1/(p−2)w(x)
)
≥ −
ε
2
and ∆(u0 − (λ− σ)
1/(p−2)w) ≤ 0 in Ω∗. (2.28)
By (2.28) and the maximum principle we deduce u0(x)− (λ− σ)
1/(p−2)w(x) ≥ −ε/2 for all
x ∈ Ω∗, contrary to (2.27).
Consequently, we have u0(x) ≥ (λ− σ)
1/(p−2)w(x) for all x satisfying |x| ≥ R and we may
estimate
∞ >
∫
RN\BR(0)
V +(x)u20 ≥ (λ− σ)
2
p−2
∫
RN\BR(0)
V +
(
V +
h
) 2
p−2
.
✷
Corollary 2.9. Under the hypothesis of Lemma 2.1, given any functions h0 and V0 satis-
fying (2.26) such that
h0(x) ≥ h(x) and V0(x) ≤ V (x) in RN , (2.29)
∃0  ϕ ∈ C∞c (R
N ) :
∫
|∇ϕ|2 − λ
∫
V0(x)|ϕ|
2 < 0, (2.30)
then the integral
∫
RN\BR(0)
V +0
(
V +0
h0
) 2
p−2
is finite for some R > 0.
Proof. By (2.29) the function u0 is a super solution of −∆u − V0(x)u + h0(x)u
p−1 = 0 in
RN . From (2.30) we conclude λ > λ1(RN , V0). Hence we may apply Lemma 2.8 with h and
V replaced by h0 and V0. ✷
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Proposition 2.10. Suppose (1.2),(2.20), (1.13)-(1.14) and (N − 4) ≤ α, where α is given
in (1.13). Then we have for some R > 0∫
RN\BR(0)
V +
(
V +
h
) 2
p−2
<∞.
Proof. An easy computation shows that the claim of the proposition holds if and only if
(β − α) > (N/2 + α/2)(p − 2). Conversely, suppose that (β − α) ≤ (N/2 + α/2)(p − 2).
Since (N − 4) ≤ α there holds
(N − 2)(p − 2) ≤
(
N
2
+
α
2
)
(p− 2). (2.31)
By direct calculation we obtain
∆
(
|x|−
β−α
p−2
)
≥ 0 for all x 6= 0 if (β − α) ≥ (N − 2)(p − 2). (2.32)
From (2.31) it is possible to choose β′ ≥ β such that
(N − 2)(p − 2) ≤ (β′ − α) ≤ (N/2 + α/2)(p − 2). (2.33)
Consider the functions h0 and V0 defined by
h0(x) := max(C2|x|
β′χ|x|>R + C2R
β′χ|x|≤R, h(x)),
V0(x) := min(C1|x|
αχ|x|>R + C1R
αχ|x|≤R, V (x)).
Take an arbitrary nonnegative ϕ ∈ C∞c (R
N\BR(0)) and define for t > 0 the function
ϕt(x) := t
(2−N)/2ϕ(x/t). Then ‖∇ϕt‖2 = ‖∇ϕ‖2 for all t and since α > −2∫
RN\BR(0)
|x|α|ϕt(x)|
2 = t2+α
∫
RN\BR/t(0)
|x|α|ϕ(x)|2 →∞ as t→∞. (2.34)
Hence λ1(RN , V0) = 0 and we may apply Corollary 2.9 to see that∫
RN\BR(0)
V +0
(
V +0
h0
) 2
p−2
<∞.
Thus (β′ − α) > (N/2 + α/2)(p − 2), contrary to (2.33). ✷
Proof of Theorem 1.8. Analysis similar to that in the proof of Proposition 2.10 in (2.34)
leads to λ1(RN , V ) = 0.
Obviously (1.16) is a consequence of (1.15). If (1.16) holds, then Corollary 2.7 shows that
(1.4) is satisfied. If (1.4) holds, then by Lemma 3.1 below we have λ1(RN , V, h) > 0.
Consequently Theorem 1.1 yields (1.15). The last part of our claim is true by applying
Proposition 2.10 and since (1.7) is a sufficient condition for (1.4). ✷
Spectral conditions
The contents of the next lemma is the relation of positive solutions to the first eigenvalue
of linear problems. It is known and can be derived by testing −∆u0 = k(x)u0 with ϕ
2/u0
and Cauchy-Schwarz’ inequality.
Lemma 2.11. Suppose there exists a continuous, positive weak super solution u0 > 0 of
−∆u = k(x)u in RN , where k ∈ L1loc(R
N ). Then∫
k(x)ϕ2 ≤
∫
|∇ϕ|2 ∀ ϕ ∈ C∞c (R
N ). (2.35)
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Proof of Theorem 1.7. Suppose (λ, u) solves (1.1)λ. The fact, that C
∞
c (R
N ) is dense in
the space Eu := D
1,2(RN ) ∩ L2(RN , |V |) ∩ L2(RN , h+up−2) and Lemma 2.11 imply
1
λ
≥ sup
ϕ∈C∞c (R
N )
ϕ 6=0
∫ (
V (x)− h(x)u
p−2
λ
)
ϕ2
‖∇ϕ‖22
≥ sup
ϕ∈C∞c (R
N )
ϕ 6=0
∫ (
V (x)− h
+(x)up−2
λ
)
ϕ2
‖∇ϕ‖22
= sup
ϕ∈Eu
ϕ 6=0
∫ (
V (x)− h
+(x)up−2
λ
)
ϕ2
‖∇ϕ‖22
≥ sup
ϕ∈D1,2(RN )∩L2(RN ,|V |)
ϕ 6=0
ϕ(x)=0 a.e. in RN\Ω−0
∫
V (x)ϕ2
‖∇ϕ‖22
=
1
λ1(Ω−0, V )
.
(2.36)
Now suppose λ1(Ω
−0, V ) < ∞ is attained by v0 and u is a solution of (1.1)λ for λ =
λ1(Ω
−0, V ). The above calculation shows for λ = λ1(Ω
−0, V )
1
λ1(Ω−0, V )
= sup
ϕ∈D1,2∩L2(|V |)∩L2(h+up−2)
ϕ 6=0
∫ (
V (x)− h
+(x)up−2
λ1(Ω−0,V )
)
ϕ2
‖∇ϕ‖22
=
∫
V (x) v20
‖∇v0‖22
. (2.37)
Consequently v0 weakly solves
−∆v0(x)− λ1(Ω
−0, V )V (x)v0(x) + h
+(x)up−2(x)v0(x) = 0 x ∈ RN .
Harnack’s inequality and a regularity result in [25, C.1] imply v0(x) > 0 for all x ∈ RN .
Hence h+ ≡ 0 and Ω−0 = RN .
Since C∞c (R
N ) is dense in D1,2(RN ) ∩ L2(RN , |V |) and by (2.36)-(2.37)
1
λ1(Ω−0, V )
= sup
ϕ∈C∞c (R
N )
ϕ 6=0
∫ (
V (x)− h(x)u
p−2
λ1(Ω−0,V )
)
ϕ2
‖∇ϕ‖22
= sup
ϕ∈C∞c (R
N )
ϕ 6=0
∫
V (x)ϕ2
‖∇ϕ‖22
=
1
λ1(Ω−0, V )
.
Hence
∫
h−(x)up−2v20 = 0 and h
− ≡ 0, which is impossible. ✷
3. Behavior of λ1
Lemma 3.1. Suppose (1.2)-(1.4) hold and λ1(RN , V, h) is finite. Then λ1(RN , V, h) is
attained by some nonnegative u0 ∈ E.
Proof. Let (un)n∈N be a minimizing sequence for λ1(RN , V, h) . Because the inclusions of
D1,2(RN ) in Lp(RN , h−) and D1,2(RN ) ∩ Lp(RN , h+) in L2(RN , V +) are compact, we see
that (un)n∈N is bounded in E. Hence we may assume (un)n∈N converges weakly in E to
some u0 ∈ E. Due to the compactness of the above embeddings we have
∫
V (x)|u0|
2 ≥ 1,∫
h(x)|u0|
p ≤ 0 and ‖∇u0‖
2 ≤ λ1(RN , V, h). The rest of the claim follows after appropriate
scaling and replacing u0 by |u0|. ✷
Proof of Theorem 1.6. By definition λ1(RN , V, hµ) ≤ λ1(Ω−0, V ) for all µ ≥ 1 and the
value λ1(RN , V, hµ) is monotone increasing in µ. Therefore
lim
µ→∞
λ1(RN , V, hµ) =: Λ ≤ λ1(Ω−0, V ).
If Λ = +∞ then obviously the claim is true. Hence we may assume Λ < ∞. Consider
(un)n∈N, where un is the minimizer of λ1(RN , V, hn) found in Lemma 3.1. Analysis similar
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to that in the proof of Lemma 3.1 yields that (un)n∈N is bounded in E and by passing to
subsequence we may assume
un ⇀ u0 in E,
∫
V +(x)|un|
2 →
∫
V +(x)|u0|
2 and
∫
V |u0|
2 ≥ 1.
Because
∫
h−(x)|un|
p is bounded, we see
∫
h+(x)|un|
p ≤ Cn . From that we conclude
0 ≤
∫
h+(x)|u0|
p ≤ lim inf
n→∞
∫
h+(x)|un|
p ≤ 0,
hence that u0(x) = 0 for almost every x ∈ RN\Ω−0, and finally that
λ1(Ω
−0, V ) ≤ ‖∇u0‖
2
2 ≤ lim infn→∞
‖∇un‖
2
2 = limn→∞
λ1(RN , V, hn) = Λ ≤ λ1(Ω−0, V ).
✷
4. Existence of a local minimizer
The existence of a minimizer in an open subset of E is proved by
Lemma 4.1. Suppose (1.2)-(1.4) and λ1(RN , V ) < λ < λ1(RN , V, h) hold. Then the value
σ(λ) := inf
{
Iλ(u) |
∫
V (x)|u|2
‖∇u‖22
>
1
λ
, u ∈ E\{0}
}
(4.1)
is negative and attained by some nonnegative u0 ∈ E.
Proof. Because λ1(RN , V ) < λ, there is a u˜ ∈ E such that
‖∇u˜‖22 − λ
∫
V |u˜|2 < 0.
Hence we have Iλ(tu˜) < 0 for small positive t and σ(λ) < 0.
Let (un)n∈N be a minimizing sequence. To obtain a contradiction, suppose
0 ≤ s2n :=
∫
V (x)|un|
2 →∞ as n→∞. (4.2)
Write vn :=
un
sn
. The sequence (vn)n∈N is bounded in D
1,2(RN ) by (4.1) and we conclude
for large n
0 >
1
2
‖∇vn‖
2 −
λ
2
+
sp−2n
p
∫
h(x)|vn|
p
Consequently we have lim supn→∞
∫
h(x)|vn|
p ≤ 0. By (1.3)-(1.4) we see (vn)n∈N is bounded
in E and by passing to a subsequence and (1.3) we may assume∫
h(x)|v0|
p ≤ lim inf
n→∞
∫
h(x)|vn|
p ≤ 0. (4.3)
(1.4) leads to
∫
V (x)|v0|
2 ≥ 1. Finally ‖∇v0‖
2
2 ≤ lim infn→∞ ‖∇vn‖
2
2 ≤ λ < λ1(R
N , V, h)
contradicts the definition of λ1(RN , V, h).
Hence (un)n∈N is bounded in D
1,2(RN ), therefore
∫
h−(x)|un|
p is bounded due to (1.3).
Because Iλ(un) < 0 for large n we may deduce that
∫
h+(x)|un|
p is bounded. From (1.4)
we infer that
∫
|V (x)||u|2 is bounded, consequently (un)n∈N is bounded in E. Taking a
subsequence we may assume (un)n∈N converges weakly in E and strongly in L
2(RN , V +)
and Lp(RN , h−) to some u0 ∈ E. Thus
Iλ(u0) ≤ lim inf
n→∞
Iλ(un) = σ(λ) < 0 and ‖∇u0‖
2
2 − λ
∫
V (x)|u0|
2 ≤ 0.
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If ‖∇u0‖
2
2 = λ
∫
V (x)|u0|
2 then due to the definition of λ1(RN , V, h) we have
∫
h(x)|u0|
p ≥ 0
and consequently Iλ(u0) ≥ 0 which is impossible. Hence |u0| minimizes σ(λ). ✷
Proof of Theorem 1.1. The part of our claim concerning existence is an obvious conse-
quence of Lemma 4.1.
Suppose contrary to our claim that h ≥ 0 and u 6= v are two positive solutions of (1.1)λ in
C1(RN ) ∩ E. A direct computation shows that f ∈ C(RN), defined by
f(x) :=
{
up−1(x)−vp−1(x)
u(x)−v(x) if u(x) 6= v(x),
(p− 1)up−2(x) otherwise.
satisfies f(x) > up−2(x) for all x ∈ RN . We write w = u− v. Suppose w(x0) 6= 0 for some
x0 ∈ RN\Ω−0. Then we obtain a contradiction by using (2.35) and
0 =
(
I ′λ(u)− I
′
λ(v)
)
w =
∫
|∇w|2 − λ
∫
V (x)w2 +
∫
h(x)f(x)w2
>
∫
|∇w|2 − λ
∫
V (x)w2 +
∫
h(x)up−2w2 ≥ 0.
Hence w(x) = 0 for all x ∈ RN\Ω−0 and ‖∇w‖22 = λ
∫
V (x)w2, contrary to λ < λ1(Ω
−0, V ).
✷
Remark 4.2. Under the assumptions of Theorem 1.1 we obtain a solution uλ of (1.1)λ for
every λ1(RN , V ) < λ < λ1(RN , V, h) as local minimizer of Iλ, i.e.
Iλ(uλ) = inf
{
Iλ(u) |
∫
V (x)|u|2
‖∇u‖22
>
1
λ
, u ∈ E\{0}
}
.
Consequently we have
Iλ′(uλ′) ≤ Iλ(uλ)− (λ
′ − λ)
∫
V (x)|uλ|
2 ≤ Iλ(uλ) if λ ≤ λ
′. (4.4)
Proof of Theorem 1.2. To obtain a contradiction we suppose λ1(RN , V ) = λ1(Ω−0, V ).
Obviously λ1(RN , V ) is finite. Hence by Lemma 1.6 the value λ1(Ω−0, V ) is attained by
some function e1(Ω
−0, V ). Because λ1(RN , V ) = λ1(Ω−0, V ) the function e1(Ω−0, V ) is a
weak solution of −∆u = λ1(RN , V )V (x)u in RN . Harnack’s inequality yields e1(Ω−0, V ) is
positive in RN , which is impossible. Existence and uniqueness follow from Theorem 1.1.
We observe for any µ < λ1(Ω
−0, V )
sup
λ1(RN ,V )<λ≤µ
‖uλ‖E <∞. (4.5)
To show (4.5) we proceed analogously to the proof of Lemma 4.1 and assume, contrary to
(4.5), that there is a sequence (λn)n∈N such that ‖uλn‖E → ∞ and λn → µ < λ1(Ω
−0, V )
as n→∞. Because h is nonnegative and Iλn(uλn) < 0 we obtain s
2
n :=
∫
V (x)|uλn |
2 →∞
as n→∞. We write vn := uλn/sn and get
0 ≥
Iλn(uλn)
s2n
=
1
2
‖vn‖
2 −
λn
2
+
sp−2n
p
∫
h(x)|vn|
p. (4.6)
Consequently (vn)n∈N is bounded in E and passing to a subsequence we may assume (vn)n∈N
converges weakly in E to v0. We have v0 6= 0, because∫
V (x)|v0|
2 ≥ lim sup
n→∞
V (x)|vn|
2 = 1.
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Finally
∫
h(x)|v0|
p = 0 and ‖∇v0‖
2
2 ≤ µ contradict the definition of λ1(Ω
−0, V ).
Fix (λn)n∈N such that λn → λ ∈
(
λ1(RN , V ), λ1(Ω−0, V )
)
as n → ∞. To obtain a contra-
diction we suppose
‖uλn − uλ‖E ≥ ε for all n ∈ N and some ε > 0. (4.7)
From (4.4) we infer
lim sup
n→∞
Iλn(uλn) < 0. (4.8)
By (4.5) the sequence (uλn)n∈N is bounded in E. Passing to a subsequence we may assume
(uλn)n∈N converges weakly in E and strongly in L
2(RN , V +) to some u0 ∈ E. The function
u0 is a weak nonnegative solution of (1.1)λ and u0 6≡ 0 because
Iλ(u0) ≤ lim inf
n→∞
Iλn(uλn) < 0.
Uniqueness of positive solution gives u0 = uλ. We may estimate using the strong conver-
gence in L2(RN , V +),
0 = I ′λn(uλn)uλn − I
′
λ(uλ)uλ
=
(
‖∇uλn‖
2
2 − ‖∇uλ‖
2
2
)
+ λn
(∫
V −(x)|uλn |
2−
∫
V −(x)|uλ|
2
)
+ (λn−λ)
∫
V −(x)|uλ|
2
︸ ︷︷ ︸
→0 as n→∞
−
(
λn
∫
V +(x)|uλn |
2 − λ
∫
V +(x)|uλ|
2
)
︸ ︷︷ ︸
→0 as n→∞
+
(∫
h(x)|uλn |
p −
∫
h(x)|uλ|
p
)
.
Consequently, the uniform convexity of the involved spaces shows that uλn → uλ in E as
n→∞, contradicting (4.7).
Fix (λn)n∈N such that λn → λ1(RN , V ) as n→∞. By (4.5) we see
0 ≥ Iλ(uλ) =
1
2
‖∇uλ‖
2
2 − λ1(R
N , V )
∫
V (x)|uλ|
2 +
1
p
∫
h(x)|uλ|
p + o(1)λ→λ1(RN ,V ). (4.9)
Hence uλn → 0 in L
p(RN , h) as n → ∞. Suppose lim supn→∞
∫
V (x)|uλn |
2 ≥ ε > 0.
Passing to a subsequence we may assume (uλn)n∈N converges weakly in E to some u0 6= 0
satisfying
‖∇u0‖
2
2 − λ1(R
N , V )
∫
V (x)|u0|
2 ≤ lim inf
n→∞
Iλn(uλn) ≤ 0,
contradicting λ1(RN , V ) < λ1(Ω−0, V ) and
∫
h(x)|u0|
p = 0. Consequently from (4.9) we
deduce that uλn → 0 in D
1,2(RN ) ∩ Lp(RN , h) ∩ L2(RN , V +). We use again the fact that
Iλ(uλ) < 0 to see that∫
V −(x)|uλn |
2 ≤
∫
V +(x)|uλn |
2 −
1
λn
(
‖∇uλn‖
2
2 +
2
p
∫
h(x)|uλn |
p
)
,
which finally gives uλn → 0 in E.
Fix (λn)n∈N such that λn → λ1(Ω
−0, V ) as n → ∞. If λ1(Ω
−0, V ) = ∞, then by (4.4) we
see Iλn(uλn)→ −∞ and
−∞ = lim
n→∞
Iλn(uλn)−
1
2
I ′λn(uλn)uλn =
(1
p
−
1
2
) ∫
h(x)|uλn |
p.
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Consequently
∫
h(x)|uλn |
p →∞ as n→∞.
Suppose λ1(Ω
−0, V ) <∞ and (uλn)n∈N is bounded in E. Thus by passing to a subsequence
we may assume that (uλn)n∈N converges weakly to u0 in E. By (4.4)
Iλ1(Ω−0,V )(u0) ≤ lim infn→∞
Iλn(uλn) < 0.
Thus u0 6= 0 is a nonnegative weak solution of (1.1)λ for λ ≥ λ1(Ω
−0, V ), which is impossible
due to Theorem 1.4 and Lemma 1.6. ✷
Lemma 4.3. Under the assumptions of Theorem 1.2 the operator I ′′λ(uλ) : E → E
′ is
injective. If, moreover,
Lp(RN , h+) 6 →֒ D1,2(RN ) ∩ L2(RN , |V |), i.e. D1,2(RN ) ∩ L2(RN , |V |) 6= E (4.10)
then the inverse of I ′′λ(uλ), defined on I
′′
λ(uλ)(E), is not continuous.
Proof. To show the injectivity it is enough to prove that
(I ′′λ(uλ)ϕ,ϕ) > 0 for every ϕ ∈ E\{0}. (4.11)
By (2.35) applied to k(x) := λV (x)− h(x)up−2λ we obtain
F (ϕ) :=
∫
|∇ϕ|2 − λ
∫
V (x)ϕ2 +
∫
h(x)up−2λ (x)ϕ
2 ≥ 0 ∀ϕ ∈ E.
We may write
(I ′′λ(uλ)ϕ,ϕ) = F (ϕ) + (p− 2)
∫
h(x)up−2λ (x)ϕ
2.
Thus (I ′′λ(uλ)ϕ,ϕ) > 0 for every ϕ 6∈ D
1,2(Ω−0). For ϕ ∈ D1,2(Ω−0) we obtain
(I ′′λ(uλ)ϕ,ϕ) =
∫
|∇ϕ|2 − λ
∫
V (x)ϕ2 ≥ (λ1(Ω
−0, V )− λ)
∫
|∇ϕ|2,
and (4.11) follows.
To prove the second part of our claim we take a sequence (ϕn)n∈N ⊂ E such that ‖ϕn‖E = 1
for all n ∈ N and (un)n∈N converges to zero strongly in D1,2(RN ) ∩ L2(RN , |V |). This is
possible by (4.10). We obtain using Ho¨lder’s inequality
sup
‖ψ‖E=1
∫
h(x)up−2λ ϕnψ ≤ sup
‖ψ‖E=1
( ∫
h(x)u
(p−2)p
p−1
λ |ϕn|
p
p−1
) p−1
p
( ∫
h(x)|ψ|p
) 1
p
≤
( ∫
h(x)u
(p−2)p
p−1
λ |ϕn|
p
p−1
) p−1
p .
Obviously (ϕn)n∈N converges to zero pointwise almost everywhere and we may use, similar
to the proof of Lemma 2.1, Vitali’s convergence theorem [16] to deduce that the latter
integral tends to zero as n→∞. Consequently, I ′′λ(uλ)ϕn tends to zero in E
′, which yields
the claim. ✷
Remark 4.4. Under assumption (4.10) the operator I ′′λ(uλ) is not invertible on its range,
hence we cannot use the implicit function theorem to prove that the map λ 7→ uλ is C
1(J,E).
Moreover, we may deduce that I ′′λ(uλ) cannot be a Fredholm operator under assumption
(4.10). Conversely, suppose that the codimension of the range of I ′′λ(uλ) is finite. Then
we could decompose E′ topologically into E′ = I ′′λ(uλ)(E) ⊕ F . Since I
′′
λ(uλ) is injective,
the open mapping theorem would yield in this case a continuous inverse on I ′′λ(uλ)(E), in
contradiction to Lemma 4.3.
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Proof of Theorem 1.3. Because V is nonnegative we see that uλ′ is a strict super-solution
of (1.1)λ for any λ
′ > λ. Hence by Lemma 2.1 there holds uλ > uµ for any λ > µ, which
gives
vλ(x) :=
uλ(x)− uµ(x)
λ− µ
> 0 for all x ∈ RN . (4.12)
To estimate the growth behavior of uλ we use an idea given in [15, 20] and try to differentiate
(1.1)λ with respect to λ. Because we do not know that the map λ 7→ uλ is C
1(J,E), we
have to work with vλ. We obtain for all ϕ ∈ E and λ > µ
(T (vλ), ϕ) :=
∫
∇vλ∇ϕ+
∫
(−λV (x) + h(x)fλ,µ(x)) vλϕ =
∫
V (x)uµϕ, (4.13)
where fλ,µ(x) :=
(
up−1λ (x)− u
p−1
µ (x)
)
(uλ(x)− uµ(x))
−1.
Fix µ ∈ (λ1(RN , V ), λ1(Ω−0, V )) and a principal eigenfunction e1(Ω−0, V ). Because uµ is
a positive function and Ω−0 is bounded, there is a C > 0 such that uµ ≥ Ce1(Ω
−0, V ).
Consider the function wλ ∈ E defined by
wλ := vλ −
C
λ1(Ω−0, V )− λ
e1(Ω
−0, V ). (4.14)
Consequently, by (4.13), we have for all nonnegative ϕ ∈ D1,2(Ω−0) ∩ L2(RN , V )
(T (wλ), ϕ) =
∫ (
V (x)uµ − CV (x)e1(Ω
−0, V )
)
ϕ ≥ 0. (4.15)
Testing (4.15) with w−λ = −min(wλ, 0) ∈ D
1,2(Ω−0) ∩ L2(RN , V ) we see
0 ≤
(
T (wλ), w
−
λ
)
= −
(
T (w−λ ), w
−
λ
)
≤ 0,
because λ < λ1(Ω
−0, V ). Hence wλ ≥ 0 and the claim follows. ✷
5. Results for sign-changing h
We give existence and multiplicity results concerning sign-changing h. To this end we
need to introduce the set Ω0, defined by
Ω0 :=
{
x ∈ RN |h(x) = 0
}
.
Lemma 5.1. Suppose (1.2)-(1.4), h− 6≡ 0 and λ1(RN , V ) < λ1(RN , V, h) < ∞. Then we
may choose α > 0 such that α · u0 is a positive solution of (1.1)λ for λ = λ1(RN , V, h),
where u0 is the minimizer of λ1(RN , V, h) obtained in Lemma 3.1.
Proof. First we shall show that λ1(RN , V, h) < λ1(Ω0, V ). Conversely, suppose that this is
wrong. (1.4) implies that λ1(Ω
0, V ) is attained by some e1(Ω
0, V ). Because λ1(RN , V ) <
λ1(RN , V, h) we may choose ϕ1 ∈ E such that∫
∇e1(Ω
0, V )∇ϕ1 − λ1(Ω
0, V )
∫
V (x)e1(Ω
0, V )ϕ1 < 0. (5.1)
Because h− 6≡ 0 there is ϕ2 ∈ Cc({x |h(x) < 0}) such that∫
h(x)|ϕ1 + ϕ2|
p < 0. (5.2)
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By (5.1) and (5.2) we see for small values of t > 0∫
h(x)
∣∣e1(Ω0, V ) + t(ϕ1 + ϕ2)∣∣p = tp ∫ h(x)|ϕ1 + ϕ2|p < 0 and
‖∇(e1(Ω
0, V ) + t(ϕ1 + ϕ2))‖
2
2∫
V (x)(e1(Ω0, V ) + t(ϕ1 + ϕ2))2
<
‖∇e1(Ω
0, V )‖22∫
V (x)e1(Ω0, V )
= λ1(Ω
0, V ).
Thus λ1(RN , V, h) < λ1(Ω0, V ).
To obtain a contradiction, suppose
∫
h(x)|u0|
p < 0. Because the set {u ∈ E |
∫
h(x)|u|p < 0}
is open in E, the function u0 is a local minimizer of inf{‖∇u‖
2
2 |
∫
V (x)|u|2 = 1}. Therefore
u0 is a weak solution of −∆u = λ1(RN , V, h)V (x)u in RN . Standard regularity results and
Harnack’s inequality (see [25, C.1]) show that u0 is a positive and continuous function. Now
the estimate (2.35) in Lemma 2.11 contradicts the assumption λ1(RN , V, h) > λ1(RN , V ).
Thus we have
∫
h(x)|u0|
p = 0. We define M : E → R2 by
M(u) := (M1(u),M2(u)) =
(
1
2
∫
V (x)|u|2,
1
p
∫
h(x)|u|p
)
.
Obviously M ∈ C1(E,R2) and for all u, ϕ ∈ E there holds
M ′(u)ϕ =
(∫
V (x)uϕ,
∫
h(x)|u|p−2uϕ
)
.
We have M ′(u0)u0 = (1, 0). If
∫
h(x)|u0|
p−2u0ϕ = 0 for all ϕ ∈ E, then h(x)|u|
p−2u is zero
almost everywhere, which implies u0(x) = 0 for almost every x ∈ RN\Ω0, contradicting
λ1(RN , V, h) < λ1(Ω0, V ). The above arguments show that M ′(u0) is surjective. Because
u0 minimizes inf
{
1
2‖∇u‖
2
2 |M(u) = (
1
2 , 0)
}
we deduce from the Lagrange rule the existence
of σ = (σ1, σ2) ∈ R2 such that for all ϕ ∈ E∫
∇u0∇ϕ = σ1
∫
V (x)u0ϕ + σ2
∫
h(x)|u0|
p−2u0ϕ. (5.3)
Testing (5.3) with u0 we get σ1 = λ1(RN , V, h). Define IRQ(u) :=
‖∇u‖22∫
V (x)|u|2
. Then u0 mini-
mizes {IRQ(u) |
∫
V (x)|u|2 > 0,
∫
h(x)|u|p ≤ 0}. Take a ϕ ∈ E with
∫
h(x)|u0|
p−2u0ϕ < 0.
Then we get for all small positive t that
∫
h(x)|u0+tϕ|
p ≤ 0. The function u0 is a minimizer
of IRQ in direction of ϕ, this implies
0 ≤
1
2
I ′RQ(u0)ϕ =
∫
∇u0∇ϕ− λ1(RN , V, h)
∫
V (x)u0ϕ = σ2
∫
h(x)|u0|
p−2u0ϕ.
Hence we see σ2 ≤ 0, which implies σ2 < 0, because otherwise we get
−∆u0 = λ1(RN , V, h)V (x)u0 in RN ,
which is impossible as we have seen before. The claim follows for α := (−σ2)
1
p−2 . ✷
Corollary 5.2. Under the assumptions of Lemma 5.1 the equation (1.1)λ admits an ordered
pair of solutions u0 < u1 for λ = λ1(RN , V, h) such that
Iλ1(RN ,V,h)(u0) < 0 = Iλ1(RN ,V,h)(u1) =
(
I ′′λ1(RN ,V,h)(u1)u1, u1
)
.
Proof. We let u1 be the solution given by Lemma 5.1. The second solution u0 exists due to
Lemma 2.1. ✷
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Second solution
We show that Iλ admits a mountain-pass geometry. To this end we fix λ > 0 and suppose
throughout the rest of the section that the assumptions of Theorem 1.1 are satisfied, i.e.
we suppose (1.2)-(1.4) and
λ1(RN , V ) < λ < λ1(RN , V, h) (5.4)
Moreover, we assume h− 6≡ 0, which is a necessary condition for the existence of a second
positive solution to (1.1)λ (see Theorem 1.1). Because V ∈ C(RN) and h−(x0) 6= 0 for some
x0 ∈ RN it is possible to choose a C∞c (R
N )-function ϕ0 concentrated at x0 such that
λ1(RN , V, h)
∫
V (x)|ϕ0|
2 <
∫
|∇ϕ0|
2 and Iλ(ϕ0) ≤ 0. (5.5)
We define a set of paths
Γ :=
{
γ ∈ C1([0, 1], E) | γ(0) = 0, γ(1) = ϕ0
}
.
Lemma 5.3.
c := inf
γ∈Γ
sup
t∈[0,1]
Iλ(γ(t)) > 0
Proof. Set M+ :=
{
u ∈ E |λ1(RN , V, h)
∫
V (x)|u|2 ≤ ‖∇u‖22
}
6= ∅. First we observe
‖∇u‖22 − λ
∫
V (x)|u|2 ≥
(
1−
λ
λ1(RN , V, h)
)
‖∇u‖22 ∀u ∈M
+. (5.6)
With the help of (5.6) we derive for all u ∈M+
Iλ(u) ≥ C1(λ)‖∇u‖
2
2 −
1
p
∫
h−(x)|u|p ≥ C1(λ)‖∇u‖
2
2 + o(‖∇u‖
2
2)‖∇u‖2→0.
Thus there exists r > 0 such that ‖∇ϕ0‖2 > r > 0 and
Iλ(u) ≥ c1 > 0 for all u ∈M
+ such that ‖∇u‖2 = r. (5.7)
Suppose there is a u1 ∈ E such that ‖∇u1‖
2
2 = λ1(R
N , V, h)
∫
V (x)|u1|
2. Then the defini-
tion of λ1(RN , V, h) and (5.6) imply
Iλ(u1) =
1
2
(
‖∇u1‖
2
2 − λ
∫
V (x)|u1|
2
)
+
1
p
∫
h(x)|u1|
p
︸ ︷︷ ︸
≥0
≥
1
2
(
‖∇u1‖
2
2 − λ
∫
V (x)|u1|
2
)
≥
1
2
(
1−
λ
λ1(RN , V, h)
)
‖∇u‖22
(5.8)
Let γ be an arbitrary element of Γ. Let
t0 := max
{
t ∈ [0, 1] | ‖∇(γ(t))‖22 = λ1(R
N , V, h)
∫
V (x)|γ(t)|2
}
.
Our choice of ϕ0 yields that t0 is attained and 0 ≤ t0 < 1. If ‖γ(t0)‖D1,2(RN ) ≥ r, then (5.8)
shows
sup
t∈[0,1]
Iλ(γ(t)) ≥
1
2
(
1−
λ
λ1(RN , V, h)
)
r2 > 0.
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If ‖γ(t0)‖D1,2(RN ) < r, then γ(t) ∈M
+ for all t ∈ [t0, 1] and (5.7) shows
sup
t∈[0,1]
Iλ(γ(t)) ≥ c1 > 0.
Thus the claim follows. ✷
By Lemma 5.3 the functional Iλ has a mountain pass geometry. Consequently using
versions of the classical mountain pass theorem of Ambrosetti and Rabinowitz [4] given in
[5, 10] there exits a (PS)c sequence (un)n∈N, i.e.
Iλ(un)
n→∞
−−−→ c and I ′λ(un)(1 + ‖un‖E)
n→∞
−−−→ 0.
Before we show that such (PS)c sequences give rise to critical points of Iλ, we observe
that it is sufficient to consider special (PS)c sequences, consisting of almost nonnegative
functions.
Lemma 5.4. There exists a (PS)c sequence (un)n∈N ⊂ E, i.e.
Iλ(un)
n→∞
−−−→ c > 0, I ′λ(un)(1 + ‖un‖E)
n→∞
−−−→ 0 in E′,
such that dist(un, E
+) → 0 as n → ∞, where we denote by E+ the cone of nonnegative
functions in E. In the sequel we will call a sequence with these properties a (PS)+c sequence.
Proof. Lemma 5.3 shows
c := inf
γ∈Γ
sup
t∈[0,1]
Iλ(γ(t)) > 0.
Hence there is a sequence of paths (γn)n∈N such that
lim
n→∞
max
u∈γn
Iλ(u) = c.
Because Iλ(u) = Iλ(|u|) we may assume γ(·) = |γ(·)|. A version of the classical mountain
pass theorem in [18, Th. 13.10] shows that there is a (PS)c sequence (un)n∈N such that
‖un − γn‖E → 0 by using a deformation argument in the vicinity of almost minimizing
paths, which carries over to the work of [5, 10]. Hence the claim follows. ✷
Lemma 5.5. Suppose (un)n∈N ⊂ E is a (PS)
+
c sequence. Then there exists a nonnegative
u0 ∈ E, such that Iλ(u0) = c, I
′
λ(u0) = 0 and we may assume after going to a subsequence
that (un)n∈N converges in E to u0.
Proof. Let (un)n∈N be a (PS)
+
c sequence as stated above. We have
−2c = lim
n→∞
(
I ′λ(un)un − 2Iλ(un)
)
= lim
n→∞
p− 2
p
∫
h(x)|un|
p. (5.9)
Hence the definition of λ1(RN , V, h) yields
c = lim
n→∞
(
Iλ(un)−
1
p
Iλ(un)un
)
≥
p− 2
2p
(
1−
λ
λ1(RN , V, h)
)
lim sup
n→∞
‖∇un‖
2
2 (5.10)
Consequently (un)n∈N is bounded in D
1,2(RN ) and by (1.3) in Lp(RN , h−). The estimate
(5.9) now implies that (un)n∈N is bounded in L
p(RN , h+). Finally (1.4) and the boundedness
of (Iλ(un))n∈N show that (un)n∈N is bounded in E.
Because (un)n∈N is bounded in E, we may choose a subsequence (still denoted by (un)n∈N),
which converges weakly to u0 in E and pointwise almost everywhere. Since (un)n∈N is a
(PS)+c sequence we have ‖un − vn‖E → 0 for some nonnegative vn ∈ E and vn ⇀ u0 as
n → ∞. Thus u0 is nonnegative, for the cone of nonnegative functions is weakly closed.
The sequence (un)n∈N converges weakly in E and pointwise almost everywhere to u0 ∈ E.
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Consequently, using for instance Vitali’s convergence theorem [16], we have I ′λ(u0) = 0.
Moreover
o(1) =
(
I ′λ(un)− I
′
λ(u0)
)
(un − u0)
= ‖∇(un − u0)‖
2
2 + λ
∫
V −(x)|un − u0|
2 − λ
∫
V +(x)|un − u0|
2
︸ ︷︷ ︸
→0 (n→∞) by (1.4)
−
∫
h−(x)(|un|
p−2un − u
p−1
0 )(un − u0)︸ ︷︷ ︸
→0 (n→∞) by (1.3)
+
∫
h+(x)(|un|
p−2un − u
p−1
0 )(un − u0)
= o(1) + ‖∇(un−u0)‖
2
2 + λ
∫
V −(x)|un−u0|
2+
∫
h+(x) (|un|
p−2un−u
p−1
0 )(un−u0)︸ ︷︷ ︸
≥0
(5.11)
This implies un → u0 in D
1,2(RN ) ∩ L2(RN , |V |). By (5.11) and the Brezis-Lieb lemma [8]
we obtain
0 = lim
n→∞
∫
h+(x)(|un|
p−2un−u
p−1
0 )(un−u0) = limn→∞
(∫
h+(x)upn −
∫
h+(x)up0
)
,
and the uniform convexity of Lp implies un → u0 in L
p(RN , h+). Hence we finally see
(un)n∈N converges to u0 in E. ✷
Proof of Theorem 1.4. The assertion of Theorem 1.4 for λ = λ1(RN , V, h) is an imme-
diate consequence of Corollary 5.2. Note that any solution given by Lemma 2.1 satisfies
(I ′′λ(uλ)ϕ,ϕ) ≥ 0 for all ϕ ∈ E.
For λ1(RN , V ) < λ < λ1(RN , V, h) Lemma 5.5 yields the existence of vλ. Moreover, any
solution vλ, such that Iλ(vλ) > 0, satisfies due to the homogeneity of the nonlinearity
(I ′′λ(vλ)vλ, vλ) < 0.
The claim now follows using again Lemma 2.1. ✷
6. Existence for λ = λ∗
We show that (1.1)λ is solvable for λ = λ
∗ by approximating the desired solution with
solutions for λ < λ∗. To justify the passage to the limit we will need that λ∗ < λ1(Ω
0, V ),
where Ω0 = {x ∈ RN |h(x) = 0}.
If h is nonnegative, then λ∗ equals λ1(Ω
0, V ). If h− 6= 0 then we have Ω0 $ Ω−0, hence
λ1(Ω
0, V ) > λ1(Ω
−0, V ) ≥ λ∗ by the strict monotonicity of the first eigenvalue with respect
to the domain. This is a nice, but unfortunately wrong argument because Ω−0 need not to
be a domain. A counterexample may easily be obtained by choosing a function h vanishing
on a large ball B1 and changing sign only on a smaller second ball B2 disjoint from B1. In
that case the eigenfunction corresponding to the first eigenvalue vanishes on the set where
h attains negative values and λ1(Ω
−0, V ) equals λ1(Ω
0, V ). The next lemma gives some
sufficient conditions ensuring that λ∗ < λ1(Ω
0, V ), although we believe that λ∗ < λ1(Ω
0, V )
whenever h− 6≡ 0.
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Lemma 6.1. Under the assumptions of Theorem 1.1, if moreover h− 6≡ 0 and either
RN\supp(h+) is connected or (6.1)
V ≥ 0 and 0 <
∫
h−(x)e1(Ω
−0, V )p (6.2)
for some principal eigenfunction e1(Ω
−0, V ). Then λ∗ < λ1(Ω
0, V ).
Proof. Under assumption (6.1) Harnack’s inequality shows that any principal eigenfunction
e1(Ω
−0, V ) is positive on {x ∈ RN |h(x) < 0}. Consequently λ1(Ω−0, V ) < λ(Ω0, V ). From
Theorem 1.4 we infer λ∗ ≤ λ1(Ω
−0, V ).
Under the hypothesis (6.2) we suppose contrary to the assertion of the lemma that there is
a sequence (un, λn)n∈N in E × (λ1(RN , V ), λ1(Ω0, V )) such that λn → λ1(Ω0, V ) monotone
increasing as n → ∞ and un is a solution of (1.1)λ for λ = λn. Lemma 1.6 and Theorem
1.4 show λn < λ1(Ω
−0, V ). Hence λ1(Ω
−0, V ) = λ1(Ω
0, V ). By Lemma 2.1 we may assume(
I ′′λn(un)ϕ,ϕ
)
≥ 0 ∀ϕ ∈ E and Iλn(un) < 0.
Because V is nonnegative, each un is a super-solution of (1.1)λ with λ ≤ λn and h replaced
by h+. We may use Lemma 2.1 and Theorem 1.2 to derive for all n that un ≥ u0, where u0
is the unique positive solution of (1.1)λ with λ = λ2 and h replaced by h
+. Consequently
0 ≤ lim inf
n→∞
(
I ′′λn(un)e1(Ω
−0, V ), e1(Ω
−0, V )
)
= −(p− 1) lim inf
n→∞
∫
h−(x)|un|
p−2e1(Ω
−0, V )2
≤ −(p− 1)
∫
h−(x)|u0|
p−2e1(Ω
−0, V )2,
contradicting (6.2). ✷
Lemma 6.2. Suppose (1.2)-(1.4), h− 6≡ 0 and λ1(RN , V ) < λ∗ < λ1(Ω0, V ). Then (1.1)λ
is solvable for λ = λ∗.
Proof. Let (un, λn)n∈N be a sequence in E×]λ1(RN , V ), λ∗] such that λn → λ∗ as n → ∞
and un is a positive solution of (1.1)λ for λ = λn. By Lemma 2.1 we may assume
Iλn(un) < 0 and (I
′′
λn(un), un) ≥ 0 for all n ∈ N. (6.3)
Moreover, we have
0 ≤ (I ′′λn(un), un)− 2I(un) ≤ (p− 2)
∫
h(x)|un|
p. (6.4)
From (6.3) and (6.4) we deduce that (un)n∈N is bounded in E if
(∫
V (x)u2n
)
is bounded
above. To obtain a contradiction we suppose σ2n :=
∫
V (x)u2n → ∞ as n → ∞ and write
wn := un/σn. Obviously (wn)n∈N is bounded in E and we may assume (wn)n∈N converges
weakly to some w0 6= 0 in E. There holds for all ϕ ∈ E
0 =
1
σ2n
I ′(un)ϕ =
∫
∇wn∇ϕ− λ
∫
V (x)wnϕ+ σ
p−2
n
∫
h(x)wp−1n ϕ. (6.5)
Hence w0(x) = 0 for all x such that h(x) 6= 0, because we have for all ϕ ∈ E∫
h(x)w0(x)
p−1ϕ = lim
n→∞
∫
h(x)wp−1n ϕ = 0.
By (6.3) and (6.4) we see ‖∇w0‖
2
2 − λ
∗
∫
V (x)w20 ≤ 0, contradicting λ
∗ < λ1(Ω
0, V ).
Consequently (un)n∈N is a bounded (PS)
+
c sequence for Iλ∗ and some c ≤ 0. By Lemma 5.5
and passing to a subsequence we may assume (un)n∈N converges to some u0 in E. Because
each un is a super-solution of (1.1)λ with λ ≤ λn and h replaced by h
+, we see that un ≥ w0,
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where w0 denotes the unique positive solution of (1.1)λ with λ = λ2 and h replaced by h
+.
Consequently u0 = 0 is impossible and the claim follows. ✷
Proof of Theorem 1.5. Lemma 6.1 shows that the assumptions of Lemma 6.2 are satis-
fied. Hence (1.1)λ admits a solution uλ∗ for λ = λ
∗. Because V is nonnegative uλ∗ is a
super-solution to (1.1)λ for every λ ≤ λ
∗. Consequently Lemma 2.1 yields the validity of
(i). The assertion of (ii) immediately follows from Theorem 1.7 and the definition of λ∗. ✷
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