In the real industrial scenario, the setup times and delivery times are two non-negligible factors, but only few studies have considered the open shop scheduling problem with sequence-dependent setup times and delivery times (OSSP-STDT). In this paper, a mixed integer linear programming model is formulated firstly to accurately solve small-size problems, but it will fail when the size of the problem increases. Then, a complex scheduling network model is developed to characterize OSSP-STDT. After comprehensively considering the local topological features and time attributes in the complex network model, an effective heuristic rule based on complex network is established for solving large-size problems. Finally, an actual warehouse scheduling problem is converted into the aforementioned problem and used as one typical application scenario. Experiments have been conducted and computational results show that compared with exact solutions and meta-heuristics, the proposed algorithm can solve the large-size open shop scheduling problem with sequence-dependent setup times and delivery times more effectively and efficiently.
I. INTRODUCTION
Scheduling is a decision-making process that plays a crucial role in manufacturing and service industry [1] . During the latest scientific and technological revolution, the research and application of scheduling algorithms were mainly oriented to the processing of jobs. The core idea was to optimize the processing procedures through scheduling algorithms in order to improve the level of informatization and automation in the workshop; thereby driving production. In recent years, the strong rise of smart manufacturing [2] - [4] has expanded the simple job-oriented scheduling problem to the scheduling problem for an entire shop resource pool. The primary idea is to emphasize on the importance of rationally optimizing the manufacturing resources of an entire enterprise, rather than focusing on job flow in isolation. Along with the wave of development of smart manufacturing, the demand for production and logistics scheduling by typical manufacturing companies has gradually changed from resource transparency, The associate editor coordinating the review of this manuscript and approving it for publication was Kuo-Ching Ying . execution automation to collaborative network, agile delivery, manufacturing intelligence.
As a widely studied domain, the production scheduling problem can be roughly divided into job shop, flow shop and open shop [5] - [7] . The order in which one job visits the machines is known as the processing route [8] . If each job has a fixed and specific processing route, the problem is a job shop [9] , [10] . If the processing routes of all jobs are fixed and similar, the problem is a flow shop [11] - [13] . Compared with the first two types of problems, open shop scheduling problem (OSSP) is a typical strongly NP-hard problem with no restrictions respective to the processing route of jobs and tasks on the machines, and its difficulty lies in its explosive growth of the solution space as the size of the problem increases. Since open shop scheduling problem was raised, it has received extensive attention over the past 40 years [14] . Under the framework of standard scheduling notation [15] , the simplest OSSP can be described as O m ||C max , where m is the number of machines. For problem O 2 ||C max , a priority rule named Longest Alternate Processing Time first (LAPT) was developed to find the optimal scheduling within polynomial time [16] . And an NP-hardness proof for O 3 ||C max was provided by [14] . Therefore, for small-size problems, Branch & Bound algorithm is the best choice [17] , [18] . For large-size problems, heuristic or metaheuristic algorithm may be the most effective method to obtain approximate optimal solutions [19] , [20] .
A large number of previous studies neglected the setup time required for task preparation and delivery time required to transit to the next process, or simply considered them as an integral part of job processing [21] , [22] . Due to the sequence dependency of setup time and delivery time, they have a great impact on scheduling performance in real scenarios. In fact, in many practical applications such as agriculture, hospital, transport, manufacturing, etc., they are two extremely important factors, depending on the processing order of operations on the same machine and within one job, respectively [23] , [24] .
Open shop scheduling problem with sequence-dependent setup times has been investigated by researchers, and in most cases the role of setup time tends to be replaced by removal time [25] , [26] . In other studies, delivery time has been considered for integrated optimization of production planning and material delivery [27] , [28] . To some extent, these studies have successfully handled the scalability issues that arise when trying to solve a large-size problem, but the complexity of the problem will be greatly exacerbated when the setup times and delivery times are considered simultaneously. At present, only few studies have considered the scheduling problem with sequence-dependent setup times and delivery times [29] , [30] . However, the demand for manufacturing agility and rapid delivery of tasks necessitate simultaneous consideration of setup times and delivery times to minimize the makespan. This paper considers the impact of these two types of time, and formulates the optimal scheduling problem for manufacturing resources across the enterprise as an open shop scheduling problem with sequence-dependent setup times and delivery times (OSSP-STDT). In addition, a mixed integer linear programming (MILP) model is established to accurately solve OSSP-STDT, which is an improvement of [25] , [31] . However, this exact solution can only deal with small-size problems. Therefore, the research further explores the solution of large-size OSSP-STDT by introducing the complex network to characterize this problem and developing an effective heuristic rule based on complex network with acceptable performance. Finally, the human-robot collaborative warehouse scheduling problem is formulated as an application of the above problem to examine the validity of the proposed algorithm.
The rest of the paper is organized as follows. Section 2 establishes a mixed integer linear programming model for OSSP-STDT. Section 3 develops an effective heuristic rule based on complex network. Section 4 formulates the human-robot collaborative warehouse scheduling problem. Section 5 presents the computational results and discussion. Finally, conclusions are outlined in section 6.
II. MILP FOR OSSP-STDT A. PROBLEM DESCRIPTION
The problem is formally described in this section: a set of N jobs, J = J 1 , J 2 , . . . , J N , are to be performed on a set of M machines, M = M 1 , M 2 , . . . , M M ; each job J j contains M operations o j,i that requires at least IST j,i initial setup time units and p j,i time units processed on M i ; when the job J j is to process on M l after finishing the processing on M i , it will take at least JST j,i,l time units for material delivery; when the machine M i is to process the job J k after finishing the processing of the job J j , it will require at least MST j,i,k setup time units; the decision-maker has to determine the processing route of jobs and the job sequence on the machines; the objective function is to minimize the makespan. Before formulating the model, the following assumptions are made: 1) All the jobs are available at the beginning of the planning horizon. 2) At any time, each job can be processed by at most one machine, and each machine can process at most one job. 3) Processing times of operations are known in advance. 4) Preemption is not allowed. 5) Stochastic uncertain events like machine failure are not considered. Starting time of operation o j,i c max Completion time of the last job x j,i,l 1 if o j,i is processed after o j,l (not necessarily immediately); otherwise, it is 0. y j,i,k 1 if o j,i is processed after o k,i (not necessarily immediately); otherwise, it is 0.
2) MODEL FORMULATION
The mixed integer programming model for the problem is as follows:
Constraints :
The objective function (1) minimizes the completion time of the last job to leave the system. Constraint set (2) ensures that no operation can be processed earlier than its initial setup time. Constraint set (3) indicates that the makespan is not shorter than the complete time of any operation. Constraint set (4) and (5) imply the precedence of two different operations for a given job. Constraint set (6) and (7) imply the precedence of two different jobs on a machine. Constraint set (8), (9) and (10) define the decision variables. From the above model, we can observe that for OSSP-STDT with n jobs and m machines, this MILP model needs mn(m + n − 2)/2 binary variables (BVs), mn+1 continuous variables (CVs), and mn(m + n) constraints. As the problem is NP-hard in the strong sense, the computational efforts increase dramatically when there are more jobs or machines. Therefore, the MILP model can only accurately solve small-size problems in an acceptable time by the CPLEX 12.9 solver. In other words, even if a scheduling problem can be expressed as a MILP model, it does not imply that there is a solution procedure available that works satisfactorily. In order to increase the size of the solvable problem, an effective heuristic rule based on complex network is proposed.
III. HEURISTIC RULE BASED ON COMPLEX NETWORK
To solve the large-size OSSP-STDT, the two most effective methods are heuristics and metaheuristics with a trade-off between computational efficiency and effectiveness. The main differences between them are (1) the calculation process and results of the former are definite, while those of the latter are random; (2) the latter is still limited by the size of the problem, although this limit has been greatly relaxed compared to the MILP solution. In this session, we first transform OSSP-STDT into an optimization problem of node traversal order on complex networks, with the goal of minimizing the time required to traverse all the nodes. Then we develop a heuristic rule based on complex networks.
Complex network is one of the most popular methods to deal with huge complex systems, which has been developed in the field of statistical physics since the 1990s [32] , [33] . The complex network is composed of numerous nodes and edges, which respectively represent the elements of the system and the correlations between the elements, which provides a new solution to the scheduling problems [34] - [37] . The complex network theory holds that the complexity of the network is not caused by the complex dynamic behavior of a single node itself, but by the complex correlations among a large number of nodes. The overall behavioral characteristics of complex systems are mainly determined by the association patterns among their constituent elements [38] - [40] . For OSSP-STDT, the complex relationship between the main elements (tasks, resources and operations) determines the effectiveness of the overall scheduling system. Therefore, the complex network model has the potential to perfectly describe the relationship between its elements, and becomes an effective tool for solving OSSP-STDT. To the best of our knowledge, the first complex scheduling network model was systematically established by Xuan [34] , in which the open shop scheduling problem was transformed into reasonably arranging the node traversal order with the goal of traversing all nodes in the network as quickly as possible, and the largest degree first rule was proposed. Zhuang et al. [36] comprehensively considered the network topology characteristics and time attributes (processing time), and proposed seven dispatch rules for open shop scheduling problem. However, both of the aforementioned works didn't consider the setup times and delivery times in the model.
The complex scheduling network G for OSSP-STDT can be represented by a triad G = (V , L, R), where V denotes the set of nodes, L denotes the set of edges, and R denotes the set of network update rules. For instance, a complex scheduling network model of OSSP-STDT with 6 jobs and 6 machines is shown in Fig.1 ; each node denotes one operation, assigned two variables respectively representing the processing time and initial setup time; each edge represents the mutually exclusive timing constraint between two operations. Specifically, an edge will link any pair of nodes of the same job because any two operations of the same job cannot be processed simultaneously. Similarly, an edge will link any pair of nodes that require the same resource because each resource can only be used to process one operation at a time. The weight of the edge denotes the switching time between the corresponding two nodes, namely the setup time and delivery time. Moreover, one operation node will appear in the complex scheduling network when the job it belongs to is available, and disappear when the operation is completed. The formal description of OSSP-STDT using complex network theory is as follows: (1) o j,i represents the ith operation of the jth job while the processing time of o j,i is represented by p j,i . If o j,i is the initial startup operation, then the initial setup time (IST j,i ) is required. Therefore, the node o j,i in the network has two attributes: processing time p j,i and initial setup time IST j,i . (2) o j,i and o j,l represent the operation i and l in job j, respectively. Since a job can be processed by at most one machine at a time, after one of these two operations is completed, at least the delivery time (JST j,i,l ) is required to start the other operation. Therefore, in the complex scheduling network, all pairs of operations belonging to the same job will be linked by an edge, and the weight of the edge is the corresponding delivery time. (3) o j,i and o k,i respectively represent the operation of jth and kth job that needs to be processed by the ith machine. Since a machine can handle at most one operation at a time, at least the setup time (MST j,i,k ) is required to start the operation of the other job. This switching time reflects the preparation time of the machine between processing multiple subtasks, including cleaning time, fixture installation time, etc. Therefore, in the complex scheduling network, edges are required between all operation nodes of the same machine, and the weight of these edges is the corresponding setup time. Then, the OSSP-STDT can be transformed into how to arrange the node traversal order so that all the nodes in the network can be traversed as quickly as possible, on condition that each node and edge has a traversal time, and only the disconnected nodes can be traversed simultaneously.
For OSSP-STDT, all jobs are available at the beginning, so update rules R degenerates into cutting rules (CR). The purpose of this paper is to design an effective cutting rule, under which the topology of the network can evolve in the desired direction. Considering that both local topological characteristics and time attributes in complex network model can provide heuristic information, an effective heuristic rule named fast traversal greedy algorithm(FTGA) is proposed. This indicates that after traversing a node, the currently Jlabel(row) = (row-1) * m+col 8: Tmat(:, col) = ∞, Tmat(col,:) = ∞ 9: end for End selectable node set is part of its adjacent nodes, and the node that can be traversed in the shortest time will be selected as the next traversal node. The three main modules of the program are as follows:
A. SELECT INITIAL TRAVERSAL NODES
For OSSP-STDT, a batch of nodes need to be selected as the initial traversal nodes to start the execution of the tasks on the machines at the beginning of the schedule. According to the spirit of the proposed FTGA, the node with the smallest sum of initial setup time and traversal time will be picked out first. Then, under the constraints of the complex network model for OSSP-STDT, the subsequent nodes can be determined one after another. For example, the initial setup times and processing times in OSSP-STDT with 6 jobs and 4 machines are shown in Table 1 and Table 2 , respectively. It is clear that o 6,3 (37) , o 2,1 (47), o 5,4 (61), and o 4,2 (63) will be successively determined. It should be noted that once a node is chosen, its adjacent nodes are no longer consideration. The pseudocode for selecting initial traversal nodes is shown in algorithm 1. if i < row 7: ind=(2 * n-i) * (i-1)/2+row-i 8: else ind=(2 * n-row) * (row-1)/2+i-row 9: end if 10: T_c←[T_c MST(ind, col)+p(i, col)] 11: end if 12: end for 13: Plist_CN, Plist_CT←min(T_c) End
B. SELECT A CANDIDATE NODE FOR THE MACHINE JUST RELEASED
During the execution of tasks on the machines, once an operation is completed on one machine, another operation from the remaining jobs needs to be selected to start its preparation and processing on the machine to improve the utilization rate of the machine and shorten the overall completion time. Based on the spirit of FTGA, the node with the smallest sum of the setup time and traversal time will be selected. In the above example, the setup times between jobs on the machine is listed in Table 3 . It can be seen that the 3 rd operation of the 6 th job will finish first, and only the 3 rd operation of the 1 st job and 3 rd job can follow immediately. Considering that the sum of MST 6,3,1 and p 1,3 23 is shorter than the sum of MST 6, 3, 3 and p 3,3 71, the 3 rd job will start its processing on the 3 rd machine. The pseudocode for selecting a candidate node for the machine just released is shown in algorithm 2.
C. SELECT A CANDIDATE NODE FOR THE IDLE MACHINE
In the process of performing the tasks on the machines, especially at the end of the entire process, it is often the case that the release of a job caused by the completion of one of its operations can activate other machines that are in the idle state. As long as there is a candidate job, the idle machine will no longer be idle. Therefore, there is only one job at a certain time that can be selected for the idle machine. Similarly, based on the spirit of FTGA, the node with the smallest sum of the delivery time and traversal time will be picked out. In addition, in order to ensure the smooth progress of the whole process, it is necessary to query machine status and task execution in real time. The pseudocode for selecting a candidate node for the idle machine is shown in algorithm 3.
Algorithm 3 Select a Candidate Node for the Idle Machine
Input: JDone, Done, Mlabel, JST, p Output: Plist_CN2, Plist_CT2 Begin 1: row, col←JDone, Node_c← ∅, T_c← ∅ 2: Mac_f←find(Mlabel==0) 3: for i = 0 to i = len(Mac_f) 4: if p(row, Mac_f(i)) > 0 5: 
IV. METHODOLOGY
In this section, a novel technique is developed to transform an actual warehouse scheduling problem into the aforementioned OSSP-STDT. In an intelligent warehouse, there are a large number of robots that move frequently through predetermined routes to fetch specific items with the help of workers without conflict with the paths or tasks of other robots. Therefore, optimizing the routes of robots and workers to minimize the overall completion time is critical to deal with real-life applications such as automatic picking and delivery, search and rescue, drone coordination, semi-automated Plist←setdiff(Plist, JDone) 16: row_d, col_d←JDone 17 : [41] and iTax taxonomy [42] are two most widely used taxonomies that describe the characteristics between robots, tasks, time and constraints, with the goal of optimizing overall system performance.
• Single-task robots (ST): Robots may be able to perform one task at a time.
• Multi-task robots (MT): Robots may perform multiple tasks simultaneously.
• Single-robot tasks (SR): It needs exactly one robot to perform the whole task.
• Multi-robot tasks (MR): It may need multiple robots to complete the whole task. • Instantaneous assignment (IA): Robots perform the task as soon as it arrives without any future planning.
• Time-extended assignment (TA): Here the initial information is already available and an optimal planning is required to perform the tasks.
Human-robot collaborative path planning problem in a warehouse refers to the arrangement of a group of collaborative robots to go to different locations to fetch specific items with manual workers, with the objective of minimizing the time required for the entire process, and it can be summed up as the ST-MR-IA problem. Assuming initial data is given, like order batch, robot set and task locations, such a humanrobot collaborative path planning problem is a challenging problem.
A common intelligent warehouse logistics scenario is shown in Fig.2 . Here a robot's mission is to move to a specified location in each zone in a predetermined order and load items with the help of workers. And the worker's duty is to move between different robot loading locations in one zone to help the robot load items. Next, the abovementioned human-robot collaborative path planning problem can be formulated as an OSSP-STDT with the objective of minimizing the makespan. The detailed mapping rules are shown in Fig.3 . In our case, a robot acquiring items in each zone can be regarded as a job, in which a robot acquiring items with the help of a worker at a specified location in one zone is viewed as an operation of the job. The worker in one zone is responsible to help the arrived robots load items, which can be treated as a machine. Moreover, the time required for a robot to load items with the help of a worker is the processing time. Besides, the time required for a robot to move from the specified position in one zone to another specified position in the next zone is the delivery time, and the time required for a worker to move from one specified location to another within a zone is the setup time. under the help of W i in the ith zone, with a fixed processing time p j,i . A robot performs at most M operations in total and at most one operation in each zone. A worker performs at most N operations in one zone. At any time, a worker and a robot can perform at most one operation. For simplicity without losing generality, both robot travelling velocity and human moving velocity are reduced to 1m/s. Based on coordinate location array (LOC), the distance between the locations of the two operations (o j,i and o j,l ) of robot R j is regarded asJST j,i,l , which can be calculated in (11) . The distance between the locations of the two operations (o j,i and o k,i ) of worker W i in one zone is considered as MST j,i,k , which can be calculated in (12) . Moreover, based on robot place array (RP), the initial setup times of robots (IJST) and workers (IMST) are calculated by (13∼14), respectively. Therefore, the initial setup times (IST) can be calculated by (15) . And then the human-robot collaborative path planning problem is completely consistent with OSSP-STDT.
V. COMPUTATIONAL RESULTS
To investigate the effectiveness of the proposed FTGA for human-robot collaborative path planning problem, two sets of experiments are considered. The first set is designed to examine the validity of the proposed algorithm for smallsize instances, and the second set is conducted to test the feasibility of the algorithm for large-size instances. In order to validate the performance, the experimental results obtained by the proposed FTGA are compared with those obtained by MILP and several state-of-the-art meta-heuristic algorithms, namely genetic algorithm (GA) [43] , cuckoo search (CS) [44] and artificial bee colony algorithm (ABC) [45] . All the algorithms are coded in MATLAB and implemented in a PC with Intel Core i7 CPU (3.4 GHz × 4) and 8GB RAM.
A. SMALL-SIZE PROBLEMS
As shown in Fig.4 , we start with a small warehouse logistics scenario consisting of 4 zones. Each zone has 4 stations and is equipped with one worker. The picking locations and the initial workers' positions are randomly generated and represented by black and red dots, respectively. Moreover, the robots are initially set in the lower left corner of each zone. An operation can start only when the relevant robot and worker reach the position. For the small-size problem, we consider the warehouse logistics scenario with 4 workers and 4∼12 robots. The results are shown in Table 4 . In the table, 'MA-time' denotes the maximum CPU time set for these three meta-heuristic algorithms, while 'FTGA-time' and 'MILP-time' indicate respectively the actual run time of the proposed FTGA and MILP. In order to reduce the interference caused by randomness, the result of each instance in the experiment is the average of 10 runs.
From the table, it is obvious that MILP can give the optimal solution on small-size instances, but the time required to solve the problem increases sharply with the size of the problem. When the problem size is greater than 10, MILP will fail to give an optimal solution in an acceptable time. However, as the size of the problem increases, the time required by FTGA increases approximately linearly, which is far less than that required by MILP and other metaheuristic algorithms. Moreover, the performance gap between the proposed algorithm and other algorithms is gradually narrowing. In particular, when the problem size exceeds 10, the performance of FTGA is basically better than that of these meta-heuristic algorithms in an extremely short time. The Gantt chart obtained by FTGA for warehouse scheduling with 4 workers and 10 robots is shown in Fig.5 . 
B. LARGE-SIZE PROBLEMS
For the large-size problem, heuristics and metaheuristics are two promising approaches by making a compromise between computational efficiency and solution quality. We further increase the number of robots from 15 to 70 to check the effectiveness of FTGA compared with MILP and metaheuristics. The experimental results are shown in Table 5 . In order to more intuitively demonstrate the effectiveness of FTGA compared with MILP and these meta-heuristic algorithms (GA, CS and ABC), the increased percentage of the results obtained by these algorithms is calculated by equation (16), where X refers to one of these three algorithms, T (X ) refers to the average makespan obtained by X . Given that a smaller makespan means a better solution, the lower INC means better algorithm performance, and X algorithm is superior to FTGA only when INC is less than 0.
As shown in Fig.6 , it is clear that FTGA achieves significantly better effectiveness and efficiency than MILP and meth-heuristic algorithms in almost all the experiments, and this comparative advantage shows a general upward trend with the increase of the problem size. Therefore, it can be concluded that FTGA has a good performance in terms of solution accuracy and efficiency for large-size problems under fixed number of workers.
However, the complexity defined in the computer science does not necessarily meet the actual needs of the industry. For the actual warehouse problem in the industry, the complexity of the problem stems not only from the number of robots, but also from the number of workers. In order to study the industry applicability of FTGA, we further expand the calculation scale of the problem. In subsequent experiments, we not only increase the number of robots, but also increase the size of workers to study whether FTGA can be widely used in industry. Table 6 shows the results of problems with gradually increasing scale. As can be seen from table 6, for instances with up to 25 workers and 25 robots, MILP will fail due to insufficient memory. Similarly, these meta-heuristic algorithms will fail for instances with up to 100 workers and 100 robots. However, the proposed FTGA is still effective for warehouse scheduling consisting of 100 workers and 100 robots. It shows that the performance of FTGA can be applied within a very large calculation range, and can be used as a reference optimization scheme for the actual warehouse human-machine collaborative process.
VI. CONCLUSION
This paper deals with open shop scheduling problem with sequence-dependent setup times and delivery times. After analyzing the similarities between scheduling problems and complex networks, a complex network model is used to describe the relationships between tasks, resources and operations. By mapping, the open shop scheduling problem with sequence-dependent setup times and delivery times is transformed into reasonably arranging the node traversal order with the goal of traversing all nodes in the network as quickly as possible, on condition that each node and edge has a traversal time, and only the disconnected nodes can be traversed simultaneously. Considering that both the local topological characteristics and time attributes in complex network model can provide heuristic information, an efficient fast traversal greedy algorithm is developed. In addition, this paper provides a paradigm of transforming the actual human-robot collaborative path planning problem in a warehouse into an open shop scheduling problem with sequence-dependent setup times and delivery times. Experiments show that the proposed fast traversal greedy algorithm can achieve largesize adaptability by well balancing computational accuracy and efficiency, and provide reference solutions for practical large-size industrial applications. Through in-depth study of this problem, we also find that complex networks have potential promotion value in the scheduling coordination problem of complex large-size scenarios. We believe that for the ever-increasing logistics and supply chain systems, complex network is a promising tool for solving the problem of ultra-large-size resource allocation algorithms. 
