Throughout this paper, d and r will be positive integers and 0 < δ < 1. These numbers will be arbitrary with the given properties unless they are further specified.
For a matrix or vector X let X ′ denote its transpose. Thus if x = (x 1 , ..., x d ) ′ ∈ R d is a column vector and A is a d × d matrix, then x ′ Ax gives the quadratic form defined by the matrix A, 
where g ∈ MM 2r , and for s = 1, ..., r, C s ∈ W δ .
Let G δ,r := r v=1 F δ,v . For 1 ≤ j ≤ r, let F (j) δ,r be the set of f ∈ F δ,r such that C s has at most j different values. We will be interested in j = 1 and 2. Clearly F (1) δ,r ⊂ F (2) δ,r ⊂ · · · ⊂ F δ,r for each δ and r. Let h C (x) := 1 + x ′ Cx for C ∈ P d and x ∈ R d . Then clearly f ∈ F
(1) δ,r if and only if for some P ∈ MM 2r and C ∈ W δ we have for all x (1) f (x) = f P,C,r (x) := P (x)h C (x) −r .
Each C ∈ P d can be diagonalized for an orthonormal basis of eigenvectors with positive eigenvalues. For C = C s ∈ W δ as in the definition of F δ,r we have for all x ∈ R d that δ|x| 2 ≤ x ′ Cx ≤ |x| 2 /δ. Set f sup := sup{|f (x)| : x ∈ R d }. Recall that u ∨ w := max(u, w) and u ∧ w := min(u, w). Lemma 1. For any d = 1, 2, ..., r = 1, 2, ..., 0 < δ < 1, and f ∈ G δ,r we have (a) 
Proof. First let f ∈ F δ,r . For (a), we have for all x that |f (x)| ≤ (1 ∨ |x|) 2r /(1 + δ|x| 2 ) r = (1 ∨ |x| 2 ) r /(1 + δ|x| 2 ) r ≤ δ −r , by considering the two cases |x| ≥ 1 and |x| < 1. So (a) follows in this case. For (b) , for any M with 1 ≤ M < ∞ consider the point x where x 1 = x 2 = · · · = x d = M. For this x we get
as M → +∞, proving (b) for f ∈ F δ,r . Now for any f ∈ G δ,r , we have f ∈ F δ,v for some v = 1, ..., r, δ −v ≤ δ −r and (δ/d) v ≥ (δ/d) r , so the lemma follows.
Lemma 2. For any d = 1, 2, ..., r = 1, 2, ..., and 0 < δ < 1, let f = f P,C,r and g = f P,D,r for some P ∈ MM 2r and C, D ∈ P d . Then
δ,r+1 and
Proof. Since P (x) is a common factor we need only note that
and expand the numerator by the identity
for any two real numbers U and V to get (2).
The functions h C,D,k,l,r,j are clearly in F
δ,r+1 , and (3) follows straightforwardly. 
δ,r and thus a Banach space.
and apply Lemma 1(a) to each g s . Part (c) follows from part (b) and Lemma 1(b). For part (d) we already noted that · * ,j δ,r is a seminorm. By part (b), if g * ,j δ,r = 0 then g sup = 0 so g ≡ 0, hence · * ,j δ,r is a norm.
For part (e), let {f k } k≥1 be a Cauchy sequence in Y j δ,r for · * ,j δ,r . Then by part (b) it is also a Cauchy sequence for · sup and so converges uniformly on R d to some function f . Taking a subsequence, we get 
2 with s |λ s | < ∞ and δ < a s < 1/δ for all s.
Dividing both sides by x 2 and letting x → 0, the left side approaches 1 and the right side 0.
In partial derivatives ∂/∂C kl with respect to elements of a symmetric matrix C, C lk ≡ C kl will vary while all other elements C vw are held fixed.
Proposition 1. Let P ∈ MM 2r , and consider the function φ(C, by Lemma 2 applied to r + 1 in place of r. For part (d) , and any h = 0 in R, let C k,l,h ∈ W δ for h small enough be the matrix which equals C except that h is added to C kl , and also to C lk if k = l. Applying Lemma 2, we see that [φ(C k,l,h 
for h small enough and equals, for
It will be shown that as D approaches C, i.e. h → 0, the function in the last display converges in Y 2 δ,r+2 to the corresponding function with D replaced by C. Considering one term at a time in the sum of r terms, we get
By the proof of Lemma 2,
Thus we get
This implies existence of the partial derivatives
. Part (c) gives their continuity. Continuous first partial derivatives imply that the function C → φ(C, ·) is Fréchet C 1 by known facts in analysis, completing the proof.
.., r, and C s ∈ W δ . Then f can be written as a sum of the same form in which the triples (P s , C s , k s ) are all distinct. In that case, the C s , P s , k s and the coefficients a s are uniquely determined by f .
Proof.
Because |a s | < ∞, we can directly sum terms having the same P s , C s and k s into one. To prove the second conclusion is equivalent to showing that then, if f ≡ 0 on R d we have all a s = 0. Suppose the dimension d = 1. Then each C s is a real number with δ < C s < 1/δ, each P s (x) = x 2ks , and for each s the denominator is (1 + C s x 2 ) ks . Each term in the sum is a rational function of x which we take as a rational function of a complex variable z. Via a partial fraction decomposition (e.g. Knopp, 1947 , Chapter 2), we can rewrite the sum of at most r terms having a fixed value of C s = C as a sum
and given that, to show that for C = C s and k = k s for any s,
because if we consider the largest value of k = k s with a s = 0 and C s = C, we will get α C,k = 0.
Proof of (4):
We will show that when δ < C < 1/δ and we take the following partial fraction decomposition,
has a suitable upper bound. In fact it will be shown in (11) to be bounded above by 2 k δ −3k/2 , and this will suffice. Note that we have the term C −k in the partial fraction decomposition (6) since this is the limit of the left-hand side as z → ∞. Let a C,k be the coefficient of x 2k /h C (x) k in the statement of Theorem 1. Then
Using that z C = i/ √ C, we multiply both sides of (6) 
are the coefficients in the following decomposition:
To bound sums of absolute values of A ′ v and B ′ v , the following lemma will be proved:
Lemma 5. (a) For any positive integers m and n, and any complex z = ±1, we have 
j are real numbers depending on k and 1 + 2
Proof. For (a), known facts about partial fraction decompositions provide a decomposition of the given form for some (real) coefficients a j and b i , which sum to 1 by evaluation at z = 0. Positivity of a j and b i will follow from parts (b) and (c). For (b), multiplying both sides of (7) by (z − 1) m , we get (−1)
−n , which is holomorphic except at z = −1. Comparing Taylor coefficients at z = 1 of orders 0, 1, ..., m − 1 we get (8). For (c), a proof of (9) is symmetric. Now for (d), clearly the left side has a partial fraction decomposition with constant term (−1) k , letting z → +∞, and with coefficients times (1 − z) −j and (1 + z) −j for j = 1, ..., k. The coefficients of (1 − z) −j and (1 + z) −j are equal since interchanging z and −z preserves the left side. Taking a binomial expansion of z 2k = [(z 2 − 1) + 1] k , the fraction on the left side equals
The sum of the absolute values of the coefficients in the binomial expansion is (1 + 1) k = 2 k . Applying part (a) to each term (1 − z 2 ) j−k for j < k gives a sum of the stated form. For j = k we get the constant term (−1) k as stated, and the bound 2 k holds, proving (d) and the lemma.
It turns out that the upper bound 2 k in part (d) can be improved to 2 · (4/3) k . Such a bound and its sharpness will follow from Theorem 2 after the proof of Theorem 1.
Returning to the proof of Theorem 1, we have A
and, similarly, |B v | ≤ |β v | · δ −3k/2 . Finally, we get that the coefficients in (6) are bounded by
Clearly, 2 k /δ 3k/2 ≤ 2 r /δ 3r/2 for k = 1, ..., r, which finishes the proof of (4).
So now, to prove (5), we can assume we have a sum s a s /(x − z s ) ks = 0 for all real x where k s = 1, ..., r, the pairs (k s , z s ) are different for different s, ℜz s = 0, δ ≤ |ℑz s | ≤ 1/δ, and s |a s | < ∞. The series converges uniformly in any compact subset of the complement of {z : ℜz = 0, δ ≤ |ℑz| ≤ 1/δ}.
By analytic continuation, g is holomorphic in the whole complement and 0 there. We will get a contradiction from that.
The following argument has been known apparently at least since the 1920's. Ross and Shapiro (2002) , Proposition 3.2.2 p. 18, give such an argument for r = 1, but it extends directly to any r.
Let s be such that k s is maximal, so we can assume k s = r. It will be shown that t r f (t + iy s ) → a s as real t → 0, by dominated convergence for sums. We have |t
we have domination by a summable sequence. Moreover if s = v the v term approaches 0 as t → 0 either because y s = y v or they are equal and k v < r. For v = s we get t r a s /t r ≡ a s → a s as t → 0. By this contradiction, the conclusion must hold for d = 1. Now let d ≥ 2. In this case there are still finitely many possibilities for the polynomials P s . Call a set A ⊂ R d algebraic if it is of the form A = {x : P (x) = 0} for some polynomial P , not identically 0. It's easily seen that any countable union of algebraic sets in R d has dense complement: since an algebraic set A is closed, it suffices to show that A is nowhere dense, then apply the Baire category theorem. If A were dense in a non-empty open set U it would include U. So P ≡ 0 on U and so P is identically 0, a contradiction. Now consider the cube K d of all vectors α = (α 1 , ..., α d ) with 1 ≤ α k ≤ 2 for all k = 1, ..., d. For each α ∈ K d , consider the function of one variable f α (t) := f (tα), t ∈ R. For a dense set of values of α ∈ K d , for all s, the numerator of the s term in f α is a non-zero multiple of t 2ks , and the numbers α ′ C s α are distinct for different C s , since these properties hold outside a countable union of algebraic sets. Choose and fix a value of α having these properties. Then we can apply the d = 1 case for that value of α, proving Theorem 1.
To improve the bound in Lemma 5(d), multiplying both sides of (10) by (1 − z) k , we get
k for some function g holomorphic in a neighborhood of z = 1. It follows that (−1) j α k−j for j = 0, 1, . . . , k −1 are the Taylor coefficients of order
k around z = 0. Since the signs (−1) j don't affect the absolute values, we need to bound the sum of the absolute values of these Taylor coefficients through order k − 1. In Theorem 2, equation (16) n at z = 0,
Plugging in z = 1, we get that
In what follows, We also have
In particular, for any integer n ≥ 0
Proof. In this proof, identities (21) and (23) Graham, Knuth and Patashnik (1994, §5.1) , this identity was known to Chu Shih-Chieh in China as early as 1303.
We will heavily use the following identity:
for which we don't know a reference, so first let us show that it is valid. Note that we can rewrite it as follows:
On the left is the coefficient of z n+a in the polynomial (z − 1) 2n 2 −2n . Let us compute that coefficient in a different way:
Using the binomial theorem twice, we have that:
Now in order to get the coefficient of z n+a , we need to plug in k = b+a, and this leads to (19).
Let us apply the binomial theorem to z + 1 z+2 n . We obtain that
, and we get a formula for the coefficient of z n+l+1 , namely
or, using the fact that
This formula holds for any value of l, but it is not convenient for our purposes. Let now l be non-negative. Equating the coefficients of z b+l+1 on both sides of (z + 1) 2b+l = (z + 1) l (z + 1) 2b , we obtain that
Now we rewrite (20) as follows:
a using (19), which leads to (14).
Next, to prove (15), we have from (14):
Note that if x = − 1 2 then we have for any integer a ≥ 0
Here we added 1 + x + · · · + x a−1 , but since its ath derivative is zero, the equality still holds. Thus,
which is (15).
Next we want to prove (16). Let l > 0. Equating the coefficients of z b−l+1 on both sides of (z + 1) 2b−l = (z + 1) −l (z + 1) 2b , we obtain that
The sum in the last display is finite since 
a−l , we obtain:
which leads to (16).
To prove (17), from (16) we have c
which leads to (17).
Recall that a n ∼ b n means a n /b n → 1 as n → ∞. To study the behavior of c n i for n large, we have the following, which follows directly from Stirling's formula:
This formula is a special case of the (local) central limit theorem for binomial probabilities first found by de Moivre (1733) . Formula (24) immediately implies that
R n where, bounding by a geometric series,
and R n → 3/2 as n → ∞. It follows by Stirling's formula that T n ∼ 1/(2 √ πn) as n → ∞.
We have c n l > 0 for l = 0, 1, . . . , n − 1 by (16). The bound on the left side of (18) follows from (13), (15) and (17). The asymptotic form on the right follows by using in addition (25) and T n ∼ 1/(2 √ πn). This finishes the proof of the theorem.
Remark. In the proof of Theorem 1 for d = 1, one argument was mentioned to be known according to Ross and Shapiro (2002, p. 18) . They say that the argument is closely related to an example of Poincaré (1883). Ross and Shapiro don't give details of the argument (although it is short, as given in our proof), they just say the result "can be obtained from the dominated convergence theorem." They also are treating points converging to the unit circle in the plane along radii through 0, but the case of a line instead of the circle if anything seems easier.
Another interesting fact mentioned by Ross and Shapiro (2002) shows that, again for d = 1, for such a proof, of uniqueness of z s , k s and a s to work, the condition that all the z s are on a line segment or smooth curve is really used. In fact, there is a bounded sequence {z j } of distinct complex numbers with |z j | > 1 for all j, such that the set of all limits of subsequences of {z j } is exactly the unit circle {z : |z| = 1}, and there exist coefficients a j ∈ C with j |a j | < ∞, for which the series f (z) := j a j /(z − z j ) converges to 0 for all z with |z| < 1, whereas on |z| > 1, f is a meromorphic function with a pole of order 1 at each z j . Such an example is given in Ross and Shapiro (2002, Theorem 4.2.5) , where in that theorem we take the special case that G is the open unit disk (just as in the proof given by Ross and Shapiro) and f ≡ 0. Such examples are said to have been first found by Wolff (1921) .
As a corollary of Theorem 1, in Lemma 3 in the special case j = 1 we get f * ,1 δ,r = 1, showing that part (a) is sharp and improving on part (c) in that case.
Remark. The equality is not true for general j, however. Let 0 < δ < α < 1 and let
2 ). This can be less than 1, in fact it's arbitrarily small for small δ and α.
In view of Theorem 1, one might expect that if
with {C s , D s } = {C t , D t } for s = t then all a s = 0. Unfortunately, this is wrong, as shown by the following simple example:
.
For any r = 1, 2, ..., d = 1, 2, . . . , any P ∈ MM 2r , and any C = D in W δ , let
By Lemma 2, for C fixed and D → C we have f P,C,D,r * ,2 δ,r+1 → 0. The following shows this is not true if r + 1 in the norm is replaced by r, even if the number of different C s 's in the denominator is allowed to be as large as possible, namely r:
Proposition 2. For any r = 1, 2, ..., d = 1, 2, . . . , P ∈ MM 2r , and
, where all C sk ∈ (δ, 1/δ), and s |a s | < ∞. Then the series summing to f in (26) will converge uniformly in all real x and moreover for x replaced by complex z with |ℑz| ≤ γ for any γ with 0 < γ < √ δ. Let J := {z ∈ C : ℜz = 0, δ ≤ |ℑz| ≤ 1/δ}. As seen previously, the series also will converge uniformly on any compact subset of the complement of J. A point z 0 = iy in J (so that δ ≤ |y| ≤ 1/δ and y is real) will be called a semipole of order r of a complex-valued function g defined on U := C \ J, where r is a positive integer, if for some c ∈ C with c = 0, (27) lim t↓0 t r g(iy + t) = c.
Let
, convergent to 0 on the complement of J and uniformly on compact subsets of the complement. Let z := x + i/ √ C and x → 0, and consider the behavior of x r F (z). For any B > δ such as B = C sk , C or D, we will have 1 + Bz 2 = 1 − B(C −1 − x 2 ) + 2iBx/ √ C, which has absolute value at least 2δ|x|/ √ C. Thus |x/(1 + Bz 2 )| ≤ δ −3/2 and for the limit we have dominated convergence for sums. Moreover, the limit is 0 except for terms with C sk = C for all k = 1, ..., r. Combining the a s for such terms into one, we must have a s = 1 for such an s. We can do likewise for D in place of C, which finishes the proof for d = 1.
For d ≥ 2, let S d−1 denote the unit sphere centered at the origin in R d . We will use the Haar measure (rotationally invariant Borel probability measure) µ on S d−1 . For any e ∈ S d−1 , define a function g e of a real variable t by
For any fixed matrix M, e.g. M = C sk , let A M,C be the set of all e in S d−1 for which e ′ Ce = e ′ Me, or e ′ (C − M)e = 0. If C = M, then not all eigenvalues of C − M are zero, which entails that the codimension of A M,C is at least 1. Thus, we obtain that µ(A M,C ) = 0 provided that M = C, and likewise µ(A M,D ) = 0 for M = D.
For each e such that P (e) = 0 and e ′ (C − D)e = 0, as are true for almost all e, the function f e,P,C,D (t) := f P,C,D (te) has two poles of order r at the points z . For µ-almost all e, we have e ′ C sj e = e ′ Ce for all s and j such that C sj = C, and P (e) = 0. For any such e, contributions to the limit c at iy = z , and call them Q 1 , Q 2 , . . . , Q M M (r) . Let b j = a s when P s = Q j and C si = C for all i = 1, ..., r. Some of these coefficients may be 0. We then get an equation
holding for µ-almost all e, by applying (27) to both sides of (26) and using dominated convergence for sums, as in the proof of Theorem 1, or the proof for d = 1. Multiplying both sides by t 2r we get a polynomial equality holding almost everywhere on R d and so everywhere. Since different monomials are linearly independent, it follows that b j = 1 for the j such that P = Q j and other b j = 0. The same argument with D in place of C gives that a s = −1 for another coefficient in (26) and so shows that f P,C,D,r * ,r δ,r ≥ 2. From the original expression of f P,C,D,r it's clear that the norm is ≤ 2, so it follows that it equals 2.
Here, in (26) we could also consider on the right terms where the numerators and denominators were of the same form but of total degree 2r − 2, 2r − 4, ..., 0 rather than 2r. There would be no essential change in the proof since such terms do not affect or contribute semipoles of order r. The proposition is proved.
Remark. In Lemma 1 we had two-sided bounds in the sup norm for functions in G δ,r and in Lemma 3(b), the sup norm is bounded above in terms of the · * ,j δ,r norm. There is no such bound in the reverse direction and in fact, for example, Y 
