As the domain of cyber-physical systems continues to grow, an increasing number of tightly-coupled distributed applications will be implemented on top of wireless networking technologies. Some of these applications, including collaborative robotic teams, work in a coordinated fashion, whereby a distinguished node takes control decisions and sends commands to other nodes, which in turn perform the requested action/operation and send back a reply/acknowledgment. The implementation of such interactions via reliable point-to-point flows may lead to a significant performance degradation due to collisions, especially when the system operates close to the capacity of the communication channel. We propose a coordinated protocol which exploits the broadcast nature of the wireless medium in order to support this application-level interaction with a minimal number of message transmissions and predictable latency. The protocol also comes with group management functionality, allowing new processes to join and existing processes to leave the group in a controlled way. We evaluate a prototype implementation over WiFi, using a simulated setup as well as a physical testbed. Our results show that the proposed protocol can achieve significantly better performance compared to point-to-point approaches, and remains fully predictable and dependable even when operating close to the wireless channel capacity.
I. INTRODUCTION
Many applications from the domain of cyber-physical systems [1] implement a distributed control logic over a wireless medium. Typical examples are teams of unmanned vehicles (UVs) that perform collaborative missions as in [2] . Such applications, require support for tightly-coupled and reliable interaction with predictable network latency over the wireless medium.
A popular implementation approach for such interactions is to adopt a coordinated design in the spirit of a group RPC [3] whereby a distinguished node takes control decisions and sends commands to other nodes, which in turn perform or schedule the requested action/operation and send back a reply/acknowledgment. Such a communication pattern can be implemented on top of multiple reliable pointto-point flows such as those provided by TCP/IP. However, this may lead to increased network traffic and higher latency. Furthermore, if performed in an un-coordinated way, it can lead to increased contention for the shared medium, resulting in unpredictable latencies. Both problems are particularly undesirable in a wireless setting, since they can lead to a significant performance degradation.
Taking a different approach, we propose a coordinated 1-to-N request-reply protocol, which achieves reliability, high throughput and predictable low latency. This is achieved by exploiting the broadcast nature of wireless communication in conjunction with a simple but effective scheme for avoiding contention during the transmission of replies back to the coordinator. Note that the very same approach can be used to implement contention-free polling. Moreover, the protocol comes with integrated group management functions, allowing processes to join and leave the group dynamically. We refer to it as Coordinated Broadcast-based Group Request-Reply protocol (GCBRR).
The main contributions of the paper are: (i) we describe a coordinated protocol that supports request-reply interaction in dynamically changing wireless process groups; (ii) we evaluate an implementation of the proposed protocol for a 802.11 WiFi network, using a simulated setup and a wireless testbed; (iii) we compare our protocol with TCP-based and simpler unicast-based approaches, showing that it achieves significantly better and more predictable performance, especially when operating close to the channel capacity. It is important to note that the superior behavior of GCBRR under conditions of heavy load is achieved despite the fact that WiFi comes with special support for making unicast transmissions more reliable than broadcasts. These gains are expected to be much bigger for simpler wireless technologies that do not feature advanced medium-access-control (MAC) mechanisms. Porting GCBRR to work on top of them is straightforward, as it is agnostic of the underlying network technology. We are not aware of any other application-level protocol that provides this functionality.
The rest of the paper is structured as follows. Section II gives a detailed description of the GCBRR protocol and its key properties. Section III presents a performance evaluation and comparison with different point-to-point approaches. Section IV provides an overview of related work. Finally, Section V concludes the paper and points to some directions for future work. 
II. THE GCBRR PROTOCOL
We assume a set of N processes, p i , 0 ≤ i ≤ N , which communicate over a wireless medium and share the same broadcast domain, where a single physical transmission can reach all processes. Without loss of generality, we let a distinguished process p 0 act as the coordinator, and refer to every other process as an ordinary. The coordinator can send requests to one or more ordinary processes, which handle it and send back a reply. Processes may send unreliable broadcasts or unicasts. We assume bounded messaging delay: a message will arrive at its destination(s) within MsgT after it was sent, or not at all (if it was lost). Broadcasts are nonatomic, and might arrive at only a subset of the processes.
A. Basic protocol
The basic operation of GCBRR is illustrated by the message diagram in Figure 1 . When a new request/reply interaction starts, the coordinator increases a local sequence number, and encodes the processes it wishes to address in a request bitmask. For instance, if p i should handle the request, the ith bit of the request mask is set to 1 else to 0. Then, the coordinator broadcasts the request, and waits for the replies to arrive or a timer to expire. The timeout is set as a function of MsgT , the number of processes that are expected to reply, and the estimated request handling delay. Each reply that is received is added to the set of collected replies, and the request mask is updated accordingly. When the timer expires and some processes have not replied, the request is re-transmitted, addressing only the processes that have not replied yet. This is repeated until all target processes reply (or fail). The coordinator proceeds with the next request/reply interaction once the previous is handled to completion.
When an ordinary process receives a request, it checks the request mask to determine whether it is being addressed. If so, it compares the sequence number with that of the last request that was handled locally. If the request is new, it is handed to the upper layer, and the result of the request handling is stored in a reply cache. Replies are broadcasted and as a result are received/overheard by all other ordinary processes. Each process sends its reply following the order specified in the request mask: if it is first in order, it broadcasts the reply as soon as this is produced by the upper layer, else as soon as it overhears the reply of the preceding process. To deal with message loss, a timer is set to expire at the corresponding transmission slot, based on MsgT and the process ordering of the request mask.
B. Group management
The GCBRR protocol also supports group management, including the handling of process failures, via the very same request/reply scheme. More specifically, each process (including the coordinator) maintains a view which contains the members of the group in an ascending order based on a monotonically increasing ticket which is assigned by the coordinator when a process joins the group for the first time. The coordinator issues a special join request to let processes which are not members of the group to declare their interest in handling requests. Based on the replies, it updates its local view and employs a view-push protocol along the lines of the request reply protocol to update the views of all group members. The view-push protocol consists of two phases: first, the view is sent to all old members, and then it is sent to each of the new members in increasing ticket order. In a similar vein, a special departure request is used to let processes declare their intention to stop handling requests, however in this case the view-push is optional.
The coordinator also issues heartbeat requests periodically, in order to confirm the liveness of ordinary processes and detect failures. In turn, ordinary processes can detect a coordinator failure by the absence of such heartbeats, and elect a new coordinator based on the tickets in their view. The group management mechanism ensures that all ordinary processes will elect the same coordinator. It also guarantees that a coordinator will indeed be elected, provided that at least one functional process is a member of the group. Finally, once a process receives a join acknowledgement and considers itself a member of the group, its membership is committed for the current but also future coordinators (as long as the process does not fail).
C. Key protocol properties
The critical path of GCBRR in terms of performance is the basic request-reply protocol, which is designed to achieve several properties. (i) It is contention-free, avoiding concurrent transmissions from different processes. (ii) It incurs the minimum number of transmissions needed for an application-level 1-to-N request-reply interaction, as the request and each reply are transmitted just once (assuming no loss). (iii) It achieves minimal latency since ordinary processes send their replies as fast as possible, according to the schedule specified by the coordinator. (iv) It is offers very predictable performance, and allows the system to operate close to the channel capacity. (v) It enables robust message recovery in case of loss, by addressing only the processes that have not responded. (vi) The values for the message transmission delay and application-level request processing delay can be chosen generously, and affect performance only in case of message loss. (vii) Last but not least, no assumptions are made about the underlying medium-accesscontrol (MAC) mechanism, hence GCBRR can work very well even on top of simple radios that do not have an intelligent MAC.
III. EVALUATION
We have implemented GCBRR for a Linux platform, as a user-space library that resides on top of the operating system. Our implementation uses RAW sockets (bypassing the IP stack). In the following, we present a performance evaluation of our prototype over WiFi, and discuss the most important results.
A. Experimental setup
We test our implementation using two different setups, a simulated 802.11 network and a 802.11 testbed.
Simulated setup: For the simulated setup we use the OpenNet simulator [4] . This is an open-source simulation environment build on top of Mininet [5] and ns-3, providing a realistic virtual wireless testbed infrastructure on a single PC. OpenNet uses Mininet to create a network of virtual Linux hosts, which can run conventional applications without any modification. Each virtual host features a virtual network interface that is internally connected via a TAP device to an ns-3 node. In turn, ns-3 provides the modeling of the 802.11 wireless channel between virtual hosts. To reflect the testbed setup, we configure ns-3 for the 802.11g protocol with a transmission rate of 1Mbps for both unicasts and broadcasts.
Testbed setup: For the physical measurements we use the NITOS testbed [6] featuring ICARUS [7] wireless nodes. These are PC-class machines with an Intel Core i7-2600 Processor with 4 GB RAM and wireless Atheros 802.11a/b/g/n cards, running Linux. The testbed environment is protected from external traffic/interference. The nodes are placed in a grid, and can communicate with each other in 1 hop. The WiFi interface is accessed through the standard socket interface via the ath9k network driver, and is configured to operate with the 802.11g protocol in ad-hoc mode. To make a fair comparison among broadcast-based and unicast-based approaches, we fix the transmission rate to 1 Mbps for both. The average round-trip time between two nodes is about 26 milliseconds for packets with a payload of 1500 bytes.
The simulated setup is used to perform experiments across a wide range of parameters, without requiring physical nodes. We then use the testbed to test selected scenarios in order to verify the trends we observed via simulations. In both cases, each process (group member) is placed on a different virtual/physical node. 
B. Basic 1-N request-reply
To evaluate the raw performance of the basic requestreply interaction of GCBRR, we use an application that issues dummy requests and produces dummy replies, without performing any processing. Request and reply messages are filled with dummy data, so all transmitted packets have the maximum payload size (1500 bytes).
We compare GCBRR with four reliable point-to-point transports: TCP-SEQ, TCP-PAR, RUP-SEQ and RUP-PAR (RUP stands for reliable unicast protocol). In the TCP variants, the coordinator keeps a separate connection with each ordinary process (the same connection is reused for all request-reply interactions). RUP variants use plain datagrams over RAW sockets, with a simple acknowledgment scheme for the re-transmission of requests. SEQ variants perform the request-reply interaction sequentially, one process at a time; this avoids contention but comes at increased latency. In the PAR variants, the coordinator first sends the request to all ordinary processes, and then waits for the replies; this can reduce the total latency but also introduces more contention.
We perform experiments for groups of 3, 6 and 12 nodes. To stress the network, we let the coordinator issue 1000 request-reply interactions at full speed, and record the total throughput and latency of each interaction. The results are shown in Figure 2 .
As can be seen, GCBRR performs significantly better than all other variants, and the difference increases with the group size. For 3 nodes, GCBRR achieves x1.62 and x1.35 the throughput of TCP and RUP variants, going up to x2.22 and respectively x1.76 for 12 nodes. This is because GCBRR transmits fewer packets and scales better for a larger number of nodes. Note that for each unicast WiFi sends a MAC-level acknowledgement, which further increases the overhead of point-to-point variants. TCP achieves lower throughput than RUP due to its extra low-level acknowledgments, but this difference becomes less pronounced for larger groups where the load is dominated by the large request/reply messages. Message loss is negligible in all cases, since the WiFi flowcontrol mechanism kicks in when the network is stressed.
The difference in the number of packet transmissions also reflects on the latency of the request-reply interaction. Again, GCBRR outperforms all other variants, especially in larger groups. For 12 nodes, its latency is only about 1/2 and 2/3 that of TCP and RUP, respectively. RUP variants are generally better than TCP. Note that RUP-PAR has a slightly lower latency than RUP-SEQ because of the concurrent transmission of replies back to the coordinator. This advantage does not show in the TCP variants, due to their higher network traffic (TCP-level acks). In fact, TCP-PAR has a much larger variance than TCP-SEQ. This is an effect of the increased contention, which causes WiFi to slow down transmissions to avoid message loss.
C. One-way N-1 messages
We also evaluate GCBRR regarding its ability to support a reverse, one-way message flow, from ordinary processes to the coordinator. In this case, the coordinator polls ordinary processes via an empty request, and receives their messages as replies. For comparison, we use TCP-PAR and RUP-PAR, where each ordinary process sends its messages to the coordinator over a TCP connection and a RAW socket, respectively. Reliability in RUP-PAR is achieved using an alternating bit scheme. As one more reference, we use the simplest possible best-effort approach where each message is sent once via a single unicast over a RAW socket, referred to as unreliable unicast protocol (UUP-PAR).
We measure the maximum message throughput that can be achieved in a group of 3, 6 and 12 nodes, at full speed. In GCBRR, the coordinator polls the ordinary processes 1000 times, while in TCP-PAR, RUP-PAR and UUP-PAR we let each process send 1000 messages to the coordinator. The aggregate throughput is calculated at the coordinator, by recording the time between the arrival of the first and the last message. At each ordinary process, we record the time that elapses between two consecutive message transmissions, which also reflects the messaging delay. The results are shown in Figure 3 . Despite the polling overhead, GCBRR achieves higher message throughput than TCP-PAR and RUP-PAR, even for smaller groups. The difference increases for larger groups, where TCP-PAR and RUP-PAR lead to increased contention, and the relative cost of polling decreases. At 12 nodes, the throughput of GCBRR is x1.28 and x1.13 that of TCP-PAR and RUP-PAR, respectively. In this case, GCBRR even outperforms UUP-PAR which also has a significant message loss of about 7%. Furthermore, unlike the RUP and TCP variants, GCBRR has a stable and predictable messaging delay (in the plot, the vertical lines indicates the minimum and maximum values). In fact, with TCP-PAR all processes occasionally experience huge delays, up to several seconds (the minimum is close to zero because sometimes the send operation returns immediately due to the internal buffering of TCP). The reason is that the increased contention causes some message loss, which leads to retransmissions and the activation of the TCP flow-control mechanism. In contrast, no retransmissions were required in GCBRR and RUP-PAR.
We note that GCBRR, due to its polling approach, is not suitable for sporadic messaging from ordinary processes to the coordinator. Since in this case the contention on the network is low, it is better to use an uncoordinated approach. 
D. Group management
Finally, we evaluate GCBRR in terms of the group management overhead. As a reference, we use a TCP-based approach where the coordinator keeps an open connection with each member process. A joining process opens a TCP connection to the coordinator when it receives a join poll (without sending a join request as in GCBRR). It considers itself as a member once it successfully receives the group view over the connection. To leave the group, a process simply closes the connection to the coordinator (it does not send a leave announcement). If the coordinator wishes to leave the group, it closes the TCP connections to each group member. Ordinary processes detect that the connection was closed, elect the new coordinator and open a connection to it. The coordinator performs a view-push as in GCBRR, but in this case the group view is sent to each member over the respective TCP connection. As an implementation detail, we note that the coordinator uses a single thread for accepting new connections via a network event loop based on the poll Linux system call, similar to the technique described in [8] .
To chart the cost of the join operation as a function of the group size and number joining processes, we conduct a series of experiments. In each experiment, the group starts with a different initial size, and then more nodes join so that the group ends up with a total of 12 nodes. The new nodes join the group following a single join poll. At each joining node, we record the time between the reception of the poll message until the reception of the group view from the coordinator. We also measure the total amount of time needed for the coordinator to receive all join/connection requests and push the updated view to all members. The results are shown in Figure 4 .
With both approaches the join delay naturally decreases as fewer nodes try to join the group. However, the average node join delay and group update delay for GCBRR is only 1/3 that of the TCP-based approach. This is because the TCP variant has an extra connection setup overhead, which becomes significant when the number of joining nodes is large. Also, it sends the group view to each member separately, whereas GCBRR does this via for all old group members via a single request-reply interaction.
The leave operation for ordinary group members is very fast, and the overhead is negligible with both approaches. However, in case of a coordinator departure, in the TCP variant every ordinary process must open a connection to the new coordinator. The corresponding overhead follows the same trend as in the join experiments discussed above, and is not shown here for brevity. In contrast, the cost for a coordinator switch in GCBRR is practically zero.
IV. RELATED WORK
The reliability and performance issues of multicast-based interaction over shared medium communications and in particular wireless networks, have been studied mainly at the lower level of the network stack.
The authors in [9] propose two reliable multicast protocols on top of IEEE 802.11 mechanisms. Both protocols assume a base station in the center of a microcell and one single sender at a time. The first protocol (LBP), is a leader based protocol while the other (PBP) is a probabilistic feedbackbased protocol. In LBP, a sender claims the channel and sends a broadcast message to the receivers in the group where an elected leader responds with an acknowledgement. The rest of the receivers respond immediately with a negative acknowledgement in case of erroneous reception to destroy the acknowledgement of the leader causing a retransmission from the sender. In PBP, a sender before the data transmission sends a multicast-RTS and waits to receive a CTS from each participant receiver. The receivers backoff with a certain probability based on the group size before the CTS transmission to avoid collisions. Both protocols increase broadcast reliability, however they do not guarantee collision avoidance and require strict clock synchronization.
The Broadcast Medium Window method (BMW) [10] provides a reliable broadcast solution where the nodes maintain lists for their neighbors and for the sequence numbers of the missing data packets. Each sender performs a collision avoidance phase and sends an RTS to inquire the missing messages from its neighborhood. In turn, each neighbor responds with a CTS that contains the requested information and the sender performs the transmission of the data. Each neighbor updates the local protocol state by overhearing the CTS/data exchange. BMW provides a reliable solution for broadcast, but requires a large number of messages and creates contention phases equal to the number of neighbors.
Batch Mode Multicast MAC (BMMM) [11] makes use of a new frame type called AK (Request for ACK) in order to eliminate the multiple contention phases of BMW to a single one. The RAK frame follows directly after the transmission of the RTS, instructing the receivers to send their CTS and ACKs in order. BMMM follows an approach similar to our protocol with respect to the coordinated return of the replies, but involves more messages and abandons reliability when the network is stressed.
The above works improve the reliability of physical broadcasts and multicasts, however they do not provide hard reliability guarantees, neither do they have predicable performance-which is an important requirement for many latency-sensitive applications. They also target oneway 1-to-N communication, where the receiving side merely sends a low-level acknowledgement that does not have any application-level semantics. In contrast, GCBRR works in an end-to-end fashion [12] , is fully reliable, and the replies serve as application-level acknowledgements that may carry additional application information.
GCBRR can serve as a basic transport layer for higherlevel services that require reliable/fast 1-to-N request-reply communication, such as primary-backup replication [13] , group remote procedure calls [3] , and team programming frameworks such as [14] and [15] . It can also be used for collecting data from multiple sources, in a tightly synchronized and contention-free manner, for example to retrieve measurements from wireless sensors as discussed in [16] .
V. CONCLUSIONS
GCBRR supports coordinated 1-to-N request-reply interactions in wireless systems without any contention among the communicating processes, and exploits the broadcast nature of the shared medium to minimize the number of message transmissions and latency. Our evaluation over 802.11 WiFi for scenarios where the system operates close to the network capacity, shows that GCBRR achieves significantly higher throughput, lower latency and better predictability than unicast-based point-to-point approaches.
In the future we plan to experiment with simpler radios, where we expect to see even better results. We also wish to investigate the usage of GCBRR to support symmetrical process groups with N-to-N message flows.
