The present paper establishes finite sample most powerful tests for certain nonparametric null hypotheses P 0 which admit a sufficient statistic S. The underlying alternatives are of semiparametric or nonparametric nature. Optimal one-sided S-conditional test are offered for families with nonparametric isotone likelihood ratio. Similarly two-sided optimal locally unbiased S-conditional test are introduced for alternatives with nonparametric convex likelihood. If in addition S is P 0 -complete then of course we arrive at most powerful α-similar tests. Special examples are randomization tests, permutation tests for two-sample problems and symmetry tests for the null hypothesis of 0-symmetry. The results rely on a new conditional Neyman-Pearson Lemma which can be found in the appendix and which is of own interest. This Lemma is used to solve conditional optimization problems for tests.
Introduction
The principle of the reduction of a composite null hypothesis by sufficiency is rather old and leads to finite sample distribution free tests of exact nominal level α. These conditional procedures like permutation tests or more generally randomization tests regain a revival since modern computers and algorithms, see for example Pagano and Tritchler [15] and Gebhard and Schmitz [6] , allow a serious treatment of conditional critical values.
During the last years there was much interest studying the finite sample optimality of conditional tests, see Pfanzagl [16] for parametric problems as well as Gebhard and Schmitz [5] and Völker [21] for permutation tests which are optimal against parametric alternatives. Lehmann and Stein [13] derived early most powerful permutation tests for one-sided alternatives. The results were extended by Bell and Sen [1] to one-sided randomization tests. Within the asymptotic set up these procedures are often asymptotically efficient within a wider context. Under a broad class of local alternatives there is asymptotically no difference between efficient unconditional tests and their conditional counterparts, see Romano [17, 18] , Janssen [8] and Janssen and Pauls [11] for two-sample tests, Janssen and Mayer [10] for survival tests and censored data, Strasser and Weber [20] for permutation tests and Janssen [9] for conditional symmetry tests. An early conditional central limit theorem for special permutation statistics was proved by Hoeffding [7] .
In the present paper finite sample size optimality of conditional tests given a sufficient statistic S is studied in detail. Similarly to the unconditional situation we derive a conditional generalized Neyman-Pearson Lemma which is presented in a separate appendix. As consequence most powerful conditional one-sided tests and locally most powerful conditional tests are established. Under a conditional local unbiasedness condition also most powerful two-sided tests of this type are obtained. Roughly speaking, optimal parametric procedures given by a real test statistic T can be extended to nonparametric hypotheses (with sufficient statistic S). The challenge is now that tests based on T should be carried out as distribution free S-conditional tests. The optimality is then preserved under a wide class of semiparametric alternatives. In various cases the test statistic T can be modified towards the efficient score function T 0 = T − E • (T |S) of T introduced by Bickel et al. [2] . Here E • (T |S) denotes a version of the conditional expectation which is independent of P ∈ P 0 . Above the parametric test statistic T is projected on the S-orthogonal part T 0 . The most difficult part of the paper consists of the treatment of arbitrary non-dominated one-sided alternatives and the serious treatment of two-sided conditional tests under constraints which requires special efforts.
One may argue that now asymptotic results -say for permutation tests -are superfluous. This is certainly not the case for more complex models. Recall for instance that there does not exist a reasonable exact level α test for the famous Behrens-Fisher problem. This problem is a two-sample problem for the means of normal distributions with different variances, see Linnik [14] for further references. An asymptotic solution based on studentized permutation tests is proposed in Janssen [8] .
Throughout, we are concerned with testing nonparametric and semiparametric hypotheses at finite sample size. Special examples are randomization tests which include permutation tests. Typically these tests are carried out as resampling tests. The present results may be viewed as a finite sample supplement of the asymptotics of conditional tests, especially for permutation tests mentioned above. For the general background of conditional tests we refer to Lehmann and Romano [12] and Pfanzagl [16] .
Preliminaries
Let us start with a family of distributions P on some measurable space ( , A ). Throughout, let P 0 ⊂ P denote a non-void null hypothesis and we are going to establish tests for
We will always assume that 
holds for a version of the conditional expectation of ϕ given S which is independent of P ∈ P 0 . Recall that bounded completeness of S together with the sufficiency implies that each P 0 α-similar test ϕ (i.e. E P (ϕ) = α is the nominal level for all P ∈ P 0 ) implies (2.4). Suppose for a moment that large values of T are referring to the alternative P\P 0 . Then upper T -tests can be carried out as conditional tests by the following procedure.
Recall first that there exists a kernel Dudley [3, p. 270] , which represents the conditional distribution of T given S = s for all P ∈ P 0 , i.e. formally by definition 
is an S-conditional test with level α.
Proof: Routine arguments prove that measurable solutions (2.6) of (2.7) and (2.8) exist. For instance we may choose
Further details are left to the reader.
Remark 2.2
(a) The construction (2.8) of the conditional test depends on P 0 via the kernel K . Different choices of K for different sets P 0 may lead to different tests. However, often P 0 can be enlarged such that (2.5) holds for a wider class of distributions. It is easy to see that P 0 can be enlarged by adding all infinite convex combinations 
T 0 is the projection on the S-orthogonal part of T
has a positive factor g(S) > 0 which depends only on the sufficient statistic. In this case we can drop the factor g(S).
At this stage let us consider some examples of sufficient statistics S for nonparametric null hypotheses P 0 . Test statistics and alternatives are specified later on.
Example 2.3 (Randomization tests, permutation tests)
} be a finite group of transformations and let P 0 be a family of G-invariant distributions, i.e. P g = P for all P ∈ P 0 and all g ∈ G. We will consider conditional inference given the σ-field F of G-invariant sets given by
(2.12) which can always be described by the statistic (identity id)
Recall that S is P 0 -sufficient where the kernel K(·, ·), 14) yields the conditional expectations
The conditional test ϕ of (2.7) is then called the randomization test given by T . It can be carried out as follows.
• Keep the data point fixed.
• Consider the randomization distribution
under the uniform distribution on G. Then the conditional critical value c(ω) is just the (1 − α)-quantile of the randomization distribution (2.5). According to (2.11) we may replace T by
and ϕ remains unchanged.
For further references about randomization tests we refer to the survey article of Bell and Sen [1] . Two examples of randomization tests are of special interest:
(a) Permutation tests: Consider ( n , A n ) and the group G given by all permutations (x 1 , . . . , x n ) → (x π (1) , . . . , x π(n) ) of the coordinates. Then P 0 may consist of a subset of exchangeable distributions. The randomization tests ϕ are then called permutation tests. A special case is the subset of product measures, i.e.
But as in many experimental situations the observations must not to be independent.
(b) Conditional symmetry tests:
Then we are testing a null hypothesis of G-symmetric distributions. A special case is the set of 0-symmetric product measures, i.e.
Let P 1 and P 2 denote two probability measures and ν = P 1 + P 2 . The likelihood ratio of P 2 with respect to P 1 is defined by
If we use the conventions x/0 = ∞ for x > 0 then dP 2 /dP 1 is P 1 + P 2 -a.e. uniquely determined.
Conditional tests for one-sided alternatives
Throughout, we will consider S-conditional tests (or short conditional tests) for (2.1) with optimum power within the class (2.4) for fixed α. We extend previous results of Pfanzagl [16] who treated one-sided most powerful conditional tests for dominated parametric families. As technical tool a general conditional fundamental Lemma of Neyman-Pearson type will be used, see Lemma A.1 of the appendix. Consider again (2.3) and let us start with a single alternative P\P 0 = {Q}. Next we like to specify a single distribution P 0 of type (2.10) which is spread out wide enough in P 0 which can be used to consider conditional tests for P 0 against {Q}. Recall from Remark 2.2 that without restrictions P 0 is closed under infinite convex combinations. If P 0 is dominated by some σ-finite measure it is well known that there exists a distribution P 0 which is equivalent to P 0 , i.e.
for all P ∈ P 0 , where P 0 is of type (2.10), see Lehmann and Romano [12, Appendix A.4.2]. All distributions P 0 given by (3.1) are then mutually equivalent. In the general case suitable (maximal) elements P 0 will be chosen according to the following Lemma. Let P = P a + P s denote the decomposition of P in a Q-singular part P s and a Q-absolutely continuous part P a .
Lemma 3.1
(a) There exists an infinite convex combination P 0 of elements of P 0 with P − P s P 0 for each P ∈ P 0 . We will call such elements P 0 maximal elements of P 0 with respect to Q.
(b) Let f := dQ/dP 0 denote a fixed version of the likelihood ratio of Q with respect to some maximal element P 0 . For every P ∈ P 0 there exist some measurable function g P (S) with
Proof: (a) As in (3.1) we may apply Lehmann and Romano [12, Lemma A 4.2] to the set of the Q-absolutely continuous parts {P a : P ∈ P 0 } of P 0 .
(b) Let us first assume that P 0 P holds. By the sufficiency of S there exists a function g P (S) with dP 0 /dP = g P (S). Obviously, equality (3.2) holds on the set {g P (S) > 0} where P 0 and P are mutually absolutely continuous. Consider next the set A := {dQ/dP > 0}. Since P 0 is a maximal element and P a = P |A holds we have the equivalence P |A ≈ P 0|A of the restrictions on A. This implies that (3.2) holds on A. Its complement A c is a Q null set. In addition f must be zero P 0 -a.e. and also P-a.e. on the set A c ∩ {g P (S) > 0}.
On the remaining set A c ∩ {g P (S) = 0} equation (3.2) trivially holds. For an arbitrary P ∈ P 0 we may choose a further maximal element P 1 with P 0 + P P 1 . Then (3.2) holds for the pair (P 1 , Q) and it is easy to see that the same follows for (P, Q). 
is a conditional Neyman-Pearson test for P 0 against {Q}.
(b) A conditional test ϕ with level α has maximum power E Q (ϕ) for testing P 0 against {Q} within the class of conditional tests (2.4) iff ϕ is a conditional Neyman-Pearson test. (c) The maximum power E Q (ϕ) is equal to α iff S −1 (A S )-measurable versions of dQ/dP
exist for each P ∈ P 0 . In this case S is sufficient for P 0 ∪ {Q} and Q can be added to the null hypothesis.
where c 0 (S) is the critical function of ϕ 0 and g P (S) is as in (3.2). According to Lemma 3.1 (b) we then have
Thus ϕ is a conditional Neyman-Pearson test.
(b) In a first step we will find the maximum power for testing our maximal element {P 0 } versus {Q} within the class (2.4). Define
holds ν-a.e. for every ν-integrable function h. Thus the condition E P 0 (ϕ|S) = α implies E ν (ϕ f 0 |S) = αE ν ( f 0 |S). We are now going to maximize the functional
Lemma A.1 of the appendix implies that our conditional test ϕ 0 has maximum power. Another conditional test ψ with optimum power is ν-a.e. equal to ϕ 0 on the set {T = c 0 (S)}. As in part (a) we see that then ψ is again a conditional Neyman-Pearson test. In addition ϕ 0 is up to the choice of the randomization independent of the special maximal element P 0 . Conversely, let ϕ denote a conditional Neyman-Pearson test with level α. It is then obvious that ϕ and ϕ 0 have the same power at Q. Confer again Lemma A.1.
(c) It is trivial that S −1 (A S )-measurable statistics lead to conditional tests with Q-power α. Conversely, if E Q (ϕ 0 ) = α holds for the test ϕ 0 of part (a), then ϕ α ≡ α is a solution of our optimization problem studied in (b) and the set {T = c 0 (S)} has ν-probability 1, confer again Lemma A.1.
Remark 3.4 If there exists kernels
for the pair (P 0 , Q) of Lemma 3.1 (a) then each conditional test with level α and 0-1 structure
Observe that the S-measurable part of the likelihood given by dQ S /dP S 0 can be removed, see also Remark 3.5 (b). Thus we may perform for fixed s a level α Neyman-Pearson test for K 0 (s, ·) against K 1 (s, ·) with critical value c(s).
Remark 3.5 (Discussion (about conditional inference))
(a) For convenience let P 0 be dominated which is tested against a simple alternative {Q} with Q ≈ P for some P ∈ P 0 . The conditional Neyman-Pearson testing procedure can be described as follows.
(1) The distribution P , given by dP /dP = E • (dQ/dP|S), can be added to P 0 such that S remains sufficient for P 0 ∪ {P } (with unchanged conditional expectation E • (·|S)). Note that the Neyman criterion about sufficiency can be used.
(2) Obviously, P and Q coincide on the S-measurable sets S −1 (A S ). Thus the S-marginals of P and Q can not be distinguished and testing {P } versus {Q} is in some sense the hardest binary testing problem of P 0 ∪ {P } versus {Q}.
On the other hand the statistic T = dQ/dP of the conditional Neyman-Pearson Lemma can be replaced by
without changing the test, see also Remark 2.2 (b). Thus P can be viewed as a projection of Q on P 0 and the conditional test is actually testing {P } versus {Q}.
(b) The present results confirm the conditional likelihood inference. Suppose that a pair of statistics (X, S) is sufficient for P where S is, as usual, P 0 -sufficient. Let µ be a dominating measure with marginal densities f (m) P (s) of the distribution of S under P and let conditional densities f (c)
Again the S-measurable parts of the likelihood ratio can be cancelled and the conditional likelihood inference based on
is most powerful for conditional testing of P 0 ∈ P 0 against Q ∈ P\P 0 . Additional information of the marginals given by the part f
(s) of the likelihood is not used. The P 's with the same S-marginal distribution as Q play the role of least favourable distributions where the testing problem is the hardest one.
Let T : −→ R denote a statistic. Families with isotone likelihood ratio admit uniformly most powerful conditional tests, i.e. tests with maximum power under the restriction (2.4). Under the assumption of Definition 3.6 we have Theorem 3.7 The S-conditional test ϕ given by (2.7) and (2.8) is a uniformly most powerful conditional test at level α for conditional testing P 0 against P\P 0 .
Proof: Consider a fixed alternative Q ∈ P\P 0 with maximal element P 0 . Due to Lemma 3.3 it is enough to prove that ϕ is an S-conditional Neyman-Pearson test for testing {P 0 } against {Q}. Based on the function c(S) specified by (2.
9) introduce a new function d(S) = h(c(S), S)g(S)
. Then the following inclusions holds P 0 + Q-a.e.:
This implies the optimality of ϕ.
The present result is a slight extension of Pfanzagl [16] , Section 4.6 and 4.7 about most powerful similar tests for dominated families.
In case when optimal one-sided tests do not exist often locally most powerful tests (also called score tests) are proposed which maximize the slope at the null hypothesis. It is pointed out below that here also locally most powerful conditional tests exist. Let
Suppose now that the member P 0 of the path belongs to our null hypothesis P 0 . A conditional test ϕ with (2.4) is called locally most powerful for
holds for all competing conditional tests ψ with level α, see (2.4). It is well known that a locally most powerful parametric test is given by upperL-tests, see Witting [22, p. 222 ].
In the conditional set up the same holds true if the test is carried out as conditional test with the test statistic T =L, see Lemma 2.1.
Theorem 3.8 Let ϕ denote a conditional test with level α, see (2.4). (a) Then ϕ is a locally most powerful conditional test for
{P 0 } against {P ϑ : ϑ > 0} iff ϕ = ⎧ ⎨ ⎩ 1 > L − E P 0 L |S c(S) 0 < where c(·) : ( S , A S ) −→ R is some measurable function. (b) For ϕ given by (a) we have d dϑ E P ϑ (ϕ) |ϑ=0 = 0 iffL = E P 0 L |S P 0 -a.e.
Remark 3.9
The projectionL − E P 0 (L|S) of the score functionL is known to be the efficient score function. It plays a central role for semiparametric models with square integrable score functions, see Bickel et al. [2] .
Proof of Theorem 3.8: (a) Let ϕ 0 be the conditional test at level α of Lemma 2.1 given by T =L. Recall that the derivate of the power function of any test ψ is just E P 0 ψL . Maximizing this slope at zero is given by the equation
where E P 0 (ψ|S) = α holds. If we put g 0 =L and g 1 ≡ 1 then ϕ 0 is a solution, see Lemma A.1. Each other solution coincides with ϕ 0 P 0 -a.e. outside the randomization region. It is evident that the S-measurable function E P 0 (L|S) can be subtracted.
(b) If the slope of the power function is zero then ϕ α ≡ α is locally most powerful. Thuṡ L − E P 0 (L|S) = c(S) holds P 0 -a.e.
Conditional tests for two-sided alternatives
In this section let P 0 be dominated by some measure P 0 ∈ P 0 which is as in (3.1). If P\P 0 is a two-sided alternative then local unbiased tests at P 0 have to be considered. This restriction is expressed by a further equation. Let T : −→ R be again a statistic and let h(T, S) be P 0 integrable. Consider then conditional tests ϕ with E • (ϕ|S) = α and
That condition is the local conditional unbiasedness property of ϕ, confer with the discussion below. Since S is sufficient for P 0 (4.1) implies that E P ((ϕ − α)h(T, S)|S) = 0 holds for every measure P ∈ P 0 for which the conditional expectation exist. If the conditional expectation exist for every P ∈ P 0 we arrive at
In the case of one-sided tests it is very easy to derive the existence of a test ϕ of the form (2. 
Lemma 4.1 Suppose that h : R × S −→ R is product measurable where t → h(t, s) is isotone for each s ∈ S . Then there exist measurable functions c i (·) : S −→ R and
γ i (·) : S −→ [0, 1], i = 1, 2, such that ϕ = ⎧ ⎨ ⎩ 1 ∈ [c 1 (S), c 2 (S)] γ i (S) T = c i (S), i = 1, 2 0 ∈ (c 1 (S), c 2 (S)) (4.2)
fulfills E • (ϕ|S) = α and condition (4.1).
Proof: In a first step let S be constant. In this case the proof of Ferguson [4] and Strasser [19, Section 13] can easily be adapted. Let c β denote the β-quantile of P T 0 and let
be fixed by the condition E P 0 (ϕ β ) = β for β ∈ (0, 1). Define ϕ 0 ≡ 0 and ϕ 1 ≡ 1. Clearly,
To see this choose β n ↑ β. Then
Continuity from above follows by the same arguments. For each β ∈ [0, α] define the new tests
The ordinary generalized Neyman-Pearson Lemma implies that ψ 0 is a solution of the optimization problem
under the constraint E P 0 (ψ) = α. Similarly ψ α minimizes the functional in (4.6). Thus
follows when ψ 0 and ψ α are compared with the constant test α. By continuity we find a solution β 0 ∈ [0, α] with (4.1). In case β 0 ∈ {0, α} we then have equality in (4.7) at least for one place.
The necessary part of the Neyman-Pearson Lemma implies h(T, S)
is constant P 0 -a.e. since the constant test α is also a solution. Thus we may choose here β 0 = α/2 and c 1 and c 2 are again finite. If S is not constant choose a regular conditional distribution
We will find a solution in the class of tests ψ = ψ(T, S) which only depend on (T, S). On the set, where |h(t, s)| K T (s, dt) < ∞ holds the constraints read as
We will see that our test ϕ turns out to be a pointwise solution of (4.8) for fixed s. Together with the first part of the proof a measurable solution of (4.8) will be guaranteed. For these reasons let s → β(s) be a measurable function of conditional levels in [0, 1]. Then the critical values
given by β(·) are measurable. Let now ϕ β(·) (T, S) denote the test (4.3) with β and γ replaced by functions β(·) and γ(·) on S where γ(·) is determined by ϕ β(·) (t, s) K T (s, dt) = β(s).
Clearly 
is continuous in β and measurable in s. Before applications are studied we will discuss the local conditional unbiased condition (4.1). Let us summarize some details about L 1 -differentiable paths. The derivate of the likelihood ratio at P belongs to the set of score functions
On the other hand it is easy to see that for each ∈ L 0 1 (P) there exists a path t → P t , P 0 = P, with derivative . For instance we may choose
with ε(t) = E P (|1 + t |). The details are left to the reader.
Remark 4.2 (Discussion about the local conditional unbiased condition)
(a) Let (Q ϑ ) ϑ∈ be a one parameter exponential family in ϑ ∈ ⊂ R and h(T, S)
The local unbiasedness condition of tests ϕ for testing H = {ϑ 0 } against K = \{ϑ 0 } is now given by
If now Q ϑ 0 ∈ P 0 holds we arrive at the condition E Q ϑ 0 ((ϕ − α)h(T, S)) = 0 which is an unconditional version of (4.1) with P 0 replaced by Q ϑ 0 . For an rich enough class P 0 we may attach an exponential family in ϑ and h(T, S) with foot point Q ϑ 0 = P for every P ∈ P 0 . Let us further assume that S is P 0 -complete. Then we arrive at condition (4.1).
(b) On the other hand let h(T, S) be integrable for each P in P 0 . Then at each foot point P we may also attach a L 1 -differentiable path t → P t with score function
(T, S) − E P (h(T, S))
at P ∈ P 0 . Local unbiasedness of a test ϕ with E P (ϕ) = α then yields E P ((ϕ − α)h(T, S)) = 0. When the model is rich enough the latter condition holds for each P ∈ P 0 . If in addition our statistic S is P 0 -complete we then have
which explains the notion conditional unbiasedness of a test ϕ a second time.
Below let T and h be fixed statistics. Suppose that t → h(t, s) is isotone for each s ∈ S . Then the existence of the test ϕ in (4.2) is ensured. In the following we will study the optimality properties of this test ϕ. For the case of one-sided hypotheses we have considered alternatives with isotone likelihood ratio in T . For the case of two-sided hypotheses we have to consider alternatives with convex likelihood ratio in T .
Definition 4.3
The family P\P 0 has convex likelihood ratio in T and h with respect to P 0 if P is dominated by P 0 and if for each Q ∈ P\P 0 the likelihood ratio of Q with respect to P 0 is of the form Observe that in Definition 4.3 P 0 may be replaced by another maximal element Q 0 ∈ P 0 since dP 0 /dQ 0 is a function of S. With the definition of a convex likelihood ratio we get the following theorem. Proof: Let Q ∈ P\P 0 and P 0 , f, g as in (4.10) be fixed. Then the test ϕ can be rewritten as
We will show that E Q (ϕ) is maximal in the present class of tests. For this purpose we may define S 1 = S 2 = S for m = r = 2 and
and we will show that the conditional Neyman-Pearson Lemma, Lemma A.1, can be applied. The restrictions are E P 0 (ψ|S) = α and
Since f is strictly convex there exist measurable functions a i (·) with
for g(S) = 0 and k 1 (S) = k 2 (S) = 0 otherwise. Then ϕ has the structure required in Lemma A.1 since by (4.10) and (4.11)
Thus E Q (ϕ) is maximal.
The proof above extends to the following alternatives.
Remark 4.5
Consider again conditional tests with (2.4) and (4.1).
(a) If P is a set of distributions such that (4.10) holds for a strictly concave function f then the error probability E P (ϕ) is minimal for P ∈ P . Thus the solution ϕ is of level α on the strict concave part of distributions P . Roughly speaking, the null hypothesis with concave likelihood ratios are tested against strict convex likelihood ratios.
(b) Suppose that there exist measurable functions such that
is a density of some distribution P. Then Lemma A.1 can be applied to the constant test α which is a solution under (4.1). Thus E P (ϕ) = α follows.
Remark 4.6
(a) If in addition S is P 0 -boundedly complete then S-conditional optimality of tests implies unconditional optimality of one-sided tests within the class of P 0 α-similar tests.
(b) The same assertion holds for two-sided tests if either the additional function h(T, S)
is bounded or S is P 0 -complete.
Examples

Permutation tests
As in Example 2.3 (a) let G be the group of transformations generated by the permutations of the coordinates, F the G-invariant Borel sets on n and S the A n -F measurable identity. In this set up we are testing the null hypothesis of an i.i.d. situation against various two-sample alternatives.
Example 5.1 (Example 2.3 (a) continued) Let T : −→ R denote a fixed test statistic and P 0 = {P n : P ∈ P }, P ⊂ M 1 ( , A ) the null hypothesis.
(a) (One-sided permutation tests) For n 1 + n 2 = n let P\P 0 be given by all distributions Q n 1 ⊗ P n 2 , P ∈ P , where the P n 1 0 -density of Q n 1 differ from the P n 1 0 -density of P n 1 only by a multiplicative factor h(T(x 1 ) + · · · + T(x n 1 )) where h is an isotone function and P 0 ∈ P is some fixed dominating distribution, P + Q P 0 , with
In this situation the P n 0 -density of Q n 1 ⊗ P n 2 is given by
According to Theorem 3.7 the test
with E • (ϕ|S) = α is a uniformly most powerful conditional level α test for testing P 0 against P\P 0 . To see this we apply the projection principle (2.18) to the test statistic and use the identity
T(X i ).
Similar results for two-sided alternatives can be deduced with Theorem 4.4.
(b) If the distribution P ∈ P has a finite exponential moment in T , exp(T ) dP < ∞, then the distributions with dP ϑ /dP = C(ϑ) exp(ϑT ) belongs to the two-sided alternative P n 1 ϑ ⊗ P n 2 for 0 ≤ ϑ ≤ 1. Thus we will find an exponential family which determines the most powerful one-sided and two-sided permutation test. The test statistic of (5.1) is part of the likelihood
where
Observe whenever P is a nonparametric family then (5.2) defines a nonparametric class of alternatives.
(c) In the literature the permutation principle is often used to get some optimal test distribution free, see Bell and Sen [1] for the parametric theory which is often limited to exponential families. The message of this paper says that optimal parametric tests remain most powerful under the nonparametric null hypothesis P 0 if the tests are carried out as conditional tests given S.
(d) If S is P 0 complete then the test ϕ is also a uniformly most powerful level α test.
If we choose for P the set of all distributions on R dominated by some σ-finite measure µ or if P is the set of all continuous distributions then the order statistic is P 0 complete and induce the σ-field F, confer Pfanzagl [16, Section 1.5] for further results.
(e) If the test statistic T is isotone on = R then we can apply Lehmann and Romano [12, Lemma 5.9 .1] to the test ϕ of (5.1). Thus the one-sided test ϕ is unbiased at level α for testing the hypothesis that Q is stochastically smaller or equal than P against the alternative that Q is stochastically greater than P.
(f) A very prominent test statistic is T(x) = x. In this case the test constructed in (a) is an optimal test for testing shifts in normal distributions or shift of the scale parameter for gamma distributions. But the test is also optimal against discontinuous alternatives, especially against binomial and Poisson distributions. Another interesting test statistic is T(x) = ln(x). In this situation we can replace the test statistic of ϕ by
and the resulting test is optimal for testing shifts of the form parameter of Gamma as well as Weibull distributions.
Conditional symmetry tests
We are testing products of 0-symmetric distributions P 0 of (2.19) against various alternatives. Let as in Example 2.3 (b) G denote the group of reflections, F the G-invariant Borel sets on R n and let S be the B n -F measurable identity, see (2.13). Locally unbiased tests are then typically given by symmetric tests. This is due to the fact that score functions (T ) of families of alternatives are often odd functions, see Janssen [9, Section 2] for specific examples. The next Lemma can be used to verify the crucial assumption (4.1) for symmetric tests.
Lemma 5.2 Let
Proof: Divide the members (ε 1 , . . . , ε n ) ∈ {−1, 1} n of the group in two parts G 1 and G 2 of equal size such that
holds. (a) (Two-sided symmetry tests) Let ϕ be the conditional test (2.7)
given by |T |. Then ϕ is conditionally local unbiased along alternatives with score function T 0 . If in particular T 0 = h(T, S) holds for some product measurable function h such that t → h(t, s) is isotone for each s ∈ s , then ϕ is a solution of (4.1) and ϕ has optimum power against alternatives with strictly convex likelihood ratio in the sense of Definition 4.3. A specific example of interest is
If S is P 0 complete then conditional optimality implies the unconditional one. For instance consider P 0 = {P n : P ∈ P } where P consists of all distributions with finite first absolute moment and symmetric Lebesgue-density. Then F is induced by the complete statistic S(
Observe that the exponential family of centered normal distributions is part of the model. But similarly as in Example 5.1 (a) some other alternatives than (5.4) can be specified as well. Let P 0 ∈ P and the P n 0 -density of Q n be given by
for some P ∈ P and some convex function f . Then the optimal test is given by (4.2) with the test statistic T(x 1 ) + · · · + T(x n ).
(b) Similar conditional optimality results hold for one-sided tests and alternatives with isotone likelihood ratio in T , see Theorem 3.7. For dimension n = 1 let us consider the following example. Let P 0 be the set of 0-symmetric unimodal distributions on R with positive Lebesgue-density f = dP/dλ \ such that log • f is concave. Recall that the shift family (x, ϑ) → f(x − ϑ) has isotone likelihood ratio, see Lehmann and Romano [12] . For each 0 < α < 1/2 the test
is then the best unconditional test for testing P 0 against P\P 0 = {P * ε ϑ : ϑ > 0, P ∈ P 0 }. Observe that S(x) = |x| is boundedly complete.
Remark 5.4
The present finite sample optimality results about symmetry fit into the asymptotic results of Janssen [9] . In that paper it is pointed out that after a suitable studentization the idea of S-conditional tests also works well asymptotically for extended null hypotheses given by functionals (even for non-symmetric distributions under the null hypothesis). for every test ψ ∈ ≤ . This yields
where the left hand side of (A.7) tends to (ϕ − ψ)g 0 dP for K to ∞. Consider a term on the right hand side of (A.7) with i > r. For K to ∞ this term tends to
This expression is 0, if ψ ∈ = and ≥ 0, if ψ ∈ ≤ and c i ≥ 0. For every term on the right hand side of (A.7) with i ≤ r we have holds when K tends to ∞. We can take conditional expectations of f since f ≥ 0 although f may not be integrable. It is enough to prove E( f ) = 0. In the same way as in part (a) we prove 
