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This note provides a simple proof of the necessity of the transversality condition for the dif-
ferentiable reduced-form model. The proof uses only an elementary perturbation argument
without relying on dynamic programming. The proof makes it clear that, contrary to com-
mon belief, the necessity of the transversality condition can be shown in a straightforward
way.
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“The necessity of the transversality condition is a diﬃcult issue,” note Stokey and Lucas
(1989, p. 102) after proving the suﬃciency of the transversality condition. As a matter of
fact, necessity of the transversality condition has long been widely perceived as a diﬃcult
issue, perhaps because the classical proofs of the necessity of the transversality condition
are not easily understandable to nontechnical readers. What makes those proofs diﬃcult,
however, is not the diﬃculties in proving the transversality condition itself but the technical
arguments required for proving the existence of support prices (Peleg, 1970; Peleg and Ryder,
1972; Weitzman, 1973; Araujo and Scheinkman, 1983) or for proving the envelope condition
(Benveniste and Scheinkman, 1982). Though such arguments may be necessary when one
wishes to establish a characterization theorem for a general maximization problem, they can
in fact be entirely bypassed when one wishes only to prove the necessity of the transversality
condition for the diﬀerentiable reduced-form model.
The purpose of this note is to oﬀer a simple proof of the necessity of the transversality
condition. The result proved in this note is a more or less well-known variant of Weitz-
man’s (1973) theorem. The assumptions we use that are not assumed by Weitzman are the
diﬀerentiability of the return functions and the interiority of a given optimal path. These
assumptions allow us to work directly with derivatives, making it unnecessary to construct
support prices. Another feature of our approach is that we do not use dynamic program-
ming. Without relying on dynamic programming, we directly prove the necessity of the
transversality condition using only an elementary perturbation argument.
While similar arguments are used in Kamihigashi (2000a, 2000b, 2000c), these papers
do not provide a direct proof of the necessity of the transversality condition. Kamihigashi
(2000a) focuses on Ekeland and Scheinkman’s (1986) result. Instead of simplifying the
proofs of well-known results, the other two papers seek to generalize well-known results and
to establish new results. We believe that the direct proof oﬀered in this note will beneﬁt the
profession by demystifying the necessity of the transversality condition.
The next section presents the model and states the result. Section 3 presents the proof.
1Section 4 comments on the proof. Section 5 concludes the note.
2 The Transversality Condition











s:t: x0 = x0; 8t 2 Z+;(xt;xt+1) 2 Xt:
Since the assumptions and deﬁnitions used here are standard, they are stated without com-
ment.
Assumption 2.1. 9n 2 N;x0 2 Rn
+ and 8t 2 Z+;Xt ½ Rn
+ £ Rn
+.
Assumption 2.2. 8t 2 Z+;Xt is convex and (0;0) 2 Xt.
Assumption 2.3. 8t 2 Z+;vt : Xt ! R is C1 on
±
Xt and concave.
For t 2 Z+ and (y;z) 2
±
Xt; let vt;2(y;z) denote the partial derivative of vt with respect
to z; deﬁne vt;1(y;z) similarly.
Assumption 2.4. 8t 2 Z+;8(y;z) 2
±
Xt;vt;2(y;z) · 0.1
We say that a path fxtg1
t=0 is feasible if x0 = x0 and 8t 2 Z+;(xt;xt+1) 2 Xt.










We say that a feasible path fx¤












We say that a feasible path fxtg is interior if 8t 2 Z+;(xt;xt+1) 2
±
Xt. The following result
is proved in Section 2.1.
1Due to the Euler equation (5), Theorem 2.1 below holds even if this inequality is replaced by vt;1(y;z) ¸ 0.











This is a variant of Weitzman (1973, Theorem) and a discrete-time version of Benveniste
and Scheinkman (1982, Theorem 3.A). Since an interior optimal path fx¤





















Condition (4), or the above equivalent form, is the most commonly used transversality con-
dition.
As the proof below shows, however, condition (4) is a necessary condition regard-
less of validity of the Euler equation. In addition, condition (4) corresponds better to the
continuous-time version of the transversality condition.
3 Proof of Theorem 2.1
We prepare the following elementary lemma.
Lemma 3.1. Let f : [0;1] ! R be a concave function. Then







Proof. Let ¸ 2 [°;1) and ¹ = (1 ¡ ¸)=(1 ¡ °). By concavity, f(¸) ¸ ¹f(°) + (1 ¡ ¹)f(1) =
¡¹(f(1)¡f(°))+f(1). Thus f(1)¡f(¸) · ¹(f(1)¡f(°)); the inequality in (7) follows.
Now to prove Theorem 2.1, let fx¤
tg be an interior optimal path. Let T 2 Z+. By

























































t+1) ¡ vt(0;0)]; (11)
where the last inequality holds by Lemma 3.1 with ° = 0. Applying lim¸"1 to (10) and (11)
yields














where the ﬁrst inequality holds by Assumption 2.4. Applying limT"1 to (12) yields
















t+1) ¡ vt(0;0)] = 0:
Condition (4) now follows.
4 Comments
The crucial step in the above proof is the inequality in (11). Very roughly speaking, in
Ekeland and Scheinkman’s (1986) proof, lim¸"1 is directly applied to both sides of (10).
Again very roughly speaking, in Benveniste and Scheinkman’s (1982) proof, lim¸"1 is applied














where VT+1 is the value function for the maximization problem starting from period T +1.2
Though both methods eventually work, they require nontrivial technical arguments since
the right-hand sides of (10) and (14) depend on ¸. In our proof, by contrast, the process of
applying lim¸"1 is trivial since the right-hand side of (11) does not involve ¸.
2To be more speciﬁc, the corresponding Bellman equation is VT(x) = maxfvT(x;y)+VT+1(y)jy : (x;y) 2






T+1). This implies (14).
4All the assumptions, Assumptions 2.1–2.5, can considerably be weakened. In fact, only
the following three assumptions are needed for the basic argument of our proof to go through.
First, for T 2 Z+, the path speciﬁed by (8) is feasible for all ¸ < 1 suﬃciently close to one.
Second, given T 2 Z+; for all ¸ < 1 suﬃciently close to one, the right-hand side of (10) is
bounded above by some sequence that does not depend on ¸ and that converges to zero as
T " 1. Third, the left-hand side of (10) has a limit of some kind as ¸ " 1.3
The second assumption above is useful particularly when vt(0;0) = ¡1, which is the
case in many parametric models. In such cases, the above proof, which does not work in its

































Use this inequality in place of (11). The rest of the proof then goes through.
The above argument shows that the transversality condition is necessary as long as
expression (15) is ﬁnite for some ° 2 [0;1).4 This result is useful for models with unbounded
return functions since it does not require the objective function to be ﬁnite, or even well-
deﬁned, for all feasible paths.
5 Conclusion
This note proved the necessity of the transversality condition for the diﬀerentiable reduced-
form model using only an elementary perturbation argument. The proof is short and simple
because it bypasses the technical arguments required for constructing support prices and
showing the envelope condition. We hope, and believe, that the direct proof oﬀered in this
note will help the profession better understand the transversality condition.
3See Kamihigashi (2000c) for general results established under minimal assumptions.
4Various results of this nature are established in Kamihigashi (2000b, 2000c).
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