Abstract. This paper shows that the decomposition method with special basis, introduced by Cioranescu and Ouazar, allows one to prove global existence in time of the weak solution for the third grade fluids, in three dimensions, with small data. Contrary to the special case where |α1 + α2| ≤ (24νβ) 1/2 , studied by Amrouche and Cioranescu, the H 1 norm of the velocity is not bounded for all data. This fact, which led others to think, in contradiction to this paper, that the method of decomposition could not apply to the general case of third grade, complicates substantially the proof of the existence of the solution. We also prove further regularity results by a method similar to that of Cioranescu and Girault for second grade fluids. This extension to the third grade fluids is not straightforward, because of a transport equation which is much more complex.
Introduction
The most general constitutive law for the fluids of grade 3 is:
where u is the velocity field and, for n ≥ 2,
The constant ν is the kinematic viscosity and α i , β i and β are the normal stress moduli. These constants are not arbitrary. More precisely (cf. [9] ) the following result holds: if the Clausius-Duhem inequality is satisfied and the free energy is minimum at equilibrium then ν ≥ 0, β 1 = β 2 = 0, β≥ 0, α 1 ≥ 0.
With these restrictions, we can express T in the form:
The incompressibility requires that:
The dynamical equation for a fluid of third grade is of the form:
We can verify that:
div A where M (u) collects lower order nonlinear terms that we shall specify in Section 2.
Fluids of third grade have been studied by Amrouche in [1] and Amrouche and Cioranescu in [3] . They used a special method, which had been used, for the first time, by Cioranescu and Ouazar in [6, 7] to solve a problem of second grade fluids. This is a Galerkin's method with the special basis of eigenfunctions corresponding to the scalar product associated with the operator curl(u − α 1 ∆u). This basis allowed them to obtain, from the discrete Galerkin problem, a discrete version of the transport equation (1.6) , from which they recovered sharp energy estimates. In three dimensions, they obtained existence and uniqueness of the variational solution during some time interval, without restriction on the data, but under the supplementary condition
On the other hand, they proved global existence in time, under some restrictions on the data, but only in two dimensions.
Recently, several authors such as Galdi et al. in [10] , Bresch and Lemoine in [4] , Sequeira and Videman in [14] and Videman in [16] used another approach: each one decomposed the original system of equations in their own way but all applied a Schauder fixed point argument. We think that these methods are less efficient than the method of energy estimates of Cioranescu and Ouazar. On the one hand, this method is the only one that gives the existence of solutions in dimension two for the second grade fluids, without restriction on the size of the data. On the other hand, in three dimensions, if the two approaches prove the existence only for sufficiently small data, the method of energy estimates leads to conditions of existence more precise, more explicit and, with no doubt, less restrictive. The reason why this method may be better could be due to the fact that, in those methods using a Schauder fixed point argument, the non-linear terms are placed unsubtly on the right hand side, thus leading to lower-quality results.
The purpose of the present paper is to show that this method of decomposition allows one to prove global existence in time of the weak solution of third grade fluids in three dimensions with small data, but without assuming the condition (1.7) which gives a H 1 bound of the velocity u for any data. Here, the H 1 bound does not follow directly from equation (1.3). Instead, the exponential decay with respect to time of the H 1 norm of the velocity is obtained by combining (1.3) with the transport equation (1.6), but only with small data. Next, by a method similar to that of Cioranescu and Girault in [5] for the case α 1 + α 2 = 0 of second grade fluids, we obtain regularity results but with severe complications, because of a transport equation which is much more involved than in the simpler case α 1 + α 2 = 0 of second grade fluids. This paper is organized as follows. The problem and the spaces involved are described in Section 2. Section 3 is devoted to prove formal a priori estimates satisfied by smooth solutions of the problem and uniqueness of the solution if it exists. Existence is established in Section 4 by applying Galerkin's method with a special basis. The existence and uniqueness results are used in Section 5 to show additional regularity of the solution when the data are also accordingly regular, whence the classical solution. Finally, in Section 6, we sketch the non-simply-connected case.
Statement of the problem and notation
Let Ω be a bounded domain of R 3 , simply-connected, with a boundary Γ that is at least of class C 2,1 . We denote by n the unit normal vector to Γ, directed outside Ω. By setting
equation (1.5) simplifies and the system of equations we propose to solve is: Find a vector-valued function u=(u 1 , u 2 , u 3 ) and a scalar function p defined on Ω×]0, T [, for some T > 0, satisfying:
with homogeneous Dirichlet boundary conditions:
and initial data:
The parameters α 1 , ν and β are given positive constants and the initial data u 0 satisfies the compatibility condition:
In order to set this problem into adequate spaces, recall the definition of the following standard Sobolev spaces (cf. [12] ). For any multi-index k = (k 1 , k 2 , k 3 ) with k i ≥ 0, set |k| = k 1 + k 2 + k 3 and denote
·
Then for any integer m ≥ 0 and number p with 1 ≤ p ≤ ∞, we define:
which is a Banach space equipped with the norm
with the usual modification when p = ∞. We denote 6) where | . | is the Euclidian norm in R N . To simplify, we shall denote
We consider the matrices 3 × 3 as elements of L p (Ω) 9 and we define their norms L p by using (2.6) with N = 9. In the same way, we define the norms of tensors.
We shall frequently use the scalar product of
and the subspaces of
The space V is equipped with the scalar product:
and associated norm:
V . Recall also the Poincaré Inequality, valid on any bounded domain: there exists a constant P such that
As far as dependence on time is concerned, for any number T > 0 , any Banach space X and any number r with 1 ≤ r ≤ ∞, we define the space
equipped with the norm:
Following the approach of [5] , we introduce the space:
We recall a lemma of [5] . 
Furthermore, the constant C(α 1 ) has the bound
where γ is independent of α 1 . According to Lemma 2.1, V 2 is equipped with the scalar product:
We introduce the Sobolev constants C 1 and C 2 defined by:
Then we have with the norms defined by (2.6)
and using Holder's inequality:
Variational formulation
On the one hand, we introduce the trilinear form used in Euler and Navier-Stokes equations:
On the other hand, we need the following result.
Lemma 2.4. Let u be given in
We define the matrix A(v) by:
Proof. Applying Green's formula, we obtain
Hence, (2.19) follows.
We remark that A 1 = A(u). Then, owing to the trilinear form b and the previous lemma, we propose the following variational formulation of (2.1-2.5):
For f given in
with the initial condition (2.4). Clearly, by restricting the set of solutions of (2.1-2.5) to L ∞ (0, T ; V 2 ) with the first derivative in L 2 (0, T ; V ), this formulation is equivalent to (2.1-2.5).
As mentioned in the introduction, we shall obtain a transport equation by taking the curl of equation (2. 
where
Proof. We can verify, using the identity:
Next, we have, owing mainly to the identity:
From (2.24, 2.25, 2.26), we derive (2.22).
Set ω = curl u. From Lemma 2.5 and div u = 0, it follows that:
Thus, we derive formally from (2.27-2.29, 2.22) the following transport equation:
This equation has to be interpreted in the sense of distributions, unless u(t) belongs to H 4 (Ω) 3 .
A priori estimates and uniqueness
The a priori estimates of this section are formal because they are derived for the exact solution of problem (2.20, 2.4), whose regularity is not known. However, in the next section, we shall apply these estimates rigorously to the solution of the Galerkin approximation of problem (2.20), and we know from the onset that this solution is sufficiently smooth.
Lemma 3.1. Suppose problem (2.20, 2.4) has a solution u in
C 0 (0, T ; V 2 ) with u in L ∞ (0, T ; V ). Set K 1 = ν 2(P 2 + α 1 ) , K 2 = 6 α 1 |α 1 + α 2 |C 1 C(α 1 ).
Then this solution satisfies the following inequalities for all t in [0,T]:
Proof. The choice v = u in (2.20), the anti-symmetry of b, the relation (w × v, v) = 0 and the definition (2.7) imply
Observing that
Since v belongs to V 2 , we derive by applications of Green's formula that
Moreover, we have
By substituting into (3.5), simplifying by u(t) V and using the constants K 1 and K 2 , we obtain for all t in [0, T ]:
Then (3.1) is derived by multiplying both sides of (3.8) by e K1t and integrating over [0, t] . At last, we obtain (3.2) by integrating (3.8) over [0, t] .
Remark 3.2. The term b(u(t); ∆u(t), u(t))
gives rise to the factor u(t) V2 in the right-hand side of (3.1). Therefore (3.1) alone does not give an estimate for u(t) V . We shall complete (3.1) with an estimate derived from the transport equation that will upbound simultaneously u(t) V and u(t) V2 for small data.
Theorem 3.3. In addition to the assumptions of Lemma 3.1, suppose that
curl(∆u) belongs to L 2 (0, T ; H 1 (Ω) 3 ). Then y(t) = u(t) 2
V2 satisfies the differential inequality in [0,T]:
Proof. To simplify, set z = ω − α 1 ∆ω. Then taking the scalar product of (2.30) with z gives:
Considering that, for all u and w in L 2 (Ω)
By similar argument, we obtain
Considering that
by using Hölder, Cauchy-Schwarz, (2.17, 2.16, 2.13), we obtain
By expanding the two terms of B(u) and by using the same techniques, we have
Bounding the right side of (3.11) in the same way as (3.7) and collecting the inequalities (3.12-3.20), we derive
Now, using the bound
and setting y(t) = u(t) 2 V2 , (3.21) implies
Finally, considering that √ y ≤ 1/4θ + θ, we obtain
and we derive (3.9) by substituting (3.1) in this inequality.
In the absence of additional information on the solution u, it is clear from the differential inequality (3.9) that we cannot prove global existence in time of u unless we show the uniform bound:
Owing to the exponential decay of terms of (3.9), we shall prove that every continuous solution of (3.9) satisfies (3.22) for small enough data. 
Proof. Let us integrate (3.9) from 0 to t. Applying the following result due to Fubini:
and substituting the inequality (3.2), we derive
Hence, using (3.23), we obtain
As y is a continuous solution of (3.9) and as 0 ≤ y(0) = u 0 2 V2 < M owing to (3.23), there is an interval of time on which y(t) < M. Let us prove, by contradiction, that this interval is R + . Indeed, if this were not true, there would exist t * > 0 such that:
therefore y ≤ M on [0, t * ] whereas the relation (3.25) gives: y(t * ) < M, thus contradicting the equality in (3.26).
We conclude this section in proving uniqueness of a global solution of problem (2.20, 2.4), if it exists. Let us set
and let us show that the operator K is monotonous.
Lemma 3.5. Let K be defined by (3.27 ). For any v 1 and any v 2 in V 2 ,
Proof. Let us recall that, owing to Lemma 2.4,
If we set
the previous inequality can be written
which implies (3.28).
The following lemma refers to any pair of solutions of (2.20).
Lemma 3.6. Let u 1 and u 2 be two solutions of (2.20) . Their difference u = u 1 − u 2 satisfies the equality:
Proof. The proof derives from (2.20) and the following relation:
Proof. Suppose that problem (2.20, 2.4) has two solutions u 1 and u 2 in L ∞ (0, T ; V 2 ) for any T > 0 and set
, the estimates derived in the proof of Theorem 3.3 yield
where c 1 (T ) and the subsequent constants c 2 (T ) and c 3 (T ) depend on α 1 , α 2 , P,
, and u 2 L ∞ (0,T ;V2) and are bounded since all these quantities are bounded. Next, as in the proof of Lemma 3.1, Green's formula gives
Similarly, we have
Substituting these inequalities into (3.29) and using (3.4, 3.28), we obtain
Then Gronwall's inequality and the fact that u(0) = 0 imply that u(t) = 0 for all t in [0, T ].
Existence of solution
In this section, we assume that the boundary Γ of Ω is of class C 2,1 and f belongs to
. The solution of problem (2.20, 2.4) is constructed by means of Galerkin's discretization. As the imbedding V 2 ⊂ V is compact, there exists a sequence of eigenfunctions {w j } in V 2 corresponding to a sequence of eigenvalues {λ j } such that:
The functions w j form an orthonormal basis in V and an orthogonal basis in V 2 . Following the approach of Cioranescu and Ouazar in [7] , this set of functions will be used as a special basis for the Galerkin-Faedo method. The two following lemmas establish properties of the eigenfunctions w j .
Lemma 4.1. Under the assumptions of Lemma 2.1, the eigenfunctions w j of (4.1) are such that curl(∆w
Proof. This result is established in the proof of a lemma of [5] .
Lemma 4.2. The eigenfunctions w j of (4.1) satisfy, for j ≥ 1, ∀g ∈ H(curl; Ω), (curl g, curl(w
Proof. Let g belong to H(curl; Ω) and v be the solution in V of the Stokes problem:
On the one hand, Lemma 2.1 implies that v belongs to V 2 . On the other hand, the equality (4.1) yields and by P m the orthogonal projection operator on V m for the scalar product in V 2 . We define an approximate solution of problem (2.20, 2.4) by: Find
Classical results on ODE (cf. [8] ) insure that such a system has a solution u m , unique and continuous
, for some number T * m > 0. We propose to prove that u m (t) satisfies the a priori estimates of Section 3.
On multiplying both sides of (4.4) by c j,m (t) and summing with respect to j, we obtain on [0, T * m ] the equality (compare with (3.3)):
Then, the proof of Lemma 3.1 carries over to u m without modification and yields the following result. Owing to the special basis, we can also derive from equation (4.4) an estimate for curl(u m (t) − α 1 ∆u m (t)). We define, first, the vector valued function F(v) for all v in V 2 :
Lemma 4.3. The solution u m of problem (4.4, 4.5) satisfies the inequalities for all t in
Using the definition of F, we obtain
Owing to Lemma 4.1, F(u m (t)) belongs to H(curl; Ω). Then, multiplying the previous equality by c j,m (t)λ j and setting z m = curl(u m − α 1 ∆u m ) , Lemma 4.2 yields
The next theorem establishes the analogue of Theorem 3.3.
Theorem 4.4. Suppose that f belongs to
where C(α 1 , α 2 , β) is defined by (3.10) and K 1 and K 2 are defined as in Lemma 3.1.
Proof. Thanks to (2.27-2.29, 2.22), from (4.10) we derive after suppressing the variable t, in order to simplify the notation, and after setting ω m = curl u m ,
This is exactly the same situation as in Theorem 3.3 and the same proof gives (4.11).
Consider a solution of (4.11) with initial value
The convergence properties of P m imply that, if u 0 and f satisfy (3.23), then for all sufficiently large m, u m (0) and f will satisfy the analogue of (3.23):
Hence the conclusion of Lemma 3.4 implies that T * m = ∞ and that u m (t) is uniformly bounded in V 2 with respect to time:
Thus, the equivalence of norms of Lemma 2.1, (4.7, 4.14) imply that the sequence {u m } m≥1 is bounded with respect to m in
. The next lemma gives a bound for u m (t).
Lemma 4.5. Let f belong to
Proof. Let us multiply both sides of (4.4) by c jm (t), sum over j and use (3.30), this gives:
The arguments of Section 3 show that:
and b(u m (t); ∆u m (t), u m (t)) are all bounded by an expression of the form
where the constant C is independent of m and t. Moreover,
Hence, we obtain
where the constant k is independent of m and t. Using (3.4) and the identity ab ≤ a
The next theorem summarizes the above bounds. 
) and the initial velocity u 0 be given in V 2 , small enough so that they satisfy 
where k 1 and k 2 are constants independent of m.
It remains to pass to the limit with respect to m. It follows from (4.17) that there exists a function u and a subsequence of {u m }, still denoted {u m }, such that
On one hand, this implies that
On the other hand, for any T > 0, {u m } m≥0 is bounded in the space
The only problem is to pass to the limit in the term K(u m ). We have
It remains to prove Ψ = K(u). First, we have
Passing to the limit, we derive 
From there we readily pass to the limit in (4.4) and derive that u is the solution of problem (2.20, 2.4). Since this solution is unique, the whole sequence {u m } tends to u. This establishes the main theorem of this section.
Theorem 4.7. Under the assumptions of Theorem 4.6, the problem (2.20, 2.4) has one and only one solution u that exists for all time
and u is uniformly bounded in V 2 with respect to time:
Additional regularity: the classical solution
In this section, we assume that problem (2.20,
3 ). First, we are going to define two linear mappings l and g defined in L 2 (Ω) 3 such that l(curl(u − α 1 ∆u)) = u and g(curl(u − α 1 ∆u)) = curl u. Afterwards, from equation (2.30) and using l and g, we shall derive a transport equation with particular solution
. Then we shall show that this equation has a solution in L ∞ (0, T ; H 1 (Ω) 3 ) and finally that it has no more than one solution in
3 ).
A transport equation
We define
and set
As Ω is simply-connected, there exists a unique vector-potential φ z such that y z = curl φ z and div φ z = 0 in Ω , φ z .n = 0 on Γ.
Furthermore, the regularity of Γ implies that φ z belongs to H 1 (Ω) 3 and there exists a constant C 1 such that
Then we define v z in V as the solution of the Stokes problem
The regularity of Γ implies that v z ∈ H 3 (Ω) 3 and there exists a constant C 2 such that
We set
Then the above inequalities enable us to obtain 
Proof. Let z belong to H 1 (Ω)
where y z ∈ G and w z ∈ G ⊥ . It can be proved that
where p z is the solution of the Dirichlet problem:
and each q N i is the unique solution in H 1 (Ω) of the problem (cf. [2] )
Owing to the regularity of the Dirichlet problem and the fact that ∇q
for an integer m ≥ 1, we obtain that the mapping z −→ w z is a linear continuous operator from H 1 (Ω) 3 into itself. Hence there exists a constant C 0 such that
Then the regularity of Γ implies that there exists a constant C 1 such that
To transform equation (2.30) into a more adequate equation, we shall replace ω − α 1 ∆ω by z and ω by g(z) where ω = curl u. But expressing straightforward and to this end we need the following results that we can verify on remembering that div u = 0.
Next, we set 
Since we know that the solution u of problem (2.20, 2.4) exists, the previous equation leads us to solve the following transport equation, obtained by replacing ω − α 1 ∆ω by z and ω by g(z):
Let us recall that, by construction, if u is a solution of (2.20, 2.4), with u in
3 ) of (5.9, 5.10).
5.2.
Existence of solution in L 1 (0, T ; H 1 (Ω) 3 ) for the transport equation
In order to construct a solution of (5.9, 5.10), let us discretize it by Galerkin's method with a basis similar to the one introduced by Temam in [15] . The spectral problem
has a countable sequence of distinct positive eigenvalues: 
This system (cf. [8] ) has a solution z m (t), unique and continuous on the whole interval [0, T ].
The following lemma gives bounds that we shall use frequently.
Lemma 5.3. Let the matrix A(v) be defined by (2.18). For any v in H
which are bounded by terms of the form:
where C depends on C 1 , C 2 and C . On the other hand, we have the remaining terms of grade 2 which are bounded by terms of the form:
where C depends on C 1 , C 2 and C .
Next, there remain the specific terms of grade 3. Let us note that
Let us consider the other terms of grade 3 of the left-hand side of (5.15). First, we have the terms
They are bounded by terms of the form:
, where C depends on C 1 , C 2 and C . There remain the terms
, where C depends on C 1 , C 2 and C . We obtain these results by expanding the terms and by using Hölder's inequalities, Cauchy-Schwarz and the same types of arguments as in the proof of Theorem 3.3. Let us show, with an example, the arguments used on proving these types of bounds. Let us expand
Owing to estimates with b (cf. the proof of Th. 3.3), Cauchy-Schwarz and (2.17), we derive L(u, u, ζ) ), (5.21) with no term at t = 0 and t = T because ζ(0) = 0 and φ(T ) = 0. An easy variant of Theorem 5.5 can be applied to prove that for any µ in 
