provide an important and useful first step for understanding differences in AOGCM 5 integrations, indicating that some of the differences in model projections can be 6 attributed to different prescribed climate forcing, even for so-called standard 7 climate change scenarios.
8
The relative impact of various forcing agents on climate is quantified by their so-called 9
"efficacy" --the response of climate to a given forcing agent relative to its response to an 10 equivalent radiative forcing of carbon dioxide (e.g. Hansen et al., 2005) . Slab GCM 11 integrations have shown that whilst different forcing mechanisms can have different 12
efficacies (e.g. Joshi et al., 2003; Hansen et al., 2005) , realistic 20 th Century forcing 13 mechanisms have efficacies within ~25% of that associated with an equivalent carbon 14 dioxide change. Further, as the majority of the radiative forcing in the 20 th and 21 st 15
Centuries was, and is expected to be, associated with carbon dioxide, the efficacy of the 16 combined forcings over these integrations would be expected to be close to 1.0. Hansen 17 et al. (2005) found, for example, an efficacy for combined 20 th Century forcings of 18 between 0.99 and 1.11 (depending on their evaluation methodology). For our purposes, 19 these findings therefore justify the use of a single value for climate sensitivity. 20
21
In our analysis, the efficacy cannot be determined specifically, but instead it is 22 incorporated into the forcing estimate (i.e., our estimate of forcing is effectively scaled by 23 the efficacy). Likewise, because the semi-direct effect, along with stratospheric 24 adjustment, involve feedbacks that are generally not proportional to surface temperature 25 forsterandtaylor_inpress.doc Page 9 5/5/2006 response, incorporating them into the adjusted forcing, which is inferred by our method, 1 allows one to use Equation 1 to predict future climate change more accurately. As 2 pointed out by Shine et al. (2003) and Hansen et al. (2005) , it is the effective climate 3 forcing, after stratospheric adjustment and after accounting for various semi-direct effects 4 and different efficacies, which is most accurate in estimating future climate responses. 5
Imagine, for example, that the atmosphere alone (perhaps through some cloud change 6 unrelated to any surface temperature response) quickly responds to a large radiative 7 forcing to restore the flux imbalance at the top of the atmosphere, yielding a small 8 effective climate forcing. In this case the ocean would never get a chance to respond to 9 the initial radiative forcing, so the resulting climate response would be small and this 10 would be consistent with our diagnosed effective climate forcing rather than the 11 conventional radiative forcing. 12 13
Data 14
This study employs AOGCM model output obtained from the IPCC data archive (see 15 http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php). Among the variables found in this 16 archive are monthly mean surface temperature and shortwave and longwave components 17 of N (measured at the top of the atmosphere). As of March 2006, each model analyzed in 18 this study had archived a preindustrial control integration, a 1%/year CO 2 increase 19 integration, a 20 th Century integration, and a SRESA1B integration. The SRESA1B 20 integration is forced by one of the standard 21 st Century scenarios for increases in 21 greenhouse gases (IPCC, 2000) . A long preindustrial control integration was run for each 22 model. At some point part way through the control integration, the 1%/year CO 2 increase 23 forsterandtaylor_inpress.doc Page 10 5/5/2006 simulation was initiated, as was the 20 th Century forcing simulation 1 . The SRESA1B 1 simulation then started from the endpoint of the 20 th Century simulation. Although results 2 from multiple simulations were available from some models, only one of the ensemble 3 members (run 1) from each model is analyzed here 2 . In order to correct for unforced 4 model drift, the preindustrial control simulations are run for at least 220 years beyond the 5 time when the other scenarios began. For each model we diagnose the linear drift in N 6 and ∆T s from the corresponding long control simulation and this drift was subsequently 7 subtracted from the corresponding segments of the forced integration time series. Drifts 8 were smaller than 10% of the climate change signal in all but five of the models analyzed. 9
Results reported here are based exclusively on global and annual averages calculated 10 from gridded monthly mean data. Table 1 lists the models and summarizes the forcing 11 agents included in each. Further details of the models used and the integrations can be 12 found at http://www-pcmdi.llnl.gov/ipcc/info_for_analysts.php. 13 14
CO 2 radiative forcing 15
Although radiative forcings are not routinely calculated in coupled models, nine of the 16 twenty models used here have submitted a calculation for the 2xCO 2 radiative forcing to 17 the IPCC model data archive. These radiative forcings are presented in Table 2, along  18 with the line by line model estimates of Myhre et al. 1998 (used 
where year is the number of years since the start of the integration (up to 70 years, the 13 time of CO 2 doubling) and f is the ratio of the models' 2xCO 2 radiative forcing estimate 14 to the IPCC/ Myhre et al. (1998) value. Many models continued their integration for an 15 additional 150 years, keeping CO 2 constant after year 70. For models that did not record 16 their 2xCO 2 radiative forcing, time series were generated assuming f=1. 17 Table   2 3). Ordinary least squares (OLS) regression is used. The autocorrelations in the Q-N time 3 series were high. Lag 1 correlations were typically 0.9 in the LW and 0.8 in the SW. 4
These autocorrelations are accounted for when evaluating the statistical uncertainties. 5
Forster and Gregory (2006) give extensive justification for the use of OLS regression 6 within this climate modeling framework. Their argument is based on the reasoning that 7
∆T s is the likely driver for most of the changes in N. In practice the choice of regression 8 model made little difference to the overall results, especially in the longwave. 9 10 Figure 1 shows the results for the two models that had the best and the worst fits to Y. All 11 the models began their 1%/year integration close to equilibrium (the origin on the graph). 12
The derived Y values and their uncertainties are shown for all models in Table 3 the Hadley Centre, therefore we were unable to test the non-linearities previously found 22 with its models (see Section 2). The GFDL-CM2.0 model has a response very similar to 23 GFDL-CM2.1. In the CNRM-CM3 model the slope changes after 70 years, which likely 24
indicates that the specified forcing could be in error: we found that reducing the LW 25 forsterandtaylor_inpress.doc
forcing by 10% improved the straight line fit. Only the GISS-EH model shows a large 1 departure from a constant value for Y-LW. Interestingly, the GISS-ER model (not 2 shown) does not exhibit this non-linearity. As there is no noticeable change in gradient 3 after 70 years and the 2xCO 2 forcing is known (see Table 2 ), errors in forcing are 4 unlikely to be the cause. The variation in Y could be explained if the model's ocean did 5 not start near quasi-equilibrium at the beginning of the integration and was undergoing 6 significant adjustment over the analysis period (see Senior and Mitchell, 2000) . For all models, shortwave feedback is positive (i.e., Y-SW is negative). These values, 17 however, are less constrained by the regression than the LW values, and for a few models 18 the statistical uncertainties are too large to constrain the sign (Figures 1, 2, 3 and Table  19 3). Forster and Gregory (2006) for the two modeling groups (four models) that were able to provide time series of 15 radiative forcings used in their model simulation; these were produced by off-line 16 radiative transfer codes and are shown as magenta lines on Figure 4 for the MIROC 17 models (Toshihiko Takemura, pers. comm.) and the GISS models (James Hansen, pers. 18 comm.). These radiative forcings were provided as individual time series for each major 19 forcing agent and these time series were then combined to obtain estimates of total 20 shortwave and longwave radiative forcings. The reported well mixed greenhouse gas 21 forcing was assumed to be longwave only and the reported aerosol and solar forcings 22 were assumed to be shortwave only; ozone and volcanism were taken to be composed of 23 shortwave and longwave components which are estimated using the reported net forcing, estimates agree very well with that diagnosed using our simple methodology. For the 1 GISS models there is a small discrepancy (~10%) between our diagnosed forcing 2 estimate and the radiative forcing provided by the GISS group. Given that Hansen et al. 3 (2005) found a 20 th Century efficacy close to 1.0 with the same model, the difference is 4 unlikely to be due to an efficacy effect. 5 6 By inspecting the shortwave and solar forcing results for the 20 th Century, it is easy to 7 identify the models that include natural forcings in their integrations (also see Table 1 ). 8 Solar forcings are directly diagnosed from the downward solar flux, and the volcanic 9 forcing manifests itself as a series of negative spikes. The solar and volcanic forcing 10 signals are similar in size and shape in most models that incorporate them (Figure 4 and 11 Table 1 ). However, the volcanic forcing is too small in the MRI-CGCM2.3.2 model, 12 which incorporates it as a change in the solar constant. Several models have a negative 13 total shortwave forcing, presumably due to scattering by tropospheric aerosols (see Table  14 1). The strength of this aerosol effect differs greatly between the models and some, such 15 as the two GFDL and CCSM3 models, do not appear to have a significant NET 16 tropospheric SW forcing ( Figure 4) ; this is likely due to a cancellation effect between 17 scattering sulfate aerosols and absorbing black carbon aerosols, as both types are included 18 in these models (see Table 1 ). Overall these differences in included SW forcing agents 19 described in Table 1 surprising given that most of the LW forcing would be expected to be due to carbon 15 dioxide, and the LW carbon dioxide forcings agreed to within 25% for the models 16 evaluated (Table 2 and Section 4). Forcings from other well-mixed greenhouse gases and 17 ozone would, however, also affect these time series. Further, several models that did not 18 evaluate their CO 2 forcing are outliers on Figure 6 , thus the actual spread in model CO 2 19 forcing could be greater than indicated by This methodology can be applied as a useful first step to aid understanding of AOGCM 7 differences. Forcings are not routinely calculated by models, but without knowing them 8 differences in model response are hard to interpret. Our results provide several useful 9 illustrations of this. Three examples are discussed below. 10 11 Firstly, one might assume that, as all models followed the SRESA1B scenario, 12 differences in model response would be more likely due to climate response, rather than 13 forcing. Our results in Table 3 suggest, however, that forcing scenarios also account for a 14 significant fraction of the differences in temperature change found at year 2100: the 15 models with the smallest NET forcing in 2100 also tend to be the ones with the smallest 16 surface temperature change. Secondly, comparison of the responses in two versions of 17 the MIROC model leads to the unexpected result that at the end of the 21 st Century, the 18 larger temperature change found in the 'hires' model could be due to a stronger LW 19 climate forcing, rather than a different climate response. Inspection of the Y-NET and Q-20 NET values in Table 3 supports Importantly, our paper suggests that several AOGCMs may not correctly model the 1 forcing from well-mixed-greenhouse-gases. We found, across models, a large range in 2 LW forcing and different time-evolution of this forcing, which is surprising given that 3 greenhouse gas changes should account for most of this forcing and that this forcing 4 should be essentially the same in every model. These results support the findings of 5
Collins et al. (2006) and suggest that in AOGCMs the radiative transfer of the well-mixed 6 greenhouse gases should be examined as a matter of some urgency. Note that all but the last column of values in this block come from the 1% per year CO 2 3 increase integrations. The values in the last column of this block come from doubled 4 CO 2 equilibrium experiments performed with atmospheric models coupled to slab-5 oceans. For these calculations 2xCO 2 radiative forcing estimates are taken from Table 2 . These forcing changes over 50 or 100 years are differences between two 9-year averages 4 centered on the start and end years given in the panel titles. 5
