In this paper a new method of estimating the shape parameter of generalized error distribution (GED), called 'approximated moment method', was proposed. The following estimators were considered: the one obtained through the maximum likelihood method (MLM), approximated fast estimator (AFE), and approximated moment method (AMM). The quality of estimator was evaluated on the basis of the value of the relative mean square error. Computer simulations were conducted using random number generators for the following shape parameters: s = 0.5, s = 1.0 (Laplace distribution) s = 2.0 (Gaussian distribution) and s = 3.0.
Introduction
In the paper a distribution which is the generalization of Gaussian distribution or Laplace distribution will be considered. The generalized error distribution (GED) includes the specific cases of the Laplace distribution and Gaussian distribution. The density function of which is given by equation (1) is called the Generalized Error Distribution (GED) or Generalized Gaussian Distribution (GGD). Due to a changing value of the shape parameter s (equation 1), the distribution enables modeling of various physical and economic variables. GGD has been applied in image recognition, signal disturbance modeling and speech modeling 1 . Furthermore it is widely applied in image compression, where it is used for modeling the distribution of the discrete cosine transform (DCT) coefficients
2
. GED is successfully applied in modeling the distribution of rates of return for stock indexes and companies 3 . The distributions with the so called "fat tails" have been applied in modeling time-varying conditional variance, among others 4 and, where for the GARCH model estimation, GED was used as a conditional distribution 5 .
This paper focuses on the problems present in an estimation of the shape parameter s in the case of a small sample size.
We assumed the following symbols for GED density:
where Γ(z) -Euler's gamma function.
For s = 1, GED turns into the Laplace distribution (biexponential):
In the case of s = 2, a normal distribution is obtained:
where: 2
For simplicity reasons, it is assumed that on the basis of the sample, the estimation of parameter µ was determined:
and consequently, a series of values x k has been centralized by subtracting µ  .
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Hence the density of the following form is considered:
GED characteristics and parameter estimation methods were first mentioned in Subbotin, yet the application of the distribution to statistical issues is owed to Box&Tiao 6 .
Selected methods of GED parameters estimation
Maximum likelihood method (MLM)
By applying MLM, the logarithm of likelihood function:
we obtain
and
where:
From equation (8) the shape parameter s is derived and from equation (7) -parameter λ .
Approximated fast estimator
In Krupiński and Purczyński the method of GED parameter estimation based on absolute moments was applied 7 .
An absolute moment of order m is given by:
From equations (5) and (9) we obtain:
Moment estimator E m has a form:
Assuming two different values of moment's m 1 and m 2 in equation (10) and eliminating parameter λ , we obtain:
The estimation of the shape parameter s is obtained in the form of an inversion function of the function G(s). The following form of the inversion function was proposed: 
Finally, based on the estimate ŝf, the parameter estimate λˆ is determined:
where m = m 1 or m = m 2 .
Approximated moment method
In this paper a modification of the method provided in Krupiński and Purczyński is proposed 9 . The modification is related mainly to the form of the inversion function. By assuming in equation (10) m 2 = 2 · m 1 and eliminating the parameter λ, we obtain: In order to differentiate from the previously used method -AFE, the proposed method is called 'approximated moment method' -AMM.
Results of computer simulations
In order to assess the quality of particular estimators, numerical experiments were conducted using a random number GED generator for selected values of the shape parameter: s = 0.5, s =1 (Laplace distribution) s = 2 (Gaussian distribution) and s = 3. The computer simulations consisted in performing K = 2000 iterations, and on their basis determining the estimation error RRMSE (Relative Root Mean-Squared Error):
s -exact value of the shape parameter s.
In the paper the error RRMSE was determined (equation 19), since it is directly related to the error MSE (Mean-Squared Error):
The mean-squared error is important as such, since it encompasses both the error of the estimator bias and its variance:
V(ŝ) -variance of the estimator, b(ŝ) -bias of the estimator.
When presenting the results of computer simulations, the label rmse was used in place of
RRMSE.
In order to solve equation (8) ML method yields the largest error, and the smallest error -AMM method. Yet the larger the number of N elements, the more similar the errors of particular methods. Figures 1, 2, 3 show the large error of ML for the number of elements N = 31. Figure N In the case of s = 0.5 and s = 3 the largest error can be observed for AFE results.
The reason for it lies in the form of the function described by equation (13) slightly exceeds 1 and for s = 3 is about 1.2. This means that when using the AMM method, the method of centralizing depends on the value of s. For s < 1.5 it is advisable to subtract the median and for s >1.5 the arithmetic mean should be used.
Conclusions
In this paper a new method of estimating the shape parameter s of GED distributionapproximated moment method -was proposed. The quality of the proposed estimator was compared with the quality of the estimator obtained through the maximum likelihood method (MLM) and approximated fast estimator (AFE). The quality of estimator was evaluated on the basis of the value of the relative mean square error determined using GED random number generator with the following shape parameters: s = 0.5, s = 1 (Laplace distribution) s = 2 (Gaussian distribution) and s = 3.
The method with the smallest error is the one proposed in this paper -the approximated moment method -AMM. As far as other two methods are concerned, for s = 1 and s = 2 smaller values of rmse are provided by AFE method. Nevertheless, for s = 0.5 and s = 3 MLM is the most accurate.
Attention has been drawn to the fact that the final result depends on whether centralizing is conducted using the arithmetic mean or the median. In the case of MLM, it is advisable to subtract the median. And for AMM, the estimated value of shape parameter ŝ should be additionally taken into account. It stems from the fact that for the Laplace distribution, the median is the more efficient estimator than the arithmetic mean estimator. For the normal distribution the situation is reverse and the arithmetic mean estimator is more efficient.
The proposed method is particularly useful for a small sample size 100 ≤ N . For a large sample size, the smallest error is yielded by the estimator obtained by MLM.
