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Re´sume´
Dans cette the`se on e´tudie le couplage de mode`les a` dimensions spatiales he´te´roge`nes, avec
une application en hydraulique fluviale. On commence par donner un cadre mathe´matique
ge´ne´ral a` cette proble´matique. Ensuite, on e´tudie un cas acade´mique de couplage 1-D/2-D dans
le cadre elliptique. On de´finit les ope´rateurs de restriction et d’extension ne´cessaires a` l’analyse
en se basant sur la de´rivation du mode`le 1-D a` partir du mode`le 2-D. Apre`s cela, on met en
œuvre un algorithme de couplage de type Schwarz avec des conditions de type Robin. On montre
alors la convergence de cet algorithme, plus particulie`rement sa convergence optimale en utili-
sant l’ope´rateur absorbant exact 1-D. On termine cette partie en e´tablissant une majoration de
l’erreur entre la solution couple´e et la solution globale de re´fe´rence en fonction du rapport d’as-
pect du domaine d’e´tude et de la position de l’interface de couplage. Ces re´sultats sont illustre´s
nume´riquement.
Dans la deuxie`me partie, on ge´ne´ralise cette analyse mathe´matique au cas du couplage des
syste`mes line´aires de Saint-Venant 2-D et de Navier-Stokes hydrostatiques 3-D. En faisant l’hy-
pothe`se d’une friction nulle au fond, on montre que la convergence de l’algorithme de couplage
est e´quivalente a` celle de l’algorithme usuel de de´composition de domaine du Syste`me de Saint-
Venant. On calcule une approximation des ope´rateurs absorbants exacts du syste`me de Saint-
Venant, ce qui ne´cessite de faire des hypothe`ses restrictives. Comme alternative, on propose
un algorithme avec des conditions de type Robin, dont on montre la convergence. Enfin, on
pre´sente une premie`re e´tude d’un cas test re´el de couplage des syste`mes de Saint-Venant 1-D et
Navier-Stokes 3-D en utilisant les codes nume´riques Mascaret 1-D et Telemac 3-D de´veloppe´s
par EDF R&D.

Abstract
In this work, we study some dimensionally heterogeneous coupling problems. First we study
a 1-D/2-D ellipictic coupling problem. We show how to define the restriction and extension
operators, required to our analysis, using the derivation of the 1-D model from the 2-D model.
Then we focus on the design of a Schwarz-like iterative coupling method. We discuss the choice
of boundary conditions at coupling interfaces. We prove the convergence of such algorithms and
give some theoretical results related to the choice of the location of the coupling interface, and
to the control of the difference between a global 2-D reference solution and the 2-D coupled one.
These theoretical results are illustrated numerically.
In the second part, we extend this study to the coupling problem between the 2-D Saint-Venant
and 3-D hydrostatic Navier-Stokes linearized systems. Under the assumption of a null bottom
friction, we prove that the convergence of the algorithm is equivalent to the convergence of the
domain decomposition algorithm for the Saint-Venant system. We focus then on the study of a
coupling algorithm with Robin condition, which appears to be less restrictive than the one using
approximate absorbing operators. Finally we will present some first numerical results of a test
case coupling a 3-D Navier-Stokes system with a 1-D shallow water code using EDF R&D tools
Mascaret 1-D and Telemac 3-D.
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Introduction
Dans le cadre de la mode´lisation de phe´nome`nes hydrodynamiques, il est fre´quent que
l’he´te´roge´ne´ite´ physique et spatiale de l’e´coulement conduise a` coupler plusieurs mode`les plutoˆt
que d’utiliser un seul syste`me d’e´quations sur tout le domaine d’e´tude. On remplace alors le
mode`le le plus ge´ne´ral (souvent complexe) par des mode`les plus simples quand la physique
le permet. Les domaines mathe´matiques sur lesquels on de´finit les diffe´rents mode`les peuvent
appartenir a` des espaces de meˆme dimension (par exemple lorsque l’on couple un mode`le de
Saint-Venant 2-D avec un mode`le de Navier-Stokes 2-D). Dans ce cas, il s’agit d’un couplage
de physique he´te´roge`ne et de dimension homoge`ne. Mais, dans certains cas, on peut eˆtre amene´
a` coupler deux mode`les de dimensions spatiales m et n diffe´rentes (en ge´ne´ral, m = n + 1 ou
m = n + 2) : on parle alors d’un couplage ≪ multi-dimensionnel ≫ , ou couplage a` ≪ dimension
spatiale he´te´roge`ne ≫. Un tel couplage pre´sente l’avantage de re´duire le couˆt nume´rique des si-
mulations par rapport au couˆt que repre´senterait l’utilisation du mode`le global de re´fe´rence
m-D sur tout le domaine du calcul, tout en prenant en compte la complexite´ physique ade´quate
en chaque zone de l’e´coulement.
Cette the`se s’inscrit dans le cadre d’une collaboration entre l’Institut National de Recherche
en Informatique et en Automatique (INRIA) et le Laboratoire National d’Hydraulique et En-
vironnement (LNHE) qui fait partie de la division R&D d’EDF. En effet, dans le cadre de la
simulation des e´coulements fluviaux chez EDF, on cherche a` diminuer les couˆts des calculs tout
en gardant une bonne qualite´ de mode´lisation. Pour ce faire, on est amene´ a` coupler des mode`les
n’ayant pas les meˆmes lois physiques et/ou posse´dant des dimensions spatiales diffe´rentes.
Les objectifs de cette the`se consistent donc a` donner un cadre mathe´matique pour le couplage
multi-dimensionnel au travers de mode`les simplifie´s, puis a` de´velopper des me´thodes de cou-
plage se basant sur les me´thodes de Schwarz (utilise´es habituellement dans le cadre de la
de´composition de domaine et du couplage de physique he´te´roge`ne et de dimension homoge`ne).
Ces me´thodes ont e´te´ utilise´es pour la premie`re fois en couplage multi-dimensionnel dans [11]
et [33] ou` des algorithmes ite´ratifs heuristiques ont e´te´ propose´s afin de coupler des syste`mes
non-line´aires mode´lisant respectivement la circulation sanguine et les e´coulements fluviaux. Dans
le contexte du couplage multi-dimensionnel, on cite e´galement la me´thode MAPD (method of
asymptotic partial decomposition of domain [35]) et les travaux ulte´rieurs de l’auteur base´s sur
des de´veloppements asymptotiques qui ne´cessitent une re´e´criture des codes avec un caracte`re
intrusif.
Dans le cadre de ce travail, les algorithmes de Schwarz utilise´s comme me´thode de couplage ont
l’avantage d’eˆtre tre`s peu intrusifs dans les codes, ce qui facilitera leur utilisation ulte´rieure par
les inge´nieurs EDF. Tout au long de cette the`se, et comme c’est le cas pour les algorithmes usuels
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de de´composition de domaine et de couplage a` dimension spatiale homoge`ne, on travaillera sur
l’e´laboration d’algorithmes a` convergence optimale en se basant sur la the´orie des ope´rateurs
absorbants exacts. Ces ope´rateurs ont souvent des expressions non exploitables en pratique.
A` cette difficulte´ s’en rajoutera une autre due au changement de dimension. En ge´ne´ral, on
dispose dans le mode`le de plus petite dimension n-D d’une quantite´ moyenne´e, qu’on doit en
quelque sorte re´partir spatialement selon la (ou les) dimension(s) manquante(s) afin de la trans-
mettre au mode`le m-D. On doit donc choisir un ope´rateur de re´partition ou d’extension
des quantite´s venant du mode`le n-D, mais aussi un ope´rateur de restriction ou projection
pour les quantite´s passant du mode`le m-D au mode`le n-D. Ce dernier est en ge´ne´ral plus facile a`
de´finir. Le choix du premier, quant a` lui, sera guide´ tout au long de cette the`se par la fac¸on dont
on de´rive le mode`le n-D a` partir du mode`le global de re´fe´rence m-D. En effet, les mode`les n-D
qu’on e´tudiera dans ce manuscrit sont obtenus a` partir des mode`les m-D d’une fac¸on analogue
a` la de´rivation du syste`me de Saint-Venant 1-D a` partir des e´quations de Navier-Stokes 2-D (en
x− z) faite dans [17].
Enfin, une dernie`re difficulte´ lie´e au changement de dimension re´side dans la de´finition de la no-
tion de couplage entre le mode`le n-D et le mode`le m-D : cette notion est donne´e en ge´ne´ral sous
forme moyenne´e. Ceci conduit a` une solution couple´e qui n’est pas de´finie d’une fac¸on unique et
qui de´pend du choix des ope´rateurs d’interfaces. On s’inte´ressera donc a` la comparaison de la
solution couple´e avec la solution globale de re´fe´rence m-D et on mettra en e´vidence l’importance
du choix de la position des interfaces du couplage et son influence sur la qualite´ de la solution
couple´e.
La the`se se divise en deux parties :
Partie I
Dans cette premie`re partie, on va commencer par donner un cadre mathe´matique ge´ne´ral au
couplage multi-dimensionnel. On va introduire la notion de solution de re´fe´rence, la de´finition
de la notion de couplage et la de´finition des ope´rateurs de restriction et d’extension e´voque´s
ci-dessus. Ensuite, on ge´ne´ralisera les algorithmes de Schwarz dans le cadre du couplage a` di-
mension spatiale he´te´roge`ne et on abordera le proble`me d’optimisation de la convergence en
utilisant les ope´rateurs absorbants exacts.
Afin de cerner les diffe´rentes difficulte´s lie´es au changement de dimension indique´es ci-dessus, on
va e´tudier dans cette partie un proble`me acade´mique de couplage elliptique 1-D/2-D qui pourra
eˆtre ge´ne´ralise´ a` des dimensions supe´rieures. Le mode`le 1-D sera de´rive´ a` partir du mode`le 2-D
par moyenne verticale et en effectuant des approximations analogues a` celles faites dans [17]
pour obtenir le syste`me de Saint-Venant 1-D a` partir des e´quations de Navier-Stokes 2-D.
Dans le chapitre 3, on e´tudiera un algorithme de couplage 1-D/2-D de type Schwarz avec des
conditions de type Robin. On montrera sa convergence et plus particulie`rement sa convergence
optimale en utilisant l’ope´rateur absorbant exact 1-D (pour lequel on disposera dans ce cas d’une
expression exacte). Ce meˆme type de proble`me a e´te´ e´tudie´ dans [3] et [24] en adoptant des ap-
proches variationnelle et alge´brique. La nouveaute´ par rapport a` ces travaux est la comparaison
de la solution couple´e et de la solution de re´fe´rence en exploitant l’analyse asymptotique faite
dans le chapitre 2.
On terminera cette partie en illustrant dans le chapitre 4 les diffe´rents re´sultats the´oriques
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de´montre´s dans le chapitre 3.
Partie II
Dans cette deuxie`me partie, on ge´ne´ralisera l’analyse mathe´matique du couplage 1-D/2-D dans
le cadre elliptique au cas du couplage entre les e´quations de Navier-Stokes hydrostatiques 3-D a`
surface libre et le syste`me de Saint-Venant 2-D. La de´marche suivie est identique a` celle adopte´e
dans la premie`re partie.
Dans le cadre de la mode´lisation des e´coulements fluviaux, les e´quations de Navier-Stokes hy-
drostatiques constituent une bonne alternative aux e´quations de Navier-Stokes. En faisant l’hy-
pothe`se dans ces dernie`res que la pression est hydrostatique, l’e´quation de la composante verticale
de vitesse est alors remplace´e par une e´quation en pression. Toutefois l’analyse mathe´matique de
ce syste`me reste difficile et, comme c’est le cas avec les e´quations de Navier-Stokes, on dispose de
peu de re´sultats mathe´matiques quant au caracte`re bien pose´ de ces e´quations a` surface libre. En
revanche, pour les e´quations de Navier-Stokes hydrostatiques a` toit rigide, on trouve beaucoup
de travaux sur ces e´quations a` partir des anne´es 90. On renvoie le lecteur par exemple vers [36]
pour plus de de´tails.
Il faut aussi noter qu’au-dela` des simplifications qu’apportent les e´quations de Navier-Stokes
hydrostatiques, leur couplage avec le syste`me Saint-Venant 2-D constitue une e´tape importante
pour une mode´lisation plus re´aliste qui consisterait a` faire un couplage entre trois mode`les :
syste`me de Saint-Venant 2-D, e´quations de Navier-Stokes hydrostatiques 3-D et e´quations de
Navier-Stokes 3-D. Un tel couplage permettrait de prendre en compte les zones ou` la pression
n’est pas hydrostatique.
Pour mettre en œuvre un algorithme de couplage entre les e´quations de Navier-Stokes hydrosta-
tiques 3D et le syste`me de Saint-Venant 2-D, on adoptera l’ide´e principale de´veloppe´e dans la
premie`re partie qui consiste a` exploiter l’extension de l’ope´rateur absorbant 2-D et/ou la restric-
tion de l’ope´rateur absorbant 3-D. Ceci rame`ne a` la de´marche usuelle consistant a` line´ariser
les mode`les afin de donner des expressions exactes ou approche´es de ces ope´rateurs. Cette
line´arisation facilite l’analyse mathe´matique des mode`les, mais on reste confronte´ au proble`me
habituel qui consiste a` trouver des expressions utilisables de ces ope´rateurs absorbants. Cette
difficulte´ sera mise en e´vidence dans le chapitre 7.
Dans le chapitre 6 on commencera par de´finir les ope´rateurs de restriction et d’extension en
se basant sur l’analyse asymptotique faite dans le chapitre 5. En effectuant l’hypothe`se que le
frottement est nul au fond du domaine, on de´montrera que la convergence d’un algorithme de
couplage entre les syste`mes line´aires Saint-Venant 2-D et Navier-Stokes hydrostatiques 3-D est
e´quivalente a` la convergence de l’algorithme de de´composition de domaine usuel du syste`me de
Saint-Venant.
Ceci nous rame`nera donc a` l’e´tude de l’algorithme de de´composition de domaine usuel du syste`me
de Saint-Venant 2-D. Le calcul des ope´rateurs absorbants exacts et approche´s du syste`me Saint-
Venant sans terme d’advection a e´te´ e´tudie´ dans [32]. Dans le chapitre 5, on line´arisera les
e´quations autour d’un profil de vitesse non nul, ce qui conduira a` reconside´rer le terme d’ad-
vection. Le calcul des ope´rateurs absorbants dans le chapitre 7 sera base´ sur les travaux de
[32], [1] et [19]. Afin d’avoir des expressions exploitables de ces ope´rateurs, on effectuera comme
dans [19] des hypothe`ses restrictives. Pour cette raison, on proposera et on e´tudiera dans le
chapitre 8 un algorithme de couplage et un algorithme de de´composition de domaine pour le
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syste`me Saint-Venant en utilisant des conditions aux limites de type Robin ge´ne´ralise´es. L’op-
timisation de la convergence de cet algorithme en fonction du parame`tre de Robin sera aussi
aborde´e a` la fin de ce chapitre.
Enfin, et en s’inspirant des travaux de l’e´quipe MOX du Politecnico di Milano (voir [33]), le
dernier chapitre de cette the`se sera consacre´ a` une premie`re e´tude nume´rique d’un cas simple de
couplage entre le syste`me de Saint-Venant 1-D et des e´quations de Navier-Stokes hydrostatiques
3-D en utilisant les codes Mascaret 1-D et Telemac 3-D, tous deux de´veloppe´s par EDF R&D.
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Premie`re partie
Couplage multi-dimensionnel : cadre
mathe´matique et application a` un
proble`me mode`le elliptique
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Chapitre 1
Pre´sentation du proble`me et
ge´ne´ralisation des algorithmes de
Schwarz dans le cadre du couplage
multi-dimensionnel
L’objectif de ce premier chapitre est de pre´senter la proble´matique du couplage multi-
dimensionnel dans un cadre ge´ne´ral abstrait. On de´crira ensuite brie`vement les me´thodes de
de´composition de domaine ainsi que les me´thodes de couplage e´qui-dimensionnel base´es sur
des algorithmes ite´ratifs de type Schwarz. Une ge´ne´ralisation de ces algorithmes sera pre´sente´e
dans le cadre du couplage multi-dimensionnel. On donnera aussi la de´finition des ope´rateurs de
restriction et d’extension. Enfin, on montrera comment exploiter la the´orie des ope´rateurs absor-
bants exacts pour optimiser la convergence des algorithmes de Schwarz a` dimensions spatiales
he´te´roge`nes.
1.1 Couplage multi-dimensionnel
1.1.1 Pre´sentation du proble`me et de´finitions
On s’inte´resse a` un proble`me de couplage entre deux mode`les de dimensions spatiales diffe´rentes.
On conside`re ici le cas 1-D/2-D qui pourra se ge´ne´raliser a` des dimensions supe´rieures n-D et
m-D, ou` m > n. Les syste`mes d’e´quations sont de la forme :{ L1u1 = f1 dans Ω1 × [0, T ]
B1u1 = g1 sur ∂Ω1 × [0, T ] (1.1)
et { L2u2 = f2 dans Ω2 × [0, T ]
B2u2 = g2 sur ∂Ω2 × [0, T ] (1.2)
ou` Ω1 ⊂ R et Ω2 ⊂ R2 sont deux ouverts borne´s. Les ope´rateurs L1 et L2 peuvent eˆtre line´aires
ou non-line´aires. Cependant, et afin de de´velopper des algorithmes de couplage optimaux, on
supposera dans la section 1.3 qu’ils sont line´aires.
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Par endroits dans ce chapitre, on se re´fe´rera a` un cas classique ou` le mode`le L1 en dimension n est
obtenu par inte´gration selon m−n directions du mode`le L2 en dimension m. C’est par exemple
le cas du couplage entre les e´quations de Saint-Venant 2-D et les e´quations de Navier-Stokes
hydrostatiques 3-D que l’on e´tudiera dans le chapitre 6.
Notion de recouvrement
Comme pour tout proble`me de couplage, l’existence ou non d’un recouvrement entre les
domaines Ω1 et Ω2 est un aspect important. Toutefois, les dimensions des deux domaines e´tant
diffe´rentes, cette notion doit eˆtre rede´finie. Dans la suite, le recouvrement sera de´fini en fonction
des n coordonne´es communes entre les deux domaines. Dans le cas 1-D/2-D la coordonne´e
commune est x. En conside´rant par souci de simplicite´ que Ω2 est connexe, on notera alors
]a2, b2[ la projection de Ω2 sur l’axe des x. On a alors trois cas de figure (voir figures 1.1, 1.2 et
1.3) :
• recouvrement total : ]a2, b2[ ⊂ Ω1 =]a1, b1[
• sans recouvrement : ]a2, b2[ ∩ Ω1 = {a2}, {b2}, ou {a2, b2}
• recouvrement partiel : les autres cas
ΓB
Ω2
ΓT
Ω1
a1 b1a2 b2
ΓRΓL
Figure 1.1 – Exemple d’un cas de recouvrement total entre domaines 1-D et 2-D.
Ω2
a1 a2 b1
ΓR
ΓB
ΓT
ΓL
Figure 1.2 – Exemple d’un cas de recouvrement partiel entre domaines 1-D et 2-D.
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ΓΩ1
a1 b1
ΓT
ΓR
ΓB
Ω2
Figure 1.3 – Exemple d’un cas sans recouvrement entre domaines 1-D et 2-D.
Dans le cadre du couplage de mode`les de meˆme dimension, le recouvrement (partiel ou total)
n’a de sens que si les deux mode`les sont identiques (c’est le cadre classique de la de´composition
de domaine) ou compatibles dans la zone de recouvrement. En revanche, pour deux syste`mes
d’e´quations diffe´rents, le recouvrement n’a plus de sens (car on aurait sinon une zone ou` deux
physiques diffe´rentes cohabiteraient), ou alors seulement pour un couplage en un sens plus
≪ faible ≫ d’interaction one-way (voir §1.1.2). Cette remarque s’e´tend au cas de mode`les de
dimensions diffe´rentes : le recouvrement (partiel ou total) n’a de sens que si les deux solutions
sont exactement compatibles sur la zone de recouvrement. Si ce n’est pas le cas, seule une
interaction one-way est envisageable.
Notion de solution de re´fe´rence
Une autre notion importante est celle de ≪ solution de re´fe´rence ≫ , permettant de quanti-
fier l’inte´reˆt du couplage. On adoptera dans ce manuscrit le point de vue suivant : on dispose
d’un mode`le ≪ complexe ≫ (ici le mode`le 2-D) sur un domaine global qu’on notera Ω. Pour des
raisons de complexite´ nume´rique et physique, on pre´fe`re garder ce mode`le uniquement dans un
sous-domaine 2-D plus restreint, que l’on note Ω2, et le remplacer par ailleurs par un mode`le
1-D. La solution du mode`le global 2-D de´fini dans Ω est alors la solution ≪ ide´ale ≫ de re´fe´rence,
a` laquelle on comparera la solution simplifie´e obtenue par couplage.
1.1.2 Proble`me mode`le dans le cas d’interaction one-way
Comme discute´ pre´ce´demment, un recouvrement n’a de sens que si les deux mode`les sont
exactement compatibles dans le domaine de recouvrement. Ceci est le cas par exemple quand la
solution du syste`me 1-D est la moyenne verticale de la solution du syste`me 2-D.
On peut en plus avoir, dans ce cas, une relation du type :
u2(x, z, t) = u1(x, t)f(z) (1.3)
ou` H est la longueur caracte´ristique verticale, avec
1
H
∫ H
0
f(z)dz = 1, de fac¸on a` avoir u1(x, t) =
u¯2(x, t), u¯2 e´tant la moyenne verticale de u2.
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Dans ce cas, le recouvrement des domaines 1-D/2-D a un sens. Mais le fait de disposer d’une
relation de type (1.3) rend inutile la re´solution des deux syste`mes car u2 est obtenue de fac¸on
explicite a` partir de u1.
Exemple de deux mode`les exactement compatibles
Pour illustrer ce cas de figure, on conside`re les deux syste`mes suivants :
• Le mode`le 1-D est : 
−∂
2u1
∂x2
= 0 dans Ω1 =]a1, b1[
u1(a1) = αa1 + β et u1(b1) = α b1 + β
(1.4)
ou` α et β sont deux constantes re´elles.
• Le mode`le 2-D est :
−∆u2(x, z) = −(αx+ β)f ′′(z) dans Ω2 =]a2, b2[×[0, H]
∂u2
∂n
(x,H) = 0 sur ΓT
∂u2
∂n
(x, 0) = 0 sur ΓB
u2(a2, z) = u1(a2)f(z) sur ΓL et u2(b2, z) = u1(b2)f(z) sur ΓR
(1.5)
ou` f est une fonction suffisamment re´gulie`re telle que f ′(0) = f ′(H) = 0 et en ayant
toujours
1
H
∫ H
0
f(z)dz = 1.
Les domaines Ω1 et Ω2 sont pre´sente´s dans la figure 1.1.
La solution de (1.4) est u1(x) = αx + β. Et graˆce par exemple au the´ore`me de Lax-Milgram,
on peut montrer que le syste`me (1.5) admet une unique solution. Cette dernie`re est donne´e par
u2(x, z) = (αx+ β)f(z).
On est donc dans le premier cas de figure indique´ ci-dessus ou` un recouvrement total a un sens.
En revanche un couplage est inutile car on a une relation analytique entre la solution 1-D et la
solution 2-D. La connaissance de la solution 1-D permet de de´duire imme´diatement la solution
2-D par la relation (1.3).
Dans le cas ou` les mode`les ne sont pas exactement compatibles, un recouvrement n’a plus de
sens. On ne pourra pas obtenir des solutions 1-D et 2-D compatibles sur la zone de recouvrement.
On peut par contre toujours re´aliser une interaction one-way dans laquelle on re´sout le mode`le
1-D sur Ω1, et on fournit ensuite cette solution au mode`le 2-D a` travers les conditions aux limites
sur ΓR et ΓL. Se pose toutefois la question du sens ≪ physique ≫ des solutions obtenues. Il est
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donc plus cohe´rent dans ce cas de coupler les deux mode`les sans zone de recouvrement. Dans la
prochaine section, on pre´sentera les algorithmes de de´composition de domaines et de couplage
de type Schwarz.
1.2 Algorithme de de´composition de domaine et de couplage de
type Schwarz
Les me´thodes de Schwarz ont e´te´ introduites initialement par H.A Schwarz au 19e`me sie`cle afin
de montrer l’existence de fonctions harmoniques sur un domaine de forme irre´gulie`re (voir [41]).
L’ide´e consistait a` de´composer ce domaine en une union de sous-domaines de ge´ome´trie simple
tels qu’un disque ou un rectangle, et a` mettre en place une proce´dure ite´rative d’interaction
entre les sous-domaines. Cet algorithme a e´te´ remis au gouˆt du jour dans les anne´es 1980, avec
l’ave`nement des calculateurs paralle`les (voir [13] pour un aperc¸u historique), afin de re´partir le
couˆt de calcul d’une re´solution d’e´quation sur les diffe´rents processeurs disponibles.
1.2.1 Algorithme de Schwarz originel
On va commencer tout d’abord par pre´senter l’algorithme de Schwarz originel.
Soit Ω un domaine de Rn qu’on de´compose en deux sous-domaines Ω1 et Ω2. Comme on l’a
de´ja` indique´ dans la section 1.1, on peut distinguer deux cas de figure selon que les domaines se
recouvrent ou pas (voir figures 1.4(a) et 1.4(b)).
On cherche a` re´soudre : { Lu = f dans Ω
u = 0 sur ∂Ω
ou` L de´signe un ope´rateur line´aire elliptique.
L’algorithme de Schwarz classique consiste a` re´soudre a` chaque ite´ration k ≥ 0 les syste`mes
suivants :
Luk+11 = f dans Ω1
uk+11 = 0 sur ∂Ω
ext
1
uk+11 = u
k
2 sur Γ12 = ∂Ω1 ∩ Ω2
puis

Luk+12 = f dans Ω2
uk+12 = 0 sur ∂Ω
ext
2
uk+12 = u
k+1
1 sur Γ21 = ∂Ω2 ∩ Ω1
ou` ∂Ωext1 = ∂Ω1 ∩ ∂Ω, ∂Ωext2 = ∂Ω2 ∩ ∂Ω et ou` u02 est donne´.
Pour L = ∆ et sous hypothe`se de recouvrement des deux sous-domaines, Schwarz a prouve´ que
la suite (uk1, u
k
2) convergeait vers (u|Ω1 , u|Ω2) quand k tendait vers l’infini.
L’algorithme originel de´crit ci-dessus est dit ≪ multiplicatif ≫. Il existe aussi une version dite
≪ additive ≫ naturellement paralle´lisable propose´e par P.L Lions dans [26], qui consiste a` rem-
placer la condition uk+12 = u
k+1
1 sur Γ21 par u
k+1
2 = u
k
1.
L’utilisation de conditions de type Dirichlet-Dirichlet a` l’interface pre´sente plusieurs inconve´nients.
D’une part pour converger, la me´thode de Schwarz ne´cessite un recouvrement entre les sous-
domaines, ce qui ge´ne`re un temps de calcul supple´mentaire. D’autre part, on aura souvent besoin
de beaucoup d’ite´rations avant convergence.
11
Ω2Ω1
Γ21 Γ12
∂Ωext1 ∂Ω
ext
2
(a) Cas de domaines qui se recouvrent.
Ω2
Γ
Ω1
∂Ωext2∂Ωext1
(b) Cas de domaines qui ne se recouvrent pas.
Figure 1.4 – De´composition de domaines dans le cas e´quidimensionnel.
1.2.2 Ge´ne´ralisation de l’algorithme de Schwarz
L’algorithme de Schwarz peut se ge´ne´raliser en remplac¸ant les conditions de type Dirichlet
sur les interfaces Γ12 et Γ21 par :
B1u
k+1
1 = B1u
k
2 sur Γ12 et B2u
k+1
2 = B2u
k+1
1 sur Γ21
ou` B1, B2 sont des ope´rateurs d’interface.
Les premiers travaux en ce sens furent sans doute ceux de P.L. Lions dans [27] qui a propose´ de
remplacer la condition de Dirichlet sur l’interface par une condition de type Robin. L’algorithme
de Schwarz peut alors converger meˆme dans le cas de deux sous-domaines qui ne se recouvrent
pas.
Pour e´tudier la convergence de ces algorithmes, on de´finit souvent l’erreur a` l’ite´ration k par
eki = u
k
i − u|Ωi , i = 1, 2. Les erreurs ve´rifient, dans le cas d’e´quations line´aires, les syste`mes
suivants : 
Lek+11 = 0 dans Ω1
ek+11 = 0 sur ∂Ω
ext
1
B1e
k+1
1 = B1e
k
2 sur Γ12
et

Lek+12 = 0 dans Ω2
ek+12 = 0 sur ∂Ω
ext
2
B2e
k+1
2 = B2e
k+1
1 sur Γ21
(1.6)
Si B1 et B2 permettent d’avoir un proble`me bien pose´, il suffit ensuite de montrer que ces erreurs
tendent vers 0 quand k tend vers l’infini.
Une autre manie`re d’e´tablir la convergence de ces algorithmes consiste a` e´tudier les diffe´rences
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entre deux ite´rations successives. Elles ve´rifient ici les meˆmes syste`mes (1.6), et de montrer
qu’elles sont par exemple majore´es par des suites ge´ome´triques de raison strictement infe´rieure
a` 1 (voir chapitre 3). Enfin il suffit de montrer que les limites obtenues sont exactement les
restrictions de u sur les diffe´rents sous-domaines (voir [27]).
Remarque : en l’absence de recouvrement et en choisissant B1 = B2 = Id, ou meˆme plus
ge´ne´ralement B1 = B2, l’algorithme de couplage pre´sente´ ci-dessus ne converge pas. Ceci est duˆ
au fait que les valeurs a` l’interface ne changent pas d’une ite´ration a` l’autre. On a par exemple
dans le cas Dirichlet-Dirichlet un+11 = u
n
2 = u
n
1 .
Le choix des ope´rateurs est donc tre`s important pour assurer la convergence des algorithmes de
Schwarz vers la restriction de la solution globale sur chaque sous-domaine. Il est aussi crucial pour
permettre d’avoir une vitesse de convergence ≪ rapide ≫. Dans [27], P.L. Lions a fait remarquer
que la constante de Robin influence la vitesse de convergence et qu’elle pourrait eˆtre remplace´e
par d’autres ope´rateurs.
Pour avoir une convergence optimale, il faut choisir ide´alement B1, B2 tels que B1e
1
2 = 0 et/ou
B2e
1
1 = 0 et tels que les deux syste`mes soient bien pose´s. On aura alors dans le cas line´aire
e21 = e
2
2 = 0 car ces erreurs seront solutions de syste`mes homoge`nes. On assurera donc dans
ce cas une convergence en deux ite´rations. Ces conditions a` l’interface s’appellent conditions
aux limites absorbantes exactes ou conditions transparentes. On trouve une litte´rature
abondante concernant ces conditions (voir par exemple [16], [23]).
Dans le cas d’un ope´rateur L line´aire elliptique ou parabolique, il est e´tabli que les ope´rateurs
absorbants exacts sont donne´s par :
Bopti =
∂
∂ni
+DtN ci , i = 1, 2 (1.7)
ou` ni (i = 1, 2) de´signe la normale sortante a` Ωi et ou` l’ope´rateur DtN
c
i , appele´ ope´rateur
Dirichlet-to-Neumann, est de´fini par :
Pour u0 : Γi 7−→ R, DtN ci (u0) ≡
∂
∂nci
(v)|Γi
ou` nci est la normale sortante a` Ω
c
i = Ω \ Ωi et ou` v est solution de :
Lv = 0 dans Ωci
v = 0 sur ∂Ωci \ Γi
v = u0 sur Γi.
On peut en ge´ne´ral obtenir une expression analytique des ope´rateurs transparents par trans-
forme´e de Fourier. Ces ope´rateurs sont toutefois ge´ne´ralement non locaux en espace (et en
temps dans le cas instationnaire). On est donc amene´ a` faire des approximations pour pouvoir
les imple´menter nume´riquement (voir par exemple [15], [16] et [23]). On parle alors deme´thodes
optimise´es (ou a` relaxation d’onde dans le cas des e´quations d’e´volution).
1.2.3 Algorithmes de Schwarz dans le cadre de couplage de mode`les
Les algorithmes de Schwarz se ge´ne´ralisent naturellement au cadre du couplage de mode`les,
voir par exemple [32]. Dans ce cas, comme indique´ pre´ce´demment, un recouvrement n’a plus de
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sens si les mode`les ne sont pas parfaitement compatibles dans la zone de recouvrement. On doit
donc re´soudre un proble`me de la forme :{ L1u1 = f1 dans Ω1
Bext1 u1 = g1 sur ∂Ω
ext
1
et
{ L2u2 = f2 dans Ω2
Bext2 u2 = g2 sur ∂Ω
ext
2
avec L1 6= L2. La difficulte´ re´side dans ce cas dans la de´finition de la notion de couplage et donc
dans l’e´criture des conditions sur l’interface commune Γ.
On suppose par exemple que l’on veut que u1 et u2 ve´rifient les conditions suivantes (impose´es
par la physique) sur Γ : {
C1u1 = C2u2
C ′2u2 = C
′
1u1
(1.8a)
(1.8b)
Pour re´soudre ce proble`me, on propose l’algorithme de type Schwarz (version multiplicative)
suivant :
Initialisation : u02 donne´
A` l’e´tape k (k ≥ 1), re´soudre :
L1uk+11 = f1 dans Ω1
Bext1 u
k+1
1 = g1 sur ∂Ω
ext
1
B1u
k+1
1 = B2u
k
2 sur Γ
puis

L2uk+12 = f2 dans Ω2
Bext2 u
k+1
2 = g2 sur ∂Ω
ext
2
B′2u
k+1
2 = B
′
1u
k+1
1 sur Γ.
Les ope´rateurs B1, B2, B
′
1 et B
′
2 doivent permettre a` convergence de ve´rifier sur l’interface Γ les
contraintes (1.8a) et (1.8b) impose´es sur u1 et u2.
L’e´criture des relations ve´rifie´es par les erreurs est plus de´licate ici que dans le cas de la
de´composition de domaine. En effet, on n’a plus force´ment B1e
k+1
1 = B2e
k
2 sur Γ, mais :
B1e
k+1
1 = B2e
k
2 − (B1u1 −B2u2)
car rien n’assure a priori que B1u1 = B2u2 (sauf par exemple si B1 est une combinaison line´aire
de C1 et C
′
1 et B2 est la meˆme combinaison line´aire de C2 et C
′
2).
Aux erreurs de l’algorithme de Schwarz s’ajoutent donc des erreurs dues aux ope´rateurs d’inter-
face.
1.3 Ge´ne´ralisation dans le cadre de couplage
multi-dimensionnel
Dans ce paragraphe, on propose de ge´ne´raliser les algorithmes de de´composition de domaine
et de couplage de type Schwarz dans le cadre du couplage multi-dimensionnel. La` encore, un
recouvrement n’a pas de sens sauf si les mode`les sont exactement compatibles dans la zone de
recouvrement. On pre´sente comme dans le reste du chapitre le cas du couplage 1-D/2-D.
On conside`re les deux syste`mes suivants :{ L1u1(x) = f1(x) pour x ∈ Ω1 ⊂ R
Bext1 u1(x) = g1(x) pour x ∈ ∂Ωext1
et
{ L2u2(x, z) = f2(x, z) pour (x, z) ∈ Ω2 ⊂ R2
Bext2 u2(x, z) = g2(x, z) pour (x, z) ∈ ∂Ωext2
(1.9)
On suppose dans la suite que L1 et L2 sont line´aires.
On cherche a` coupler ces deux syste`mes a` travers des interfaces de type γ = {x = L0} pour le
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mode`le 1-D et Γ = {(L0, z), b(L0) ≤ z ≤ h(L0)} pour le mode`le 2-D (et plus ge´ne´ralement γ
pour le mode`le n-D et Γ pour le mode`le m-D).
Comme c’est le cas dans le cadre e´qui-dimensionnel, la difficulte´ re´side dans l’e´criture des condi-
tions sur les interfaces γ et Γ. A` cela s’ajoute la question de la re´partition (ou rele`vement) de
l’information venant du mode`le 1-D sur l’interface Γ, et celle de la restriction (ou projection)
des quantite´s venant du mode`le 2-D au point γ.
1.3.1 De´finition de la notion de couplage
Ide´alement on suppose que u1 et u2 ve´rifient les conditions physiques suivantes sur les inter-
faces : {
C1u1(L0) = C2 (Ru2) (L0)
C ′2u2(L0, z) = C
′
1 (Eu1) (L0, z) pour (L0, z) ∈ Γ
(1.10a)
(1.10b)
ou` R et E de´signent respectivement l’ope´rateur restriction (ou projection) sur γ et extension ou
( rele`vement) sur Γ.
Plus ge´ne´ralement on peut de´finir ces ope´rateurs de la fac¸on suivante (voir [3]) :
R : ΛmD −→ ΛnD
(u2) |Γ 7−→ (Ru2) |γ
ou` ΛnD et ΛmD de´signent respectivement les espaces de fonctions traces sur γ pour les fonctions
n-D et sur Γ pour les fonctions m-D.
Cela signifie que pour tout (x, z) ∈ Γ ou` x ∈ γ ⊂ Rn et pour toute fonction u2 de´pendant de la
variable m-D (x, z), on a (Ru2) est fonction de x.
Et
E : ΛnD −→ ΛmD
(u1) |γ 7−→ (Eu1) |Γ
C’est a` dire pour tout x ∈ γ et pour tout u1 fonction de x, on a (Eu1) est fonction de la variable
m-D (x, z) ∈ Γ.
Comme indique´ dans [3], l’ope´rateur E est injectif mais pas surjectif, et inversement R est
surjectif mais pas injectif.
Malheureusement, comme on va le voir dans les chapitres 2 et 6, on ne dispose pas souvent de
conditions de type (1.10) mais plutoˆt de conditions de type :{
C1u1(L0) = C2 (Ru2) (L0)
C ′2u1(L0) = C
′
1 (Ru2) (L0)
(1.11a)
(1.11b)
Ce type de conditions (1.11) ne permet pas d’avoir un proble`me bien pose´. On n’a pas en effet
l’unicite´ du proble`me couple´ (1.9) sous ces conditions de couplage.
Le choix des ope´rateurs d’interfaces en {x = L0} et sur Γ doit permettre de satisfaire les trois
crite`res suivants :
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(i) avoir un proble`me couple´ bien pose´, et plus particulie`rement des mode`les 1-D et 2-D bien
pose´s
(ii) satisfaire les conditions physiques de type (1.11)
(iii) controˆler l’erreur de mode´lisation entre la solution couple´e et la solution de re´fe´rence,
a` savoir la solution 2-D globale. En effet comme on le verra dans les chapitres 2 et 5,
le mode`le 1-D (ou n-D) est souvent obtenu a` partir du mode`le 2-D (m-D) en effectuant
une re´duction (moyenne verticale dans le cadre de ce manuscrit) et en effectuant quelques
approximations. De ce fait, on ne s’attend pas a` avoir la partie 2-D de la solution couple´e
parfaitement e´gale a` la restriction de la solution globale sur le domaine conside´re´.
1.3.2 Algorithme de Schwarz
Maintenant, une fois les conditions de transmission (1.11) de´finies et les ope´rateurs R et
E pre´cise´s, on peut proposer l’algorithme de couplage de type Schwarz (version multiplicative)
suivant :
Initialisation : u02 donne´
A` l’e´tape k (k ≥ 1), re´soudre :

L1uk+11 = f1 dans Ω1
Bext1 u
k+1
1 = g1 sur ∂Ω
ext
1
B1u
k+1
1 = B2
(Ruk2) sur γ puis

L2uk+12 = f2 dans Ω2
Bext2 u
k+1
2 = g2 sur ∂Ω
ext
2
B′2u
k+1
2 = B
′
1
(
Euk+11
)
sur Γ
Les ope´rateurs B1, B2, B
′
1 et B
′
2 doivent eˆtre choisis de fac¸on a` satisfaire les crite`res (i), (ii) et
(iii) e´voque´s ci-dessus et de manie`re a` assurer la convergence de l’algorithme.
1.3.3 Convergence de l’algorithme de Schwarz
Afin d’e´tudier la convergence de l’algorithme propose´ ci-dessus, on peut par exemple com-
mencer par e´tudier la diffe´rence entre deux ite´rations successives et montrer ensuite que les
suites (u1)k≥0 et (u2)k≥0 sont convergentes dans des espaces ade´quats.
Analyse de la convergence
On note dans ce cas ek+11 = u
k+1
1 − uk1 et ek+12 = uk+12 − uk2. Ces deux fonctions ve´rifient les
syste`mes suivants :
L1ek+11 = 0 dans Ω1
Bext1 e
k+1
1 = 0 sur ∂Ω
ext
1
B1e
k+1
1 = B2
(Rek2) sur γ puis

L2ek+12 = 0 dans Ω2
Bext2 e
k+1
2 = 0 sur ∂Ω
ext
2
B′2e
k+1
2 = B
′
1
(
Eek+11
)
sur Γ
A` convergence, on doit donc s’assurer que les conditions de transmission (1.11) sont bien ve´rifie´es.
Remarque : si on dispose d’une solution de re´fe´rence u, alors l’erreur entre la partie 2-D de la
solution couple´e (a` convergence) et cette solution ve´rifie sur Γ :
B′2 (u2 − u) = B′1 (Eu1 − u) +B′1u−B′2u
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Ensuite le lien entre u1 et u2 est obtenu a` travers les conditions de transmission (1.11).
A` l’erreur due au choix des ope´rateurs B′i, s’ajoute donc une erreur due au choix des ope´rateurs
R et E .
Utilisation des ope´rateurs absorbants
Comme dans le cadre de la de´composition de domaine ou du couplage de mode`les de meˆme
dimension spatiale, on peut aussi utiliser ici les ope´rateurs absorbants exacts (ou approche´s) afin
d’optimiser la convergence de l’algorithme. En effet, si on note B1D,opt1 l’ope´rateur absorbant du
mode`le 1-D et B2D,opt2 l’ope´rateur absorbant du mode`le 2-D (calcule´s tous les deux dans le cadre
de la de´composition de domaines classique), alors on peut de´finir l’ope´rateur Bopt2 permettant
une convergence optimale de l’algorithme de couplage de la fac¸on suivante :
De´finition 1.1. Pour tout u2 fonction a` deux variables de l’espace on de´finit l’ope´rateur 1-D
Bopt2 tel que : (
Bopt2 ◦ R
)
(u2) =
(
R ◦B2D,opt2
)
(u2)
Cela signifie que si l’expression de l’ope´rateur B2D,opt2 ne contient pas de terme en de´rive´es
de z, alors Bopt2 est la restriction de B
2D,opt
2 a` l’ensemble des fonctions 1-D en espace.
De meˆme on de´finit B
′opt
1 de la fac¸on suivante :
De´finition 1.2. Pour tout u1 fonction de´pendant d’une variable de l’espace on de´finit l’ope´rateur
2-D B
′opt
1 tel que : (
B
′opt
1 ◦ E
)
(u1) =
(
E ◦B1D,opt1
)
(u1)
Dans ce cas on peut e´noncer le re´sultat suivant :
Lemme 1.1. si on choisit les ope´rateurs d’interface dans l’algorithme de couplage tels que
B2 = B
opt
2 ou/et B
′
1 = B
′opt
1 alors l’algorithme converge en deux ite´rations.
De´monstration
Les fonctions ek+11 = u
k+1
1 − uk1 ou/et ek+12 = uk+12 − uk2 ve´rifient sur les interfaces {x = L0} et
Γ les conditions suivantes :
B1e
k+1
1 = B2
(Rek2) = Bopt2 (Rek2) = R(B2D,opt2 ek2) = 0
ou/et
B′2e
k+1
2 = B
′
1
(
Eek+12
)
= B
′opt
1
(
Eek+12
)
== E
(
B1D,opt1 e
k+1
1
)
= 0
Dans ce cas, et a` condition d’avoir un proble`me bien pose´, ek+11 ou/et e
k+1
2 ve´rifient des syste`mes
homoge`nes avec des conditions aux limites nulles, donc elles sont nulles. Il suffit ensuite, de
montrer par exemple que les suites (uk1)k≥0 et (u
k
2)k≥0 sont de Cauchy pour de´duire la convergence
en deux ite´rations de l’algorithme (voir chapitre 3).
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Convergence, mais vers quelle solution ?
Une fois que la convergence de l’algorithme est assure´e tout en ve´rifiant les crite`res (i) et
(ii), les questions qui restent a` re´soudre sont : vers quelle solution l’algorithme converge-t-il, et
quelle est l’erreur commise entre la solution couple´e et la solution globale de re´fe´rence ?
On e´tudiera ces questions dans le cadre d’un proble`me mode`le elliptique dans le chapitre 3.
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Chapitre 2
Description d’un proble`me mode`le
couple´
On va conside´rer dans ce chapitre un cas acade´mique de mode`les elliptiques. On va pre´senter
un mode`le 2-D et montrer comment de´river, sous certaines conditions, un syste`me d’e´quations
1-D a` partir de ce mode`le. On verra qu’il y a une analogie avec la de´rivation des e´quations de
Saint-Venant a` partir des e´quations de Navier-Stokes.
2.1 De´finition des mode`les a` coupler
2.1.1 De´finition du mode`le 2-D
On conside`re le syste`me d’e´quations suivant :
−∆u(x, z) = F (x, z) dans Ω
α
∂u
∂n
(x, z) + κu(x, z) = g(x, z) sur ∂Ω
(2.1)
ou` Ω est un ouvert de R2. Les constantes positives α et κ permettent des conditions aux limites
de type Dirichlet, Neumann ou Robin.
Pour reprendre la terminologie des e´quations de Saint-Venant, on suppose que Ω contient une
partie ≪ peu profonde ≫ Ω1D (un domaine de R
2 est dit peu profond si l’une des deux grandeurs
caracte´ristiques verticale ou horizontale est ne´gligeable devant l’autre). On propose par la suite
de remplacer dans Ω1D le mode`le 2-D par un mode`le re´duit 1-D. Ceci nous ame`ne donc a` cou-
pler un mode`le 1-D avec un mode`le 2-D. Avant de montrer comment on de´rive le syste`me 1-D
a` partir du syste`me 2-D (2.1), on va commencer par donner les de´finitions suivantes :
De´finition 2.1. Une solution u de (2.1) est dite a` effet 2-D ne´gligeables si sa de´pendance par
rapport a` la variable horizontale z est faible. Cela signifie par exemple que ‖∂u
∂z
‖∞ est petite
devant 1.
De´finition 2.2. On de´signe par Ω1D le sous-domaine de Ω ou` les effets 2-D sont ne´gligeables
(voir figure 2.1). Son comple´mentaire dans Ω sera note´ Ω2D.
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Remarque : La de´finition de Ω1D de´pend principalement du ratio entre la longueur caracte´ristique
horizontale et la hauteur caracte´ristique verticale, mais aussi du terme de forc¸age, des conditions
aux limites, etc., qui permettent de justifier ou non que les effets 2-D sont ne´gligeables.
ΓT
Ω2D
Ω1D
x = L1
ΓL
ΓR
ΓB
Figure 2.1 – Domaine de calcul Ω, incluant une zone (x ≥ L1) ou` les effets 2-D ne sont pas
ne´gligeables et une zone peu profonde (x < L1) ou` on va de´river un mode`le 1-D.
On suppose qu’il existe b et h, fonctions de x, et L1 tels que :
Ω1D = {(x, z)/0 < x < L1, b(x) < z < h(x)} et Ω2D = Ω ∩ {x > L1}
On conside`re dans la suite le syste`me (2.1) avec le choix suivant de conditions aux limites :
−∆u(x, z) = F (x, z) dans Ω
∂u
∂nT
(x, z) = 0 sur ΓT
∂u
∂nB
(x, z) + κu(x, z) = 0 sur ΓB
u(x, z) = γ1(x, z) sur ΓL
u(x, z) = γ2(x, z) sur ΓR
(2.2a)
(2.2b)
(2.2c)
(2.2d)
(2.2e)
ou` nT =
1√
1 + |∂xh|2
(−∂xh, 1)t et nB = 1√
1 + |∂xb|2
(−∂xb, 1)t sont les normales sortantes au
domaine Ω.
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2.1.2 De´rivation du mode`le 1-D
Afin de de´river le mode`le 1-D dans Ω1D, on introduit les variables et les quantite´s sans
dimension suivantes :
ε =
H
L1
x˜ =
x
L1
, z˜ =
z
H
u˜(x˜, z˜) =
u(x, z)
U
, F˜ (x˜, z˜) = F (x, z)
L21
U
, h˜(x˜) =
h(x)
H
, b˜(x˜) =
b(x)
H
et κ˜ = κL1
ou` L1 (respectivement H) de´signe la longueur (respectivement la hauteur) caracte´ristique de
Ω1D et U est un ordre de grandeur caracte´ristique de u. Le parame`tre ε sera suppose´ tre`s petit
dans la suite : ε≪ 1.
La mise sous forme adimensionnelle de l’e´quation (2.2a) donne :
−∂
2u˜
∂x˜2
− 1
ε2
∂2u˜
∂z˜2
= F˜ dans Ω˜1D (2.3)
ou` Ω˜1D =
{
(x˜, z˜)/0 < x˜ < 1, b˜(x˜) < z˜ < h˜(x˜)
}
.
Ensuite, la mise sous forme adimensionnelle des conditions aux limites donne :
• en z˜ = h˜ :
−ε2∂u˜
∂x˜
∂h˜
∂x˜
+
∂u˜
∂z˜
= 0 (2.4)
• en z˜ = b˜ :
−ε2∂u˜
∂x˜
∂b˜
∂x˜
+
∂u˜
∂z˜
+ εκ˜u˜
√√√√1 + ε2 ∣∣∣∣∣ ∂b˜∂x˜
∣∣∣∣∣
2
= 0 (2.5)
• sur Γ˜L = [b˜(0), h˜(0)] :
u˜ =
γ1
U
Hypothe`ses : on va dans la suite faire les hypothe`ses suivantes :
F˜ = O(1),
∂2u˜
∂x˜2
= O(1)
∂h˜
∂x˜
= O(1),
∂b˜
∂x˜
= O(1), et κ˜ = O(ε) (2.6)
Combine´s avec le fait que ε ≪ 1, ceci donne des conditions suffisantes pour justifier des effets
2-D ne´gligeables.
En effet, a` partir de l’e´quation (2.3) on de´duit que :
∂2u˜
∂z˜2
= O(ε2) (2.7)
Ensuite, les conditions (2.4) et (2.5) impliquent que
∂u˜
∂z˜
= O(ε2) en z˜ = h˜ et en z˜ = b˜. En
inte´grant (2.7) par exemple sur (z˜, 1), on obtient alors :
∂u˜
∂z˜
= O(ε2) (2.8)
Comme ε≪ 1, ceci signifie que u˜ de´pend ≪ peu ≫ de z.
Enfin, en re´inte´grant entre 0 et z˜, on obtient :
u˜(x˜, z˜) = u˜(x˜, 0) +O(ε2)
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En multipliant par U et en revenant aux variables dimensionnelles, on obtient :
u(x, z) = u(x, 0) +O(ε2), ∀ (x, z) ∈ Ω1D (2.9)
On va maintenant introduire l’ope´rateur de moyenne verticale. Pour toute fonction f de´pendant
de z, on note :
f =
1
H
∫ H
0
f(z)dz et f(x) =
1
H
∫ H
0
f(x, z)dz
En moyennant sur la verticale la relation (2.9), on a :
u¯(x) = u(x, 0) +O(ε2), ∀x ∈ [0, L]
D’ou`
u(x, z) = u¯(x) +O(ε2), ∀ (x, z) ∈ Ω1D (2.10)
En moyennant sur la verticale l’e´quation (2.3) et compte-tenu de la condition de Robin sur
Γ1B = ΓB ∩ ∂Ω1D, on trouve :
−∂
2u¯
∂x2
(x) +
κ
H
u(x, 0) = F¯ (x), ou` F¯ (x) =
1
H
∫ H
0
F (x, z)dz
D’ou` pour tout x ∈ [0, L1] et compte-tenu de la relation (2.10), on a :
−∂
2u1
∂x2
+
κ
H
u1 = F¯ (2.11)
Cette e´quation va remplacer l’e´quation (2.2a) dans Ω1D.
Remarques :
• Le nombre sans dimension κ˜ n’est d’autre que le nombre de Biot. Faire l’hypothe`se que
κ˜ = O(ε) dans le cas ou` ε ≪ 1 revient a` supposer que ce nombre est petit. La de´rivation
du mode`le 1-D dans ce cas est classique dans la litte´rature de physique thermique, en
particulier dans la de´rivation des mode`les d’ailettes (voir par exemple [6]).
Dans le cadre de ce chapitre, on se placera uniquement dans le contexte physique ou` le
nombre de Biot est tre`s petit (et donc κ est petit). Les cas ou` le coefficient κ est grand
ou infini ne seront donc pas traite´s.
• Pour une autre analyse mathe´matique du proble`me, voir [35].
• Cette de´rivation peut se ge´ne´raliser pour des dimensions supe´rieures. Si on part d’un
mode`le n-D, on peut obtenir le mode`le (n− 1)-D suivant :
−∆hu1 + κ
H
u1 = F¯
+ Conditions aux limites
2.2 Choix de la position des interfaces γ et Γ
Dans la pratique il est difficile de connaitre la valeur optimale de L1, de´limitant la frontie`re
entre un comportement 1-D et un comportement 2-D. En ge´ne´ral, on est capable de de´finir une
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valeur L2 telle que (Ω ∩ {x ≥ L2}) ⊂ Ω2D. En d’autres termes L2 ≥ L1 et donc on est dans
la zone ou` les effets 2-D ne sont pas ne´gligeables. L’objectif est donc de choisir la position de
l’interface de fac¸on a` gagner en couˆt de calcul par rapport a` la re´solution du syste`me 2-D dans
le domaine entier et de garder une bonne qualite´ de mode´lisation.
Dans la suite on va choisir la position de l’interface Γ en x = L0 sans connaissance a priori de
L1, a` part le fait que L0 < L2. On de´finit ensuite Ω1 = Ω ∩ {x < L0} et Ω2 = Ω ∩ {x > L0}.
On remplace dans Ω1 le syste`me 2-D par le syste`me re´duit 1-D. On obtient donc les mode`les
suivants :
Mode`le 1-D :

−∂
2u1
∂x2
+
κ
H
u1 = F1 dans (0, L0)
u1(0) = γ1
(2.12)
et
Mode`le 2-D :

−∆u2 = F2 dans Ω2
∂u2
∂n
= 0 sur Γ2T = ΓT ∩ ∂Ω2
∂u2
∂n
+ κu2 = 0 sur Γ
2
B = ΓB ∩ ∂Ω2
u2 = γ2 sur ΓR
(2.13)
ou` F1 = F |Ω1 et F2 = F|Ω2 .
On cherche a` coupler ces deux syste`mes a` travers l’interface Γ place´e en x = L0. On distingue
alors deux cas de figures possibles :
• Un cas favorable ou` L0 < L1 : dans ce cas les effets 2-D sont ne´gligeables en x = L0 et on
peut utiliser la relation (2.10), ce qui signifie que u est tre`s proche de sa moyenne.
• Un cas de´favorable correspondant a` L0 > L1 : dans ce cas on ne peut justifier le rempla-
cement du mode`le 2-D par le mode`le 1-D au voisinage de x = L0.
2.3 Conditions de transmission
Maintenant que les syste`mes (2.12) et (2.13) sont pose´s, on va de´finir la notion de couplage a`
travers les interfaces. Comme on l’a indique´ dans le chapitre 1, la solution de re´fe´rence permettant
de quantifier l’inte´reˆt du couplage est la solution globale 2-D. Pour de´finir la notion de couplage,
on va donc regarder les quantite´s naturellement transmises a` travers l’interface Γ par la solution
de re´fe´rence.
Cette solution globale u de (2.1) ve´rifie les conditions suivantes sur l’interface Γ :
⌈u⌉Γ = 0 et
⌈
∂u
∂n
⌉
Γ
= 0
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ou` ⌈.⌉Γ de´signe le saut a` travers Γ.
Comme le syste`me (2.12) est obtenu en moyennant (2.1) selon z, on va donc de´finir le proble`me
couple´ comme suit :
De´finition 2.3. On cherche a` re´soudre les syste`mes (2.12) et (2.13) tels qu’ on ait a` l’interface
γ = {x = L0} les conditions aux limites suivantes :
u1(L0) =
1
H
∫ H
0
u2(L0, z)dz
∂u1
∂x
(L0) =
1
H
∫ H
0
∂u2
∂x
(L0, z)dz
(2.14a)
(2.14b)
En revanche, ces conditions ne permettent pas d’avoir l’unicite´ de la solution du mode`le
couple´. En particulier, elles ne permettent pas d’avoir un mode`le 2-D bien pose´.
En re´sume´
On a montre´ dans ce chapitre comment de´river le mode`le 1-D a` partir du mode`le 2-D. Le
proble`me couple´ est alors de´fini par (2.12), (2.13), (2.14a) et (2.14b). Dans le chapitre suivant, on
va donner la de´finition des ope´rateurs de restriction et d’extension et on va re´soudre ce proble`me
en mettant en œuvre un algorithme de couplage de type Schwarz. On choisira comme conditions
aux limites des conditions de type Robin qui permettent de ve´rifier les crite`res (i), (ii) et (iii)
de´finis dans la section 1.3.1, page 16.
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Chapitre 3
Algorithme de couplage
multi-dimensionnel de type Schwarz
Dans ce chapitre, afin de re´soudre le proble`me couple´ de´fini par (2.12), (2.13), (2.14a) et
(2.14b), on va mettre en œuvre un algorithme de couplage multi-dimensionnel avec des conditions
de type Robin. On montrera sa convergence ainsi que sa convergence optimale en utilisant
l’ope´rateur absorbant exact 1-D. La solution couple´e ainsi obtenue sera compare´e a` la solution
globale de re´fe´rence. Plus particulie`rement on va montrer une majoration de l’erreur entre ces
deux solutions en fonction du rapport d’aspect ε et de la position de l’interface de couplage.
Enfin, on ge´ne´ralisera ces re´sultats au couplage 2-D/3-D.
3.1 Algorithme de couplage de type Schwarz pour le cas test
1-D/2-D
Tout d’abord on rappelle que le proble`me couple´ est de´fini par les syste`mes :
Mode`le 1-D :

−∂
2u1
∂x2
+
κ
H
u1 = F1 dans (0, L0)
u1(0) = γ1
(3.1)
et
Mode`le 2-D :

−∆u2 = F2 dans Ω2
∂u2
∂n
= 0 sur Γ2T = ΓT ∩ ∂Ω2
∂u2
∂n
+ κu2 = 0 sur Γ
2
B = ΓB ∩ ∂Ω2
u2 = γ2 sur ΓR
(3.2)
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Ces deux mode`les doivent ve´rifier sur les interfaces Γ et γ les conditions suivantes :
u1(L0) =
1
H
∫ H
0
u2(L0, z)dz
∂u1
∂x
(L0) =
1
H
∫ H
0
∂u2
∂x
(L0, z)dz
(3.3a)
(3.3b)
Ce meˆme proble`me a e´te´ e´tudie´ dans [3] et [24] en utilisant des approches variationnelles et
alge´briques. Pour rendre le proble`me bien pose´, les auteurs ont choisi dans ces deux articles les
conditions aux limites suivantes :
u1(L0) =
1
H
∫ H
0
u2(L0, z)dz pour le mode`le 1-D
∂u2
∂x
(L0, z) =
∂u1
∂x
(L0) 0 < z < H pour le mode`le 2-D
(3.4a)
(3.4b)
ou bien 
∂u1
∂x
(L0) =
1
H
∫ H
0
∂u2
∂x
(L0, z)dz pour le mode`le 1-D
u2(L0, z) = u1(L0) 0 < z < H pour le mode`le 2-D
(3.5a)
(3.5b)
Ceci est un choix parmi d’autres qui permet de satisfaire les conditions de transmission (3.3).
Dans [3], on propose une formulation faible du proble`me couple´ comme e´tant la somme des
formulations des proble`mes n-D et m-D pour n = 1, 2 et m = 1, 2, 3. Ensuite, en introduisant un
parame`tre α ∈ {0, 1} permettant de choisir les conditions (3.4) ou les conditions (3.5), on re´sout
le proble`me en utilisant une formulation variationnelle augmente´e. Dans [24], on s’inte´resse au
proble`me de couplage sous forme discre´tise´ en appliquant une me´thode ite´rative de type Gauss-
Seidel. Puis, on utilise une me´thode GMRES ou de Krylov pour passer d’une ite´ration a` l’autre.
On propose ici une approche ite´rative de type Schwarz qui a l’avantage d’eˆtre peu intrusive dans
les codes de calcul (meˆme si dans ce chapitre on ne s’inte´resse qu’a` un cas simple). Ces me´thodes
ite´ratives ont e´te´ utilise´es pour la premie`re fois dans le cadre du couplage multi-dimensionnel
dans [11] et [33]. La nouveaute´ par rapport a` [3] et [24] est la comparaison de la solution de
couplage obtenue a` convergence de l’algorithme de Schwarz avec la solution globale de re´fe´rence.
3.1.1 Algorithme de couplage avec condition de type Robin one-sided
Pour coupler les syste`mes (3.1) et (3.2), on peut mettre en place l’algorithme de Schwarz
de´fini dans l’encadre´ 3.1 ci-apre`s.
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Initialisation : u02 donne´.
A` l’e´tape k (k ≥ 0), re´soudre :
−∂
2uk+11
∂x2
+
κ
H
uk+11 = F1 dans Ω1
uk+11 (0) = γ¯1
B1(u
k+1
1 )(L0) = B1(Ruk2)(L0)
puis re´soudre 
−∆uk+12 = F2 dans Ω2
∂uk+12
∂n
= 0 sur Γ2T
∂uk+12
∂n
+ κuk+12 = 0 sur Γ
2
B
uk+12 = γ2 sur ΓR
B2(u
k+1
2 )(L0, z) = B2(Euk+11 )(L0, z) sur Γ
Algorithme 3.1: Algorithme de Schwarz de couplage multi-dimensionnel
L’e´tape suivante consiste alors a` de´finir les ope´rateurs R, E , B1 et B2 de fac¸on a` satisfaire
les contraintes physiques (3.3a) et (3.3b) et a` s’assurer de la convergence de l’algorithme.
De´finition des ope´rateurs R et E
La de´finition dans le cas ge´ne´ral des ope´rateurs R et E a e´te´ donne´e dans le chapitre 1.
Dans le cadre du couplage des mode`les (3.1) et (3.2), on va de´finir l’ope´rateur R comme e´tant
l’ope´rateur de moyenne verticale, de fac¸on cohe´rente avec la de´rivation du mode`le 1-D a` partir
du mode`le 2-D :
R : Λ2D −→ Λ1D
(u2)|Γ 7−→
1
H
∫
Γ
(u2)|Γ dz
c’est a` dire (R(u2)) (L0) = 1
H
∫
Γ
u2(L0, z) dz.
Au vu de la relation (2.10), on propose de de´finir l’ope´rateur E de la fac¸on suivante :
E : Λ1D −→ Λ2D
(u1)|γ 7−→ (u1)|Γ
C’est-a`-dire pour tout z ∈ (0, H), on a (E(u1)) (L0, z) = u1(L0). Ceci signifie que l’on impose
uniforme´ment selon z la quantite´ u1(L0).
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Choix des ope´rateurs B1 et B2
Pour assurer la convergence dans le cadre de la de´composition de domaines classique de
l’e´quation de Laplace, P.L Lions a propose´ dans [27] d’utiliser des conditions aux limites de type
Robin. On va dans la suite utiliser ce type d’ope´rateur. On de´finit les ope´rateurs B1 et B2 pour
λ > 0 donne´, par :
B1 =
∂
∂n1
+ λId (3.6)
et
B2 =
∂
∂n2
+ λId (3.7)
ou` n1 et n2 de´signent respectivement la normale sortante au domaine 1-D et la normale sortante
au domaine 2-D.
On note que l’ope´rateur B1 est un ope´rateur 1-D et que B2 est un ope´rateur 2-D. On note aussi
que ces ope´rateurs permettent d’avoir des proble`mes 1-D et 2-D bien pose´s a` chaque ite´ration
de l’algorithme de´fini ci-dessus. Ces conditions sont dites one-sided car on utilise la meˆme valeur
de λ pour B1 et B2.
Dans la suite on va e´tudier la convergence de l’algorithme (3.1) en utilisant les conditions (3.6)
et (3.7).
Convergence de l’algorithme
En utilisant les ope´rateurs R, E , B1 et B2 de´finis ci-dessus, on a le re´sultat suivant :
Proposition 3.1. Pour tout λ > 0, la suite (uk1, u
k
2) de´finie par l’algorithme de Schwarz 3.1
converge dans H1(Ω1) × H1(Ω2) vers (uλ1 , uλ2) qui ve´rifie les contraintes physiques de couplage
(3.3a) et (3.3b).
De´monstration :
On de´finit les diffe´rences entre deux ite´rations successives par :
ek+11 (x) = u
k+1
1 (x)− uk1(x), ∀x ∈ Ω1
et
ek+12 (x, z) = u
k+1
2 (x, z)− uk2(x, z), ∀(x, z) ∈ Ω2
Dans la suite de la de´monstration, afin d’alle´ger l’e´criture, on omettra les variables x et z sauf
pour les termes de´finis sur les interfaces de couplage.
Les erreurs ek+11 et e
k+1
2 sont alors solutions des syste`mes suivants :
−∂
2ek+11
∂x2
+
κ
H
ek+11 = 0 dans Ω1
ek+11 (0) = 0
∂ek+11
∂x
(L0) + λe
k+1
1 (L0) =
∂e¯k2
∂x
(L0) + λe¯
k
2(L0)
(3.8)
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et 
−∆ek+12 = 0 dans Ω2
∂ek+12
∂n
= 0 sur Γ2T
∂ek+12
∂n
+ κek+12 = 0 sur Γ
2
B
ek+12 = 0 sur ΓR
−∂e
k+1
2
∂x
(L0, z) + λe
k+1
2 (L0, z) = −
∂ek+11
∂x
(L0) + λe
k+1
1 (L0) sur Γ
(3.9a)
(3.9b)
(3.9c)
(3.9d)
(3.9e)
La solution du syste`me (3.8) est donne´e par :
ek+11 (x) = αk+1 sinh(ax), ∀x ∈ [0, L0] (3.10)
ou` a =
√
κ
H
et αk+1 ∈ R.
En moyennant selon z la condition aux limites (3.9e) sur le bord Γ et compte-tenu de la condition
au point x = L0 ve´rifie´e par l’erreur 1-D, on a :
−∂e¯
k+1
2
∂x
(L0) + λe¯
k+1
2 (L0) = −
∂ek+11
∂x
(L0) + λe
k+1
1 (L0)
∂e¯k+12
∂x
(L0) + λe¯
k+1
2 (L0) =
∂ek+21
∂x
(L0) + λe
k+2
1 (L0)
d’ou` :
e¯k+12 (L0) =
1
2λ
(
∂(ek+21 − ek+11 )
∂x
+ λek+21 + λe
k+1
1
)
(L0)
=
1
2λ
(aαk+2 cosh(aL0)− aαk+1 cosh(aL0) + λαk+2 sinh(aL0) + λαk+1 sinh(aL0))
=
1
2λ
(Aαk+2 +Bαk+1) (3.11)
ou` A = a cosh(aL0) + λ sinh(aL0) et B = −a cosh(aL0) + λ sinh(aL0).
De meˆme on a :
∂e¯k+12
∂x
(L0) =
1
2
(Aαk+2 −Bαk+1) (3.12)
Maintenant, en multipliant la premie`re e´quation du syste`me (3.9) par ek+12 et en inte´grant par
parties, on a : ∫
Ω2
|∇ek+12 |2dxdz −
∫
∂Ω2
∂ek+12
∂n
ek+12 dσ = 0
En utilisant les conditions aux limites sur ΓT et ΓR, on obtient :∫
Ω2
|∇ek+12 |2dxdz +
∫
Γ2
B
κ|ek+12 |2dx = −
∫
Γ
∂ek+12
∂x
(L0, z)e
k+1
2 (L0, z)dz (3.13)
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On remplace ensuite
∂ek+12
∂x
(L0, z) par sa valeur de´duite de la condition de Robin (3.9e) sur Γ.
On a dans ce cas (on omet dx et dz pour plus de clarte´) :∫
Ω2
|∇ek+12 |2 +
∫
Γ2
B
κ|ek+12 |2 =
∫
Γ
(
−∂e
k+1
1
∂x
(L0) + λe
k+1
1 (L0)− λek+12 (L0, z)
)
ek+12 (L0, z)
=
(
−∂e
k+1
1
∂x
+ λek+11
)
(L0)
∫ H
0
ek+12 (L0, z)
−λ
∫ H
0
|ek+12 |2(L0, z)
= Bαk+1He¯
k+1
2 (L0)− λ
∫ H
0
|ek+12 |2(L0, z) (3.14)
=
Bαk+1H
2λ
(Aαk+2 +Bαk+1)− λ
∫ H
0
|ek+12 |2(L0, z) (3.15)
Maintenant, on remplace ek+12 (L0, z) dans (3.13) en utilisant la condition de Robin (3.9e ) sur
Γ :∫
Ω2
|∇ek+12 |2dxdz +
∫
Γ2
B
κ|ek+12 |2dx = −
∫
Γ
1
λ
(
−∂e
k+1
1
∂x
(L0) + λe
k+1
1 (L0)
)
∂ek+12
∂x
(L0, z)dz
−
∫
Γ
1
λ
∣∣∣∣∣∂ek+12∂x (L0, z)
∣∣∣∣∣
2
dz
= − 1
λ
(
−∂e
k+1
1
∂x
+ λek+11
)
(L0)
∫ H
0
∂ek+12
∂x
(L0, z)dz
− 1
λ
∫ H
0
∣∣∣∣∣∂ek+12∂x (L0, z)
∣∣∣∣∣
2
dz
= −Bαk+1H
λ
∂e¯k+12
∂x
(L0)− 1
λ
∫ H
0
∣∣∣∣∣∂ek+12∂x (L0, z)
∣∣∣∣∣
2
dz
= −Bαk+1H
2λ
(Aαk+2 −Bαk+1)− 1
λ
∫ H
0
∣∣∣∣∣∂ek+12∂x (L0, z)
∣∣∣∣∣
2
En utilisant l’hypothe`se λ > 0, on de´duit des deux relations qu’on vient d’e´tablir que :
Bαk+1H
2λ
(Aαk+2 +Bαk+1) ≥ 0
et
−Bαk+1H
2λ
(Aαk+2 −Bαk+1) ≥ 0
d’ou` :
A2α2k+2 −B2α2k+1 ≤ 0.
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A partir de cette ine´galite´, on obtient :
α2k+2
α2k+1
≤ B
2
A2
=
∣∣∣∣−a cosh(aL0) + λ sinh(aL0)a cosh(aL0) + λ sinh(aL0)
∣∣∣∣2 < 1 (3.16)
et donc ∣∣∣∣αk+2αk+1
∣∣∣∣ ≤ α < 1
La suite (αk)k≥0 tend donc vers ze´ro.
On observe maintenant que pour tout k ≥ 0 et pour tout n ≥ 0, on a :
uk+n1 − uk1 =
n−1∑
p=0
ek+p+11
et
∂
(
uk+n1 − uk1
)
∂x
=
n−1∑
p=0
∂ek+p+11
∂x
En utilisant la relation (3.10) et le fait que la suite (|αk|)k≥0 est majore´e par une suite ge´ome´trique
(de raison < 1), on peut montrer que (uk1)k≥0 et (
∂uk1
∂x
)k≥0 sont des suites de Cauchy dans L
2(Ω1).
De la meˆme fac¸on, on remarque que pour tout k ≥ 0 et pour tout n ≥ 0, on a :
∇(uk+n2 − uk2) =
n−1∑
p=0
∇ek+p+12
En utilisant (3.15), on de´duit que :∫
Ω2
|∇ek+12 |2dxdz ≤
Bαk+1H
2λ
(Aαk+2 +Bαk+1)
On en de´duit donc que (∇uk2)k≥0 est une suite de Cauchy dans L2(Ω2). En utilisant ensuite
l’ine´galite´ de Poincare´ (Ω2 est borne´ ici dans au moins une direction), on montre aussi que
(uk2)k≥0 est une suite de Cauchy dans L
2(Ω2). Ce qui implique que (u
k
2)k≥0 est une suite de
Cauchy dans H1(Ω2).
Pour conclure, on a montre´ que la suite (uk1, u
k
2) converge dans H
1(Ω1)×H1(Ω2). A` convergence,
la limite (uλ1 , u
λ
2) ve´rifie B1u
λ
1 = B1u
λ
2 et B2u
λ
2 = B2(Euλ1). En effectuant ensuite la moyenne
verticale sur Γ, on obtient deux combinaisons line´aires inde´pendantes des contraintes physiques
(3.3a) et (3.3b), qui sont donc bien satisfaites. 
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Remarques :
• La convergence de l’algorithme de couplage est valable pour tout λ > 0, mais on peut
remarquer que pour λ = a coth(aL0), on a convergence exacte en deux ite´rations. En effet,
dans ce cas on a :
−∂e
k+1
1
∂x
+ λek+11 = 0 ∀k ≥ 0,
et donc :
B2e
k+1
2 = −
∂ek+12
∂x
+ λek+12 = 0 ∀k ≥ 0,
ce qui implique que ek+12 = 0, pour k ≥ 0 car solution d’une e´quation homoge`ne avec des
conditions aux limites homoge`nes.
L’ope´rateur
∂
∂n1
+ a coth(aL0)Id correspond a` l’ope´rateur absorbant exact du mode`le 1-D
(voir par exemple [23]).
On note dans la suite λopt cette valeur de λ.
• A` la diffe´rence du cas mono-dimensionnel, pour chaque λ il y a convergence vers une
solution (uλ1 , u
λ
2) a priori diffe´rente, qui de´pend donc de λ.
Par exemple, si on note (u
λopt
1 , u
λopt
2 ) les limites obtenues a` convergence de l’algorithme
pour λopt = a coth(aL0) et (u
λ
1 , u
λ
2) correspondant a` λ 6= λopt, on a alors uλopt1 −uλ1 solution
de : 
−∂
2(u
λopt
1 − uλ1)
∂x2
+
κ
H
(u
λopt
1 − uλ1) = 0 dans Ω1
(u
λopt
1 − uλ1)(0) = 0
∂(u
λopt
1 − uλ1)
∂x
+ λoptu
λopt
1 − λuλ1 =
∂(u¯
λopt
2 − u¯λ2)
∂x
+ λoptu¯
λopt
2 − λu¯λ2
(3.17)
et u
λopt
2 − uλ2 ve´rifie le syste`me :
−∆(uλopt2 − uλ2) = 0 dans Ω2
∂(u
λopt
2 − uλ2)
∂n
= 0 sur Γ2T
∂(u
λopt
2 − uλ2)
∂n
+ κ(u
λopt
2 − uλ2) = 0 sur Γ2B
u
λopt
2 − uλ2 = 0 sur ΓR
−∂(u
λopt
2 − uλ2)
∂x
+ λoptu
λopt
2 − λuλ2 = −
∂(u
λopt
1 − uλ1)
∂x
+ λoptu
λopt
1 − λuλ1 sur Γ
(3.18)
D’apre`s le syste`me (3.17) on peut de´duire que (u
λopt
1 − uλ1)(x) = α sinh(ax), ∀x ∈ Ω1, ou` α
de´signe un re´el.
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Ensuite, en reprenant la condition sur l’interface Γ, on a :
−∂(u
λopt
2 − uλ2)
∂x
(L0, z) + (λoptu
λopt
2 − λuλ2)(L0, z) =
(
−∂(u
λopt
1 − uλ1)
∂x
+ λoptu
λopt
1
)
(L0)
−λuλ1(L0)
= −αa cosh(aL0)− λuλ1(L0)
+λopt
(
α sinh(aL0) + u
λ
1(L0)
)
= (λopt − λ)uλ1(L0)
D’ou` :
−∂(u
λopt
2 − uλ2)
∂x
(L0, z) + λopt(u
λopt
2 − uλ2)(L0, z) = (λopt − λ)(uλ1(L0)− uλ2(L0, z))
On peut donc de´duire que uλ2 = u
λopt
2 est solution du syste`me (3.18) si et seulement si
uλ2(L0, z) = u
λ
1(L0), ∀z ∈ [0, H]. Mais rien a priori n’assure cette condition. Ceci est en
concordance avec le caracte`re mal pose´ du proble`me couple´.
Afin de simplifier, on notera par la suite (u1, u2) la limite de l’algorithme de Schwarz au
lieu de (uλ1 , u
λ
2).
• On peut noter que remplacer l’ope´rateur 2-D par tout autre ope´rateur elliptique me`nerait a`
une de´monstration de convergence identique. Il serait simplement ne´cessaire que le mode`le
2-D soit bien pose´ avec l’ensemble des conditions limites impose´es.
• La convergence de l’algorithme est assure´e quelle que soit la position de l’interface de cou-
plage.
• La suite (uk2) ne converge pas force´ment vers u|Ω2 , ceci e´tant duˆ au choix de l’ope´rateur E
uniforme en z. On fera dans le paragraphe 3.1.2 la comparaison de la solution de la partie
2-D du mode`le de couplage avec la restriction de la solution globale u sur Ω2.
• On peut aussi exploiter les ope´rateurs absorbants dans l’autre sens, c’est a` dire du mode`le 2-
D vers le mode`le 1-D. Il suffit dans ce cas de moyenner verticalement l’ope´rateur absorbant
2-D et de le passer au mode`le 1-D. En revanche, il est plus de´licat dans le cas d’un mode`le
de dimension supe´rieure de disposer de l’expression exacte de l’ope´rateur absorbant.
3.1.2 Comparaison de la solution du mode`le couple´ avec la solution de re´fe´-
rence
On vient d’e´tablir la convergence de l’algorithme de couplage de type Schwarz avec des
conditions de type Robin one-sided. La solution obtenue est une solution du mode`le couple´ et
on a vu en plus qu’elle de´pend du choix de λ. On ne s’attend donc pas a` avoir une solution 2-D
dans Ω2 qui soit la restriction de la solution globale mono-domaine sur ce sous-domaine. Le but
de ce paragraphe est d’e´tablir l’expression de l’erreur, selon une certaine norme a` de´finir, entre
la solution de la partie 2-D du mode`le couple´ et la solution de re´fe´rence dans Ω2, et de quantifier
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cette erreur en fonction de ε.
On a le re´sultat suivant :
Proposition 3.2. Pour λ > 0 fixe´ quelconque, on note (u1, u2) la limite de l’algorithme 3.1. Si
L0 < L1 (c’est a` dire si le choix de la position de l’interface est valide) alors il existe M > 0
de´pendant de λ et u tel que :
‖u|Ω2 − u2‖2H1(Ω2) ≤M(λ, u)(1 + δ2)ε2
ou` δ =
L1
L1 − L0 varie avec la position de l’interface et ou` ε =
h
L1
est fixe´ et suppose´ petit.
De´monstration
La fonction u− u2 ve´rifie le syste`me suivant :
−∆(u− u2) = 0 dans Ω2
∂(u− u2)
∂n
= 0 sur Γ2T
∂(u− u2)
∂n
+ κ(u− u2) = 0 sur Γ2B
u− u2 = 0 sur ΓR
En multipliant la premie`re e´quation de ce syste`me par u− u2 et en utilisant les conditions aux
limites sur Γ2T ∪ Γ2B ∪ ΓR, on obtient :∫
Ω2
|∇ (u− u2) |2dxdz +
∫
Γ2
B
κ|u− u2|2dx−
∫
Γ
∂(u− u2)
∂n
(u− u2) dz = 0 (3.19)
En utilisant la condition −∂u2
∂x
+ λu2 = −∂u1
∂x
+ λu1 sur l’interface Γ satisfaite par la limite u2,
on obtient (on omet le dz pour plus de lisibilite´) :
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∫
Γ
∂(u− u2)
∂n
(u− u2) (L0, z) = −
∫ H
0
∂(u− u2)
∂x
(u− u2) (L0, z)
= −
∫ H
0
∂u
∂x
(u− u2) (L0, z)
−
∫ H
0
(
−∂u1
∂x
(L0) + λu1(L0)− λu2(L0, z)
)
(u− u2) (L0, z)
= −
∫ H
0
∂u
∂x
(u− u2) (L0, z)
−
∫ H
0
(
−∂u1
∂x
(L0) + λu1(L0)− λu(L0, z)
)
(u− u2) (L0, z)
−λ
∫ H
0
(u− u2)2 (L0, z)
=
∫ H
0
(
−∂u
∂x
+ λu
)
(u− u2) (L0, z)
−
∫ H
0
(
−∂u1
∂x
+ λu1
)
(L0) (u− u2) (L0, z)
−λ
∫ H
0
(u− u2)2 (L0, z) (3.20)
On va maintenant examiner un par un les diffe´rents termes.
• Le premier terme de (3.20) s’e´crit :∫ H
0
(
−∂u
∂x
+ λu
)
(u− u2) (L0, z)dz =
∫ H
0
(
−∂u
∂x
+ λu
)
(L0, z) (u(L0, z)− u¯(L0)) dz
+
∫ H
0
(
−∂u
∂x
+ λu
)
(L0, z) (u¯− u1) (L0)dz
+
∫ H
0
(
−∂u
∂x
+ λu
)
(L0, z) (u1(L0)− u2(L0, z)) dz
D’apre`s les relations (2.9) et (2.10), on a :
u(L0, z) = u¯(L0) +O(ε
2), ∀z ∈ [0, H]
Ensuite, on a :
u(L0, z) = O(1) et
∂u
∂x
(L0, z) = O(1) (3.21)
En effet, si on suppose qu’il existe z ∈ [0, H] et α > 0 et β > 0 tels que :
u(L0, z) = O(
1
εα
) et/ou
∂u
∂x
(L0, z) = O(
1
εβ
)
cela signifie d’apre`s la relation (2.5), que :
∂u˜
∂z˜
(L0, 0) = O(ε
2−α)
35
ce qui est en contradiction avec la relation (2.8) e´tablie dans le chapitre 2.
On peut de´duire que :∫ H
0
(
−∂u
∂x
+ λu
)
(L0, z) (u(L0, z)− u¯(L0)) dz = O(ε2) (3.22)
De la meˆme fac¸on, si on suppose que L0 < L1 et graˆce aux hypothe`ses (2.6) applique´es mainte-
nant a` u2, on peut effectuer une analyse asymptotique similaire a` celle faite dans le chapitre 2
dans Ω2 ∩ {L0 ≤ x ≤ L1}. On obtient dans ce cas :
u2(L0, z) = u¯2(L0) +O(δ
2ε2)
= u1(L0) +O(δ
2ε2), ∀z ∈ [0, H] (3.23)
et donc : ∫ H
0
(
−∂u
∂x
+ λu
)
(L0, z) (u1(L0)− u2(L0, z)) dz = O(δ2ε2) (3.24)
Enfin : ∫ H
0
(
−∂u
∂x
+ λu
)
(L0, z) (u¯− u1) (L0)dz = H
(
−∂u¯
∂x
+ λu¯
)
(u¯− u1) (L0) (3.25)
• Graˆce a` la relation u1(L0) = u2(L0), le deuxie`me terme de (3.20) s’e´crit :
−
∫ H
0
(
−∂u1
∂x
+ λu1
)
(L0) (u− u2) (L0, z)dz = −H
(
−∂u1
∂x
+ λu1
)
(u¯− u1) (L0)
= −H
(
−∂(u1 − u¯)
∂x
+ λ(u1 − u¯)
)
(u¯− u1) (L0)
−H
(
−∂u¯
∂x
+ λu¯
)
(u¯− u1) (L0) (3.26)
Ensuite, on va reformuler le terme de droite. Les fonctions u1 et u¯ ve´rifient respectivement les
e´quations :
−∂
2u1
∂x2
(x) + a2u1(x) = F1(x), ∀x ∈ [0, L0]
et
−∂
2u¯
∂x2
(x) + a2u(x, 0) = F1(x), ∀x ∈ [0, L0]
u1 − u¯ ve´rifie donc l’e´quation suivante :
−∂
2(u1 − u¯)
∂x2
(x) + a2(u1 − u¯) = a2(u¯(x)− u(x, 0)), ∀x ∈ [0, L0]
En multipliant cette e´quation par u1− u¯, en inte´grant sur [0, L0], en faisant une inte´gration par
parties et en utilisant le fait que u1(0) = u¯(0), on obtient :∫ L0
0
(
∂(u1 − u¯)
∂x
)2
(x)dx+ a2
∫ L0
0
(u1 − u¯)2 (x)dx− ∂(u1 − u¯)
∂x
(L0)(u1 − u¯)(L0) =∫ L0
0
a2(u¯(x)− u(x, 0))(u1(x)− u¯)dx
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D’ou` :
−∂(u1 − u¯)
∂x
(u1 − u¯)(L0) =
∫ L0
0
a2(u¯(x)− u(x, 0))(u1(x)− u¯)dx−A1(u1 − u¯, u1 − u¯)
ou` A1(u1 − u¯, u1 − u¯) =
∫ L0
0
(
∂(u1 − u¯)
∂x
)2
(x)dx+ a2
∫ L0
0
(u1 − u¯)2 (x)dx.
Et donc (3.26) devient :
−
∫ H
0
(
−∂u1
∂x
+ λu1
)
(L0) (u− u2) (L0, z)dz = −H
(
−∂(u1 − u¯)
∂x
+ λ(u1 − u¯)
)
(u¯− u1) (L0)
−H
(
−∂u¯
∂x
+ λu¯
)
(L0) (u¯− u1) (L0)
=
(
−H∂(u1 − u¯)
∂x
(u1 − u¯) + λH (u¯− u1)2
)
(L0)
−H
(
−∂u¯
∂x
+ λu¯
)
(u¯− u1) (L0)
= H
∫ L0
0
a2(u¯(x)− u(x, 0))(u1(x)− u¯)dx
−HA1(u1 − u¯, u1 − u¯) + λH (u¯− u1)2 (L0)
−H
(
−∂u¯
∂x
+ λu¯
)
(u¯− u1) (L0) (3.27)
• Pour re´capituler, l’e´quation (3.20) devient :∫
Γ
∂(u− u2)
∂n
(u− u2) (L0, z)dz =
∫ H
0
(
−∂u
∂x
+ λu
)
(u− u2) (L0, z)dz
−
∫ H
0
(
−∂u1
∂x
+ λu1
)
(L0) (u− u2) (L0, z)dz
−λ
∫ H
0
(u− u2)2 (L0, z)dz
= O(ε2) +O(δ2ε2) +H
∫ L0
0
a2(u¯(x)− u(x, 0))(u1(x)− u¯)dx
−HA(u1 − u¯, u1 − u¯) + λH (u¯− u1)2 (L0)
−λ
∫ H
0
(u− u2)2 dz
(le terme (3.25) se simplifiant avec (3.27)).
Ensuite :∫ L0
0
a2(u¯(x)− u(x, 0))(u1(x)− u¯)dx ≤ a
2
2
∫ L0
0
(u¯(x)− u(x, 0))2dx+ a
2
2
∫ L0
0
(u1(x)− u¯(x))2dx
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D’ou` ∫
Γ
∂(u− u2)
∂n
(u− u2) dz ≤ O(ε2) +O(δ2ε2) +Ha
2
2
∫ L0
0
(u¯(x)− u(x, 0))2dx
−HA1(u1 − u¯, u1 − u¯) +Ha
2
2
∫ L0
0
(u1(x)− u¯(x))2dx
+λH (u¯− u1)2 (L0)− λ
∫ H
0
(u− u2)2 dz
Ensuite il suffit de remarquer que :
−A1(u1 − u¯, u1 − u¯) + a
2
2
∫ L0
0
(u1(x)− u¯(x))2dx ≤ 0
et que :
λH (u¯− u1)2 (L0)− λ
∫ H
0
(u− u2)2 dz = λH
(
1
H
∫ H
0
(u− u2)dz
)2
−λ
∫ H
0
(u− u2)2 dz
= λ
1
H
(∫ H
0
(u− u2)dz
)2
− λ
∫ H
0
(u− u2)2 dz
≤ λ 1
H
(∫ H
0
1
)(∫ H
0
(u− u2)2
)
− λ
∫ H
0
(u− u2)2
≤ 0
Donc en revenant a` la relation (3.19) et en utilisant le fait que u¯(x) = u(x, 0)+O(ε2), on obtient :∫
Ω2
|∇ (u− u2) |2dxdz +
∫
Γ2
B
κ|u− u2|2dx ≤ C(λ, u)(1 + δ2)ε2
ou` C(λ, u) est une constante positive qui, e´tant donne´es les relations (3.21), (3.22) et (3.24),
de´pend de λ et de u. D’ou` :∫
Ω2
|∇ (u− u2) |2dxdz ≤ C(λ, u)(1 + δ2)ε2
Ensuite, comme u−u2 = 0 sur ΓR, on peut utiliser l’ine´galite´ de Poincare´ qui permet de conclure
qu’il existe M > 0 de´pendant de λ, u et du domaine Ω2 tel que :
‖u|Ω2 − u2‖2H1(Ω2) ≤M(λ, u)(1 + δ2)ε2

Remarques :
• Cette majoration de l’erreur permet de donner une ide´e du comportement de celle-ci quand
ε devient tre`s petit.
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• Cette proposition n’est plus valable si l’interface est positionne´e dans une zone ou` les effets
2-D ne sont pas ne´gligeables. En effet, rien ne garantit alors que
∂2u˜
∂x˜2
= O(1).
• La de´pendance de M en λ est continue.
• De meˆme, on peut majorer
∥∥∥uλ12 − uλ22 ∥∥∥2
H1(Ω2)
par M(λ1, λ2, u)(1 + δ
2)ε2 pour tous λ1 et
λ2 strictement positifs.
3.2 Extension au cas 2-D/3-D
La de´marche pre´ce´dente est assez ge´ne´rique et peut eˆtre e´tendue en dimension supe´rieure.
On va donc e´tudier le cas d’un couplage de mode`les 2-D/3-D dans cette section.
3.2.1 Mode`les a` coupler dans le cas de domaines semi-infinis
Les sous-domaines sont ici Ω2 ⊂ R2 et Ω3 ⊂ R3. Pour des raisons de simplicite´ dans le calcul
de l’ope´rateur absorbant 2-D, on choisit Ω2 semi-infini : Ω2 = R
−×R. Le domaine Ω3 est lui de
la forme Ω3 = Ω
+ × (0, H) ou` Ω+ de´signe l’ouvert de R2 de´fini par R+ × R.
Les syste`mes que l’on conside`re sont :
Mode`le 2-D :

−∆u2 + κ
H
u2 = F2 dans Ω2
‖u2‖L2(Ω2) → 0 quand |x|, |y| → +∞
(3.28)
et
Mode`le 3-D :

−∆u3 = F3 dans Ω3
∂u3
∂n
= 0 sur {z = H}
∂u3
∂n
+ κu3 = 0 sur {z = 0}
‖u3‖L2(Ω3) → 0 quand |x|, |y| → +∞
(3.29)
De meˆme que dans le cas 1-D/2-D, ces deux mode`les doivent ve´rifier sur l’interface γ posi-
tionne´e en x = 0 les conditions physiques suivantes :
u2(0, y) =
1
H
∫ H
0
u3(0, y, z)dz
∂u2
∂x
(0, y) =
1
H
∫ H
0
∂u3
∂x
(0, y, z)dz
(3.30a)
(3.30b)
3.2.2 Convergence de l’algorithme de couplage avec des conditions de type
Robin
Pour coupler les mode`les (3.28) et (3.29), on propose un algorithme ite´ratif similaire a` l’al-
gorithme (3.1). A l’ite´ration k les conditions aux limites sur les interfaces γ et Γ s’e´crivent :
39
∂uk+12
∂x
(0, y) + λuk+12 (0, y) =
∂u¯k3
∂x
(0, y) + λu¯k3(0, y) ∀y ∈ R (3.31)
et
−∂u
k+1
3
∂x
(0, y, z) + λuk+13 (0, y, z) = −
∂uk+12
∂x
(0, y) + λuk+12 (0, y) ∀(y, z) ∈ R× (0, H) (3.32)
On a alors le re´sultat suivant :
Proposition 3.3. Pour tout λ > 0, si u03 ∈ H1(Ω3) alors l’algorithme de Schwarz de´fini par
(uk2, u
k
3) et muni des conditions aux limites (3.31) et (3.32) converge dans H
1(Ω2)×H1(Ω3) vers
(uλ2 , u
λ
3) ve´rifiant les contraintes physiques de couplage (3.30a) et (3.30b).
De´monstration :
Pour montrer la convergence de l’algorithme, on va conside´rer les diffe´rences entre deux ite´re´s
successifs de´finies par :
ek+12 (x, y) = u
k+1
2 (x, y)− uk2(x, y) dans Ω2
et
ek+13 (x, y, z) = u
k+1
3 (x, y, z)− uk3(x, y, z) dans Ω3
Les transforme´es de Fourier en y de ces deux fonctions ve´rifient les syste`mes suivants :
−∂
2eˆk+12
∂x2
+
(
η2 +
κ
H
)
eˆk+12 = 0 pour x ≤ 0, η ∈ R
∂eˆk+12
∂x
(0, η) + λeˆk+12 (0, η) =
∂ ˆ¯ek+12
∂x
(0, η) + λˆ¯ek+13 (0, η) pour η ∈ R
(3.33)
et
−∆x,z eˆk+13 + η2eˆk+13 = 0 pour x ≥ 0, z ∈ (0, H) et η ∈ R
∂eˆk+13
∂n
= 0 pour x ≥ 0, z = H et η ∈ R
∂eˆk+13
∂n
+ κeˆk+13 = 0 pour x ≥ 0, z = 0 et η ∈ R
−∂eˆ
k+1
3
∂x
(0, η, z) + λeˆk+13 (0, η, z) = −
∂eˆk+12
∂x
(0, η) + λeˆk+12 (0, η) pour z ∈ (0, H) et η ∈ R
(3.34)
ou` ∆x,z de´signe l’ope´rateur
∂2
∂x2
+
∂2
∂z2
.
En cherchant une solution de (3.33) qui de´croit a` l’infini, eˆk+12 s’e´crit :
eˆk+12 (x, η) = αk+1 exp
(
x
√
η2 +
κ
H
)
(3.35)
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Maintenant le reste de la de´monstration de la convergence de l’algorithme est similaire au cas
1-D/2-D. En effet on a :
−∂
¯ˆek+13
∂x
(0, η) + λ¯ˆek+13 (0, η) = −
∂eˆk+12
∂x
(0, η) + λeˆk+12 (0, η)
∂ ¯ˆek+13
∂x
(0, η) + λ¯ˆek+13 (0, η) =
∂eˆk+22
∂x
(0, η) + λeˆk+22 (0, η)
d’ou` :
¯ˆek+13 (0, η) =
1
2λ
((
λ+
√
η2 +
κ
H
)
αk+2 +
(
λ−
√
η2 +
κ
H
)
αk+1
)
=
1
2λ
(Aαk+2 +Bαk+1)
et
∂ ¯ˆek+13
∂x
(0, k) =
1
2
((
λ+
√
η2 +
κ
H
)
αk+2 −
(
λ−
√
η2 +
κ
H
)
αk+1
)
=
1
2
(Aαk+2 −Bαk+1)
Ensuite comme dans le cas 1-D/2-D, on peut montrer que d’un coˆte´ on a :∫
R+×R×(0,H)
|∇x,z eˆk+13 |2 +
∫
R+×R×(0,H)
η2|eˆk+13 |2 +
∫
R+×R
κ|eˆk+13 |2 = −λ
∫
R
|eˆk+13 |2(0, η)
+
Bαk+1H
2λ
(Aαk+2 +Bαk+1) (3.36)
D’un autre coˆte´ on a :∫
R+×R×(0,H)
|∇x,z eˆk+13 |2 +
∫
R+×R×(0,H)
η2|eˆk+13 |2 +
∫
R+×R
κ|eˆk+13 |2 = −
1
λ
∫
R
∣∣∣∣∣∂eˆk+13∂x
∣∣∣∣∣
2
(0, η)
− Bαk+1H
2λ
(Aαk+2 −Bαk+1)
On en de´duit que :
A2α2k+2 −B2α2k+1 ≤ 0
D’ou` :
α2k+2
α2k+1
≤
∣∣∣∣∣λ−
√
η2 + κ
H
λ+
√
η2 + κ
H
∣∣∣∣∣
2
< 1 (3.37)
La suite (αk)k≥0 tend donc vers ze´ro.
Comme dans le cas 1-D/2-D, ∀k ≥ 0 et ∀n ≥ 0 on a :
(1 + η2)
1
2 (uˆk+n2 (x, η)− uˆk2(x, η)) = (1 + η2)
1
2
n−1∑
p=0
eˆk+p+12
= (1 + η2)
1
2 exp
(
x
√
η2 +
κ
H
) n−1∑
p=0
αk+p+1
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On en de´duit donc que :∫
R
(1 + η2)|uˆk+n2 (x, η)− uˆk2(x, η)|2dη ≤
∣∣∣∣∣∣
n−1∑
p=0
αk+p+1
∣∣∣∣∣∣
2 ∫
R
(1 + η2) exp
(
2x
√
η2 +
κ
H
)
dη
Ensuite, il suffit de voir que la fonction η 7→ (1+η2) 12 exp (x√η2 + κ
H
)
appartient a` L2(R) et que
la suite (αk)k≥0 est majore´e par une suite ge´ome´trique dont le module de la raison est infe´rieur
strictement a` 1 pour de´duire que la suite
(
(1 + η2)
1
2 uˆk2(x, η)
)
k≥0
est une suite de Cauchy dans
L2(R). D’ou` (uk2)k≥0 est une suite de Cauchy dans H
1(Ω2).
De meˆme pour tout k ≥ 0 pour tout n ≥ 0, on a :
∇(uk+n3 − uk3) =
n−1∑
p=0
∇ek+p+13
A partir de de (3.36), on de´duit que :∫
R+×R×(0,H)
|∇x,z eˆk+13 |2 +
∫
R+×R×(0,H)
η2|eˆk+13 |2 ≤
Bαk+1H
2λ
(Aαk+2 +Bαk+1)
Ensuite, en utilisant l’e´galite´ de Parseval et le fait que la suite (αk)k≥0 est majore´e par une suite
ge´ome´trique dont le module de la raison est strictement infe´rieur a` 1, on montre que la suite
(∇uk3)k≥0 est de Cauchy dans L2(Ω3). Enfin, on finit la de´monstration en utilisant le fait que
Ω3 est borne´ dans la direction z ; l’ine´galite´ de Poincare´ implique que (u
k
3)k≥0 est une suite de
Cauchy dans L2(Ω3). Donc (u
k
3)k≥0 est une suite de Cauchy dans H
1(Ω3). 
3.2.3 Convergence de l’algorithme de couplage dans le cas de domaines borne´s
On a choisi dans le paragraphe pre´ce´dent des mode`les 2-D et 3-D de´finis sur des domaines
Ω2 et Ω3 semi-infinis. La convergence de l’algorithme de couplage a e´te´ prouve´e en utilisant la
transforme´e de Fourier, ce qui permet graˆce a` la relation (3.37) d’optimiser le taux de conver-
gence de cet algorithme (on en donnera plus de de´tails dans §3.2.4).
Cependant, on peut conside´rer un proble`me de couplage dans des domaines borne´s inclus res-
pectivement dans R2 et R3 de la forme Ω2 = (−L1, 0)× (0, Ly) et Ω3 = (0, L2)× (0, Ly)× (0, H).
On de´finit dans ce cas le proble`me couple´ par :
mode`le 2-D :

−∆u2 + κ
H
u2 = F2 dans Ω2
u2 = u
d
2 sur ∂Ω2 \ γ
(3.38)
et
mode`le 3-D :

−∆u3 = F3 dans Ω3
∂u3
∂n
= 0 sur {z = H}
∂u3
∂n
+ κu3 = 0 sur {z = 0}
u3 = u
d
3 sur ∂Ω3 \ Γ3T ∪ Γ3B ∪ Γ
(3.39)
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ou` Γ3B = ΓB ∩ ∂Ω3 = {z = 0} ∩ {x > 0} et Γ3T = ΓT ∩ ∂Ω3 = {z = H} ∩ {x > 0} .
Ces deux mode`les doivent ve´rifier sur l’interface γ positionne´e en x = 0 les conditions physiques
suivantes : 
u2(0, y) =
1
H
∫ H
0
u3(0, y, z)dz ∀y ∈ (0, Ly)
∂u2
∂x
(0, y) =
1
H
∫ H
0
∂u3
∂x
(0, y, z)dz ∀y ∈ (0, Ly)
(3.40a)
(3.40b)
En mettant en œuvre un algorithme de Schwarz avec des conditions de type Robin a` chaque
ite´ration k :
∂uk+12
∂x
(0, y) + λuk+12 (0, y) =
∂u¯k3
∂x
(0, y) + λu¯k3(0, y) ∀y ∈ (0, Ly) (3.41)
et
−∂u
k+1
3
∂x
(0, y, z)+λuk+13 (0, y, z) = −
∂uk+12
∂x
(0, y)+λuk+12 (0, y) ∀(y, z) ∈ (0, Ly)×(0, H) (3.42)
on a le re´sultat suivant :
Proposition 3.4. Pour tout λ > 0, si u03 ∈ H1(Ω3), alors l’algorithme de Schwarz de´fini par
(uk2, u
k
3) solutions de (3.38) et (3.39) et muni des conditions aux limites (3.41) et (3.42) converge
dans H1(Ω2) × H1(Ω3) vers (uλ2 , uλ3) ve´rifiant les contraintes physiques de couplage (3.40a) et
(3.40b).
De´monstration :
La convergence de l’algorithme de couplage avec les conditions (3.41) et (3.42) se montre en
remarquant que pour toute fonction u on a :
2λu = (
∂u
∂x
+ λu) + (−∂u
∂x
+ λu)
= B−(u) + B+(u) (3.43)
et
2
∂u
∂x
= B−(u)− B+(u) (3.44)
On de´finit pour tout k ≥ 0 ek+13 = uk+13 − uk3 et ek+12 = uk+12 − uk2. En utilisant les conditions de
Robin sur les interfaces Γ et γ et les relations (3.43) et (3.44), on obtient :∫
Ω3
|∇ek+13 |2dxdydz +
∫
Γ3
B
κ|ek+13 |2dxdy =
H
4λ
∫
γ
B2+(ek+12 )(0, y)dy
− 1
4λ
∫
Γ
B2−(ek+13 )(0, y, z)dydz (3.45)
et ∫
Ω2
|∇ek+12 |2dxdy +
κ
H
∫
Ω2
|ek+12 |2dx =
1
4λ
∫
γ
(
B2−(ek3)− B2+(ek+12 )
)
(0, y)dy
(3.46)
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En multipliant (3.46) par H et en l’additionnant a` (3.45), on a :∫
Ω3
|∇ek+13 |2dxdydz +
∫
Γ3
B
κ|ek+13 |2dxdy +H
∫
Ω2
|∇ek+12 |2dxdy + κ
∫
Ω2
|ek+12 |2dxdy (3.47)
=
H
4λ
∫
γ
B2−(ek3)(0, y)dy −
1
4λ
∫
Γ
B2−(ek+13 )(0, y, z)dydz (3.48)
Ensuite, on a :
H2
∫
γ
B2−(e¯k3)(0, y)dy =
∫
γ
(∫ H
0
B−(ek3)dz
)2
(0, y)dy
Graˆce a` l’ine´galite´ de Cauchy Schwarz, on obtient :∫
γ
B2−(e¯k3)(0, y)dy ≤
1
H
∫
Γ
B2−(ek3)(0, y, z)dydz
La relation (3.47) implique donc que :∫
Ω3
|∇ek+13 |2dxdydz +
∫
Γ3
B
κ|ek+13 |2dxdy +H
∫
Ω2
|∇ek+12 |2dxdy + κ
∫
Ω2
|ek+12 |2dxdy
≤ 1
4λ
∫
Γ
(
B2−(ek3)− B2−(ek+13 )
)
(0, y, z)dydz
En sommant k entre 0 et N pour N ≥ 1, on en de´duit que :
N∑
k=0
∫
Ω3
|∇ek+13 |2dxdydz ≤
1
4λ
∫
Γ
B2−(e03)(0, y, z)dydz
et
H
N∑
k=0
∫
Ω2
|∇ek+12 |2dxdy ≤
1
4λ
∫
Γ
B2−(e03)(0, y, z)dydz
Cela signifie que les se´ries
∑
k≥0
∫
Ω3
|∇ek+13 |2dxdydz et
∑
k≥0
∫
Ω2
|∇ek+12 |2dxdy convergent.
Enfin, on rappelle que pour tous k ≥ 0 et n ≥ 0 on a :
∇(uk+n3 − uk3) =
k+n∑
p=k+1
∇ep3
et
∇(uk+n2 − uk2) =
k+n∑
p=k+1
∇ep2
Ceci est suffisant pour montrer que les suites (∇uk3)k≥0 et (∇uk2)k≥0 sont des suites de Cauchy
respectivement dans L2(Ω3) et L
2(Ω2). On en de´duit graˆce a` l’ine´galite´ de Poincare´ la conver-
gence des suites (uk3)k≥0 et (u
k
2)k≥0 dans respectivement H
1(Ω3) et H
1(Ω2).
On obtient ainsi la convergence de l’algorithme de couplage dans le cas 2-D/3-D pour des do-
maines quelconques. Cependant, dans le cas de domaines semi-infinis en utlisant la transforme´e
de Fourier, on peut comme on va le voir dans la prochaine section, avec moins de difficulte´s
trouver une majoration du taux de convergence. Ceci permet de l’optimiser.
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3.2.4 Sur l’optimisation du taux de convergence
Afin d’optimiser la convergence de cet algorithme de couplage dans le cas 2-D/3-D, on va
exploiter, comme dans le cas 1-D/2-D, et comme on l’a indique´ dans le chapitre 1, l’ope´rateur
absorbant exact 2-D et/ou l’ope´rateur absorbant exact 3-D. Ce dernier e´tant complique´ a` calculer
et a` approcher, on va donc se concentrer sur le calcul et l’approximation de l’ope´rateur 2-D.
Le cas de la de´composition de domaine pour les mode`les 2-D de type :
(α−∆)(u) = f dans Ω = R2, α > 0 (3.49)
ou` u de´croˆıt a` l’infini a e´te´ e´tudie´ dans [13].
Pour re´soudre ce proble`me, on divise le domaine Ω en deux sous-domaines : Ω1 = R
− × R et
Ω2 = R
+ × R et on propose l’algorithme de de´composition de domaine suivant : (α−∆)u
k+1
1 = f1 dans Ω1
(
∂
∂x
+ S1)uk+11 (0, .) = (
∂
∂x
+ S1)uk2(0, .)
puis  (α−∆)u
k+1
2 = f2 dans Ω2
(
∂
∂x
+ S2)uk+12 (0, .) = (
∂
∂x
+ S2)uk+11 (0, .)
ou` Si, i = 1, 2 de´signe l’ope´rateur Dirichlet-to-Neumann associe´ a` l’e´quation (3.49) dans Ωi.
Si on de´signe par σi(k) le symbole de Si pour i = 1, 2 dans l’espace de Fourier, il a e´te´ e´tabli dans
[13] que le taux de convergence de l’algorithme (le rapport entre deux ite´rations successives) est
donne´ par
ρ = ρ(η, α, σ1, σ2) =
∣∣∣∣∣σ1(η)−
√
η2 + α
σ1(η) +
√
η2 + α
.
σ2(η)−
√
η2 + α
σ2(η) +
√
η2 + α
∣∣∣∣∣
Pour une convergence optimale de l’algorithme (convergence en deux ite´rations), il est alors
judicieux de choisir σ1 et σ2 de la fac¸on suivante :
σ1(η) =
√
η2 + α2 et σ2(η) = −
√
η2 + α2
En revanche, la transforme´e de Fourier inverse de ces deux symboles conduit a` des ope´rateurs
non locaux en espace.
Il a e´te´ alors propose´ dans [13] d’approcher σ1 et σ2 par des polynoˆmes de degre´ 2 de la forme :
σ1(η) = p1 + q1η
2 et σ2(η) = p1 + q1η
2
Dans ce cas, les ope´rateurs Si pour i = 1, 2 font intervenir les de´rive´es en y. Les parame`tres p1,
q1, p2 et q2 sont choisis de fac¸on a` minimiser la quantite´ :
ρ = ρ(η, α, p1, q1, p2, q2) =
∣∣∣∣∣p1 + q1η2 −
√
η2 + α
p1 + q1η2 +
√
η2 + α
.
p2 + q2η
2 −
√
η2 + α
p2 + q2η2 +
√
η2 + α
∣∣∣∣∣
Il faut noter que les termes d’ordre 1 disparaissent graˆce a` des arguments de parite´ des ope´rateurs.
Dans le cadre du couplage des mode`les (3.28) et (3.29), le calcul du symbole de l’ope´rateur ab-
sorbant 3-D est plus complique´ que celui du mode`le 2-D et ne´cessite le calcul de la transforme´e
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de Fourier en y et en z, ce qui aboutit a` un symbole σ3(η, w) de´pendant des deux parame`tres
de Fourier η et w. Mais comme on l’a de´ja` indique´, l’utilisation de l’ope´rateur absorbant 2-D
suffit pour assurer la convergence optimise´e de l’algorithme de couplage entre les mode`les (3.28)
et (3.29).
A l’ite´ration k, on peut donc proposer les conditions aux limites sur les interfaces γ et Γ sui-
vantes :
∂uk+12
∂x
(0, y) + S2uk+12 (0, y) =
∂u¯k3
∂x
(0, y) + S2u¯k3(0, y) ∀y ∈ R (3.50)
et
−∂u
k+1
3
∂x
(0, y, z) + S2uk+13 (0, y, z) = −
∂uk+12
∂x
(0, y) + S2uk+12 (0, y) ∀(y, z) ∈ R× (0, H) (3.51)
ou` S2 de´signe l’ope´rateur Dirichlet-to-Neumann du mode`le 2-D. Son symbole dans l’espace de
Fourier est donne´ par :
σ2 =
√
η2 +
κ
H
On peut alors approcher cet ope´rateur a` l’ordre 0 par p et a` l’ordre 2 comme dans [13] par
p+ q2η.
Dans le cas ou` p > 0 et q > 0, on peut montrer que le taux de convergence de´fini par :
ρ =
∣∣∣∣αk+1αk
∣∣∣∣
ou` αk est de´fini par (3.35), ve´rifie :
ρ ≤
∣∣∣∣∣p+ qη2 −
√
η2 + κ
H
p+ qη2 +
√
η2 + κ
H
∣∣∣∣∣
Il suffit alors de chercher p et q strictement positifs qui minimisent la quantite´ :
max
η
∣∣∣∣∣p+ qη2 −
√
η2 + κ
H
p+ qη2 +
√
η2 + κ
H
∣∣∣∣∣
D’un point de vue pratique et avec un mode`le nume´rique, η balaie l’ensemble des fre´quences
≪ visibles ≫ sur la grille de calcul, a` savoir
[
π
Ly
, π∆y
]
ou` Ly de´signe la taille du domaine de calcul
selon la direction y et ∆y le pas de maille dans cette direction (voir [13]).
En re´sume´
Pour re´soudre le cas acade´mique du couplage 1-D/2-D, on a mis en œuvre dans ce chapitre
un algorithme de Schwarz avec des conditions de type Robin. On a montre´ que cet algorithme
de couplage multi-dimensionnel converge pour tout parame`tre de Robin strictement positif. En
particulier, on a obtenu une convergence optimale en deux ite´rations quand λ = λopt pour
lequel l’ope´rateur de Robin est e´gal a` l’ope´rateur absorbant exact 1-D. Ensuite, graˆce a` l’analyse
asymptotique, on a pu controˆler l’erreur entre la partie 2-D de la solution couple´e et la restriction
de la solution globale de re´fe´rence sur le domaine 2-D et mettre en e´vidence l’importance du
choix de la position de l’interface de couplage. Ces re´sultats ont e´te´ e´tendus au cas 2-D/3-D.
Dans le chapitre suivant, on va tester nume´riquement ces diffe´rents re´sultats.
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Chapitre 4
Re´sultats nume´riques
On s’inte´resse dans ce chapitre a` la mise en œuvre nume´rique de la me´thode de couplage
des mode`les (3.1) et (3.2) e´tudie´e dans le chapitre 3. Dans la premie`re partie de ce chapitre,
on commence par pre´senter les deux cas tests que l’on va e´tudier. Ensuite, on s’inte´resse a` la
convergence de l’algorithme de Schwarz 3.1 dans les deux cas. Puis on va illustrer les re´sultats
the´oriques concernant la comparaison de la partie 2-D de la solution couple´e avec la restriction
de la solution de re´fe´rence sur Ω2. Ceci permettra de mettre en e´vidence l’influence du choix de
la position de l’interface du couplage sur l’erreur commise. On verra notamment que les re´sultats
nume´riques sont en cohe´rence avec le choix ≪ intuitif ≫ de l’interface de couplage qui consiste
a` mettre cette interface dans une zone ou` les effets 2-D sont ne´gligeables. Enfin on finira par
mettre en œuvre un algorithme permettant d’ame´liorer le choix de la position de l’interface de
couplage.
Tous les calculs nume´riques de cette section ont e´te´ effectue´s avec le logiciel Freefem++ [20] en
utilisant une discre´tisation en e´le´ments finis P2.
4.1 Description des cas tests
Comme on l’a indique´ dans le chapitre 2, on conside`re le mode`le (3.1) que l’on va remplacer
localement par le mode`le (2.11). On suppose que les effets 2-D sont non ne´gligeables a` partir de
x ≥ L2, et on conside`re les deux situations suivantes :
• Un domaine rectangulaire (voir figure 4.1(a)) avec un rapport d’aspect ε = H
L
tre`s petit
mais avec un terme de forc¸age dans la partie droite du domaine induisant des effets 2-D
non ne´gligeables. Dans ce cas, la de´finition de L2 est seulement base´e sur le support du
terme de forc¸age.
• Un domaine en forme d’entonnoir (voir figure 4.1(b)) contenant une partie fine. Dans ce
cas on soupc¸onne les effets 2-D d’eˆtre non-ne´gligeables dans la partie large du domaine.
La de´finition de L2 de´pend dans ce cas de la ge´ome´trie du domaine.
Dans les deux cas, on choisit L0 < L2 et on re´sout le syste`me couple´ suivant en utilisant
l’algorithme de couplage 3.1 avec des conditions sur les interfaces de type Robin :
Mode`le 1-D :

−∂
2u1
∂x2
+
κ
H
u1 = F1 dans (0, L0)
u1(0) = γ1
(4.1)
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x⋆
L
ΓT
ΓRH ΓL Ω
ΓB
(a) Domaine rectangulaire.
 
 
 
l +H
ΓL
ΓT
ΓB
Ω2
H
L0
L2
ΓR
Γ
(b) Domaine en forme d’entonnoir.
Figure 4.1 – Domaines d’e´tude pour les deux cas tests.
et
Mode`le 2-D :

−∆u2 = F2 dans Ω2
∂u2
∂n
= 0 sur Γ2T = ΓT ∩ ∂Ω2
∂u2
∂n
+ κu2 = 0 sur Γ
2
B = ΓB ∩ ∂Ω2
u2 = γ2 sur ΓR
(4.2)
ou` F1 = F |Ω1 et F2 = F|Ω2 . Les contraintes physiques sont :
u1(L0) =
1
H
∫ H
0
u2(L0, z)dz
∂u1
∂x
(L0) =
1
H
∫ H
0
∂u2
∂x
(L0, z)dz
(4.3a)
(4.3b)
et sont imple´mente´es lors du couplage par l’algorithme de Schwarz au travers des conditions de
Robin : 
∂uk+11
∂x
(L0) + λu
k+1
1 (L0) =
∂u¯k2
∂x
(L0) + λu¯
k
2(L0) sur Γ
−∂u
k+1
2
∂x
(L0, z) + λu
k+1
2 (L0, z) = −
∂uk+11
∂x
(L0) + λu
k+1
1 (L0) sur Γ
(4.4a)
(4.4b)
4.1.1 Cas test ♯1
Le premier cas test consiste a` conside´rer la solution du mode`le 2-D (4.2) dans un domaine
rectangulaire Ω = [0, H]× [0, L] suppose´ peu profond : H ≪ L. On conside`re un terme de forc¸age
de la forme :
F (x, z) = m exp
[−(x− x⋆)2] sin 2πz
H
ou` x⋆ < L
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Figure 4.2 – Solution globale 2-D de re´fe´rence pour L = 20, x∗ = 19, H = 0.5 et κ = 0.001.
Un exemple de la solution globale de re´fe´rence est repre´sente´e sur la figure 4.2.
On note ici que les effets 2-D sont principalement dus a` la forme particulie`re du terme de forc¸age
et sont donc localise´s autour de x⋆.
L’interface de couplage est positionne´e en x = L0 < x
⋆ (voir figure 4.3). On suppose a priori
que dans la partie Ω1 = (0, L0) × (0, H) les effets 2-D sont ne´gligeables et donc on remplace le
mode`le 2-D par le mode`le 1-D.
x⋆
L
ΓT
ΓRH ΓL Ω
ΓB
(a) Domaine global 2-D.
ΓB
0
Ω1
ΓT
L0
Γ ΓRΩ2
x⋆
(b) Domaines du couplage 1D/2D
Figure 4.3 – Cas test ♯1
4.1.2 Cas test ♯2
Le second cas test consiste a` conside´rer un domaine en forme d’entonnoir. Le second membre
est une fonction constante e´gale a` 1 et les effets 2-D sont principalement dus a` la ge´ome´trie du
domaine.
Un exemple de la solution globale de re´fe´rence est repre´sente´e dans la figure 4.4
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Figure 4.4 – Solution globale 2-D de re´fe´rence pour L = 2, H = 0.05, l = 3 et κ = 0.001
Le mode`le couple´ sera ensuite re´solu en coupant le domaine global en deux parties. L’interface
est positionne´e dans ce cas en x = L0, 0 < L0 < L2 (voir figure 4.5).
 
 
 
l +H
ΓL
ΓT
ΓB
Ω2
H
L0
L2
ΓR
Γ
(a) Domaine global 2-D.
 
 
 
ΓR
ΓT
ΓB
Ω2
Ω1 Γ
(b) Domaines du couplage 1D/2D
Figure 4.5 – Cas test ♯2 : domaine en forme d’entonnoir
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4.2 Convergence de l’algorithme de Schwarz
Dans cette section, on va illustrer nume´riquement les re´sultats the´oriques concernant la
convergence de l’algorithme de Schwarz donne´s dans le chapitre 3. En particulier, on mettra en
e´vidence la convergence optimale de l’algorithme pour la valeur λ = λopt. Sur les figures 4.6 et
4.7, on repre´sente la norme L∞ et la norme L2 de la diffe´rence entre deux ite´rations successives
en fonction du nombre d’ite´rations et pour diffe´rentes positions de l’interface pour les deux cas
tests.
On constate alors les diffe´rents points suivants :
• Comme de´montre´ dans le chapitre 3, la convergence est obtenue en deux ite´rations pour
la valeur λopt.
• Le fait que l’algorithme converge est inde´pendant de la position de l’interface. Cela signifie
que si l’on place l’interface dans la zone 1-D ou dans la zone 2-D, la convergence est toujours
assure´e.
• La vitesse de convergence de´pend par contre de la position de l’interface. A` λ fixe´ la vitesse
est d’autant plus rapide que L0 est grand, ce qui est cohe´rent avec la majoration (3.16).
• Ce qui change selon le positionnement de l’interface dans la zone 1-D ou dans la zone 2-D,
est la ≪ qualite´ ≫ de la solution couple´e obtenue a` convergence. On va dans le paragraphe
suivant comparer la partie 2-D de la solution couple´e avec la solution de re´fe´rence pour
estimer cette ≪ qualite´ ≫.
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(a) L0 = 10 (b) L0 = 10
(c) L0 = 16 (d) L0 = 16
(e) L0 = 19 (f) L0 = 19
Figure 4.6 – Convergence de l’algorithme de Schwarz pour le cas test ♯ 1, pour L = 20, H = 0.5,
κ = 0.001, λ = λopt, 1, 5, 10, 20 (du plus rapide au plus lent) et pour diffe´rentes valeurs de L0. A`
gauche : log10(‖uk+12 − uk2‖∞). A` droite : log10(‖uk+12 − uk2‖2).
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(a) L0 = 1 (b) L0 = 1
(c) L0 = 1.5 (d) L0 = 1.5
(e) L0 = 2.5 (f) L0 = 2.5
Figure 4.7 – Convergence de l’algorithme de Schwarz pour le cas test ♯ 2, pour L2 = 2,H = 0.01,
κ = 0.001, l = 3, λ = λopt, 1, 5, 10, 20 (du plus rapide au plus lent) et pour diffe´rentes valeurs de
L0. A` gauche : log10(‖uk+12 − uk2‖∞). A` droite : log10(‖uk+12 − uk2‖2).
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4.3 Comparaison de la solution couple´e avec la solution de re´fe´rence
Pour tester la fiabilite´ de l’algorithme de couplage propose´ dans le chapitre 3, on va dans
cette section comparer nume´riquement la solution obtenue par couplage avec la solution de
re´fe´rence globale dans les deux cas tests de´crits ci-dessus. Cette comparaison sera effectue´e selon
la position de l’interface en x = L0 et selon le rapport d’aspect ε =
H
L
.
A` la diffe´rence des cas classiques de de´composition de domaine, la solution couple´e a` convergence
n’est pas e´gale a` la restriction de la solution globale sur le domaine conside´re´, ceci e´tant duˆ a` la
re´duction du mode`le 2-D.
Sur les figures 4.8 et 4.9, on repre´sente l’erreur en norme H1 entre la solution couple´e et la
solution de re´fe´rence en fonction de ε. La position de l’interface est dans ce cas fixe´e. On a
choisi ici trois valeurs diffe´rentes de L0 et on a teste´ pour deux valeurs de κ, une petite et une
relativement grande. On a indique´ aussi en rouge sur ces figures la pente the´orique correspondant
au terme de droite dans l’ine´galite´ ‖u|Ω2 − u2‖2H1(Ω2) ≤ M(λ, u)(1 + δ2)ε2 de la proposition 3.2
du chapitre 3.
• Pour la plus petite valeur de κ, les re´sultats suivent assez bien la pente the´orique (voir
figures 4.8(a), 4.9(a), 4.9(c) et 4.9(e)). L’erreur augmente logiquement avec L0 et ne suit
plus la pente the´orique car on est entre´ dans la zone 2-D (voir figures 4.8(c) et 4.8(e)).
• En revanche pour la plus grande valeur de κ la courbe d’erreur ne suit plus la pente
the´orique. Ceci est cohe´rent avec le fait qu’on avait suppose´ κ˜ petit dans le chapitre 2
pour e´tablir que les effets 2-D sont ne´gligeables (voir figures 4.8(b), 4.8(d), 4.9(b), 4.9(d)
et 4.9(f)).
Sur les figures 4.10 et 4.11, on repre´sente la norme H1 de la diffe´rence entre la solution couple´e
et la solution de re´fe´rence comme fonction de la position de l’interface pour les deux cas tests.
Dans ce cas, le rapport d’aspect ε est fixe.
• Dans presque tous les cas, les re´sultats nume´riques suivent bien la pente the´orique (sauf
pour la figure 4.10(f) ou` κ et ε sont grands).
• On observe en particulier un changement brusque de la pente de la courbe de fac¸on
cohe´rente avec celui de la courbe de la pente the´orique. En effet, a` partir d’un certaine
valeur de L0, l’erreur croˆıt rapidement (the´oriquement δ → ∞ dans l’estimation de la
proposition 3.2). Ceci peut donc donner une indication sur la valeur inconnue L1 de la
position optimale de l’interface. Dans la prochaine section, on va mettre en œuvre un al-
gorithme simple pour l’estimation de cette valeur L1, position optimale de l’interface.
Enfin sur les figures (4.12(a) ) et (4.12(b) ), on repre´sente l’erreur en norme H1 en fonction de
λ pour L0 et ε fixe´s. On remarque que pour les deux cas tests l’erreur en norme L
2 varie peu
en fonction de λ. En revanche, l’erreur en norme H1 varie d’une fac¸on significative avec λ. Cela
signifie que pour les grandes valeurs de λ, on pe´nalise le raccord de la moyenne verticale du flux.
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(a) L0 = 10 (b) L0 = 10
(c) L0 = 16 (d) L0 = 16
(e) L0 = 19 (f) L0 = 19
Figure 4.8 – Erreur en norme H1 entre la solution couple´e u2 et la solution de re´fe´rence u dans
le domaine Ω2 en fonction de ε en e´chelle logarithmique pour le cas test ♯1, pour L = 20 et
diffe´rentes valeurs de L0. A` gauche : κ = 0.0001 A` droite : κ = 0.1. En rouge la pente the´orique.
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(a) L0 = 1 (b) L0 = 1
(c) L0 = 1.5 (d) L0 = 1.5
(e) L0 = 2 (f) L0 = 2
Figure 4.9 – Idem figure 4.8 pour le cas test ♯2 et L2 = 2.
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(a) h = 0.005 (b) h = 0.005
(c) h = 0.01 (d) h = 0.01
(e) h = 0.1 (f) h = 0.1
Figure 4.10 – Logarithme de l’erreur en norme H1 entre la solution couple´e u2 et la solution de
re´fe´rence u dans le domaine Ω2 en fonction de L0 pour le cas test ♯1, pour L = 20 et diffe´rentes
valeurs de h. A` gauche : κ = 0.001. A` droite : κ = 0.1.
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(a) h = 0.0005 (b) h = 0.0005
(c) h = 0.001 (d) h = 0.001
(e) h = 0.01 (f) h = 0.01
Figure 4.11 – Idem figure 4.10 pour le cas test ♯2 et pour L2 = 2.
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(a) Erreur H1 (b) Erreur H1
(c) Erreur L2 (d) Erreur L2
Figure 4.12 – Logarithme de l’erreur entre la solution couple´e u2 et la solution de re´fe´rence u
dans le domaine Ω2 en fonction de λ pour les deux cas tests. A` gauche : cas test ♯1 pour L = 20
κ = 0.001, L0 = 14 et h = 0.01. A` droite : cas test ♯2 pour L2 = 2 κ = 0.001, l = 3, L0 = 1 et
h = 0.001.
4.4 Choix de la position de l’interface de couplage Γ
Jusqu’a` pre´sent, la position de l’interface est fixe´e d’une fac¸on empirique sans garantie qu’on
soit dans la zone 1-D. Pour de´terminer une position proche de la position optimale x = L1 (voir
chapitre 2 pour la de´finition de L1), on va proposer un algorithme. Pour cela, on suppose que
l’on connait une valeur initiale L01 telle que pour x ≤ L01 les effets 2-D sont ne´gligeables et L2
telle que pour x ≥ L2 les effets 2-D sont importants. On peut alors mettre en œuvre l’algorithme
suivant :
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Pour ∆L01 et ε
′ donne´s tre`s petits :
Initialisation : L01 donne´.
Tant que ‖u2 − u2‖2 ≤ ε′ faire
exe´cuter l’algorithme de Schwarz :
Initialisation : u02 donne´.
A` l’e´tape k (k ≥ 0), re´soudre :{ L1D(uk+12 ) = F1 dans Ω01 = (0, L01)
B1(u
k+1
1 )(L
0
1) = B1(Ruk2)(L01)
puis re´soudre{ L2D(uk+12 ) = F2 dans Ω02 = (L01, L)× (0, h)
B2(u
k+1
2 )(L
0
1, z) = B2(Euk+11 )(L01, z) sur Γ
Fin
L01 = L
0
1 +∆L
0
1
Fin
Algorithme 4.1: Algorithme de recherche de la position ide´ale de l’interface de couplage Γ
L’ope´rateur L1D de´signe l’ensemble des e´quations (3.1) et l’ope´rateur L2D l’ensemble des
e´quations (3.2).
Remarques :
• Sur les figures 4.13 et 4.14, on a repre´sente´ ‖u2−u2‖2,Γ en fonction de la position courante
L01 de l’interface pour chaque pas de l’algorithme de´fini ci-dessus. On a compare´ ce re´sultat
a` ‖u− u‖2,Γ en fonction de L0 pour L0 ∈ [0, L2] (en rouge sur les figures 4.13 et 4.14). On
remarque que les re´sultats obtenus sont tre`s bons dans le sens ou` on suit bien la courbe
the´orique et que l’e´cart entre les deux courbes est minime.
• le choix de ε′ est crucial pour la recherche d’une position de l’interface Γ proche de la
position ide´ale situe´e en x = L1. Trop petit, l’algorithme risque de converger rapidement
sans atteindre une valeur approximative de L1. Trop grand, on risque de passer dans la
re´gion ou` les effets 2-D sont non ne´gligeables. Pour certaines valeurs de ε′ (voir figures
4.13(a), 4.13(c), 4.13(b) et 4.13(d)), la courbe de l’erreur ‖u2 − u2‖2 en fonction de L0
pre´sente un changement brusque de pente, comme c’est le cas pour ‖u − u‖2 en fonction
de L0. Pour des valeurs de ε
′ tre`s petites, l’algorithme peut s’arreˆter avant d’atteindre ce
seuil a` partir duquel on a rupture de pente (voir figures 4.13(f), 4.14(e) et 4.14(f)). On a
donc inte´reˆt a` choisir ε′ de fac¸on a` observer ce changement de pente et de fac¸on a` ce que
l’algorithme s’arreˆte juste apre`s le changement de pente de l’erreur.
• Cet algorithme de recherche n’a d’inte´reˆt pratique que s’il est peu couˆteux en temps de
calcul par rapport au couˆt de la simulation du mode`le global de re´fe´rence. Il faut donc
avoir une position initiale L01 tre`s proche de la valeur optimale L1.
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(a) ε′ = 10−6 (b) ε′ = 10−6
(c) ε′ = 10−8 (d) ε′ = 10−8
(e) ε′ = 10−12 (f) ε′ = 10−10
Figure 4.13 – Erreur en norme L2 entre la solution couple´e u2 et sa moyenne verticale (en bleu)
sur Γ en fonction de L0 pour le cas test ♯1 et pour κ = 0.001. En rouge : idem pour la solution
de re´fe´rence 2-D. A` gauche : erreur pour h = 0.01. A` droite : erreur pour h = 0.1.
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(a) ε′ = 10−6 (b) ε′ = 10−4
(c) ε′ = 10−8 (d) ε′ = 10−6
(e) ε′ = 2 ∗ 10−9 (f) ε′ = 10−7
Figure 4.14 – Erreur en norme L2 entre la solution couple´e u2 et sa moyenne verticale (en bleu)
sur Γ en fonction de L0 pour le cas test ♯2 et pour κ = 0.001. En rouge : idem pour la solution
de re´fe´rence 2-D. A` gauche : erreur pour h = 0.001. A` droite : erreur pour h = 0.01.
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Conclusion
Dans ce chapitre, on a illustre´ nume´riquement les diffe´rents re´sultats the´oriques du chapitre 3.
Plus pre´cise´ment, on a montre´ nume´riquement la convergence de l’algorithme de couplage 3.1
pour tout λ > 0 et plus particulie`rement la convergence optimale pour λ = λopt. Ensuite, on a
e´tudie´ nume´riquement l’erreur en norme H1 entre la solution couple´e et la solution globale sur le
domaine Ω. Les re´sultats obtenus sont ainsi en ade´quation avec la majoration de la proposition
3.2 du chapitre 3. Enfin, on a mis en œuvre un algorithme permettant d’ame´liorer la recherche
de la position optimale de l’interface de couplage.
Dans la deuxie`me partie de cette the`se, on ge´ne´ralisera certains de ces re´sultats dans le cadre
du couplage des e´quations de Navier-Stokes hydrostatiques line´aires 3D et du syste`me de Saint-
Venant line´aire 2D avec viscosite´. On verra plus particulie`rement que la convergence optimale
de l’algorithme de couplage est plus de´licate a` obtenir que dans le cas ide´alise´ qu’on vient de
traiter. Ceci est duˆ au fait que les ope´rateurs absorbants dans ce cas sont non locaux en temps
et en espace.
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Deuxie`me partie
Application au couplage des
syste`mes line´aires de Saint-Venant
2-D et de Navier-Stokes
hydrostatiques 3-D
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Chapitre 5
De´finition des mode`les a` coupler
Dans ce chapitre, on va rappeler brie`vement comment obtenir les e´quations de Navier-Stokes
hydrostatiques 3-D a` partir des e´quations de Navier-Stokes 3-D. Les e´quations de Navier-Stokes
hydrostatiques ont l’avantage d’eˆtre plus simples a` e´tudier que le syste`me de Navier-Stokes, et
leur utilisation est justifie´e dans le cas ou` on a une pression hydrostatique. Ensuite, on pre´sentera
de la meˆme fac¸on comment de´river le syste`me de Saint-Venant 2-D a` partir des e´quations de
Navier-Stokes hydrostatiques dans le cas non-line´aire et dans le cas line´aire. En effet, afin de
mettre en œuvre dans la suite des algorithmes efficaces de type Schwarz et d’utiliser les techniques
usuelles de calcul des ope´rateurs absorbants, on est amene´ a` travailler avec des mode`les line´aires.
5.1 E´quations de Navier-Stokes
Le mouvement d’un fluide dans un domaine de R3 que l’on notera Ωt (voir figure 5.1) est
re´gi par les e´quations de Navier-Stokes. Ce syste`me est compose´ de l’e´quation de conservation
de la masse et de l’e´quation de conservation de la quantite´ de mouvement.
Figure 5.1 – Exemple de domaine Ωt
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5.1.1 E´quation de conservation de la masse
On de´signe par ρ(X, t) la densite´ d’un fluide a` un instant donne´ t et en une position X de
l’espace. On appelle masse du fluide contenue dans Ωt la quantite´ m(t) =
∫
Ωt
ρ(X, t) dX. Cette
masse e´tant constante au cours du temps, cela se traduit par :
Dm(t)
Dt
= 0
ou`
D
Dt
de´signe la de´rive´e particulaire (voir par exemple [5] pour la de´finition).
Ceci implique :
D
Dt
(∫
Ωt
ρ(X, t)dx
)
= 0
En utilisant le the´ore`me de transport (voir [5, chapitre 1]), on obtient :∫
Ωt
(
∂ρ
∂t
+ div(ρU)
)
dX = 0
ou` U de´signe la vitesse du fluide. Ceci e´tant vrai pour tout t et pour tout domaine Ωt, on en
de´duit l’e´quation de la conservation de la masse, appele´e aussi e´quation de continuite´ :
∂ρ
∂t
+ div(ρU) = 0 (5.1)
5.1.2 E´quation de conservation de la quantite´ de mouvement
On suppose que le fluide de densite´ ρ se de´place a` la vitesse U. La quantite´ de mouvement
contenue dans un volume Ωt est donne´e par :∫
Ωt
ρUdX
Selon le the´ore`me fondamental de la dynamique, la variation de la quantite´ de mouvement d’un
fluide est e´gale a` la somme des forces exte´rieures exerce´es sur ce fluide. On distingue deux types
de forces exte´rieures :
− Les forces volumiques : ∫
Ωt
ρfdX
ou` f de´signe la densite´ volumique de force comme l’acce´le´ration de pesanteur, la force de
Coriolis, etc.
− Les forces de surface : ∫
∂Ωt
τ(s)ds
ou` τ de´signe les contraintes surfaciques.
L’e´quation de conservation de la quantite´ de mouvement s’e´crit alors :
D
Dt
(∫
Ωt
ρUdX
)
=
∫
Ωt
ρfdX +
∫
∂Ωt
τ(s)ds
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et en utilisant le the´ore`me de transport, on obtient :∫
Ωt
(
∂ρU
∂t
+ div(ρU⊗U)
)
dX =
∫
Ωt
ρfdX +
∫
∂Ωt
τ(s)ds
ou` ⊗ de´signe le produit tensoriel (voir par exemple [5] pour la de´finition).
Ensuite, d’apre`s le the´ore`me de Cauchy (voir [5, chapitre 1]) le tenseur de contraintes τ s’e´crit
sous la forme τ = σ.n, ou` n est la normale sortante a` Ωt.
L’e´quation de conservation de la quantite´ de mouvement se re´e´crit :∫
Ωt
(
∂ρU
∂t
+ div(ρU⊗U)
)
dX =
∫
Ωt
ρfdX +
∫
Ωt
div(σ)dX
On en de´duit que :
∂ρU
∂t
+ div(ρU⊗U) = ρf + div(σ)
On suppose dans la suite que le fluide est newtonien. Dans ce cas, le tenseur σ s’e´crit :
σ = 2µD(U) + (λdiv(U)− p)Id
ou` p de´signe la pression, D(U) =
1
2
(∇U+∇UT ) de´signe le tenseur des vitesses de de´formation
et µ et λ deux constantes. Le coefficient µ est appele´ viscosite´ dynamique et k =
2
3
µ+λ est appele´
viscosite´ en volume. Comme indique´ dans [5, chapitre 1], la viscosite´ en volume est souvent tre`s
faible. Dans ce cas, le tenseur des contraintes s’e´crit :
σ = 2µD(U)− (p+ 2
3
µ div(U))Id
Le syste`me forme´ par l’e´quation de continuite´ et l’e´quation de conservation de la quantite´ de
mouvement est comple´te´ en ge´ne´ral par l’e´quation de la conservation de l’e´nergie totale. Toute-
fois, on va s’inte´resser dans la suite au cas d’un fluide incompressible, ce qui rend cette e´quation
de conservation de l’e´nergie inutile.
5.1.3 Fluide incompressible
La densite´ d’un fluide de´pend de la tempe´rature et de la pression. On dit qu’un e´coulement
est incompressible si
∂ρ
∂p
= 0. Si on conside`re un e´coulement homoge`ne en espace, isotherme et
incompressible, on a alors une densite´ constante. L’e´quation de continuite´ devient donc :
div(U) = 0
et le tenseur des contraintes s’e´crit :
σ = 2µD(U)− p Id
D’ou` la forme ≪ classique ≫ des e´quations de Navier-Stokes :
div(U) = 0
∂tU+ divU⊗U = div(σ) + f
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Si on noteU = (U, V,W ), les e´quations de Navier-Stokes en coordonne´es carte´siennes s’e´crivent :
∂tU + U∂xU + V ∂yU +W∂zU − µ∆U + ∂xp = f1
∂tV + U∂xV + V ∂yV +W∂zV − µ∆V + ∂yp = f2
∂tW + U∂xW + V ∂yW +W∂zW − µ∆W + ∂zp = f3
∂xU + ∂yV + ∂zW = 0
(5.2a)
(5.2b)
(5.2c)
(5.2d)
Remarque : on a divise´ ici les e´quations d’origine par ρ. Le terme µ de´signe maintenant, par
abus de notation, la viscosite´ cine´matique qui est e´gale a` la viscosite´ dynamique divise´e par la
densite´ ρ.
5.2 E´quations de Navier-Stokes hydrostatiques
La difficulte´s de l’analyse mathe´matique des e´quations de Navier-Stokes, ainsi que les calculs
couˆteux qu’elles engendrent, ont amene´ les physciens a` de´velopper des mode`les plus simples. Les
e´quations de Navier-Stokes hydrostatiques, ou e´quations primitives dans le langage oce´anogra-
phique, constituent dans le cadre des mode`les d’oce´ans a` grande e´chelle une bonne alternative
aux e´quations de Navier-Stokes d’un point de vue nume´rique.
On va rappeler brie`vement dans le paragraphe suivant comment de´river les e´quations de Navier-
Stokes hydrostatiques a` partir des e´quations de Navier-Stokes.
5.2.1 De´rivation des e´quations de Navier-Stokes hydrostatiques
On conside`re le syste`me de Navier-Stokes (5.2) et on suppose que le domaine Ωt est peu
profond. Cela signifie que la hauteur caracte´ristique Hc est tre`s petite devant la longueur ca-
racte´ristique Lc. On conside`re par la suite que les forces exte´rieures f1 et f2 sont nulles et que
f3 = −g.
Dans la suite, on va mettre le syste`me (5.2) sous forme adimensionnelle. On de´finit pour cela
le petit parame`tre ε =
Hc
Lc
(appele´ rapport d’aspect). On introduit ensuite les variables et les
parame`tres sans dimension suivants :
(x, y) = Lc(x˜, y˜), z = Hcz˜, t =
Lc
Uc
t˜, Uh = UcU˜h, W = εUcW˜ , p = U
2
c p˜, ζ = Hcζ˜
et
ν =
1
Re
=
µ
LcUc
, F r =
Uc√
gHc
(5.3)
ou` Uc de´signe une vitesse caracte´ristique, et Re et Fr de´signent respectivement le nombre de
Reynolds et le nombre de Froude.
Dans la suite, afin d’alle´ger les e´critures, on omettra le signe tilde ˜ dans les e´quations sans
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dimension. La mise sous forme adimensionnelle du syste`me (5.2) donne :
∂tU + U∂xU + V ∂yU +W∂zU − ν∆hU − ν
ε2
∂2zU + ∂xp = 0
∂tV + U∂xV + V ∂yV +W∂zV − ν∆hV − ν
ε2
∂2zV + ∂yp = 0
∂tW + U∂xX + V ∂yW +W∂zW − ν∆hW − ν
ε2
∂2zW +
1
ε2
∂zp = − 1
ε2Fr2
∂xU + ∂yV + ∂zW = 0
(5.4a)
(5.4b)
(5.4c)
(5.4d)
ou` l’ope´rateur ∆h de´signe la restriction du laplacien pour les variables horizontales.
On fera aussi dans la suite l’hypothe`se suivante :
ν = ν0ε, ou`, ν0 = O(1) (5.5)
L’approximation hydrostatique consiste alors a` multiplier la troisie`me e´quation (5.4c) par ε2 et
prendre ensuite ε = 0. Ce qui donne, en revenant aux variables dimensionnelles, le syste`me des
e´quations de Navier-Stokes hydrostatiques :
∂tU + U∂xU + V ∂yU +W∂zU − ν∆U + ∂xp = 0
∂tV + U∂xV + V ∂yV +W∂zV − µ∆V + ∂yp = 0
∂zp = −g
∂xU + ∂yV + ∂zW = 0
(5.6a)
(5.6b)
(5.6c)
(5.6d)
On trouve une litte´rature abondante a` propos de ces e´quations (voir par exemple [36] pour le
cas visqueux et [40] pour le cas non visqueux ainsi que les articles cite´s dans ces deux articles).
Remarque : dans la litte´rature, afin de de´river les e´quations de Navier-Stokes hydrostatiques
ou les e´quations primitives, on conside`re souvent deux viscosite´s diffe´rentes : une viscosite´ ho-
rizontale µh et une viscosite´ verticale µv tre`s petite devant µh (voir par exemple [2]). On les
appelle dans ce cas viscosite´s turbulentes. Ceci peut en effet eˆtre justifie´ dans le cadre de la
mode´lisation oce´anique car la rotation domine et la force de Coriolis diminue le mouvement
vertical.
D’un point de vue nume´rique, elle sont introduites pour parame´trer l’effet de dissipation de
l’e´nergie a` l’e´chelle de la maille. La` encore, on a besoin de conside´rer deux viscosite´s diffe´rentes
avec µv ≪ µh.
On suppose donc que µv = ε
2µh. Ceci a pour conse´quence de simplifier le terme en ε
2 devant
∂2zW dans la troisie`me e´quation (5.4c) du syste`me (5.4). L’e´quation hydrostatique est donc
obtenue en prenant ε = 0 sans avoir a` faire l’hypothe`se supple´mentaire (5.5).
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5.2.2 Forme traditionnelle des e´quations de Navier-Stokes hydrostatiques
On re´e´crit Le syste`me des e´quations de Navier-Stokes hydrostatiques a` surface libre sous la
forme suivante : 
∂tUh +U.∇Uh − µ∆Uh + 1
ρ
∇hp = 0
divhUh + ∂zW = 0
∂zp = −ρg
(5.7)
pour (x, y, z, t) ∈ Ωt × R+ = ω × [−b(x, y), ζ(x, y, t)]× R+, ou` ω ⊂ R2 (voir figure 5.1) et ou` les
inconnues sont la vitesse U = (Uh,W ) = (U, V,W ) et la pression p. Le coefficient de viscosite´
cine´matique µ est suppose´ constant. Les ope´rateurs ∇h et divh de´signent respectivement les
restrictions aux variables horizontales du gradient et de la divergence. On note par la suite
Ω = ω × [−b(x, y), ζ(x, y, t)] qui est donc un sous-domaine de R3.
On conside`re les conditions initiales suivantes :
Uh(., 0) = U
ini dans Ω0 et ζ(., 0) = ζ
ini dans ω
Le syste`me (5.7) est comple´te´ par des conditions aux limites qu’on pre´cisera dans le paragraphe
suivant.
Remarque : dans le cadre de l’e´tude des oce´ans, les e´quations (5.7) sont comple´te´es par des
e´quations sur les traceurs. De meˆme la force de Coriolis est conside´re´e. Ici, dans le cadre de
la mode´lisation fluviale on a ne´glige´ le terme de Coriolis. En effet, le rapport entre les forces
d’inertie et la force de Coriolis est tre`s grand devant 1 (ce rapport est caracte´rise´ par le nombre
de Rossby de´fini comme le rapport entre la pe´riode de rotation de la terre et l’e´chelle de temps
caracte´ristique de l’e´coulement).
5.2.3 Conditions aux limites
Le syste`me (5.7) est muni des conditions aux limites suivantes :
Au fond ΓB d’e´quation z = −b(x, y) :
• Condition de non pe´ne´tration (imperme´abilite´) :
Uh(x, y,−b, t).∇b+W (x, y,−b, t) = 0 (5.8)
• Condition de type Navier
(σn.τ 1) τ 1 + (σn.τ 2) τ 2 = k (U.τ 1) τ 1 + k (U.τ 2) τ 2 (5.9)
ou` k est le coefficient de frottement, σ = −pI+µ (∇U+∇Ut) le tenseur des contraintes,
τ 1 et τ 2 les vecteurs tangents au fond et n la normale sortante au fond.
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Dans le cas d’un fond plat (b est une constante), ces deux conditions se re´duisent respectivement
a` :
• Condition d’imperme´abilite´ : W (x, y,−b, t) = 0
• Condition de type Robin : µ∂nUh + kUh = 0
A` la surface libre ΓT d’e´quation z = ζ(x, y, t) :
• Condition cine´matique
∂tζ +Uh.∇hζ −W = 0 (5.10)
Cette condition signifie que les particules de la surface libre restent ≪ colle´es ≫ a` cette
surface au cours du temps. Dans le cas d’un toit rigide, c’est a` dire si ζ ne varie pas, cette
condition implique W = 0.
• Continuite´ des contraintes a` la surface
σ.n = −pan (5.11)
ou` pa est la pression atmosphe´rique et n la normale sortante a` la surface libre. On ne´gligera
par la suite les variations de pa, ce qui nous permet de prendre par la suite σ.n = 0 (la
pression e´tant de´finie a` une constante pre`s).
Sur les bords late´raux :
• Condition de type Dirichlet
Uh = U
d sur ∂Ωt \ (ΓB ∪ ΓT )× R+ et ζ = ζd sur ∂ω × R+
5.2.4 E´limination du terme de pression
Le syste`me (5.7), muni des diffe´rentes conditions aux limites indique´es ci-dessus, peut eˆtre
e´crit sous la forme e´quivalente suivante qui permet d’e´liminer le terme de pression :
∂tUh +U.∇Uh − µ∆Uh + g∇hζ = 0 dans Ωt × R+
divhUh + ∂zW = 0 dans Ωt × R+
∂tζ + divh
(∫ ζ
−b
Uhdz
)
= 0 dans ω × R+
(5.12)
avec les conditions aux limites
(σn.τ 1) τ 1 + (σn.τ 2) τ 2 = k (U.τ 1) τ 1 + k (U.τ 2) τ 2 sur ΓB
Uh.∇b+W = 0 sur ΓB
σ.n = 0 sur ΓT
Uh = U
d sur ∂Ωt \ (ΓB ∪ ΓT )× R+
ζ = ζd sur ∂ω × R+
(5.13)
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et les conditions initiales
U(., 0) = Uini dans Ω0 et ζ(., 0) = ζ
ini dans ω (5.14)
Pour montrer que ce syste`me d’e´quations (5.12) est e´quivalent au syste`me (5.7), il suffit d’e´crire
la pression en fonction de ζ et d’utiliser l’e´quation de continuite´ et la condition cine´matique a`
la surface libre (5.10) (voir la the`se d’A. Decoene [10]).
5.3 De´rivation des e´quations de Saint-Venant 2D
Dans ce qui suit on va rappeler brie`vement la de´rivation des e´quations de Saint-Venant 2D
a` partir des e´quations de Navier-Stokes hydrostatiques en se basant sur les travaux de J.-F.
Gerbeau et B. Perthame [17] et de C. Lucas [28].
5.3.1 Mise sous forme adimensionnelle des e´quations
Pour de´river les e´quations de Saint-Venant, l’hypothe`se principale (qu’on a de´ja` conside´re´e
pour de´river le syste`me des e´quations de Navier-Stokes hydrostatiques) consiste a` supposer que
le domaine Ωt est peu profond. Une seconde hypothe`se faite dans [17] consiste a` conside´rer une
pression hydrostatique. Cette hypothe`se est ne´cessaire dans leur cas car ils de´rivent le syste`me de
Saint-Venant a` partir des e´quations de Navier-Stokes sous sa forme ge´ne´rale. Dans ce chapitre,
elle est de´ja` inte´gre´e dans les e´quations de de´part.
Dans la suite, on met le syste`me (5.12) sous forme adimensionnelle de fac¸on analogue au para-
graphe 5.2.1. ce qui donne pour l’e´quation du moment :
∂tUh + (Uh.∇h)Uh +W∂zUh − ν∆hUh − ν
ε2
∂2zUh +
1
Fr2
∇hζ = 0 (5.15)
Cette e´quation s’e´crit aussi graˆce a` l’e´quation de continuite´ :
∂tUh+divh(Uh⊗Uh)+∂z(UhW )−2νdivh(DhUh)− ν
ε2
∂2zUh−ν∇h∂zW+
1
Fr2
∇hζ = 0 (5.16)
ou`
DhUh =
1
2
 2∂xU ∂yU + ∂xV
∂yU + ∂xV 2∂yV

L’e´quation de continuite´ et l’e´quation en surface libre s’e´crivent :
divhUh + ∂zW = 0 (5.17)
et
∂tζ + divh
(∫ ζ
−b
Uhdz
)
= 0 (5.18)
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Conditions aux limites
Les conditions aux limites s’e´crivent (voir [28] et [30]) :
• A` la surface libre : la continuite´ du tenseur des contraintes :
−2∂xU∂xζ − (∂yU + ∂xV ) ∂yζ + 1
ε2
∂zU + ∂xW = 0
−2∂yV ∂yζ − (∂yU + ∂xV ) ∂xζ + 1
ε2
∂zV + ∂yW = 0
−2∂zW + ∂zU∂xζ + ε2∂xW∂xζ + ∂zV ∂yζ + ε2∂yW∂yζ = 0
(5.19)
• Au fond :
⋄ Condition d’imperme´abilite´ :
Uh(x, y,−b, t).∇b+W (x, y,−b, t) = 0
⋄ Pour un vecteur u = (u1, u2)t on note u⊥ = (−u2, u1)t. Les deux premie`res lignes de la
condition de Navier s’e´crivent alors :
2εν
[(
Dh(Uh)∇hb.∇⊥h b+
1
2
(∇hW + 1
ε2
∂zUh).∇⊥h b
)
(1 + |∇hb|2)∇⊥h b
+
(
DhUh∇hb.∇hb+ 1
2
(∇hW + 1
ε2
∂zUh).∇hb
−1
2
|∇hb|2
(
∂xb(∂zU + ε
2∂xW ) + ∂yb(∂zV + ε
2∂yW ) + 2∂zW
))∇hb]
= KUh|∇hb|2
(
1 + ε2|∇hb|2
) 3
2
ou` K =
k
Uc
. On verra plus loin que la troisie`me ligne n’apporte pas d’information supple´men-
taire.
Dans [17] et [28], afin de de´river les e´quations de Saint-Venant a` partir des e´quations de Navier-
Stokes, les auteurs ont remarque´ qu’il faut aller a` l’ordre 2 en ε pour que les termes de viscosite´
apparaissent. Il en sera de meˆme ici. Dans ce qui suit, on ne gardera que les termes d’ordre
infe´rieur ou e´gal a` 2 en ε dans les conditions aux limites, ce qui donne :
• Continuite´ du tenseur des contraintes en surface :
∂zUh = ε
2 (2Dh(Uh)∇hζ −∇hW ) (5.20)
• En utilisant que pour tout vecteur u on a (u.∇⊥h b)∇⊥h b+ (u.∇hb)∇hb = |∇hb|2u, les deux
premie`res e´quations de la condition de Navier au fond s’e´crivent :
2ενDh(Uh)∇hb+ εν
(
∇hW + 1
ε2
∂zUh
)
= KUh + 2εν∂zW∇hb+ εν(∂zUh.∇hb)∇hb
(5.21)
La troisie`me e´quation, qu’on n’a pas e´crite ici, redonne a` l’ordre 2 en ε la condition
d’imperme´abilite´.
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5.3.2 E´quation des moments inte´gre´e
Une premie`re e´tape pour obtenir le syste`me de Saint-Venant consiste a` inte´grer sur la hauteur
d’eau l’e´quation des moments, l’e´quation de continuite´ et l’e´quation en surface libre. L’e´quation
en surface libre (5.18) est inde´pendante de z et donc elle reste inchange´e en moyennant verti-
calement. En inte´grant l’e´quation de continuite´ (5.17), on retrouve l’e´quation en surface libre.
Enfin l’inte´gration de l’e´quation des moments (5.16) implique le re´sultat suivant :
Lemme 5.1. L’e´quation des moments inte´gre´e donne :
∂
∂t
(∫ ζ
−b
Uhdz
)
+ divh
(∫ ζ
−b
Uh ⊗Uhdz
)
+
1
Fr2
H∇hζ = 2νdivh
(∫ ζ
−b
Dh(Uh)dz
)
−K
ε
Uh|z=−b − ν (−∂zUh.∇hb+ 2∂zW )∇hb
ou` H(x, y, t) = ζ(x, y, t) + b(x, y) pour (x, y, t) ∈ ω × R+
De´monstration
En inte´grant l’e´quation des moments (5.16) entre −b et ζ, on obtient :∫ ζ
−b
∂tUh +
∫ ζ
−b
divh(Uh ⊗Uh) +
∫ ζ
−b
∂z(UhW )− 2ν
∫ ζ
−b
divh(DhUh)− ν
ε2
∫ ζ
−b
∂2zUh
−ν
∫ ζ
−b
∇h∂zW + 1
Fr2
∫ ζ
−b
∇hζ = 0
En utilisant les formules de Leibniz, cette relation devient :
∂
∂t
(∫ ζ
−b
Uhdz
)
− ∂tζUh|z=ζ + divh
(∫ ζ
−b
Uh ⊗Uhdz
)
− ((Uh.∇hζ)Uh)z=ζ
− ((Uh.∇hb)Uh)z=−b + (WUh) |z=ζ − (WUh) |z=−b +
1
Fr2
H∇hζ = 2νdivh
(∫ ζ
−b
Dh(Uh)dz
)
−2νDh(Uh)∇hζ − 2νDh(Uh)∇hb+ ν
ε2
(∂zUh|z=ζ − ∂zUh|z=−b) + ν (∇hW |z=ζ −∇hW |z=−b)
Les termes ∂tζUh|z=ζ + ((Uh.∇hζ)Uh)z=ζ − (WUh) |z=ζ et ((Uh.∇hb)Uh)z=−b+ (WUh) |z=−b
sont nuls graˆce aux conditions cine´matiques au fond et a` la surface libre (5.8) et (5.10).
La continuite´ du tenseur des contraintes a` la surface (5.20) implique :
−2νDh(Uh)∇hζ + ν
ε2
∂zUh|z=ζ + ν∇hW |z=ζ = 0
et la condition de Navier au fond (5.21) donne :
−2νDh(Uh)∇hb− ν
ε2
∂zUh|z=−b − ν∇hW |z=−b = −K
ε
Uh|z=−b − ν (−∂zUh.∇hb+ 2∂zW )∇hb
L’e´quation des moments inte´gre´e devient alors :
∂
∂t
(∫ ζ
−b
Uhdz
)
+ divh
(∫ ζ
−b
Uh ⊗Uhdz
)
+
1
Fr2
H∇hζ = 2νdivh
(∫ ζ
−b
Dh(Uh)dz
)
−K
ε
Uh|z=−b − ν (−∂zUh.∇hb+ 2∂zW )∇hb

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5.3.3 E´quations de Saint-Venant a` l’ordre 1
Lemme 5.2. En variables dimensionnelles, le syste`me de Saint-Venant a` l’ordre 1 s’e´crit :
∂tH + divh(Hu) = 0 dans ω × R+
∂t(Hu) + divh (Hu⊗ u) + gH∇hζ = −ku dans ω × R+
(5.22)
De´monstration
Tout d’abord on va faire, comme dans [17] et [28], les hypothe`ses supple´mentaires suivantes :
ν = εν0 et K =
k
Uc
= εK0, ou` ν0 et K0 sont O(1)
L’e´quation (5.15) et les conditions (5.20) et (5.21) impliquent :
∂2zUh = O(ε), ∂zUh|z=ζ = O(ε) et ∂zUh|z=−b = O(ε)
ce qui signifie qu’au premier ordre, on a :
Uh(x, y, z, t) = Uh(x, y, t) +O(ε)
et
(Uh ⊗Uh)(x, y, z, t) = (Uh ⊗Uh)(x, y, t) +O(ε)
Au premier ordre l’e´quation (5.22) devient :
∂t
(
HUh
)
+ divh
(
HUh ⊗Uh
)
+
1
Fr2
H∇hζ = −K0Uh
L’e´quation en surface libre donne quant a` elle :
∂tζ + divh(HUh) = 0
En variables dimensionnelles on obtient alors le syste`me de Saint-Venant du premier ordre
suivant : 
∂tH + divh(Hu) = 0
∂t(Hu) + divh (Hu⊗ u) + gH∇hζ = −ku

On remarque donc, comme c’est le cas dans [17] et [28], que les termes de viscosite´ n’apparaissent
pas a` l’ordre 1. Il faudra donc pousser l’analyse asymptotique jusqu’a` l’ordre 2.
5.3.4 E´quations de Saint-Venant a` l’ordre 2
Lemme 5.3. Le syste`me de Saint-Venant a` l’ordre 2 s’e´crit :
∂tH + divh(Hu) = 0 dans ω × R+
∂t(Hu) + divh (Hu⊗ u) + gH∇hζ = − k
1 + kH3µ
u+ 2µ divh (HDh(u)) dans ω × R+
(5.23)
77
De´monstration
D’apre`s l’e´quation (5.15), on a
ν
ε2
∂2zUh = ∂tUh + divh(Uh ⊗Uh) + ∂z(UhW )− 2ν divh(DhUh))− ν∇h∂zW +
1
Fr2
∇hζ
= ∂tUh + divh(Uh ⊗ U¯h) + 1
Fr2
∇hζ +O(ε)
= −K0
H
Uh(x, y,−b, t) +O(ε)
En inte´grant entre −b et z et en utilisant la condition de Navier qui donne au premier ordre la
relation
ν0
ε
∂zUH |z=−b = K0Uh|z=−b +O(ε), on obtient :
ν0
ε
∂zUh = K0Uh|z=−b
(
1− z + b
H
)
+O(ε) (5.24)
Ensuite, en re´inte´grant une deuxie`me fois, on a :
Uh(x, y, z, t) = Uh(x, y,−b, t)
(
1 + ε
K0
ν0
∫ z
−b
(
1− s+ b
H
)
ds
)
+O(ε2)
= Uh(x, y,−b, t)
(
1 + ε
K0
ν0
(z + b)
(
1− z + b
2H
))
+O(ε2) (5.25)
D’ou`
Uh = Uh(x, y,−b, t)
(
1 +
K0H ε
3ν0
)
+O(ε2) (5.26)
Puis, on a :
U2h(x, y, z, t) = U
2
h(x, y,−b, t)
(
1 + 2ε
K0
ν0
(z + b)
(
1− z + b
2H
))
+O(ε2)
et donc d’apre`s (5.26), on a :
U2h = U
2
h(x, y,−b, t)
(
1 +
2K0Hε
3ν0
)
+O(ε2)
= U
2
h
(
1 +
2K0Hε
3ν0
)(
1− 2K0Hε
3ν0
)
+O(ε2)
= U
2
h +O(ε
2)
De meˆme on peut montrer que :
Uh ⊗Uh = Uh ⊗Uh +O(ε2)
En ne gardant que les termes d’ordre 2 en ε dans l’e´quation (5.22), on obtient :
∂t
(
HUh
)
+ divh
(
HUh ⊗Uh
)
+
1
Fr2
H∇hζ = 2νdivh
(
HDh(Uh)
)
− K0
1 + K0Hε3ν0
Uh − 2ν∂zW∇hb
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Pour ne´gliger le terme 2ν∂zW∇hb, il est ne´cessaire de faire une hypothe`se sur ∇hb, a` savoir
∇hb = O(ε). Cette hypothe`se parait en tout e´tat de cause assez raisonnable pour des fonds
faiblement variables.
En revenant aux variables dimensionnelles, le syste`me Saint-Venant a` l’ordre 2 est alors :
∂tH + divh(Hu) = 0
∂t(Hu) + divh (Hu⊗ u) + gH∇hζ = − k
1 + kH3µ
u+ 2µdivh (HDh(u))

5.4 Mode`les line´arise´s
Dans la perspective de mettre en œuvre un algorithme de couplage efficace de type Schwarz,
on va dans la suite line´ariser le syste`me des e´quations de Navier-Stokes hydrostatiques (5.12) et
en de´duire le syste`me de Saint-Venant line´arise´. Cela permettra d’utiliser les techniques usuelles
pour de´velopper les ope´rateurs absorbants conduisant a` une convergence rapide de l’algorithme
de couplage.
5.4.1 E´quations de Navier-Stokes hydrostatiques line´arise´es
Dans la suite on fait l’hypothe`se qu’on est en pre´sence d’un fond plat b(x, y) = h dans ω,
ou` h est maintenant une constante. Ensuite, on line´arise le syste`me (5.12) autour de la vitesse
constante (U0, w0) = (u0, v0, 0) et autour de ζ0 = 0.
Les composantes du vecteur vitesse et ζ s’e´crivent alors :
U = u0 + U˜ , V = v0 + V˜ , W = W˜ et ζ = ζ˜
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Lemme 5.4. Le syste`me (5.12) line´arise´ autour du profil (u0, v0, 0, 0) s’e´crit :
∂tUh +U0.∇hUh − µ∆Uh + g∇hζ = 0 dans Ω× R+ = ω × [−h, 0]× R+
∂tζ + h divh(Uh) +U0.∇hζ = 0
divhUh + ∂zW = 0
µ∂zUh = 0 en z = 0
−µ∂zUh + kUh = 0 en z = −h
W (x, y,−h, t) = 0
Uh = U
d sur ∂Ω \ (ΓB ∪ ΓT )
ζ = ζd sur ∂ω
Uh(., 0) = U
ini dans Ω et ζ(., 0) = ζini dans ω
(5.27)
De´monstration
En utilisant le fait que la vitesse horizontale U0 = (u0, v0) est une constante et que w0 = 0,
l’e´quation des moments s’e´crit :
∂tU˜h +U0.∇U˜h + U˜h.∇U˜h − µ∆U˜h + g∇hζ˜ = 0
Ensuite, on ne´glige le terme non-line´aire U˜h.∇U˜h. En omettant le signe tilde ˜ on obtient
l’e´quation des moments line´arise´e :
∂tUh +U0.∇hUh − µ∆Uh + g∇hζ = 0
L’e´quation de continuite´ donne :
divhU˜h + ∂zW˜ = 0
L’e´quation en surface libre donne :
∂tζ + divh
(∫ ζ
−h
Uhdz
)
= 0
et
div
(∫ ζ
−h
Uhdz
)
= div
(∫ 0
−h
(U0 + U˜h) +
∫ ζ
0
(U0 + U˜h)dz
)
= h div(U˜h) +U0.∇hζ + div(
∫ ζ
0
U˜h)
En ne´gligeant le terme div(
∫ ζ
0 U˜h) et en omettant ˜ , on obtient :
∂tζ + hdiv(Uh) +U0.∇hζ = 0
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Enfin, les conditions de continuite´ du tenseur de contraintes a` la surface, la condition d’im-
perme´abilite´ et la condition de Navier au fond deviennent :
∂zUh = 0 en z = 0
W (x, y,−h, t) = 0
et
−µ∂zUh + kUh = 0 en z = −h
Le syste`me line´arise´ (5.27) est de´fini dans le domaine fixe ω × [−h, 0]× R+ = Ω× R+.
Dans la suite, comme le terme W disparait de l’e´quation des moments, on de´signera par les
e´quations de Navier-Stokes hydrostatiques line´aires le syste`me :
∂tUh +U0.∇hUh − µ∆Uh + g∇hζ = 0 dans Ω× R+ = ω × [−h, 0]× R+
∂tζ + h divh(Uh) +U0.∇hζ = 0
µ∂zUh = 0 en z = 0
−µ∂zUh + kUh = 0 en z = −h
Uh = U
d sur ∂Ω \ (ΓB ∪ ΓT )
ζ = ζd sur ∂ω
Uh(., 0) = U
ini dans Ω , et ζ(., 0) = ζini dans ω
(5.28)
en gardant a` l’esprit que W s’obtient a` partir de :
divhUh + ∂zW = 0
W (x, y,−h, t) = 0
(5.29)
5.4.2 De´rivation des e´quations de Saint-Venant line´aires a` partir des e´quations
de Navier-Stokes hydrostatiques line´arise´es
Comme dans le cas non-line´aire, on suppose que le domaine Ω est peu profond. On de´finit
donc le petit parame`tre ε =
h
Lc
, ou` Lc de´signe la longueur horizontale caracte´ristique. La hauteur
caracte´ristique est e´gale dans le cas line´aire a` h.
On introduit ensuite les variables et les parame`tres sans dimension suivants :
(x, y) = Lc(x˜, y˜), z = hz˜, t =
Lc
Uc
t˜, Uh = UcU˜h, ζ = hζ˜
et
ν =
1
Re
=
µ
LcUc
, F r =
Uc√
gh
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Le syste`me (5.28) s’e´crit en variables adimensionnelles :
∂tUh +U0.∇hUh − ν∆hUh − ν
ε2
∂2zUh +
1
Fr2
∇hζ = 0 dans ω˜ × [−1, 0]× R+
∂tζ + divh(Uh) +U0.∇hζ = 0
ν∂zUh = 0 en z = 0
−ν
ε
∂zUh +KUh = 0 en z = −1
Uh(., 0) = U
ini dans ω˜ × [−1, 0] , et ζ(., 0) = ζini dans ω˜
(5.30)
E´quation des moments inte´gre´e
Comme dans le cas non-line´aire, on commence par inte´grer l’e´quation des moments. Dans le
cas line´aire on obtient :
Lemme 5.5. L’e´quation des moments inte´gre´e s’e´crit :
∂tUh + (U0.∇h)Uh − ν∆hUh + K
ε
Uh|z=−1 + 1
Fr2
∇hζ = 0 (5.31)
De´monstration
Il suffit d’inte´grer entre −1 et 0 et d’utiliser la condition aux limites au fond. 
Syste`me de Saint-Venant line´aire a` l’ordre 1
Lemme 5.6. Le syste`me de Saint-Venant line´aire a` l’ordre 1 s’e´crit en variables dimension-
nelles : 
∂tζ + hdivh(u) +U0.∇hζ = 0
∂tu+ (U0.∇h)u+ g∇hζ = −k
h
u
(5.32)
De´monstration
On suppose qu’on a ν = εν0 et que K = εK0. D’apre`s le syste`me (5.30), on de´duit que :
∂zUh = O(ε), et ∂zUh|z=−1 = O(ε)
D’ou`
Uh(x, y, z, t) = Uh(x, y,−1, t) +O(ε)
= Uh(x, y, t) +O(ε)
En ne gardant que les termes d’ordre 1 dans l’e´quation des moments inte´gre´e (5.31) et dans
l’e´quation de continuite´, on obtient le syste`me suivant :
∂tζ + divh(Uh) +U0.∇hζ = 0
∂tUh + (U0.∇h)Uh + 1
Fr2
∇hζ = −K0Uh
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Il suffit ensuite de revenir aux variables dimensionnelles. 
Syste`me de Saint-Venant line´aire d’ordre 2
Lemme 5.7. Le syste`me de Saint-Venant line´aire a` l’ordre 2 s’e´crit en variables dimension-
nelles : 
∂tζ + hdivh(u) +U0.∇hζ = 0
∂tu+ (U0.∇h)u+ g∇hζ = − k
h+ kh
2
3µ
u+ µ∆hu
(5.33)
De´monstration
D’apre`s la premie`re e´quation du syste`me (5.30), on a :
ν0
ε
∂2zUh = ∂tUh +U0.∇Uh − µ∆hUh +
1
Fr2
∇hζ
= ∂tUh +U0.∇Uh + 1
Fr2
∇hζ +O(ε)
= −K0Uh|z=−1 +O(ε)
En inte´grant entre z et 0 on obtient :
∂zUh = −K0ε
ν0
zUh|z=−1 +O(ε2)
Ensuite, en inte´grant a` nouveau, entre −1 et z cette fois-ci, on a
Uh = Uh|z=−1
(
1− K0ε
2ν0
(z2 − 1)
)
+O(ε2) (5.34)
On en de´duit la relation d’ordre 2 suivante :
Uh = Uh|z=−1
(
1 +
K0ε
3ν0
)
+O(ε2) (5.35)
A` partir de l’e´quation (5.31), on obtient a` l’ordre 2 :
∂tUh + (U0.∇h)Uh − ν∆hUh + K0
1 + K0ε3ν0
Uh +
1
Fr2
∇hζ = 0
Enfin il suffit de revenir aux variables dimensionnelles. 
5.4.3 Line´arisation du syste`me de Saint-Venant 2-D
Si on line´arise directement le syste`me (5.23) de Saint-Venant non line´aire autour de la vitesse
constante U0 = (u0, v0) et autour de ζ0 = 0 (dans ce cas on a H = h+ ζ ou` ζ est tre`s petit), on
obtient le syste`me (5.36) ci-dessous. Celui-ci est diffe´rent du syste`me (5.33), ce qui signifie que
les ope´rations line´arisation et moyenne verticale ne commutent pas.
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Lemme 5.8. Le syste`me de Saint-Venant line´arise´ s’e´crit :
∂tζ + hdivh(u) +U0.∇hζ = 0
∂t(hu) + (hU0.∇h)u+ g
2
h∇hζ = −αu+ 2µdiv (hDh(u))− αU0 + βU0ζ
(5.36)
ou` α =
k
1 + kh3µ
et β =
k2
3µ(1 + kh3µ )
2
.
De´monstration
Compte-tenu du fait que l’e´quation du fond ne de´pend pas du temps, la premie`re e´quation s’e´crit
aussi :
∂tζ + divh(Hu) = 0
Elle se line´arise donc de la meˆme manie`re que celle du syste`me des e´quations primitives.
Ensuite, on a :
∂t(Hu) + divh (Hu⊗ u) + g
2
H∇hζ = ∂t(h+ ζ)(U0 + u˜) + divh ((h+ ζ)(U0 + u˜)⊗ (U0 + u˜))
g
2
(h+ ζ)∇hζ
En ne gardant que les termes line´aires, on obtient :
∂tu˜+ (hU0.∇h)u˜+ g
2
h∇hζ
Le terme 2µ divh (HDh(u)) se line´arise en 2µ divh (hDh(u˜)).
Enfin, le terme de traˆıne´e s’e´crit :
k
1 + kH3µ
u =
k
1 + k(h+ζ)3µ
(U0 + u˜)
=
k
(1 + kh3µ )(1 + ζ
k
3µ(1+ kh
3µ
)
)
(U0 + u˜)
=
k
1 + kh3µ
(U0 + u˜)
(
1− ζ k
3µ(1 + kh3µ )
+O(ζ2)
)
En ne gardant que les termes line´aires, on obtient :
k
1 + kh3µ
u˜+
k
1 + kh3µ
U0 − k
2U0
3µ(1 + kh3µ )
2
ζ
En omettant le signe ˜ on obtient le syste`me (5.36). 
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En re´sume´
On a rappele´ dans ce chapitre comment de´river le syste`me de Saint-Venant 2-D a` partir des
e´quations de Navier-Stokes hydrostatiques 3-D dans le cas line´aire et dans le cas non-line´aire.
Dans la suite on utilisera le syste`me de Saint-Venant (5.33) obtenu a` partir du syste`me d’e´quations
de Navier-Stokes hydrostatiques line´arise´es pour eˆtre cohe´rent avec la partie 1. On fera l’analyse
mathe´matique de ce syste`me sans terme de frottement dans le chapitre 8.
Dans le chapitre suivant, on va commencer par donner la de´finition du proble`me couple´ im-
pliquant les syste`mes (5.33) et (5.28) en pre´cisant les ope´rateurs de restriction et d’extension.
Ensuite, on va pre´senter un algorithme ge´ne´ral de couplage et on montrera que sous certaines
hypothe`ses, la convergence de cet algorithme est e´quivalente a` la convergence de l’algorithme
usuel de de´composition de domaine du syste`me de Saint-Venant.
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Chapitre 6
Algorithme de couplage
Afin d’alle´ger les couˆts de calcul, on va reprendre l’ide´e de´veloppe´e dans la partie 1, a` savoir
remplacer localement le syste`me des e´quations de Navier-Stokes hydrostatiques line´aires 3-D
par le syste`me de Saint-Venant 2-D et re´soudre un proble`me couple´ entre ces deux mode`les. On
commencera par donner la de´finition de la notion de couplage en pre´cisant les conditions de trans-
mission physiques. Ensuite, on pre´sentera un algorithme de couplage sous une forme ge´ne´rale en
indiquant le choix des ope´rateurs de restriction et d’extension. Enfin, graˆce a` l’hypothe`se que la
friction est nulle au fond, on va montrer que la convergence de cet algorithme est e´quivalente a`
celle de l’algorithme usuel de de´composition de domaine du syste`me de Saint-Venant.
6.1 De´finition du proble`me couple´
6.1.1 Les mode`les a` coupler
Dans ce qui suit, on divise le domaine Ω = ω × [−h, 0] en deux sous-domaines :
Ω− = ω− × [−h, 0] et Ω+ = ω+ × [−h, 0]
On note dans ce cas Γ l’interface entre Ω− et Ω+ et on suppose qu’elle est positionne´e en x = 0.
On note γ l’interface entre ω− et ω+. On propose ensuite de remplacer dans le domaine Ω− les
e´quations de Navier-Stokes hydrostatiques line´arise´es par le syste`me de Saint-Venant (5.33). Ce
dernier est donc pose´ dans le domaine ω−.
On conside`re alors les deux mode`les :
∂tu+ (U0.∇h)u+ g∇hζ − µ∆hu = 0 dans ω− × R+
∂tζ + h divh(u) +U0.∇hζ = 0 dans ω− × R+
(u, ζ) =
(
U
d
−, ζ
d
−
)
sur ∂ω−ext × R+
u(., 0) = U
ini
− dans ω
− et ζ(., 0) = ζini− dans ω
−
(6.1a)
(6.1b)
(6.1c)
(6.1d)
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et 
∂tUh + (U0.∇h)Uh − µ∆Uh + g∇hζ = 0 dans Ω+ × R+
∂tζ + h divh(Uh) +U0.∇hζ = 0 dans ω+ × R+
µ∂zUh = 0 en z = 0
µ∂zUh = 0 en z = −h
Uh = U
d
+ sur (∂Ω
+
ext \ ΓB ∪ ΓT )× R+
ζ = ζd+ sur ∂ω
+
ext × R+
Uh(., 0) = U
ini
+ dans Ω
+ et ζ(., 0) = ζini+ dans ω
+
(6.2a)
(6.2b)
(6.2c)
(6.2d)
(6.2e)
(6.2f)
(6.2g)
qu’on cherche a` coupler a` travers les interfaces γ et Γ = γ× [−h, 0]. Les frontie`res ∂ω−ext et ∂Ω+ext
de´signent respectivement ∂ω− \ γ et Ω+ \ Γ.
On rappelle ici que Uh = (U, V ) de´signe le vecteur vitesse horizontale en dimension 3 d’espace :
Uh : Ω
+ ⊂ R3 −→ R2
(x, y, z) 7−→ (U, V )
tandis que u de´signe le vecteur vitesse horizontale en dimension 2 d’espace :
u : ω− ⊂ R2 −→ R2
(x, y) 7−→ (u, v)
La solution du syste`me (6.2) est dans ce cas note´e (Uh, ζ) et celle de (6.1) est note´e (u, ζ), ou`
ζ de´signe dans les deux cas (par abus de notation) la surface libre.
On a line´arise´ dans le chapitre pre´ce´dent le syste`me des e´quations de Navier-Stokes hydrosta-
tiques autour de la vitesse (U0, 0) = (u0, v0, 0), ce qui a conduit a` la disparition des termes enW
dans l’e´quation des moments. Toutefois la vitesse verticale peut toujours s’obtenir en re´solvant
l’e´quation de continuite´ munie de la condition d’imperme´abilite´ au fond, voir (5.29).
Remarques :
• Dans ce chapitre on conside`re qu’il n’y a pas frottement au fond, ce qui simplifie les
e´quations mais n’enle`ve pas pour autant les difficulte´s du calcul des ope´rateurs absorbants
exacts des deux syste`mes ci-dessus (voir chapitre 7).
• Il s’agit ici d’une formulation sans forc¸age exte´rieur ni terme source, ce qui se traduit par
des seconds membres nuls dans (6.2). Ajouter de tels termes ne changerait pas la nature
du proble`me mathe´matique qu’on e´tudie ici.
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Ces deux mode`les seront couple´s a` travers des conditions a` l’interface, dont la forme ge´ne´rale
est :
B− (u, ζ−) = B− (R(Uh, ζ+)) sur γ × R+ (6.3)
B+ (Uh, ζ+) = B+ (E(u, ζ−)) sur Γ× R+ (6.4)
ou` les ope´rateurs R et E sont respectivement l’ope´rateur de restriction (ou de projection) sur
γ et l’ope´rateur d’extension (ou de rele`vement) sur Γ qui restent a` de´finir, et ou` les ope´rateurs
aux limites B− et B+ restent a` de´terminer.
6.1.2 Conditions de transmission physiques
Comme on l’a vu dans les chapitres 2 et 3, un outil important pour le choix des conditions
aux limites est la de´termination des conditions de transmission physiques associe´es aux mode`les,
c’est-a`-dire les quantite´s naturellement transmises par ces e´quations.
Lemme 6.1. Les conditions de transmission pour le syste`me des e´quations de Navier-Stokes
hydrostatiques (5.28) a` travers l’interface Γ traduisent la continuite´ des deux quantite´s suivantes :(
µ∂xUh − u0Uh − g
(
ζ
0
)
, u0ζ + hU
)
(6.5)
De´monstration
Soit V ∈ D(Ω,R2). En effectuant son produit scalaire dans L2(Ω) avec l’e´quation (6.2a), on a∫
Ω
∂tUh.V +
∫
Ω
(U0.∇h)Uh.V − µ
∫
Ω
∆Uh.V + g
∫
Ω
∇hζ.V = 0 (6.6)
En utilisant les formules de Green et de Stokes et le fait queV est a` support compact, on trouve :
∫
Ω
∂tUh.V−
∫
Ω
(U0.∇h)V.Uh+µ
∫
Ω
∇hUh : ∇hV+µ
∫
Ω
∂zUh.∂zV− g
∫
Ω
ζ divhV = 0 (6.7)
ou` : de´signe le produit contracte´ (voir [5] pour la de´finition).
D’un autre coˆte´, en utilisant le fait que Ω = Ω− ∪ Ω+, l’e´quation (6.6) devient :∫
Ω+
∂tUh.V +
∫
Ω+
(U0.∇h)Uh.V − µ
∫
Ω+
∆Uh.V + g
∫
Ω+
∇hζ.V
+
∫
Ω−
∂tUh.V +
∫
Ω−
(U0.∇h)Uh.V − µ
∫
Ω−
∆Uh.V + g
∫
Ω−
∇hζ.V = 0
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Ensuite, en inte´grant par parties sur chaque sous-domaine, on trouve :∫
Ω+
∂tU
+
h .V −
∫
Ω+
(U0.∇h)V.U+h +
∫
Γ
u0(U
+
h .V)n
+
1 +
∫
Γ
v0(U
+
h .V)n
+
2 + µ
∫
Ω+
∇hU+h : ∇hV
+µ
∫
Ω+
∂zU
+
h .∂zV − µ
∫
Γ
∂n+U
+
h .V − g
∫
Ω+
ζ divhV + g
∫
Γ
ζ
(
n+1
n+2
)
.V
+
∫
Ω−
∂tU
−
h .V −
∫
Ω−
(U0.∇h)V.U−h +
∫
Γ
u0(U
−
h .V)n
−
1 +
∫
Γ
v0(U
−
h .V)n
−
2 + µ
∫
Ω−
∇hU−h : ∇hV
+µ
∫
Ω−
∂zU
−
h .∂zV − µ
∫
Γ
∂n−U
−
h .V − g
∫
Ω−
ζ divhV + g
∫
Γ
ζ
(
n−1
n−2
)
.V
= 0
ou` U+h et U
−
h de´signent les valeurs de Uh de part et d’autre de l’interface.
Les vecteurs n+ = (n+1 , n
+
2 , n
+
3 )
t et n− = (n−1 , n
−
2 , n
−
3 )
t sont respectivement les normales sor-
tantes a` Ω+ et Ω− (n+ = −n− sur Γ).
En regroupant les diffe´rents termes, on a :∫
Ω
∂tUh.V −
∫
Ω
(U0.∇h)V.Uh + µ
∫
Ω
∇hUh : ∇hV + µ
∫
Ω
∂zUh.∂zV − g
∫
Ω
ζ divhV
+
∫
Γ
u0(U
+
h .V)n
+
1 +
∫
Γ
v0(U
+
h .V)n
+
2 − µ
∫
Γ
∂n+U
+
h .V + gζ+
∫
Γ
(
n+1
n+2
)
.V
+
∫
Γ
u0(U
−
h .V)n
−
1 +
∫
Γ
v0(U
−
h .V)n
−
2 − µ
∫
Γ
∂n−U
−
h .V + gζ−
∫
Γ
(
n−1
n−2
)
.V = 0
En utilisant (6.7), on obtient ∀V ∈ D(Ω,R2) :∫
Γ
(u0U
+
h n
+
1 + v0U
+
h n
+
2 ).V − µ
∫
Γ
∂n+U
+
h .V + gζ+
∫
Γ
(
n+1
n+2
)
.V
+
∫
Γ
(u0U
−
h n
−
1 + v0U
−
h n
−
2 ).V − µ
∫
Γ
∂n−U
−
h .V + gζ−
∫
Γ
(
n−1
n−2
)
.V = 0
On a donc sur l’interface Γ :
−µ∂n+U+h+(u0U+h n+1 +v0U+h n+2 )+gζ+
(
n+1
n+2
)
= µ∂n−U
−
h−(u0U−h n−1 +v0U−h n−2 )−gζ−
(
n−1
n−2
)
En plac¸ant l’interface Γ en x = 0 on a n+ =
 −10
0
 et n− =
 10
0
, d’ou` la continuite´ a`
travers l’interface Γ du terme :
µ∂xUh − u0Uh − g
(
ζ
0
)
(6.8)
ce qui constitue la premie`re condition de transmission.
De la meˆme manie`re, en effectuant le produit scalaire de (6.2b) par χ dans D(ω), on a :∫
ω
∂tζ χ+ h
∫
ω
div(Uh)χ+
∫
ω
U0.∇hζ χ = 0 (6.9)
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En effectuant des inte´grations par parties dans ω, on trouve :∫
ω
∂tζ χ− h
∫
ω
Uh.∇hχ−
∫
ω
u0ζ ∂xχ−
∫
ω
v0ζ ∂yχ = 0 (6.10)
Par ailleurs (6.10) s’e´crit :∫
ω+
∂tζ χ+ h
∫
ω+
div(Uh)χ+
∫
ω+
U0.∇hζ χ+
∫
ω−
∂tζ χ+ h
∫
ω−
div(Uh)χ+
∫
ω−
U0.∇hζ χ = 0
(6.11)
En inte´grant par parties dans chaque sous-domaine, on trouve :∫
ω+
∂tζ+χ− h
∫
ω+
U
+
h .∇hχ+ h
∫
γ
U
+
h .n
+χ−
∫
ω+
u0ζ+∂xχ−
∫
ω+
v0ζ+∂yχ+
∫
γ
U0.n
+ζ+χ
+
∫
ω−
∂tζ−χ− h
∫
ω−
U
−
h .∇hχ+ h
∫
γ
U
−
h .n
−χ−
∫
ω−
u0ζ−∂xχ−
∫
ω−
v0ζ−∂yχ+
∫
γ
U0.n
−ζ−χ = 0
ou` n+ = (n+1 , n
+
2 ) et n
− = (n−1 , n
−
2 ) de´signent respectivement les normales sortantes a` ω
+ et
ω−.
En utilisant (6.10), on en de´duit que :
h
∫
γ
U
+
h .n
+χ+
∫
γ
U0.n
+ζ+χ+ h
∫
γ
U
−
h .n
−χ+
∫
γ
U0.n
−ζ−χ = 0
On a alors sur l’interface γ :
(hU
+
h + ζ+U0).n
+ = −(hU−h + ζ−U0).n−
En conside´rant une interface γ place´e en x = 0, on a la continuite´ de la quantite´ :
u0ζ + hU

Lemme 6.2. De meˆme, les conditions physiques de transmission pour le syste`me de Saint-
Venant a` travers l’interface γ × R+ sont la continuite´ des deux quantite´s :(
µ∂xu− u0u− g
(
ζ
0
)
, u0ζ + hu
)
(6.12)
De´monstration
Identique a` celle du lemme pre´ce´dent. 
Remarque : les conditions de transmissions (6.5) et (6.12) sont tre`s proches, ce qui est cohe´rent
avec le fait que les e´quations de Saint-Venant 2D ont e´te´ obtenues par moyenne verticale des
e´quations de Navier-Stokes hydrostatiques 3-D.
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6.1.3 De´finition du proble`me couple´
Ayant obtenu les conditions de transmission pour le mode`le 2-D et le mode`le 3-D, il est
donc raisonnable de choisir comme conditions de transmission physiques pour le mode`le couple´
la moyenne verticale des conditions de transmission du syste`me des e´quations de Navier-Stokes
hydrostatiques 3-D a` travers l’interface de couplage γ. On va donc de´finir la notion de couplage
entre les deux mode`les comme suit :
De´finition 6.1. On appelle proble`me couple´, le probe`me de´fini par les syste`mes (6.1) et (6.2),
tel qu’a` l’interface γ on ait :
µ∂xu− u0u− g
(
ζ−
0
)
= µ∂xUh − u0Uh − g
(
ζ+
0
)
(6.13)
et
u0ζ− + hu = u0ζ+ + hU (6.14)
6.2 Algorithme de couplage
6.2.1 Algorithme de Schwarz
Le proble`me couple´ e´tant de´fini, on peut maintenant mettre en œuvre un algorithme de
couplage de type Schwarz pour en trouver une solution. Cet algorithme est de´fini par :
Initialisation : U0h et ζ
0
+ donne´s
A` l’e´tape k (k ≥ 0), re´soudre :
LSV L
(
uk+1, ζk+1−
)
= 0 dans ω− × R+
Bext−
(
uk+1, ζk+1−
)
= Gext− sur ∂ω
−
ext × R+
B−
(
uk+1, ζk+1−
)
= B−
(R(Ukh, ζk+)) sur γ × R+
uk+1(., 0) = U
ini
− dans ω
− et ζk+1− (., 0) = ζ
ini
− dans ω
−
puis 
LNSHL
(
Uk+1h , ζ
k+1
+
)
= 0 dans (Ω+ × R+)× (ω+ × R+)
Bext+
(
Uk+1h , ζ
k+1
+
)
= Gext+ sur ∂Ω
+
ext × R+
B+
(
Uk+1h , ζ
k+1
+
)
= B+
(
E(uk+1, ζk+1− )
)
sur Γ× R+
Uk+1h (., 0) = U
ini
+ dans Ω
+ et ζk+1+ (., 0) = ζ
ini
+ dans ω
+
Algorithme 6.1: Algorithme de Schwarz de couplage multi-dimensionnel
Dans ces e´quations, LSV L de´signe les e´quations (6.1a) et (6.1b) et LNSHL les e´quations (6.2a)
et (6.2b). Les frontie`res exte´rieures sont ∂ω−ext = ∂ω
− \ γ, ∂Ω+ext = ∂Ω+ \ Γ et les ope´rateurs
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Bext− et Bext+ correspondent aux conditions aux limites sur ces bords (Gext− et Gext+ prennent donc
les valeurs 0 ou (U
,
dζ
d
−) et (U
d
+, ζ
d
+) selon que l’on ait des conditions de type Neumann ou des
conditions de type Dirichlet).
Les ope´rateurs aux limites B− et B+ restent a` de´finir de fac¸on a` satisfaire a` convergence les
conditions de transmission physiques (6.13) et (6.14). Leur choix ainsi que celui des ope´rateurs
R et E est crucial afin de rendre la convergence de l’algorithme de couplage possible, et meˆme
optimale.
6.2.2 De´finition des ope´rateurs R et E
Comme dans le chapitre 1, on de´finit les ope´rateurs R et E de la fac¸on suivante :
R : Λ3D × R+ −→ Λ2D × R+
(U)|Γ×R+ 7−→ (RU)|γ×R+
et
E : Λ2D × R+ −→ Λ3D × R+
(u)|γ×R+ 7−→ (Eu)|Γ×R+
ou` Λ2D et Λ3D de´signent respectivement les espaces de fonctions traces sur γ pour les fonctions
a` variables 2-D en espace et sur Γ pour les fonctions a` variables 3-D en espace.
On de´finit ici l’ope´rateur R comme e´tant l’ope´rateur de moyenne verticale, de fac¸on cohe´rente
avec la de´rivation des e´quations de Saint-Venant a` partir des e´quations de Navier-Stokes hydro-
statiques :
R : Λ3D × R+ −→ Λ2D × R+
(Uh)|Γ×R+ 7−→
1
h
∫
Γ
(Uh)|Γ×R+ dz
c’est a` dire R (Uh) (0, y, t) = 1
h
∫
Γ
Uh(0, y, z, t) dz.
Au vu des relations (5.34) et (5.35) et du fait qu’ici on n’a pas de frottement au fond, on propose
de de´finir l’ope´rateur E de la fac¸on suivante :
E : Λ2D × R+ −→ Λ3D × R+
(u)|γ×R+ 7−→ (u)|Γ×R+
c’est a` dire E (u) (0, y, z, t) = u(0, y, t).
Cela signifie que l’on impose uniforme´ment sur Γ les quantite´s venant du mode`le 2-D. Cette
re´partition serait ne´cessairement non uniforme en z si on avait un terme de frottement au fond
et/ou un terme de forc¸age en surface.
Remarque : on a pre´cise´ la valeur des ope´rateurs R et E pour Uh et u. Cette de´finition peut
eˆtre e´tendue pour la surface libre ζ (qui de´pend de deux variables d’espace que ce soit pour le
mode`le 2-D ou pour le mode`le 3-D). Dans ce cas, on a tout simplement R(ζ) = ζ et E(ζ) = ζ.
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6.2.3 Choix des ope´rateurs B− et B+
Comme on l’a indique´ ci-dessus, le choix des ope´rateurs B− et B+ doit permettre de satisfaire
a` convergence les conditions de transmission physiques (6.13) et (6.14). Un autre crite`re du choix
de ces ope´rateurs est la vitesse de convergence de l’algorithme 6.1. En effet, les me´thodes de
relaxation d’ondes ou les me´thodes de couplage e´quidimensionnel utilisent l’ope´rateur Dirichlet-
to-Neumann pour de´finir les ope´rateurs absorbants exacts (voir chapitre 1 et [1]). Ceci permet
d’avoir une convergence optimale, c’est-a`-dire en deux ite´rations. On s’inte´ressera dans le cha-
pitre 7 au calcul de ces ope´rateurs absorbants que l’on notera Bopt− et Bopt+ .
Par ailleurs, dans la prochaine section on etablira que la convergence de l’algorithme de couplage
6.1 de´pend essentiellement de la convergence de l’algorithme usuel 2-D/2-D de de´composition
de domaine des e´quations de Saint-Venant. C’est ce qui guidera le choix des ope´rateurs B− et
B+.
6.2.4 Convergence de l’algorithme de couplage
De´composition en modes verticaux
Pour e´tudier la convergence de l’algorithme de couplage 6.1, on commence par de´composer
le syste`me des e´quations (6.2) en modes verticaux. Cela revient a` calculer les modes propres de
l’ope´rateur −∂2z dans [−h, 0] avec des conditions de type Neumann homoge`nes (voir [4], [39] et
[1]). On va re´sout donc le syste`me suivant :
∂2zw + λw = 0
∂zw = 0 en z = 0
∂zw = 0 en z = −h
(6.15)
On trouve alors la base orthonorme´e :
wn(z) := αn cos
(nπz
h
)
, et λn =
(nπ
h
)2
, ou` α0 = 1 et αn =
√
2, n > 0
Maintenant on cherche Uh sous la forme :
Uh(x, y, z, t) =
∞∑
n=0
Unh(x, y, t)wn(z) = Uh +
∞∑
n=1
Unh(x, y, t)wn(z)
ou`Uh =
1
h
∫ 0
−h
Uhdz (attention ici a` ne pas confondre les exposants avec les indices des ite´rations
de Schwarz).
On injecte cette expression dans (6.2). Ensuite, en multipliant par wn, en inte´grant entre −h et
0 en utilisant le fait que la base (wn)n≥0 est orthonorme´e et par line´arite´, on trouve :
• Pour n = 0 (appele´ vitesse barotrope, couple´e avec la hauteur d’eau ) :
∂tUh + (U0.∇h)Uh + g∇hζ − µ∆hUh = 0 dans ω+ × R+
∂tζ + h divh(Uh) +U0.∇hζ = 0 dans ω+ × R+(
Uh, ζ
)
=
(
U
d
+, ζ
d
+
)
sur ∂ω+ext × R+
(
Uh(., 0), ζ(., 0)
)
=
(
U
ini
+ , ζ
ini
+
)
dans ω+
(6.16)
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Ce syste`me d’e´quations n’est autre que celui des e´quations de Saint-Venant 2-D de´fini dans
le domaine ω+.
• Pour n ≥ 1 :
∂tU
n
h + (U0.∇h)Unh − µ∆hUnh +
µ(nπ)2
h2
Unh = 0 dans ω
+ × R+ (6.17)
La vitesse Uh −Uh (appele´e vitesse barocline) ve´rifie donc le syste`me suivant :
∂
(
Uh −Uh
)
∂t
+ (U0.∇h)
(
Uh −Uh
)− µ∆ (Uh −Uh) = 0 dans Ω+ × R+
Bext+
(
Uh −Uh
)
= Gext+ −Gext+ sur ∂Ω+ext × R+(
Uh −Uh
)
(., 0) = Uini+ −Uini+ dans Ω+
(6.18)
Reformulation de l’algorithme de Schwarz
L’algorithme 6.1 peut alors se re´e´crire de la fac¸on suivante en utilisant les ope´rateurs R et
E de´finis ci-dessus :
Initialisation : (Uh)
0 et ζ0+ donne´s
A` l’e´tape k (k ≥ 0), re´soudre :
LSV L
(
uk+1, ζk+1−
)
= 0 dans ω− × R+
Bext−
(
uk+1, ζk+1−
)
= Gext− sur ∂ω
−
ext × R+
B−
(
uk+1, ζk+1−
)
= B−
(
U
k
h, ζ
k
+
)
sur γ × R+
uk+1(., 0) = U
ini
− dans ω
− et ζk+1− (., 0) = ζ
ini
− dans ω
−
puis 
LSV L
(
U
k+1
h , ζ
k+1
+
)
= 0 dans (ω+ × R+)2
Bext+
(
U
k+1
h , ζ
k+1
+
)
= G
ext
+ sur ∂ω
+
ext × R+
B0+
(
U
k+1
h , ζ
k+1
+
)
= B0+
(
uk+1, ζk+1−
)
sur γ × R+
U
k+1
h (., 0) = U
ini
+ dans ω
+ et ζk+1+ (., 0) = ζ
ini
+ dans ω
+
et 
LCD
(
(Uh −Uh)k+1
)
= 0 dans Ω+ × R+
Bext+
(
(Uh −Uh)k+1
)
= Gext+ −Gext+ sur ∂Ω+ext × R+
B′+
(
(Uh −Uh)k+1
)
= 0 sur Γ× R+(
Uh −Uh
)k+1
(., 0) = Uini+ −Uini+ dans Ω+
Algorithme 6.2: Algorithme de Schwarz de couplage multi-dimensionnel
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ou` l’ope´rateur B0+ est la restriction de l’ope´rateur B+ pour les fonctions a` deux variables de
l’espace, B′+ est obtenu a` partir de B+ en annulant tous les termes qui de´pendent de ζ+ et enfin
LCD de´signe l’ope´rateur ∂t + (U0.∇h)− µ∆.
Convergence de l’algorithme
On peut alors e´noncer le re´sultat suivant :
Lemme 6.3. L’algorithme de couplage 6.1 converge si et seulement si l’algorithme de de´com-
position de domaine pour le syste`me de Saint-Venant 2-D de´fini par :
u0+ et ζ
0
+ donne´s 
LSV L
(
uk+1− , ζ
k+1
−
)
= 0 dans ω−t
Bext−
(
uk+1− , ζ
k+1
−
)
= Gext− sur ω
−
t,ext
B−
(
uk+1− , ζ
k+1
−
)
= B−
(
uk+, ζ
k
+
)
sur γt(
uk+1− , ζ
k+1
−
)
(., 0) =
(
U
ini
− , ζ
ini
−
)
dans ω−
puis 
LSV L
(
U
k+1
h , ζ
k+1
+
)
= 0 dans ω+t
Bext+
(
U
k+1
h , ζ
k+1
+
)
= G
ext
+ sur ∂ω
+
t,ext
B0+
(
U
k+1
h , ζ
k+1
+
)
= B0+
(
uk+1− , ζ
k+1
−
)
sur γt(
U
k+1
h , ζ
k+1
+
)
(., 0) =
(
U
ini
+ , ζ
ini
+
)
dans ω+
(ou` ω−t = ω
− × R+, ω+t = ω+ × R+, γt = γ × R+, ∂ω−ext = ∂ω−ext × R+ et ∂ω+ext = ∂ω+ext × R+)
converge, et la vitesse barocline Uh −Uh est solution du syste`me :
∂U
∂t
+ (U0.∇h)U− µ∆U = 0 dans Ω+ × R+
Bext+ (U) = Gext+ −Gext+ sur ∂Ω+ext × R+
B′+ (U) = 0 sur Γ× R+
U(., 0) = Uini+ −Uini+ dans Ω+
De´monstration
Ce lemme est une conse´quence directe de l’algorithme 6.2. 
Remarque : ce re´sultat ne sera plus valable si on conside`re un terme de frottement au fond
ou si les mode`les sont non line´aires. En effet les modes propres de l’ope´rateur −∂2z ne pourront
plus eˆtre de´couple´s.
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En re´sume´
On a montre´ dans ce chapitre que si l’on conside`re une friction nulle au fond, la convergence
de l’algorithme de couplage 6.1 est e´quivalente a` celle de l’algorithme de de´composition de
domaine du syste`me de Saint-Venant. Dans le chapitre 7, afin d’optimiser la convergence de
ces algorithmes, on s’inte´ressera au calcul des ope´rateurs absorbants pour le syste`me de Saint-
Venant. On donnera aussi l’expression des ope´rateurs absorbants pour les modes baroclines. On
verra, comme c’est le cas souvent, que pour avoir des expressions utilisables de ces ope´rateurs,
il faudrait certaines hypothe`ses restrictives.
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Chapitre 7
Conditions absorbantes exactes pour
les e´quations de Navier-Stokes
hydrostatiques line´aires et pour le
syste`me de Saint-Venant line´aire
Dans ce chapitre, afin d’optimiser la convergence de l’algorithme de couplage 6.1, on s’in-
te´ressera au calcul des ope´rateurs absorbants exacts et approche´s du syste`me de Saint-Venant.
On donnera aussi ceux des modes baroclines, meˆme si dans le cas d’une friction nulle au fond,
ces derniers n’interviennent pas dans la convergence de l’algorithme de couplage.
L’e´tude des ope´rateurs absorbants exacts des e´quations de Navier-Stokes hydrostatiques et des
e´quations de Saint-Venant dans le cadre classique de la de´composition de domaine a e´te´ effectue´e
dans [1], [32] et [19]. Dans [1], E. Audusse, P. Dreyfuss et B. Merlet se sont inte´resse´s au syste`me
des e´quations primitives des oce´ans. Ces e´quations contiennent un terme supple´mentaire par
rapport aux e´quations de Navier-Stokes hydrostatiques qu’on conside`re ici, a` savoir le terme
de Coriolis duˆ a` la rotation de la Terre. Le calcul des ope´rateurs absorbants aboutit, comme
c’est souvent le cas, a` des ope´rateurs non locaux en espace et en temps. Les auteurs de [1] ont
effectue´ une approximation de ces ope´rateurs en supposant qu’on ait un nombre de Rossby tre`s
petit. Dans [32], V. Martin s’est inte´resse´e au cas des e´quations de Saint-Venant avec viscosite´
line´arise´es autour d’une vitesse nulle. L’approximation est effectue´e en supposant que la viscosite´
est tre`s petite. Dans cette the`se, on conside`re un cadre plus ge´ne´ral dans le sens ou` on line´arise
autour d’une vitesse non nulle.
Enfin dans [19], L. Halpern fait l’e´tude des conditions aux limites transparentes dans le cadre
ge´ne´ral des e´quations incomple`tement paraboliques. A la fin de cet article, on trouve une appli-
cation pour les e´quations de Navier-Stokes 2-D et les e´quations de Saint-Venant 2-D. Pour ce
dernier syste`me, elle donne une approximation en fonction des fre´quences de l’ope´rateur absor-
bant dans le domaine ω− = R−×R selon que l’on est dans un re´gime subsonique ou transsonique,
et selon qu’on est en pre´sence d’un flux entrant ou sortant.
Dans la suite de ce chapitre, pour le calcul des ope´rateurs absorbants des e´quations de Navier-
Stokes hydrostatiques 3-D et des e´quations de Saint-Venant 2-D, on adoptera une de´marche
similaire a` celles utilise´es dans les articles cite´s ci-dessus. Concernant les e´quations de Navier-
Stokes hydrostatiques, l’approximation de l’ope´rateur absorbant sera faite en supposant que le
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rapport d’aspect ε de´fini dans le chapitre 5, ainsi que l’inverse du nombre de Reynolds, sont
tre`s petits. Comme on l’a vu dans le chapitre 6, seul le calcul de l’ope´rateur absorbant du mode
barotrope, c’est-a`-dire celui de Saint-Venant 2-D, suffit pour la convergence de l’algorithme de
couplage. Pour l’obtenir, on se positionnera donc dans le cadre classique de la de´composition de
domaine des e´quations de Saint-Venant. Apre`s quelques hypothe`ses pour simplifier les expres-
sions de ces ope´rateurs, on retrouvera en particulier pour le domaine ω− l’approximation faite
dans [19].
7.1 De´finition des ope´rateurs absorbants exacts Bopt− et Bopt+
Comme on l’a indique´ dans les chapitres 1 et 6, et afin d’avoir une convergence optimale de
l’algorithme de couplage 6.1, un choix judicieux consisterait a` exploiter les ope´rateurs absorbants
exacts du syste`me de Saint Venant-2D et du syste`me des e´quations de Navier-Stokes 3-D. Par
analogie avec les me´thodes traditionnelles de relaxations d’ondes ou les me´thodes de couplage
e´quidimensionnel, on va utiliser l’ope´rateur Dirichlet-to-Neumann pour de´finir ces ope´rateurs
absorbants exacts (voir chapitre 1).
Hypothe`se : comme dans [1], on suppose ici u0 > 0. En ne´gligeant le terme visqueux, la partie
hyperbolique de l’e´quation est dominante. Pour avoir un proble`me bien pose´, on a alors besoin
d’imposer des conditions aux limites pour Uh et pour ζ a` l’entre´e du domaine Ω
+ (voir par
exemple [4]). En revanche, a` l’entre´e du domaine ω− seule une condition aux limites en u suffit.
Le cas u0 < 0 se traite de fac¸on similaire et les re´sultats correspondants seront donne´s au fur et
a` mesure de l’avance´e de ce chapitre.
Pour de´finir l’ope´rateur absorbant exact BNSHL,opt− pour les e´quations de Navier-Stokes hydro-
statiques, on s’appuie sur la quantite´ transmise (6.5).
En adoptant les meˆmes notations que dans [1], l’ope´rateur Dirichlet-to-Neumann permettant de
de´finir BNSHL,opt− est de´fini de la fac¸on suivante (voir [1], [38] par exemple) :
De´finition 7.1. Soit (Ubh, ζ
b) donne´ et (Uh, ζ) solution de :
LNSHL (Uh, ζ) = 0 dans Ω+ × R+
Uh(., 0) = U
ini
+ dans Ω
+ et ζ(., 0) = ζini+ dans ω
+
Bext+ (Uh, ζ) = 0 sur ∂Ω+ext
(Uh, ζ) = (U
b
h, ζ
b) sur Γ
ou` LNSHL de´signe l’ensemble des e´quations (6.2a) et (6.2b) et l’ope´rateur Bext+ correspond aux
conditions aux limites (6.2c) et (6.2d).
L’ope´rateur Dirichlet-to-Neumann est alors :
SUh− : (Γ× R+)× (γ × R+) −→ R2
(Ubh, ζ
b) 7−→
(
µ∂xUh − u0Uh − g
(
ζ
0
))
|Γ×R+
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L’ope´rateur BNSHL,opt− est dans ce cas de´fini par :
BNSHL,opt− (Uh, ζ) =
(
µ∂xUh − u0Uh − g
(
ζ
0
)
− SUh− (Uh, ζ)
)
Maintenant, on peut de´finir l’ope´rateur Bopt− comme dans le chapitre 1 de fac¸on a` avoir :
Bopt− ◦ R = R ◦ BNSHL,opt−
De la meˆme fac¸on, on va de´finir l’ope´rateur 3-D Bopt+ a` partir de l’ope´rateur absorbant exact 2-D
du syste`me (6.1) que l’on notera BSV L,opt+ .
En s’appuyant sur la quantite´ transmise (6.12), les ope´rateurs Dirichlet-to-Neumann Su+ et Sζ+
sont de´finis par :
De´finition 7.2. Soit (ub, ζb) donne´ et (u, ζ) solution de :
LSV L (u, ζ) = 0 dans ω− × R+
u(., 0) = U
ini
− et ζ(., 0) = ζ
ini
− dans ω
−
(u, ζ) = (0, 0) sur ∂ω−ext × R+
(u, ζ) = (ub, ζb) sur γ
ou` LSV L de´signe l’ensemble des e´quations (6.1a) et (6.1b).
L’ope´rateur Dirichlet-to-Neumann est alors :(
Su+,Sζ+
)
: (γ × R+)2 −→ R2
(ub, ζb) 7−→
(
−µ∂xu+ u0u+ g
(
ζ
0
)
, u0ζ + hu
)
|γ×R+
L’expression de l’ope´rateur absorbant 2-D est donne´e dans ce cas par :
BSV L,opt+ (u, ζ) =
(
−µ∂xu+ u0u+ g
(
ζ
0
)
− Su+(u, ζ), u0ζ + hu− Sζ+(u, ζ)
)
Ainsi, au vu de la de´finition de l’ope´rateur E , on peut de´finir l’ope´rateur Bopt+ comme e´tant
l’extension canonique de l’ope´rateur BSV L,opt+ a` des fonctions de´pendant de trois variables en
espace.
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7.2 Transforme´e de Laplace des mode`les
Afin de calculer les ope´rateurs absorbants exacts des e´quations de Navier-Stokes hydrosta-
tiques et du syste`me de Saint-Venant, on va calculer dans ce qui suit la transforme´e de Laplace
en temps et la transforme´e de Fourier par rapport a` la variable y du syste`me adimensionnel
correspondant au syste`me des e´quations de Navier-Stokes hydrostatiques line´arise´ees (6.2) avec
des conditions initiales nulles (en effet les ope´rateurs absorbants sont calcule´s sur les syste`mes
ve´rifie´s par les erreurs). La mise sous forme adimensionnelle du syste`me (6.2) permettra plus
tard l’approximation des ope´rateurs absorbants obtenus. Enfin, de la de´composition en modes
verticaux du syste`me, on de´duira la transforme´e de Laplace-Fourier du syste`me de Saint-Venant.
On suppose dans la suite que Ω = R2 × [−h, 0], ω = R2, ω− = R− ×R et ω+ = R+ ×R.
La transforme´e de Laplace-Fourier du syste`me adimensionnel correspondant a` (6.2) donne
[
s+ u0∂x + iηv0 − ν∂2x + νη2 −
ν
ε2
∂2z
]
Ûh +
1
Fr2
 ∂x
iη
 ζˆ = 0
[s+ u0∂x + iηv0] ζˆ + ∂xÛ + iηV̂ = 0
(7.1)
ou` η ∈ R est la variable de Fourier, et s = σ + iτ ∈ C avec σ > 0 la variable de Laplace. On
rappelle que Fr =
Uc√
gh
est le nombre de Froude et que ν est l’inverse du nombre de Reynolds,
voir (5.3).
Pour calculer les conditions absorbantes exactes sur l’interface, on de´compose la vitesse selon
des modes verticaux comme au paragraphe 6.2.4. Cela revient a` calculer les modes propres de
l’ope´rateur −∂2z avec des conditions de type Neumann homoge`nes, cette fois-ci dans [−1, 0]. Ceci
donne comme vecteurs et valeurs propres :
wn(z) := αn cos(nπz), et λn = (nπ)
2, ou` α0 = 1 et αn =
√
2, n > 0
Comme dans le chapitre 6, on cherche Ûh sous la forme :
Ûh(x, η, z, s) =
∞∑
n=0
Ûnh(x, η, s)wn(z) = Ûh(x, η, s) +
∞∑
n=1
Ûnh(x, η, s)wn(z)
On a alors :
• Pour n = 0 (la partie barotrope) :
−ν∂2xÛh + u0∂xÛh +
{
s+ iηv0 + νη
2
}
Ûh +
1
Fr2
 ∂xζˆ
iηζˆ
 = 0
u0∂xζˆ + (s+ iηv0)ζˆ + ∂xÛ + iηV̂ = 0
(7.2)
• Pour n ≥ 1 (correspondant a` la vitesse barocline Ûh − Ûh ) :
− ν∂2xÛnh + u0∂xÛnh +
{
s+ iηv0 + νη
2 +
ν(nπ)2
ε2
}
Ûnh = 0 (7.3)
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De meˆme la transforme´e de Laplace-Fourier du syste`me adimensionnel correspondant au syste`me
de Saint-Venant line´arise´ (6.1) dans le domaine ω− × R+ est donne´e par :
−ν∂2xû+ u0∂xû+
{
s+ iηv0 + νη
2
}
û+
1
Fr2
 ∂xζˆ
iηζˆ
 = 0
u0∂xζˆ + (s+ iηv0)ζˆ + ∂xû+ iηv̂ = 0
(7.4)
Elle est donc bien identique au syste`me (7.2) du mode barotrope.
7.3 Conditions absorbantes exactes pour le mode barotrope et
pour le syste`me de Saint-Venant
Comme dans [32] et [19], on cherche a` obtenir la solution du syste`me (7.4) sous la forme
X̂(x) = (û(x), ζ̂(x))t = Φeλx. Ceci implique la re´solution du syste`me line´aire :
M(λ)Φ = 0 (7.5)
ou`
M(λ) =

P (λ) 0
λ
Fr2
0 P (λ)
iη
Fr2
λ iη u0λ+ s+ iηv0

avec P (λ) = −νλ2 + u0λ+ s+ νη2 + iηv0.
7.3.1 E´tude des e´le´ments propres
Il existe une solution non nulle de (7.5) si et seulement si λ annule le de´terminant de M(λ).
Ce dernier est un polynoˆme de degre´ 5, mais peut se factoriser par P (λ) :
det(M(λ)) = P (λ)Q(λ)
ou` Q(λ) = −u0νλ3 +
(
u20 − (s+ iηv0)ν −
1
Fr2
)
λ2 +
(
2(s+ iηv0)u0 + νη
2u0
)
λ+
η2
Fr2
+ (s+ iηv0)(s+ iηv0 + νη
2)
Racines du polynoˆme P
Les racines du polynoˆme P sont :
λ01 =
u0 +
√
u20 + 4ν0ε(s+ εν0η
2 + iηv0)
2ν0ε
et λ02 =
u0 −
√
u20 + 4ν0ε(s+ εν0η
2 + iηv0)
2ν0ε
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ou` ν = ν0ε.
La partie re´elle de λ01 est positive et celle de λ
0
2 est ne´gative (on rappelle qu’on a suppose´ u0 > 0).
Remarque : si Z est un nombre complexe, on de´signe par convention
√
Z la racine carre´e de
Z a` partie re´elle positive.
Pour ces deux racines, le noyau de la matrice M(λ0j ), pour j = 1, 2 est engendre´ par le vecteur :
Φ0j =
 iη−λ0j
0
 j = 1, 2
Racines du polynoˆme Q
Le polynoˆme Q ne posse`de pas de racines e´videntes. Pour trouver ses racines, on dispose
de plusieurs me´thodes : Cardan, Hudde, etc., permettant de les e´crire analytiquement. Pour
des raisons de simplicite´, on adopte ici une me´thode propose´e pour le prix Fermat junior 2005,
permettant de calculer les racines d’un polynoˆme de degre´ 3 [37].
On normalise le polynoˆme Q en le divisant par son terme de plus haut degre´ pour obtenir :
Q = − Q
u0ν
= λ3 + 3aλ2 + 3bλ+ c
ou` 
a = − 1
3u0ν0ε
(
u20 −
1
Fr2
− (s+ iηv0)ν0ε
)
b = − 1
3u0ν0ε
(
2(s+ iηv0)u0 + u0η
2ν0ε
)
c = − 1
u0ν0ε
(
η2
Fr2
+ (s+ iηv0)
2 + η2(s+ iηv0)ν0ε
)
Dans la suite, on e´crit ces coefficients sous la forme :
a =
1
ε
(a1 + a2ε), ou` a1 =
1
Fr2
− u20
3u0ν0
et a2 =
(s+ iηv0)
3u0
b =
1
ε
(b1 + b2ε), ou` b1 = −2(s+ iηv0)
3ν0
et b2 = −η
2
3
c =
1
ε
(c1 + c2ε), ou` c1 = −
η2
Fr2
+ (s+ iηv0)
2
u0ν0
et c2 = −η
2(s+ iηv0)
u0
(7.6)
Pour chercher les racines du polynoˆme Q, on e´crit ce dernier sous la forme :
Q(λ) = (λ− α)3 + t(λ− β)3
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ou` α et β sont racines du polynoˆme (a2 − b)x2 + (ab− c)x+ (b2 − ac).
Leurs expressions sont donne´es par :
α = −ab− c+
√−3a2b2 − 6abc+ c2 + 4a3c+ 4b3
2(a2 − b)
et
β =
−ab+ c+√−3a2b2 − 6abc+ c2 + 4a3c+ 4b3
2(a2 − b)
et donc :
t = −a+ α
a+ β
=
−2a3 + 3ab− c+√−3a2b2 − 6abc+ c2 + 4a3c+ 4b3
2a3 − 3ab+ c+√−3a2b2 − 6abc+ c2 + 4a3c+ 4b3
Les racines du polynoˆme Q (et donc de Q) s’e´crivent alors en fonction des racines cubiques de
t que l’on note tj pour 3 ≤ j ≤ 5 :
λ0j = β +
α− β
1 + tj
Le noyau de la matrice M(λ0j ) pour 3 ≤ j ≤ 5 est engendre´ par le vecteur :
Φ0j =

λ0j
Fr2
iη
Fr2
−P (λ0j )

pour 3 ≤ j ≤ 5
Remarque : dans la suite, et pour alle´ger les notations, on va omettre l’exposant des racines
λ0j pour 1 ≤ j ≤ 5.
7.3.2 Calcul des ope´rateurs ŜUh− et Ŝu+
Dans le domaine ω+, on cherche des solutions du syste`me line´aire pour le mode barotrope
(7.2) qui de´croissent a` l’infini ; on ne garde donc que les racines des polynoˆmes P et Q a` parties
re´elles ne´gatives. De meˆme, dans ω−, pour le syste`me (7.4), on ne garde donc que les racines a`
parties re´elles positives.
Concernant les racines du polynoˆme P , λ1 est a` partie re´elle positive et λ2 est a` partie re´elle
ne´gative.
Pour de´terminer les signes des parties re´elles des racines du polynoˆme Q, les choses sont plus
complique´es. Graˆce au lemme 1.2 de [19], on a le re´sultat suivant :
Lemme 7.1. On suppose que ℜ(s) > 0. Comme u0 > 0 alors det(M) = PQ admet deux racines
a` parties re´elles positives et trois racines a` parties re´elles ne´gatives.
105
Comme on sait de´ja` que P admet une racine a` partie re´elle positive et une racine a` partie
re´elle ne´gative, on peut de´duire que Q admet une racine a` partie re´elle positive et deux racines
a` parties re´elles ne´gatives.
On note dans ce cas λ3 et λ4 les racines a` parties re´elles ne´gatives et λ5 la racine a` partie re´elle
positive.
Les racines que l’on garde dans le domaine ω+ sont donc λ2, λ3 et λ4, et celles qu’on conside`re
dans ω− sont λ1 et λ5.
Une solution du syste`me (7.4) dans ω+ s’e´crit comme combinaison line´aire de ces trois modes :
Xˆ+(x) = Φ− exp(xΛ−)α− (7.7)
ou`
Φ− =

iη
λ3
Fr2
λ4
Fr2
−λ2 iη
Fr2
iη
Fr2
0 −P (λ3) −P (λ4)

, Λ− =

λ2 0 0
0 λ3 0
0 0 λ4
 et α− =

α2
α3
α4

Avant de donner l’expression de ŜUh− , on aura besoin du re´sultat suivant :
Lemme 7.2. La matrice Φ− est inversible.
De´monstration : on peut montrer que les colonnes de Φ− forment une famille libre. 
D’apre`s (7.7), on a :
∂xXˆ+(x) = Φ−Λ− exp(xΛ−).α−
= Φ−Λ− [Φ−]
−1 Xˆ+(x)
L’ope´rateur absorbant du mode barotrope dans le domaine ω− s’e´crit :
SˆUh− = ν
[
Φ−Λ− [Φ−]
−1
]
2,3
−
(
u0 0
1
Fr2
0 u0 0
)
ce qui donne :
(iu0η
2 + isλ2 − ηλ2v0)(−u0 + νλ3 + νλ4)
D
N2
D
iu0η
2 + isλ2 − ηλ2v0
DFr2
ν(−η2ν + νλ2λ3 + νλ2λ4 − νλ3λ4 − u0λ2 − s− iηv0)ηλ2
D
N5
D
νη(η2 − λ2)
DFr2

ou`
D = iνη2(λ2 − λ3 − λ4) + iνλ2λ3λ4 + iu0η2 + isλ2 − ηλ2v0
N2 = −νη(−νη2(λ2 − λ3 − λ4)− νλ2λ3λ4 + u0λ3λ4 − svλ2 + sλ3 + sλ4
−iηλ2v0 + iηv0λ3 + iηv0λ4)
N5 = −(iν2η4 − iν2η2λ22 + iν2η2λ3λ4 − iν2λ22λ3λ4 + iνη2u0(λ2 − λ3 − λ4) + iνu0λ2λ3λ4
+iνη2s+ iη2u20 − iνsλ22 + isu0λ2 − νη3v0 + νηv0λ22 − ηλ2u0v0)
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De la meˆme fac¸on, une solution du syste`me (7.4) dans ω− s’e´crit comme combinaison line´aire
des deux modes λ1 et λ5 :
Xˆ−(x) = Φ+ exp(xΛ+)α+ (7.8)
ou`
Φ+ =

iη
λ5
Fr2
−λ1 iη
Fr2
0 −P (λ5)

, Λ+ =
 λ1 0
0 λ5
 et α+ =
 α1
α5

On a donc :
∂xû−(x) = [Φ+]2,2 Λ+ exp(xΛ+)α+
= [Φ+]2,2 Λ+ [Φ+]
−1
2,2 û−(x)
L’ope´rateur absorbant Ŝuh+ dans ω+ s’e´crit donc :
Ŝuh+ =

νλ1(λ
2
5 − η2)
η2 − λ1λ5 + u0
iνηλ5(λ5 − λ1)
η2 − λ1λ5
1
Fr2
iνηλ1(λ5 − λ1)
η2 − λ1λ5
νλ5(λ
2
1 − η2)
η2 − λ1λ5 + u0 0

Remarque : cas u0 < 0
Le polynoˆme Q admet dans ce cas deux racines a` parties re´elles positives et une racine a` partie
re´elle ne´gative. On note λ3 et λ4 les racines a` parties re´elles positives et λ5 la racine a` partie
re´elle ne´gative.
Dans ce cas, les racines que l’on conserve dans ω+ sont λ2 et λ5. Celles que l’on garde dans ω
−
sont λ1, λ3 et λ4.
On en de´duit l’expression suivante de l’ope´rateur ŜUh− :
ŜUh− =

νλ2(η
2 − λ25)
η2 − λ2λ5 − u0
iνηλ5(λ2 − λ5)
η2 − λ2λ5 −
1
Fr2
iνηλ2(λ2 − λ5)
η2 − λ2λ5
νλ5(η
2 − λ22)
η2 − λ2λ5 − u0 0

Quant a` Ŝu+, il a la meˆme expression analytique que celle de −SˆUh− vue dans le paragraphe
pre´ce´dent en remplac¸ant λ2 par λ1.
Dans les deux cas e´tudie´s, les deux ope´rateurs que l’on obtient sont non locaux en temps et en
107
espace. Ils sont donc inutilisables en pratique. Dans la suite on va proposer d’approcher SˆUh− et
Sˆu+ par des expressions plus simples conduisant a` des ope´rateurs locaux. Pour cela on va effectuer
un de´veloppement de Taylor selon ε et en η afin d’avoir des polynoˆmes en s et en iη.
7.3.3 Expressions approche´es des ope´rateurs SˆUh− et Sˆu+
De´veloppement asymptotique en ε
Dans un premier temps, on effectue un de´veloppement asymptotique en ε, afin de trouver
des expressions approche´es des ope´rateurs SˆUh− et Sˆu+.
Pour des raisons de simplicite´ on s’arreˆte a` l’ordre 1, ce qui donne :
λ1 =
u0
ν0ε
+
s+ iηv0
u0
+O(ε)
λ2 = −s+ iηv0
u0
+O(ε)
λ3 = −a1
ε
+
b1 − 3a1a2
a1
+O(ε)
λ4 = −3b1 +
√
9b21 − 12a1c1
6a1
+O(ε)
λ5 =
−3b1 +
√
9b21 − 12a1c1
6a1
+O(ε)
ou` a1 =
1
Fr2
− u20
3u0ν0
, a2 =
(s+ iηv0)
3u0
, b1 = −2(s+ iηv0)
3ν0
et c1 = −
η2
Fr2
+ (s+ iηv0)
2
u0ν0
, cf (7.6).
La racine λ1 a une partie re´elle positive et dans la suite on fait l’hypothe`se suivante :
Hypothe`se : dans la suite on suppose que a1 =
1
3u0ν0
(
1
Fr2
− u20
)
est positif, ce qui revient
a`
1
Fr2
> u20. Cela correspond a` un re´gime fluvial.
Remarque : u0 est ici une variable sans dimension. En effet, on a u0 = u˜0UC (on a omis le
signe˜pour plus de clarte´).
Ceci implique que λ2 et λ3 ont des parties re´elles ne´gatives et que λ5 est a` partie re´elle positive.
Il reste donc a` de´terminer le signe de la partie re´elle de λ4.
Lemme 7.3. La partie re´elle de λ4 est ne´gative.
De´monstration
Tout d’abord on re´e´crit c1 de la fac¸on suivante :
c1 = −
η2
Fr2
+ (s+ iηv0)
2
u0ν0
= − η
2
Fr2u0ν0
− 9ν0
4u0
b21
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On peut donc re´e´crire le de´veloppement asymptotique de λ4 de la fac¸on suivante :
λ4 = −3b1 +
√
δb21 + γ
6a1
+O(ε)
ou` δ = 9(1 +
3a1ν0
u0
) et γ =
12a1η
2
u0ν0Fr2
. Tous les deux sont des re´els positifs.
On note C = δb21 + γ, b1,1 = ℜ(b1) et b1,2 = ℑ(b1). On a donc ℜ(C) = δ(b21,1 − b21,2) + γ et
ℑ(C) = 2δb1,1b1,2.
Ensuite, on a :[
ℜ(
√
C)
]2
= δ(b21,1 − b21,2) + γ +
√
(δ(b21,2 − b21,2) + γ)2 + 4δ2b21,1b21,2
= δ(b21,1 − b21,2) + γ +√
δ2b41,1 + δ
2b41,2 + γ
2 − 2δ2b21,1b21,2 + 2δγb21,1 − 2δγb21,2 + 4δ2b21,1b21,2
= δ(b21,1 − b21,2) + γ +
√
(−δb21,2 + γ)2 + δ2b41,1 + 2δγb21,1 + 2δ2b21,1b21,2
On en de´duit que[
ℜ(
√
C)
]2
− δb21,1 = −δb21,2 + γ +
√
(−δb21,2 + γ)2 + δ2b41,1 + 2δγb21,1 + 2δ2b21,1b21,2
≥ −δb21,2 + γ + | − δB21,2 + γ|
≥ 0
D’ou`, en utilisant le fait que δ ≥ 9 (car a1 ≥ 0) :[
ℜ(
√
C)
]2
≥ δb21,1 ≥ 9b21,1
et donc :
|ℜ(
√
C)| ≥ 3|b1,1|
Par convention
√
C de´signe la racine carre´e a` partie re´elle positive, et comme la partie re´elle de
b1 est ne´gative, on en de´duit que :
ℜ(
√
C) + 3b1,1 ≥ 0
D’ou`
ℜ(−3b1 +
√
δb21 + γ
6a1
) ≤ 0

Ceci implique que les racines que l’on garde dans Ω+ sont λ2, λ3 et λ4. Celles que l’on garde
dans Ω− sont λ1 et λ5. On est donc dans le premier cas de figure de´crit ci-dessus.
On en de´duit donc les de´veloppements asymptotiques suivants :
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• A` l’ordre 1 en ε, l’ope´rateur SˆUh− s’e´crit :
SˆUh− =
 iη
2u20−is
2+2ηv0s+iη2v20
isα0−ηv0α0−iu0η2
−ηsu0+iη2u0v0−u20ηα0
isα0−ηv0α0−iu0η2
(iη2u20−is
2+2ηv0s+iη2v20)u0
isα0−ηv0α0−iu0η2
0 −u0 0
+O(ε)
ou`
α0 =
√
−η2u20Fr2 + η2 + s2Fr2 + 2isηv0Fr2 − η2v20Fr2
et
• A` l’ordre 1 en ε, l’ope´rateur Sˆu+ s’e´crit :
Sˆu+ =
 u0 0
1
Fr2
0 u0 0
+O(ε)
La transforme´e de Fourier-Laplace inverse de l’approximation de Sˆu+ est un ope´rateur local.
Par contre celle de l’approximation de SUh− est encore non locale en temps et en espace. Un
de´veloppement en ε est donc insuffisant. De ce fait, on va par la suite effectuer un de´veloppement
asymptotique en ε et en η a` l’ordre 1.
De´veloppement asymptotique en ε et en η
Un de´veloppement asymptotique de l’ope´rateur ŜUh− en ε et en η donne :
ŜUh− =
 −
1
Fr
0 − u0
Fr
0 −u0 0
+O(ε, η)
7.3.4 Expression des ope´rateurs en variables dimensionnelles
En revenant dans les espaces re´els, les de´veloppements pre´ce´dents donnent les approximations
suivantes (en variables adimensionnelles) des ope´rateurs BSV L,opt− et BSV L,opt+ :
BSV L,opt− (u, ζ) =
 ν∂xu− (u0 −
1
Fr
)u− ( 1
Fr2
− u0
Fr
)ζ
ν∂xv
+O(ε, η) (7.9)
et
BSV L,opt+ (Uh, ζ) =
 −ν∂xU−ν∂xV
u0ζ + U
+O(ε, η) (7.10)
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En variables dimensionnelles cela donne :
BSV L,opt− (u, ζ) =
 µ∂xu− (u0 − c)u− (c2 − cu0)
ζ
h
µ∂xv
+O(ε, η) (7.11)
et
BSV L,opt+ (Uh, ζ) =
 −µ∂xU−µ∂xV
u0ζ + hU
+O(ε, η) (7.12)
On rappelle toutefois que l’approximation de BSV L,opt− requiert une hypothe`se forte qui consiste
a` ne´gliger η, c’est a` dire les termes de de´rive´es en y.
7.4 Conditions de transmission optimales pour les modes baro-
clines
Dans ce qui suit on donne les expressions des ope´rateurs absorbants des modes baroclines.
Comme on l’a de´ja` indique´, ces modes n’interviennent pas dans le cadre du couplage des deux
mode`les e´tudie´s, mais pourraient servir dans le cadre de de´composition de domaine classique
des e´quations primitives 3-D.
Les modes baroclines sont inde´pendants de ζ. Les ope´rateurs absorbants correspondant a` ces
modes s’e´crivent :
B3D,n− = ν∂xUnh − u0Unh − S
U
n
h
,n
−
et
B3D,n+ = −ν∂xUnh + u0Unh − S
U
n
h
,n
+
Pour re´soudre l’e´quation (7.3) il suffit de re´soudre l’e´quation caracte´ristique associe´e. Dans ce
cas une solution de (7.3) s’e´crit sous la forme :
Uˆnh = α
n exp(λn,−x) + βn exp(λn,+x)
ou`
λn,− =
1
2ν
(
u0 −
√
u20 + 4ν(νη
2 +
ν(nπ)2
ε2
+ s+ iηv0)
)
et
λn,+ =
1
2ν
(
u0 +
√
u20 + 4ν(νη
2 +
ν(nπ)2
ε2
+ s+ iηv0)
)
On cherche des solutions qui de´croissent a` l’infini. Dans Ω+ on garde la racine a` partie re´elle
ne´gative et inversement dans Ω−. Une solution de (7.3) s’e´crit alors :
Uˆ
n,+
h = α
n exp(λn,−x), et Uˆn,−h = β
n exp(λn,+x)
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et donc
∂xUˆ
n,+
h = λ
n,−Uˆ
n,+
h , et ∂xUˆ
n,−
h = λ
n,+Uˆ
n,−
h
Graˆce a` cela, on va pouvoir calculer les transforme´es de Laplace-Fourier des ope´rateurs SU
n
h
,n
−
et SU
n
h
,n
+ . On a ainsi :
SˆU
n
h
,n
− =
(−νλn,− + u0) Id et SˆUnh ,n+ = (νλn,+ − u0) Id
En revanche, a` cause de l’expression de λn,±, ces ope´rateurs sont non locaux en temps et en
espace. Dans la suite, on cherche donc une approximation de ces ope´rateurs en effectuant un
de´veloppement asymptotique en ε.
Lemme 7.4. A l’ordre 2 en ε, les ope´rateurs SˆU
n
h
,n
− et Sˆ
U
n
h
,n
+ s’e´crivent :
SˆU
n
h
,n
− = −
u0
2
−
√
u20 + 4(nπ)
2 − 2ν0√
u20 + 4(nπ)
2
(s+ iηv0ν0) ε+O(ε
2) (7.13)
et
SˆU
n
h
,n
+ = −
u0
2
+
√
u20 + 4(nπ)
2 +
2ν0√
u20 + 4(nπ)
2
(s+ iηv0ν0) ε+O(ε
2) (7.14)
Remarque : dans [1], l’analyse asymptotique est faite en supposant le nombre de Rossby
petit. Dans ce cas, les auteurs obtiennent une approximation des ope´rateurs SˆU
n
h
,n
− et Sˆ
U
n
h
,n
+
inde´pendantes de n. Ce n’est pas le cas ici.
7.5 Sur le caracte`re bien pose´ des deux mode`les
On va e´tudier brie`vement le caracte`re bien pose´ des syste`mes de Saint-Venant (6.1) et de
Navier-Stokes hydrostatique (6.2) avec les ope´rateurs absorbants obtenus dans ce chapitre. On
se contentera dans la suite de rappeler quelques re´sultats sur l’existence et l’unicite´ des solutions
qu’on trouve par ailleurs dans [19] et dans [32].
Le syste`me (6.2) se de´compose en deux parties, barotrope et barocline. On doit donc conside´rer
les deux types de proble`mes aux limites suivants :
• Les syste`mes (6.1) et (6.16) sont comple´te´s respectivement sur γ par des conditions aux
limites de type : 
µ∂xu− u0 − c
c
(−cu+ gζ) = g1
µ∂xv = g2
(7.15)
ou` c =
√
gh, et 
−µ∂xU¯ = g˜1
−µ∂xV¯ = g˜2
u0ζ + hU¯ = g˜3
(7.16)
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Ces syste`mes sont appele´s aussi dans la litte´rature syste`mes incomple`tement paraboliques.
On trouve dans [19] un the´ore`me qui prouve le caracte`re bien pose´ des deux proble`mes
de Cauchy associe´s a` (6.1) et (6.16) avec des conditions type (7.15) et (7.16) homoge`nes
(gi = 0 pour i = 1, 2 et g˜i = 0 pour 1 ≤ i ≤ 3 ). La de´monstration se base sur les
travaux de Strikwerda (voir [42]) ou` il est e´tabli qu’un proble`me aux conditions initiales
incomple`tement parabolique est bien pose´ si et seulement si le proble`me purement para-
bolique et le proble`me hyperbolique re´duit (voir [19] pour la de´finition) sont bien pose´s et
si les conditions aux limites sont de´couple´es, ce qui est le cas pour les conditions (7.15) et
(7.16) homoge`nes. Il suffit ensuite d’introduire des rele`vements ve´rifiant les meˆmes condi-
tions initiales que (6.1) et (6.2) et les meˆmes conditions aux limites pour re´soudre les deux
syste`mes de Saint-Venant avec les conditions aux limites non homoge`nes (7.15) et (7.16).
Enfin, pour caracte´riser les espaces fonctionnels contenant les solutions de (6.1) et (6.16),
on peut e´tudier les formulations variationnelles des syste`mes (6.1) et (6.16) munis des
conditions (7.15) et (7.16).
• Quant a` la vitesse barocline, elle est solution du syste`me (6.18) muni sur Γ de la condition
aux limites suivante :
ν∂x
(
Uh −Uh
)
= 0 sur Γ× R+
Cela donc revient a` re´soudre deux e´quations de convection-diffusion en dimension 3 de la
forme ∂tw + b.∇w − µ∆w = 0 dans Ω+ × R+, ou` b = (U0, V0, 0)t avec les conditions aux
limites Bext+ sur les bords exte´rieurs et des conditions de Neumann homoge`nes sur Γ×R+.
Pour de´montrer l’existence et de l’unicite´ des deux solutions on peut se baser sur le cas
2-D e´tudie´ dans [32].
En re´sume´
On a aborde´ dans ce chapitre le calcul des ope´rateurs absorbants exacts et approche´s du
syste`me de Saint-Venant ainsi que ceux des modes baroclines. On a donc utilise´ les techniques
usuelles consistant a` trouver leur expression dans l’espace de Laplace-Fourier. En revanche et
malgre´ une premie`re approximation selon le rapport d’aspect ε, on n’a pas re´ussi a` voir des
expressions exploitables de ces ope´rateurs. On a donc e´te´ amene´ a` ne´gliger tous les termes en η,
la variable de Fourier dans la direction y. Ceci revient a` ne´gliger tous les termes de de´rive´es en y
dans l’espace re´el. Pour cette raison, on propose dans le chapitre suivant d’e´tudier l’algorithme
de couplage 6.1 avec des conditions aux limites de type Robin.
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Chapitre 8
Algorithme de couplage avec des
conditions de type ≪ Robin ≫
Dans le chapitre 7, on a e´crit sous leur forme ge´ne´rale les conditions aux limites permet-
tant une convergence optimale de l’algorithme de couplage 6.1. En revanche, comme on l’a vu
dans la section 7.3, pour pouvoir exploiter ces ope´rateurs il faut faire des approximations. Celles
propose´es au chapitre 7, base´es sur des de´veloppements limite´s, ne´cessitent des hypothe`ses tre`s
restrictives pour aboutir a` des ope´rateurs utilisables en pratique. Afin de tenter de contour-
ner cette restriction, on propose dans ce chapitre d’e´tudier des conditions de type ≪ Robin
ge´ne´ralise´es ≫, c’est a` dire base´es sur les conditions de transmission physiques auxquelles on
ajoute un ope´rateur λId. Le coefficient λ est alors un degre´ de liberte´ sur lequel on peut jouer
pour acce´le´rer la convergence. On va donc e´tudier dans ce chapitre l’algorithme de couplage 6.1
avec les conditions aux limites suivantes :
B− (u, ζ) =

µ
∂u
∂x
− gζ + (λ− 1
2
u0)u
µ
∂v
∂x
+ (λ− 1
2
u0)v
 (8.1)
et
B+ (Uh, ζ) =

−µ∂U
∂x
+ gζ + (λ+
1
2
u0)U
−µ∂V
∂x
+ (λ+
1
2
u0)V
u0ζ

(8.2)
ou` λ est une constante strictement positive.
Remarque : on a impose´ ici u0ζ comme dernie`re composante du vecteur B+ (Uh, ζ) au lieu de
u0ζ+U qui serait la quantite´ naturelle de transmission au vu de (6.14). De meˆme on a conside´re´
le terme
u0
2
u (respectivement
u0
2
Uh) en lieu et place de u0u (respectivement u0Uh) que l’on
trouve pourtant dans (6.13). Ce choix est fait afin d’obtenir plus facilement la convergence de
l’algorithme de de´composition usuel du syste`me de Saint-Venant (voir section 8.3). On verra
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aussi qu’a` convergence, les contraintes physiques (6.13) et (6.14) sont ve´rifie´es.
Dans la suite on de´compose les trois composantes de l’ope´rateur B+ en deux parties :
Bu+ (Uh, ζ) = −µ
∂Uh
∂x
+ g
(
ζ
0
)
+ (λ+
1
2
u0)Uh (8.3)
et
Bζ+ (Uh, ζ) = u0ζ (8.4)
On remarque comme dans [32] qu’on a les deux relations suivantes :
Bu+ (Uh, ζ) + B− (Uh, ζ) = 2λUh (8.5)
Bu+ (Uh, ζ)− B− (Uh, ζ) = 2
(
−µ∂Uh
∂x
+
1
2
u0Uh + g
(
ζ
0
))
(8.6)
Ces deux relations serviront dans les de´monstrations qui seront faites plus loin.
Dans les prochaines sections, on commencera par prouver que le syste`me de Saint-Venant 2D
de´fini sur l’espace entier est bien pose´. On e´tudiera aussi l’algorithme de Schwarz 6.1 muni des
conditions aux limites (8.1) et (8.2) impose´es respectivement sur γ et Γ. Ensuite, on prouvera
la convergence de l’algorithme usuel de de´composition de domaine du syste`me de Saint-Venant
2-D avec les conditions aux limites (8.1) et (8.3). Ceci permettra de conclure quant a` la conver-
gence de l’algorithme de couplage 6.1. Enfin, on finira par e´tudier rapidement l’optimisation de
la convergence de l’algorithme de couplage en fonction de λ.
Pour simplifier l’e´tude de la convergence, on suppose dans la suite que l’on se place dans un
domaine infini dans les directions x, y et a` fond plat. On a donc Ω = R2 × [−h, 0], ω = R2,
ω− = R− × R et ω+ = R+ × R. On notera T le temps final et on suppose que 0 < T ≤ +∞.
8.1 E´tude du syste`me de Saint-Venant 2-D sur l’espace entier
Comme on l’a vu dans le chapitre 6, la convergence de l’algorithme de couplage 6.1 est
e´quivalente a` la convergence de l’algorithme de de´composition de domaine usuel du syste`me de
Saint-Venant 2-D. On commence donc par e´tudier l’existence et l’unicite´ de la solution de ce
syste`me.
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On conside`re le syste`me suivant :
∂tu+ (U0.∇h)u+ g∇hζ − µ∆hu = 0 dans ω × [0, T ]
∂tζ + h divh(u) +U0.∇hζ = 0 dans ω × [0, T ]
u(., 0) = U
ini
dans ω
ζ(., 0) = ζini dans ω
(8.7a)
(8.7b)
(8.7c)
(8.7d)
On remarque que le sous-syste`me d’e´quations (8.7a) et (8.7c) ve´rifie´ par u est un syste`me pa-
rabolique line´aire avec un terme source de´pendant de ζ. Quant a` l’inconnue ζ, elle ve´rifie une
e´quation de transport line´aire avec un terme source de´pendant de u.
Dans la suite, on adopte la meˆme de´marche que celle utilise´e dans [1] pour montrer l’existence
et l’unicite´ d’une solution (u, ζ) du syste`me (8.7). On commence par e´tudier le proble`me para-
bolique a` ζ fixe´. Ensuite on s’inte´resse a` l’e´quation du transport a` u fixe´. Enfin pour conclure,
on applique le the´ore`me du point fixe pour montrer l’existence de la solution du syste`me de
Saint-Venant 2-D dans l’espace entier.
8.1.1 De´finition d’une solution faible
On commence par donner la de´finition de la notion de solution faible du syste`me (8.7).
De´finition 8.1. On suppose que Xini = (U
ini
, ζini) ∈ L2(ω,R2) × L2(ω). On appelle solution
faible de (8.7) tout X = (u, ζ) ∈ L2(0, T ;H1(ω,R2))× L2(ω × (0, T )) tel que :
d
dt
(u,v)ω + ((U0.∇h)u,v)ω + µ(∇hu,∇hv)ω = −g (∇hζ,v)ω ∀v ∈ H1(ω,R2)
u(., 0) = U
ini
dans ω
(8.8)
et 
d
dt
(ζ, χ)ω + (U0.∇hζ, χ)ω = −h (divh(u), χ)ω ∀χ ∈ L2(ω)
ζ(., 0) = ζini dans ω
(8.9)
ou` (., .)ω de´signe le produit scalaire dans ω.
8.1.2 Syste`me parabolique
Dans un premier temps, on e´tudie la solution du syste`me parabolique (8.7a) et (8.7c), pour
ζ ∈ L2(ω × (0, T )) donne´.
De´finition 8.2. Pour U
ini ∈ L2(ω,R2), et ζ ∈ L2(ω × (0, T )), on appelle solution faible en
vitesse de (8.7a), (8.7c) toute fonction u ∈ L2(0, T ;H1(ω,R2)) ve´rifiant (8.8).
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On a alors le re´sultat suivant :
Proposition 8.1. Si U
ini ∈ L2(ω,R2) et ζ ∈ L2(ω × (0, T )) alors il existe une unique solution
faible en vitesse de (8.7a), (8.7c) appartenant a` C(0, T ;L2(ω)) ∩ L2(0, T ;H1(ω,R2)).
De´monstration
On commence par montrer l’unicite´ de la solution. Pour cela, on e´tablit l’ine´galite´ d’e´nergie
suivante :
‖u‖2ω + µ
∫ t
0
‖∇hu‖2ω ≤ C
∫ t
0
‖ζ‖2ω + ‖Uini‖2ω, ∀t ∈ [0, T ] (8.10)
ou` C est une constante strictement positive.
En effectuant le produit scalaire L2 dans ω de (8.7a) par u et en inte´grant par partie, on trouve :
1
2
d
dt
‖u‖2ω + µ‖∇hu‖2ω = g(ζ, divhu)
Ensuite, on applique l’ine´galite´ de Cauchy-Schwarz au terme g(ζ, divhu) et on utilise le fait que
2ab ≤ αa2 + b
2
α
pour tous a, b, α > 0, ce qui donne :
1
2
d
dt
‖u‖2ω + µ‖∇hu‖2ω ≤ g
(
α
2
‖ζ‖2ω +
1
2α
‖divh(u)‖2ω
)
≤ g
(
α
2
‖ζ‖2ω +
1
α
‖∇hu‖2ω
)
En choisissant α tel que
2g
α
= µ, on trouve :
1
2
d
dt
‖u‖2ω +
µ
2
‖∇hu‖2ω ≤
g2
µ
‖ζ‖2ω
Enfin, l’inte´gration en temps sur (0, t) pour t > 0 donne :
1
2
‖u‖2ω +
µ
2
∫ t
0
‖∇hu‖2ω ≤
g2
µ
∫ t
0
‖ζ‖2ω +
1
2
‖Uini‖2ω
On en de´duit la relation (8.10).
Maintenant, si on se rame`ne au cas homoge`ne avec des conditions initiales nulles, autrement
dit ζini = 0 et U
ini
= 0, alors il existe une unique solution du syste`me (8.7a) dans l’espace
C(0, T ;L2(ω)) ∩ L2(0, T ;H1(ω,R2)).
Pour montrer l’existence d’une solution faible en vitesse on utilise la me´thode de Galerkin dont
on ne donne ici que les grandes lignes (voir [9] pour plus de de´tails). Cette me´thode consiste
a` chercher d’abord une solution ve´rifiant (8.8) dans un espace de dimension finie. Ensuite, le
passage a` la limite permet de conclure quant a` l’existence d’une solution de (8.7a), dans les
espaces indique´s dans la proposition 8.1.
L’espace H1(ω,R2) est un espace de Hilbert se´parable. On en de´duit qu’il existe une suite
de´nombrable de vecteurs (vk)k≥1 tel que toute sous-famille finie est libre. Pour N ≥ 1, on
notera VN l’espace engendre´ par v1, . . . ,vN . La re´union de ces espaces est alors dense dans
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H1(ω,R2).
Tout d’abord, commeH1(ω,R2) est dense dans L2(ω,R2), il existe une suite (uiniN )N appartenant
a` VN pour tout N ≥ 1 qui converge vers Uini. On e´crit dans ce cas uiniN =
N∑
k=1
αinik,Nvk. Ensuite,
on commence par chercher une solution de (8.8) dans VN qui s’e´crit donc sous la forme uN =
N∑
k=1
αk,Nvk. On a alors :

d
dt
(uN ,vk)ω + ((U0.∇h)uN ,vk)ω + µ(∇huN ,∇hvk)ω + g(∇hζ,vk)ω = 0
uN (., 0) = u
ini
N
(8.11)
Ce syste`me est e´quivalent au syste`me suivant :
AN
dαN
dt
+BNαN = FN
αN (0) = α
ini
N
(8.12)
ou` les matrices carre´es AN et BN de taille N × N sont de´finies par (AN )k,j = (vk,vj) et
(BN )k,j = ((U0.∇h)vk,vj) + µ(∇hvk,∇hvj). Les vecteurs αN , αiniN et FN de taille N ont
respectivement comme ke`me composante αk,N , α
ini
k,N et −g(∇hζ,vk).
La famille v1, . . . ,vN est libre, donc la matrice AN est inversible. Le syste`me (8.12) admet
donc une unique solution αN . On en de´duit que le syste`me (8.11) admet une unique solution
uN ∈ C(0, T ;VN ) ∩ L2(0, T ;VN ).
Ensuite, on peut montrer que pour tout N ≥ 1 uN ve´rifie l’estimation d’e´nergie (8.10). Ceci
signifie que (uN )N≥1 est borne´e dans C(0, T ;L
2(ω,R2)) ∩ L2(0, T ;H1(ω,R2)). D’ou` l’existence
d’une sous-suite (up)p qui converge au sens faible e´toile dans C(0, T ;L
2(ω,R2)) et au sens faible
dans L2(0, T ;H1(ω,R2)). En passant a` la limite dans (8.11), on de´duit que up tend vers u qui
est solution de (8.8). 
8.1.3 E´quation de transport
On s’inte´resse maintenant a` l’inconnue ζ qui est solution de l’e´quation de transport line´aire
(8.7b) (avec le terme source −divh(u) ) et qui ve´rifie la condition initiale (8.7d).
Comme pour le syste`me parabolique, on commence par donner la de´finition de la solution faible
de l’e´quation de transport.
De´finition 8.3. Soit u ∈ L2(0, T ;H1(ω,R2)) et ζini ∈ L2(ω). On appelle solution faible en
hauteur d’eau de (8.7b), (8.7d) toute fonction ζ ∈ L2(ω × (0, T )) ve´rifiant (8.9).
On a alors le re´sultat suivant qu’on trouve par ailleurs dans [1] :
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Proposition 8.2. Soit u ∈ L2(0, T ;H1(ω,R2)) fixe´ et ζini ∈ L2(ω). Il existe alors une unique
solution faible en hauteur d’eau ζ ∈ L2(ω× (0, T )) de (8.7b), (8.7d). Cette solution s’e´crit graˆce
a` la formule des caracte´ristiques sous la forme :
ζ(x, y, t) = ζini(x− u0t, y − v0t)− h
∫ t
0
(divhu) (x− u0s, y − v0s, t− s) ds (8.13)
Cela signifie aussi que ζ ∈ C(0, T ;L2(ω)).
Pour tout t ∈ [0, T ], cette solution ve´rifie l’ine´galite´ d’e´nergie suivante :
‖ζ‖ω ≤ ‖ζini‖ω + h
∫ t
0
‖divh(u)‖ω ds (8.14)
De´monstration :
La de´monstration se trouve dans [1]. On en donne ici seulement les grandes lignes.
Concernant l’existence, si ζ ve´rifie (8.13) et si divh(u) et ζ
ini sont suffisamment re´guliers alors
ζ est solution de (8.7b), (8.7d).
Pour montrer l’unicite´, on suppose que u et ζini sont nuls. D’apre`s la formule caracte´ristique, la
solution de (8.7b) est alors nulle. On en de´duit l’unicite´.
Maintenant, on montre l’estimation d’e´nergie (8.14). En effet, d’apre`s la relation (8.13) on a :
‖ζ‖ω ≤ ‖ζini‖ω + h
∥∥∥∥∫ t
0
divh(u) ds
∥∥∥∥
ω
Ensuite on utilise le cas extre´mal de l’ine´galite´ de Ho¨lder, a` savoir que pour tout f ∈ L2(ω), on
a :
‖f‖ω = max
{∣∣∣∣∫
ω
fgdxdy
∣∣∣∣ , g ∈ L2(ω), ‖g‖ω ≤ 1}
Pour tout g ∈ L2(ω) tel que ‖g‖ω ≤ 1, on a donc :∣∣∣∣∫
ω
(∫ t
0
divh(u) ds
)
g dxdy
∣∣∣∣ = ∣∣∣∣∫ t
0
(∫
ω
divh(u)g dxdy
)
ds
∣∣∣∣
≤
∫ t
0
∣∣∣∣∫
ω
divh(u)g dxdy
∣∣∣∣ ds
≤
∫ t
0
max
‖g‖ω≤1
{∣∣∣∣∫
ω
divh(u)g dxdy
∣∣∣∣} ds
≤
∫ t
0
‖divh(u)‖ω ds
D’ou` ∥∥∥∥∫ t
0
divh(u) ds
∥∥∥∥
ω
≤
∫ t
0
‖divh(u)‖ω ds
On en de´duit (8.14). 
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8.1.4 Existence et unicite´ de la solution du syste`me de Saint-Venant dans
l’espace entier
Pour finir, on montre comme dans [1] l’existence et l’unicite´ de la solution du syste`me (8.7)
en utilisant le the´ore`me du point fixe. On a alors le re´sultat suivant :
Proposition 8.3. Pour tout Xini = (U
ini
, ζini) ∈ L2(ω,R2)×L2(ω) il existe une unique solution
faible X = (u, ζ) appartenant a`(
C(0, T ;L2(ω,R2) ∩ L2(0, T ;H1(ω,R2)))× (L2(ω × (0, T )) ∩ C(0, T ;L2(ω))) de (8.7).
De´monstration :
E´tant donne´e la condition initiale Xini, on de´finit les deux applications suivantes :
S1 : L2(ω × (0, T )) ∩ C(0, T ;L2(ω)) −→ C(0, T ;L2(ω,R2) ∩ L2(0, T ;H1(ω,R2))
ζ 7−→ u solution de (8.7a)
et
S2 : C(0, T ;L2(ω,R2) ∩ L2(0, T ;H1(ω,R2)) −→ L2(ω × (0, T )) ∩ C(0, T ;L2(ω))
u 7−→ ζ solution de (8.7b)
On note dans la suite ET l’espace fonctionnel de´fini par :
ET =
(
C(0, T ;L2(ω,R2) ∩ L2(0, T ;H1(ω,R2)))× (L2(ω × (0, T )) ∩ C(0, T ;L2(ω)))
Alors X est solution de (8.7) si et seulement si X est un point fixe de l’application :
T : ET −→ ET
(u, ζ) 7−→ (S1(ζ),S2(u))
Il faut donc montrer l’existence d’un tel point fixe.
On conside`re pour cela X1, X2 ∈ ET . On note ensuite (u, ζ) = (u1 − u2, ζ1 − ζ2) = X1 −X2 et
(u˜, ζ˜) = T (X1)−T (X2). Par line´arite´, u˜ ve´rifie le syste`me parabolique (8.7a) avec une condition
initiale de type (8.7c) nulle.
D’apre`s l’ine´galite´ d’e´nergie (8.10), pour tout t ∈ [0, T ], on a :
‖u˜‖2ω + µ
∫ t
0
‖∇hu˜‖2ω ≤ C
∫ t
0
‖ζ‖2ω (8.15)
≤ Ct sup
s∈[0,t]
(‖ζ‖2ω(s)) (8.16)
ou` C > 0.
De la meˆme fac¸on, d’apre`s (8.14) et en utilisant l’ine´galite´ de Cauchy Schwarz on a :
‖ζ˜‖2ω(t) ≤ 2th
∫ t
0
‖∇hu‖2ω(s)ds
Ceci signifie que pour T ′ ∈ (0, T ] assez petit, l’application T est strictement contractante dans
ET ′ .
Enfin, pour conclure, il suffit de re´ite´rer le raisonnement sur les intervalles [T ′, 2T ′], [2T ′, 3T ′],
etc. 
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8.2 E´tude de l’algorithme de couplage
Maintenant, on e´tudie l’algorithme de couplage 6.1 ; on montre qu’il est bien de´fini en
conside´rant les conditions aux bords (8.1), (8.3) et (8.4). Pour cela on prouve que chaque
proble`me aux limites sur chaque sous-domaine est bien de´fini.
Pour (Uh)
0 et ζ0+ donne´s et pour tout k ≥ 0, l’e´tude de l’algorithme de couplage 6.1 revient a`
l’e´tude des proble`mes aux limites suivants sur chaque sous-domaine :
• Dans le domaine ω−, on re´sout le syste`me parabolique :
∂tu
k+1 + (U0.∇h)uk+1 − µ∆huk+1 = −g∇hζk+1− dans ω− × [0, T ]
B−(uk+1, ζk+1− ) = B−(Ukh, ζk+) sur γ × [0, T ]
uk+1(., 0) = U
ini
− dans ω
−
(8.17a)
(8.17b)
(8.17c)
et le proble`me de transport :
∂tζ
k+1
− +U0.∇hζk+1− = −h divh(uk+1) dans ω− × [0, T ]
ζk+1− (., 0) = ζ
ini
− dans ω
−
(8.18a)
(8.18b)
On rappelle ici qu’on n’a pas conside´re´ de condition aux limites en x = 0 pour l’e´quation
de transport dans ω− car on a suppose´ u0 > 0.
• Dans le domaine Ω+, on re´sout le syste`me parabolique :
∂tU
k+1
h + (U0.∇h)Uk+1h − µ∆hUk+1h = −g∇hζk+1+ dans Ω+ × [0, T ]
µ∂zUh = 0 en z = 0
µ∂zUh = 0 en z = −h
Bu+(Uk+1h , ζk+1+ ) = Bu+(uk+1, ζk+1− ) sur Γ× [0, T ]
Uk+1h (., 0) = U
ini
+ dans Ω
+
(8.19a)
(8.19b)
(8.19c)
(8.19d)
(8.19e)
et l’e´quation de transport :
∂tζ
k+1
+ +U0.∇hζk+1+ = −h divh(Uk+1h ) dans ω+ × [0, T ]
Bζ+
(
Uk+1h , ζ
k+1
+
)
= Bζ+
(
uk+1, ζk+1−
)
sur γ × [0, T ]
ζk+1+ (., 0) = ζ
ini
+ dans ω
+
(8.20a)
(8.20b)
(8.20c)
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Pour montrer que l’algorithme est bien de´fini, on proce´de comme dans la section pre´ce´dente.
On e´tudie les deux proble`mes paraboliques, les deux e´quations de transport et enfin pour conclure
on utilise le the´ore`me du point fixe pour prouver l’existence et l’unicite´ de la solution sur chaque
sous-domaine et pour toute ite´ration de Schwarz.
Dans la suite k de´signe un entier positif.
8.2.1 Proble`mes paraboliques dans chaque sous-domaine
Comme dans le cas du syste`me de Saint-Venant de´fini dans le domaine entier, on cherche
ici des solutions uk+1 et Uk+1h respectivement dans C(0, T, L
2(ω−,R2)) ∩ L2(0, T,H1(ω−,R2))
et dans C(0, T, L2(Ω+,R2)) ∩ L2(0, T,H1(Ω+,R2)). On suppose donc que Uini− ∈ L2(ω−,R2),
Uini+ ∈ L2(Ω+,R2), ζini− ∈ L2(ω−) et ζini+ ∈ L2(ω+). On commence par de´finir la notion de
solution faible des syste`mes (8.17) et (8.19) qui est plus de´licate ici a` cause des termes de bords
sur γ et Γ (voir [1]).
On regarde par exemple le syste`me parabolique dans ω−. Le produit scalaire dans L2(ω−) de
(8.17a) par v ∈ H1(ω−,R2), apre`s inte´gration par parties, donne :∫
ω−
∂tu
k+1.v +
∫
ω−
(U0.∇h)uk+1.v + µ
∫
ω−
∇huk+1 : ∇hv
−µ
∫
γ
∂xu
k+1.v − g
∫
ω−
ζk+1− divh(v) + g
∫
γ
(
ζk+1−
0
)
.v = 0
D’apre`s la condition aux limites (8.17b), on a :∫
ω−
∂tu
k+1.v +
∫
ω−
(U0.∇h)uk+1.v + µ
∫
ω−
∇huk+1 : ∇hv
−
∫
γ
B−
(
U
k
h, ζ
k
+
)
.v +
∫
γ
(λ− u0
2
)uk+1.v − g
∫
ω−
ζk+1− divh(v) = 0
Pour que cette formulation soit bien de´finie, il faut que le terme B−
(
U
k
h, ζ
k
+
)
soit suffisament
re´gulier. Ce n’est pas le cas en choisissant Ukh ∈ L2(0, T,H1(Ω+,R2)). En effet, ceci implique
que ∂xU
k
h ∈ L2(Ω+ × [0, T ]) et donc on ne peut a priori pas de´finir la trace de ∂xU
k
h sur γ.
Comme dans [1], on reme´die a` ce proble`me en de´finissant ce terme de bord par re´currence sur
k. En effet, d’apre`s la relation (8.5), on a :
B−(uk+1, ζk+1− ) = B−(Ukh, ζk+)
= −Bu+(Ukh, ζk+) + 2λUkh
De le meˆme fac¸on, le terme au bord B+(Uk+1h , ζk+1+ ) peut eˆtre de´fini par re´currence graˆce a` la
relation (8.5) :
Bu+(Uk+1h , ζk+1+ ) = Bu+(uk+1, ζk+1− )
= −B−(uk+1, ζk+1− ) + 2λuk+1
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Pour alle´ger les notations, on note dans la suite Bk+1− = B−(uk+1, ζk+1− ), Bk+1+ = Bu+(uk+1, ζk+1+ )
et Bk+1+ = Bu+(Uk+1h , ζk+1+ ). On a alors les relations de re´currence suivantes :{
Bk+1− = −Bk+ + 2λUkh
Bk+1+ = −Bk+1− + 2λuk+1
On de´finit aussi Wγ l’espace H 12 (γ,R2) et WΓ l’espace H 12 (Γ,R2) ainsi que W ′γ et W ′Γ leurs
duaux.
De´finition 8.4. On suppose connues ζk+1− ∈ L2(ω− × (0, T )) et ζk+1+ ∈ L2(ω+ × (0, T )). Les
formulations faibles de (8.17) et (8.19) sont de´finies de la fac¸on suivante :
• Pour k = 0, on conside`re B0+ ∈ L2(0, T,W ′γ).
• Pour k ≥ 0, Bk+1− est de´fini par :
Bk+1− = −Bk+ + 2λUkh (8.21)
On dit que uk+1 est solution faible en vitesse de (8.17) si et seulement si pour tout v ∈
H1(ω−,R2), on a :∫
ω−
∂tu
k+1.v +
∫
ω−
(U0.∇h)uk+1.v + µ
∫
ω−
∇huk+1 : ∇hv
+
∫
γ
Bk+.v −
∫
γ
2λU
k
h.v +
∫
γ
(λ− u0
2
)uk+1.v − g
∫
ω−
ζk+1− divh(v) = 0 (8.22)
• Une fois uk+1 connu, on de´finit B+(Uk+1h , ζk+1+ ) par :
Bk+1+ = −Bk+1− + 2λuk+1 (8.23)
On dit que Uk+1h est solution faible en vitesse de (8.19) si et seulement si pour tout
V ∈ H1(Ω+,R2), on a :∫
Ω+
∂tU
k+1
h .V +
∫
Ω+
(U0.∇h)Uk+1h .v + µ
∫
Ω+
∇hUk+1 : ∇hV + µ
∫
Ω+
∂zU
k+1
h .∂zV
+
∫
Γ
Bk+1− .V −
∫
Γ
2λuk+1.V +
∫
Γ
(λ+
u0
2
)Uk+1h .V − g
∫
ω−
ζk+1+ divh(V) = 0
(8.24)
On a alors le re´sultat suivant :
Proposition 8.4. Soient Uini+ ∈ L2(Ω+,R2), Uini− ∈ L2(ω−,R2), Bk+1− ∈ L2(0, T,W ′γ)) et
Bk+1+ ∈ L2(0, T,W ′Γ)). On suppose que ζk+1− ∈ L2(ω− × [0, T ]) ∩ C(0, T ;L2(ω−)) ∈ et ζk+1+ ∈
L2(ω+ × (0, T )) ∩ C(0, T ;L2(ω))+. Il existe alors :
• une unique solution uk+1 de (8.17) appartenant a` C(0, T, L2(ω−,R2))∩L2(0, T,H1(ω−,R2)),
• une unique solutionUk+1h de (8.19) appartenant a` C(0, T, L2(Ω+,R2))∩L2(0, T,H1(Ω+,R2)).
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On a de plus les estimations d’e´nergie suivantes :
‖uk+1‖2ω− + µ
∫ t
0
‖∇huk+1‖2ω− +
∫ t
0
∫
γ
λ‖uk+1‖2 ≤ ‖Uini− ‖2ω− + C1
∫ t
0
‖ζk+1− ‖2ω−
+ C2
∫ t
0
‖Bk+‖2γ + C3
∫ t
0
‖Ukh‖2γ (8.25)
et
‖Uk+1h ‖2Ω+ + µ
∫ t
0
‖∇hUk+1‖2Ω+ +
∫ t
0
∫
Γ
λ‖Uk+1h ‖2 ≤ ‖Uini+ ‖2Ω+ + C ′1
∫ t
0
‖ζk+1+ ‖2Ω+
+ C ′2
∫ t
0
‖Bk+1− ‖2Γ + C ′3
∫ t
0
‖uk+1‖2Γ (8.26)
ou` C1, C2, C3, C
′
1, C
′
2 et C
′
3 de´signent des constantes positives.
De´monstration
La de´monstration est identique a` celle de la proposition 8.1 et repose sur la me´thode de Galerkin.
Pour obtenir les estimations d’e´nergies (8.25) et (8.26), il suffit de remplacer v et V res-
pectivement dans (8.22) et (8.24) par uk+1 et Uk+1h , de voir que
∫
ω−
(U0.∇h)uk+1.uk+1 =
u0
2
∫
γ
‖uk+1‖2 et que
∫
Ω+
(U0.∇h)Uk+1h .Uk+1h = −
u0
2
∫
Γ
‖Uk+1h ‖2 et d’utiliser ensuite l’identite´
ab ≤ α
2
a2 +
1
2α
b2 pour tous a, b et pour tout α > 0. Enfin, pour finir il suffit d’inte´grer entre 0
et t.
8.2.2 E´quations de transport
On e´tudie maintenant les e´quations de transport (8.18) et (8.20).
E´quation de transport dans le domaine ω−
L’e´tude de l’e´quation (8.18) est semblable a` celle de (8.7b). On va de´finir la solution faible
de cette e´quation comme suit :
De´finition 8.5. Soit uk+1 ∈ L2(0, T ;H1(ω−,R2)) fixe´ et ζini− ∈ L2(ω−). La fonction ζk+1− ∈
L2(ω−×(0, T )) est solution faible en hauteur d’eau du syste`me (8.18a) et (8.18b) si et seulement
si on a :
d
dt
(ζk+1− , χ)ω− − (ζk+1− ,U0.∇hχ)ω− = −h(divh(uk+1), χ)ω− ∀χ ∈ D(ω−)
ζk+1− (., 0) = ζ
ini
− dans ω
−
(8.27)
La` aussi on a le re´sultat suivant :
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Proposition 8.5. Soit uk+1 ∈ L2(0, T ;H1(ω−,R2)) et ζini− ∈ L2(ω−). Alors il existe une unique
solution ζk+1− ∈ L2(ω− × [0, T ]) de (8.18a), (8.18b). Cette solution s’e´crit graˆce a` la me´thode
des caracte´ristiques sous la forme :
ζk+1− (x, y, t) = ζ
ini
− (x− u0t, y − v0t)− h
∫ t
0
(
divhu
k+1
)
(x− u0s, y − v0s, t− s) ds (8.28)
Cette solution appartient aussi a` C(0, T ;L2(ω−)) ∩ C((−∞, 0]x;L2(Ry × (0, T ))).
Pour tout x ≤ 0 et pour tout t ∈ [0, T ], cette solution ve´rifie l’ine´galite´ d’e´nergie suivante :
‖ζk+1− ‖ω− ≤ ‖ζini− ‖ω− + h
∫ t
0
‖divh(uk+1)‖ω− ds (8.29)
De´monstration :
La de´monstration est identique a` celle de la proposition 8.2. 
Une fois que la solution de l’e´quation de transport (8.18) est connue, a` l’ite´ration k+ 1 on peut
de´finir la condition aux limites (8.20b) que l’on va imposer pour l’e´quation de transport dans le
domaine ω+ :
Bζ+
(
Uk+1h , ζ
k+1
+
)
= u0ζ
k+1
+ (0, .) = u0ζ
k+1
− (0, .) (8.30)
On note dans la suite ζk+1b = ζ
k+1
+ (0, .)
E´quation de transport dans le domaine ω+
La de´finition de la solution faible de (8.20) est un peu diffe´rente du fait que l’on conside`re
une caracte´ristique entrante.
De´finition 8.6. Soit Uk+1h ∈ L2(0, T ;L2(ω+,R2)) et ζini+ ∈ L2(ω+).
On suppose que ζk+1b ∈ L2(γ × (0, T )). La fonction ζk+1+ est solution faible en hauteur d’eau du
syste`me (8.20) si et seulement si ∀χ ∈ D(ω+) on a :
d
dt
(ζk+1+ , χ)ω+ − (ζk+1+ ,U0.∇hχ)ω+ − (U0ζk+1b , χ)γ = −h(divh(U
k+1
h ), χ)ω+
ζk+1+ (., 0) = ζ
ini
+ dans ω
+
(8.31)
On a alors le re´sultat suivant :
Proposition 8.6. Soit Uk+1h ∈ L2(0, T,H1(ω+,R2)) donne´ et ζini+ ∈ L2(ω+). Alors il existe une
unique solution ζk+1+ ∈ L2(ω+ × (0, T )) de (8.20a), (8.20b) et (8.20c) . Cette solution s’e´crit
graˆce a` la me´thode des caracte´ristiques sous la forme :
• Si x > u0t :
ζk+1+ (x, y, t) = ζ
ini
+ (x−u0t, y− v0t)−h
∫ t
0
(
divh(U
k+1
h )
)
(x−u0s, y− v0s, t− s) ds (8.32)
• Si x ≤ u0t
ζk+1+ (x, y, t) = ζ
k+1
b (Y −
v0
u0
x, t− x
u0
)−h
∫ x
u0
0
(
divhU
k+1
h
)
(x−u0s, y−v0s, t−s) ds (8.33)
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Cette solution appartient aussi a` l’espace C(0, T ;L2(ω+)) ∩ C([0,+∞)x;L2(Ry × (0, T ))).
Pour tout x ≥ 0 et pour tout t ∈ [0, T ], cette solution ve´rifie l’ine´galite´ d’e´nergie suivante :
‖ζk+1+ ‖ω+ ≤ ‖ζini+ ‖ω+ + u0‖ζk+1b ‖γ×(0,t) + h
∫ t
0
‖divh(Uk+1h )‖ω− ds (8.34)
De´monstration :
Les relations (8.32) et (8.33) sont obtenues graˆce a` la me´thode des caracte´ristiques (voir par
exemple [18]). Pour montrer (8.34), on note ω+1 = ω
+ ∩ {x ≤ u0t} et ω+2 = ω+ ∩ {x > u0t}. Ce
qui donne
‖ζk+1+ ‖ω+ = ‖ζk+1+ ‖ω+
1
+ ‖ζk+1+ ‖ω+
2
Ensuite, d’apre`s la relation (8.33), on a :
‖ζk+1+ ‖ω+
1
≤
(∫
x≤u0t
∫
R
(ζk+1b (y −
v0
u0
x, t− x
u0
))2 dx dy
) 1
2
+ h
∫ t
0
‖divh(Uk+1h )‖ω+
1
En effectuant les changements de variables Y = y− v0
u0
x et s = t− x
u0
dans la premie`re inte´grale
du terme de droite, on trouve :(∫
x≤u0t
∫
R
(ζk+1b (y −
v0
u0
x, t− x
u0
))2 dx dy
) 1
2
= u0
(∫ t
0
∫
R
(ζk+1b (Y, s))
2 ds dY
) 1
2
= u0‖ζk+1b ‖γ×[0,t]
De meˆme, en effectuant un changement de variable X = x− u0t on a :
‖ζini‖ω+
2
= ‖ζini‖ω+
D’ou` l’ine´galite´ (8.34). 
8.2.3 L’algorithme de Schwarz est bien de´fini
Pour conclure, on montre que l’algorithme de couplage 6.1 est bien de´fini en utilisant les
conditions aux limites (8.1), (8.3) et (8.4). Cela signifie qu’en partant de B0+ donne´ et de ζ0+
donne´e, on est capable de construire deux suites Xk− = (u
k, ζk−) et X
k
+ = (U
k
h, ζ
k
+) qui sont bien
de´finies et qui ve´rifient respectivement les formulations faibles (8.22), (8.27) et (8.24), (8.31).
De´finition 8.7. La notion de solution faible de l’algorithme de couplage 6.1 est de´finie de la
fac¸on suivante :
• Soient ζ0+(0, .) ∈ L2(γT ) et B0+ ∈ L2(0, T ;W ′Γ) donne´s.
• Pour k ≥ 1, Xk− et Xk+ sont solutions faibles de (8.17), (8.18) et de (8.19), (8.20) si et
seulement si uk est solution de (8.22), ζk− est solution de (8.27), U
k
h est solution de (8.24)
et ζk+ est solution de (8.31).
• A` l’e´tape k + 1, les conditions aux limites sont de´finies par (8.21), (8.23) et (8.30).
Comme dans le cas du syste`me de Saint-Venant de´fini dans l’espace entier, on finit par donner
le re´sultat suivant qui se de´montre graˆce au the´ore`me du point fixe :
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Proposition 8.7. Pour tout Xini− = (U
ini
− , ζ
ini
− ) ∈ L2(ω−,R2) × L2(ω−), pour tout Xini+ =
(Uini+ , ζ
ini
+ ) ∈ L2(Ω+,R2)× L2(ω+), pour tout ζ0+(0, .) ∈ L2(γT ) et pour tout B0+ ∈ L2(0, T ;W ′Γ)
il existe :
• une unique solution Xk+1− de de (8.17), (8.18) telle que :
Xk+1− ∈
(
C(0, T ;L2(ω−,R2) ∩ L2(0, T ;H1(ω−,R2)))×(L2(ω− × (0, T )) ∩ C(0, T ;L2(ω−)))
• une unique solution Xk+1+ de (8.19), (8.20) telle que :
Xk+1+ ∈
(
C(0, T ;L2(Ω+,R2) ∩ L2(0, T ;H1(Ω+,R2)))×(L2(ω+ × (0, T )) ∩ C(0, T ;L2(ω+)))
De´monstration
La de´monstration de cette proposition est identique a` celle de la proposition 8.3 et se base sur
le the´ore`me du point fixe et sur les ine´galite´s (8.25), (8.29), (8.26) et (8.34). 
On vient donc de de´montrer dans ce paragraphe que chaque e´tape de l’algorithme de couplage
est bien pose´e. Reste maintenant a` e´tudier sa convergence.
8.3 Convergence de l’algorithme de de´composition de domaine
du syste`me de Saint-Venant et de l’algorithme de couplage
avec des conditions de type Robin
Graˆce au lemme 6.3, on sait que la convergence de l’algorithme de couplage avec les condi-
tions aux limites (8.1), (8.3) et (8.4) est e´quivalente a` la convergence de l’algorithme usuel de
de´composition de domaine du syste`me de Saint-Venant 2-D muni des conditions (8.1), (8.3) et
(8.4).
8.3.1 Convergence de l’algorithme usuel de de´composition de domaine du
syste`me de Saint-Venant
On s’inte´resse dans un premier temps a` l’e´tude de l’algorithme suivant :
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Initialisation : u0+ et ζ
0
+ donne´s
A` l’e´tape k (k ≥ 0), re´soudre :
LSV L
(
uk+1− , ζ
k+1
−
)
= 0 dans ω− × [0, T ]
Bext−
(
uk+1− , ζ
k+1
−
)
= Gext− sur ∂ω
−
ext × [0, T ]
B−
(
uk+1− , ζ
k+1
−
)
= B−
(
uk+, ζ
k
+
)
sur γ × [0, T ]
uk+1− (., 0) = U
ini
− dans ω
− et ζk+1− (., 0) = ζ
ini
− dans ω
−
puis 
LSV L
(
uk+1+ , ζ
k+1
+
)
= 0 dans ω+ × [0, T ]
Bext+
(
uk+1+ , ζ
k+1
+
)
= G
ext
+ sur ∂ω
+
ext × [0, T ]
Bu+
(
uk+1+ , ζ
k+1
+
)
= Bu+
(
uk+1− , ζ
k+1
−
)
sur γ × [0, T ]
Bζ+
(
uk+1+ , ζ
k+1
+
)
= Bζ+
(
uk+1− , ζ
k+1
−
)
sur γ × [0, T ]
uk+1+ (., 0) = U
ini
+ dans ω
+ et ζk+1+ (., 0) = ζ
ini
+ dans ω
+
Algorithme 8.1: Algorithme de de´composition de domaine du syste`me de Saint-Venant
ou` B−, Bu+ et Bζ+ de´signent respectivement les ope´rateurs de´finis par (8.1), (8.3) et (8.4) et
LSV L de´signe les ope´rateurs de Saint-Venant (6.1a) et (6.1b) de´finis dans le chapitre 6. On a
alors le re´sultat suivant :
Proposition 8.8. On conside`re λ > 0.
Si X0 = (u0+, ζ
0
+) ∈
(
C(0, T ;L2(ω+,R2) ∩ L2(0, T ;H1(ω+,R2))) × (L2(ω+ × (0, T ))) alors l’al-
gorithme de Schwarz 8.1 est bien de´fini et les suites Xk+1− =
(
uk+1− , ζ
k+1
−
)
et Xk+1+ =
(
uk+1+ , ζ
k+1
+
)
de´finies par cet algorithme convergent repectivement dans(
C(0, T ;L2(ω−,R2) ∩ L2(0, T ;H1(ω−,R2)))× (L2(ω− × (0, T )) ∩ C(0, T ;L2(ω−))) et(
C(0, T ;L2(ω+,R2) ∩ L2(0, T ;H1(ω+,R2)))× (L2(ω+ × (0, T )) ∩ C(0, T ;L2(ω+))).
De´monstration
Pour montrer le caracte`re bien pose´ de l’algorithme, il suffit d’adopter la meˆme de´marche que
celle conside´re´e dans la section 8.2.
Ensuite, la preuve de convergence est similaire a` celle faite dans [32, chapitre 19]. Cependant,
comme on conside´re la vitesse U0 non nulle, on a des termes supple´mentaires qu’il faut traiter
pour conclure quant a` la convergence de l’algorithme.
On introduit les erreurs X˜k+1− = X|ω− −Xk+1− et X˜k+1+ = X|ω+ −Xk+1+ ou` X de´signe la solution
du syste`me de Saint-Venant (8.7) de´fini dans l’espace tout entier. On a alors :
LSV L
(
X˜k+1−
)
= 0 dans ω− × [0, T ]
Bext−
(
X˜k+1−
)
= 0 sur ∂ω−ext × [0, T ]
B−
(
X˜k+1−
)
= B−
(
X˜k+
)
sur γ × [0, T ]
X˜k+1− = 0 dans ω
−
(8.35)
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et 
LSV L
(
X˜k+1+
)
= 0 dans ω+ × [0, T ]
Bext+
(
X˜k+1+
)
= 0 sur ∂ω+ext × [0, T ]
Bu+
(
X˜k+1+
)
= Bu+
(
X˜k+1−
)
sur γ × [0, T ]
Bζ+
(
X˜k+1+
)
= Bζ+
(
X˜k+1−
)
sur γ × [0, T ]
X˜k+1+ = 0 dans ω+
(8.36)
Le produit scalaire dans L2(ω−) de la premie`re e´quation du syste`me (8.35) par (hu˜k+1− , gζ˜
k+1
− )
t
donne :
h
∫
ω−
∂tu˜
k+1
− .u˜
k+1
− + h
∫
ω−
(U0.∇h)u˜k+1− .u˜k+1− − µh
∫
ω−
∆hu˜
k+1
− .u˜
k+1
− + gh
∫
ω−
∇hζ˜k+1− .u˜k+1− +
g
∫
ω−
ζ˜k+1− ∂tζ˜
k+1
− + gh
∫
ω−
ζ˜k+1− divh(u˜
k+1
− ) + g
∫
ω−
U0.∇hζ˜k+1− ζ˜k+1−
= 0
En inte´grant par parties et en utilisant le fait que
∫
ω−
(U0.∇h)u˜k+1− .u˜k+1− =
u0
2
‖u˜k+1− ‖2γ , on a :
1
2
d
dt
(
h‖u˜k+1− ‖2ω− + g‖ζ˜k+1− ‖2ω−
)
+ µh‖∇hu˜k+1− ‖2ω− + g
∫
ω−
U0.∇hζ˜k+1− ζ˜k+1−
+
∫
γ
(
−µh∂xu˜k+1− +
1
2
u0u˜
k+1
− + gh
(
ζ˜k+1−
0
))
.u˜k+1− = 0
Ensuite, graˆce aux relations (8.5) et (8.6) on a :(
−µ∂xu˜k+1− +
1
2
u0u˜
k+1
− + g
(
ζ˜k+1−
0
))
.u˜k+1− =
1
4λ
(
(Bu,1+ )2 + (Bu,2+ )2 − (B1−)2 − (B2−)2
)
(u˜k+1− , ζ˜
k+1
− )
ou` Bi− pour i = 1, 2 de´signe la ie`me coordonne´e du vecteur B−(u˜k+1− , ζ˜k+1− ) et Bu,i+ pour i = 1, 2
de´signe la ie`me coordonne´e du vecteur Bu+(u˜k+1− , ζ˜k+1− ).
On en de´duit que :
1
2
d
dt
(
h‖u˜k+1− ‖2ω− + g‖ζ˜k+1− ‖2ω−
)
+ µh‖∇hu˜k+1− ‖2ω− +
h
4λ
∫
γ
(
(Bu,1+ )2 + (Bu,2+ )2
)
(u˜k+1− , ζ˜
k+1
− )
+ g
∫
ω−
U0.∇hζ˜k+1− ζ˜k+1− =
h
4λ
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+1− , ζ˜
k+1
− )
Et d’apre`s la condition aux limites sur γ, on peut modifier le second membre :
1
2
d
dt
(
h‖u˜k+1− ‖2ω− + g‖ζ˜k+1− ‖2ω−
)
+ µh‖∇hu˜k+1− ‖2ω− +
h
4λ
∫
γ
(
(Bu,1+ )2 + (Bu,2+ )2
)
(u˜k+1− , ζ˜
k+1
− )
+ g
∫
ω−
U0.∇hζ˜k+1− ζ˜k+1− =
h
4λ
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+, ζ˜
k
+)
En utilisant le fait que :∫
ω−
U0.∇hζ˜k+1− ζ˜k+1− = −
∫
ω−
U0.∇hζ˜k+1− ζ˜k+1− +
∫
γ
u0(ζ˜
k+1
− )
2 (inte´grations par parties)
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l’e´galite´ devient :
1
2
d
dt
(
h‖u˜k+1− ‖2ω− + g‖ζ˜k+1− ‖2ω−
)
+ µh‖∇hu˜k+1− ‖2ω− +
h
4λ
∫
γ
(
(Bu,1+ )2 + (Bu,2+ )2
)
(u˜k+1− , ζ˜
k+1
− )
+
g
2
∫
γ
u0(ζ˜
k+1
− )
2 =
h
4λ
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+, ζ˜
k
+)
En inte´grant entre 0 et t pour t ∈ [0, T ] et compte-tenu des conditions initiales, on trouve :
h
2
‖u˜k+1− ‖2ω− +
g
2
‖ζ˜k+1− ‖2ω− + µh
∫ t
0
‖∇hu˜k+1− ‖2ω− +
h
4λ
∫ t
0
∫
γ
(
(Bu,1+ )2 + (Bu,2+ )2
)
(u˜k+1− , ζ˜
k+1
− )
+
g
2
∫ t
0
∫
γ
u0(ζ˜
k+1
− )
2 =
h
4λ
∫ t
0
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+, ζ˜
k
+) (8.37)
De la meˆme fac¸on, on peut e´tablir sur l’autre sous-domaine que :
h
2
‖u˜k+1+ ‖2ω+ +
g
2
‖ζ˜k+1+ ‖2ω+ + µh
∫ t
0
‖∇hu˜k+1+ ‖2ω+ +
h
4λ
∫ t
0
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+1+ , ζ˜
k+1
+ )
−g
2
∫ t
0
∫
γ
u0(ζ˜
k+1
+ )
2 =
h
4λ
∫ t
0
∫
γ
(
(Bu,1+ )2 + (Bu,2+ )2
)
(u˜k+1− , ζ˜
k+1
− )
(8.38)
En sommant (8.37) et (8.38), on trouve :
h
2
‖u˜k+1− ‖2ω− +
g
2
‖ζ˜k+1− ‖2ω− + µh
∫ t
0
‖∇hu˜k+1− ‖2ω− +
h
2
‖u˜k+1+ ‖2ω+ +
g
2
‖ζ˜k+1+ ‖2ω+
+µh
∫ t
0
‖∇hu˜k+1+ ‖2ω+ +
h
4λ
∫ t
0
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+1+ , ζ˜
k+1
+ )
=
h
4λ
∫ t
0
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+, ζ˜
k
+) (8.39)
On note dans la suite :
Ek+1 =
h
2
‖u˜k+1− ‖2ω− +
g
2
‖ζ˜k+1− ‖2ω− + µh
∫ t
0
‖∇hu˜k+1− ‖2ω− +
h
2
‖u˜k+1+ ‖2ω+ +
g
2
‖ζ˜k+1+ ‖2ω+
+µh
∫ t
0
‖∇hu˜k+1+ ‖2ω+
et
F k+1 =
h
4λ
∫ t
0
∫
γ
(
(B1−)2 + (B2−)2
)
(u˜k+1+ , ζ˜
k+1
+ )
En sommant la relation (8.39) pour tous les k ∈ {0, . . . , N}, ou` N > 1, on obtient :
N∑
k=0
Ek+1 + FN+1 = F 0
Ce qui signifie que la se´rie a` termes positif
N∑
k=0
Ek+1 est convergente car elle est majore´e par une
constante. La suite Ek tend donc vers 0.
On en de´duit alors la convergence de X˜k+1+ et X˜
k+1
− dans les espaces indique´s dans la proposition
8.8. 
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8.3.2 Convergence de l’algorithme de couplage
Apre`s avoir montre´ la convergence de l’algorithme de de´composition de domaine du syste`me
de Saint-Venant, on peut maintenant revenir a` la convergence de l’algorithme de couplage 6.1.
On a alors le re´sultat suivant :
Proposition 8.9. Les suites (uk+1, ζk+1− ) et (U
k+1
h , ζ
k+1
+ ) de´finies par l’algorithme de couplage
6.1 convergent vers (u|ω− , ζ|ω−) et (Uλh, ζλ+) respectivement dans(
C(0, T ;L2(ω−,R2) ∩ L2(0, T ;H1(ω−,R2)))× (L2(ω− × (0, T )) ∩ C(0, T ;L2(ω−))) et(
C(0, T ;L2(Ω+,R2) ∩ L2(0, T ;H1(Ω+,R2)))× (L2(ω+ × (0, T )) ∩ C(0, T ;L2(ω+))),
ou` u|ω− et ζ|ω− de´signent la restriction sur ω− de (u, ζ) solution du syste`me de Saint-Venant
dans l’espace entier. La suite des vitesses barotropes (U
k+1
h )k≥0 et la suite (ζ
k+1
+ )k+1 convergent
respectivement vers u|ω+ et ζ|ω+. A` convergence, les contraintes physiques (6.13) et (6.14) sont
ve´rifie´es.
De´monstration
Pour montrer la convergence, il suffit d’appliquer le lemme 6.3 du chapitre 6.
Ensuite, (uk+1, ζk+1− ) et (U
k+1
h , ζ
k+1
+ ) convergent respectivement vers (u|ω− , ζ−) et (u|ω+ , ζ+) ou`
(u, ζ) de´signe la solution du syste`me de Saint-Venant dans l’espace entier. A` convergence, on a :
u|ω− = u|ω+
de meˆme d’apre`s (6.12) on a :
µ∂xu|ω− − u0u|ω− − g
(
ζ−
0
)
= µ∂xu|ω+ − u0u|ω+ − g
(
ζ+
0
)
On en de´duit que les contraintes physiques (6.13) et (6.14) sont ve´rifie´es. 
8.4 Vers l’optimisation du taux de convergence
Les ope´rateurs B− et Bu+ de´pendent de λ. Ceci donne un degre´ de liberte´ sur lequel on peut
jouer pour optimiser le taux de convergence.
On s’inte´resse dans la suite a` l’e´tude du taux de convergence en fonction de λ. Pour cela on calcule
comme dans le chapitre 7, la transforme´e de Laplace-Fourier des erreurs X˜k+1− = X|ω− −Xk+1−
et X˜k+1+ = X|ω− −Xk+1− , ou` X = (u, ζ)t.
Cette fois, on exprime la transforme´e de Laplace-Fourier en variables dimensionnelles. Ce qui
donne pour le syste`me (8.7) avec des conditions initiales nulles :
−µ∂2xû+ u0∂xû+
{
s+ iηv0 + µη
2
}
û+ g
 ∂xζˆ
iηζˆ
 = 0
u0∂xζˆ + (s+ iηv0)ζˆ + h ∂xû+ i h ηv̂ = 0
(8.40)
Comme dans le chapitre 7, on cherche des solutions sous la forme X̂(x) = (û(x), ζ̂(x))t = Φeλ˜x.
Ceci implique la re´solution du syste`me line´aire :
M(λ˜)Φ = 0 (8.41)
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ou` la matrice M est donne´e par :
M(λ˜) =

P (λ˜) 0 gλ˜
0 P (λ˜) iηg
h λ˜ ih η u0λ˜+ s+ iηv0

avec P (λ˜) = −µλ˜2 + u0λ˜+ s+ µλ˜2 + iηv0.
On note comme dans le chapitre 7, λ1 et λ5 les racines a` parties re´elles positives et λ2, λ3 et λ4
les racines a` parties re´elles ne´gatives (on omet le signe˜pour les λi, 1 ≤ i ≤ 5, maintenant qu’il
n’y a plus d’ambiguite´ entre les modes propres de M(λ˜) et le parame`tre de Robin λ).
Les transforme´es de Laplace-Fourier des erreurs s’e´crivent :
X˜k+1− = Φ+ exp(xΛ+)α
k+1
+
X˜k++ = Φ− exp(xΛ−)α
k+1
−
ou`
Φ+ =

iη gλ5
−λ1 igη
0 −P (λ5)
 , Λ+ =
 λ1 0
0 λ5
 et αk+1+ =
 αk+11
αk+15

et
Φ− =

iη gλ3 gλ4
−λ2 igη igη
0 −P (λ3) −P (λ4)
 , Λ− =

λ2 0 0
0 λ3 0
0 0 λ4
 et αk+1− =

αk+12
αk+13
αk+14

En x = 0, les ope´rateurs B− et Bu+ s’e´crivent alors :
B−(X˜k+1− ) = A1αk+1+
Bu+(X˜k+1− ) = A2αk+1+
B−(X˜k+1+ ) = B1αk+1−
Bu+(X˜k+1+ ) = B2αk+1−
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ou` les matrices A1, A2, B1 et B2 sont donne´es par :
A1 =
(
[Φ+]2,2 (Λ+ + λI2) + g
(
0 P (λ5)
0 0
))
A2 =
(
[Φ+]2,2 (−Λ+ + λI2)− g
(
0 P (λ5)
0 0
))
B1 =
([
Φ−Λ−Φ
−1
−
]
2,3
+
(
λ 0 −g
0 λ 0
))
Φ−
B2 =
(
− [Φ−Λ−Φ−1− ]2,3 + ( λ 0 g0 λ 0
))
Φ−
Les conditions aux limites en x = 0 s’e´crivent donc :
A1α
k+1
+ = B1α
k
−
B2α
k+1
− = A2α
k+1
+
L−3 αk+1− =
(
0 −P (λ5)
)
αk+1+ = L+3 αk+1+
ou` L−3 et L+3 de´signent respectivement la troisie`me ligne de la matrice Φ− et la troisie`me ligne
de la matrice Φ+ .
On de´finit les nouvelles matrices :
B′2 =
(
B2
L−3
)
et A′2 =
(
A2
L+3
)
On a alors
α˜k+1+ = A
−1
1 B1
(
B′2
)−1
A′2α˜
k
+ (8.42)
Si on note T la matrice A−11 B1 (B
′
2)
−1A′2, le taux de convergence est de´fini par :
ρ = max(|ri|
1
2 , ri valeur propre de TT
⋆)
L’optimisation du taux de convergence de l’algorithme de de´composition de domaine usuel du
syste`me de Saint-Venant revient donc a` chercher λ qui minimise ρ.
L’expression de la matrice T est complique´e. Il est donc difficile de trouver l’expression exacte du
parame`tre λ qui minimise le taux de convergence. En revanche, cette valeur peut eˆtre approche´e
nume´riquement, voir par exemple [7].
En re´sume´
Dans ce chapitre, on a e´tudie´ l’algorithme de couplage avec des conditions de type ≪ Ro-
bin ge´ne´ralise´es ≫. On a montre´ la convergence, dans les espaces approprie´s, de l’algorithme
de de´composition de domaine usuel du syste`me de Saint-Venant, ce qui a permis de conclure
que l’algorithme de couplage 6.1 converge. Plus particulie`rement, on montre´ que (uk+1, ζk+1− ) et
(U
k+1
h , ζ
k+1
+ ) convergent respectivement vers (u, ζ)ω− et (u, ζ)ω+ , ou` (u, ζ)
t de´signe la solution
du syste`me de Saint-Venant 2-D. La vitesse barocline quant a` elle de´pend a priori du parame`tre
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de Robin λ. On a e´galement montre´ comment exprimer le taux de convergence de l’algorithme
en fonction du parame`tre de Robin, ce qui permet donc de l’optimiser.
Ce re´sultat peut eˆtre e´tendu sans difficulte´s majeures au cas ou` l’on conside`re deux parame`tres
strictement positifs λ1 et λ2 diffe´rents dans chacune des composantes des ope´rateurs B− et B
u
+.
Ces re´sultats ne seront pas teste´s dans le cadre de ce travail. En revanche, on pre´sentera dans
le chapitre suivant une premie`re e´tude d’un cas test re´el de couplage entre le syste`me de Saint-
Venant 1-D et les e´quations de Navier-Stokes 3-D. On pre´sentera un algorithme heuristique,
qu’on testera a` l’aide des codes Mascaret 1-D et Telemac 3-D de´veloppe´s tous les deux par EDF
R&D.
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Chapitre 9
Couplage de mode`les
hydrodynamiques
Dans ce dernier chapitre, on va pre´senter une application du couplage de mode`les de di-
mensions spatiales he´te´roge`nes qui peut eˆtre utilise´e dans le cadre de la mode´lisation fluviale
chez EDF. En effet la simulation d’un re´seau fluvial complet par les e´quations de Navier-Stokes
3-D e´tant beaucoup trop couˆteux, les inge´nieurs d’EDF utilisent selon la complexite´ locale de
l’e´coulement et de la ge´ome´trie des mode`les de Saint-Venant 1-D et 2-D et restreignent l’usage
des e´quations de Navier-Stokes 3-D aux zones ou` l’on veut une mode´lisation plus fine (a` proximite´
des barrages par exemple).
Jusqu’a` re´cemment, EDF re´alisait des couplages faibles entre des mode`les 1-D et des mode`les
2-D, c’est-a`-dire avec des e´changes d’information dans un seul sens : du mode`le qui est en amont
vers le mode`le qui est en aval.
Re´cemment, en se basant sur les travaux de l’e´quipe MOX Politecnico di Milano (voir [33]),
EDF a de´veloppe´ un couplage Saint-Venant 1-D/ Saint-Venant 2-D au sens fort (c’est a` dire avec
e´change d’information dans les deux sens entre les mode`les) en utilisant les logiciel Mascaret
1-D et Telemac 2-D (voir [29]).
Dans ce chapitre, on va faire une extension de ces travaux pour le couplage Saint-Venant
1-D/ Navier-Stokes 3-D a` travers une application simple. E´tant donne´ que l’on va utiliser des
mode`les non line´aires, l’algorithme que l’on va pre´senter est un algorithme heuristique sans
preuve de convergence. Les conditions de type Robin ne seront pas teste´es ici. En effet, on ne
cherchera pas a` acce´le´rer la convergence de l’algorithme de couplage. L’objectif est de de´montrer
qu’un algorithme ite´ratif de type Schwarz donne des meilleurs re´sultats qu’un couplage faible et
d’exploiter les outils d’EDF afin de mettre en œuvre cet algorithme de couplage.
9.1 Pre´sentation des mode`les couple´s et des domaines de cou-
plage
9.1.1 Mode`le de re´fe´rence
On conside`re un e´coulement tridimensionnel dans le domaine sous forme de coude pre´sente´
dans la figure 9.1. Le mouvement du fluide est re´gi dans ce cas par les e´quations de Navier-
Stokes 3-D munies des conditions aux limites suivantes : vitesse impose´e a` l’entre´e du domaine
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et hauteur d’eau impose´e a` la sortie du domaine. La section de ce domaine est en forme de
trape`ze.
Figure 9.1 – Domaine global
On re´sout donc dans le domaine Ω le syste`me suivant :
∂tU + U∂xU + V ∂yU +W∂zU − µ∆U + ∂xp = f1 dans Ω× R+
∂tV + U∂xV + V ∂yV +W∂zV − µ∆V + ∂yp = f2 dans Ω× R+
∂tW + U∂xW + V ∂yW +W∂zW − µ∆W + ∂zp = f3 dans Ω× R+
∂xU + ∂yV + ∂zW = 0 dans Ω× R+
(9.1a)
(9.1b)
(9.1c)
(9.1d)
muni des conditions aux limites suivantes :
(σn.τ 1) τ 1 + (σn.τ 2) τ 2 = k (U.τ 1) τ 1 + k (U.τ 2) τ 2 au fond
W = 0 au fond
∂tζ +Uh.∇hζ −W = 0 en z = ζ(x, y, t)
U.n = 0 sur les bords late´raux
U = Ud a` l’entre´e du domaine
H = Hd a` la sortie du domaine
(9.2a)
(9.2b)
(9.2c)
(9.2d)
(9.2e)
(9.2f)
ou` H de´signe la hauteur d’eau et U est le vecteur vitesse.
138
9.1.2 Mode`les couple´s
Afin de diminuer le couˆt et le temps de calcul, on propose de remplacer le mode`le totalement
3-D par un mode`le mixte 1-D/3-D qui consiste a` re´soudre le syste`me des e´quations de Navier-
Stokes 3-D dans une partie du domaine et le syste`me des e´quations de Saint-Venant 1-D sur
l’autre partie. Un exemple de ce couplage est pre´sente´ dans la figure 9.2. On note dans ce cas
les interfaces de couplage {x = L} pour le mode`le 1-D et Γ pour le mode`le 3-D. L’entre´e du
domaine 1-D est positionne´e en {x = A} et la sortie du domaine 3-D est note´e S.
Figure 9.2 – Exemple d’un domaine de couplage
Les mode`les mathe´matiques a` coupler sont donc :
• Mode`le 1-D : 
∂tu+ u∂xu = −g∂xζ + 1
H
∂x (µH∂xu) + f¯1 dans Ω1D
∂tH + u∂xH +H∂xu = 0 dans Ω1D
Q = Qd en x = A
(9.3a)
(9.3b)
(9.3c)
ou` Q de´signe le de´bit,
• Mode`le 3-D :
∂tU + U∂xU + V ∂yU +W∂zU − µ∆U + ∂xp = f1 dans Ω3D × R+
∂tV + U∂xV + V ∂yV +W∂zV − µ∆V + ∂yp = f2 dans Ω3D × R+
∂zp = −g + f3 dans Ω3D × R+
∂xU + ∂yV + ∂zW = 0 dans Ω3D × R+
(9.4a)
(9.4b)
(9.4c)
(9.4d)
muni des conditions aux limites (9.2a), (9.2b), (9.2c), (9.2d) et (9.2f)
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9.1.3 Conditions de transmission
Avant de re´soudre le nouveau proble`me, on commence par pre´ciser la notion de couplage,
c’est-a`-dire les quantite´s physiques qu’on cherche a` passer d’un mode`le a` l’autre. Dans le cas
du couplage Navier-Stokes 3-D/Saint-Venant 1-D, on cherche a` assurer a` chaque instant la
continuite´ du de´bit et de la moyenne de la hauteur d’eau a` travers les interfaces {x = L} et Γ :
Q1D(L, t) = Q3D(L, t)
H1D(L, t) = H3D(L, t)
(9.5)
9.2 Algorithme de couplage
Pour re´soudre le proble`me couple´, on propose un algorithme multiplicatif de type Schwarz :
• Pour t = 0, phase initialisation
boucle en temps : Tant que t ≤ tmax Faire Boucle de Schwarz
A` l’e´tape k (k ≥ 0) :
Tant que ‖Hk+1,t3 −Hk,t3 ‖2 ≤ ε et k ≤ Nmax, Faire
re´soudre : 
L3D(Uk+1t ) = F dans Ω3D
Hk+1,t3 = Hd sur S
Uk+1t (L, y, z) = P(ukt (L))
puis re´soudre 
L1D(uk+1t ) = F¯ dans Ω1D
Qk+1,t1 (A) = Qd
Hk+1,t1 = H
k+1,t
3
k = k + 1
Fin boucle de Schwarz
t = t+∆t
Fin boucle en temps
• Pour t = tmax, phase finalisation.
Algorithme 9.1: Algorithme de Schwarz de couplage multi-dimensionnel
ou` Ut de´signe le vecteur vitesse 3-D a` l’instant t, ut la vitesse 1-D a` l’instant, H1 et H3 de´signent
respectivement la hauteur d’eau du mode`le 1-D et du mode`le 3-D, Qd et Hd sont respectivement
le de´bit impose´ a` l’entre´e du domaine 1-D et la hauteur d’eau impose´e a` la sortie du mode`le
3-D et P de´signe le profil de vitesse impose´ a` l’entre´e du domaines 3-D. En effet, a` partir de la
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vitesse 1-D on calcule une vitesse 3-D a` divergence nulle, qui est normale a` la frontie`re et telle
que sa norme soit proportionnelle a`
√
H3. Enfin, tmax de´signe le temps maximal de simulation,
Nmax le nombre maximal d’ite´rations et ε un petit parame`tre (ici 10
−6). Les ope´rateurs L3D et
L1D de´signent respectivement le syste`me des e´quations de Navier-Stokes 3-D et le syste`me des
e´quations de Saint-Venant 1-D discre´tise´s tous les deux en temps.
9.3 E´tude nume´rique du cas test
Dans la suite on pre´sente brie`vement les diffe´rents codes nume´riques utilise´s pour cette mise
en œuvre du couplage entre le syste`me de Saint-Venant 1-D et les e´quations de Navier-Stokes
3-D.
9.3.1 Outils nume´riques
Mascaret 1-D
Il s’agit d’un logiciel de´veloppe´ par EDF qui permet de mode´liser les e´coulements monodi-
mensionnels a` surface libre, utilisant la me´thode des e´le´ments finis. Il se base sur les e´quations de
Saint-venant. Les e´quations peuvent eˆtre re´solues sous forme conservative ou non conservative,
et diffe´rents re´gimes sont pris en compte : fluvial ou torrentiel, permament ou non permament. Il
est utilise´ dans le cadre de mode´lisation des ondes de crues, de risques d’inondations, de rupture
de barrages, etc. Pour plus de de´tails sur ce logiciel, on renvoie le lecteur vers [8].
Telemac 3-D
Telemac est un logiciel de´veloppe´ par EDF permettant de re´soudre nume´riquement les
mode`les 3-D hydrostatiques et non hydrostatiques a` surface libre. Il est base´ sur la me´thode
des e´le´ments finis et utilise pour la coordonne´e verticale la transformation sigma classique per-
mettant le suivi de surface (voir [21]). Cette dernie`re est un cas particulier des me´thodes ALE
(pour arbitrairement lagrangienne eulerienne). On trouve dans la the`se d’A. Decoene [10] tous
les aspects the´oriques concernant l’utilisation de ces me´thodes dans Telemac 3-D.
La discre´tisation des e´quations dans Telemac se fait en utilisant une me´thode a` pas fractionnaire
en temps. Cela se rame`ne a` trois e´tapes :
1. Re´solution d’une e´quation d’advection.
2. Re´solution d’une e´quation de diffusion.
3. Enfin la re´solution d’une e´quation de pression et de l’e´quation de continuite´.
Pour plus de de´tails sur ces trois e´tapes, on renvoie le lecteur vers [10] et [21].
Palm
Il s’agit d’un coupleur dynamique et paralle`le de´veloppe´ par le CERFACS (voir [34]). Initia-
lement il e´tait utilise´ dans le cadre de l’assimilation de donne´es, mais son champ d’application
s’e´tend de´sormais a` d’autres domaines. Il a servi notamment a` mettre en œuvre le couplage
Saint-Venant 1-D/Saint-Venant 2D dans [29].
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9.3.2 Cas permanent
La premie`re se´rie de tests concerne un cas permanent. On impose a` l’entre´e du domaine 1-D
un de´bit constant. De meˆme la hauteur d’eau a` la sortie du domaine 3-D est constante et ne
de´pend pas du temps. La hauteur d’eau dans la solution de re´fe´rence se stabilise au bout d’un
certain temps et devient constante.
La longueur totale du bras du coude initial vaut 10.8m, on fait le couplage avec des coudes
interme´diaires dont le bras est de longueur 1.8m, 2.8m, etc et les domaines 1-D sont de lon-
gueur 9m, 8m, etc. Pour la plupart des coudes interme´diaires teste´s, le couplage aboutit a` une
stabilisation de la hauteur d’eau au bout d’un certain temps (voir figure 9.3). En revanche, on
remarque que si on met l’interface de couplage tre`s proche de l’entre´e, la hauteur d’eau explose
ou augmente conside´rablement au bout d’un certain temps (voir figure 9.4).
Sur la figure 9.5, on a repre´sente´ le nombre d’ite´rations ne´cessaires en fonction du temps avant
que l’algorithme converge. On observe qu’a` chaque pas de temps, l’algorithme requiert en ge´ne´ral
peu d’ite´rations avant de converger (ici 6 ite´rations au maximum) et qu’a` partir d’un certain
temps la hauteur d’eau se stabilise et donc on n’a plus besoin d’effectuer d’ite´rations.
9.3.3 Cas non permanent
Dans cette deuxie`me se´rie de tests, la hauteur d’eau a` la sortie de domaine 3-D est maintenue
constante en fonction du temps. En revanche, a` l’entre´e du domaine 1-D, on impose un de´bit
non permanent dont l’e´volution temporelle est pre´sente´e dans la figure 9.6. On a eu beaucoup de
difficulte´s a` amener les calculs jusqu’au bout. La plupart des simulations s’arreˆtent au bout d’un
certain temps sans force´ment que la hauteur d’eau explose. Seul le cas ou` le coude a une longueur
de 3.8m converge (voir figure 9.7). C’est un proble`me, sans doute essentiellement informatique,
sur lequel on continue de travailler afin d’en identifier la cause.
9.4 Conclusion et travail a` faire
Dans ce chapitre on a pre´sente´ une application simple du couplage multi-dimensionnel entre
le syste`me de Saint-Venant 1-D et les e´quations de Navier-Stokes 3-D. On a donc vu que l’al-
gorithme heuristique propose´ converge a` chaque pas de temps en peu d’ite´rations. On a eu
cependant plus de difficulte´s a` faire le couplage dans le cas instationnaire. Il reste donc du tra-
vail a` faire pour comprendre les raisons de cet e´chec. Dans le futur proche, l’attention sera aussi
porte´e sur les points suivants :
• E´tude de l’erreur entre la solution couple´e et la solution de re´fe´rence en fonction de la
position de l’interface en norme L2 ou/et en norme H1.
• Tester d’autres conditions aux limites aux interfaces de couplages : plus particulie`rement,
il serait inte´ressant de tester des conditions de type ≪ Robin ge´ne´ralise´es ≫ et de voir
l’influence du choix de parame`tre de Robin sur la convergence de l’algorithme.
• Faire le couplage entre le syste`me de Saint-Venant 2-D et les e´quations de Navier-Stokes
3-D en utilisant Telemac 2-D et Telemac 3-D.
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(a) Coude de longueur 1.8m (b) Coude de longueur 2.8m
(c) Coude de longueur 3.8m (d) Coude de longueur 4.8m
(e) Coude de longueur 6.8m (f) Coude de longueur 7.8m
Figure 9.3 – Hauteur d’eau a` convergence de l’algorithme de Schwarz en fonction du temps
pour diffe´rents coudes interme´diaires teste´s.
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(a) Coude de longueur 8.8m (b) Coude de longueur 9.8m
Figure 9.4 – Hauteur d’eau a` convergence de l’algorithme de Schwarz en fonction du temps
pour diffe´rents coudes interme´diaires teste´s et ou` le calcul e´choue.
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(a) Coude de longueur 1.8m (b) Coude de longueur 2.8m
(c) Coude de longueur 3.8m (d) Coude de longueur 4.8m
(e) Coude de longueur 6.8m (f) Coude de longueur 7.8m
Figure 9.5 – Nombre d’ite´rations ne´cessaires avant convergence de l’algorithme de Schwarz en
fonction du temps pour diffe´rents coudes interme´diaires teste´s.
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Figure 9.6 – Profil du de´bit impose´ a` l’entre´e du domaine 1-D.
Figure 9.7 – Hauteur d’eau a` convergence de l’algorithme de Schwarz en fonction du temps
dans le cas non permanent pour le coude de longueur 3.8m.
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Conclusions et perspectives
Dans cette the`se, on s’est inte´resse´ tout d’abord a` donner un cadre mathe´matique ge´ne´ral au
couplage a` dimension spatiale he´te´roge`ne. Dans la premie`re partie, l’e´tude d’un cas acade´mique
de couplage 1-D/2-D dans le cadre elliptique a permis de mettre en e´vidence les diffe´rentes
difficulte´s lie´es au changement de dimension spatiale entre les deux mode`les. Pour re´soudre la
premie`re difficulte´ consistant a` de´finir les ope´rateurs de restriction et d’extension, on a montre´
que l’analyse asymptotique servant a` de´river le mode`le 1-D a` partir du mode`le 2-D permet
aussi de de´duire les expressions de ces ope´rateurs. La de´finition de la notion de couplage dans
ce contexte n’implique souvent que des expressions moyenne´es sur les interfaces. De ce fait, la
solution couple´e n’est pas de´finie d’une fac¸on unique. Ainsi, en mettant en œuvre un algorithme
de couplage ite´ratif avec des conditions aux limites de type Robin, on a montre´ que la solu-
tion couple´e de´pendait du parame`tre de Robin. Cependant, graˆce encore une fois a` l’analyse
asymptotique, on a pu controˆler l’erreur commise entre la partie 2-D de la solution couple´e et la
restriction de la solution globale de re´fe´rence sur le domaine 2-D. Enfin, on a montre´ comment
rendre la convergence de l’algorithme optimale en exploitant la the´orie des ope´rateurs absorbants
exacts utilise´e usuellement dans le cadre de la de´composition de domaine.
Dans la deuxie`me partie de cette the`se, on a ge´ne´ralise´ l’e´tude faite dans la premie`re partie au
cas du couplage des syste`mes line´aires de Saint-Venant 2-D et de Navier-Stokes hydrostatiques
3-D. En conside´rant un frottement nul au fond du domaine, on a montre´ que la convergence de
l’algorithme de couplage multi-dimensionnel e´tait e´quivalente a` la convergence de l’algorithme
usuel de de´composition de domaine. Afin de rendre la convergence de ce dernier optimale, on
a donc adopte´ la de´marche classique consistant a` calculer les ope´rateurs absorbants exacts du
syste`me de Saint-Venant. Comme c’est souvent le cas, on a e´te´ confronte´ a` la difficulte´ d’avoir des
expressions exploitables en pratique. Les expressions simples que l’on a obtenues ont ne´cessite´
des hypothe`ses tre`s restrictives. On a donc e´te´ amene´ a` e´tudier de l’algorithme de de´composition
de domaine du syste`me de Saint-Venant (et donc de l’algorithme de couplage) avec des conditions
de type Robin. On a ainsi de´montre´ la convergence de l’algorithme avec ce type de conditions
aux limites et on a montre´ the´oriquement comment optimiser le taux de convergence en fonction
du parame`tre de Robin. On a e´galement prouve´ que l’algorithme de couplage multi-dimensionnel
e´tait bien de´fini en utilisant de telles conditions de Robin sur les interfaces de couplage.
Enfin, une premie`re mise en œuvre d’un algorithme de couplage avec les codes EDF Mascaret
1-D et Telemac 3-D a e´te´ initie´e.
A court terme et afin de comple´ter ce travail, on pourrait s’inte´resser aux points suivants :
• Par analogie avec le travail effectue´ dans la premie`re partie, il serait inte´ressant de faire la
comparaison de la solution couple´e par rapport a` la solution globale (celle des e´quations de
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Navier-Stokes hydrostatiques 3-D dans le domaine entier). Ce travail consisterait a` trouver
une majoration de l’erreur en fonction du rapport d’aspect ε et de la position de l’interface
de couplage.
• Les re´sultats the´oriques de convergence de l’algorithme de couplage multi-dimensionnel
avec des conditions de type Robin, ainsi que l’optimisation du taux de convergence en
fonction du parame`tre de Robin, me´riteraient d’eˆtre teste´s nume´riquement.
• Finaliser les tests de couplage utilisant les codes Mascaret 1-D et Telemac 3-D et les
ge´ne´raliser a` des cas plus complique´s (ge´ome´tries plus complexes par exemple).
Ensuite, on note que le re´sultat permettant de conclure a` l’e´quivalence de la convergence de
l’algorithme de couplage des syste`mes line´aires de Saint-Venant 2-D et de Navier-Stokes hydro-
statiques 3-D avec celle de l’algorithme de de´composition de domaine du syste`me de Saint-Venant
est base´ sur l’hypothe`se de friction nulle au fond. Si ce frottement n’est plus nul, ce qui est sou-
vent le cas quand il s’agit d’applications re´elles, cette e´quivalence n’est plus valable car on ne
pourrait plus de´coupler les modes baroclines du mode barotrope.
Les calculs des ope´rateurs absorbants exacts et approche´s seraient plus complexes. La conver-
gence de l’algorithme de couplage multi-dimensionnel avec des conditions de type Robin serait
aussi plus complique´e a` obtenir. Ceci est duˆ essentiellement a` l’expression de l’ope´rateur d’ex-
tension : la re´partition selon la variable verticale n’est plus uniforme, mais suit ge´ne´ralement
une loi polynomiale de degre´ deux. L’e´tude de ce cas constitue donc une alternative inte´ressante.
On s’est inte´resse´ dans le cadre de ce travail, a` l’e´tude du couplage multi-dimensionnel de
mode`les de meˆme nature mathe´matique. Il serait donc inte´ressant d’e´tudier le couplage dans le
cas ou` les mode`les sont diffe´rents mathe´matiquement (comme par exemple le syste`me de Saint-
Venant hyperbolique et les e´quations de Navier-Stokes hydrostatiques) et de voir les impacts
de ces diffe´rences de nature sur le choix des ope´rateurs d’interfaces. De meˆme, on n’a e´tudie´
ici que le couplage de mode`les line´aires. Le cas de mode`les non line´aires me´riterait aussi d’eˆtre
e´tudie´. Dans ce cas les calculs des ope´rateurs absorbants seraient plus complexes. Ne´anmoins,
on pourrait utiliser des conditions de type Robin dans la mesure ou` l’on pourrait montrer le
caracte`re bien pose´ des syste`mes conside´re´s. Enfin, les mode`les qu’on a utilise´s sont the´oriques
et il serait inte´ressant d’un point de vue pratique de faire le couplage de mode`les nume´riques
permettant des applications plus complexes. Dans ce sens, et en continuite´ de ce travail, une
the`se en collaboration avec ARTELIA a e´te´ initie´e ayant pour objectifs de mettre en œuvre des
applications plus re´alistes du couplage multi-dimensionnel.
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