Collaborations and citations within scientific research grow simultaneously and interact dynamically.
Introduction
Coauthorships and citations are typical relationships in scientific activities, which can be observed from data sets of scientific papers, and expressed as graphs called coauthorship and citation networks respectively. Coauthorship networks, in essential, are hypergraphs, in which nodes represent authors, and the authors of a paper forms a hyperedge. Citation networks are acyclic directed graphs, in which papers are directly linked via citation relations. Those networks provide big pictures of the topological connections between authors and papers respectively. Modelling the mechanisms and temporal dynamics of those networks (especially, with consideration of the papers' publication time) sheds light on modes of arXiv:1607.04884v4 [physics.soc-ph] 3 Jan 2017 collaborations within science, and helps to discover trends of academic research [1] [2] [3] [4] .
As early as 1965, Price explained the emergence of fat-tails in the distributions of citation networks as a consequence of the "cumulative advantage". His explanation is modelled against a rule: the probability a paper's receiving a new citation is proportional to the citations it has received per se, which successfully predicts the scale-free property [5, 6] . Price's model has been generalized to illustrate other properties of citation networks in various contexts [7] [8] [9] [10] [11] , where the cumulative advantage is also called preferential attachment or Matthew effect. Meanwhile, although coauthorship networks receive far less attention than citation networks [12] , there are still a range of models working on the elementary mechanism for the emergences of scale-free, small-world and degree-assortativity [13] [14] [15] [16] [17] [18] [19] [20] .
The behaviors of collaboration and citation are coupled and coevolutionary. Modelling the coevolution has its own meaning, because some phenomena can be studied only by combining citation and coauthorship data, such as the distribution of citations per author, self-/coauthor-/feedback-citation (a researcher cites others from whom they previously received a citation) [21, 22] .
There has been relatively little work on modelling the coevolution of citation and coauthorship networks so as to simulate their simultaneous growth and dynamic interactions. The first (perhaps the only one according to our present knowledge) model is named TARL (topics, aging, and recursive linking), which successfully reproduces a power law distribution of citations per paper [23] . The model novelly introduces "topics", which enables the simulated citation networks to obtain positive and tunable clustering coefficients. The model concentrates on the citation patterns, and has validated the properties of the citation network against a data set of papers published in the Proceedings of the National Academy of Sciences (PNAS) 1982-2001. To the ground, the behaviors of collaborations and citations are due to the decisions of authors: "yes" or "no". For example, the event that whether a paper cites another paper can be treated as a "yes/no" decision. A geometric graph is proposed to model those decisions. The present model is built on a cluster of concentric circles, where each circle has a time stamp. The modelled decisions for collaborations and citations synthetically consider two factors of generating collaborations and citations, namely the homophily (in sense of research interests, topics, etc.) and the academic impacts of authors and papers.
The model codes are available upon requests of readers.
The model is validated against a data set of papers published in PNAS in [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] . The reasonability of the model is verified by the respectable model-data fitting in a range of topological and statistical features of the empirical citation and coauthorship networks simultaneously, such as the distribution of collaborators/citations per author, and that of citations per paper. Those distributions emerge two limits, namely a generalized Poisson and a power-law in small and large variable regions respectively.
There exists a cross-over between the two limits. Our model successfully reproduces the shapes of those distributions, and reveals how the decisions of nodes in networks generate the emerged limits. In addition, the data PNAS evidences the positive correlations of three indexes of authors, namely papers, citations and collaborators, which are also captured by our model. This paper is organized as follows: the model and data are described in Sections 2 and 3 respectively; the distributions of some indexes per author, the correlation between papers, citations and collaborators are analyzed in Sections 4 and 5 respectively; and the conclusion is drawn in Section 6.
The model
The presented model adopts the viewpoint from research-teams in focusing on the roles of researchteams performing in the production and dissemination of knowledge. Each author is assigned researchteams, each paper is written by a group of authors called paper-team (which is called article team in
Reference [19] ), and the members of a paper-team usually come from the same research-team. The model simultaneously generates two graphs interacting to each other, namely a hypergraph and a directed acyclic graph, to simulate the coevolution process of coauthorship and citation networks.
The model is built on a cluster of concentric circles S 1 t , t = 1, ..., T . For the sake of simplicity, the number of modelled "authors" are supposed to linearly grow over time t. The parameter t can be regarded as the t-th unit of time. Denote the i−th author-node by a(θ i , t i ), the i−th paper-node by p(θ i , t i ), where
Select a small fraction of author-nodes as "leaders" of research-teams to attach zones to express their academic impacts (called influential zones). For each leader node, its research team is formed by the nodes within the influential zone of the leader. All paper-nodes are attached influential zones. The influential zones are designed to express the ability of capturing academic communities' response to authors and papers. This design is built on the perception that counting citations can offer a quantitative proxy of eye-catching ability. Note that counting citations is not a measure of the novelty and importance, which are impossible to be measured objectively. The detail of zones is given as follows.
Let constants α l > 0 and β l ∈ [0.5, 1] (l = 1, 2, 3). The zone of a leader a(θ i , t i ) is defined as an interval of angular coordinate with center θ i and length α 1 t −β1 i t β1−1 . The definitions of paper-node-zones are the same as those of leaders except parameters (α 2 , β 2 for the papers written by leaders as "the first authors" and α 3 , β 3 for the papers written by non-leaders as "the first authors"). The zonal sizes are all required to be less than 2π. The reason of choosing boundless circles is that we do not need to consider spacial boundary effects on influential zones.
The power-law factors t −β l i (l = 1, 2, 3) in influential zones induce the scale-free property of synthetic networks (see Appendix Eq 2). The parameters of zones are used to tune synthetic data to fit the empirical distributions of collaborators per author and those of citations per paper. The formula of zones is dependent on t. If running the model with different initial time (which is equal to choose different α l ), the result will be different.
In the empirical data, the distributions of paper-team-sizes and references per paper appear two common features, namely hook heads and fat tails, which can be sufficiently fitted by generalized Poisson and power-law distributions respectively (Fig 2a, Fig 4i) . For such kind of distributions, we denote their probability density function (PDF) by f (x), x ∈ Z + .
After above preparations, we introduce the model as follows, where the constants
, and the paper-team-sizes and reference-lengths of paper-nodes are drawn from some given f (x).
Generate a coauthorship network
For time t = 1, 2, ..., T do:
1.a. Sprinkle N 1 author-nodes as potential authors uniformly and randomly on a circle S or the number of the neighbors of j plus two if the former is larger than the latter.
1.c. Select N 3 nodes with non-zero degree randomly from all existing nodes, and generate a paper-team with size m for each selected node l by grouping together l and m − 1 randomly selected nodes with the same degree of l, where m is a random variable of a given f (x) or the number of nodes with the degree of l if the former is larger than the latter. 
Generate a citation network
2.a. Each paper-team publishes a paper, where "the first author" is the new author-node in If the authors only collaborate with the authors with the same research interests, and papers only cite the papers with the same topics, the networks of citations and coauthorships are highly clustered, but would not have giant components and the small-world property. However, it is against the empirical data, a possible reason of which is the existence of a small proportion of cross-disciplinary studies [24] . Authors collaborating across research-teams would result in more realistic interconnections of papers from different topics even disciplines via citations.
Step 1.c and the second half of Step 2.b are designed to imitate the cross-disciplines phenomenon, which make the modeled networks have the small-world property and giant components. In addition, researchers can belong to different research-teams at different time, which is also equivalently imitated by Step 1.c to some extents.
The model is partly based on our previous results. The first part of the model is a generalization of the coauthorship model in Reference [25] . The parameter p in Step 1.b is newly introduced to tune the average number of papers per author. The second part of the model comes from the citation models in
References [26, 27] , but with many modifications, such as the increment of nodes, the connection rules, etc.
The innovation of the model here is mapping the coordinates of paper-nodes to those of their first authors, which connects papers to authors and makes the networks of them grow simultaneously and interactively (Fig 1) . The combination makes the new provided model not only reproduce a range of statistical features of empirical coauthorship and citation networks (which have captured our previous models [25, 27] ), but also predict some features generated by the interactions between coauthorships and citations, e.g. the distribution of citations per author, self-citation, etc.
Our model absorbs many advantages of TARL model [23] , and expresses them in a geometrical way. The essential factors of citation generation considered in TARL model (topics, aging and recursive follow-up of citation references) are harmoniously expressed by the connection mechanisms induced by the influential zones of modeled papers and authors. For example, our model expresses the aging of papers by decreasing the sizes of influential zones over t, and topics by geometric coordinates.
In TARL model, papers are assigned specific topics directly. In our model, we use a continuous way:
assign the spacial coordinates θ of papers to be their topic. So the circles could be regarded as "topic spaces". Note that it is not real topic spaces, which are high dimensional spaces representing textual contents of papers. The modeled papers can incompletely "copy" the references of the papers it cited, which is induced by the overlapping of influential zones.
There are some oversimple assumptions in our model. Several references say that the inaccurate caused by SAI does not much affect certain research findings, such as the distribution type of collaborators per author, and that type of papers per author [12, 22, [31] [32] [33] .
Reference [34] analyzes the papers in PNAS 2012, and shows the small (large) difference between the distribution of collaborators per author identified by NOP (SAI) and that by a proxy of ground-truth.
Those distributions have the same type approximately. Here we mainly focus on those distributions per se and some properties based on them. We use NOP to identify authors, because it seems more reliable ( Table 5 ). In elsewhere, we will show the same mathematical laws (i.e. types) underlying the considered distributions for the authors identified by NOP and by SAI respectively, and analyze why this happens.
A synthetic data is generated by the model to compare with the empirical data. The model parameters are listed in Table 2 . Denote the PDFs of generalized Poisson and power-law by f 1 (x) = a(a + bx) x−1 e −a−bx /x! and f 2 (x) = cx −d respectively, where a, b, c, d ∈ R + and x ∈ Z + . Generate random variables of a distribution f (x) with head f 1 (x) and tail f 2 (x) by sampling random variables of f 1 (x) and f 2 (x) with probability q and 1 − q respectively. In order to make f (x) smooth and capture the empirical features at certain levels (Fig 2a) , we have tried many times to find proper q and f i (x)'s domain I i , i = 1, 2 for each step.
In PNAS data, the maximum collaborators per author and maximum citations per paper are not very large. So the values of α l N 1 (l = 1, 2, 3) should be also not very large (Table 2) , which leads the probability of zone-overlapping is small. The paper-teams within and between research-teams are modelled by Steps 2.b and 2.c respectively. In reality, the number of paper-teams within a research-team is far more than that between research-teams. So N 1 is set to be far larger than N 3 .
In order to make the synthetic data capture a range of empirical features at certain levels, we have attempted many times to find above parameters. Since the model is stochastic, we run 20 times with the same parameters, and find that the model is robust on those indicators in Table 3 .
Besides the statistical features in next sections, our model captures three topological features of Table 2 . The parameters of the synthetic data. 20, 65] empirical data (Table 3) , namely giant component (Fig 2b) , clear community structure (high modularity) and small world (average shortest path length ∼ log(the number of nodes), positive global clustering coefficient). In the model, the nodes in the same research-team probably belong to the same community.
Network sizes
Setting N 1 N 3 makes edges within research-teams are significantly more than those between researchteams, and consequently makes the synthetic networks have clear a community structure. The positive global clustering coefficient due to the homophily in the sense of geometric distances. The small average shortest path length is caused by the random connections generated in Step 1.c and the second half of
Step 2.b. The indicators are the numbers of nodes (NN) and edges (NE), global clustering coefficient (GCC), average shortest path length (AP), modularity (MO), the node proportion of the giant component (PG), the number of components (NG), assortativity coefficient of degrees for coauthorship networks and in-degrees for citation networks (AC), the proportion of self-citations (SC) and citations by collaborators (SC2). The values of AP of the last two networks are calculated by sampling 15, 000 pairs of nodes.
References [25, 27] show the flexibility to fit the model output to other citation and coauthorship networks respectively. The model is only suitable for the paper sets without very large paper-team-sizes.
For example, the papers of Nature and Science published in 2002-2015 cannot be well fitted by the model. Those data have numerous papers with very many authors, even more than 2,000 authors, which causes that many authors have many collaborators, and consequently the distributions of collaborators per author have no power-law tail (Fig 3) . 
Modeling the distributions of some indexes per author
The distribution of collaborators per author P AA (k), and the distribution of citations per author P − P A (k)/ per paper P − P P (k) (k > 0) share a common characteristic: a generalized Poisson head, a power-law tail and a cross-over between them (the purple lines in Fig 4) . Note that the cases of k = 0 are not considered, because the solitary nodes in networks do not affect network topology. The presented geometric model provides a respectable model-data fit (the blue squares in Fig 4) . With some modifications, the analysis and calculations in references [20, [25] [26] [27] [28] can be employed to show how the model works, which are described in Appendix. Here, we give an intuitionistic explanation as follows.
Behaviors of collaborations and citations are dependent on the choices of authors, the attractiveness of authors and papers. The choices can be simplified by "yes/no" decisions. Take citation behavior as an example. Treat the event that whether a paper cites another paper as a "yes/no" decision. Then the number of a paper's citations is the number of successes in a sequence of n decisions, where n is the number of the papers having willing to cite that paper. Approximate the probability p of "yes" by its expected valuep, and suppose those "yes/no" experiments are independent. Then, the number of a paper's citations will follow a binomial distribution B(n,p). When n is large andp is small, B(n,p) can be approximated by a Poisson distribution with mean np. An author could publish several papers. So the number of an author's citations is the sum of several random variables drawn from Poisson, which is Figure 4 . The empirical and synthetic distributions of collaborators/citation/papers/ references per author, and those of citations/references per paper. The citations coming from or citing the papers (which are not contained in the empirical data) are not counted. In Panels (a-c, g-i), the regions "G-P", "C-O", "P-L" stand for generalized Poisson, cross-over and power-law respectively. The parameters of fittings are listed in Table 4 . In Panels (d-f, j-l), the data are binned on abscissa axes to extract the trends hiding in noise tails. 
, where q(x) = e −(x−B)/(E−x) . The fitting processes are: obverse proper G and P ; calculate parameters of sf 1 (x) (i.e. a b, s) and f 2 (x) (i.e. c, d) through regressing the empirical distribution in [1, G] and [P, max(x)] respectively; find B and E through exhaustion to make f (x) pass Kolmogorov-Smirnov test (p-value> 0.01). The sum of f (x) over [1, max(x) ] near-unity shows that f (x) can be regarded as a probability density function.
still drawn from Poisson.
The "yes/no" experiments could be affected by previous occurrences, e.g. two papers written by the same authors highly probably share same references. Meanwhile, the values of p and n are not constant due to the diversity of attractive abilities of papers and authors. Hence it is reasonable to think the number of citations received by lowly cited authors and papers are drawn from generalized Poisson distributions, which extends the Poisson distribution by allowing the probability of occurrence of a single event to affect by previous occurrences [30] . For highly cited papers (with large np) and authors, the numbers of citations are large enough to suppose the "yes/no" decisions are independent. So the number of citations could be considered as random variables drawn from a range of Poisson distributions with sufficiently large means np.
The diversity of attractive abilities of papers gives the possibility of existing papers with highly attractive abilities, and then guarantees the relative commonness for papers getting citations that greatly exceed the average. The commonness is a feature of the distribution with a power-law tail, or asymptotically. The diversity of attractive abilities induces various probabilities of "yes" p and various numbers of potential citations n. In the model, those are expressed by the power-law sizes of influential zones. The power-law sizes give a sufficient diversity for np, which cannot be given by uniform, normal, Poisson, and exponential distributions.
Eq 4 in appendix shows the derivation of power-law by averaging a range of Poisson distributions P s with expected values proportional to s −β (s = 1, ..., T , T ∈ Z + ), which illustrates how the diversity of influential zones deduces scale-free (one of the symbols of complexity). Actually, in systems science, diversity is often regarded to be a reason for complexity [29] . In fact, the scale-free property of modelled networks is hidden in the diverse sizes (expressed by power-law) of influential zones, which is the essential reason for the good data-model fit.
Note that there exists a difference between BA model [13] and our model. In BA model, nodes make decisions to link previous nodes based on understanding of all nodes' degrees. In our model, most decisions made by nodes are local behaviors, which are restricted by geometric locations (Fig 1) . Meanwhile, a few decisions are made randomly, which are modelled by Step 1.c and the second half of Step 2.b. In reality, authors make decisions based on the knowledge they known. So the decisions are affected by the locality of authors' knowledge. Uncertainty is also in authors' decisions. In our model, the connection mechanism addresses the locality as well as the uncertainty.
In statistics, mixture distributions, e.g. P P A (k), mean samples come from different populations. In reality, the main part of the authors is composed of the teachers and students in institutes or universities, which can be treated as two different populations. Research modes of students and teachers are different.
Many students only write a few papers, and do not write after graduations, but their teachers could continuously write papers collaborating with new students or other researcher, and so persistently receive citations. Meanwhile, due to the aging of papers, the citations received by students cannot persistently increase on average.
In our model, the leaders are designed to play the role as teachers, and other team members as students. Note that the distributions of references per author of empirical data is not perfectly fitted by that of the synthetic data. However, the respectable model-data fit after data binning is still impressive to us because the model involves no true free parameters to tune P P A (k). It also confirms the reasonability of the above analysis. In addition, a similar analysis has been applied to P AA (k) [25] .
The smoothness of P − P P (k) and P − P A (k) does not appear in P AA (k). In reality, the papers of an author and the citations of a paper increase smoothly over time. However, a paper with very many authors can make those authors' collaborators increase rapidly. Figure 5 . The positive correlations between three author-indexes: numbers of papers, citations and collaborators. In the first three panels, e.g. Panel (a), each point (x, y) means an author published x papers has y collaborators on average. In the last three panels, the data are binned on abscissa axes to improve visibility for the positive slopes.
Modeling the Matthew effect in academic societies
From the social viewpoint, Matthew effect (the rich get richer) naturally exists in academic fields. Authors with many citations and papers can improve their chances of attracting collaborators, especially outstanding students. Consequently, those authors may write more high-quality papers and increase their chances of receiving citations. So the indexes of authors, namely numbers of collaborators, citations and papers, improve mutually and form a positive feedback loop, which is evidenced partially by the positive correlations between those indexes (Fig 5) . Funding plays a part as an activator in promoting the feedback loop and Matthew effect [23] . The authors with voluminous papers and citations easily obtain funding, which in return enables those authors to obtain more collaborators (especially postdocs and visiting scholars), citations, papers and hence more funding.
Matthew effect is often regarded as an explanation for the scale-free properties of many real networks.
Here we reverse the question: does there exist any Matthew effect in the developments of the authors with a kind of the above addressed indexes following power laws? With the information of papers' publication time, such Matthew effect can be observed directly as follows. Table 6 . The data in panels (a-c) and panels (e-f) are about the authors first appearing in 2007 and 2008 respectively. The fitting curves are quadratics.
For each kind of indexes, split authors into two non-overlapped parts by the algorithm in Table 6 , namely a generalized Poisson part and a power-law part. The indexes' cumulative values (over time) of the authors in the two parts follow generalized Poisson and power-law distributions respectively, which are proved by the Kolmogorov-Smirnov tests for the fittings in Fig 4 (a-c) . The indexes of the authors in the generalized Poisson part grow quite slowly on average, meanwhile, those in the power-law part grow fast, even in accelerated ways for citations (Fig 6) . It evidences that the phenomena "the rich get richer" has existed in academic societies.
The Matthew effects about the above addressed indexes are coupled due to the positive feedback loop and positive correlations between those indexes. Our model gives a geometrical expression of those coupled Matthew effects: the leaders with large influential zones (expressed by large geometrical zones) more easily capture collaborators, and then publish more papers to receive more citations. Therefore, our model successfully reproduces the power-law tails in the distributions of those indexes (Fig 4a-c) , and positive correlations between those indexes (the positive slops in Fig 5) . Figure 7 . The proportions of papers, citations, collaborators obtained by hub-authors and their collaborators. Hub-authors are those with collaborators more than the cut-off points detected by the algorithm in Table 6 (55 for PNAS and 56 for the synthetic data).
Matthew effect will lead to "the strongest takes over" in academic societies, which has emerged in the empirical data (Fig 7) . There exist 5.99% ( From the viewpoint of systems science, "the strongest takes over" will suppress the system diversity, and consequently harms the system flexibility. Hence there exist two critical strategic problems for research administrators: How to reform the existing academic evaluation and funding mechanisms, which are mainly oriented by indexes, e.g. the number of citations; How to design a reasonable inspiriting mechanism of scientific research to protect the academic diversity.
Some literatures discussed the reason and consequences of Matthew effects in academic society. Ref-
erence [35] says Matthew effects are expected if scientific community competes for the same attention device, e.g. a top journal. However, Matthew effects could probably erode the competition, so have negative implications on innovation [36] . For example, the most competitive journals of medical sciences rejected some important articles. As Reference [36] says, "tolerating early failure and focusing on long-term success could be a fine way to guarantee high level innovations".
Conclusion
The between research-teams. We are especially interested in the self-similarity emerged in the empirical data, such as the distribution of citations per paper, and that of collaborators per author. We also should discuss the role of the coevolution in the formation and evolution of scientific communities. Table 5 .
7.2 Detecting boundary for probability density functions.
The boundary detection algorithm for probability density functions (PDF) is list in Table 6 , which comes from Reference [25] . Table 6 . A boundary detection algorithm for PDF Input: Observations D s , s = 1, ..., n, rescaling function g(·), fitting model h(·). For k from 1 to max(D 1 , ..., D n ) do: Fit h(·) to the PDF h 0 (·) of {D s , s = 1, ..., n|D s ≤ k} by maximum-likelihood estimation; Do Kolmogorov-Smirnov (KS) test for two data g(h(t)) and g(h 0 (t)), t = 1, ..., k with the null hypothesis they coming from the same continuous distribution;
Break if the test rejects the null hypothesis at significance level 5%. Output: The current k as the boundary point.
The underlying formulae for the distribution of citations per paper
We only analyze the underlying formulae for in-degree distribution (citations per papers) of modeled citation network, which is similar to those in References [27, 28] . The analysis for modeled coauthorship network is the same as that in Reference [25] . Only the formulae for the head and tail of the in-degree distribution are analyzed. The formula for the cross-over is not deduced yet, but it can be well fitted by a mixture of generalized Poisson and power-law. The degrees contributed by the second half of Step 2.b is due to an approximately random selection. Together with the preset small domain of f (x) in this step, the influence of the second half on in-degree distribution are small enough to be ignored, when compared with the degrees k − (t) contributed by the first half.
The first half of Step 2.b makes k − (t) ≈ α l δt −β l p − 1, where l = 2, 3 and δ = N 1 /2π. If t is large enough (suppose larger than a big number T 1 ), k − (t) is small enough, and changes slowly over t. Hence the head of in-degree distribution is
which is a mixture Poisson distribution.
The formulae for the head of in-degree distribution P L (k) is deduced as follows: 
Here Laplace approximation is used in the third step, and Stirling's formula in the fourth step. When k 0, the integration part in Eq 2 is free of k approximatively, which can be verified as follows:
where L 1 = δα l (T 1 + 1) −β l p, L 2 = δα l p, and ρ = 1 + 1/β l . It can be seen that this derivation is approximately equal to 0 for k 0. Hence
