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Abstract—The family of constant-modulus algorithms is widely
used in wireless communication systems and in radar. The
classical constant-modulus adaptive (CMA) algorithm, however,
fails to lock onto a single mode when used in conjunction
with an antenna array. Instead, it equalizes the entire spatial
spectrum. In this paper, we describe in full detail our recently
proposed approach for the separation of multiple users in a radio
system with frequency reuse, such as a cellular network, making
use of the CMA algorithm. Based on the observation that the
differential filter weights resemble a superposition of the array
steering vectors, we cast the original task to a direction-of-arrival
estimation problem. With rigorous theoretical analysis of the
array response based on the discrete-space Fourier transform
we elaborate a solution that solves the problem by finding the
roots of a polynomial equation. We provide a numerical example
to demonstrate the validity of the approach under high-SNR
conditions. In addition, we propose a more general preprocessor
for the CMA array which allows the modulated signals to differ
in amplitude. As a byproduct, the preprocessor yields a low-cost
estimate of the number of concurrent users, i.e. the model order,
by simply counting the roots with the strongest response.
Index Terms—Adaptive and array signal processing, constant
modulus modulation, blind multi-user separation, discrete-space
Fourier transform, polynomial roots, cellular frequency reuse.
I. INTRODUCTION
A constant-modulus adaptive (CMA) algorithm representsa class of adaptive digital filtering algorithms that are
sensitive to amplitude modulation and insensitive to angle
modulation. Most commonly, it is realized as a transversal
finite impulse response (FIR) digital filter based on gradient
descent. In its original formulation the CMA algorithm com-
pensates for the frequency-selective multipath and interference
on signals that have a constant envelope. Such radio signals
can be generated using frequency modulation or quadrature
phase-shift keying (QPSK) [2]. Despite its close resemblance
to the least mean squares (LMS) filter, the main feature of
the CMA filter is that it does not require a reference signal to
operate. For a topic review, the reader is referred to [3].
In [2] it is argued that the CMA filter is not only useful to
counter multipath induced fading, but also to reduce narrow-
band or sinusoidal interference if the interferer’s power is
significantly below the carrier power. In that case, the CMA
filter acts as a notch filter. Nevertheless, in order to deal with
a strong interferer, extra measures, such as prefiltering, are
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necessary. In [4], based on the model of two sinusoids at
the input and nonoverlapping spectra, two different solutions
can be found for the filter: one to suppress the interferer
and another to capture the signal of interest. There are cases,
however, in which the interferer is mistakenly captured as the
signal of interest.
With regard to the convergence of the CMA array, we find
works such as [5] or [6]. Both rely on the capture effect of the
CMA filter, i.e. the assumption that the algorithm will lock
onto the strongest CM signal with a particular polarization
or direction of arrival. In [7], however, it is mentioned that
even in the case of two sources that are separated by an angle
of 90◦ the array’s capture effect may fail, as the filter may
switch arbitrarily from one source to the other. The problem
of capturing one particular source in the presence of multiple
CM sources is further acknowledged in [8]. Without providing
any evidence, it is inferred that the problem can be solved in
multiple stages. For this to be possible, the CMA array would
need to lock in each stage, which is not guaranteed.
Various application areas for CM algorithms can be found
in the literature. In [9], a CM algorithm serves as the basis for
semi-blind adaptive beamforming in an array-based communi-
cation system. In [10], a CM algorithm is employed to estimate
the carrier-frequency offset in an optical system. In [11], a CM
algorithm is used to design the probing waveform for a MIMO
radar. In this paper, we present a complete derivation of our
recent approach to the blind multi-user separation problem
based on the CMA array [1] and extend it by a more general
adaptive preprocessor. The weights of the preprocessor are
the coefficients of a polynomial in a single variable z with
the constant term equal to one. The number of roots of the
polynomial that lie near the unit circle in the z-plane represent
the model order, while the arguments of the complex roots
correspond to the angles of the sources. From the angles one
can construct a response matrix and condition the CMA array
in such a way that it is likely to focus on the user of interest
and to reject all the competing users.
The rest of the paper is organized as follows. In Section II,
we define the data model of an antenna array and formulate
the multi-user separation problem. In Section III, we review
the classical literature on the CMA algorithm and conclude
the section with more remarks concerning the capture effect.
Section IV defines the discrete-space Fourier transform that
provides the mathematical basis for our approach. In Sec-
tion V, we elaborate our extension of the CMA algorithm for
the antenna array. In Section VI, we present a more practical
solution in the form of an adaptive preprocessor for the CMA
array. Conclusions are drawn in Section VII.
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2II. DATA MODEL AND PROBLEM STATEMENT
In this section, we present the data model for a frequency-
reuse cellular network and state the blind multi-user separation
problem which we seek to solve using the constant-modulus
adaptive algorithm. We consider a scenario in which multiple
sources (users) broadcast signals at the same frequency and at
the same time at distinct locations from potentially different
cells. The CM signals are received by a base station equipped
with (structurally) identical antennas arranged as an array. By
combining the antenna outputs, the objective is to separate the
CM signals with minimal interference.
A. Data Model
Consider the linear data model
X = ASH + N, (1)
where SH is the Hermitian transpose of the signal matrix S ∈
CN×D ,
S =
[
s1 s2 · · · sD
]
(2)
with the dth column belonging to the dth source signal, A ∈
CM×D is the array response matrix, the columns of which are
vectors on the array manifold associated with a direction of
arrival (DOA) or a spatial frequency,
A =
[
a1 a2 · · · aD
]
, (3)
N ∈ CM×N is a (zero-mean) Gaussian noise matrix, and X ∈
CM×N carries N temporal snapshots collected by M antennas
(N  M). On the assumption that the antenna elements are
arranged as a uniform linear array (ULA), A has the structure
of a Vandermonde matrix, i.e.
ad =
[
1 zd z2d · · · zM−1d
]T with zd = e j2piξd , (4)
where e is Euler’s number, j is the imaginary unit, and ξd is
the spatial frequency,
ξd =
∆
λ
sin θd , (5)
where ∆ is the spacing between the elements of the antenna
array, λ is the carrier wavelength, and θd is the inclination an-
gle of the dth wavefront. We assume a stationary propagation
environment in which the channel has a short delay spread, so
that temporal equalization can be omitted.
B. Problem Statement
In the noiseless case, the problem at hand can be formulated
as a structured matrix factorization problem:
X = Aˆ SˆH
s.t. rank Aˆ = rank Sˆ = D and | sˆnd | = 1.
(6)
The task is to find the factors Aˆ and Sˆ for a given X, with Sˆ
satisfying the constant modulus property. In the beamforming
context, the problem can also be formulated as:
WH X = SˆH
s.t. rank Sˆ = D and | sˆnd | = 1.
(7)
Once WH is known, an estimate of the array response matrix
Aˆ is given by the Moore–Penrose pseudoinverse of WH. As a
consequence, WH would provide the least-squares estimate for
S under the constant modulus constraint. The task of the blind
beamformer is to compute the proper weight vectors from the
measured data only, without detailed knowledge of the signals
and the channel.
III. CONSTANT-MODULUS ADAPTIVE ALGORITHM
In this section, we give a review of the available literature
related to the constant-modulus adaptive algorithm. We start
from the single-channel transversal filter and end the section
with the multi-channel spatial filter: the CMA array.
A. Single-Channel Transversal Filter
The original (single-channel) CMA filter is discussed at full
length in [2]. In the following, we give a summary of how to
design it. First, consider a sampled quadrature signal x(n) to
be frequency modulated and multipath distorted. This signal,
which is analytic and hence complex, passes though a tapped
delay line with adjustable complex weights, which represents
the transversal FIR filter with filter coefficients w. Then, the
complex filter output can be written as
y(n) = wH(n) x(n), (8)
where
x(n) = [x(n) x(n − 1) · · · x(n − N + 1)]T (9)
is the data in the delay line at sampling instant n and
w(n) = [w0(n) w1(n) · · · wN−1(n)]T (10)
is the vector of N adjustable filter coefficients. Conveniently,
we assume that the coefficients are tweaked for each n.
The objective is to restore the output y(n) to a form, which
on average has a constant instantaneous modulus. It is achieved
by choosing the coefficients w in such a way that the following
cost or performance function is minimized:
J =
1
4
E
{[|y(n)|2 − 1]2}, (11)
where E denotes expectation. Note that in (11) the modulus of
the unknown transfer signal is normalized to unity. Hence, J
is a differentiable positive measure of the average amount by
which the output y(n) deviates from unit modulus, see Fig. 1.
Also note the inherent phase ambiguity in the cost.
With the cost function and the filter structure given, (11) is
minimized using stochastic gradient descent. In particular, w
is updated according to the recurrence relation
w(n + 1) = w(n) − γ ∇wJ(n), (12)
where γ is the step size (adaptation constant) and ∇w is the
gradient with respect to the filter coefficients. The stochastic
gradient,
∇wJ(n) = E
{[|y(n)|2 − 1] x(n) y∗(n)}, (13)
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Fig. 1. J as a function of <{y(n)} for ={y(n)} = 0. Any local minimum
on the unit circle around the origin satisfies J = 0. Positive deviations from
unit modulus are penalized more than negative deviations.
can be approximated by the instantaneous gradient leaving out
the expectation. The update rule from (12) then reads:
w(n + 1) = w(n) − γ [|y(n)|2 − 1] x(n) y∗(n). (14)
By defining [
1 − |y(n)|2] y(n) def= e(n), (15)
the update rule (14) becomes
w(n + 1) = w(n) + γ x(n) e∗(n), (16)
which appears to be formally identical with the LMS filter.
Please note that y(n) = 0 is also a stationary point (a local
maximum) for the cost function J, see (13). However, due to
(8) and since x(n) , 0 ∀ n, this point can only be reached iff
w(n) = 0. This is avoided by setting w , 0 at initialization.
B. Multi-Channel Transversal Filter
In [12], a multi-channel extension of the above CMA filter
is presented in the form of a polarization diversity combiner.
By means of polarization beam steering, the combiner rejects
additive interference and compensates for channel-induced
polarization rotation at the same time. The authors provide an
example in which a two-channel processor with one channel
for the vertical and the other for the horizontal polarization
successfully separates an FM signal from a QPSK signal, both
transmitted over orthogonal channels that exhibit frequency-
selective multipath and cross talk. It should be noted that the
two signals have an identical nominal carrier frequency and
the same power. And although the result is obtained in the
high-SNR regime, i.e., at an SNR of 20 dB at the receiver
feeds, it looks promising. According to the authors, the multi-
channel processor can be employed in combination with any
other orthogonal scheme. Still, it is not quite clear what such
a scheme would look like for more than two transmitter feeds.
Two possible implementations of a two-channel processor are
discussed below.
1) One-Stage Processor: The one-stage processor has one
pair of weight vectors, w1 and w0, for a CM signal transmitted
on either the horizontal or the vertical feed. Each tapped delay
line on the receiver side is initialized in such a way as to have
an all-pass response for the desired signal or to fully attenuate
the cross polarization by setting all weights to zero. The output
from the two filters is summed to yield the desired CM signal
by which the weight vectors are adjusted. Hence, if xh(n) is
the signal of interest and xv(n) is the interferer, the estimate
is formed by
yh(n) = wH1 (n) xh(n) + wH0 (n) xv(n), (17)
where
w1(n0) =
[
1 0 · · · 0]T,
w0(n0) =
[
0 0 · · · 0]T, (18)
and
xh(n) =
[
xh(n) · · · xh(n − N + 1)
]T,
xv(n) =
[
xv(n) · · · xv(n − N + 1)
]T. (19)
By stacking the weight vectors to a single vector
wh(n) =
[
w1(n)
w0(n)
]
(20)
and by doing the same for the signal vectors,
x(n) =
[
xh(n)
xv(n)
]
, (21)
we see that (17) is equivalent to
yh(n) = wHh (n) x(n), (22)
which again is identical with the single-channel filter (8). As
a result, we may state that space diversity is not exploited in
that scheme. The interference rejection performance is hence
subject to the degree of orthogonality of the transmitter feeds,
the mechanical alignment of the transmitter with the receiver
feeds, the channel-induced polarization rotation, but also the
SIR at the receiver. As a rule of thumb, the stronger the CM
signal and the weaker the cross talk, the better the outcome.
With the above definitions, the processor is updated as per[
wh(n + 1)
wv(n + 1)
]
=
[
wh(n)
wv(n)
]
− γ
{[ |yh(n)|2
|yv(n)|2
]
−
[
1
1
]}
· x(n)
[
y∗
h
(n)
y∗v(n)
] (23)
with
wv(n) =
[
w0(n)
w1(n)
]
(24)
and
yv(n) = wHv (n) x(n), (25)
respectively.
2) Two-Stage Processor: The above single-stage processor
can be realized in two stages with an adaptive signal canceller
(ASC) in between. The approach has shown to be more robust
to alignment imperfections and polarization crosstalk between
4two equally powered signals. The first stage filters out the FM
signal, followed by the QPSK signal in the second stage. This
order is preferred because the CMA filter has a more negative
effect on the QPSK signal in the presence of an interferer. As
a direct consequence, the SIR of the QPSK signal improves
after removing the FM signal from the receiver inputs using
the LMS filter. The error e(n) in that case is defined as
e(n) def= y(n) − uH(n) x(n)︸      ︷︷      ︸
yˆ(n)
, (26)
where u denotes the LMS filter coefficients. The input to the
second stage is given by
xˆ =
[
xˆh(n)
xˆv(n)
]
=
[
xh(n)
xv(n)
]
−
[
uH1 (n) xh(n)
uH0 (n) xv(n)
]
, (27)
and hence
yv(n) = wHv (n) xˆ(n). (28)
Theoretically, this scheme can be extended to any number of
stages. To put it into practice, all that is needed is one CMA
filter and another LMS filter combined in recursion [12].
C. Multi-Channel Spatial Filter
A multi-channel spatial (CMA) filter is easily derived from
(8), (16), and (15). Changing the independent time variable n
in (9) to the channel index m indicating an antenna element,
we instantly obtain the formulation of a CMA array that can
be put into effect in an adaptive antenna framework [7]. One
would then refer to the CMA filter as a “beamformer” that
steers the beam in the direction of the CM signal and rejects
any additive interference. The array’s weights thus determine
the “beam pattern”. The adaptation of the weights rests upon
the fact that interference causes fluctuations to a CM signal’s
amplitude. The CMA array is meant, or at least expected, to
counteract such fluctuations [2].
In the presence of several CM signals, the CMA array can
also be implemented as a multi-stage processor, as shown in
the previous subsection, to improve the SIR for the follow-up
stage. In addition, its convergence performance can consider-
ably be improved by adaptation of the step size γ in reference
to the recursive least squares (RLS) filter [7], [8], [13]:
γn =
P(n − 1)
α + xH(n)P(n − 1) x(n) (29)
with
P(n) =
[
1 − P(n − 1) x(n) x
H(n)
α + xH(n)P(n − 1) x(n)
]
· 1
α
P(n − 1),
(30)
where α is the forgetting factor, usually chosen between 0.98
and 1, and P(n) denotes the inverse of the weighted sample
correlation matrix for x(n). The latter is initialized as
Rxx(n0) = σ2 IM , (31)
where IM is an M-by-M identity matrix and σ has a positive
value. Note that in (29) γn is no longer a scalar but rather a
normalized inverse of Rxx(n). That being the case, γn has the
function of orthogonalizing the modes of x(n), which in turn
speeds up the convergence.
D. Further Remarks
In [4], in the attempt to predict the algorithm’s behavior, the
authors derive conditions that allow to control the algorithm’s
general tendency. They conclude that the CMA filter’s ability
to capture the desired signal is subject to a combination of the
following factors: the signals’ amplitudes at the input and the
output, i.e. the SIRs, and the initial filter response. It should
be pointed out, however, that most of the analysis applies only
to the special case where the two time series are, in a broader
sense, orthogonal (see polarization). Furthermore, the authors
also mention that according to their convergence analysis it is
not sufficient to initialize the filter with an all-pass response
when the amplitude of the signal of interest is near unity. The
amplitude of the interferer has to be considered as well.
Especially from a spatial filtering perspective, where space
diversity and frequency reuse play a major role, it is hard to
see from the cost function why the phased array should steer
the beam in the direction of one CM source but drive to zero
the contribution from all other CM sources. Firstly, all QPSK
signals impinging on the array could be considered as equally
powered due to the far-field assumption. Secondly, since no
reference is given in (11), mutual independence of the set of
CM sources is not exploited and so is irrelevant. A complete
suppression of the interfering CM sources is realistic only if
nulls are put explicitly in their directions by means of linear
constraints, or by computation of the pseudoinverse of A. In
both cases, the angles of the incoming wavefronts have to be
known a priori. This, however, is an unrealistic scenario.
In fact, our experiments suggest that the CMA array more
likely processes the CM sources as a whole, in proportion to
the sources’ amplitudes. Therefore, it does not seem to show
any preference towards one particular CM source, neither for
the strongest. The totality of all CM sources is treated as one
single source with several multipath components, in the case
of a channel with a long delay spread, or as several but fully
correlated sources, if the delay spread is short. For this, it is
impossible for the CMA array to distinguish several users in
a frequency-reuse radio system that uses, e.g., QPSK. What it
does instead is to adjust the filter weights in such a way that
the filtered sum of all CM signals exhibits unit modulus. By
transmitting two signals on different polarizations, the SIR is
improved due to crosstalk reduction, given that the feeds are
mechanically aligned. For all the reasons adduced above, we
draw the conclusion that there is no capture effect that could
be assigned to the CMA filter in a general sense.
In summary it can be stated that the CMA array initialized
with an all-pass response does not capture one particular CM
signal within a mixture, but rather whitens the mixture. That
means that the CMA array equalizes the channel inclusive of
the radiation pattern of a phased array. This basic explanation
is furthermore consistent with every observation or statement
made by other authors. Fig. 2 illustrates the case where three
QPSK sources send data from different angles and at different
power levels. The corresponding radiation pattern is shown in
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Fig. 2. Illustrative example of (a) the radiation pattern of three QPSK sources and (b) the response of the CMA array (baseband).
(a). The response of the CMA array after 8,000 iterations is
shown in (b), averaged over 100 simulations. It is worth to be
pointed out that the algorithm did not converge. The average
output modulus is E [|y(n)|] = 1.084. The CMA array acts as
a soft equalizer of the radiation pattern without locking onto
any mode. The array consists of 8 elements and the SNR is
20 dB with respect to the strongest mode.
IV. DISCRETE-SPACE FOURIER TRANSFORM
Before solving the multi-user separation problem using the
output from the original single-stage CMA array, let us intro-
duce the discrete-space Fourier transform. The latter, together
with the z-transform, is made use of in the following Section
V, so as to have a formal basis for the pursued approach and
to justify the results.
A. Definition
The discrete-space Fourier transform (DSFT) of a series of
real (or complex) numbers is a Fourier series that is periodic
w.r.t. the angular spatial frequency variable µ, also known as
the angular wave number. The DSFT is defined as:
x(m) c X (e jµ) = ∞∑
m=−∞
x(m) e−jµm. (32)
The corresponding inverse is given by
X
(
e jµ
) c x(m) = 1
2pi
∫
2pi
X
(
e jµ
)
e jµm dµ. (33)
B. Transform Pairs and Properties
Although many more transform pairs may be found in the
vast amount of literature on the Fourier transform, let us seek
out the two that are most relevant to our problem:
TABLE I
MOST RELEVANT TRANSFORM PAIRS
Space series Fourier transform
x(m) c X (e jµ )
1 (−∞ < m < ∞) 2pi
∞∑
κ=−∞
δ(µ − 2piκ)
x(m) =
{
1 for 0 6 m < M
0 otherwise
e−jµ
M−1
2
sin
(
M µ2
)
sin
( µ
2
)
Note that the Fourier transform of the second pair is a variant
of the Dirichlet kernel for a sum over all nonnegative m. The
corresponding space series is equivalent in notation to
x(m) = rect
[
m − M−12
M − 1
]
, (34)
where rect · denotes the rectangular function. In Table I, δ(µ)
stands for the Dirac delta function. To complete this section,
let us recall two main operations in the space domain and the
effect they have on the frequency domain.
1) Shift in Frequency: The first property is also referred to
as frequency modulation by a (real) offset µ0. The respective
Fourier transform pair is:
e jµ0m x(m) c X [e j (µ−µ0)] . (35)
2) Multiplication in Space: The other property states that
a multiplication of two sequences in the space domain results
in a periodic convolution in the frequency domain. Thus, the
corresponding transform pair is:
w(m) x(m) c 1
2pi
∫ pi
−pi
W
(
e jν
)
X
[
e j (µ−ν)
]
dν. (36)
In the following subsections, we will use the transform pairs
6and properties from above to derive an analytic expression of
the response of a beamformer such as the CMA array.
C. Transform of a Finite-Length Sequence
The expression in (32) applies to an infinite series x(m). In
order to analytically evaluate the DSFT of a finite-length data
sequence, we apply a rectangular window w(m) of length M
to the input sequence x(m), resulting in
X
(
e jµ
)
=
∞∑
m=−∞
w(m) x(m) e−jµm (37)
=
M−1∑
m=0
x(m) e−jµm (38)
with w(m) as in (34). Using the transform pair from (36), we
can see that the DSFT X
(
e jµ
)
of a finite-length sequence as
in (38) is formally identical with
X˜
(
e jµ
)
=
1
2pi
∫ pi
−pi
e−jν
M−1
2
sin
(
M ν2
)
sin
(
ν
2
)
· X
[
e j (µ−ν)
]
dν.
(39)
In other words, to compute the DSFT of a finite series is the
same as to convolve the transform of an infinite series with
the causal Dirichlet kernel, see Table I. Likewise, (39) is a
Fourier series approximation of degree M − 1, see [14], [15].
D. Fourier Series and Array Response
Consider the case where we seek to compute the DSFT
of the array steering vector consisting of the elements am =
e jµ0m, m = 0, 1, . . . ,M − 1, which can be written as a(m) =
e jµ0m x(m) with x(m) = 1. Resorting to the first correspon-
dence from Table I and due to (35), once can easily show
that, for −∞ 6 m 6 ∞,
a(m) c A(e jµ) = 2pi ∞∑
κ=−∞
δ(µ − µ0 − 2piκ). (40)
In further consequence, for m = 0, 1, . . . ,M − 1,
A
(
e jµ
)
=
1
2pi
∫ pi
−pi
e−j (µ−ν)
M−1
2
sin
(
M µ−ν2
)
sin
( µ−ν
2
)
· 2pi δ(ν − µ0) dν
= e−j (µ−µ0)
M−1
2
sin
(
M µ−µ02
)
sin
( µ−µ0
2
) . (41)
To derive (41), we use the sifting property of the Dirac delta
function. From (41) we hence conclude that the DSFT of the
array steering vector is given by the (causal) Dirichlet kernel
shifted by µ0 from zero. It has a global maximum at µ0 with
a value of
Amax
(
e jµ
)
= lim
µ→µ0
A
(
e jµ
)
= M , (42)
see Fig. 3.
The relation to the array response is established by taking
a closer look at its definition. It is very common to write the
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Fig. 3. Magnitude response of a steering vector (M = 8, ∆ = λ/2, θ0 = 20◦).
output as in (8). Hence, the array or beam response b(µ) can
be formulated as
b(µ) = wH a(µ), (43)
which is a function of the direction and the weights. Now, if
we plug the elements of the steering vector am(µ) into (43),
it reads
b(µ) =
M−1∑
m=0
w∗m e jµm. (44)
Comparing (44) with (38), we see that
b(µ) ≡ W∗
(
e jµ
)
. (45)
The equation above shows the identity between the response
of a ULA, which is described by the steering vector, and the
complex conjugate of the DSFT of the weights. Thus, one can
conclude that the magnitude responses are identical, whereas
the phase responses are mirrored about the µ-axis. From this,
one can deduce that the beam pattern, which is the magnitude
squared of the beam response, is identical with the DSFT of
the weights, when taking the magnitude squared of it, too. A
final remark is that (42) is equivalent to evaluating the beam
response at µ0 with the weights adjusted according to wm =
e jµ0m, which is the same as computing the squared `2-norm
of a, since
‖a‖22 = aH a =
M−1∑
m=0
|am |2 = M . (46)
The squared `2-norm of the steering vector is thus given by
the number of the array elements M . Also note that the DSFT
derived in this section refers to an array response matrix that
has the Vandermonde structure. This further implies that the
first array element is the reference element, which is lying in
the origin of the space domain.
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E. Transform of a Sum of Steering Vectors
We close this part with a brief analysis of the special case
where the space sequence is generated by superposition of a
number of distinct array vectors, i.e.,
a(m) =
D∑
d=1
adm =
D∑
d=1
e jµdm, (47)
for m = 0, 1, . . . ,M − 1. Since the DSFT is linear, it follows
that the DSFT of a sum of finite space sequences is equal to
the sum of DSFTs of the sequences alone. And therefore,
A
(
e jµ
)
=
D∑
d=1
e j (µ−µd )
M−1
2
sin
(
M µ−µd2
)
sin
( µ−µd
2
) (48)
with
A
(
e jµ
)
µ=µi
(42)
= M
+
D∑
d=1
d,i
e j (µi−µd )
M−1
2︸         ︷︷         ︸
phase term
sin
(
M µi−µd2
)
sin
( µi−µd
2
) , (49)
where, in general, A
(
e jµi
)
, M , because of intermodulation
products. However, if the difference |µi − µd | is equal to 2pi kM−1 ,
k ∈ N>0, the phase term is ±1, and (49) is purely real. Then,
A
(
e jµi
)
has a fixed value given by
A
(
e jµ
)
µi=µd± 2pi kM−1
= M + D − 1 = ‖a‖
2
2
D
, (50)
see Appendix. This can be achieved for at most
Dmax = M − 1 (51)
different steering vectors, which corresponds to the degree of
the Fourier series approximation. If the difference is smaller,
there may be a noticeable phase shift from 0 around µi , and
so the magnitude will deviate more from the value in (50). If
however the difference is greater, the phase term vanishes at
the sight of a relatively small value of the Dirichlet kernel as
compared to the maximum of a single vector M . The impact
factor of the phase term can be assessed by
IFi
def
=
A(e jµi ) − ‖a‖22
D
‖a‖22
D
= D
A(e jµi ) 
‖a‖22
− 1 (52)
with
A(e jµi )  = |b(µi)|, where b(µi) = aH a(µi) = aH ai . It
should be noted that in the case where the space sequence is
a sum of steering vectors, as in (47), ‖a‖22 , D · M . Fig. 4
illustrates the case where the phase relation holds. Also note
that there is a mismatch between the angles of departure and
the location of the two local maxima.
V. ROOT CONSTANT-MODULUS ADAPTIVE ARRAY
In this section, we discuss in detail our proposed extension
of the CMA array, which we call the root CMA array.
A. Exploratory Experiment
Consider three QPSK sources being placed in the far field
of a receiver in a radio system with frequency reuse. Further
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Fig. 4. Magnitude response of two superposing steering vectors for the case
where ∆µ = 2pi/M−1 (M = 8, ∆ = λ/2, θd = 3.23◦, θi = 20.0◦).
assume that the point sources are at equal distance, such that
the incoming signals have the same amplitude. The angles of
inclination of the three plane waves should obey (50), i.e.,
θd = arcsin
[
sin θi ± λ
∆ (M − 1)
]
. (53)
No explicit orthogonality scheme such as polarization should
be in use. In Fig. 5, by way of experiment, we show that
the flipped and normalized CMA array response is, in good
approximation, equal to the sum of the steering vectors as-
sociated with the point sources (see also Fig. 2). The array
response is flipped by inverting the direction of the gradient,
converting (12) into a gradient ascent algorithm. The weight
vector w(n) is normalized by its 2-norm after each update and
finally rescaled to
v(n) = w(n)‖w(n)‖2
√
D2 + D (M − 1), (54)
so that ‖v(n)‖2 = ‖
∑
d ad ‖2. This procedure is less sensitive
to noise and the choice of γ than the one mentioned in [1].
B. Problem Restatement
On the hypothesis that v(n) is the sum of steering vectors,
the multi-user separation problem is recast as follows. Given
v(n), find the set of steering vectors {aˆd}D that satisfy
vH(n) aˆ ' ‖aˆ‖22 with aˆ =
D∑
d=1
aˆd , (55)
or, in terms of the DSFT, find{
µˆd ∈ [−pi, pi) |
V∗ (e j µˆd )→ C} (56)
with C = M + D − 1, and d = 1, 2, . . . ,D. In other words,
we seek for the D unique spatial frequencies for the steering
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Fig. 5. Inverted and normalized magnitude response of the CMA array for
D = 3 distinct sources for the case where the phase relation holds (M = 8,
∆ = λ/2, θ1 = −53.2◦, θ2 = 3.23◦, θ3 = 20.0◦, SNR = 20 dB).
vectors, the DSFTs of which in good approximation sum up
to the DSFT of v(n).
One can, of course, go ahead and search for the D maxima
of the magnitude response. However, one must be aware that
not all maxima match with the underlying modes, cf. Fig. 5.
In the next subsection we present a more robust approach.
C. Basic Approach
Substituting e jµ for z, we postulate that
V∗(z) = v∗M−1 zM−1 + v∗M−2 zM−2 + · · · + v∗0 (57)
' C (= M + D − 1), (58)
where (57) is tantamount to the z-transform of v(n). Now if
we convert (58) into a polynomial, we obtain
P(z) = v∗M−1 zM−1 + · · · +
(
v∗0 − C
)
, (59)
which is of degree M − 1. For numerical stability, we further
normalize (59) by v∗
M−1 , 0, resulting in
P(z) = v
∗
0 − C
v∗
M−1
+
M−1∑
m=1
v∗m
v∗
M−1
zm. (60)
The fundamental theorem of algebra (and the factor theorem)
states that P(z) has M − 1 complex roots including possible
multiplicities. Hence, the product representation of (60) is
P(z) =
M−1∏
m=1
(z − zm), (61)
where zm are the roots of P(z). In the noise-free case, the
sought-after frequencies are the arguments of the D roots that
lie closest to the unit circle, see Fig. 6. The array response
matrix now can be fully reconstructed with the accuracy of
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Fig. 6. Roots of P(z) for the response shown in Fig. 5. The solutions are
marked with circles. The estimated angles of arrival are also indicated.
v(n), which (for the most part) is subject to the performance
of the CMA algorithm.
1) Analytical Solution for Two Sources: Consider Q(z) to
be generated from the roots of interest only, i.e.,
Q(z) =
D∏
d=1
(
z − e jµd
)
. (62)
Further consider the special case where D = 2, then
Q(z) = z2 −
(
e jµ1 + e jµ2
)
z + e jµ1 e jµ2
= z2 + q1 z + q0.
(63)
The roots of (63) are given by the quadratic formula
z1,2 = −q12 ±
√
q21
4
− q0, (64)
where
q1 = −v1(n)
q0 = <(q0) + j=(q0)
(65)
with
<(q0) = <
2[v1(n)] − =2[v1(n)]
|v1(n)|2
=(q0) = sin arccos<{q0}.
(66)
For a derivation of (66) see Appendix.
2) Numerical Solution: Roots of polynomial equations in
one unknown are numerically approximated by various known
methods such as the method by Jenkins and Taub, Laguerre,
or Durand and Kerner. More root-finding algorithms can be
found in [16]. The function roots in MATLAB calculates
the eigenvalues of the companion matrix, which in our case
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has the following structure:
− v∗M−2v∗
M−1
− v
∗
M−3
v∗
M−1
· · · − v∗1v∗
M−1
− v
∗
0−C
v∗
M−1
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

. (67)
The computation of eigenvalues also plays a central role in the
derivation of the algebraic constant-modulus algorithm [17]–
[19].
VI. ADAPTIVE CM ARRAY PRECONDITIONER
As previously mentioned, the central problem of the CMA
algorithm is its inability to lock onto one single user without
proper initialization of the weight vector or preprocessing. A
possible solution to this problem is illustrated in the previous
subsection. Nonetheless, there are two main limitations linked
to that solution. Firstly, the number of users (model order) is
assumed to be known a priori. Secondly, the incoming waves
are supposed to have the same amplitude. In this section, we
present an alternative and more practical solution in the form
of an adaptive preprocessor for the CMA array. It tackles the
model-order estimation problem, plus it allows the signals to
differ in amplitude.
A. Motivation
The empirical evidence, which underlies our original work
in [1] and which supports the hypothesis that the response of
the CMA array (if inverted) is proportional to the sum of the
array steering vectors when the array is initialized, e.g., with
an all-pass response, can be interpreted in the following way:
After the first iteration, the output is equal to the sum of the
constant modulus signals. With every new iteration the array
is adjusted in such a way as to minimize the cost, which is a
function of the squared magnitude of y(n),
E
{
|y(n)|2
}
∝ wH(n)AAH w(n) with {si(n)} i.i.d.. (68)
In general, (68) is positive and real for any w(n) , 0, which
includes
w =
D∑
d=1
ad with w0 = D (69)
as some sort of a (spatially) matched filter for the transmitted
data. The corresponding polynomial is
P(z) = w∗M−1 zM−1 + · · · + 1 − M . (70)
Since M > 1, (70) resembles the transfer function of a linear
prediction error filter for a scaled sum of D symbols. Insight
and intuition tells us that in a similar manner one can design
a more performant predictor that also exploits the phase, see
[20].
B. Ordinary Least Squares
Ordinary least squares (OLS) is the most common and the
most basic estimator that can be employed to carry out linear
prediction on the CM array. Extensions of the former with or
without additional modifications are discussed and evaluated
in [20] and later works, such as [21], [22].
Consider the desired or predicted signal to be equal to the
signal at the first antenna element, and allow the CM signals
to differ in amplitude c, i.e.
x0(n) =
D∑
d=1
cd sd(n). (71)
The optimum filter coefficients in the least squares sense are
obtained by minimizing the sum of squared residuals, which
are defined as the differences between x0(n) and y(n), where
y(n) is predicted from the remaining M − 1 array signals. In
consequence, the OLS solution yields
w =
(
X1,...,M−1 XH1,...,M−1
)−1
X1,...,M−1 xH0 ∈ CM−1, (72)
where
x0 =
[
x0(0) x0(1) · · · x0(N − 1)
] ∈ C1×N (73)
and
X1,...,M−1 =

x1
x2
...
xM−1

∈ CM−1×N , (74)
respectively.
C. Adaptive Preprocessor
In reference to OLS, the adaptive preprocessor is designed
as an LMS filter with the desired signal as in (71). The LMS
filter is initialized with an all-zero response u = 0M×1. Then,
only the last M − 1 weights are updated by
u(n + 1) =

0
u1(n) + γ x1(n) e∗(n)
...
uM−1(n) + γ xM−1(n) e∗(n)

, (75)
where
e(n) = x0(n) − y(n) (76)
and
y(n) = uH(n) x(n). (77)
In this way, we avoid that the LMS filter converges to an all-
pass response, which would be the optimum solution but not
exactly what we are after. Instead, we force the filter to give
us an LMS estimate of x0(n) using the delayed versions. The
hypothesis is that the filter will adjust its coefficients in such
a way that separate array responses point in the directions of
the users. The step size can be chosen adaptively fulfilling
γn <
2
‖x(n)‖22
, (78)
which keeps the filter stable. Fig. 7 shows the filter response
after 1,000 iterations alongside the radiation pattern. One can
observe that the filter response takes the value of one exactly
where the modes are. That was to be expected, because x0(n)
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Fig. 7. Three QPSK sources send data from different angles at different power levels. The corresponding radiation pattern is shown in (a). The response of
the preprocessor after 1,000 iterations is shown in (b). The array consists of 8 elements with half-wavelength spacing. The angles of interest correspond to
those in Fig. 5.
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Fig. 8. Learning curve of the preprocessor in the noise-free case with γn =
2/‖x(n)‖22 −  . The saddle point is reached after 600 iterations.
and y(n) share the same signal amplitudes {cd}. Thus, we can
use the same approach as before to determine the modes. In
Fig. 8 we see the learning curve of the preprocessor for the
noise-free case. The algorithm converges after 600 iterations
for the largest possible γ according to (78). The mean squared
error is virtually zero, i.e., x0(n) and y(n) are almost identical.
D. Model-Order Selection
The model order is given by the number of roots that lie
closest to the unit circle, see Fig. 6. We may consider, e.g.,
the distance |zm | − 1 to detect that number. This is illustrated
in Fig. 9. Note that in order to compute the roots correctly, C
in (60) must be set to 1. As a more sophisticated alternative,
and especially when the data is noisy, the Neyman–Pearson
lemma can prove useful [23]. A comparison of more and other
schemes is made in [24].
In our experiments, however, we found that when the noise
level is high and the spatial frequencies are chosen arbitrarily,
it is more reliable to evaluate the real part of the array response
at the inclination angles that correspond to the M−1 roots (see
next section) than to evaluate the distance of the roots from
the unit circle. We therefore suggest to consider the D roots
with the strongest (real) array response as the signal roots.
E. Direction-of-Arrival Estimation
If the model order D is determined, one can easily derive
the directions of arrival from the phase of the corresponding
roots. The inclination angles then are given by
θd = arcsin
(
λ arg zd
2pi ∆
)
, (79)
for d = 1, 2, . . . ,D.
F. Array Preconditioning
With the model order D known and the directions of arrival
at hand, one can reconstruct the array response matrix A.
The pseudoinverse of A, A+, has the property that the main
lobe of each steering vector points in the direction of the
respective source. All other sources, i.e., the interferers, are
fully suppressed. Hence, one can initialize the weights of the
CMA array with the row vector of A+ that corresponds to
the source (user) of interest and subsequently run the CMA
algorithm. The analysis of the combined performance of the
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Fig. 9. Deviation of the polynomial roots from unity (noise-free case). As
can be seen, three roots lie exactly on the unit circle (D = 3).
preconditioner and the CMA array is beyond the scope of this
article.
G. Summary
In summary, the preconditioned CMA algorithm consists of
the steps that are listed below:
1) Initialize LMS filter with all-zero response;
2) Consider signal at first element as desired response;
3) Update filter weights using gradient descent;
4) Exclude all-pass response;
5) Compute roots of corresponding polynomial;
6) Estimate model order;
7) Choose roots with strongest beam response;
8) Reconstruct array response matrix;
9) Run classical CMA algorithm (optional).
The individual steps are elaborated further in Fig. 10 in the
form of pseudo code.
VII. CONCLUSION
We presented a novel approach for the separation of multiple
sources in a frequency-reuse radio system making use of the
classical CMA array. Our extension of the CMA array makes
it applicable when one particular source is to be captured in
the presence of multiple CM sources. The cited literature relies
on an implicit capture effect of the algorithm, which is hardly
sustainable looking at the formulation of the underlying cost
function. The CMA array rather acts as a soft spatial equalizer.
This fact can be exploited to reconstruct the array response
matrix and to find the best fit for the constant modulus signals
in, e.g., the least-squares sense immediately after. In addition,
we designed an alternative preprocessor for the array based on
the LMS filter. The second solution is more practical, because
it allows the CM signals to differ in amplitude.
1: procedure ROOTCMA(X, γ)
2: u← [ 0 0 · · · 0 ]T all-zero response
3: u¯← [ 1 0 · · · 0 ]T desired response
4: for n← 1, 2, . . . , N do
5: x← [ x∗,n ] M snapshots
6: y ← uH x estimate
7: e← x1 − y error
8: u← u + γ x e∗ update
9: u1 ← 0 exclude all-pass response
10: p← FLIPUD(u∗ − u¯) prediction error polynomial
11: z← ROOTS(p) polynomial roots
12: for d ← 1, 2, . . . ,M − 1 do
13: for m← 0, 1, . . . ,M − 1 do
14: amd ← exp (j arg zd m) response matrix
15: end for
16: end for
17: b← REAL(uH A) beam response
18: b← SORT(b, i) sort in descending order
19: D← FIND(b > , 1) − 1 model order
20: A← [ a∗,[ i1,i2,...,iD ] ] strongest response matrix
21: W← A
(
AT A
)−1
beam steering matrix
22: . . . CMA array, etc.
23: end for
24: end procedure
Fig. 10. Root constant-modulus adaptive algorithm (pseudo code).
APPENDIX
DERIVATION OF EQUATION (50)
In any such case where the phase relation |µi − µd | = 2pi kM−1
holds, (49) becomes
A
(
e jµi
)
= M +
D∑
d=1
d,i
e j pik
sin
(
M pikM−1
)
sin
(
pik
M−1
)
= M +
D∑
d=1
d,i
(−1)k
sin
(
pik
M−1 + pik
)
sin
(
pik
M−1
)
= M +
D∑
d=1
d,i
(−1)k (−1)k
= M + D − 1 ∀M, k ∈ N>0. (80)
Furthermore, if we consider that
‖a‖22 = D2 +
M−1∑
m=1
a∗m am am =
D∑
d=1
e jµdm
= D2 +
M−1∑
m=1
D∑
d=1
e−jµdm
D∑
i=1
e jµim
= D2 +
M−1∑
m=1
D∑
i=1
D∑
d=1
e j (µi−µd )m
= D2 +
M−1∑
m=1
D∑
i=1
D∑
d=i
[
e j (µi−µd )m + e−j (µi−µd )m
]
12
= D2 +
M−1∑
m=1
[
D + 2
D∑
i=1
D∑
d=i+1
<
{
e j (µi−µd )m
}]
, (81)
and if we use the phase relation from above, (81) writes
‖a‖22 = D2 + D (M − 1) + 2
M−1∑
m=1
cos
(
2pimk
M − 1
)
︸                ︷︷                ︸
= 0 ∀M, k∈N>0
= D2 + D (M − 1) ∀M, k ∈ N>0. (82)
Comparing (80) with (82), we see that
A
(
e jµi
)
= M + D − 1 = ‖a‖
2
2
D
.  (83)
DERIVATION OF EQUATION (66)
For D = 2 and for a given v(n), we know that
e jµ1 + e jµ2 = (cos µ1 + cos µ2) + j (sin µ1 + sin µ2)
= <[v1(n)] + =[v1(n)].
(84)
What we seek for is
e jµ1 e jµ2 = cos (µ1 + µ2) + j sin (µ1 + µ2)
= <(q0) + =(q0).
(85)
Resorting to trigonometric identities, we find that
cos µ1 + cos µ2
= 2 cos
µ1 + µ2
2
cos
µ1 − µ2
2
=
√
[1 + cos (µ1 + µ2)] [1 + cos (µ1 − µ2)] (86)
and
sin µ1 + sin µ2
= 2 sin
µ1 + µ2
2
cos
µ1 − µ2
2
=
√
[1 − cos (µ1 + µ2)] [1 + cos (µ1 − µ2)], (87)
respectively. Dividing (86) by (87), we obtain
cos µ1 + cos µ2
sin µ1 + sin µ2
=
√
1 + cos (µ1 + µ2)
1 − cos (µ1 + µ2) . (88)
From (88) it follows that
cos (µ1 + µ2)
=
(cos µ1 + cos µ2)2 − (sin µ1 + sin µ2)2
(cos µ1 + cos µ2)2 + (sin µ1 + sin µ2)2
. (89)
By comparing the right-hand side of (84) with the right-hand
side of (89), we immediately see that
cos (µ1 + µ2) = <
2[v1(n)] − =2[v1(n)]
|v1(n)|2
.  (90)
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