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MOSER-TRUDINGER INEQUALITY FOR THE COMPLEX
MONGE-AMPE`RE EQUATION
JIAXIANG WANG XU-JIA WANG AND BIN ZHOU∗
Abstract. In this paper, we prove a Moser-Trudinger type inequality for pluri-subharmonic
functions vanishing on the boundary. Our proof uses a descent gradient flow for the
complex Monge-Ampe`re functional.
1. Introduction
Moser-Trudinger and Sobolev type inequalities are widely used in the study of partial
differential equations and geometric problems. The classical Moser-Trudinger inequality
in the real two dimensional space was obtained by Trudinger [Tr] and Moser [M]. Let Ω
be a bounded domain in R2. Then one hasˆ
Ω
e
4π −u
‖∇u‖
L2(Ω) dx ≤ C ∀ u ∈ W 1,20 (Ω),
where C > 0 is a constant depending only on the diameter of the domain. It is natural to
ask whether this inequality can be extended to the complex setting in high dimensions.
Let Ω be a bounded, smooth pseudo-convex domain in Cn. Denote by PSH(Ω) the set
of pluri-subharmonic functions and by PSH0(Ω) the set of functions in PSH(Ω) which
vanish on ∂Ω. For u ∈ PSH0(Ω) ∩ C∞(Ω¯), let
(1.1) E(u) = 1
n + 1
ˆ
Ω
(−u)(ddcu)n
be the Monge-Ampe`re energy. Denote
(1.2) ‖u‖PSH0(Ω) = [E(u)]
1
n+1 ,
which is a semi-norm in the set PSH0(Ω) [W1]. The main result of the paper is the
following Moser-Trudinger type inequality.
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Theorem 1.1. There exist positive constants α,C, depending only on n and diam(Ω),
such that ∀ u ∈ PSH0(Ω) ∩ C∞(Ω¯), u 6≡ 0, we have the inequality
(1.3)
ˆ
Ω
e
α
(
−u
‖u‖PSH0(Ω)
)n+1
n
≤ C.
The Moser-Trudinger type inequality in the complex space was conjectured by Aubin
[Au] more than three decades ago. It has been studied by many authors using various
different methods. See [Ce, GKY] for the inequality in complex space and [TZ, PSS, Be]
on Ka¨hler manifolds. But the inequalities obtained in the above mentioned papers are
only weak form of the conjectured one. In this paper we prove the above stronger
inequality (1.3). We point out that inequality (1.3) was also obtained in [BB] many years
ago. The proof in [BB] uses the pluripotential theory and thermodynamical formalism
and is complicated. In this paper we provide a proof based on classical PDE techniques
only, by employing a descent gradient flow method for the associated functional.
Our motivation is to establish the a priori estimates for the complex Monge-Ampe`re
equation by the classical PDE techniques, and thereby answering a question raised in
[B, BGZ, L]. Using the inequality (1.3), we prove in a subsequent paper [WWZ] the
uniform estimate, the stability, and the Ho¨lder continuity of solutions to the complex
Monge-Ampe`re equation by traditional PDE techniques. Inequality (1.3) will play a key
role in our treatment.
The organization of this paper is as follows. In Section 2, we prove a Sobolev type
inequality for the complex Monge-Ampe`re equation. To prove this inequality, we use the
gradient flow method to prove that the Sobolev constant is monotonic with respect to
domains, as in [W1] for k-Hessian equations. However there is an essential difference
between our proof here and that in [W1]. In [W1] the moving plane method is used to
prove that the solution is rotationally symmetric when the domain is a ball. But this
technique does not apply to the complex Monge-Ampe`re equation. To avoid this obstacle,
we combine the gradient flow with an induction on the dimension via the Brezis-Merle
type inequality, as described in Step 1 to Step 4 in Section 2. The use of Brezis-Merle
type inequality was inspired by [BB]. In Remark 2.6 we point out that there is a simple
proof for the Sobolev type inequality if one uses an estimate in [K98], which was known
to the authors many years ago. In Sectin 3, we establish a generalized Brezis-Merle type
inequality (Theorem 3.2). In Sections 4, we prove the Moser-Trudinger type inequality
(4.1) by the using Theorem (3.2) and another gradient flow.
2
2. Sobolev type inequalities
In this section, we drive a Sobolev type inequality (2.5) for the complex Monge-Ampe`re
equation. Let us first recall the existence and regularity of solutions to the associated
parabolic Monge-Ampe`re equation.
Let Ω ⊂ Cn be a bounded, strictly pseudo-convex domain with smooth boundary ∂Ω.
Denote QT := Ω × [0, T ), Q := Ω × (0,∞), ΓT := ∂QT \ Ω × {t = T} and Γ := ∂Q.
Consider the Dirichlet problem{
ut − log det(uij¯) = g(z, t, u), in QT ,
u = ϕ, on ∂QT ,
(2.1)
where g ∈ C2(Q¯T × R), ϕ ∈ C4,3(Q¯T ), ϕ(z, 0) is pluri-subharmonic, and satisfies the
compatibility condition
(2.2) ϕt − log det(ϕij¯) = g(z, t, ϕ) on ∂Ω × {t = 0}.
We also assume that there exists C1 > 0 such that
(2.3) g(z, t, s) ≥ −C1 ∀ (z, t) ∈ QT , s ∈ R.
Note that (2.1) is parabolic with respect to u if for any given t > 0, u(·, t) is pluri-
subharmonic.
Theorem 2.1. Let u(z, t) be a solution to (2.1). Then under the above conditions, we
have the estimate
(2.4) ‖u‖C2,1(Q¯T ) ≤ C,
where C depends only on Ω, ‖ϕ‖C4,2(Q¯T ), C1 and g up to its second derivatives.
We refer the reader to [HL] for a proof.
Since the a priori estimate (2.4) is independent of T , by Krylov’s regularity theory, we
obtain the global existence and regularity of solutions to (2.1).
Theorem 2.2. Under the assumptions of Theorem 2.1, there exists a solution u ∈
C3+α,2+
α
2 (Q¯) to (2.1).
The Sobolev inequality for the complex Monge-Ampe`re equation is as follows.
Theorem 2.3. Let Ω be a bounded, smooth, pseudo-convex domain. Then for any p > 1,
(2.5) ‖u‖Lp(Ω) ≤ C‖u‖PSH0(Ω), ∀ u ∈ PSH0(Ω) ∩ C∞(Ω¯),
where C depends on n, p and diam(Ω).
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Proof of Theorem 2.3. Note that inequality (2.5) in the case p ≤ n can be established by
a direct computation [CP]. In the following we will assume that p > n. Denote
(2.6) Tp,Ω =: inf
u∈PSH0(Ω)
E(u)
‖u‖n+1Lp+1(Ω)
.
It suffices to prove
(2.7) Tp,Ω ≥ λ
for some small constant λ > 0. We divide the proof into four steps.
Step 1: We show that the Sobolev inequality on balls of dimension n−1 implies an weak
Brezis-Merle type inequality on balls of dimension n, in terms of the complex Monge-
Ampe`re mass
M(u)=
ˆ
Ω
(ddcu)n =
1
n!
ˆ
Ω
det(uij¯).
Lemma 2.4. Assume that the Sobolev type inequality
(2.8) ‖u‖Lp(B) ≤ C0‖u‖PSH0(B) ∀ u ∈ PSH0(B) ∩ C∞(B¯)
holds for p > 0 on any ball B = B
(n−1)
r ⊂ Cn−1, where C0 depends on n, p, and the upper
bound of the radius r. Then the following inequality
(2.9)
(ˆ
Ω
|u|p
) 1
p ≤ C˜ · C0
(ˆ
Ω
(ddcu)n
) 1
n ∀ u ∈ PSH0(Ω) ∩ C∞(Ω¯),
holds on any ball Ω ⊂ Cn of the same radius r, where C˜ depends on the radius but is
independent of p.
Proof. Without loss of generality, we assume the balls are of radius 1 and all centered
at the origin. Write z = (w, ξ) ∈ Cn−1 × C. Let D be the disk in C of the same radius
r. For any ξ = t +
√−1s ∈ D, denote Dξ := {w ∈ Cn−1 | |w|2 ≤ 1 − |ξ|2}. For
u(z) ∈ PSH0(Ω) ∩ C∞0 (Ω¯), we denote
v(ξ) =
ˆ
Dξ
(−u)(dwdcwu)n−1.
First we claim:
(2.10)
ˆ
D
| − △ξv(ξ)| dt ds ≤ 2
ˆ
Ω
(ddcu)n.
Here △ξ = 1√−1dξdcξ = ∂
2
∂t2
+ ∂
2
∂s2
. In order to compute △ξv, we use the spherical coordi-
nates (r, θ) on Cn−1. For convenience, we denote (−u) det(uwiw¯j ) := F (w, ξ) = F (r, θ, ξ),
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where r = |w|. Then
v(ξ) =
ˆ √1−t2−s2
0
ˆ
S2n−3
F (r, θ, ξ) · r2n−3 dσ dr,
where dσ is the standard measure on S2n−3. Hence, we have
∂v
∂t
=
ˆ
S2n−3
[F (r, θ, ξ) · r2n−3]∣∣
r=
√
1−t2−s2 dσ ·
∂
√
1− t2 − s2
∂t
+
ˆ √1−t2−s2
0
ˆ
S2n−3
∂
∂t
[F (r, θ, ξ) · r2n−3] dσ dr
=
ˆ √1−t2−s2
0
ˆ
S2n−3
∂
∂t
F (r, θ, ξ) · r2n−3 dσ dr.
Here the first term vanishes by u
∣∣
∂B
= 0. The second derivative
∂2v
∂t2
=
ˆ
S2n−3
∂
∂t
F (r, θ, ξ)
∣∣
r=
√
1−t2−s2 · (
√
1− t2 − s2)2n−3] dσ · ∂
√
1− t2 − s2
∂t
+
ˆ √1−t2−s2
0
ˆ
S2n−3
∂2
∂t2
F (r, θ, ξ) · r2n−3 dσ dr.
Similarly, we can compute ∂
2v
∂s2
. Hence,
(2.11) △ξv =
ˆ √1−t2−s2
0
ˆ
S2n−3
△ξF (r, θ, ξ) · r2n−3 dσ dr +
ˆ
S2n−3
G(θ, ξ) dσ,
where
G(θ, ξ) =
∂F
∂t
∣∣
r=
√
1−t2−s2 ·
∂
√
1− t2 − s2
∂t
+
∂F
∂s
∣∣
r=
√
1−t2−s2 ·
∂
√
1− t2 − s2
∂s
is the outward normal derivative of (−u) det(uwiw¯j ) on the boundary of Dξ (for a fixed
ξ). Note that (−u) det(uwiw¯j) > 0 in Dξ and (−u) det(uwiw¯j) = 0 on the boundary. We
have G(θ, ξ) ≤ 0.
By the divergence theorem and ∇ξv
∣∣
∂D
= 0, we have
0=
ˆ
D
−△ξv(ξ) dµξ
=−
ˆ
D
ˆ √1−t2−s2
0
ˆ
S2n−3
△ξF (r, θ, ξ) · r2n−3 dσ dr −
ˆ
D
ˆ
S2n−3
G(θ, ξ) dσ dµξ.
Changing the coordinates back to (w, ξ), the first term in (2.11) equals
´
Ω
(ddcu)n. By
the non-positivity of G, ˆ
D
∣∣∣∣
ˆ
S2n−3
G(θ, ξ) dσ
∣∣∣∣ dµξ ≤
ˆ
Ω
(ddcu)n.
5
The claim is proved.
By the Sobolev inequality in dimension n− 1,(ˆ
Ω
|u|p
) 1
p
=
(ˆ
|ξ|2≤1
ˆ
Dξ
|u|p dµw dµξ
) 1
p
≤C0
(ˆ
|ξ|2≤1
(ˆ
Dξ
(−u) det(uwiw¯j)
) p
n
dµξ
) 1
p
=C0
(ˆ
|ξ|2≤1
[v(ξ)]
p
n dµξ
) 1
p
≤C · C0
( ˆ
|ξ|2≤1
| − △ξv(ξ)|
) 1
n
≤C · C0
( ˆ
Ω
(ddcu)n
) 1
n
.
The Brezis-Merle inequality in real dimension 2(see (3.2)) is used in the last inequality.

Step 2: We show that the weak Brezis-Merle type inequality in dimension n for any
smooth pseudo-convex domain Ω ⊂ Cn implies the Sobolev type inequality in the same
dimension. So we first assume the following inequality
(2.12)
(ˆ
Ω
|u|p
) 1
p ≤ C1
(ˆ
Ω
(ddcu)n
) 1
n
, ∀ u ∈ PSH0(Ω) ∩ C∞(Ω¯)
holds for some C1 > 0 depending only on n, diam(Ω).
As in [W1], we denote
(2.13) f(t) =
{ |t|p |t| ≤M,
e−M t−2 |t| ≥M + e−M ,
where M > 1 is a large constant; and denote
(2.14) J(u) =
ˆ
Ω
(−u) det(uij¯) dV − λ
[
(p+ 1)
ˆ
Ω
F (u) dV
]n+1
p+1
,
where F (u) =
´ |u|
0
f(t) dt. If (2.7) is not true, then for a small λ > 0 and large M , we
have
(2.15) inf
u∈PSH0(Ω)∩C∞(Ω¯)
J(u) < −1.
To make the equation non-degenerate, we replace f by fδ = f + δ for a small δ > 0
and consider
(2.16) Jδ(u) =
ˆ
Ω
(−u) det(uij¯) dV − λ
[
(p+ 1)
ˆ
Ω
Fδ(u) dV
]n+1
p+1
,
6
where Fδ(u) =
´ |u|
0
fδ(t) dt. Then for sufficiently small δ > 0, we still have
(2.17) inf
u∈PSH0(Ω)∩C∞(Ω¯)
Jδ(u) < −1.
Now consider the parabolic equation
(2.18)
{ ut − log det(uij¯) = − log λβδ(u)fδ(u) in Q = Ω× (0,∞),
u(x, 0) = wε, and
u = 0 on ∂Ω× (0,∞),
where wε is chosen such that
Jδ(wε) ≤ inf
u∈PSH0(Ω)∩C∞(Ω¯)
Jδ(u) + ε < −1,
and
βδ(u) =
[
(p+ 1)
ˆ
Ω
Fδ(u) dV
]n−p
p+1
.
(2.18) is a descent gradient flow for the functional Jδ. By Theorem 2.2, there exists
a solution uδ(z, t) ∈ C3+α,2+α2 (Q¯). To apply Theorem 2.2, we need the compatibility
condition (2.2). In order that wε satisfies (2.2), we can modify wε slightly near the
boundary, by solving the Dirichlet problem detwij¯ = g in Ω, w = 0 on ∂Ω, where
g ∈ C2(Ω), g = det(wε)ij¯ in Ωσ := {z ∈ Ω | dist(z, ∂Ω) > σ} and g = 1 on ∂Ω, for a
sufficiently small σ > 0.
Note that
d
dt
Jδ(u(·, t)) = −
ˆ
Ω
[det(uij¯)− λβδ(u)fδ(u)]ut dV ≤ 0
along the flow. Hence, there exists a sequence tj → ∞ so that ddtJδ(uδ(·, t)) → 0. Since
uδ(·, tj) are uniformly bounded, there exists a subsequence which converges to a solution
vδ(z) ∈ C2(Ω¯) to
(2.19)
det(vij¯) = λβδ(v)fδ(v) in Ω,
v = 0 on ∂Ω,
with Jδ(vδ) ≤ −1. Note that by (2.17), βδ(vδ) ≤ Cλ
p−n
n+1 .
Claim: For sufficiently large M we have,
fδ(vδ) =(1 + o(1)) (|vδ|p + δ) ;(2.20)
βδ(vδ) =(1 + o(1))
[ˆ
Ω
|vδ|p+1 dµ
](n−p)/(p+1)
.(2.21)
To prove the first statement (2.20) in claim, denote Ω∗ = {z ∈ Ω : vδ(x) ≤ −M−e−M}.
Write the equation as
V ij¯(vδ)ij¯ = nλβδ(vδ)fδ(vδ),
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where (V ij¯) is the cofactor matrix of ((vδ)ij¯). By Aleksandrov’s maximum principle,
inf
Ω
vδ ≥ inf
∂Ω∗
vδ − C
[ˆ
Ω∗
|nλβδ(vδ)fδ(vδ)|2n
[det(V ij¯)]2
dµ
] 1
2n
= inf
∂Ω∗
uδ − nC
[ˆ
Ω∗
[λβδ(vδ)fδ(vδ)]
2 dµ
] 1
2n
≥−M − C(1 + δ)e−M2n − Cδ2.
Here C depends on diam(Ω), n and λ. Hence, (2.20) holds by choosing M sufficiently
large. The second statement (2.21) in the claim can be derived from the first one. Since
(1 + x)−α ≥ 1− αx when 0 < α < 1, by a direct computation and noting that p > n, we
have
C2‖vδ‖n−pLp+1(Ω) − C2
p− n
p+ 1
δ‖vδ‖L1(Ω)‖vδ‖n−2p−1Lp+1(Ω) ≤ βδ(vδ) ≤ C2‖vδ‖n−pLp+1(Ω),
where C2 is independent of p. Then (2.21) follows.
Now by (2.20), ˆ
Ω
fδ(vδ) ≤ C3
[ˆ
Ω
(−vδ)p+1 dµ
] p
p+1
+ δ|Ω|,
where C3 depends only on |Ω|. Since |Ω| ≤ C · diam(Ω)2n, the constant above depends
only on the diameter of the domain. By (2.12), we have
‖vδ‖Lp+1(Ω)≤C1
[ˆ
Ω
(ddcvδ)
n
] 1
n
=C1
(ˆ
Ω
λβδ(vδ)fδ(vδ) dµ
) 1
n
≤C1λ 1nβ
1
n
δ
(
C3‖vδ‖pLp+1(Ω) + δ · diam(Ω)2n
) 1
n .(2.22)
By the a priori estimates in [CKNS], vδ converges to a function u ∈ C3,1(Ω) ∩ C1,1(Ω¯)
which solves
(2.23)
det(uij¯) = λβ(u)f(u) in Ω,
u = 0 on ∂Ω,
with Jδ(u) ≤ −1 as δ → 0. Here β(·) = βδ(·)|δ=0. By the Azela-Ascoli Theorem,
‖vδ‖Lp+1(Ω) → ‖u‖Lp+1(Ω) and βδ(vδ)→ β(u) ∼ ‖u‖n−pLp+1(Ω). By (2.22), we get λ ≥ C ·C−n1 ,
where C is independent of p. This is a contradiction when λ is chosen small.
Step 3: In this step, we suppose that Ω1 is a smooth, strictly pseudo-convex domain, and
Ω2 is a ball with Ω1 ⊂ Ω2 ⊂ Cn. We show
(2.24) Tp,Ω1 ≥ Tp,Ω2.
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Suppose to the contrary that Tp,Ω1 < Tp,Ω2. Choose λ ∈ (Tp,Ω1, Tp,Ω2). Let J(u,Ω) be
the functional given in (2.16). Then we have
inf{J(u,Ω1) : u ∈ PSH0(Ω1) ∩ C∞(Ω¯1)} < −1,
inf{J(u,Ω2) : u ∈ PSH0(Ω2) ∩ C∞(Ω¯2)} ≥ 0
when M >> 1. Suppose u1 is the solution to (2.23) on Ω1 obtained as Step 1.
Extend u1 to Ω2 such that u1 = 0 on Ω2 \ Ω¯1 (so u1 is not pluri-subharmonic in Ω2).
Extend Ψ to on Ω2 by Ψ = 0 in Ω2 \ Ω¯1. Denote
(2.25) E(u) =
ˆ
Ω2
(−u)Ψ dµ− λ
[ˆ
Ω2
|u|p+1 dµ
]n+1
p+1
.
Since u1 = 0 outside Ω1, E(u1) ≤ J(u1,Ω1) ≤ −1.
Let Ψk be a sequence of smooth, monotone decreasing approximation of Ψ such that
Ψk > 0, sup
Ω1
|Ψk −Ψ| < e−k,
ˆ
Ω2
|Ψk −Ψ|2 dµ < e−2k.
Let u2 = u2,k be the solution to
(2.26)
det(uij¯) = Ψk in Ω2,
u = 0 on ∂Ω2.
By [CP] (note that when Ω2 is a ball, it is a direct computation), we haveˆ
Ω2
(−u2) ≤ C‖Ψk‖
1
n
L2(Ω2)
for a constant C depending on n and diam(Ω2). Then we can choose k sufficiently large
such that by the Ho¨lder inequality,ˆ
Ω2
(−u2)
(
det(u2,ij¯)−Ψ
)
<
1
2
.
By the comparison principle, u2 < u1 ≤ 0 in Ω1 and u2 is uniformly bounded.
E(u2) =
ˆ
Ω2
(−u2)Ψ dV − λ
[ ˆ
Ω2
|u2|p+1 dµ
]n+1
p+1
≥
ˆ
Ω2
(−u2) det(u2,ij¯)dV − λ
[ˆ
Ω2
|u2|p+1 dµ
]n+1
p+1 − 1
2
≥−1
2
.
Denote Φ(t) = E(u1 + t(u2 − u1)). Then Φ(0) = E(u1) ≤ −1, Φ(1) ≥ −12 . By direct
computation,
Φ′(0) =
ˆ
Ω2
(u1 − u2)Ψ dµ− (n+ 1)λ
[ ˆ
Ω2
|u1|p+1 dµ
]n+1
p+1
ˆ
Ω2
|u1|p(u1 − u2) dµ.
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Note that by Step 2,
β(u1) = (1 + o(1))
[ ˆ
Ω
|u1|p+1 dµ
](n−p)/(p+1)
.
It follows thatˆ
Ω1
(u1 − u2) det(u1,ij¯) dµ= (1 + o(1))λ
[ˆ
Ω1
|u1|p+1 dµ
]n+1
p+1
ˆ
Ω1
|u1|p(u1 − u2) dµ
< (n+ 1)λ
[ˆ
Ω1
|u1|p+1 dµ
]n+1
p+1
ˆ
Ω1
|u1|p(u1 − u2) dµ.
This implies Φ′(0) < 0. Note that the functional E is linear in the first integral and
convex in the second integral, we have Φ′′(t) < 0 for t ∈ (0, 1). Therefore we have
Φ(1) < Φ(0). We reach a contradiction. Hence, (2.24) holds.
Step 4: We finish the proof by an induction on the dimensions, using the results in the
first three steps. By the classical Sobolev inequality in real dimension 2, i.e., complex
dimension 1 and Lemma 2.4, (2.9) holds in complex dimension 2. Note that the constant
depends on the upper bound of the domain. Then by Step 2, we have Sobolev inequality
for any ball in C2. The Sobolev inequality for general smooth strictly pseudo-convex
domain Ω ⊂ C2 follows by Step 3. By induction in this way, we obtain the Sobolev
inequality in all dimensions. 
Remark 2.5. As with the k-Hessian equation [TiW], a weak Moser-Trudinger type in-
equality can be obtained by using the Sobolev inequalities and Taylor’s expansion as fol-
lows, Let Cn,p be the Sobolev constant in dimension n, i.e.,
‖u‖Lp(Ω) ≤ Cn,p · ‖u‖PSH0(Ω).
Equivalently, one has ˆ
Ω
( |u|
‖u‖PSH0(Ω)
)p
dµ ≤ Cpn,p+1.
By checking the proof of Theorem 2.3, we have Cn,p ≤ C˜ · Cn−1,p for some constant C˜
independent of p. Hence, by Taylor’s expansion, there exists α > 0 such that
(2.27)
ˆ
Ω
e
α −u
‖u‖PSH0(Ω) dµ =
ˆ
Ω
∞∑
j=1
1
j!
(
α
−u
‖u‖PSH0(Ω)
)j
dµ ≤ C
for some C > 0. Inequality (2.27) was recently obtained for plurisubharmonic functions
with finite pluricomplex energy in [Ce].
Remark 2.6. As mentioned in the introduction, there is a simple proof for the Sobolev
type inequality (2.5) if we use Ko lodziej’s L∞-estimate. In fact, to prove (2.5), Steps 1,
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3 and 4 in Section 2 are not needed if we use Ko lodziej’s estimate [K98]. The purpose
of Steps 1, 3 and 4 is to prove (2.12), which can be replaced by Ko lodziej’s L∞ estimate.
More precisely, in Step 2, we use the gradient flow argument (2.18). It suffices to prove
λ ≥ c > 0 in (2.19) for some c > 0 independent of M . Note that (2.12) was used in
(2.22) only, which can be replaced by Ko lodziej’s L∞ estimate as follows:
‖vδ‖L∞ ≤C‖λβδfδ‖
1
n
L1+ε(Ω)(2.28)
≤Cλ 1nβ
1
n
δ
(ˆ
Ω
(|vδ|+ δ)(1+ε)p
) 1
(1+ε)n
≤Cλ 1nβ
1
n
δ
(ˆ
Ω
(|vδ|+ δ)p+1
) p
n(p+1)
· |Ω| 1−pε1+p
≤Cλ 1n‖vδ‖Lp+1 · |Ω|
1−pε
1+p .
This implies λ ≥ c > 0. In (2.28), Ko lodziej’s L∞ estimate was used in the first inequal-
ity. In the last inequality, we have used the estimate βδ ≤ C‖vδ‖n−pLp+1, which is due to
(2.20). Hence (2.5) was proved for the case p > n. The case p ≤ n follows. by Ho¨lder’s
inequality.
The second and third authors of the paper knew the above proof of (2.5) many years
ago, as the proof uses the argument of the third author in [W1], see also [W2]. The proof
is in fact quite simple if one is familiar with the argument in [W1]. The proof given in
this paper avoids Ko lodziej’s estimate [K98], for the purpose to provide a PDE proof for
the a priori estimates in [WWZ].
3. Brezis-Merle type inequality
When studying the Laplace equation
(3.1)
{
−△u = f in Ω,
u = 0 on ∂Ω
with f ∈ L1(Ω) and Ω ⊂ R2, Brezis and Merle obtained the following inequality [BM],
(3.2)
ˆ
Ω
e
−(4π−δ)u
‖f‖
L1(Ω) dx ≤ 4π
2
δ
(diam(Ω))2, δ ∈ (0, 4π),
where u is a solution to (3.1). In this section, we study the Brezis-Merle type inequality
in high dimensions and the complex Monge-Ampe`re equation when the right hand term
is in the Lorenz-Zygmumd spaces. First, we have
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Lemma 3.1. Let Ω be a bounded, smooth, pseudo-convex domain in Cn, and u ∈
PSH0(Ω) ∩ C∞(Ω¯). Then there exists a constant α > 0 such thatˆ
Ω
eα(−u) ≤ C,(3.3)
if M(u) = 1, where α,C depends on n and diam(Ω).
Proof. If Ω is a ball, (3.3) follows from (2.9) and Taylor’s expansion. For general bounded,
smooth, pseudo-convex domain Ω ⊂ Cn and u ∈ PSH0(Ω)∩C∞(Ω¯) withM(u) = 1, we
define
Ψ :=
{
det(uij¯) on Ω¯,
0 on B \ Ω¯,
where B is a ball containing Ω. Let Ψk be a sequence of smooth, monotone decreasing
approximation of Ψ, such that
‖Ψk −Ψ‖L2(B) ≤ e−k
and Ψk converges uniformly to Ψ in Ω. Let vk be the solution to{
(ddcvk)
n = Ψk dµ in B,
vk = 0 on ∂B.
Note that by [CP], supB |vk| is uniformly bounded by ‖Ψ‖L2(Ω2) and lim
k→∞
ˆ
B
Ψk = 1. By
(3.3), the limit v = lim
k→∞
vk satisfiesˆ
B
eα(−v) = lim
k→∞
ˆ
B
e
α
(−vk)
M(vk) ≤ C.
Hence by the comparison principle,ˆ
Ω
eα(−u) ≤
ˆ
Ω
eα(−v) ≤
ˆ
B
eα(−v) ≤ C.

We point out that a stronger version of (3.3) was proved in [BB], where the authors
proved the following Brezis-Merle type inequality,
(3.4)
ˆ
Ω
e−nu dµ ≤ A(1−M(u))−1
ifM(u) < 1. Here A > 0 is a constant and Ω is a smooth strictly pseudo-convex domain
in Cn with n > 1. (3.4) implies the following Brezis-Merle type inequality
(3.5)
ˆ
Ω
e−(n−δ)u dµ ≤ Aδ−(n−1)
for u ∈ PSH0(Ω) ∩ L∞(Ω) with M(u) = 1.
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Inequalities (3.3) and (3.5) generalize inequality (3.2) to higher dimensions. They can
be seen as an analogue of Tian’s α-invariant [Ti] in domain case, since in a fixed Ka¨hler
class, the complex Monge-Ampe`re mass is a constant. A different proof to (3.5) is given
in [AZ]. Here we provide a proof of the weaker form (3.3) to make the proof of the paper
self-contained, avoiding the use of the pluri-potential theory.
With Lemma 3.1, we consider the complex Monge-Ampe`re equation when f is in the
Lorenz-Zygmumd spaces. Recall that the Lorenz-Zygmumd space is defined by
(3.6) L1(logL)q(Ω) :=
{
f |
ˆ
Ω
|f |(log(1 + |f |))q dx <∞
}
.
It is known that for the Laplace equation (3.1) in dimension two, the L∞-estimate holds
when the right hand term f ∈ L1(logL)1. For the complex Monge-Ampe`re equation, it
is known that the L∞-estimate holds when f ∈ L1(logL)q(Ω) for some q > n [K98]. In
the following we establish an integral estimate for the case 0 < q ≤ n.
For convenience, we denote Af =
´
Ω
|f |[log(1+ |f |)]q dx for f ∈ L1(logL)q, and denote
by Fq(Ω) the set of pluri-subharmonic functions u for which there exists a sequence
of smooth pluri-subharmonic functions {uj} vanishing on ∂Ω, such that uj ց u and
supj Afj < +∞, where fj = det(ujkl¯). We have the following generalized Brezis-Merle
typed inequalities.
Theorem 3.2. Let u ∈ Fq(Ω).
(1) If 0 < q < n, and β = n
n−q , then there exists δ = δ(α) > 0, where α is defined by
(3.3), and C = C(α, β, Af) > 0 such that
(3.7)
ˆ
Ω
eδ(−u)
β ≤ C;
(2) If q ≥ n, then (3.7) holds for any δ, β > 0, where C = C(α, β, Af) > 0.
Proof. The proof uses an idea from [CC]. We will prove the case 0 < q < n only, as the
proof for the case q ≥ n is similar. By (3.3), (3.7) holds for β < 1 and δ > 0. We will
use an iteration argument to show that (3.7) holds for β ≤ n
n−q .
By definition, it suffices to consider the function u ∈ Fq(Ω) ∩ C2(Ω) such that
(3.8)
{
(ddcu)n = f in Ω,
u = 0 on ∂Ω.
and f ∈ L1(logL)q(Ω). Let v be the solution to
(3.9)
{
(ddcv)n = f(log(1+f))
q
Af
in Ω,
v = 0 on ∂Ω.
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Let G = ǫv + (−u)β, β ≥ 1. We assume G ≥ 0 on Ω, otherwise, we can restrict to the
subdomain {G ≥ 0}. By direct computation
uij¯Gij¯ = ǫu
ij¯vij¯ + u
ij¯[−β(−u)β−1uij¯ + β(β − 1)(−u)β−2uiuj¯]
≥nǫ
[(log(1 + f))q
Af
] 1
n − nβ(−u)β−1.
By Alexandroff’s maximum principle,
sup
Ω
G ≤ sup
∂Ω
G+ Cn
( ˆ
Ω
{[
nǫ
( (log(1+f))q
Af
) 1
n − nβ(−u)β−1]−}2n
f−2
) 1
2n
,
where [a]− := max{−a, 0}. The integrand is nonzero only if
nǫ
((log(1 + f))q
Af
) 1
n − nβ(−u)β−1 < 0,
i.e.,
1 + f ≤ Ce(βǫ )
n
q ·(−u)
n(β−1)
q
.
Let ω =
{
z ∈ Ω | nǫ( (log(1+f))q
Af
) 1
n − nβ(−u)β−1 < 0}. Note that G = 0 on ∂Ω. Hence,
sup
Ω
G≤Cn
(ˆ
ω
(−u)2n(β−1)e2( βǫ )
n
q ·(−u)
n(β−1)
q
) 1
2n
≤Cn
(ˆ
Ω
(−u)2n(β−1)e2(βǫ )
n
q ·(−u)
n(β−1)
q
) 1
2n
.(3.10)
Hence, when n(β−1)
q
< 1, i.e., when β < β1 := 1+
q
n
, by (3.3), we have supΩG ≤ C; when
n(β−1)
q
= 1, we choose ε > 0 such that 2
(
β
ǫ
)n
q ≤ α, i.e. ε ≥ β
( 1
2
α)
q
n
, where α is defined in
(3.3), we also have supΩG ≤ C. This implies that for sufficiently ǫ > 0 and β ≤ β1,
ǫv + (−u)β ≤ C
for some C > 0. Applying (3.3) to v again, we can choose δ sufficiently small such thatˆ
Ω
eδ(−u)
β ≤ C
ˆ
Ω
e−δ·ǫv ≤ C(3.11)
for any β ≤ β1.
Now we are going to prove inequality (3.7). Let βk+1 := 1 +
q
n
βk, and β0 = 1. Since
(3.11) have been established for β ≤ β1, we repeat the proof and use (3.11) in (3.10),
which implies that the inequality (3.11) holds for β ≤ β2. Once (3.11) is established for
β ≤ βk, where k ≥ 1, we can repeat the proof again and use (3.11) instead of (3.3) in
(3.10), and thus (3.11) holds for β < βk+1. Note that when 0 < q < n, the choice of δ in
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(3.11) is independent of k, since we can choose ε ≥ n
(n−q)( 1
2
α)
q
n
and δ ≤ α
ε
≤ C(n, q)α1+ qn .
Hence, by the iteration argument, it can be improved for β ≤ lim
k→∞
βk =
n
n− q . 
4. Proof of Theorem 1.1
In this section, we prove the Moser-Trudinger type inequality (1.1) by means of The-
orem 3.2.
Theorem 4.1. Let Ω be a bounded, smooth, pseudo-convex domain in Cn. There ex-
ist positive constants α, C > 0, depending only on n and diam(Ω), such that ∀ u ∈
PSH0(Ω) ∩ C∞(Ω¯), u 6≡ 0, we have the inequality
(4.1)
ˆ
Ω
e
α
(
−u
‖u‖PSH0(Ω)
)n+1
n
≤ C.
Proof. Let m ≥ n, q = n
n+1
, β = n
n−q =
n+1
n
and α < δ, where δ is defined in Theorem 3.2.
Note that βq = 1. We denote ‖u‖ = ‖u‖PSH0(Ω) for simplicity. To derive the inequality,
we consider the approximation
Fm(u,Ω) :=
ˆ
Ω
Fm
(−u
‖u‖
)
,
where
Fm(t) :=
m∑
j=n
αj
j!
tjβ, fm(t) := F
′
m(t) = β
m∑
j=n
αj
(j − 1)!t
jβ−1.
By the Sobolev inequality, Ym(Ω) := sup{Fm(u,Ω)} < +∞ for each m. It suffices to
prove that Ym(Ω) is uniformly bounded for m.
Similarly as in Section 2, we consider the modified functional
(4.2) Fm,δ,η(u) :=
ˆ
Ω
F δm
( −u
η(‖u‖)
)
,
where F δm(t) = Fm(t) + δt, f
δ
m(t) = fm(t) + δ and η(t) = e
t−1. Then by direct computa-
tions, the gradient flow of Fm,δ,η is{
ut = log det(uij¯)− log{λf δm
(
−u
η(‖u‖)
)
},
u(x, 0) = u0,
(4.3)
where for any u0 ∈ C∞(Ω) ∩ PSH0(Ω), and
λ =
(n+ 1)E(u)´
Ω
(−u)f δm
(
−u
η(‖u‖)
) .
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By the a priori estimates in Theorem 2.1, There is a long time solution to equation
(4.3), which converges to a smooth maximizer um,δ of Ym,δ,η(Ω) = sup{Fm,δ,η(u)}, and
satisfies
(4.4)

det(uij¯) = λf
δ
m
(
−u
η(‖u‖)
)
=: gm,δ in Ω,
u = 0 on ∂Ω.
By the following lemma, we have furthermore ‖um,δ‖ = 1.
Lemma 4.2. Denote
Θ∗(ε) := sup{‖u‖ ∣∣u ∈ PSH0(Ω), Fm,δ,η ≥ Ym,δ,η − ε},
Θ∗(ε) := inf{‖u‖
∣∣u ∈ PSH0(Ω), Fm,δ,η ≥ Ym,δ,η − ε}.
Then
Θ∗(ε), Θ∗(ε)→ 1, as ε→ 0.
Proof. Denote g(t) = t
η(t)
= te1−t. Then g(t) < g(1) = 1 for any t 6= 1. For any t > 0,
t 6= 1 and any u ∈ PSH0(Ω) with ‖u‖ = t, we have,
Fm,δ,η(u) =
ˆ
Ω
F δm
(
u
η(‖u‖)
)
=
ˆ
Ω
F δm
(
g(t)
u
‖u‖
)
.
By the Taylor expansion of F δm,
Fm,δ,η(u) ≤ g(t)
ˆ
Ω
F δm
(
u
‖u‖
)
.
Therefore,
sup{Fm,δ,η(u)
∣∣u ∈ PSH0(Ω), ‖u‖ = t} ≤ g(t)Ym,δ,η.
Lemma 4.2 follows immediately. 
Lemma 4.2 was first proved in [TiW] for the k-Hessian equation. Now it suffices to
prove
(4.5)
ˆ
Ω
eα(−um,δ)
β
dµ ≤ C
for constant C > 0, uniformly bounded as m→∞ and δ → 0. It implies that Ym,δ,η are
uniformly bounded.
We claim gm,δ ∈ L1(logL1)q, i.e.ˆ
Ω
gm,δ(log(1 + gm,δ))
q dµ ≤ C.
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Then (4.5) follows from Theorem 3.2. To prove the claim, we denote for simplicity that
v = um,δ. By definition,
f δm(−v) =αβ
m∑
j=n
αj−1
(j − 1)!(−v)
(j−1)β+β−1 + δ
≤αβeα(−v)β (−v)β−1 − αβ
n−2∑
j=0
αj
j!
(−v)jβ+β−1 + δ.
We may assume there is a subsequence mj →∞ such that
´
Ω
(−v)f δmj (−v) > 1 and thus
λ is bounded, otherwise the proof has been finished. Noting that
log(1 + gm,δ(−v)) ≤ C + α(−v)β
and βq = 1 on the subset A := {−v > 1} and f δm is bounded near boundary, we haveˆ
Ω
gm,δ(log(1 + gm,δ))
q ≤
´
A
f δm(−v) · (C + α(−v)β)q´
Ω
(−v)f δm(−v)
+
´
Ω\A f
δ
m(−v) log(1 + gm,δ(−v))´
Ω
(−v)f δm(−v)
≤C.
This completes the proof. 
The Sobolev and Moser-Trudinger type inequalities for the k-Hessian equations were
proved in [W1, TiW]. A natural question is whether one can extend those inequalities to
the complex setting. In this paper we obtained these inequalities but we haven’t obtained
the optimal constants. A key technique used in [W1, TiW] is the moving plane method,
which implies the rotational symmetry of solutions to the Dirichlet problem in the unit
ball. But this technique does not apply to the complex Monge-Ampe`re equation.
Remark 4.3. Note that by the stability result [CP], Theorem 4.1 also holds for bounded
hyper-convex domains. Indeed, for any bounded hyper-convex domain Ω ⊂ Cn, there
exists a smooth pluri-subharmonic function u vanishing on ∂Ω. Denote f = det{uij¯}.
Let Ωj ↑ Ω be an increasingly pseudo-convex domains with smooth boundaries, and let
uj ∈ C∞(Ω)
⋂PSH0(Ω) be the unique solution to det(uij¯) = f in Ωj. By the stability
result on Ω, uj converges uniformly to u and the inequality holds by taking limits.
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