We use an empirical approach to model the stellar mass of galaxies according to their host dark-matter haloes and subhaloes ('HASH' models), where each galaxy resides in a subhalo taken from a large N -body cosmological simulation. This approach allows us to study the mass relation between subhaloes and galaxies (MR) using various observational constraints at redshift zero: the weak lensing signal (WL), the two point auto-correlation function (CF), and the stellar mass function of galaxies (SMF). Our method is based on modeling the lensing signal directly from the cosmological N -body simulation, and should thus be more accurate (at least for massive objects) than other methods based on analytic halo models. We find that the WL does not provide a strong constraint on the MR. The current observational accuracy allows for more than a factor of 10 freedom in the subhalo mass of central galaxies, for a given stellar mass. The freedom for satellite galaxies is much larger, providing a very poor constraint on the number-fraction of satellite galaxies (0.05 -0.8). These results are not significantly modified when using both the SMF and WL as constraints. We show that for the most massive galaxies, observational constraints based on the CF with 0.1 dex errors, are equivalent to 0.05 dex error in the WL. For intermediate and low mass galaxies the WL and CF constrain the MR in a different way. Although the WL is currently not adding much information at these masses, it has the potential of being important using future, more accurate measurements. The models found here do not match simultaneously the observed CF and WL signals, and show a limited ability to match the WL & SMF. We suspect that this is partially due to the cosmological model assumed here and we therefore adopt a mock WL signal through most of this work. In comparison to previous models in the literature, the method presented here is probably more general, as it reveals a larger range of solutions for a given set of observational constraints.
INTRODUCTION
The relation between haloes and galaxies marks the crossroad of two major pathways. On the one hand dark-matter is accurately modeled by large N -body cosmological simulations, where the properties of haloes are quantified in detail (e.g. Springel et al. 2005; Klypin et al. 2011) . Moreover, the large dynamical range in these simulations provides a full description of the dark-matter substructure that is believed to host galaxies (Diemand et al. 2007; Boylan-Kolchin et al. 2009 ). On the other hand, the properties of luminous galaxies can now be measured over large cosmological volumes, reducing the statistical uncertainties to a level of a few per cent (e.g. Drory et al. 2009; Bernardi et al. 2010 ). Observational techniques for estimating physical properties of galaxies, like stellar mass and star-formation rate, are becoming more and ⋆ E-mail: eyal@mpe.mpg.de more reliable (e.g. Nordon et al. 2012) , making it feasible to model the physical quantities of galaxies directly.
Various different methodologies have been developed in order to study the mass relation between galaxies and haloes (hereafter MR). Such models need to be flexible enough, so they can fit the observational constraints to a high accuracy. They also need to be computationally efficient, to allow quick exploration of the parameter space. Lastly, the model parameters should be directly related to the observational constraints (e.g. the stellar mass function and the auto-correlation function). Due to the above, all the models used to study the MR in detail are based on empirical relations between haloes and galaxies. However, in order to make reliable predictions on the MR, we need our models to be general enough, so they can encompass the full ensemble of solutions. One of the main targets of this work is to emphasize the importance of this issue.
Halo occupation distribution models (HOD) were the first to make strong predictions on the MR, and are being widely used ever since (e.g. Jing et al. 1998; Cooray & Sheth 2002; Berlind & Weinberg 2002; Tinker et al. 2005; Zehavi et al. 2005; Zheng & Weinberg 2007; Tinker et al. 2008; Zehavi et al. 2011 ). These models assume that each halo hosts a number of satellite galaxies Ng, where Ng follows a power law as a function of the host halo mass. The galaxies are positioned at random locations within the halo, with a probability function that follows a scaled version of the dark-matter density profile. In order to predict observables like the abundance and clustering of galaxies, HOD models use the number density of haloes and their clustering properties by fitting results from large N -body simulations.
Since HOD models are based on analytical arguments, they are very useful for developing an insight on the model ingredients, and how they affect the observed quantities (e.g Berlind & Weinberg 2002) . In addition, HOD models are relatively simple to understand, as they include just a few free parameters. These benefits also allow for detailed studies on how the underlying cosmological parameters affect the model results (Abazajian et al. 2005; Yoo et al. 2006; Tinker et al. 2007; Baldauf et al. 2010) , which are then used for making predictions for the cosmological parameters (e.g. Mandelbaum et al. 2012) .
A variant of HOD, based on the conditional luminosity function (CLF), was developed by Yang et al. (2003) . Within this approach the properties of galaxies (e.g. the luminosity function) are matched for a given range of halo mass, using analytical fitting functions for the contribution from central and satellite galaxies. Although this parametrization is somewhat different than the usual HOD models, and includes different degrees of freedom, the two approaches are very similar. CLF studies were used to interpret various types of observations (e.g. mass-to-light ratios in clusters, van den Bosch et al. 2003) , and to constrain the cosmological parameters Cacciato et al. 2012 ).
Lastly, abundance matching models (ABM) populate galaxies at the positions of subhaloes that are taken from large N -body cosmological simulations (Vale & Ostriker 2004; Conroy et al. 2006; Shankar et al. 2006; Conroy & Wechsler 2009; Behroozi et al. 2010; Moster et al. 2010; Guo et al. 2011; Rodriguez-Puebla et al. 2012; Reddick et al. 2012) . In standard ABM, the MR between galaxies and their host subhaloes is set by matching the luminosity function (or stellar mass function) of galaxies to the mass function of subhaloes. The only important detail lies in the way the subhalo mass is defined. While the mass of central subhaloes is derived at the observed redshift, the mass of satellite subhaloes is set by their mass just before becoming a satellite, which typically occurs a few Gyr before the observed epoch. ABM models have no free parameters, and seem to be too simplified at first sight. However, these models are usually very successful in matching the mass function of galaxies (by construction), their auto-correlation function, and even weak gravitational lensing measurements (Tasitsiomi et al. 2004) .
All the models above use some substantial assumptions that might restrict the nature of the accepted solutions. Both HOD and CLF are based on specific parametrization. For example: the average number of galaxies within a given halo mass (Ng), the functional shape of the conditional luminosity function, and the location of satellite galaxies. Although most of these were tested against hydrodynamical and N -body simulations or group catalogs Zheng et al. 2005; Mandelbaum et al. 2005 ; Simha et al. 2012 ), these simulations do not necessarily span all the possible physical scenarios of galaxy formation. This problem is much more severe in ABM models, as they assume a specific relation between satellite and central galaxies, forcing both populations to follow the same MR (see e.g. Neistein et al. 2011a) .
The concern that some assumptions are too restrictive also arises when comparing different studies. For example, both Yang et al. (2012) and Moster et al. (2012) have tried to selfconsistently incorporate the evolution of the MR with redshift. Although these models assume a very different behaviour for satellite galaxies (satellites are not allowed to form stars in Moster et al. 2012 , but grow significantly in Yang et al. 2012 ) both models are able to fit the data. This example indicates that more complex models do not necessarily capture all options, and some non-negligible freedom might be found after changing the assumptions of each model above.
In our previous study (Neistein et al. 2011b , hereafter paper-I) we have proposed a synthesis between HOD and ABM termed 'HASH' (an acronym for 'halo and subhalo'). Within this approach we assign galaxies to subhaloes that are taken from a large N -body simulation. We allow the mass of satellite galaxies to depend on both the halo and subhalo masses. In this way we use a more reliable estimate for the number and location of satellite galaxies than HOD, while allowing the halo mass to play a role in shaping the clustering of galaxies. In our implementation, we try to use the minimal set of assumptions possible: the mass relation for central galaxies is not restricted to follow any functional shape, the dependence on both the halo and subhalo masses is being constrained only slightly, the number of satellite subhaloes can change by using different dynamical friction estimates, and the location of satellite galaxies can be modified. All these ingredients aim at making our approach more general, and should allow us to find more possible models that fit the data.
In paper-I we have shown that our approach points to a large degeneracy in the models that fit both the stellar mass function of galaxies (SMF), and their projected two-point autocorrelation function (CF). The natural next step would be to check how additional constraints of very different nature can restrict the degeneracy of our models. In this work we add measurements of weak gravitational lensing (WL) as it is claimed to provide strong constrains on models when combined with the CF (Yoo et al. 2006; Cacciato et al. 2009; Leauthaud et al. 2012; Cacciato et al. 2012; Mandelbaum et al. 2012) . Unlike previous studies, we will show below that using observational constraints from WL and SMF can hardly limit the mass relation between haloes and galaxies. Using all constraints together (i.e. WL, SMF and CF) is currently equivalent to using only the CF and SMF. However, we show that future WL observations with increased accuracy at small stellar masses should be able to significantly contribute to our knowledge on the MR.
The general principle of the HASH approach is motivated by the properties of galaxies within a semi-analytic model (SAM). We have shown in Neistein et al. (2011a) that the combination of the subhalo and halo mass can reproduce the clustering of the SAM galaxies to a reasonable accuracy. In general, the subhalo mass is more closely related to the stellar mass, and gives a good handle on the location of galaxies, while the halo mass strongly affects the clustering properties of galaxies, and induce possible environmental effects (e.g. Khochfar & Ostriker 2008) . Recently, Yang et al. (2012) and Moster et al. (2012) have pointed out the importance of using the infall redshift 1 in HOD and ABM models. In our ap-
The relation between haloes and galaxies 3 proach, the stellar mass does not depend directly on the infall redshift. However, for a given satellite subhalo mass, the host halo mass correlates well with the infall redshift. Moreover, according to Neistein et al. (2011a) the combination of both subhalo and halo masses reproduces the clustering of SAM galaxies better than using the subhalo mass and infall redshift. This work includes the following parts. In section 2 we describe our methodology and explain how we model the SMF, CF, and WL. In section 3 we show the results for the mass relation between haloes and galaxies, and explore the contribution from different constraints. Lastly, we summarize our main findings and discuss them in section 4. Throughout the paper we write 'Log' to designate 'Log10'.
HASH MODELS
In this section we provide details regarding the method and models used in this paper. Our approach assigns a stellar mass to a set of subhaloes from a large N -body simulation. The set of subhaloes, their mass and location are described in the next three subsections. In the rest of the subsections we explain how the SMF, CF, and WL are derived, and how we define specific models within our formalism. For a few example models that fit both the SMF and CF, the reader is referred to paper-I.
The cosmological simulation
We use information on haloes and subhaloes from the Millennium simulation . This simulation follows 2160 3 dark-matter particles (each with mass of 8.6 × 10 8 h −1 M⊙) within a box of length 500 h −1 Mpc. It is based on a cosmological model with parameters (Ωm, ΩΛ, σ8, h) = (0.25, 0.75, 0.9, 0.73), and includes 63 output snapshots spaced by ≈ 250 Myr. The FOF algorithm (Davis et al. 1985) was used to identify haloes, and was then used as an input for the SUBFIND algorithm (Springel et al. 2001 ) to identify subhaloes. The merger trees used here are those based on subhaloes, as described in Springel et al. (2005) .
Haloes and subhaloes
The subhalo mass, M h , is defined here to be the mass of all the particles inside a subhalo, as identified by SUBFIND. Throughout this paper we use the infall mass of subhaloes, M infall , which should correlate better with the stellar mass of galaxies,
Here z infall is the lowest redshift at which the main progenitor 2 of the subhalo M h was the most massive within its FOF group, and M h,p is the main progenitor mass at this redshift.
In addition to M infall we will use the halo mass M200, which is defined as the mass within the radius where the halo has an overdensity of 200 times the critical density of the simulation. The halo mass for satellite galaxies within a group is defined to be the halo mass of the central object of that group. In general, M200 includes mass not only from the central subhalo within a group, but also from all (or some) of its satellite subhaloes.
At each redshift we construct a catalog of subhaloes, including all subhaloes that are identified at this redshift, and additional population of unresolved subhaloes (see below). The catalog includes the following information: M infall and M200 (for fixing the stellar mass); the position (for computing the CF, §2.5); and the projected dark-matter density profile (for computing the WL signal, §2.6). Unless stated otherwise, we assume that all observations are fixed at z = 0, and compute the subhalo catalog at z = 0.
Satellite subhaloes
We divide the population of subhaloes into three types,
• central subhaloes: most massive subhaloes within their FOF group.
• satellite subhaloes: all subhaloes except central subhaloes.
• unresolved subhaloes: subhaloes that were last identified at higher redshift, and are added according to the dynamical friction formula (Eq. 2 below). All the unresolved subhaloes are also satellite subhaloes.
Within the N -body simulation, satellite subhaloes lose their mass while falling into a bigger subhalo, and thus might fall below the resolution limit used by the SUBFIND algorithm (20 particles). However, the galaxies that should reside inside these satellite subhaloes might live longer, as they are more dense, and thus less vulnerable to stripping. While constructing the merger trees, subhaloes that fall below the resolution limit are considered to be merged into the central object. Consequently, this effect can modify the abundance of subhaloes even at two orders of magnitude above the minimum subhalo mass resolved by the simulation (e.g. Neistein et al. 2011a) .
In order to take this effect into account, we add to our subhalo catalog at z = 0 some subhaloes that have merged with larger subhaloes at a higher redshift. This is done by modeling the time it takes a galaxy to fall into the central galaxy by dynamical friction. At the last time the satellite subhalo is resolved (t0) we compute its distance from the central subhalo (dsat), and estimate the dynamical friction time using the Chandrasekhar formula,
Here M h,1 is the mass of the central subhalo, Vv is its virial velocity, and M h,2 is the mass of the satellite subhalo. Once a satellite subhalo falls together with its central subhalo into a larger group, we update t df for both objects according to the new central subhalo. All subhaloes for which t df + t0 is larger than the cosmic time at z = 0 are added to the catalog of subhaloes at z = 0. When using the total mass of the satellite galaxy instead of M h,2 , α df was found to equal ∼ 2 (Colpi et al. 1999; Boylan-Kolchin et al. 2008; Jiang et al. 2008; Mo et al. 2010 ). Since we only use the dark-matter subhalo mass here, and we would like to be careful when adopting limiting assumptions within our models, we allow α df to vary between 0.1 and 10. In order to model properly the location of unresolved subhaloes we use two options. First, we use the location of the most bound particle of the last identified subhalo (as was done by e.g. Croton et al. 2006 ). This particle is followed over time even though its host subhalo does not exist anymore. The particle location at z = 0 is taken directly from the N -body simulation. As a second option we derive an analytical model for the infall of a subhalo inside a central potential,
Here τ = (t(z = 0) − t0)/t df is the fraction of time spent out of all the estimated dynamical friction time until z = 0, d is the distance we adopt at z = 0 from the central subhalo, and p, q are constants. The three dimensional location of the subhalo is using the assumption of radial infall. For a full derivation of this model, the reader is referred to paper-I. When searching for the models that fit observations we always try both options: the location of the most bound particle, and the analytical model above.
Modeling the stellar mass function
In order to model the stellar mass function of galaxies we first compute the mass function of subhaloes as found in the Millennium simulation and divided into central and satellite components:
Here V is the volume of the simulation box, and N c , N s are the numbers of central and satellite subhaloes respectively. For central subhaloes we need to compute the mass function as a function of M infall only, because there is no obvious physical reason to assume a dependence on both M infall and M200 (on average, the value of M200 for central subhaloes is smaller by only ∼ 0.08 dex than M infall , with an RMS scatter of ∼ 0.06 dex). The mass function for satellite subhaloes is saved as a function of both M infall and M200, allowing us to model the stellar mass as a function of these two different variables.
Next we would like to use the mass function of subhaloes to predict the stellar mass function of galaxies. When comparing to the observed SMF, we need to compute the number of galaxies that corresponds to a given range in m⋆. Since the stellar mass is a function of the subhalo and halo masses, m⋆ = m⋆(M infall , M200), the number of galaxies within a given range in m⋆ is the same as the number of subhaloes within the corresponding area in the (M infall , M200) plane. A simple way to parametrize regions within the (M infall , M200) plane is by using the boundaries of each region. We define U c i to be the region boundaries for central subhaloes, and U s i the boundaries for satellite subhaloes. To conclude, The number of galaxies within a given range of m⋆ is simply the integral of φ:
Modeling the auto-correlation function
The usual way to compute the CF is to first populate a specific list of subhaloes from the simulation with galaxies, and only then to compute their CF. Since the CF is based on counting the number of pairs of subhaloes/galaxies, each such computation is very demanding in terms of computer resources. In our HASH approach we first compute the underlying number of pairs of subhaloes at all individual masses. Only at a later step we integrate the pair numbers in order to compute the CF of galaxies. This method is extremely efficient when exploring many models, allowing us to compute the CF for ∼ 10 7 different models. We use the entire set of central subhaloes from the Millennium simulation and count the number of pairs into ψcc:
Here M 1 infall , M 2 infall are the infall mass of the first and second subhaloes in the pair, and r is the distance between these subhaloes within the x-y plane, taking into account the periodic boundary conditions (we use the x-y plane in order to compute the projected auto-correlation function, as is described below). In practice, we divide the range in LogM infall and Log r into bins of 0.1 dex (except for M infall < 10
12 M⊙ for which we use bins of 0.02 dex), and save ψcc as a multi-dimensional histogram.
In a similar way we count the number of pairs for centralsatellite and satellite-satellite subhaloes,
(8)
Note that for satellite subhaloes the number of pairs is saved as a function of both M infall and M200. This is done in order to properly model the dependence of stellar mass on M200.
The observed CFs used in this work are based on the autocorrelation function within bins of stellar mass (hereafter 'domains'). We therefore need to compute the number of pairs Np for all galaxies within a range of stellar masses. Similarly to Eq. 6 we need to integrate the different ψ components over the corresponding region within the M infall − M200 plane:
The projected two-point auto-correlation function, wp(r), is then defined as the deviation in the number of pairs from the average value per volume:
Here A(r) is the 2-dimensional area covered by the radial bin r, L is the size of the simulation box in h −1 Mpc, and N is the number of subhaloes (see Eq. 6). The factor N 2 A(r)/L 2 corresponds to the number of pair galaxies with a separation r, in case of a uniform random distribution of objects inside a 2-dimensional box of size L (note that we use the convention of double counting each pair when computing Np, so N 2 corresponds to twice the number of unique pairs).
Modeling weak lensing
In order to compute the WL signal of our HASH models, we first compute the projected two-dimensional density profile for each subhalo within the Millennium simulation. This is done by projecting the entire database of particles into the X-Y plane, so the projected density profile of each subhalo includes integration on the full simulation box along the Z-axis 3 . These profiles are then averaged out into bins of subhalo and halo masses, resulting in:
Here r is the two-dimensional distance to the centre of the subhalo, and the subscripts s/c mark satellite and central subhaloes respectively. We save Σs,c as a multi dimensional histogram, with bins of 0.1 dex for each variable (except for M infall < 10 12 , where the bin size is 0.02 dex), as was done in the previous subsections.
The observed weak lensing signal is a transformation of the projected density profile:
where the first term on the right hand side is the average profile within r. Note that ∆Σc is a linear function of Σc, and is zero for Σc that are constant in the variable r (the mass sheet degeneracy, Gorenstein et al. 1988) . Consequently, integrating the density profile of each subhalo along the Z-axis of the entire simulation box does not affect the value of ∆Σc. For satellite subhaloes, the derivation of ∆Σs uses the same identity as above, but with Σs. We refer to ∆Σ as the 'lensing signal' or just 'WL signal' throughout the paper.
As was done above (Eq. 6), in order to compute the model prediction for a range of m⋆ we integrate ∆Σc and ∆Σs over the values of M infall and M200 that correspond to each domain. The integration uses the domain boundaries U c i and U s i exactly like in Eq. 6, with the only difference in using ∆Σ instead of φ.
In Appendix A we list the specific values of ∆Σs,c for a large sample of profiles, allowing users to easily apply this data to their 3 We use a grid in the X-Y plane with a cell size of 10 h −1 Kpc. own use. In Fig. 1 we show a few examples of profiles for both satellite and central subhaloes. It can be seen that the profiles of satellite subhaloes are more flat than for centrals, but they coincide with the profile of the central object at r 1 Mpc. For central subhaloes, a factor of ∼ 100 in the subhalo mass results in a factor of ∼ 10 enhancement in the lensing signal. Also, more massive subhaloes have more extended lensing profiles.
We also show in Fig. 1 that the profiles taken from Hayashi & White (2008) agree well with ours. These authors have computed the same quantity as we do here based on the same simulation, but with a different technique, and only for central subhaloes. Note that for central subhaloes we use the M infall mass, while Hayashi & White (2008) use the M200 mass (on average M200 is smaller than M infall in ∼ 0.08 dex for the same central objects).
When constructing Σs directly from the simulation we only use the location of unresolved subhaloes following their most bound particle. However, we have many models in which the location of these subhaloes is set by an analytic recipe (Eq. 3). In order to simplify the process of estimating Σs for such models, we do not compute the density profiles directly from the simulation (using the new location) but rather compute the density profile analytically, using the profile of the central object within the same group. This is done by computing the overlapping area between each radial shell of the satellite subhalo and the shells of the central object. Each shell of the new profile is therefore a combination of various shells from the central object, each with a different weight factor, according to the size of the overlapping area. As the central profile used here is saved in radial bins, this method is accurate only for spherical density profiles, so it might introduce some errors in our case.
In order to test the method above, we compute analytically the profiles of unresolved subhaloes, with the target location being the same as is obtained by their most bound particle. We then check if the profiles extracted from the simulation do agree with our analytic derivation. In Fig. 2 we show the results of this test. It is evident that this correction is not entirely accurate, giving rise to an offset of up to a factor of 2 at the smallest scale. However, since the effect of unresolved subhaloes is rather weak on our results (see below), the low accuracy shown here should not modify our results strongly.
The inconsistency of our approximation above means that satellite subhaloes are located in regions of high density, also in comparison to the average location within the host halo, at the same radial distant from the centre. Consequently, when using a fully analytical model, one needs to assume the locations of satellite subhaloes, as well as their excess density. In our approach, we neglect the excess density only for unresolved subhaloes (which are a small fraction of all the satellite subhaloes), and only in cases where the location is not set by their most bound particle.
The definition of a model
In this study we use five stellar mass bins (termed 'domains') starting at log M⊙ = 9.27 and ending at 11.77, each with size of 0.5 dex. These domains were chosen because they match those of the observed CF used here. To simplify our formalism, we will use the same domains to interpret the observations of WL and SMF.
As discussed above, in order to make predictions based on our models, we need to make assumptions on how each domain in stellar mass is related to a region within the (M infall , M200) plane. Our assumptions on these regions and their corresponding boundaries Ui are as follows. Blue solid line shows the actual profile measured from the Millennium simulation, based on the location of the most-bound particle. The red dotteddashed line shows the average profile of our estimated correction, in which each profile of a satellite subhalo is being computed from the central object profile, using the distance of the satellite. Black dashed line shows the average profile of the central object within the same FOF group for all these subhaloes.
For central subhaloes (where we assume that m⋆ depends only on M infall ), each domain is defined as a range in M infall . This means that a range in stellar mass for central galaxies is equivalent to a range in M infall for central subhaloes. In other words, this parametrization simply assumes that the shape of the m⋆ − M infall curve is determined by a sample of a few points, allowing its shape to freely depend on the data. In order to define a model we therefore need to fix one free constant for each boundary:
Since we do not adopt prior limitations on M c infall,i this description does not restrict the models in any sense.
For satellite subhaloes, we assume that each domain in stellar mass corresponds to a region of subhaloes that are located between two boundaries within the M infall − M200 plane:
where M s infall,i and δi are free constants, M200 is a variable and U s i corresponds to the value of M infall (in analogy to the equation of a straight line, y = a + bx). This means that the boundaries of each domain are linear lines within the log M infall − log M200 plane. The values for M s infall,i are restricted to follow our basic sampling bins. For δi we write δi = tan θi and sample θi in steps of 6.75 degrees, over the range [-90, 45] . Note that ABM models assume that δi are all zero, and M
The parametrization we adopt for satellite subhaloes is using some prior assumptions that might restrict all the possible functional dependencies of m⋆(M infall , M200). A more general model would allow each boundary to be a free contour within the M infall − M200 plane. Such models, however, are hard to handle as the number of possibilities for each domain would be huge (in our simplistic case, and using the sampling density of our parameter space, there are already ∼ 10 10 possible boundaries per each domain). Nonetheless, our assumption on the functional shape of U s i is only limiting the domain boundaries. The combination of different domains, and the functional dependencies within each domain are free from any parametrization. To emphasize this point, any function of the type:
is possible using our parametrization, with a, b depending on the specific domain d (i.e. a & b can depend slowly on M infall as well), and f (x) is completely free. This is different from ABM studies that assume a fix functional shape for f and zero b.
Using domains in stellar mass, and corresponding regions in the M infall −M200 plane saves a large amount of computation time, since we perform our analysis separately on each domain, reducing the number of free parameters by a factor of roughly five. During the post-processing phase the code accepts only models for which all the five domains have boundaries that coincide with their neighbour domains (for example, the upper boundary of the first domain is the same as the lower boundary of the second domain).
Even though our parametrization introduces a large degree of freedom, our current approach does not include the effect of random scatter when assigning m⋆ to subhaloes. Many works have claimed that a log-normal scatter with σ ∼ 0.15 − 0.2 is consistent with the observations. In our case, we choose to deconvolve the scatter from the observational results, a method that is equivalent to adding a scatter to the model (see e.g. Behroozi et al. 2010 ). We will use this method below, for checking the effect of scatter on the SMF and WL fits.
RESULTS

Search strategy and fitting criteria
In this section we conduct a detailed search within all the possible HASH models, to see which model can fit a given constraint. Our search goes over all the possible boundaries U In addition, we have tested values of α df between 0.1 and 10, and a few options for the location of unresolved subhaloes (using either the location of the most bound particle of each subhalo, or various values of p and q from Eq. 3, as summarized in table A1 of paper-I). In total we have 21 parameters for each model: 3 parameters that define each boundary times 6 different boundaries, and 3 general parameters that are assumed to be fixed over all domains: α df , p and q. Overall, our search algorithm scans ∼ 10 11 models for each domain. When matching the SMF, we require an accuracy that is better than 20 per cent in reproducing the number of galaxies within each domain (Eq. 6). Once the model reproduces the total number of galaxies within each domain (of size 0.5 dex in m⋆) it is then always possible to distribute the galaxies properly within this domain to fully reproduce the shape of the SMF. This is doable because our parametrization is not being limited within each domain. In addition, Leauthaud et al. (2011) have shown that the SMF errors at different masses are highly correlated, supporting the concept of fitting the SMF with only a few data points.
For the CF and WL we estimate the quality of the models using a simple RMS test:
where wp,i is the observed CF value at the i-th point, wp,i is the model prediction, and the index i goes over the points measured for one domain. A similar definition is used for estimating the quality of the WL signal. We note that when using log values of CF and WL, the observational errors are roughly constant within each domain, making our RMS test similar to the popular χ 2 test. The benefit in using an RMS test is that our results do not depend on the specific errors given by the observational studies used here, allowing for an easy adaption for different data sets, and simple comparison of errors in WL versus CF. In addition, the RMS criterion is not sensitive to the number of data points for each constraint, unlike the χ 2 test that includes all data points together. Lastly, systematic uncertainties in our methodology (e.g. the specific cosmological parameters used by the simulation; the level of accuracy inherent in using two parameters to fix m⋆) are not negligible, and it is not easy to estimate the full error bar for a given data point.
It is well known that various errors within the observed data sets are correlated. For example, Leauthaud et al. (2011) have studied these correlations in detail for the observations of SMF, CF, and WL. They show that CF and WL values at different neighbouring scales are correlated, as well as SMF errors for neighbouring masses. In addition, correlations might exist between different observations. For example, the WL signal and CF will both be modified in a similar way by the value of Ωm (Yoo et al. 2006 ). Since we do not have the full covariance matrix that describes correlations within all the data points, we choose to keep our fitting procedure simple and transparent, and use the RMS criterion above.
To summarize, we list below all the criteria that are used to select models:
• The number density of galaxies within each domain agrees with the observed value at a level of 20 per cent.
• The RMS estimate for the CF is computed by taking the observed points at 0.03 < r < 30 Mpc h −1 , spaced by 0.2 dex in log r. We use two different criteria, of RMS=0.1, 0.2 dex.
• The RMS estimate for the WL is computed by taking all the observed points at 0.03 < r < 2 Mpc h • The number of galaxies more massive than the most massive domain (i.e. galaxies more massive than 10 11.77 M⊙) can deviate by no more than 20 per cent, with respect to the nominal value plus/minus an additional poisson error. This larger error is adopted because there are usually only a few tens of galaxies within this range. We note that even though galaxies at this mass range are not part of our five domains, we in practice fit the SMF at this mass range, similarly to what is done in ABM.
• Models for which the fraction m⋆/M infall is bigger than the universal fraction of 0.17 are rejected.
Models that fit weak lensing (WL)
We first show how the WL can constrain the mass relation between haloes and galaxies when it is used as the only constraint for the models. The observations used for the search are the data from Mandelbaum et al. (2006, hereafter M06) , re-binned to match the domains in stellar mass used for measuring the CF (these domains typically include two mass domains from M06)
4 . The observed data from M06 after re-binning can be seen in Fig. 3 . Since the two lowest mass domains are rather noisy, we allow their fit to deviate by up to 0.35 and 0.2 dex RMS respectively. For the other domains, we demand an RMS fit of 0.1 dex, which roughly agrees with an error of one standard deviation (the plotted error bars).
Technically, in addition to the WL constraint, we have required a factor of 50 accuracy in matching the SMF from Li & White (2009). Unless we apply such a limit, the number of models gets too large for us to analyze. Nonetheless, this constraint is rather weak, and should not affect the model results too strongly.
The results of our search in terms of the MR are plotted in Fig. 4 , where we plot the maximum and minimum M infall for a given m⋆, using all the accepted models. Note that for central subhaloes each HASH model predicts a unique MR, with no scatter. For satellite subhaloes, each HASH model might have a range of M infall per a given m⋆, depending on the mass of the host halo, M200. We therefore compute the median value of M infall at each domain boundary Ui (m⋆=9.27, 9.77, . . . , 11.77), and then plot in Fig. 4 the maximum and minimum for all these median values. The set of models that are able to match the first domain (9.27 < log(m⋆/M⊙) < 9.77) is too large for us to analyze, and is therefore not shown here.
Regarding central galaxies, our HASH models predict a sig-nificant level of freedom, of more than one order of magnitude uncertainty in stellar mass, for a given subhalo mass. Consequently, the WL signal is not useful as a single constraint. We will show in the next section that this is also true when combining constraints from WL and SMF. For satellite galaxies, our search shows even larger uncertainties, probably because the profiles of satellite subhaloes have lower values than for centrals, and less dynamical range (see Fig. 1 ). Another hint for this is obtained from comparing the range of models above, against the range of models obtained where the locations of unresolved subhaloes are fixed at the position of their most bound particles. This reduction in the parameter space shows a small effect on the mass relation, hinting that unresolved subhaloes are not a key ingredient in fixing the weak lensing signal. Our results from Fig. 4 are consistent with the findings of M06 (shown for central galaxies). The fraction of massive late type galaxies (plotted in circles) is lower than ∼ 10 per cent, and has a negligible effect on the lensing signal. As a result, the large error bars for these galaxies do not point to a discrepancy in comparison to our results. It is interesting that our range of models is much larger than that of M06. It seems that the methodology used here introduces more freedom in the models. Another option is that our method of directly scanning the parameter space has some benefits over the Monte Carlo Markov chain approach used by M06. However, our fitting criteria are somewhat different from those adopted by M06, making it hard to compare the two approaches directly. Note that the cosmological model assumed here is similar to the one assumed in M06
5 . In order to demonstrate the range of possible models that are able to match the WL, we show in Fig. 5 two different models that fit the WL as discussed above. As can be seen from this plot, different models might have very different contributions from central and satellite galaxies. In the 2nd domain, model A is dominated by centrals at small scales, while model B is dominated by satellites. At the most massive domain, the difference between the models is maximal, and each model is governed by only one population of galaxies (central/satellite).
Models that fit the SMF and WL
The observed WL signal provides a relatively poor constraint on the MR. It is therefore interesting to see if adding the SMF would improve the results. Since we are going to use stellar masses from Li & White (2009, hereafter Li09) in the next section, we first apply their SMF constraint together with the WL of M06. Interestingly, even though the range of models that fit the WL is relatively large, we do not find any model that matches the SMF constraint as well.
The difference in stellar masses between Li09 and Kauffmann et al. (2003, used by M06 for deriving the WL signal) was examined in the Appendix of Li09. It is shown there that the two mass estimates deviate by roughly 0.1 dex, where Li09 tend to assign lower masses for the same objects. This might contribute significantly to the discrepancy between these two data sets found here. In order to bypass this issue we construct a model search in which we fit the WL from M06 together with the SMF derived directly from Kauffmann et al. (2003, we models have high fraction of satellite galaxies at the massive end (for a given value of m⋆, the value of M infall for satellite galaxies is much larger than for centrals). As will be discussed below, when using a mock WL signal, our results indicate to a much larger range of models, in comparison to the models obtained when using WL from M06. This issue raises the concern that our models suffer from a restrictive or wrong assumptions. We have made the following tests in order to study the possible effect of our assumptions:
• The mean redshift of lens galaxies from M06 goes up with stellar mass, reaching z = 0.19 at the massive end. On the other hand, our analysis assumes that the observations are all referring to z = 0. We have tested the importance of this effect by using lensing profiles of subhaloes taken at the proper redshift for each domain (while using the same SMF from low redshift). Results for the MR in this case are similar to Fig. 6 . However, a full exploration of this issue will require to allow the boundaries of neighbouring domains to differ, because the MR might evolve with redshift. Taking this effect into account deserves a further analysis that cannot be done here.
• We have tested the range of models when using the original bins from M06, based on either the stellar mass, or the luminosity (luminosity based WL is combined with the luminosity function from Blanton et al. 2003) . In both cases the range of models is similar to what we plot in Fig. 6 .
• We have tested the effect of adding a random scatter to the value of m⋆. Assuming the scatter does not depend on M infall , we have deconvolved the observed SMF and WL with a constant log normal scatter of 0.1, 0.15, and 0.2 dex. For each different scatter parameter, this results in a new SMF, and a new WL signal (we deconvolve the WL signal as a function of m⋆ for each radial bin, taking into account the averaging of ∆Σ over the domain range in m⋆). These data sets can then be fitted by our models with no scatter. In order to check the effect of this on the consistency between the SMF and WL, we have computed new domains in m⋆ that will yield the same number density of galaxies as in the original domains, but using the new deconvolved SMF. For these new domains we also generate the WL signal, using the deconvolved signal above. Interestingly, even though both the SMF and WL change due to the addition of scatter, the new domains have very similar WL profiles to the original domains, with deviations that are smaller than our fitting criteria. Since our search procedure does not depend on the actual stellar mass value of each domain, it will produce the same solutions using the new domains above, as were found with the original domains. The only effect of scatter would thus be to shift the domains of m⋆ to lower values, especially at the high mass end. This will have no effect on the range of models presented in Fig. 6 .
• The Millennium simulation used by our code assumes a higher value of σ8 than the latest estimates (0.9 instead of 0.8, see e.g. Komatsu et al. 2009 ). The effect of various cosmological models was examined closely by a recent set of papers using . The mass relation using constraints from both WL and SMF separated to central and satellite galaxies (upper and lower panels respectively). Fitting criteria for matching the WL signal are the same as in Fig. 4 . The SMF is fitted to a level of 20 per cent for each domain. Lines correspond to models that are constrained by WL from M06, and SMF based on Kauffmann et al. (2003) . The shaded regions correspond to models that fit the SMF from Li09, together with modified WL signal (the modified WL signal is chosen to agree with Li09, see section 3.4). The dotted line is plotted for reference, and is the same as in Fig. 4. the CLF approach (van den Cacciato et al. 2012) . From these works (see especially it seems that the combination of SMF and WL is less sensitive to the cosmological model than the combination of SMF and CF. As we will show below, our model is able to match both the CF and SMF to a good accuracy. This might indicate that the cosmological model assumed here is not the reason for the bias we detect in the WL signal. However, since have used a different model than what we use here, this conclusion should be taken with a grain of salt. A clear test to this issue can only be done by using a different N -body simulation with more accurate cosmological parameters.
• We define a 'modified' WL signal, by adopting fiducial WL data points that are fully consistent with the observed CF & SMF constraint used below. Although this WL signal is arbitrary, it provides a way to estimate how the WL constraint will affect our re- dex RMS, while mod-WL (tight) designate models that fit the modified WL signal to better than 0.1 dex RMS for all domains. All shaded regions correspond to the maximum and minimum M infall values for each given m⋆. The solid line is given for reference and is the same as in Fig. 4. sults, in case it is fully consistent with the other observables. We explain how we derive the modified WL signal in the next section. In Fig. 6 we show the results of our model search using SMF based on Li09, together with the modified WL signal. For consistency, we use the same error estimate for the WL, as was done above when using the data from M06. This means that we demand an RMS accuracy of [0.35 0.2 0.1 0.1 0.1] dex for each domain. Note that the range of accepted models when using M06 together with Kauffmann et al. (2003) is much more narrow than the range when using the modified WL signal together with Li09.
We conclude that the discrepancy between the SMF and WL (which is also valid when using the CF below) might be due to the limitations of our study. However, it might also be that some observational systematics contribute to this effect.
From Fig. 6 it can be seen that using constraints from both the SMF and WL (the modified signal) is not so different from using only the WL (as seen in Fig. 4 ). The range in M infall for a given stellar mass is still large for central galaxies, and even larger for satellite galaxies. We conclude that using both the SMF and WL as constraints on our models does not restrict the MR significantly.
Models that fit the SMF, CF and WL
In paper-I we have made a search for all the HASH models that fit both the SMF and CF of galaxies. The range of models and the fitting criteria tested there, are exactly the same as being used here. The observed CFs are computed using the same stellar masses as in Li09, following the technique presented in Li et al. (2006) . CF values are given within five domains in log(m⋆/M⊙): mains do not include data at small scales). Note that both the CF and WL signals go down to 0.03 h −1 Mpc. Computing the CF for each HASH model is much more time consuming then computing the WL signal, because we need to integrate functions of higher dimensionality. As a result, we could not run a test in which only the CF is used as a constraint, like was done here with the WL signal. There are two searches being done, each using both SMF and CF as constraints, but with fitting the CF to an accuracy of 0.1 and 0.2 dex RMS. In Figs. 7 and 8 we show the MR for these two different criteria. In comparison to using the WL and SMF, we see that here the MR is more tight, especially for satellite galaxies. This however might be due to either the smaller errors used to fit the CF (note that the observed CF values are based on SDSS DR7, while M06 is based on DR4) or the larger range of scales probed by the CF.
To summarize the results of fitting the CF and the SMF from paper-I, the range of models highly depends on the accuracy by which we fit the CF. Models that fit the CF to a level of 0.2 dex RMS show a large range of MR, especially for low mass central galaxies, reaching a factor of ∼ 30 uncertainty in M infall for log(m⋆/M⊙) = 9.27. This demonstrates that using the SMF as the only constraint does not yield tight MR within our formalism. Demanding higher accuracy in matching the CF (to a level of 0.1 dex RMS) improves significantly the MR for central galaxies, but has a relatively minor effect on the MR for satellite galaxies. Although an accuracy of 0.1 dex RMS is larger than the quoted observed error bars (these are usually between 0.03 and 0.06 dex, depending on the domain and on the separation distance), we could not find mod- els that match the CF to better than 0.08 dex. This probably means that systematics errors contribute significantly to the fit quality. For more details on the models that fit the CF and SMF the reader is referred to paper-I.
In order to understand better the interplay between the CF and WL constraints we compute the predicted WL signal for all the models that fit the SMF and CF. The results of this test are shown in Fig. 9 . For the three low mass domains, the WL signal predicted by our models looks similar to the observed data from M06. However, at the two highest mass domains, the models that fit the SMF & CF are actually inconsistent with the observations of WL from M06. Interestingly, the discrepancy still exist if we allow for a larger deviation from the observed CF, at the level of 0.2 dex. All this agrees with the discrepancy between WL and the SMF discussed above. It should be noted that some part of the discrepancy seen in Fig. 9 , especially at high stellar masses, is due to the different stellar mass estimates used in Li09 in comparison to M06.
When combining constraints from SMF, CF and WL, the combination of the current data sets and our models is inconsistent. We have chosen to overcome this issue by modifying the WL data. Instead of using the data from M06, we will now define a new mock WL data set, that agrees with the CF and SMF. At each domain we define the 'modified' WL signal by computing the average signal in log values, using the upper and lower limits of all the models that fit the SMF and the CF (we use a CF fit of 0.1 dex for this purpose). This modified WL signal is computed at the same radial bins as the original M06 data, and is plotted in Fig. 9 .
In Figs. 7 and 8 we show the MR when using constraints from the SMF, CF, and WL. We use the SMF from Li09, CF as described above with an RMS fitting accuracy of 0.1 dex, and the modified WL signal with fitting accuracy of [0.35 0.2 0.1 0.1 0.1] dex RMS. This combination reflects the current accuracy of the various data sets. As can be seen from these figures, the range in MR is almost the same as the range when using only the SMF and CF. We conclude that with the current uncertainties of the observed WL signal, it adds very little to our knowledge of the mass relation between galaxies and subhaloes.
The error bars we assume for the WL signal are large, and are related to the fact that our reference data from M06 is based on DR4 from SDSS. In order to estimate the potential of future WL measurements we now demand a tighter fit to the WL, at the level of 0.1 dex RMS for all domains. From Figs. 7 and 8 it seems that such an improved accuracy in the WL reference can significantly improve the accuracy in the MR for low mass galaxies. However, the MR for massive satellite galaxies remains uncertain even in this extreme case, with an order of magnitude freedom in the value of M infall for log(m⋆/M⊙) = 11.77 (see the discussion in van Uitert et al. 2011, related to WL) . An accuracy of 0.1 dex is 10 times higher than the value of 0.35 dex we use with the current data. Assuming the errors in the WL signal are mostly statistical, this implies a factor of 100 increase in the number of galaxies in comparison to SDSS DR4 used here. Such a large number of galaxies is not expected to be observed in the near future, but might be doable with future surveys (e.g. EUCLID).
Let us compare the power of the CF versus the WL in constraining the models. From the solid lines in Fig. 9 (the most massive domain) it is evident that for galaxies with m⋆ 5×10
11 M⊙, an error of 0.1 dex in fitting the CF, corresponds to 0.05 dex range in the WL signal. This means that for these massive galaxies, using a constraint of 0.1 dex for the CF (combined with the SMF) is equivalent to using a 0.05 dex error in the weak lensing signal. Consequently, in order for a new WL measurement to be powerful, it needs to have much tighter error-bars than the existing CF measurements.
In Tables 1 and 2 we summarize the MR values obtained for the different constraints used in this work.
Satellite fractions
In Fig. 10 we show the fraction of satellite galaxies out of all galaxies in the five different stellar mass domains used here. As was discussed above, models that are constrained by WL show a very large range of fractions, spanning values between 0.05 and 0.8. This is a much larger range than what has been obtained by previous studies (e.g. M06), again indicating that our formalism is probably more general than other existing models. When using all constraints (i.e. SMF, CF and the modified WL), the satellite fraction are more constrained, reaching a range of ∼0.2 to ∼0.4. This range is larger than other estimates, especially at the high mass end (see e.g. Cacciato et al. 2012 ).
SUMMARY AND DISCUSSION
In this work we have developed a formalism (termed 'HASH') to interpret various observations regarding the mass relation between haloes and galaxies (the 'MR'). Our approach is using a set of subhaloes from a large cosmological N -body simulation, assigning one galaxy to each subhalo. The stellar mass of galaxies is assumed to depend on both the subhalo and host halo masses (M infall and M200 respectively), allowing us to treat differently satellite and central galaxies. We devote a specific attention to satellite subhaloes that are stripped within the N -body simulation, but might still correspond to observed galaxies. We allow some freedom in the number of these subhaloes via a model of dynamical friction, with a free constant scaling factor. The location of these unresolved subhaloes has a non-negligible degree of freedom as well.
Our approach tries to adopt as much information from the simulation as possible, while allowing freedom in quantities that are Table 1 . The possible range in the host subhalo mass M infall , for central galaxies of a given m⋆, as derived from the various constraints used here (the same information is plotted in Figs. 4, 6 & 7) . Column labels are the same as in Fig. 7 -11.02 -12.50 11.12 -11.96 11.12 -11.78 11.28 -11.34 9.77 10.98 -12.50 11.24 -12.26 11.26 -12.60 11.34 -11.98 11.36 -11.96 11.50 -11.58 10.27 11.54 -12.70 11.62 -12.70 11.64 -12.70 11.72 -12.20 11.74 -12.10 11.80 -11.94 10.77 11.98 -13.20 12.40 -13.40 12.40 -12.80 12.50 -12.70 12.50 -12.70 12.50 -12.60 11.27 12.60 -15.60 13.70 -15.60 13.70 -15.60 13.70 -13.80 13.70 -13.80 13.70 -13.80 11.77 14.40 -15 -10.80 -11.70 10.80 -11.47 10.90 -11.47 11.32 -11.45 9.77 10.84 -12.24 10.83 -14.30 10.96 -11.98 11.08 -11.75 11.16 -11.75 11.59 -11.70 10.27 10.98 -12.79 10.84 -12.42 11.35 -12.36 11.42 -12.10 11.56 -12.10 11.92 -12.10 10.77 11.15 -13.43 11.06 -13.14 12.03 -12.98 12.07 -12.81 12.20 -12.81 12.47 -12.81 11.27 11.66 -15.60 11.66 -15.60 12.90 -14.10 12.90 -14.06 12.90 -14.06 12.90 -14.06 11.77 11.66 -15.60 13.40 -15.60 13.40 -15.60 13.40 -15.60 13.60 -15.60 13.60 -15.60 not accurately modeled. We thus hardly assume any prior on the shape of the MR. The only limitation built into our formalism assumes that the stellar mass of satellite subhaloes is a function of the linear combination of log M infall and log M200, and this only at six different values of stellar mass. Therefore, the MR for satellite and central galaxies vary significantly for different models within our formalism. In addition, we are able to scan systematically the full parameter space to a high resolution, consistent with our fitting criteria (∼ 10 12 models), avoiding the uncertainties related to complicated search algorithms within the parameter space.
The observational constraints used here are: the stellar mass function (SMF, we use both Kauffmann et al. 2003; Li & White 2009) ; the two-point auto correlation function (CF, we use a new version of Li et al. 2006 , based on SDSS DR7); and a measurement of galaxy-galaxy weak gravitational lensing (WL, based on SDSS DR4 from Mandelbaum et al. 2006) .
We claim that our formalism allows for more freedom in fitting the observed data sets than other methods. We explicitly show that when matching the WL signal, our method predicts a huge amount of freedom in the MR, reaching a factor of 100 uncertainty in M infall for a stellar mass of ∼ 10 11 M⊙ (see Fig. 4 ) and number-fraction of satellite galaxies that lie between 0.05 and ∼ 0.8 for all stellar masses (Fig. 10) . These result are very different than what was claimed in the past based on different approaches (Guzik & Seljak 2002; Hoekstra et al. 2004; Mandelbaum et al. 2006; Hoekstra 2007; van Uitert et al. 2011) , although fitting criteria somewhat differ between different studies. Another example is that our models are hardly being constrained by the SMF, in contrast to halo occupation distribution (HOD) models for which the SMF plays a key role (e.g. Leauthaud et al. 2011) .
Since all models used in this field are purely empirical, most of the assumptions being made are motivated by either more complex models, like hydrodynamical simulations, or by observational trends. Nonetheless, different assumptions might highly affect the generality of the model, and might induce significant limitations to the set of solutions found to match the data. Therefore, it might be that extending our formalism would further increase the set of models that can fit the data. On the other hand, other existing models might suffer from a limiting set of assumptions as well. For example, HOD models assume that the number of satellite galaxies within a halo scales as a power law in the halo mass. This might not be related directly to the physical processes of galaxy formation, and might not be valid in all the possible scenarios of galaxy formation. We argue that a much careful treatment of the assumptions made by the models should be considered, in order to obtain the most general formalism possible.
The HASH formalism used here is specifically different from most previous studies in the way the WL signal is being modeled (for more similar works see Tasitsiomi et al. 2004; ). Here we compute the density profile within the simulation around each subhalo. We then stack all profiles of the same subhalo and halo masses (M infall , M200). This in principle provides a more accurate model than the usual, analytical HOD approach, at least for massive haloes that are well resolved within our simulation. According to our analysis, the observed WL signal from Mandelbaum et al. (2006) is not fully consistent with respect to the SMF based on the same stellar masses. We suspect that this is due to either the specific cosmological model assumed here, or to the nonuniform redshift of the data that cannot be modeled easily. Consequently, when combining constraints from SMF, CF, and WL, we use a 'modified', mock WL signal, that agrees with both the SMF and CF used here.
In Neistein et al. (2011b) we have applied the constraints of both the SMF and CF, and showed that a large range of HASH models can match the data. The degeneracy in those models corresponds to ∼ 0.8 dex freedom in the MR for low mass galaxies and for satellite galaxies of all masses. When we apply the additional WL constraint here, this range of models is hardly modified (see Tables 1 and 2 for exact numbers). Based on the modified WL signal we claim that future WL observations with an uncertainty of ∼ 0.1 dex, would be powerful in constraining the mass relation of low mass galaxies. Future surveys like EUCLID are therefore crucial in reaching such high accuracies. For massive galaxies, it seems that constraints based on the CF are more powerful than those based on WL, for the same error estimates.
There are various caveats within our approach. First, we use an N -body simulation based on a non-accurate set of cosmological parameters and a limited volume (we use σ8 = 0.9 in compari-son to 0.8 predicted by Komatsu et al. 2009 ). Second, our models do not allow for a random scatter in the MR (when computing the CF), which should naturally exist at some level. Third, assuming that the stellar mass of galaxies depends only on the mass of the host subhalo and halo is a significant simplification. From more complex models it is known that the large-scale environment might effect stellar masses up to a few per cent (the 'assembly bias' effect Gao et al. 2005; Croton et al. 2007 ). Also, the time a galaxy became a satellite might play a role . Obviously, an accurate determination of the galaxy mass within a halo must take into account many properties of the merger history of that halo. Since all these effects are predicted to be at a level of a few per cent, our approach of fitting the data to a level of 0.1 dex might be secure enough.
In terms of modeling the WL signal, our approach includes an additional set of assumptions. We assume here that the lensing signal is fixed only by the dark matter content. However, baryonic dynamics might change the dark-matter profiles of subhaloes, and their location within a group. In addition, the mass of gas and stars can contribute directly to the lensing signal (Leauthaud et al. 2012 ). All these assumptions should be examined in the near future, as the observed data sets are getting more accurate, demanding more complex and general models. 
