We estimate by Bayesian inference the mixed conditional heteroskedasticity model of Haas et al. (2004a Journal of Financial Econometrics 2, 211-50). We construct a Gibbs sampler algorithm to compute posterior and predictive densities. The number of mixture components is selected by the marginal likelihood criterion. We apply the model to the SP500 daily returns.
INTRODUCTION
Finite mixture models (see e.g. McLachlan and Peel 2000) are more and more used in statistics and econometrics. Their main advantage lies in the flexibility they provide in model specification, compared to the use of a more simple distribution. On the other hand, these models are more difficult to estimate than corresponding models without a mixture, but their estimation becomes more and more feasible as computational power increases. However, computational power is not sufficient, one needs also good algorithms. Maximum likelihood estimation of mixture models is not at all as easy as for non-mixture models, and not very reliable in some cases. The EM algorithm was initially developed in this perspective (see Dempster et al. 1977) . Bayesian estimation is also very efficient for mixture models (see Marin et al. 2005; Geweke and Keane 2005) .
Conditionally heteroskedastic models are very widespread for modelling time-series of financial returns. The most used class of model is the GARCH family (see e.g. Bollerslev et al. 1994 ) for a survey. A lot of research has been devoted to refine the dynamic specification of the conditional variance equation, for which the benchmark is the linear GARCH specification of Bollerslev (1986) . The conditional distribution of the model error term is chosen by most researchers among the normal, Student-t, skewed versions of these, and the GED distribution (see Nelson 1991) . Empirical models typically include around five parameters to fit time-series of a few thousand observations. This may be considered as a powerful way to represent the data. Such models fit the most important stylized facts of financial returns, which are volatility clustering and fat tails. However, a typical result of the estimation of such models is that the conditional variance is almost integrated of the order one and therefore very persistent, at least for relatively long time series at the daily frequency. Several authors have argued that this could be an artefact of structural changes (see e.g. Diebold 1986; Mikosch and Starica 2004) . Furthermore, it has also been observed that volatility is less persistent around crisis periods than during normal periods. Such empirical regularities can be captured by using a finite mixture approach. Finite mixture GARCH models have been recently developed by Haas et al. (2004a) , who build on the results of Li (2000, 2001) , Haas et al. (2004b) and Alexander and Lazar (2004) . All these authors use ML estimation, while Bauwens et al. (2004) propose a particular two component mixture GARCH model and estimate it by Bayesian inference. Bayesian estimation of GARCH models has been studied by Geweke (1989) , Kleibergen and Dijk (1993) and Bauwens and Lubrano (1998) .
Note that finite mixtures are different from continuous mixtures. An example of a continuous mixture GARCH model is a GARCH equation combined with a Student-t distribution for the error term, since the latter distribution is a continuous mixture of normal distributions whose variance follows an inverted-gamma distribution. Thus, a t-GARCH model results in fatter tails than a Gaussian GARCH but it does not increase the flexibility of the conditional variance equation, whereas a finite mixture GARCH model permits this.
Bayesian inference for the mixed normal GARCH model of Haas et al. (2004a) is the subject of this paper. The model is defined in Section 2. In Section 3, we explain how this model can be estimated in the Bayesian framework. We design a Gibbs sampler, and discuss how to obtain predictive densities and how to choose the number of components of the mixture. In Section 4, we apply the approach to returns of the SP500 index. Haas et al. (2004a) define a mixture model on a demeaned series t = y t − E(y t | F t ) where F t is the information set up to time t and the conditional mean does not depend on the components of the mixture. They call this model (diagonal) MN-GARCH (MN for mixed normal). The conditional CDF of t is the K-component mixture
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where
and (·) is the standard Gaussian cdf. Note that the parameter π k is positive for all k and
The other Greek letters denote the other parameters. The zero mean assumption on t is ensured by the restriction
Haas et al. (2004a) also consider a more general model where the h k,t 's are GARCH( p k , q k ) and more importantly may depend on other h j,t 's, k = j (contrary to the diagonal specification defined above). The weak stationarity condition for a (diagonal) MN-GARCH model is
where β k = 1 − β k . Its unconditional variance is then given by
One can check that the process may be stationary even if some components are not stationary provided that these components have sufficiently low corresponding component weights. Strict stationarity conditions are not known for this model.
BAYESIAN INFERENCE
We specify the conditional mean E(Y t | F t ) as an AR(p) model with a constant term. The model is then written as
where t follows the MN-GARCH specification defined by (1)-(3). We replace in the sequel (6) by the shorter notation
where ρ = (ρ 0 , ρ 1 , . . . , ρ p ) and x t = (1, y t−1 , . . . , y t− p ) . The likelihood of the MN-GARCH model for T observations is given by
where is the vector regrouping the parameters ρ and π k , µ k , θ k for k = 1, . . . , K , y = (y 1 , y 2 , . . . , y T ) and φ(·|µ k + ρ x t , θ k ) denotes a normal density with mean µ k + ρ x t and variance h k,t that depends on θ k = (ω k , α k , β k ). A direct evaluation of the likelihood function is difficult because it consists of a product of sums. To alleviate this evaluation, we introduce for each observation a state variable S t ∈ {1, 2, . . . , K } that takes the value k if the observation y t belongs to component k. The vector S T contains the state variables for the T observations. We assume that the state variables are independent given the group probabilities, and the probability that S t is equal to k is equal to π k :
where π = (π 1 , π 2 , . . . , π K ). Given S T and y the likelihood function is
which is easier to evaluate than (8). Since S T is not observed we treat it as a parameter of the model. This technique is called data augmentation, (see Tanner and Wong (1987) for more details). Although the augmented model contains more parameters, inference becomes easier by making use of Markov chain Monte Carlo (MCMC) methods. In this paper, we implement a Gibbs C Royal Economic Society 2007 sampling algorithm that allows to sample from the posterior distribution by sampling from its conditional posterior densities, which are called blocks. The blocks of the Gibbs sampler, and the prior densities, are explained in the next subsections, using the parameter vectors ρ, π , θ = (θ 1 , θ 2 , . . . , θ k ) and µ = (µ 1 , µ 2 , . . . , µ K ). The joint posterior distribution is given by
where ϕ(ρ), ϕ(µ), ϕ(θ ), ϕ(π) are the corresponding prior densities. Thus, we assume prior independence between ρ, π, µ and θ . We define these prior densities below when we explain the different blocks of the Gibbs sampler.
Sampling S T from ϕ(S
Given ρ, µ, θ , π and y, the posterior density of S T is proportional to L( | S T , y). It turns out that the S t 's are mutually independent, so that we can write the relevant conditional posterior density as
As the sequence
is equivalent to a multinomial process, we simply have to sample from a discrete distribution where the K probabilities are given by
To sample S t , we draw one observation from a uniform distribution on (0, 1) and decide which group k to take according to (13).
Sampling π from ϕ(π |S T , ρ, µ, θ, y)
The full conditional posterior density of π depends only on S T and y and is given by
where x k is the number of times that S t = k. The prior ϕ(π ) is chosen to be a Dirichlet distribution, Di(a 10 , a 20 a K 0 ) with parameter vector a 0 = (a 10 , a 20 a K 0 ) (see the Appendix for more details).
We show in the Appendix that the conditional distribution ofμ = (µ 1 , µ 2 , . . . , µ K −1 ) is Gaussian with a non-diagonal covariance matrix. Onceμ has been drawn, the last mean µ K is obtained from (3).
Sampling ρ from ϕ(ρ |S
Given that the conditional variances h k,t depend on ρ, the conditional posterior distribution for this block does not belong to a family that can be easily simulated. We can, for example, employ the Metropolis Hastings algorithm. For the latter, we use a Gaussian proposal q(·) the functional form of which is given in the Appendix. The acceptance probability at iteration n + 1 for candidate ρ * has the form
Apart from ρ, the other parameters in the posterior ϕ(·) are fixed at their latest draw.
Sampling θ from ϕ(θ |S T , ρ, µ, π , y)
By assuming prior independence between the
Since we condition on the state variables, we can simulate each block θ k separately. We do this with the griddy-Gibbs sampler (see the Appendix, and for further details, see Bauwens et al. 1999) . Note that intervals of values for ω k , α k and β k must be defined. The choice of these bounds needs to be finely tuned in order to cover the range of the parameter over which the posterior is relevant. For the deterministic integration we used 33 points, which proved to be enough according to several experiments.
Label switching
In mixture models, the labelling of the components is arbitrary and one can shuffle the labels without changing the likelihood function. The latter has as many modes as there are permutations of the regime labels. In the Bayesian framework, one can run an algorithm that explores all the modes, which may not be easy and take a lot of computing time, or impose an identification condition through the prior information. The solution used by Haas et al. (2004a) in the ML framework is to impose that π 1 > π 2 > · · · > π K but this solution is destroying the result that the full conditional posterior of π is Dirichlet and thus the sampling of π would be more difficult. We choose the solution of imposing that the component specific parameters have sufficiently different prior densities (e.g. through non-overlapping supports, but this is an extreme solution that is not necessary).
Predictive densities
Predictive densities are essential for financial applications such as portfolio optimization and risk management. Unlike prediction in the classical framework, predictive densities take into account parameter uncertainty by construction. The predictive density of y T +1 is given by
, θ k ) as implied by (1). An analytical solution to (18) is not available but extending the algorithm of Geweke (1989) , it can be approximated by
where the superscript (j) indexes the draws generated with the Gibbs sampler and N is the number of draws. Therefore, simultaneously with the Gibbs sampler, we repeat N times the following two-step algorithm
Step 1: simulate ( j) ∼ ϕ ( |y). This is done by the Gibbs sampler.
Step 2: simulate y
Extending the idea used for y T +1 , the predictive density for y T +s may be written as
for which draws can be obtained by extending the above algorithm to a (s+1)-step algorithm. The draw of y T +1 serves as conditioning information to draw y T +2 , both realisations serve to draw y T +3 , etc. All these draws are easily generated from the finite mixture of normal densities. A non-Bayesian procedure typically proceeds by conditioning on a point estimate of , which ignores the estimation uncertainty.
Marginal likelihood
The marginal likelihood of y, also called predictive density, is useful for selecting the number of components K in the mixture. It is well defined when the prior density is integrable, which is the case for the prior we use in this paper. For example, Bayes factors are ratios of marginal likelihoods (see Kass and Raftery 1995 for a detailed explanation). The marginal likelihood is defined as the integral of the likelihood with respect to the prior density
Since this is the normalizing constant in Bayes' theorem, we can also write
Note that (22) is an identity that holds for every . Deterministic numerical integration of (21) is computationally too demanding for the finite mixture model of this paper. Instead, we calculate the marginal likelihood by the Laplace approximation (see Tierney and Kadane 1986) . To explain this, let us define exp(h( )) = L( | y)ϕ( ). The Laplace approximation is based on a secondorder Taylor expansion of h( ) around the posterior modeˆ = arg max ln φ( | y), so that the first-order term in the expansion vanishes:
Therefore, the marginal likelihood can be computed as
where k is the dimension of and
We choose the model with the highest marginal likelihood value. Another possibility to choose the number of components is to treat K as an additional parameter in the model as is done in Richardson and Green (1997) who make use of the reversible jump MCMC methods. In this way, the prior information on the number of components can be taken explicitly into account by specifying for example a Poisson distribution on K in such a way that it favours a small number of components.
APPLICATION TO S&P500 DATA
We fit the two component mixture model to daily S& P500 percentage return data from 01/03/1994 to 09/06/2005 (3047 observations). Descriptive statistics are given in Table 1 . Panel (a) of Figure 1 displays the sample path of the returns (the other panels are explained further down in this section). It is clear that excess kurtosis and volatility clustering are present in the data. We analyzed whether a dynamic specification for the conditional mean is necessary and we found evidence for an autoregressive model of order three. Thus, we estimate the model defined by (6) with p = 3 and by (1)-(3) with K = 2.
The ML estimates and the Bayesian first two marginal posterior moments are given in Table 2 . The parameters a k0 of the Dirichlet prior for π are all equal to 1, which means that the prior density for the probability π 1 is uniform on (0, 1). The prior densities for the other parameters are all independent. For the parameters in ρ and µ 1 , these prior densities are flat on wide intervals (their bounds need not be specified). For the GARCH parameters, the densities are uniform on finite intervals given by 0.0001 < ω 1 < 0.004, 0.0005 < α 1 < 0.08, 0.89 < β 1 < 0.99, 0.009 < ω 2 < 0.16, 0.08 < α 2 < 0.65, 0.73 < β 2 < 0.97. These values are the bounds used in the griddy-Gibbs sampler part of the algorithm described in Section 3.5. The posterior marginal distributions of all the parameters are given in Figure 2 . The x-axes for the GARCH parameters are the prior intervals reported above. Note that the posterior marginals of ω 1 and ω 2 are somewhat truncated at zero given that they are restricted to be positive. A scatterplot of the α and β draws for both components is given in Figure 3 . A clear conclusion from the figures is that the data are much less informative on the explosive regime than on the stable one. We checked the convergence of the Gibbs sampler for all parameters with CUMSUM plots of the draws (see Bauwens et al. 1999 for details).
From Table 2 , we conclude that the ML and Bayesian parameter estimates are close to each other. The posterior standard deviations (SD) are in most cases a little bit smaller than the ML standard errors (SE) computed from the Hessian matrix evaluated at the ML estimates. These differences come to some extent from the use of finite intervals as support of some prior densities.
The estimated probability is about 0.83 for the first component which is driven by a persistent stationary GARCH process (α 1 + β 1 = 0.98). The second component of the mixture has an explosive conditional variance (α 2 + β 2 = 1.17) with a probability of about 0.17.
To illustrate the interest of the Bayesian estimation of the two component model, we report in panel (b) of Figure 1 the sample path of the posterior means of the state variables (mean states), i.e. for each observation we count the proportion of the Gibbs sampler generated state values that correspond to the explosive regime. The mean of these proportions is equal to 0.16 which is close to the probability of being in the second component of the mixture. Panel (c) of the figure contains the scatter plot of these mean states and the corresponding returns. From these graphs, one can identify a clear association between the explosive regime and the extreme returns, especially for the negative returns. The asymmetric shape of this relation can be interpreted as the'leverage effect', i.e. the association of large negative returns of a given value to a higher volatility than in the case of positive returns having the same absolute value.
As a comparison, we report estimates of the single component mixture model, i.e. the conventional GARCH(1,1) model. The ML estimates and the Bayesian first two marginal posterior moments are given in Table 3 . The process looks like integrated in variance given that α 1 + β 1 is estimated at 0.995. This may be interpreted as a compromise between the less persistent and explosive components of the mixture model. We obtained a similar result when we estimated the GARCH(1,1) model with data simulated from a two component mixture. Thus, the observation that a quasi-integrated GARCH model (α 1 + β 1 ≈ 1) is obtained in many empirical results can be explained by a lack of flexibility of this model. In Table 4 , we report the marginal likelihood and the Bayesian information criterion (BIC) values for the single-and two-component models. The results indicate a strong preference for the two-component model.
As for any time series model, prediction is essential. As we explain in Section 3.7, Bayesian inference allows to obtain predictive densities that by construction incorporate parameter uncertainty. Furthermore, they can be easily computed together with the posterior densities during the application of the Gibbs sampler for the model parameters. We report in Figure 4 the computed predictive densities for a horizon up to five days out of sample (September 7, 2005 until September 11, 2005 . Eyeballing the graphs, we see that the left tail of the predictive densities is fatter for the two component model than for the simple GARCH model.
In Table 5 , we report the skewness and kurtosis coefficients, plus the value-at-risk (VaR) at 1 per cent for the five days. Judging from the skewness and kurtosis values, the single-component model yields close to normal predictive densities, while the two component model produces predictive densities with fatter tails and negative skewness. Because of the fatter left tail of the two component model predictive densities, their VaR are smaller than for the one component model.
We also computed a sequence of one step ahead VaR's from the end of the sample until September 2006 (250 new observations). We computed the failure rates for the 1, 5, 10, 90, 95 and 99 VaR levels. Likelihood ratio tests for each VaR level, for both models, do not reject, hence both models are able to fit the tails of the distribution well. This similar performance can be explained by the fact that the distribution of the returns in the covered forecast period is very close to being normal, that is very symmetrical and with low excess kurtosis. 
CONCLUSION
We have shown how a certain type of mixture GARCH model can be estimated by Bayesian inference. ML estimation is typically not easy because of the complexity of the likelihood function. In Bayesian estimation, this is taken care of by enlarging the parameter space with state variables, so that a Gibbs sampling algorithm is easy to implement. Despite a higher computing time, the Bayesian solution is reliable since estimation does not fail, while this may happen in MLE. Moreover, the Gibbs algorithm delivers automatically posterior results on the state variables, which can be used for interpreting the nature of the second regime, as we illustrate in Section 4. Finally, the Gibbs algorithm can be extended to include the computation of predictive densities, which takes care of estimation uncertainty. Prediction in the ML approach is typically done by conditioning on the ML estimate and therefore ignores estimation uncertainty. Bayesian estimation of other types of mixture GARCH models can be handled in a similar way as in this paper. A bivariate mixture GARCH model is estimated by Bauwens et al. (2006 Minus one half times the first term of (30) is the log-kernel of a bivariate Gaussian density with meanμ and covariance matrix A −1 . For K components, Minus one half times the first term of (37) is the log-kernel of a multivariate Gaussian density with meanρ and covariance matrix A −1 . To generalize the last two formulas to K > 3, replace 3 by K and 2 by K − 1.
Griddy-Gibbs sampler for ϕ(θ
The algorithm works as follows at iteration n + 1 (for lighter notations, we drop the index k and the conditioning variables ρ, µ k andỹ k ):
(1) Using (17), compute κ(ω |α n , β n ), the kernel of the conditional posterior density of ω given the values of α and β sampled at iteration n, over a grid (ω 1 , ω 2 , ω G ), to obtain the vector G κ = (κ 1 , κ 2 , , κ G ).
(2) By a deterministic integration rule using M points, compute G f = (0, f 2 , . . ., f G ) where
(A.12) (3) Generate u ∼U (0, f G ) and invert f (ω |α (n) , β (n) ) by numerical interpolation to get a draw ω (n+1) ∼ ϕ(ω |α (n) , β (n) ). (4) Repeat Steps 1-3 for ϕ (α |ω (n+1) , β n ) and ϕ(β |ω (n+1) , α (n+1) ).
