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a b s t r a c t
Welsh conjectured that for any simple regular connected matroid
M, if each cocircuit has at least 12 (r(M)+1) elements, then there is a
circuit of size r(M)+1. This conjecturewas proven by Hochstättler
and Jackson in 1997. In this paper, we give a shorter proof of this
conjecture based solely on matroid-theoretical arguments. Let M
be a simple, connected, regular matroid and let C ∈ C(M), where
|C | ≤ min{r(M), 2d − 1}.We show that if |C∗| ≥ d ≥ 2, ∀C∗ ∈
C∗(M) where C ∩ C∗ = ∅, then there is a circuit D such that D4C
is a circuit where |D4C | > |C |.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In [1], Dirac introduced a fundamental theorem establishing sufficient conditions for the existence
of Hamilton cycles in graphs.
Theorem 1.1 (Dirac). Let G be a simple graph of order n ≥ 3. If dG(v) ≥ n2 for all vertices v ∈ V (G),
then G has a Hamilton cycle.
Motivated by Dirac’s theorem, Welsh (see [4], Problem 14.4.1) conjectured that a more general
result holds for matroids:
Conjecture 1.2 (Welsh). If M is a simple regular connected matroid and every cocircuit has at least
1
2 (r(M)+ 1) elements, then M has a circuit of size r(M)+ 1.
In [2], Hochstättler and Jackson verified Welsh’s conjecture. They also proved the following
theorem:
Theorem 1.3 (Hochstättler, Jackson). Let M be a simple connected binary matroid such that every
cocircuit has size at least d ≥ 3. If M has no F7-minor, M 6= F∗7 , and d 6∈ {5, 6, 7, 8}, then M has a
circuit of size at least min{r(M)+ 1, 2d}.
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In their proof of the above theorem, they use Seymour’s decomposition theorem for regular
matroids (see [4, Theorem 13.2.4] or [5]) to reduce the problem to the case of graphic and cographic
matroids which they treat separately. In this paper, we give a shorter, simpler proof of Welsh’s
conjecture which avoids any complicated decomposition results. We shall prove the following
theorem, from which Welsh’s conjecture is a consequence:
Theorem 1.4. Let M be a simple connected regular matroid and let C ∈ C(M), where |C | ≤ min{r(M),
2d− 1}. Suppose |C∗| ≥ d ≥ 2, ∀C∗ ∈ C∗(M), C ∩ C∗ = ∅. Then there is a circuit D such that C4D is a
circuit where |C4D| > |C |.
In this paper, we actually prove a slightly stronger version of this theorem (see Theorem 3.2).
We remark that the condition d 6∈ {5, 6, 7, 8} in Theorem 1.3 is not needed in the above theorem.
To remove this condition, it was conjectured in [2, Conjecture 1] that every essentially 4-connected
graph with n vertices, m edges, minimum degree at least three, and girth d ∈ {5, 6, 7, 8} where
2d ≥ m− n+ 2 has a cocircuit of size at least 2d. Theorem 1.4 indirectly verifies this conjecture.
2. Crossing sets and F7-minors
We shall first define some concepts and notation for sets. Let A and B be subsets of a set X . If X is
the disjoint union of A and B, then we shall write X = A ◦∪ B. We say that A and B cross in X if the
sets A∩ B, (X\A)∩ B, A∩ (X\B), and (X\A)∩ (X\B) are all nonempty subsets. In shorthand, we write
A uprise B, the set X being implicitly known in most cases. If A does not cross B, then we write A 6uprise B. If
either A ⊆ B or B ⊆ A, then we shall write A  B. If this is not the case, we write A 6 B. Furthermore,
if A ∩ B = ∅ or A ∪ B = X , then we shall write A ‖ B. If this is not the case, we write A ∦ B. It is seen
that A  B (respectively, A ‖ B) if and only if (X\A)  (X\B) (respectively, (X\A) ‖ (X\B)). It is also
straightforward to see that A 6uprise B if and only if A  B or A ‖ B. A collection of sets S is non-crossing
if each pair of sets in S is non-crossing. A k-circuit is defined to be a circuit having k elements. A
2-circuit will also be called a digon and a 3-circuit is also called a triangle. In the proof of the main
result (Theorem 3.2), the following lemmas will be instrumental.
Lemma 2.1. Let M be a binarymatroid. Suppose C1, C2, C3 are triangles intersecting in a common element
e, and M | C1 ∪ C2 ∪ C3 is simple. If there exists a 3-circuit C4 where e 6∈ C4 and C4 intersects each of
C1, C2, C3, then M | C1 ∪ C2 ∪ C3 ' F7.
Proof. This follows from three applications of the fact that if 123, 345, and 561 are circuits in a binary
matroid, then 246 is also a circuit. 
Let M be a simple connected binary matroid and let C be a circuit. Let C1, C2, C3 ∈ C(M) where
e ∈ C1 ∩ C2 ∩ C3 and let fi, i = 1, 2, 3 be distinct elements where Ci\(C ∪ {e}) = {fi}, i = 1, 2, 3. If
(i) Ci4C , i = 1, 2, 3 are circuits ofM
and
(ii) there exist distinct elements gi ∈ Ci ∩ C , i = 1, 2, 3 where gi ∈ Cj if and only if i = j,
then we write (g1, g2, g3)
→
C,e (C1, C2, C3).
Lemma 2.2. If (g1, g2, g3)→C,e (C1, C2, C3), then M has an F7-minor.
Proof. Let N = M | C ∪ C1 ∪ C2 ∪ C3, and let N ′ = N/(C\{e, g1, g2, g3}). Then {e, f1, g1}, {e, f2, g2},
{e, f3, g3} are seen to be circuits of N ′ and N ′ is simple. If e ∈ C , then {e, g1, g2, g3} is also a circuit
of N ′ and {f1, f2, f3} = {e, f1, g1}4{e, f2, g2}4{e, f3, g3}4{e, g1, g2, g3} is also a circuit (because N ′
is simple) which intersects the circuits {e, f1, g1}, {e, f2, g2}, {e, f3, g3} containing e. It follows from
Lemma 2.1 that N ′ ' F7. If e 6∈ C , then {g1, g2, g3} is a circuit of N ′ which intersects the triangles
{e, f1, g1}, {e, f2, g2}, and {e, f3, g3}. Again, Lemma 2.1 implies that N ′ ' F7. 
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3. Augmenting circuits
LetM be a connected binarymatroid with ground set E. Let C ∈ C(M), and let X ⊆ E\C . A circuit D
is called an (X, C)-circuit ifD∩X 6= ∅, and C∩D 6= ∅. We say that a circuitD is C-minimal if C,D, and
C4D are exactly the circuits contained in C∪D.We observe that ifD is a C-minimal (X, C)-circuit, then
C4D is a also a C-minimal (X, C)-circuit. We say that a circuit D is C-augmenting if it is a C-minimal
circuit for which |C4D| > |C |. In connection with C-minimal circuits, we have the following lemma
from [3]:
Lemma 3.1. Let M be a connected binary matroid having no F∗7 -minor. Let C ∈ C(M) and X ⊆ E(M)\C.
Let D be a C-minimal (X, C)-circuit for which |D ∩ C | is minimum. Let D0 = D\C, D1 = D ∩ C, and
D2 = C\D. Then D0 and D1 are circuits of M/D2 belonging to different components of M/D2.
In the sections to follow, we shall prove the next theorem which is a slight strengthening of
Theorem 1.4.
Theorem 3.2. Let M be a simple connected regular matroid and let C ∈ C(M), where |C | ≤ min{r(M),
2d− 1}. Suppose |C∗| ≥ d ≥ 2, for all C∗ ∈ C∗(M), where C ∩ C∗ = ∅. Then there exists a C-augmenting
circuit.
4. Properties of a minimum counterexample
We shall prove Theorem 3.2 by using the minimum counterexample approach. We suppose that
the theorem is false, and we letM be a simple connected regular matroid which is a counterexample
for which |E(M)| is minimum. Since the theorem is seen to hold when |E(M)| ≤ 5, we have that
|E(M)| ≥ 6. Let C be a circuit ofM where |C | ≤ min{r(M), 2d− 1}, and |C∗| ≥ d for all C∗ ∈ C∗(M)
where C ∩ C∗ = ∅. We shall assume that there are no C-augmenting circuits. In this section, we shall
show thatM has certain properties.
(4.1). M/e is connected ∀e ∈ C.
Proof. Let e ∈ C . If M/e is not connected, then there is a C-minimal circuit D where C ∩ D = {e}. In
this case, |C4D| = |D| + |C | − 2 > |C |, and D is C-augmenting, contradicting our assumption. 
(4.2). There exists a C-minimal circuit D for which |C4D| = |C |.
Proof. Let e ∈ C and C ′ = C\{e}. By (4.1), M/e is connected. Suppose M/e is not simple, and let
{f , g} be a digon of M/e. Then {e, f , g} is a triangle of M . If f , g ∈ C∗ for some C∗ ∈ C∗(M), where
C ∩ C∗ = ∅. Then {e, f , g} is a C-minimal circuit where |{e, f , g}4C | = |C | + 1. This implies that
{e, f , g} is C-augmenting, contradicting our assumptions. Hence there is no cocircuit C∗ disjoint from
C where f , g ∈ C∗. More generally, there is no cocircuit C∗ disjoint from C where C∗ contains a digon
of M/e. In particular, if M˜/e is the simplification of M/e, then every cocircuit C∗ ∈ C∗(M˜/e) where
C ∩ C∗ = ∅, is also a cocircuit of M/e, and hence also of M . Thus for all C∗ ∈ C∗(M˜/e) where
C ∩ C∗ = ∅, it holds that |C∗| ≥ d. Since |E(M˜/e)| < |E(M)|, there is a C ′-augmenting circuit
D′ in M˜/e. Suppose D′ is also a circuit of M . Then D′ is seen to be a C-minimal circuit. Moreover,
|C4D′| = |C ′4D′| + 1 > |C ′| + 1 = |C |. Thus D′ is C-augmenting, contradicting our assumptions.
Consequently, D′ is not a circuit of M and hence D = D′ ∪ {e} is a circuit. It is seen that D is a C-
minimal circuit. We have |C4D| = |C ′4D′| > |C ′| = |C | − 1. Thus |C4D| ≥ |C |, and given that D is
not augmenting, it follows that |C4D| = |C |. 
LetDbe aC-minimal circuit forwhich |C4D| = |C |. In addition, chooseD so that |C∩D| isminimum
among all such circuits. Let D0 = D\C , D1 = D ∩ C , D2 = C\D, M ′ = M/D2. It should be noted that
|D1| ≥ 2; if |D1| = 1, then |C4D| = |C | + |D| − 2 ≥ |C | + 1 (since |D| ≥ 3).
(4.3). |D0| = |D1|. Moreover, if |C | = r(M), then |D0| = |D1| = 2.
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Proof. We have |D0| + |D2| = |C4D| = |C | = |D1| + |D2|, and hence |D0| = |D1|. If |C | = r(M), then
for any two elements e, f ∈ D0 it holds that {e, f } ∪ C contains a circuit containing e and f . Thus it
must hold that D0 = {e, f }, and |D0| = |D1| = 2. 
We observe that D0 and D1 are circuits ofM ′, each having the same cardinality.
(4.4). D0 and D1 belong to different components of M ′.
Proof. By straightforward modifications to the proof of Lemma 3.1 in [3, Lemma 2.2] one can prove
the assertion. We omit the details. 
Let K ′ be the component of M ′ containing D1. Let N = M\K ′ and CN = D0 ∪ D2. Observe that by
(4.3), |CN | = |C |.
(4.5). CN is a spanning circuit of N.
Proof. By contradiction. Suppose CN is not a spanning circuit of N and |CN | ≤ r(N). Then there exists
C∗N ∈ C∗(N)where C∗N ∩ CN = ∅. Suppose C∗N 6∈ C∗(M). Then C∗ = C∗N ∪ A is a cocircuit ofM for some∅ 6= A ⊂ K ′. We have C∗ ∩ D2 = ∅, and hence it holds that C∗ ∈ C∗(M ′). Since A = C∗ ∩ K ′ 6= ∅, and
K ′ is a component of M ′, it must hold that C∗ ⊂ K ′, which is clearly impossible since C∗N ∩ K ′ = ∅.
Therefore C∗N ∈ C∗(M), and given that C∗N ∩ C = ∅, it holds that |C∗N | ≥ d. Since |CN | = |C | ≤ 2d− 1,
it holds that |CN | ≤ min{r(N), 2d − 1}. Now |E(N)| < |E(M)|, and hence there is a CN -augmenting
circuit DN in N . Note that DN is a circuit ofM . We shall examine three cases.
Case 1: Suppose DN ∩ CN ⊂ D0.
We claim that DN4D ∈ C(M). For if not, then there exist disjoint circuits D′N ,D′′N ⊆ DN4D, where
D′N ,D
′′
N ∈ C(M).WehaveD′N∩D1 6= ∅; otherwise,D′N ⊂ DN4CN , and given thatD′N 6= DN , CN ,DN4CN ,
this would contradict the fact that DN is CN -augmenting (because DN must also be a CN -minimal
circuit). ThusD′N∩D1 6= ∅ and similarly,D′′N∩D1 6= ∅. Thuswehave∅ 6= D′N∩D1 = D′N∩K ′ ⊂ D1. Since
D0 and D1 belong to different components ofM ′, it follows that D′N contains a circuit ofM ′, not equal
to D1, which contains elements of D1. Such a circuit must necessarily be contained in K ′. However,
such a circuit must also contain elements of D′N\D1 ⊂ E(N), which is impossible. We conclude that
DN4D ∈ C(M).
We shall show that DN4D is a C-minimal circuit. Suppose this is not the case. Then there exists
D′N ⊂ (DN4D)∪C where D′N 6= D4DN , CN4DN , C . It must hold that D′N ∩D1 6= ∅, for otherwise, D′N ⊂
DN ∪ CN , and given that D′N 6= DN , CN4DN , CN , this would contradict the fact that DN is a CN -minimal
circuit. For similar reasons, we also have (D′N4DN4D) ∩ D1 6= ∅. Thus ∅ 6= D′N ∩ D1 = D′N ∩ K ′ ⊂ D1.
It is seen that D′N\D2 contains a circuit of K ′ other than D1. However, DN ∩ K ′ ⊂ D1, and thus D′N ∩ K ′
is independent inM ′. This gives a contradiction. We conclude that DN4D is a C-minimal circuit. Since
|C4(DN4D)| = |CN4DN | > |CN | = |C |, DN4D is C-augmenting. This contradicts our assumption.
Thus CN ∩ DN 6⊂ D0.
Case 2: Suppose CN ∩ DN ⊂ D2.
Using similar arguments as in Case 1, one can show that DN is a C-minimal circuit. We have that
|C4DN | = |C4DN | − |D0| + |D1| = |CN4DN | > |CN | = |C |.
In this case, DN is a C-augmenting circuit, contradicting our assumption.
Case 3: Suppose DN ∩ D0 6= ∅ and DN ∩ D2 6= ∅.
Using similar arguments as in Case 1, one can show that DN4D is a C-minimal circuit. We have
|C4(DN4D)| = |CN4DN | > |CN | = |C |. In this case, DN4D is C-augmenting, contradicting our
assumptions.
From Cases 1, 2, and 3 we conclude that CN is a spanning circuit of N . 
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5. Chord circuits
Let N and CN = D0 ∪ D2 be as in Section 4. By (4.5), CN is a spanning circuit of N . Then each
e ∈ E(N)\CN is a chord of CN ; that is, e ∈ clN(CN). Thus there are exactly two circuits in CN ∪ {e},
denoted C1e and C
2
e , which contain e. We shall call C
1
e and C
2
e the chord circuits for e. We have
C je = C3−je 4CN , j = 1, 2. Let C˜ je = C je\{e}, j = 1, 2. We say that two chords e and f cross if C˜1e uprise C˜1f .
A chord circuit C ie is said to beminimal if C˜
j
f 6⊂ C˜ ie, for all f ∈ E(N)\CN , and for all j ∈ {1, 2}. In this
section, we shall assume that a ∈ E(N)\CN is a chord of CN such that C1a is a minimal chord circuit.
Furthermore, we may assume that C1a ⊆ D0 ∪ {a}; otherwise, if no such chord a exists, we may just
add an element a toN such thatD0∪{a} is a circuit ofN . We note that in such an instanceN∪{a} is still
regular sinceN∪D1 is aminor ofM (and hence also regular).We remark also that |E(N)∪{a}| < |E(M)|
since |D1| ≥ 2. Thus we may assume such a chord a exists. We let
A = C˜1a , B = C˜2a , X = {x ∈ E(N)\CN | x and a cross}.
For each x ∈ X , and j ∈ {1, 2}, we define the sets Ajx = C˜ jx ∩ A, Bjx = C˜ jx ∩ B. LetA = {Ajx | x ∈ X, j ∈
{1, 2}}.
Lemma 5.1. (i) A is a non-crossing collection of subsets of A.
(ii) If Aix  Ajy, then Bix  Bjy. Furthermore, if Aix = Ajy, then either Bix ⊂ Bjy or Bjy ⊂ Bix.
(iii) If Aix ‖ Ajy, then Bix ‖ Bjy.
Proof. (i) Let x, y ∈ X . It suffices to show that A1x 6uprise A1y . Suppose to the contrary that A1x upriseA1y . Then there
exist elements a1, a2, a3, a4 where a1 ∈ Ax ∩ Ay, a2 ∈ Ax\Ay, a3 ∈ Ay\Ax, and a4 ∈ A\(Ax ∪ Ay).
Case 1: Suppose B1x 6 B1y .
There exist b1 ∈ B1x\B1y and b2 ∈ B1y\B1x . We have that a1 ∈ C1a ∩C1x ∩C1y , and a4 ∈ C1a \(C1x ∪C1y ). We
also have that b1 ∈ C1x \(C1a ∪ C1y ) and b2 ∈ C1y \(C1a ∪ C1x ). Consequently, (a4, b1, b2) →CN ,a1 (C1a , C1x , C1y ).
By Lemma 2.2, N has an F7-minor, a contradiction.
Case 2: Suppose B1x  B1y .
Without loss of generality, we may assume B1x ⊆ B1y . Let b1 ∈ B1x , and b2 ∈ B2y = B\B1y . Then
a2 ∈ C1x \(C2a ∪ C1y ) and a3 ∈ C1y \(C2a ∪ C1x ). Furthermore, b1 ∈ C2a ∩ C1x ∩ C1y and b2 ∈ C2a \(C1x ∪ C1y ).
Consequently, (b2, a2, a3)
→
CN ,b1
(C2a , C
1
x , C
1
y ). Again this gives a contradiction.
From Cases 1 and 2 we conclude that A1x 6upriseA1y . 
From (i) it follows that for all Aix, A
j
y ∈ A, either Aix  Ajy or Aix ‖ Ajy.
Proof. (ii) By contradiction. Suppose Aix ⊆ Ajy and Bix 6 Bjy. Then ∃b1 ∈ Bix\Bjy and ∃b2 ∈ Bjy\Bix. Let
a1 ∈ Aix and a2 ∈ A\Ajy; a2 exists since y crosses a and hence AupriseAjy. Now it is seen that a1 ∈ C1a ∩C ix∩C jy,
a2 ∈ C1a \(C ix∪C jy), b1 ∈ C ix\(C1a ∪C1y ), and b2 ∈ C jy\(C1a ∪C ix). Consequently, (a2, b1, b2) →CN ,a1 (C1a , C ix, C
j
y).
This gives a contradiction. A similar contradiction is reached if we assume Ajy ⊆ Aix. We conclude that
if Aix  Ajy, then Bix  Bjy. If Aix = Ajy, and Bix = Bjy, then C ix4C jy = {x, y}. In this case, {x, y} is a digon,
contradicting the assumption that N is simple. Thus if Aix = Ajy, then either Bix ⊂ Bjy or Bjy ⊂ Bix. 
Proof. (iii) By contradiction. Suppose Aix ‖ Ajy and Bix ∦ Bjy. We have Aix 6  Ajy. Let a1 ∈ Aix\Ajy and
a2 ∈ Ajy\Aix. We have Bix ∩ Bjy 6= ∅ and B\(Bix ∪ Bjy) 6= ∅. Let b1 ∈ Bix ∩ Bjy and b2 ∈ B\(Bix ∪ Bjy). Then it is
seen that a1 ∈ C ix\(C2a ∪C jy), a2 ∈ C jy\(C2a ∪C ix), b1 ∈ C2a ∩C ix∩C jy, and b2 ∈ C2a \(C ix∪C jy). Consequently,
(a1, a2, b2)
→
CN ,b1
(C ix, C
j
y, C2a ). This gives a contradiction. 
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For each Aix ∈ A let α(Aix) denote the maximum integer k such that there is a chain of sets Aix ⊂ Ai1x1 ⊂
· · · ⊂ Aik−1xk−1 ⊂ A. Let n = maxAix∈A{α(Aix)}. Let x0 ∈ X where n = max{α(A1x0), α(A2x0)}. Without loss
of generality, we may assume n = α(A1x0). Let e0 ∈ A1x0 . By reindexing if necessary, we may assume
that e0 ∈ C1x for all chords x of CN . Then e0 ∈ A1x for all x ∈ X . To simplify our notation, for each x ∈ X
we let
Ax = A1x , Bx = B1x , Cx = C1x , Âx = A2x , B̂x = B2x , Ĉx = C2x , C˜x = C˜1x .
For each x ∈ X , we define the sets
[x] = {x′ ∈ X | Ax′ = Ax}, Bx = {Bx′ | Ax′ = Ax},
Cx = {Cx′ | Ax′ = Ax}, C˜x = {˜Cx′ | Ax′ = Ax}.
We say that a finite collection of sets S is strictly nested if for some ordering of the sets
S1, S2, . . . , Sn it holds S1 ⊂ S2 ⊂ · · · ⊂ Sn. That is, the sets of S are totally ordered by inclusion.
Lemma 5.2. For each x ∈ X, bothBx and C˜x are strictly nested collections of sets.
Proof. Suppose x′ ∈ [x]. Then A′x = Ax, and hence Lemma 5.1(ii) implies that either Bx′ ⊂ Bx or
Bx ⊂ Bx′ . Thus the collectionBx is totally ordered under inclusion. From this, we conclude thatBx and
hence also C˜x is a strictly nested collection of sets. 
For each pair of elements e, f ∈ D0, we define C∗e,f = E(N)\(cl(CN\{e, f })). Given that CN is a
spanning circuit of N , we have r(CN\{e, f }) = r(N) − 1. Thus the set C∗e,f is seen to be a cocircuit
of N and hence it is a cocircuit of N/D2 as well (since C∗e,f ∩ D2 = ∅). To show that C∗e,f is also
a cocircuit of M , recall that N = M\K ′ where K ′ is the component of M/D2 containing D1. Thus
N/D2 = M\K ′/D2 = M/D2\K ′. Since C∗e,f 6⊆ K ′, it follows that C∗e,f is a cocircuit ofM/D2. Thus it must
also be a cocircuit ofM . We let C˜∗e,f = C∗e,f \{e, f }. It should be noted that C˜∗e0,f ⊆ X for all f ∈ A\{e0}.
To see this, let f ∈ A\{e0} and x ∈ C˜∗e0,f . Then e0 ∈ Cx and f ∈ Ĉx. Since Ca is a minimum chord
circuit, it follows that Bx and B̂x are nonempty. Thus all of the sets Ax, Âx, Bx, and B̂x are nonempty and
consequently x crosses a. Now x ∈ X and hence X ⊆ C˜∗e0,f . The next lemma will be used later to find a
C-augmenting circuit.
Lemma 5.3. The circuits Cx and Ĉx are C-minimal circuits for all x ∈ X where Cx∩C 6= ∅ and Ĉx∩C 6= ∅.
Furthermore, Cx4Cy is a C-minimal circuit for all x, y ∈ X where Ax ⊆ Ay and (Cx4Cy) ∩ C 6= ∅.
Proof. We shall only prove the second assertion, as the first assertion has an easier proof which uses
similar arguments. Let x, y ∈ X where Ax ⊆ Ay and (Cx4Cy) ∩ C 6= ∅. Let  = Cx4Cy and let ′
be a circuit where ′ ⊂  ∪ C . If ′ ∩ (\C) = ∅, then clearly ′ = C . Suppose \C ⊆ ′. Then
4′ ⊆ C and hence4′ = ∅ or C . In this case,′ =  or′ = 4C . For the remainder, wemay
assume that′ ∩ (\C) 6= ∅ and\C 6⊆ ′. Suppose x ∈ ′ and y 6∈ ′. Let f ∈ Ây. Then x, y ∈ C∗e0,f
since Ax ⊆ Ay. Now C∗e0,f ∩ ′ = {x}, which is impossible since the nonempty intersection of circuit
and cocircuit must contain at least two elements. A similar argument applies when x 6∈ ′ and y ∈ ′.
If x, y 6∈ ′, then ′ ⊆ (D0\{e0}) ∪ C and ′ ∩ (D0\{e0}) 6= ∅. Then ′ 6= C,D, C4D, contradicting
the fact that D is C-minimal. If x, y ∈ ′, then4′ contains a circuit′′ where′′ ∩ (D0\{e0}) 6= ∅.
Then ′′ 6= C,D, C4D, and again, this contradicts the fact that D is C-minimal. From the above, we
conclude that′ = , C, C4 and hence′ is C-minimal. 
The following theorem will be instrumental in the proof of the main theorem.
Theorem 5.4. There exists f0 ∈ A\{e0} such that the collection {˜Cx | x ∈ C˜∗e0,f0} is strictly nested.
Proof. In view of Lemma 5.2, we may assume that Bx ⊂ Bx0 for all x ∈ [x0]\{x0}. Suppose x ∈ X\{x0}.
By the choice of x0 we have Ax 6⊂ Ax0 ; otherwise, α(Ax) > α(Ax0). Similarly, Âx 6⊂ Ax0 . Furthermore,
Ax0 6uprise Ax by Lemma 5.1(i). By our assumptions, we also have e0 ∈ Ax0 ∩ Ax. The proof of the theorem is
divided into a number of subproofs. 
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(5.5). Ax0 ⊆ Ax and Bx0  Bx for all x ∈ X.
Proof. By contradiction. Let x ∈ X . Suppose Ax0 6⊆ Ax. Since Ax 6uprise Ax0 , it follows that AxAx0 or Ax ‖ Ax0 .
Since Ax0 6⊆ Ax and Ax 6⊂ Ax0 , it follows that Ax ‖ Ax0 . Given that e0 ∈ Ax ∩ Ax0 , it must hold that
Ax0 ∪Ax = A. This implies that Âx ⊂ Ax0 , noting that Âx 6= Ax0 since e0 6∈ Âx. This gives a contradiction.
We conclude that Ax0 ⊆ Ax and Ax0  Ax. Now Lemma 5.1 (ii) implies that Bx0  Bx. 
(5.6). If n = 1, then {˜Cx | x ∈ C˜∗e0,f } is a strictly nested collection for any f ∈ Âx0 .
Proof. Suppose n = 1. Then by (5.5), we must have X = [x0]. Furthermore, for f ∈ Âx0 we have
{˜Cx | x ∈ C˜∗e0,f } = C˜x0 . Now Lemma 5.2 implies that {˜Cx | x ∈ C˜∗e0,f } is strictly nested. 
If |C | = r(M), then |D0| = 2 by (4.3). In this case, n = 1, X = [x0], and the theorem is seen to hold
(by (5.6)). Thus we may assume for the remainder of the proof that |C | < r(M) and n ≥ 2. Let y0 ∈ A
where α(Ay0) = n− 1. By (5.5), we have Ax0 ⊂ Ay0 . Let f0 ∈ Ay0\Ax0 .
(5.7). Suppose that for all x ∈ X where Âx ⊆ Ay0\Ax0 it holds that f0 6∈ Âx. Then C˜∗e0,f0 = [x0], and
{˜Cx | x ∈ C˜∗e0,f0} is strictly nested.
Proof. Assume that for all x ∈ X where Âx ⊆ Ay0\Ax0 it holds that f0 6∈ Âx. Since e0 ∈ Ax and
f0 ∈ Âx = Âx0 for all x ∈ [x0], it is clear that [x0] ⊆ C˜∗e0,f0 . We shall show that C˜∗e0,f0 = [x0]. Let
x ∈ C˜∗e0,f0 . Since e0 ∈ Ax, it must hold that f0 ∈ Âx. Suppose x ∈ X\[x0]. By (5.5), Ax0 ⊂ Ax. This
implies that α(Ax) ≤ n − 1 = α(Ay0). Thus Ax 6⊂ Ay0; otherwise, Ax0 ⊂ Ax ⊂ Ay0 , implying that
α(Ax) > α(Ay0). We also have that Ay0 6⊆ Ax since f0 ∈ Âx ∩ Ay0 . Since Ax 6uprise Ay0 (by Lemma 5.1(i)), we
have that Ax  Ay0 or Ax ‖ Ay0 . Since Ax 6⊆ Ay0 and Ay0 6⊆ Ax, it follows that Ax 6 Ay0 and hence Ax ‖ Ay.
Given that e0 ∈ Ax ∩ Ay0 , it follows that Ax ∪ Ay0 = A. Consequently, Âx ⊆ Ay0\Ax0 . However, f0 ∈ Âx,
and this contradicts our assumptions. We conclude that x ∈ [x0] and hence C˜∗e0,f0 ⊆ [x0]. This means
that C˜∗e0,f0 = [x0]. It now follows from Lemma 5.2 that {˜Cx | x ∈ C˜∗e0,f0} is a strictly nested. 
In light of (5.7), we may assume for the remainder that there exists z0 ∈ X such that Âz0 ⊆ Ay0\Ax0
and f0 ∈ Âz0 . By Lemma 5.2, we may also assume that Bz ⊃ Bz0 for all z ∈ [z0]\{z0}. We also observe
that α(̂Az0) = n = α(Ax0) since α(Ay0) = n− 1.
(5.8). For all x ∈ [x0], y ∈ [y0], and z ∈ X where Âz ⊆ Ay0\Ax0 it holds that Bx  By, Bx  Bz , and By ‖ Bz .
Proof. Let x ∈ [x0], y ∈ [y0], and z ∈ X where Âz ⊆ Ay0\Ax0 . By (5.5) we have that Bx  By and
Bx  Bz . Also, it is seen that Ay ∪ Az = A. Thus we have Ay ‖ Az . Now it follows by Lemma 5.1(iii) that
By ‖ Bz . 
(5.9). If Bx0 ⊆ By0 , then C˜∗e0,f0 = [x0] ∪ [z0] and {˜Cx | x ∈ C˜∗e0,f0} is strictly nested.
Proof. Assume that Bx0 ⊆ By0 . We first observe that [x0] ∪ [z0] ⊆ C˜∗e0,f0 . To see this, let x ∈ [x0] ∪ [z0].
Then e0 ∈ Ax and f0 ∈ Âx. This means that x 6∈ clN(CN\{e0, f0}). Thus x ∈ E(N)\(clN)((CN\{e0, f0}) ∪
{e0, f0}) = C˜∗e0,f0 . We shall show that C˜∗e0,f0 = [x0] ∪ [z0]. Let x ∈ C˜∗e0,f0 . Given that e0 ∈ Ax, it must hold
that f0 ∈ Âx. Suppose that x 6∈ [x0] ∪ [z0]. By (5.5), Ax0 ⊂ Ax. As in the proof of (5.7), we deduce that
Âx ⊆ Ay0\Ax0 . Then α(̂Ax) = n. We have f0 ∈ Âx ∩ Âz0 and Âx ∪ Âz0 ⊂ A (since e0 ∈ A\(̂Ax ∪ Âz0)). Thus
Ax ∦ Az0 . Since Âx 6uprise Âz0 , it follows that Âx  Âz0 . We note that Âx 6= Âz0 since x 6∈ [z0]. Also, Âx 6⊂ Âz0
and Âz0 6⊂ Âx since α(̂Az0) = α(̂Ax) = n. This yields a contradiction. We conclude that x ∈ [x0] ∪ [z0],
and hence C˜∗e0,f0 = [x0] ∪ [z0]. By (5.8), we have Bx0  Bz0 and By0 ‖ Bz0 . Suppose that Bz0 ⊆ Bx0 . Then
Bz0 ⊆ Bx0 ⊆ By0 , implying that By0  Bz0 , which yields a contradiction since By0 ‖ Bz0 . Thus Bx0 ⊂ Bz0 .
By our choice of x0 and z0, Bx ⊂ Bx0 for all x ∈ [x0]\{x0} and Bz0 ⊂ Bz for all z ∈ [z0]\{z0}. It follows
S. McGuinness / European Journal of Combinatorics 31 (2010) 2120–2129 2127
that Bx ⊂ Bz for all x ∈ [x0] and z ∈ [z0]. Since both C˜x0 and C˜z0 are both strictly nested collections (by
Lemma 5.2), it follows that C˜x0 ∪ C˜z0 is a strictly nested collection. We conclude that {˜Cx | x ∈ C˜∗e0,f0}
is a strictly nested. 
(5.10). Let x ∈ [x0], y ∈ [y0], and z ∈ X where Âz ⊆ Ay0\Ax0 . If By ⊂ Bx, then z = z0, [z0] = {z0} and
Bx = By
◦∪ Bz0 .
Proof. Let x ∈ [x0], y ∈ [y0], and z ∈ X where Âz ⊆ Ay0\Ax0 . Assume that By ⊂ Bx. We observe that
α(̂Az) = n, since Âz ⊂ Ay0 . We have that Bx  Bz and By ‖ Bz by (5.8). If Bx ⊆ Bz, then By ⊂ Bx ⊆ Bz
implying that By Bz , contradicting the fact that By ‖ Bz . Thus it holds that Bx 6⊆ Bz and hence Bz ⊂ Bx.
This means that By ∪ Bz ⊆ Bx ⊂ B. Since By ‖ Bz , it follows that By ∩ Bz = ∅.
Suppose Bx\(By∪Bz) 6= ∅. Let a1 ∈ Ây, b1 ∈ Bx\(By∪Bz), and f ∈ Âz . We have that e0 ∈ Cx∩Cy∩Cz
and f ∈ Cy\(Cx ∪ Cz). Since a1 ∈ Ây and Ây ⊂ Az , it follows that a1 ∈ Cz\(Cx ∪ Cy). Furthermore, since
b1 ∈ Bx\(By ∪ Bz), it follows that b1 ∈ Cx\(Cy ∪ Cz). Consequently, (f , a1, b1) →CN ,e0 (Cy, Cz, Cx). This
gives a contradiction. From this we conclude that Bx\(By ∪ Bz) = ∅ and hence Bx = By
◦∪ Bz .
It is seen that the above holds for z0; that is, Bx = By
◦∪ Bz0 . This in turn means that Bz = Bz0 and
hence Bz  Bz0 . It now follows from Lemma 5.1(ii) and (iii) that Az  Az0 , and hence Âz  Âz0 as well.
However, since α(̂Az) = α(̂Az0) = n, it follows that Âz 6⊂ Âz0 and Âz0 6⊂ Âz . Consequently, it must hold
that Âz = Âz0 and C˜z = C˜z0 . Now if z 6= z0, then Cz4Cz0 = {z, z0} is a digon in N , contradicting the
assumption that N is simple. Thus it must hold that z = z0. Since this holds for any z ∈ [z0], we have
[z0] = {z0}. 
(5.11). If By0 ⊂ Bx0 , then [x0] = {x0}, [y0] = {y0}, and [z0] = {z0}.
Proof. Assume that By0 ⊂ Bx0 . By (5.10), we have that Bx0 = By0
◦∪ Bz0 and [z0] = {z0}. Let x ∈ [x0].
Then Bx By0 by (5.8). If Bx ⊆ By0 , then Bx∩Bz0 ⊆ By0 ∩Bz0 = ∅ implying that Bx ‖ Bz0 , a contradiction.
Thus Bx 6⊆ By0 , and hence By0 ⊂ Bx. Now (5.10) implies that By0
◦∪ Bz0 = Bx. Moreover, since x was
arbitrarily chosen, this holds for all x ∈ [x0]. It follows that Bx = Bx0 and C˜x = C˜x0 for all x ∈ [x0]. If
there exists x ∈ [x0]\{x0}, then Cx4Cx0 = {x, x0} is a digon of N . This contradicts the assumption that
N is simple. We conclude that [x0] = {x0}. To show [y0] = {y0}, suppose to the contrary that there
exists y ∈ [y0]\{y0}. By (5.8), we have Bx0  By and By ‖ Bz0 . If Bx0 ⊆ By, then Bz0 ⊂ By, since Bz0 ⊂ Bx0 .
This contradicts the fact that By ‖ Bz0 . Thus Bx0 6⊆ By and hence By ⊂ Bx0 . Now (5.10) implies that
Bx0 = By
◦∪ Bz0 . In particular, By = By0 = Bx0\Bz0 . Thus C˜y = C˜y0 . Now Cy4Cy0 = {y, y0} is a digon,
contradicting the assumption that N is simple. We conclude that [y0] = {y0}. 
(5.12). Assuming By0 ⊂ Bx0 , if x ∈ X\{x0, y0, z0}, then Ay0 ⊂ Ax.
Proof. Assume that By0 ⊂ Bx0 and let x ∈ X\{x0, y0, z0}. Since x 6= z0, (5.10) implies that Âx6⊆ Ay0\Ax0 . We have Ax 6⊂ Ay0; otherwise by (5.5) we have Ax0 ⊂ Ax ⊂ Ay0 , implying that
α(Ax0) ≥ α(Ay0) + 2 = n + 1. Thus Ax\Ay0 6= ∅. Now if Ay0\Ax 6= ∅, then Ax 6  Ay0 and
consequently, Ax ‖ Ay0 . This would mean that Ay0 ∪ Ax = A since e0 ∈ Ay0 ∩ Ax. It would follow
that Âx ⊆ Ay0 and hence Âx ⊂ Ay0\Ax0 since Ax0 ⊂ Ax. This gives a contradiction. Thus Ay0\Ax = ∅ and
hence Ay0 ⊂ Ax. 
(5.13). If By0 ⊂ Bx0 , then X = {x0, y0, z0}.
Proof. Assume that By0 ⊂ Bx0 and let x ∈ X\{x0, y0, z0}. By (5.10), Bx0 = By0
◦∪ Bz0 . By (5.12), Ay0 ⊂ Ax.
Thus Âx ⊂ Ây0 ⊂ Az0 by the choice of z0. This means that Az0\Ax 6= ∅ and Ax\Az0 6= ∅. Then Ax 6 Az0
and hence Ax ‖ Az0 . It follows by Lemma 5.1(iii) that Bx ‖ Bz0 . Since Ax0 ⊂ Ay0 ⊂ Ax, we have that
Bx  Bx0 (by Lemma 5.1(ii)). If Bx0 ⊆ Bx, then By0 ⊂ Bx0 ⊆ Bx. Hence, By0
◦∪ Bz0 = Bx0 ⊆ Bx. This
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implies that Bz0 ⊂ Bx, contradicting the fact that Bx ‖ Bz0 . Thus Bx0 6⊆ Bx and hence Bx ⊂ Bx0 and
Bx ∩ Bz0 = ∅. Let a1 ∈ Ax\Ay0 , b0 ∈ B̂x0 , b1 ∈ Bz0 , and b2 ∈ Bx. Then it is seen that b0 ∈ Ĉx0 ∩ Ĉx ∩ Ĉz0
(since Bx ⊂ Bx0 and Bz0 ⊂ Bx0 ) and a1 ∈ Ĉx0\(̂Cx ∪ Ĉz0) (since Ax\Ay0 ⊂ Ax and Ax\Ay0 ⊂ Az0 ).
Furthermore, b1 ∈ Ĉx\(̂Cx0 ∪ Ĉz0) (since Bz0 ⊆ Bx0 ∩ B̂x) and b2 ∈ Ĉz0\(̂Cx0 ∪ Ĉx). Thus we have
(a1, b1, b2)
→
CN ,b0
(̂Cx0 , Ĉx, Ĉz0). This gives a contradiction. We conclude that no such x exists and thus
X = {x0, y0, z0}. 
(5.14). By0 6⊂ Bx0 .
Proof. By contradiction. Assume that By0 ⊂ Bx0 . We shall show that M contains a C-augmenting
circuit. By (5.10), we have Bx0 = By0
◦∪ Bz0 . We also have by (5.13) that X = {x0, y0, z0}. Let g0 ∈ Ây0 .
It is straightforward to show that C∗e0,f0 = {e0, f0, x0, z0}. Furthermore, since C∗e0,f0 is a cocircuit of
M which is disjoint from C , we have that d ≤ |C∗e0,f0 | = 4. Thus d ≤ 4. Since |C | ≤ 2d − 1 (by
assumption), we have that |C | ≤ 7. Given that |C | = |D0| + |D2| ≥ 2|D0|, it follows that |D0| ≤ 3.
Now 3 ≤ |A| ≤ |D0| ≤ 3, and hence |A| = |D0| = 3. This means that D0 = A = {e0, f0, g0} and
B = D2. Since |C | = |D0| + |D2| and |C | ≤ 7, it follows that |B| = |D2| ≤ 4. We observe that since B
is the disjoint union of Bx0 and B̂x0 , it is also the disjoint union of the nonempty sets B̂x0 , By0 , and Bz0 .
Since |B| = |D2| ≤ 4, it follows that |̂Bx0 | ≤ 2, |By0 | ≤ 2, and |Bz0 | ≤ 2. Let = Cx04Cy0 . Then it seen
that  = {x0, y0, f0} ∪ Bz0 , and furthermore  is a C-minimal by Lemma 5.3. Now 4C is a circuit
where |4C | = 3+ |C | − |Bz0 | ≥ |C | + 1. Thus is seen to be a C-augmenting circuit, which yields
a contradiction. We conclude that By0 6⊂ Bx0 .
We can now complete the proof of the theorem. By (5.14), By0 6⊂ Bx0 and thus it follows that
Bx0 ⊆ By0 . Now (5.9) implies that {˜Cx | x ∈ C˜∗e0,f0} is strictly nested. 
6. Proof of the main theorem
In this section, we shall prove Theorem 3.2. Theorem 5.4 implies that there exists f0 ∈ D0\{e0} such
that {˜Cx | x ∈ C˜∗e0,f0} is strictly nested. For convenience, let {Cx | x ∈ C˜∗e0,f0} = {Ci|i = 1, 2, . . . , k}
where C˜1 ⊂ C˜2 ⊂ · · · ⊂ C˜k. We shall define circuits∆1,∆2, . . . ,∆l+1 in the following way:
∆1 = C1, ∆i = Ci4Ci−1, i = 2, . . . , k and ∆k+1 = Ĉk.
The sets ∆i ∩ (D0 ∪ D2), i = 1, . . . , k + 1 form a partition of D0 ∪ D2. We note that ∆i ∩ ((D0 ∪
D2)\{e0, f0}) 6= ∅, i = 1, . . . , k+ 1. Let L = {i | ∆i ∩ D2 6= ∅}. Let l = |L| and assume L = {i1, . . . , il}
where i1 < i2 < · · · < il. We observe that if i ∈ {1, . . . , k + 1}\L, then ∆i ∩ D2 = ∅ and hence
∆i ∩ (D0\{e0, f0}) 6= ∅. Since the sets ∆i ∩ (D0\{e0, f0}), i ∈ {1, . . . , k + 1}\L are disjoint, it follows
that
k+ 1− l = |{1, . . . , k+ 1}\L| ≤ |D0\{e0, f0}| = |D0| − 2.
Thus
l ≥ k+ 3− |D0|. (1)
Recall that 2d > |C | = |CN | = |D0|+ |D2| and |C∗| ≥ d for all cocircuits C∗ ofM where C∗∩C = ∅.
Since C∗e0,f0 ∩ C = ∅, we have that k+ 2 = |C∗e0,f0 | ≥ d. Thus d ≤ k+ 2. By (1), we obtain that
l ≥ d+ 1− |D0|. (2)
Let |D2| = |D0| + δ. We have δ ≥ 0 since |D2| ≥ |D0|. Thus
2d > |CN | = |D0| + |D2| = 2|D0| + δ
d > |D0| + δ2
d− |D0| > δ2 .
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This together with (2) implies that
l >
δ
2
+ 1. (3)
We shall define circuits∆′1,∆
′
2, . . . ,∆
′
l in the following way:
∆′1 = Ci1 , ∆′j = Cij4Cij−1 , j = 2, . . . , l− 1, ∆′l =
{
Ĉil−1 , if il ≤ k;
Ĉk, if il = k+ 1.
It is seen that ∆′i ∩ D2 6= ∅ for all i = 1, 2, . . . , l and ∆′i, i = 1, . . . , l are C-minimal circuits by
Lemma 5.3. Since we are assuming that there are no C-augmenting circuits, we have that
|∆′i4C | ≤ |C |, i = 1, . . . , l. (4)
We also observe that the sets∆′i ∩CN , i = 1, . . . , l form a partition of CN = D0 ∪D2. In particular, this
means that the sets∆′i ∩D0, i = 1, . . . , l partition D0, and the sets∆′i ∩D2, i = 1, . . . , l partition D2.
Thus
∑l
i=1 |∆′i ∩ D0| = |D0|, and
∑l
i=1 |∆′i ∩ D2| = |D2|. We have that
|∆′i4C | =
{|∆′i ∩ D0| + |C | − |∆′i ∩ D2| + 1, if i ∈ {1, l};|∆′i ∩ D0| + |C | − |∆′i ∩ D2| + 2, if i ∈ {2, . . . , l− 1}.
The above together with the inequalities in (4) imply
|∆′1 ∩ D0| + 1 ≤ |∆′1 ∩ D2|
|∆′j ∩ D0| + 2 ≤ |∆′j ∩ D2|, j = 2, . . . , l− 1
|∆′l+1 ∩ D0| + 1 ≤ |∆′l ∩ D2|.
Summing the above inequalities, we obtain
2(l− 1)+
l∑
i=1
|∆′i ∩ D0| ≤
l∑
i=1
|∆′j ∩ D2|
2(l− 1)+ |D0| ≤ |D2|
l− 1 ≤ |D2| − |D0|
2
= δ
2
.
l ≤ δ
2
+ 1.
The above inequality contradicts (3). We conclude that no such counterexample M can exist, and
this completes the proof of Theorem 3.2.
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