1) Introduction
Operational Risk is an important quantitative topic in the banking world as a result of the Basel II regulatory requirements. Through the Advanced Measurement Approach, banks are permitted significant flexibility over the approaches that may be used in the development of operational risk models. Such models incorporate internal and external loss data observations in combination with expert opinion surveyed from business subject matter experts. Accordingly the Bayesian approach provides a natural, probabilistic framework in which to evaluate risk models.
Of the methods developed to model operational risk, the majority follow the Loss Distributional Approach (LDA). The idea of LDA is to fit severity and frequency distributions over a predetermined time horizon, typically annual. Popular choices include exponential, weibull, lognormal, generalised Pareto, and g-and-h distributions [Dutta et al. 2006] . The best fitting models are then used to produce compound processes for the annual loss distribution, from which VaR and capital estimates may be derived. Under the compound process,
where the random variable X i ~ f(x) follows the fitted severity distribution. The random variable N ~ g(n), the fitted frequency distribution, is commonly modeled by Poisson, binomial and negative binomial distributions [Dutta et al. 2006] .
The distribution of Y has no general closed form as it involves an infinite sum over all possible values of N, where the n th term in the sum is weighted by the probability Pr(N=n) and involves an n-fold convolution of the chosen severity distribution, conditional on N=n. Actuarial research has considered the distribution function of Y for insurance purposes through Panjer recursions [Panjer, 2006] . Other approaches utilize inversion techniques such as inverse Fourier transforms to approximate annual loss distributions, although they typically require assumptions such as independence between frequency and severity random variables [Embrechts et al. 2003 ]. Techniques commonly adopted to fit frequency and severity models include extreme value theory [Cruz, 2002] , Bayesian inference [Schevchenko et al. 2006; Cruz, 2002] , dynamic Bayesian networks [Ramamurthy et al. 2005] , maximum likelihood [Dutta et al. 2006] and EM algorithms [Bee, 2006] .
There are a number of pertinent issues in fitting models to operational risk data: the combination of data sources from expert opinions and observed loss data; the elicitation of information from subject matter experts, which incorporates survey design considerations; sample biases in loss data collection, such as survival bias, censoring, incomplete data sets, truncation and, since rare events are especially important, small data sets.
The LDA approach is convenient framework that can be enhanced through application of the Bayesian paradigm. [Shevchenko et al. 2006] introduce Bayesian modeling under an LDA framework but restrict consideration to classes of frequency and severity models to those which admit conjugate forms. This permits simple posterior simulation and parameter estimates can often be derived analytically. Modern Bayesian methods have moved away from restrictive conjugate modelling, which has been made possible by the development of sophisticated simulation procedures such as Markov chain Monte Carlo (MCMC), importance sampling (IS) and sequential Monte Carlo (SMC) algorithms [Doucet et al. 2006; Peters, 2005] . As modelling of severity and frequency distributions in operational risk becomes more mature, moving away from conjugate families becomes necessary. For example, [Dutta et al. 2006 ] recently propose the use of g-and-h distributions for the severity distribution, which only admits conjugacy in special cases, such as when it reduces to a lognormal form. In these special cases, the work of [Shevchenko et al. 2006 ] could be applied.
In this article we consider three aspects of Bayesian inference as applied to the modelling of operational risk. We firstly present an exposition of why and how Bayesian methods should be considered as the modeling paradigm of choice, and explore how this approach fits into an LDA setting. We examine applications of the Bayesian approach to model selection and introduce to operational risk the notions of Bayes factors, Bayesian information criterion (BIC) and deviance information criterion (DIC).
Secondly, we extend the current literature on Bayesian modelling as applied to operational risk to incorporate general families of severity and frequency distributions. Finally we investigate modern techniques for sampling and parameter estimation for general severity and frequency distribution models. These include MCMC, simulated annealing and approximate Bayesian computation. Throughout we focus on the development of non-conjugate severity distribution models -initially when the likelihood has an analytic form, and subsequently when the likelihood function may not be written down analytically, such as in the case of the g-and-h distribution.
We conclude with some practical examples of the ideas developed in an operational risk modeling situation, followed by a discussion.
2) Bayesian Inference

2.1) Bayesian Inference and Operational Risk
Here we briefly review the fundamental ideas required for Bayesian analysis. There are two well-studied approaches to performing probabilistic inference in the analysis of data -the frequentist and Bayesian frameworks. In the classical frequentist approach one takes the view that probabilities may be seen as relative frequencies of occurrence of random variables. This approach is often associated with the work of Neyman and Pearson who described the logic of statistical hypothesis testing. In a Bayesian approach the distinction between random variables and model parameters is artificial, and all quantities have an associated probability distribution, representing a degree of plausibility. By conditioning on the observed data a probability distribution is derived over competing hypotheses. For in-depth discussion on the details of each approach see, for example, [Bernardo et al. 2004] .
The Bayesian paradigm is a widely accepted means to implement a modern statistical data analysis involving the distributional estimation of k unknown "parameters," . In operational risk, the observations could be counts of loss events, loss amounts or annual loss amounts in dollars. Prior knowledge of the system being modeled can be formulated through a prior distribution p ( )
θ . In operational risk this would involve prior elicitation from subject matter experts through surveys and workshops. From the mathematical model approximating the observed physical phenomena, the likelihood p( 1 |θ ) may be derived, thereby relating the parameters to the observed data. In the context of operational risk this reflects the quantitative team's modeling assumptions, such as the class of severity and frequency distributions representing the loss data observations. The prior and likelihood are then combined through Bayes' rule [Bayes, 1763] : (2) to give the posterior probability of the parameters having observed the data and elicited expert opinion. The posterior may then be used for purposes of predictive inference. In this manner Bayesian approaches naturally provides a sound and robust approach to combining actual loss data observations and subject matter expert opinions and judgments.
Much literature has been devoted to understanding how to sensibly assign prior probability distributions and their interpretation in varying contexts. There are many useful texts on Bayesian inference -for further details see e.g. [Box et al. 1992; Gelman et al. 1995; Robert, 2004 ].
2.2) Bayesian Parameter Estimation and Operational Risk
Maximum likelihood is the most common technique for parameter estimation employed by operational risk practitioners, and this approach has several useful properties including asymptotic efficiency and consistency. This is typically applied to an LDA analysis by using an optimization routine to find the maximum of a truncated likelihood distribution surface.
One issue with this approach is that variability inherent in very small and incomplete datasets can produce drastically varying parameter estimates. This is where approaches such as the EM algorithm can be useful. In addition, even given severity and frequency maximum likelihood parameter estimates, the problem of fusing fitted severity and frequency distributions with expert opinion still remains. The Bayesian approach avoids these problems under a single probabilistic framework.
In the Bayesian setting, the full posterior distribution should be used directly for predictive and inferential purposes. However, if the operational risk practitioner wishes to perform estimation of fixed parameter values, a number of sensible options are available. The two most common estimators are the maximum a posteriori (MAP) and the minimum mean square error (MMSE) or minimum variance estimator [Ruanaidh et al. 1996] . The MAP estimator maximises the likelihood function weighted by the prior probability as
whereas the MMSE estimator is given by
(4) Thus in a Bayesian setting the MAP and MMSE estimators respectively equal the posterior mode and mean. It is routine in MCMC literature to estimate the MAP or MMSE estimates using samples from the Markov Chain Monte Carlo algorithm created to sample from the posterior of interest. These estimates are then used for LDA, through simulation, to obtain empirical estimates of the compound process annual loss distribution characteristics, such as quantiles, mean, variance, skew and kurtosis. This simulation of the compound process could be performed easily through a Monte Carlo sampling approach or alternatively through a fast inverse Fourier transform approximation of the compound process characteristic function.
2.3) Bayesian Model Selection and Operational Risk
Before the quantitative analyst can estimate annual loss distribution characteristics, choices are required regarding the severity and frequency distributions. We propose three popular Bayesian model selection criteria which may be adopted for frequency and severity distribution model selection in the context of operational risk. These approaches provide Bayesian alternatives to standard tools used by operational risk practitioners who frequently utilize Kolmogorov-Smirnov, Anderson-Darling and chi-squared tests.
The task is therefore to implement Bayesian model selection criteria as a means of selecting between different posterior distributions. In an LDA setting, situations which require decisions between different posterior distributions include where different prior distributions are derived from expert opinion, or when fitting competing severity distribution models to observed data.
The ideal case for choosing between posterior models occurs when integration of the posterior (with respect to the parameters) is possible. Here one can evaluate the posterior odds ratio, which is the Bayesian alternative to classical hypothesis testing. For two severity distribution models M 1 and M 2 , parameterized by k : 1 θ and α 1: j respectively, the posterior odds ratio of M 1 over M 2 is given by
which is the ratio of posterior model probabilities, having observed the data, where p(M i ) is the prior probability of model M i . This quantity is the Bayesian version of a likelihood ratio test, and a value greater than 1 indicates that model M 1 is more likely than model M 2 (given the observed data, prior beliefs and choice of the two models). The term BF 12 is known as the Bayes factor. We note that the application of Bayes factors in operational risk modeling is sensible as the priors elicited from subject matter experts will be proper, rather than vague or improper, which can complicate model comparisons when evaluating (5) . If analytic integration is not possible, either numeric or analytic approximations can be made. The latter approach leads to the Bayes and deviance information criteria.
The Bayesian information criterion (BIC) or the Schwarz criterion [Robert, 2004] is given by
where n is the number of observations, k is the number of free parameters in the prior to be estimated and L is the maximized value of the likelihood function for the estimated model. This criterion may be evaluated for each fitted severity or frequency distribution model with the selected model -i.e. the one with the lowest BIC value -corresponding to a model which both fits the observed data well and is parsimonious. The BIC criterion, first derived in [Schwarz, 1978] , is obtained by forming a Gaussian approximation of the log posterior distribution around the posterior mode using Laplace's method. BIC is an asymptotic approximation, so the number of observations should be large.
An alternative model selection criterion for operational risk practitioners, when developing hierarchical Bayesian models, is the deviance information criterion (DIC):
which is a generalization of BIC for Bayesian hierarchical models. The bar denotes an averaging over ϑ and the term D ϑ ( ) is the "Bayesian deviance"
is the likelihood function depending on data n y : 1 and parameters ϑ , and where C is a constant. (This constant is common to all models, and so may be safely ignored). See, e.g., [Spiegelhalter et al. 2002] . The DIC is particularly useful in Bayesian model selection problems in which the posterior distributions of the models have been determined through simulation. We shortly detail methods in which this may be achieved as operational risk itself moves away from conjugate families of severity and frequency distributions.
For detailed discussion on model selection criterion and comparison of BIC, Bayes Factors and Aikake information criterion (a popular frequentist model selection criterion) see [Wasserman, 1997] . For a detailed exposition on DIC criterion see [Spiegelhalter et al. 2002] . These model selection techniques form an integral part of model development where posterior distributions are only known up to a normalization constant or when no analytic form for the likelihood is obtainable, as we now consider.
3) Beyond Conjugate Classes of Distributions for Modelling Operational
Risk -Hierarchical Bayesian Models for Operational Risk [Shevchenko et al. 2006 ] present conjugate poisson-gamma, lognormal-normal and pareto-gamma classes of Bayesian frequency and severity models, and discuss how to handle these families in the context of truncated data, which is a common occurrence in operational risk. This derives from policies in which institutions only record losses when they are above a defined threshold level.
So what is conjugacy? Prior distributions are conjugate to a likelihood function if the resulting posterior distribution has a standard distributional form. Accordingly, the approach of [Shevchenko et al. 2006 ] is elegant as the posterior distribution of the parameters is analytically known and easy to sample from. However, conjugacy restricts the classes of distributions which may be used to elicit information from subject matter experts, and is also restrictive in that it does not in general accommodate recently analysed classes of distributions for operational risk such as the g-and-h or the GB2 distributions [Dutta et al. 2006; He et al. 2006] .
In this section and those that follow, we will demonstrate the application of the Bayesian framework to non-conjugate families and obtain parameter estimates for use in LDA analysis. We note that in allowing for greater modelling flexibility by moving away from conjugate families of distributions, one incurs a greater computational burden to simulate from the posterior distribution. This burden is greatest when the likelihood itself admits no closed form.
The models we consider for the observed loss data are assumed to be from either the gand-h distribution family or the generalized Beta distribution of the 2 nd kind (GB2) as presented in [Dutta et al. 2006] . The methodology we present is not restricted to these choices.
Consideration of the GB2 and the g-and-h distribution is believed to be directly beneficial to modeling of Operational Risk data. The study performed by [Dutta et al. 2006] demonstrates empirical evidence of why these two types of distribution should be considered in the context of Operational Risk modeling, using actual loss data collected from a variety of financial institutions. One of the key reasons for considering these models is their flexibility. It is a heavily debated topic in the banking industry around what the most appropriate class of distributions, parametric or non-parametric, to use for the modeling of actual loss data. This issue is compounded by the fact that modeling of operational risk data can be done at various levels of an organization, ranging from the parent level in which all loss data in the organization is analyzed down to individual business unit and risk type levels. Hence, designing models with flexibility to capture salient features of loss data at multiple levels of an organization is of direct benefit. In addition to these issues, even after developing an appropriate model for loss data observations, a mathematically sound technique is required for combining this loss data model with expert opinion. In this context, this paper provides a robust method in which these flexible models for the actual observed loss data can be combined with expert opinion at different levels of an organization. The requirement in doing this is the ability to encode in a prior distribution the subject matter experts judgments, which are typically elicited through surveys. The design of these surveys is critical, an excellent discussion of constructing and performing expert judgment elicitation is provided by [O' Hagan, 2006] .
The flexibility of the GB2 and the g-and-h distributions lies in the fact that they encompass families of distributions. What this means is that depending on the parameter values used in specification of these distributions, they can recover a range of parametric distributions. This includes the typical severity distribution models which are routinely applied in practical industry modeling of operational risk data, such as Lognormal, Weibull and Gamma. For a review of which parametric distributions belong to the g-andh family see [Bookstaber et al, 1987] . In addition to this they also allow the model to achieve a wide range of location, scale, skewness and kurtosis, the purpose of such flexibility as mentioned previously is to allow the model being fitted to the data to capture as much of the salient features as possible. The cost of fitting such flexible models is an increase in the number of parameters that are required to be estimated. This can be problematic if modeling of loss data is being performed a granular level in which only small data sample sizes are present and should be considered in practical implementation.
The GB2 distribution has density function given by
where B(p,q) is the Beta function and the parameters a, p and q control the shape of the distribution and b is the scale parameter. For discussion of how the parameters are interpreted in terms of location, scale and shape see [Dutta et al. 2006] . This distribution poses a challenge to Bayesian modelling as it does not admit a conjugate family of prior distributions, and accordingly necessitates more advanced posterior simulation techniques.
The g-and-h distributional family are obtained through transformation of a standard normal random variable Z~N(0,1) via
In this article we consider the g-and-h four parameter family of distributions presented in [Dutta et al. 2006] given by the linear transformation For simplicity we adopt constant values for g and h, although relaxation of this assumption does not preclude inference. This distributional family poses a unique challenge to Bayesian modeling as the likelihood function does not in general admit an analytic closed form, since the density may only be expressed through a highly non-linear transform of a standard normal random variable. Accordingly, very recent state-of-the-art Monte Carlo sampling strategies are required, designed specifically for this purpose. These methods, known as approximate Bayesian computation (ABC), were first introduced in the statistical genetics literature [Beaumont et al. 2002; Tavaré et al. 2003 ]. As noted in [Dutta et al. 2006] , the g-and-h distribution has a domain given by the entire real line, this can be handled in practice by introducing a truncation threshold into the model. This paper only considers the case of deterministic, known threshold situations, though future extensions could incorporate unknown or stochastic thresholds.
In the above models we adopt Gamma priors although, as before, this choice is arbitrary and other selections of prior could be used without difficulty. For example, Gaussian priors can be used if one does not want to restrict the domain of the parameters in the model to R + . The choice of prior parameter values will in general be elicited from a subject matter expert through a survey or workshop. Prior elicitation in general is a challenging process. In the current setting an interactive feedback process may be appropriate, whereby subject matter experts repeatedly modify their prior parameters until they judge a realistic posterior annual loss distribution has been produced. Other parameter extraction processes exist; these include graphical distributional shape demonstrations, and combinations of this with questions about worst case (maxima) and typical loss (quantile) values and frequencies of losses. See, for example, [Garthwaite et al. 2000; O'Hagan, 1998 ].
Model 1 -GB2 likelihood with Gamma prior distributions.
The posterior distribution for this model is derived from (8) and the independent Gamma priors ) , | (
(11) Clearly this model does not admit a posterior from which it is easy to simulate from using simple methods such inversion sampling.
Model 2 -g-and-h likelihood with Gamma prior distributions.
The posterior distribution for this model, ( )
, cannot be analytically derived. However, we assume subject matter expert elicited gamma priors
) and p(h |α h ,β h ), and for simplicity of presentation, constant g and h.
4) Algorithms for Simulation from Bayesian Posterior Models for Operational Risk
The overall simulation approach to generate an empirical estimate of the annual loss distribution under LDA proceeds as follows: 
4.1) Simulation Technique 1: Markov chain Monte Carlo
For most distributions of interest, it will not be feasible to draw samples via inversion or rejection sampling -this includes Model ( i-1 , i ) defines the probability of proposing to go from i-1 to i . The transition kernel contains in its definition a proposal density q, from which the proposed next value in the chain is drawn, and an acceptance probability α , which determines whether the proposed value is accepted or if the chain remains in its present state. The acceptance probability is crucial as it ensures that the Markov chain has the required stationary distribution through (12) [Gilks et al. 1996] . In this article, for simplicity, we adopt a Gaussian random walk as the proposal density q, with variance chosen to allow efficient movement around the posterior support.
When evaluating Monte Carlo estimates for an integral, such as the posterior mean (i.e. the MMSE estimator), in order to ensure the variance of the estimate is as small as possible it is common to use only those realizations which one is fairly confident come from the Markov chain once it has reached its stationary regime. This is typically achieved by discarding a certain number of initial samples (known as "burnin") [Gilks et al. 1996 ]. 
Metropolis-Hastings Algorithm for
6. Increment i = i+1. 7. If i<N go to 2. Note that this sampling strategy only requires the posterior distribution to be known up to its normalization constant. This is important as solving the integral for the normalizing constant in this model is not straightforward.
4.2) Simulation Technique 2: Approximate Bayesian Computation
It is not possible to apply standard MCMC techniques for Model 2, as the likelihood function, and therefore the acceptance probability, may not be written down analytically or evaluated. A recent advancement in computational statistics, approximate Bayesian computation methods are ideally suited to situations in which the likelihood is either computationally prohibitive to evaluate or cannot be expressed analytically [Beaumont et al. 2002; Tavaré et 
Sample random variate
The difference between ABC-MCMC and standard MCMC, is that the intractable likelihood is replace with an approximation. This approximation crudely replaces the likelihood evaluation with one when the distance (under a metric ) between a vector of summary statistics S(.) acting on both the simulated data Various summary statistics could be used, such as mean, variance, skewness, kurtosis and quantiles. For the illustrations in this article, we consider the sample mean, variance and skewness under Euclidean distance. One option for the tolerance level, ¡ , is to let it be adaptively set by the algorithm [Roberts et al. 2006] , however, for simplicity we consider the tolerance as constant.
4.3) Simulation Technique 3: Simulated Annealing
Developed in statistical physics [Kirkpatrick et al. 1983 ], simulated annealing is a form of probabilistic optimization which may be used to obtain MAP parameter estimates. It implements an MCMC sampler which traverses a sequence of distributions in such a way that one may quickly find the mode of the distribution with the largest mass. 
Draw proposal θ i+1
* from proposal distribution q( i , .). 3. Evaluate the acceptance probability ( ) 
6. Increment i = i+1. 7. If i<N go to 2.
5) Simulation Results and Discussion
5.1) Parameter Estimation and Simulation from Model 1: GB2 severity distribution
It was demonstrated in [Bookstaber et al, 1987 ] that the GB2 distribution (8) encapsulates many different classes of distribution for certain limits on the parameter set. These include the lognormal ( a → 0, q → ∞), log Cauchy ( a → 0) and Weibull/Gamma ( q → ∞) distributions, all of which are important severity distributions used in operational risk models in practice.
We now construct a synthetic dataset with which to illustrate the above methods. The severity loss data will be generated from a Lomax distribution ( 
The heavy-tailed Lomax distribution has shape parameter (=q) and scale parameter ¡ (=b). The Lomax distribution has been selected for this study for two reasons. The first reason is of a practical nature, in practical applications of Operational Risk Modelling, it is believed that heavy tailed severity distributions should be considered in order to capture the characteristics of actual Operational Risk severity observations. It is standard industry practice in the area of Operational Risk modeling in Banking to consider such distributions, and discussed in [Dutta et al. 2006] . The second, less significant reason for consideration of the Lomax distribution, is that it provides a practically viable distribution from which to sample the loss data set to be analysed. We generate 150 artificial loss values in thousands of dollars. In order to generate these data we use the relation whereby the 4 parameter GB2 distribution can be obtained through the transformation of X 1~G amma(p,1) and X 2~ Gamma(q,1) via [Devroye, 1986] 
Accordingly we use a GB2 distribution with parameters [1, 10, 1, 1] . Figure 1 demonstrates the shape of this density. 
Results for Markov chain Monte Carlo:
We implement MCMC of length N=500,000 with the initial 100,000 iterations discarded as "burnin", and using a truncated The resulting MAP estimates are shown in Figure 3 as the modes of the histogram density estimates (see results for simulated annealing 
Results for Simulated Annealing
We implement the simulated annealing algorithm with 100 random selected starting points drawn from a Gaussian distribution N([a,b,p,q],I) I ([a,b,p,q] > [0,0,0,0] ). These starting points are then used to produce 100 parallel MCMC chains which each used the same proposal and prior specifications the MCMC simulation. The annealing schedule length was N=1000, and the schedule i was logarithmic between log(e) and log(1000). We note that simulated annealing is appropriate in this setting since the LDA approach to modeling operational risk only requires point estimates for the parameters of the severity and frequency distributions. In this case a probabilistic optimization technique has been used to obtain the point estimates. Figure 4 illustrates the 100 MAP estimates obtained for the 100 (random initial starting points) parallel annealed MCMC chains. These estimates were then averaged to get the mean MAP and standard deviation estimates above. More consistent results between chains can be achieved through longer chains and more gradual annealing schedules. There is a trade-off between using simulated annealing and MCMC in Model 1. Annealing stochastically optimizes the posterior distribution and is typically very fast in terms of simulation time. The total simulation time to produce all the 100 parallel chains took less than 6 minutes in non-optimized Matlab code on a P4 2.4GHz laptop with 480MB of RAM. However, annealing provides MAP estimates of parameters, whereas the MCMC estimates the entire posterior distribution. Similarly, a tradeoff exists between the length of the annealing schedule and the number of annealing chains.
5.2) Parameter Estimation and Simulation from Model 2: g-and-h severity distribution
We now demonstrate the use of the g-and-h distribution for modeling the severity distribution in an LDA operational risk framework. Posterior simulation from Model 2 requires the use of approximate Bayesian computation methods. We generate an observed dataset of length 150 using the parameters A = 1, B = 1, g = 2 and h = 1, as illustrated in The ABC-MCMC algorithm requires specification of both summary statistics S() and tolerance level . Accordingly, after performing an initial analysis we examine the effect of varying firstly the tolerance and then the summary statistics.
Initial ABC analysis
For our initial analysis we specify the sample mean as the sole summary statistic, and a tolerance level of = 0.1. The Markov chain has length N=500,000, discarding the first 100,000 realizations. The Markov chain proposal distribution q was again the truncated multivariate Gaussian distribution, but with ¢ prop = 1. The sample paths of the parameters A, B, g and h are illustrated in Figure 6 , indicating that the Markov chain is mixing well for these data. We note that the ABC-MCMC algorithm may become "stuck" in one part of the parameter space place for an extended period of time. This occurs as the acceptance rate of any state is proportional to the posterior at that point, and so when the current state is in an area of relatively low probability it may take a while to escape from this point. These results are acceptable given that only the sample mean was used as a summary statistic to capture all information from the likelihood. We might anticipate improved estimates if the summary statistics were augmented to include other quantities. We examine this shortly. We firstly consider the effect of varying the tolerance level ¡ .
ABC Analysis of tolerance levels
We present a summary of results for the same analysis as before, but where the tolerance level ¡ takes the values 0.001, 0.01, 0.1 and 1 and the Markov chain proposal distribution q was the truncated multivariate Gaussian distribution, but with ¢ prop = 0.5. Parameter sample paths for = 0.001 are illustrated in Figure 7 . Instances of the chain becoming stuck are now more pronounced. The simplest methods to avoid this problem are to run a much longer chain, or to choose a larger tolerance, although see [Bortot et al. 2006 ; Sisson et al. 2006] . For tolerances greater than 0.01, the sticking was sufficiently minor to justify using the Markov chain realizations as a sample from the posterior. In the following simulations the length of the Markov chain was increased to N = 1,000,000 with the first 400,000 realizations discarded as burnin. These results demonstrate that as the tolerance decreases the precision of the estimates improves -this is to be expected. As the tolerance decreases, fewer "unlikely" parameter realizations generate data which is within the tolerance level ε. Accordingly the precision of the posterior distribution increases. However, on average a proposal θ i+1 * will be accepted with probability , and this will decrease (rapidly) as the tolerance level ε decreases. That is, chain efficiency is strongly linked to the tolerance -if one is increased, the other decreases, and vice versa. However, commonly an acceptable accuracy and computational intensity tradeoff can be found.
ABC analysis of summary statistics
We now examine the effect of using different summary statistics. We consider the combinations {mean}, {mean, variance}, {mean, skewness} and {mean, variance, skewness} to approximate the information in the data through the likelihood. The Markov chain proposal distribution q was again the truncated multivariate Gaussian distribution, this time using ¢ prop = 0.1. With tolerance fixed at =1, our chain length is N=1,000,000 with the initial 200,000 iterations discarded. The resulting MMSE and standard deviation estimates are as follows:
• Clearly the latter case produces the most accurate and precise results (as shown by parameter estimates and standard deviations respectively) as the largest set of summary statistics naturally encapsulates distributional characteristics most precisely. Conversely, the most inaccurate results are obtained when the least restrictive criterion is applied.
Additionally one can relate these results back to the role each parameter plays in the shape of the g-and-h distribution. For example, parameter g relates to the skewness of the distribution and as such, one might expect improved performance in estimates of this parameter when skewness is incorporated as a summary statistic. The results support such a hypothesis as the mean is more precise and standard deviation reduced in the posterior marginal distribution for g when skewness is included. Similarly, h relates to kurtosis and accordingly realizes improved estimates upon inclusion of the variance.
However, as expanding the vector of summary statistics increases the number of restrictions placed on the data, proposed parameter values become less likely to generate data sets which will satisfy the selection criteria for a fixed tolerance. Accordingly the acceptance rate of the Markov chain will decrease, thereby necessitating longer runs to obtain reliable sample estimates.
6) Discussion
In this article, by introducing existing and novel simulation procedures we have substantially extended the range of models admissible for Bayesian inference under the LDA operational risk modeling framework. We strongly advocate that Bayesian approaches to operational risk modeling should be considered as a serious alternative for practitioners in banks and financial institutions, as it provides a mathematically rigorous paradigm in which to combine observed data and expert opinion. We hope that the presented class of algorithms provides an attractive and feasible approach in which to realize these models.
Future work will consider introduction of correlation in a Bayesian setting, such as correlation between parameters for frequency and severity distributions under an LDA approach.
