Connected Components Labeling (CCL) is a crucial step of several image processing and computer vision pipelines. Many efficient sequential strategies exist, among which one of the most effective is the use of a block-based mask to drastically cut the number of memory accesses. In the last decade, aided by the fast development of Graphics Processing Units (GPUs), a lot of data parallel CCL algorithms have been proposed along with sequential ones. Applications that entirely run in GPU can benefit from parallel implementations of CCL that allow to avoid expensive memory transfers between host and device. In this paper, two new eight-connectivity CCL algorithms are proposed, namely Block-based Union Find (BUF) and Block-based Komura Equivalence (BKE). These algorithms optimize existing GPU solutions introducing a block-based approach. Extensions for three-dimensional datasets are also discussed. In order to produce a fair comparison with previously proposed alternatives, YACCLAB, a public CCL benchmarking framework, has been extended and made suitable for evaluating also GPU algorithms. Moreover, three-dimensional datasets have been added to its collection. Experimental results on real cases and synthetically generated datasets demonstrate the superiority of the new proposals with respect to state-of-the-art, both on 2D and 3D scenarios.
INTRODUCTION
C ONNECTED Components Labeling (CCL) is a fundamental image processing algorithm that extracts connected components (CC) from an input binary image. During the labeling procedure, the binary input is transformed into a symbolic image where all pixels belonging to a CC (object) are given the same label, typically an integer number.
Originally introduced by Rosenfeld and Pfaltz in 1966 [1] , CCL has been in use for more than 50 years in multiple image processing and computer vision pipelines, including Object Tracking [2] , Video Surveillance [3] , Image Segmentation [4] , [5] , [6] , Medical Imaging Applications [7] , [8] , [9] , [10] , Document Restoration [11] , [12] , Graph Analysis [13] , [14] , and Environmental Applications [15] .
Since CCL has an exact solution, the main difference between algorithms is the execution time. Moreover, given that labeling represents the base step of many real-time applications, it is required to be as fast as possible. Therefore, research in the field moved towards the optimization of the performance of these algorithms in term of execution speed.
In the last years, the fast advance of Graphic Processing Units (GPUs) encouraged the development of algorithms specifically designed to work in a data parallel environment. So, along with sequential solutions [16] , [17] , [18] , [19] , many novel algorithms exploiting the parallelism of both CPUs and GPUs have been proposed [20] , [21] , [22] , [23] , [24] .
Unfortunately, CCL is not as easy to parallelize as many other image processing tasks. Being it essentially a graph theory problem, algorithms need to perform graph traversal at a certain degree, which is an inherently sequential operation. For this reason, CPU and GPU algorithms usually have comparable performance [25] . However, the existence of efficient data parallel algorithms is valuable for applications that entirely run on GPU, allowing to remove the need for data transfers between host and device memory.
In this article, we propose two new 8-connectivity GPU-based connected components labeling methods that improve previously proposed algorithms by taking advantage of the 2 Â 2 block-based approach originally presented in [26] for sequential algorithms. This allows to drastically reduce the amount of memory accesses, thus improving overall performance.
In previous work [22] , the 2 Â 2 blocks were applied to the iterative GPU algorithm presented in [27] and improved in [28] . However, the chosen algorithm was rather slow compared to other approaches [20] , [29] . Moreover, the benefit introduced in [28] was partially lessened by an increased allocation time, caused by the need for additional data structures to record information about blocks connectivity and blocks labels. We managed to adapt the blockbased approach to the direct and more efficient algorithms proposed in [20] and [29] . Moreover, we removed the need for additional data structures, in order to minimize the amount of time spent for allocating and deallocating device memory. The results are two extremely fast solutions, able to improve state-of-the-art over both real case and synthetically generated datasets. Variations of our proposals are also described, meant to perform CCL on three-dimensional binary volumes.
Our contribution also includes the extension of YAC-CLAB [30] , [31] (Yet Another Connected Components LAbeling Benchmark), a public benchmark to evaluate the performance of sequential CCL algorithms. This extension introduces support for GPU and 3D CCL algorithms, alongside new 3D tests and datasets. The source code of our proposals, as well as the extended benchmark, is available online [32] .
The rest of this paper is organized as follows. Section 2 defines the basic concepts and notation used throughout the paper. In Section 3, the main contributions on parallel CCL are resumed, comparing their properties and performance. Section 4 analyzes relevant techniques that constitute the basis of our work, then Section 5 details the proposed algorithms. Section 6 illustrates the extension of YACCLAB. Section 7 demonstrates the effectiveness of our approach in comparison with other state-of-the-art methods, providing an exhaustive evaluation. Finally, conclusions remarks are given in Section 8.
CONNECTED COMPONENTS LABELING
This section defines the problem of connected components labeling, introducing the basic notations used throughout the paper. Moreover, a common paradigm exploited by both sequential and parallel algorithms is described: the disjointset data structure, also referred to as union-find or merge-find.
We will call I 2 an image defined over a two dimensional rectangular lattice L 2 , and I 2 ðpÞ the value of pixel p 2 L 2 , with p ¼ ðp x ; p y Þ. Two different kinds of neighborhood can be defined (4-neighborhood and 8-neighborhood) N 4 ðpÞ ¼ fq 2 L 2 j jp x À q x j þ jp y À q y j 1g N 8 ðpÞ ¼ fq 2 L 2 j maxðjp x À q x j; jp y À q y jÞ 1g:
Two pixels, p and q, are said to be 4-neighbors if q 2 N 4 ðpÞ, that implies p 2 N 4 ðqÞ, and are said to be 8-neighbors if q 2 N 8 ðpÞ, that implies p 2 N 8 ðqÞ. From a visual perspective, if we imagine pixels as square-sized, p and q are 4-neighbors if they share an edge, and they are 8-neighbors if they share an edge or a vertex.
Similar concepts can be defined for three-dimensional images, also known as volumes. Given a volume I 3 , defined over a three dimensional lattice L 3 , we define two kinds of neighborhood of a voxel (volume pixel) v 2 L 3 , with v ¼ ðv x ; v y ; v z Þ N 6 ðvÞ ¼ fv 2 L 3 j jv x À w x j þ jv y À w y j þ jv z À w z j 1g N 26 ðvÞ ¼ fv 2 L 3 j maxðjv x À w x j; jv y À w y j; jv z À w z jÞ 1g:
This time we can visualize voxels as cubes. So, 6-neighbors voxels share a side, while 26-neighbors ones share a side or an edge or a vertex.
From now on, we will use the word image to refer to 3D volumes also, and generic symbols L and I in definitions suitable for both dimensionalities. In a binary image, meaningful regions are called foreground (F ), and the rest of the image is the background (B). Following a common convention, we will assign value 1 to foreground pixels, and value 0 to background ones
The aim of connected components labeling is to identify disjoint objects composed of foreground pixels. So, for a chosen neighborhood definition (simply called N ), and given two foreground pixels p; q 2 F, the relation of connectivity Å can be defined as
We say that two pixels p; q are connected if the condition p Å q is true. The above definition means that a path of connected pixels exist, from p to q. Note that, with this formalism, background pixels are excluded from the concept of connectivity. Given that pixel connectivity satisfies the properties of reflexivity, symmetry and transitivity, Å is an equivalence relation. Therefore, the equivalence class of a pixel p is denoted as ½p and is defined as the set
In this case, equivalence classes based on Å relationship are called connected components. Every two connected components ½p and ½q are either equal or disjoint. Therefore, the set of all connected components is a partition of F . Connected components labeling algorithms aim at assigning a different label, typically an integer number, to every connected component. When applied to an image I defined over a lattice L, the output of such an algorithm is a symbolic image L where, for every p 2 F, LðpÞ is the label of the connected component that p belongs to (½p), and for every q 2 B, LðqÞ ¼ 0.
Depending on the chosen neighborhood definition, nneighborhood, a connected components labeling algorithm is said to employ n-connectivity. Many computer vision tasks require 8-connectivity for 2D images, and 26-connectivity for 3D volumes. In fact, according to the Law of Closure of Gestalt psychology, our senses perceive an object as a whole even if it is composed of loosely connected parts. [26] .
The Union-Find Data Structure
Since two connected components are always disjoint, CCL can be seen as the partitioning of the lattice L. A possible technique for performing such a partitioning consists of building initial sets of connected pixels, and then joining together sets that are part of the same connected component. This kind of problem can take advantage of the union-find data structure, that was first applied to CCL by Dillencourt et al. in [33] .
The union-find data structure keeps track of P, a partition of a set S, and provides two basic operations on the elements of S:
Find(a), with a 2 S: returns the identifier of the subset that contains a. Union(a, b), with a; b 2 S: joins the subsets containing a and b. P is usually represented as a graph, in particular as a forest of directed rooted trees with orientation towards the root (anti-arborescence). Each element of S, a, corresponds to a node and has a unique identifier id a . An ordering exists between identifiers. A tree inside the forest identifies a subset belonging to P.
A directed edge leading from b to a, with id a < id b , states that b and a belong to the same subset. According to the definition of directed rooted tree, we will say that a is the father of b. Of course, each element can have at most one out-going edge. The id of a tree (subset) corresponds to that of its root node.
Representing P as a forest of trees is especially useful because a forest can be efficiently stored in memory using an array. Each index of this array is the id of a node, and the value stored at that index is the id of its father node, or the index itself in the case of roots [34] . When applying unionfind to GPU-based CCL algorithms, a common strategy is to identify pixels as nodes of the graph. In this case, the node id is the pixel raster index and each tree represents a connected component. An additional tree is required for background pixels. In such scenario the set S is the lattice L. Thus, the array-based representation requires the same size as the output labels image: both require as many elements as the number of pixels in L. Given that memory allocation on GPUs is considerably time consuming, since it requires an expensive operating system call to the driver [35] , many GPU CCL algorithms make the union-find array coincide with the output labels image L [20] , [29] , [36] , [37] , [38] , [39] .
A possible implementation of the union-find functions is reported in Algorithm 1. Implementations are made to fit CUDA data-parallel environment, where many threads can run the same function simultaneously, though on different input data. A complete description is reported in the following:
Find(L, a) consists of traversing the tree to which a belongs, starting from a and leading to the root node, whose index is the tree identifier. Compress(L, a) is a procedure that links a directly to the root of its tree. It is used to flatten union-find trees. When every tree in the union-find array exactly matches a connected component, the Compress procedure can be performed on every node/pixel to produce the final output image. InlineCompress(L, a) is a variation of Compress, optimized for a data parallel environment. This procedure updates the father of a at every step of the tree traversal. This way, possible concurrent threads that read a can use the updated value. This approach is called InlineCompression (IC) and was first introduced in [36] . UnionNaive(L, a, b) first calls Find twice to get the roots of the trees containing a and b, and then sets the smaller root as the father of the other one, thus joining the two trees into a single one. This solution does not take into account the possibility that two threads reach and modify the same root starting from different input nodes, possibly causing race hazards. Union(L, a, b), first introduced by Oliveira et al. [29] , solves the problems of UnionNaive, introducing CUDA atomic operations to make a thread aware of possible update losses caused by concurrent execution. 
RELATED WORK
Parallel connected components algorithms can be divided into two disjoint sets, depending on the number of kernel executions. Iterative algorithms repeat one or more kernels until no more changes in the data structures that they modify are detected. Such a situation is called convergence, and the number of kernel calls needed to reach it depends on the configuration of the input data. Conversely, direct algorithms are characterized by a fixed number of kernel executions. Most of the published works can be described by means of the union-find functions, even if the authors did not explicitly refer to them.
Iterative Algorithms
Label Equivalence (LE), proposed by Hawick et al. [27] in 2010, is an iterative algorithm that records union-find trees using an auxiliary data structure. In the first step, both the output image and union-find data are initialized with sequential values. The algorithm then consists of three kernels that are repeated in sequence until convergence. They aim at propagating the minimum label through each connected component, exploiting a procedure similar to Compress to flatten union-find trees at every step. In 2011, Kalentev et al. [28] proposed an Optimization of Label Equivalence (OLE), noticing that the need for a separate data structure to store label equivalences could be removed by directly using the output image.
Zavalishin et al. [22] were the first to apply the blockbased strategy proposed by Grana in [26] to a data-parallel CCL algorithm. This approach is based on the observation that, when dealing with 8-connectivity, foreground pixels in a 2 Â 2 block always share the same label. The proposed strategy, which is a variation of Label Equivalence named Block Equivalence (BE), makes use of two additional data structures besides the output image: a block label map and a connectivity map, respectively to contain blocks labels and to record which blocks are connected together. At the beginning of the algorithm, the image is divided into blocks, a label is assigned to each of them, and the necessary information about blocks connectivity is calculated and stored into the connectivity map for future use. The structure of the algorithm is the same as OLE, with the exception that it operates on blocks instead of single pixels. When convergence is met, a final kernel is responsible for copying block labels into pixels of the output image.
Direct Algorithms
The first GPU CCL algorithm that makes use of union-find was proposed by Oliveira et al. in 2010 [29] . We will refer to it as UF. The output image is initialized with sequential values as usual. Then, union-find primitives are used to join together the trees of neighbor pixels. Finally, a flattening of trees, performed with the Compress procedure, ends the task. The algorithm is first performed on rectangular tiles, and then large connected components are merged in a subsequent step.
In 2015, Yonehara and Aizawa proposed Line Based Union Find (LBUF) [36] , a variation of UF that employs single lines as tiles in the first step. This choice reduces the neighborhood of a pixel to a subset containing only the two neighbors which belong to the same row, allowing to simplify the logic of the local step. The remaining of the algorithm is left unchanged, except for the use of InlineCompression to speed up the flattening of trees.
Komura Equivalence (KE) [20] was created in 2015, as an improvement over Label Equivalence. Anyway, it has more in common with Union Find. Indeed, its structure is very similar to that of UF, but for a different initialization, which starts building union-find trees while assigning the initial values to the output image. An improved version of KE, that gets rid of many redundant Union operations, has been proposed by Playne et al. [25] . The original algorithm and the aforementioned optimization employ 4-connectivity. A 8-connectivity variation has been presented in [38] .
Distanceless Label Propagation (DLP) [37] is a proposal that tries to put together positive aspects of both UF and LE. The general structure is similar to that of UF, with the difference that a Union is performed between each pixel and the minimum value found in a 2 Â 2 square. The Union procedure itself is implemented in an original and recursive manner.
PRELIMINARIES
In order to better explain our proposals, we need to detail some of the algorithms introduced in the previous Section.
The Union Find Algorithm
As said, UF is the first algorithm exploiting union-find on GPU. The original version of the algorithm employs 4-connectivity, but it can be easily extended to 8-connectivity [38] . The algorithm is based on three kernels: Initialization, Merge and Compression. An example of execution is depicted in Fig. 3 . Each kernel runs on a number of threads equal to the image size, and each thread is assigned a pixel, which we will refer to as x. The union-find trees are coded in the output label image L.
During Initialization, every foreground pixel p in the output image L is initialized with its id, which corresponds to its raster index increased by 1. More specifically, thread t p performs L½p id p . From the union-find point of view, this procedure corresponds to the creation of a separate tree for every pixel. Background pixels are set to 0 instead.
During Merge, each thread working on a foreground pixel checks its neighbors, and for every foreground neighbor performs a Union with x. Since Union is a symmetric operation, there is no need to check the entire neighborhood. Therefore, only neighbors with a smaller raster index than x are considered. These neighbors are identified by the mask depicted in Fig. 2a . is L before and after the execution of the Union operation between identifiers 2 and 6. (b) and (c) are the corresponding forests respectively before and after the Union. In this example, the Find function, called on 2 and 6 during the Union, returns 1 (the root of the tree 2 belong to) and 6 (since 6 is the root of the tree). The Union procedure replaces the identifier at index 6 of the L array with 1, thus storing the equivalence between the two classes. Fig. 4 shows the effects of Merge on the configuration of the union-find data structure, before and after the execution of thread 14, and starting from the provisional result of Fig. 3c . In this example, the thread operating on pixel 14 performs a Union between the tree rooted in 14 and the trees rooted in 1 and 4.
After Merge, every connection between pixels in the image is reflected in the union-find structure, in the sense that every separate tree represents a connected component.
Finally, Compression kernel performs the compression of trees: every threads t p runs CompressðL; pÞ. This operation makes sure that every pixel is assigned a label that corresponds to the raster index of the root of its tree. Thus, every pixel in the same CC ends up sharing the same label, and the labeling task is completed.
The aforementioned basic structure of the algorithm is enhanced with the addition of another common parallelization strategy, known as Tile Merging (TM). This means that the entire algorithm is first performed on rectangular blocks the image is divided into: this preliminary phase is called Local Merge. Then, a Merge kernel is performed on border pixels only, and a final Compression is run over the whole image.
The Komura Equivalence Algorithm
The Komura Equivalence algorithm [20] is another GPU algorithm that can be seen as a variation of UF, which involves a more complex initialization in order to remove the need for one Union per pixel later. It consists of four steps: Initialization, Compression, Reduction, and Compression again.
The main difference between KE an UF lies in the first kernel. Differently from UF, KE Initialization does not create single-node trees. Instead, every thread checks the neighborhood of x in increasing raster index order, and the smallest foreground neighbor is set as the father node of x. Thus, this first phase aims at creating non single-node trees, that are flattened by the subsequent Compression kernel. UF and KE Compression kernels are exactly the same.
The Reduction kernel is a variation of Merge, that only performs a Union between x and foreground neighbors which were not chosen during Initialization. Analogously to UF, a final Compression is required for the flattening of the forest trees. Same as UF, the original KE is a 4-connectivity algorithm. It can as well be modified to deal with 8-connectivity, adding the supplementary neighbors in both Initialization and Reduction kernels [38] .
The Block-Based Approach
Grana et al. noticed in [26] that, in the case of a twodimensional image (I 2 ) and 8-connectivity, all foreground pixels within 2 Â 2 blocks always share the same label ( Fig. 5 ). This observation can be extended to volumes (I 3 ), where 26-connectivity implies that only one label can be assigned to foreground voxels of a 2 Â 2 Â 2 block. The configuration of the union-find data structure before and after the execution of thread 14 is shown in Fig. 4. (d) is the labels image after the execution of the last kernel, Compression. Central block is X, and the connectivity between it and its neighbors depends on the value of grey pixels.
Consequently, when 8-connectivity (26-connectivity for volumes) is used, CCL can be applied to blocks, and block labels can be assigned to single pixels at the end of the algorithm. Such an approach usually has some advantages in terms of execution time, depending on the chosen algorithm. Considering UF, the use of blocks would divide the number of initial trees by 4 (8 for volumes), thus requiring considerably less Union calls to achieve the final configuration. Moreover, the average depth of trees is reduced as well, speeding up Find. A similar reasoning can be applied to KE.
However, when blocks are considered in place of pixels, the definition of connectivity must change accordingly. We say that two blocks P; Q are connected if one pixel of P is connected to one pixel of Q P Å Q , 9 p 2 P; q 2 Q j p Å q:
As a consequence, finding the connected neighbors of a block is more difficult than finding those of a single pixel, because the number of pixels to be checked is higher. Moreover, since the same internal pixel of a block can be responsible for connecting it to more than one neighbor blocks, a method that avoids multiple reads of the same pixel is valuable. Zavalishin et al., who first applied blocks to GPU CCL, make use of pixel connectivity maps to find neighbor blocks while reading pixels only once [22] .
PROPOSED ALGORITHMS
We propose two new 8-connectivity algorithms, which are optimized variations of UF and KE, obtained through the application of 2 Â 2 blocks. We also extend our proposals to three-dimensional CCL. 
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Block-Based Union Find
Block-based Union Find (BUF) inherits the base structure of Union Find (Section 4.1). The difference is that this algorithm works with block labels. In fact, every thread works on a 2 Â 2 block, which we will refer to as the X block. The algorithm implements the same kernels as UF, plus the additional FinalLabeling, which is needed to Fig. 4 . Change in the configuration of union-find trees operated by the thread working on pixel 14, and starting from the hypothetical provisional result of Fig. 3c . The thread checks its neighborhood mask in increasing raster index order. So, first, a Union is performed between the singlenode tree 14 and the tree that has 1 as its root. Then, a subsequent Union between pixel 14 and pixel 4 causes the linking of the subtree starting at node 4 to the tree containing 14, rooted in 1. copy block labels into pixels. BUF kernels are depicted in Algorithm 2.
Until the end of the algorithm, block labels are stored in the output image, in the upper-left pixel of every block. In this way, we avoid the allocation of unnecessary device memory solely dedicated to block labels, which would be considerably time consuming.
In this case, Merge must be applied to blocks rather than to single pixels. The neighborhood mask used is depicted in Fig. 2b . Also in this case, it only contains blocks with a lower raster index than X. Since blocks connections are determined by those of their pixels, for every neighbor block of the mask we have to check whether some of its pixels are connected to some internal pixels of block X. A naive approach that just checks each adjacent block one by one would require to read multiple times the internal pixels, but better alternatives exist. The method we adopted, based on the work by Zavalishin et al. [22] , consists in a preliminary scan of pixels inside the block: for each foreground, its external neighbors are added to a set of pixels that must be checked in the subsequent step. The aforementioned set is represented as a bitset BS. Each pixel in a 4 Â 4 square that encloses the X block is given an index in the bitset, as reported in Fig. 7 . Initially, every bit is set to 0.
When an internal pixel p is read and recognized as foreground, external pixels q such that q 2 N 8 ðpÞ must have their corresponding bits in BS set to 1. To achieve this goal easily, the whole 3 Â 3 square centered on p is set accordingly by means of a bitmask (Fig. 7b) .
Bitmask 0x777 is required to set neighbors of the top-left pixel inside block X. The other pixels bitmasks can be obtained in the following way: if the pixel is in the right column of the block, 0x777 is shifted one bit left. If the pixel is in the bottom row, the bitmask is shifted four bits left. The bottom-right pixel of X is never responsible for connections between blocks inside the mask, so it is never used. To find out which neighbor blocks are connected to X, the Merge kernel must then check which pixels of BS are set and read their values. A Union is performed between X and connected blocks, same as what happens for single pixels in UF.
The BUF Compression kernel flattens the union-find trees by calling the Compress procedure defined in Section 2.1. We also propose a slight improvement of this kernel, that uses InlineCompress instead, thus producing the BUF_IC variation. The effects of Merge and Compression on an input image are depicted in Fig. 6 .
FinalLabeling copies the label of each block into internal foreground pixels, thus producing the final output image. Background pixels are given label 0.
Block-Based Komura Equivalence
The other new algorithm we propose is obtained from KE through the application of the same block-based approach. We therefore call it Block-based Komura Equivalence (BKE). BKE is quite similar to BUF in its structure. The main difference between the two is that BKE, same as KE, starts linking together connected blocks during Initialization. This means that the task of finding which blocks are connected to X must be anticipated to the first kernel: the strategy to find connected blocks is the same described for BUF. During Initialization, X is linked to the connected neighbor block with the smallest raster index inside the mask, initializing the label of X with the index of the connected neighbor. The process of finding which blocks are connected to X involves a high number of memory accesses. Since the information about connected blocks and foreground internal pixels is needed again during Reduction and FinalLabeling, we save it in a bitmapped byte, called information byte. Its structure is explained in Table 1 .
In order to avoid the allocation of additional memory, the information byte is directly stored in the output image. The chosen location is the top-right pixel of every block, that would otherwise be unused until FinalLabeling, when the information byte is not necessary anymore. In the case that the image has an odd width, blocks in the last column do not have the top-right pixel, so we store connectivity information in the bottom-left pixel instead. If the image height is odd too, the last block of the last column is composed of the top-left pixel only. In that case, the connectivity information is stored in the bottom-right pixel of its neighbor P . If P does not exists, i.e., when the image is a single row or column with odd size, an extra byte is allocated. So, we allocate additional memory only in degenerate cases, and common images never require extra data structure. Two possibilities of odd-sized images are exemplified in Fig. 8 .
As for BUF, the Compression kernel flattens the unionfind trees created in the previous phases to their roots. Two variations of this kernel exist, depending on the use of InlineCompression.
In the Reduction kernel the information byte is read for each block. Then, Union operations are performed between connected neighbor blocks that were not linked to X during Initialization. A subsequent Compression, followed by the FinalLabeling, completes the task. In FinalLabeling, the information byte is read again, in order to know whether each internal pixel should be assigned the block label or value 0, which corresponds to the background.
In both Block-based Union Find and Komura Equivalence, the use of blocks drastically reduces the total amount of Union and simplifies Find operations, w.r.t. their pixelbased original versions. This optimization allows to considerably reduce the number of memory accesses, which represents a bottleneck of parallel CCL algorithms.7
3D Variations
BUF can be adapted to a 3D scenario without changes in its structure. The main difference is that voxels substitute pixels and blocks become 2 Â 2 Â 2 cubes. The bitset used to represents neighbor voxels in the Merge kernel is larger than the 2D analogous. In fact, every voxel in a 4 Â 4 Â 4 cube must correspond to a bit in BS. The 3D bitset is reported in Fig. 9 . The remaining of the algorithm behaves similarly to its 2D counterpart, except for a slight optimization involving Merge and FinalLabeling. Kernel FinalLabeling is responsible for copying each block label in the corresponding foreground internal voxels, and assigning label 0 to background ones. In the absence of information about internal voxels, this procedure requires 8 memory readings, one for each internal voxel of a 2 Â 2 Â 2 cube. The information about internal voxels must be retrieved anyway in Merge. So, we made Merge also responsible for writing which voxels are foreground in a bitmapped byte, and for storing it in the output image, similarly as what happens with the information byte of BKE. Then, in FinalLabeling, every thread just needs to read a single byte in order to know the internal configuration of X.
BKE is modified to suit 3D CCL in a similar way to BUF: 2 Â 2 Â 2 cubes are used in place of 2 Â 2 squares, and the bitset that represents neighbor voxels is the same described above. The information byte used by the 2D variation becomes an information integer that requires 3 bytes in this case. In fact, it must be large enough to store both internal pixels values (8 bits) and neighbor blocks that need to undergo Union with X (13 bits). The overall behavior and the extra information storing strategy remain exactly the same as in the 2D counterpart.
YACCLAB
When measuring the performance of an algorithm in terms of execution speed there are three main factors to be considered: the data on which tests are performed, the underlying hardware and operative system, and implementation details. Nevertheless, few of the paper concerning CCL and published in recent years have compared algorithms using the same data, and even less have released the source code.
In 2016, a public C++ benchmark that enables researchers to evaluate the performance of sequential CCL algorithms under extremely variable points of view has been released [30] . The benchmark allows to cope previously described problems providing a public dataset of binary images without any license limitations and an open source implementation of the state-of-the-art algorithms, so that anyone is able to test them on his own setting, verifying any claim found in the literature. Unfortunately, YACCLAB was specifically designed for 2D sequential algorithms. With this paper we extend the benchmark and the associated datasets to evaluate the algorithms performance also on GPU and on 3D volumes. A comprehensive description of datasets and available tests is reported in the following of this section. The source code of the extendend benchmark is available in [32] .
In order to reuse the largest possible part of YACCLAB original code, we needed to adapt the function responsible for running tests to a more generic usage. First of all, we designed a wrapper class for input and output data, called YacclabTensor, with sub-classes for 2D and 3D images that can reside in host or device memory. The class automatically handles data transfers, so that a copy of the data is always available in the location where it is needed. To be included in YACCLAB, CCL algorithms must be compliant with a base interface (Listing 1), implementing specific methods to perform tests. They are described in Section 6.2.
Polymorphism comes at a certain cost in term of performance. Anyway, we measured its impact and verified that no overhead is introduced in the execution of labeling algorithms. In fact, only framework operations, whose execution time is not critical, have been made generic. 
Datasets
Following a common practice in the literature, YACCLAB provides a set of datasets that include both synthetic and real images [22] , [25] , [37] . With this paper we extend the original version of the YACCLAB datasets in order to address also 3D scenarios. All images are provided in 1 bit per pixel PNG format, with 0 being background and 1 being foreground. The extended version of the dataset can be automatically downloaded during the set up of the YACCLAB benchmark or it can be found in [40] . A complete description of the aforementioned datasets is provided below, sample images are reported in Fig. 10, 11 and 12.
2D Datasets
MIRflickr. This is the Otsu-binarized [41] version of the MIRflickr dataset [42] . It contains a set of 25 000 natural images with few connected components and an average density of 0.4459 foreground pixels.
Medical. This dataset [43] is composed of 343 binary histological images with an average amount of 1.21 million pixels to analyze and 484 components to label.
Hamlet. A scanned version of the Hamlet [44] , which counts 104 images with an average amount of 1 447 components to label and an average foreground density of 0.0789.
Tobacco800. It is composed of 1 290 document images collected and scanned using a wide variety of equipment over time. Images size ranges from 1200 Â 1600 to 2500 Â 3200 pixels [45] , [46] , [47] .
XDOCS. A collection of high resolution Italian civil registries images [12] , [48] , [49] , composed of 1 677 images with an average size of 4853 Â 3387 and 15 282 components to analyze. It has a low foreground density of 0.0918.
Fingerprints. This dataset counts 960 fingerprint images [50] binarized using an adaptive threshold [51] and then negated.
3DPeS. A set of images coming from the 3D People Surveillance Dataset [52] . Background subtraction and Otsu thresholding [41] have been applied to the original images in order to generate the foreground binary masks. 
3D Datasets
OASIS. This is a dataset of medical MRI data taken from the Open Access Series of Imaging Studies (OASIS) project [53] . It consists of 373 volumes of 256 Â 256 Â 128 pixels, binarized with the Otsu threshold [41] .
Mitochondria. It is the Electron Microscopy Dataset [54] , [55] , which contains binary sections taken from the CA1 hippocampus for a total of three volumes composed by 165 slices with a resolution of 1024 Â 768 pixels.
Hilbert. This dataset contains six volumes of 128 Â 128 Â 128 pixels, filled with the 3D Hilbert curve obtained at different iterations (1 to 6) of the construction method. The Hilbert curve is a fractal space-filling curve that represents a challenging test case for the labeling algorithms.
Random Synthetic Images
Two datasets of black and white random noise images have been generated to stress how the behavior of algorithms varies with the percentage of foreground pixels (density) and minimum size of foreground blocks (granularity) [21] . Resolution is 2048 Â 2048 for two-dimensional images, and 256Â 256 Â 256 for three-dimensional volumes. Images and volumes were generated with the Mersenne Twister MT19937 random number generator, implemented in the C++ standard [56] . Density ranges from 0 to 100 percent with a step of 1 percent. For every density value, each integer granularity g 2 ½1; 16 has been considered. Ten images have been generated for every couple of density-granularity values, for a total of 16 160, both for 2D and 3D.
Assessment Strategies
YACCLAB allows to perform different kinds of experiments on CCL algorithms, the first of which is a direct comparison of execution times. In this case, algorithms are run on every image of a dataset, and average execution times are recorded. This evaluation uses the Perform-Labeling() method, that must therefore implement the whole CCL algorithm, which must include the allocation of necessary data structures.
The second type of experiment available in the benchmark serves to separately evaluate the phases of memory allocation and algorithm execution. Two stage algorithms can also distinguish between the Local Labeling and the Tiles Merging steps. This test highlights how the performance of an algorithm is influenced by the different phases which it is composed of, and allows to better stress strengths and weaknesses of the various strategies. The test, also called average with steps in the rest of the paper, exploits PerformLabelingWithSteps() method, which records execution times of the different stages separately.
The last of the possible experiments is known as granularity. It consists of measuring the execution time of algorithms on synthetic images, in order to evaluate how performance is affected by foreground pixels density and granularity. This approach has been used in the past by several authors, and allows to draw additional conclusions, highlighting behaviors that may not emerge from the tests described above.
It is important to notice that all the experiments provided by YACCLAB for GPU algorithms are based on the assumption that the input image is already in the GPU memory before the beginning of the algorithm, and that the output is required in the device memory as well. Therefore, the allocation of the output GPU image is considered in the total elapsed time, alongside potential allocation and deallocation of additional data structures that algorithms may need. Conversely, neither the allocation of the input image nor possible The bold values represent the best performing CCL algorithm on a given dataset. Our proposals are identified with Ã . data transfers between host and device are considered. This also applies to every experimental result reported in this manuscript, unless otherwise specified. Actually, the YACCLAB benchmark provides also other assessment strategies. Anyway, only those related to the focus of the paper have been reported here, and used to evaluate our proposals.
COMPARATIVE EVALUATION
The proposed strategies are evaluated by comparing their performance with state-of-the-art algorithms.
Experimental results reported and discussed in this Section are obtained running the YACCLAB benchmark on an Intel Core i7-4790 CPU (with 4 Â 32 KB L1 cache, 4 Â 256 KB L2 cache, and 8 MB of L3 cache), and using a Quadro K2200 NVIDIA GPU with Maxwell architecture, 640 CUDA cores and 4 GB of memory.
For convenience, the acronyms used to refer to the available algorithms are summarized here: Block-based Union Find (BUF) and Block-based Komura Equivalence (BKE) are the two algorithms proposed with this paper. BE is the Block Equivalence algorithm proposed by Zavalishin et al. [22] , UF is Union Find by Oliveira et al. [29] , OLE is the Optimized version of Label Equivalence presented in [28] by Kalentev et al., LBUF is the Line-Based Union Find algorithm by Yonehara et al. [36] , KE is the Komura Equivalence introduced in [20] by Komura, and DLP is the Distanceless Label Propagation algorithm by Cabaret et al. [37] . Finally IC identifies the variation described in Section 2.1 of BUF and BKE algorithms. The 3D version is available for all the algorithms except OLE, LBUF, KE, and DLP.
All the aforementioned algorithms have been implemented using CUDA 10.0 and compiled for x64 architectures, employing MSVC 19.15.26730 and NVCC V10.0.130 compilers with optimizations enabled.
The first experiment carried out is the comparison between algorithms in terms of average execution time over real datasets (Table 2 ). Our proposals, BUF and BKE, and all their variations outperform state-of-the-art algorithms on this test case. The best performing algorithm over 2D dataset is the IC variation of BKE, while, for what concerns 3D datasets, the base version provides better results.
As regards 2D, the speed-up between BKE_IC and KE, state-of-the-art competitor, varies from 1:1Â on easy to label datasets (3DPeS) to 1:4Â on datasets with a high number of complex connected components (XDOCS). In 3D test cases, the speed-up between BKE and BE ranges from 1:4Â to 2:5Â. Anyway, the performance of BUF and BKE are very close, and the same can be stated for their IC variations.
The InlineCompression optimization tries to reduce the number of memory accesses that an algorithm has to perform during the Compression phase, i.e., the number of parent nodes a thread has to traverse to reach the root of the unionfind equivalence tree. To achieve this goal an algorithm has to perform additional write operations that are of course expensive. Therefore, the benefit introduced by IC is valuable only when a convenient trade-off between saved readings and additional writings is achieved. This is linked to the complexity of the equivalence trees created and updated during Initialization and Merge/Reduction phases, which strictly depends on the nature of the input image like shape and dimension of the objects it contains, and on the order in which threads are executed. For this reasons, the definition of a break-even is very hard and cannot be done a priori.
Anyway, it is possible to observe that the use of IC always improves the performance of both BUF and BKE algorithms on 2D real cases datasets taken into account. In order to demonstrate this behavior, Table 3 is provided. In Table 3 a the average number of memory accesses used by BUF and BUF_IC in the Compression kernel is provided for the Fingerprints, Medical, Tobacco800 and XDOCS datasets. This table demonstrates the strict correlation between the difference of memory reads and the speed-up of BUF_IC algorithm w.r.t. BUF. A similar consideration can be drawn for BKE (Table 3 b ).
As regards 3D datasets, instead, the use of IC may slightly increase the total execution time. In these test cases the union-find trees tend to be short, and hardly any memory reads are saved by this optimization. This has a greater effect on the BKE algorithm since it performs the Compression kernel twice.
To better investigate the algorithms behavior, Figs. 13 and 14 are also reported for 2D and 3D datasets, respectively. In these figures, bar charts report separately the time needed for allocating data structures from the time required by the global labeling procedure. Moreover, if an algorithm employs two clearly distinct phases to compute local labeling and perform tiles merging, the time required by each of them is displayed separately. The Hamlet dataset has been omitted from Fig. 13 for space constraints. Results are very close to those of the other document datasets, i.e., Tobacco800 and XDOCS.
Focusing on Fig. 13 , the allocation time is the same for each strategy, but for BE and OLE. Indeed, all the algorithms must only allocate memory for the output image. OLE, that is an iterative algorithm, requires an additional byte to check whether the convergence has been reached or not. This costs 0:03 À 0:04 ms independently of the input image size. On the other hand, BE always requires a higher allocation time, since it relies on additional matrices to store equivalences between blocks and their labels. Obviously, this additional time is data dependent.
The charts show that the allocation and deallocation of device memory require a significant amount of the total execution time: that is why allocating or freeing global memory in performance-sensitive code should be done only when strictly necessary [35] . Anyway, a CCL algorithm cannot avoid the allocation of the output image. Thus, optimization can be applied only to the core part of the labeling procedure. In the light of these considerations, if we remove this fixed allocation cost, the speed-up of BKE_IC over KE moves from 1:1 Â À1:4Â to 1:4 Â À1:7Â on 2D datasets.
The execution time of the OLE global labeling is always the worst, given that it requires many iterations over the input image to update the output one until convergence.
The block scan approach introduced by BE allows to highly reduce the operations required by OLE, thus reducing the global labeling time at the expense of allocation step.
Generally, UF has better perfomance than BE on 2D datasets. This is especially true on 3DPes, MIRflickr and Fingerprints, where many connected components are large and irregularly shaped. In such circumstances, BE requires more iterations to recognize an object as a single component. In the cases of components with simpler shapes, the performances of BE Global Labeling are comparable or better than those of UF. Anyway, the allocation time is too high for BE to be competitive in these scenarios.
The line-based variation of UF (LBUF) allows to simplify the logic of Local Labeling, reducing the neighborhood of a pixel to be checked during the Local Merge procedure. This algorithm moves the complexity to Tiles Merging, but always improves performance w.r.t. UF on 2D datasets. DLP tries to put together positive aspects of both UF and LE, but only in few cases is able to outperform UF. KE, thanks to an optimized Initialization kernel w.r.t. UF (Section 4.2), always improves its performance.
With our approaches we are able to combine the strengths of different strategies and benefit from the use of a blockbased algorithm without increasing the amount of required memory, thus obtaining the lowest execution times.
Similar considerations can be drawn for 3D experiments (Fig. 14) . On Mitochondria, the Global Scan of BE is faster than those of our proposals. This can be again explained considering the nature of the dataset, which is mostly composed of convex objects. Nevertheless, the massive memory usage makes the total execution time of BE higher than those of the proposed algorithms. That said, there are cases in which it could be fair to compare algorithms without considering memory allocation: in an embedded system in which images are always captured with the same size, for example, it could be realistic to allocate memory only once. In such scenarios, BE may be the best choice for data similar to Mitochondria.
Following a common approach in literature [26] , [34] , [57] , [58] , additional tests have been performed on images with increasing foreground density and granularity (Figs. 15 and 17) , in order to highlight strengths and weaknesses of the algorithms. To make the charts more readable the IC version of both BKE and BUF has been omitted.
Focusing on 2D datasets, it can be said that, independently of the pixel granularity, OLE has an increasing trend in the execution time up to 40 percent of foreground density, and then a decreasing one after this value. This behavior is strictly linked to the iterative nature of the algorithm. Indeed, the number of iterations required by the labeling procedure to converge reaches the highest value when foreground density is about 40 percent (Table 4 ). BE has a similar behavior, albeit with better performance.
The execution time of UF grows with foreground density. The reason is that each pixel thread has to perform one Union for each connected neighbor, and the number of those pixels is linked to image density. The more Union there are, the more memory accesses and atomic operations are performed.
As shown in Fig. 15 , KE and LBUF have a behavior equal to UF with densities up to 20 percent. Then, with larger connected components, KE Initialization is able to create shallower equivalence trees, and LBUF is able to create long lines of equivalent labels, again reducing the tree traversals required later. While using different strategies, KE and LBUF have similar trends with respect to pixels density, both largely improving on UF at high densities.
BUF has a similar trend to UF, since it inherits its basic behavior. The adoption of a block-based approach, anyway, allows to decrease the amount of atomic operations and memory accesses, drastically reducing the total execution time. At 80 percent density and above, the high number ot
Union operations makes BUF slower than BE. Anyway, such density values are rather uncommon in real cases.
The execution times of BUF and BKE are very similar for low density images. Then, BKE has a decreasing trend after 40 percent. In fact, after that value large connected components start to appear, and the effect of the improved Initialization can be especially appreciated. The relationships between the algorithms remain the same as the granularity grows, but curves tend to be flatter.
For the sake of completeness, the results of tests over randomly generated three-dimensional volumes are reported as well, in Fig. 17 . The same considerations drawn for the two-dimensional case can be applied.
Finally, Fig. 16 compares the proposed strategies to a state-of-the-art CPU-based CCL algorithm (DRAG [18] ) on Tobacco800 dataset. In this scenario, differently from the other results reported in the manuscript, both the input and the output images are in the host memory. Therefore, the elapsed time of the GPU algorithms includes the allocation/ deallocation of GPU data structures, the allocation of the output image in CPU, and the data transfers between host and device memory. On the other hand, the CPU algorithm includes only the allocation of the output image and the required data structures. When considering only the Global Labeling, GPU algorithms have a speed-up between 3:2Â and 3:7Â. Anyway, given the extremely high transfer time between host and device, a CLL GPU algorithm is preferable to a CPU one only as part of a GPU pipeline.
CONCLUSION
In this paper, the problem of GPU-based Connected Components Labeling in binary images and volumes has been addressed. Two new algorithms have been proposed, Blockbased Union Find (BUF) and Block-based Komura Equivalence (BKE), which have been obtained by combining existing strategies with a block-based approach, to considerably reduce the number of memory accesses and consequently improve time performance.
Experiments on a wide selection of both real case and synthetically generated datasets confirm that our proposals represent the state-of-the-art for GPU-based connected components labeling. The datasets cover most of the fields where CCL is commonly used, and allow to evaluate the correlation of performance to specific characteristics of the input. Among the two proposals, BKE demonstrated superior performance in every test case, except for images with very low density. In fact, on random images, BUF has better performance than BKE for density below 5 À 10, depending on the granularity. Moreover, a public benchmarking framework for sequential CCL algorithms, YACCLAB, has been extended with added functionalities, such as the possibility of evaluating GPU algorithms alongside CPU ones. Additionally, its collection of datasets has been enriched with new real case and synthetic datasets of three-dimensional volumes.
