Abstract. A group is called capable if it is a central factor group. We consider the capability of nilpotent products of cyclic groups, and obtain a generalization of a theorem of Baer for the small class case. The approach is also used to obtain some recent results on the capability of certain nilpotent groups of class 2. We also establish a necessary condition for the capability of an arbitrary p-group of class k, and some further results.
Introduction
In his landmark paper on the classification of finite p-groups [11] , P. Hall made the following remark: ' The question of what conditions a group G must fulfil in order that it may be the central quotient group of another group H, G G H=ZðHÞ, is an interesting one. But while it is easy to write down necessary conditions, it is not so easy to be sure that they are su‰cient. ' Following M. Hall and Senior [10] , we make the following definition: Definition 1.1. A group G is said to be capable if and only if there exists a group H such that G G H=ZðHÞ; equivalently, if and only if G is isomorphic to the inner automorphism group of a group H.
Capability of groups was first studied by Baer in [3] , where, as a corollary of some deeper investigations, he characterized the capable groups that are direct sums of cyclic groups. Capability of groups has received renewed attention in recent years, thanks to results of Beyl, Felgner, and Schmid [5] characterizing the capability of a group in terms of its epicenter, and work of Ellis [6] describing the epicenter in terms of the non-abelian tensor square of the group. The epicenter was used in [5] to characterize the capable extra-special p-groups; and the non-abelian tensor square was used in [1] to characterize the capable 2-generator finite p-groups of odd order and class 2.
While the non-abelian tensor product has proven very useful in the study of capable groups, it has limitations. At the end of [1] , for example, the authors note that their methods require 'very explicit knowledge of the groups' in question.
Here we use 'low-tech' methods to obtain results on capability of finite p-groups. They rely only on commutator calculus, and so may be more susceptible to extension than results that require explicit knowledge of the non-abelian tensor square of a group. In particular, we will prove a generalization of Baer's theorem characterizing the capable direct sums of cyclic groups, to the k-nilpotent products of cyclic pgroups for k < p and for k ¼ p ¼ 2.
One weakness in our results should be noted explicitly: Baer's theorem fully characterizes the capable finitely generated abelian groups, because every finitely generated abelian group is a direct sum of cyclic groups. Our generalization does not provide a result of similar reach, because whenever k > 1 there exist finite p-groups of class k that are not k-nilpotent products of cyclic p-groups, even if we restrict to p > k. On the other hand, every finite p-group of class k is a quotient of a knilpotent product of cyclic p-groups, and some progress can be made from this starting point.
The paper is organized as follows. In Section 2 we present the basic definitions and notation. We proceed in Section 3 to establish a necessary condition for capability which extends an observation of P. Hall. In Section 4, we first describe the center of a k-nilpotent product of cyclic p-groups, where p is a prime satisfying p d k, and then use this description to prove Theorem 4.5, the promised generalization of Baer's theorem. In Section 5 we characterize the capable 2-nilpotent products of cyclic 2-groups. Then in Section 6 we use our results on capable 2-nilpotent products of cyclic p-groups to derive a characterization of the capable 2-generated nilpotent p-groups of class 2 for p an odd prime (recently obtained through di¤erent methods by Bacon and Kappe [1] ), and to prove other related results, to illustrate that our methods may be useful in further investigations.
The main results are Theorem 3.12, giving a necessary condition for capability of a finite p group of class k, and Theorems 4.5 and 5.2, characterizing the capable k-nilpotent products of cyclic p-groups for p > k and for k ¼ p ¼ 2.
Definitions and notation
All maps will be assumed to be group homomorphisms. All groups will be written multiplicatively, unless we explicitly state otherwise.
Let G be a group. The center of G is denoted by ZðGÞ and the identity element of G by e. Let x A G. We say that x is of exponent n if and only if x n ¼ e; we say x is of order n > 0 if and only if x n ¼ e and x k 0 e for all k, 0 < k < n. The commutator ½x; y of two elements x; y is defined by ½x; y ¼ x À1 y À1 xy; given two subsets (not necessarily subgroups) A; B of G, we let ½A; B be the subgroup generated by all elements of the form ½a; b, with a A A and b A B.
The lower central series of G is the sequence G 1 ; G 2 ; . . . of subgroups defined by G 1 ¼ G, G nþ1 ¼ ½G n ; G. We say that G is nilpotent of class (at most) n if and only if G nþ1 ¼ feg; we will often drop the words 'at most.' Note that G is nilpotent of class n if and only if G n H ZðGÞ. The class of nilpotent groups of class at most k is denoted by N k ; it is a variety of groups (see Neumann [18] ).
All of our commutators are left-normed, so that ½a 1 ; a 2 ; a 3 ¼ ½½a 1 ; a 2 ; a 3 , etc.
The following properties of the lower central series are well known (see for example [9] ). Definition 2.1. Let g A G, g 0 e. We define W ðgÞ by setting W ðgÞ ¼ k if and only if g A G k and g B G kþ1 . We set W ðeÞ ¼ y.
Proposition 2.2. Let G be a group.
(i) For all a; b A G, W ð½a; bÞ d W ðaÞ þ W ðbÞ.
(iv) The following variant of the Jacobi identity holds: ½a; b; c½b; c; a½c; a; b 1 e ðmod G W ðaÞþW ðbÞþW ðcÞþ1 Þ:
The following identities may be verified by direct calculation: ½xy; z ¼ ½x; z½x; z; y½ y; z ð 2:1Þ Nilpotent product of groups. The nilpotent products of groups were introduced by Golovin [8] in a general context as examples of regular products of groups. Our definition will be restricted to the situation in which we are interested.
where F is the free product A 1 Ã Á Á Á Ã A n of the groups A i and F kþ1 is the ðk þ 1Þst term of the lower central series of F .
Note that the '1-nilpotent product' is simply the direct sum. Also, if each group A i is in N kÀ1 and G is the k-nilpotent product of the groups A i , then the ðk À 1Þ-nilpotent product of the groups A i is isomorphic to G=G k .
The use of the coproduct notation does not appear to be standard in this context, but there is a good reason to use it: the k-nilpotent product as defined above is the coproduct (in the sense of category theory) in the category N k .
Basic commutators. The collection process of M. Hall gives normal forms for relatively free groups in N k , and in some other special cases. Basic commutators are essential in this development. Their definition varies in the literature (and sometimes even within the same work: cf. [9, §11.1] and [9, §12.3] ). We shall use the definition in [9, §12.3] , where the ordering of commutators of weight n > 1 is given by letting ½x 1 ; y 1 < ½x 2 ; y 2 if and only if y 1 < y 2 or y 1 ¼ y 2 and x 1 < x 2 (lexicographically from right to left); here ½x 1 ; y 1 and ½x 2 ; y 2 are basic commutators of weight n.
For an exposition of the collection process, we direct the reader to [9, Chapter 11] . The main consequences are Hall's basis theorem [9, Theorem 11.2.4] and the collection formulas [9, §12.3] . We will use a slightly more precise version of the collection formulas in Section 3 below. We will also use later on a special case of the generalization of the basis theorem due to Struik [19, Theorem 3] ; it states that if we take the k-nilpotent product of n cyclic p-groups generated by x 1 ; . . . ; x n where p d k, then there is a normal form for the elements as products Q c a i i , where c 1 < c 2 < Á Á Á are the basic commutators on the x i of weight less than or equal to k, and the exponent a i is taken modulo the smallest of the orders of the generators that appear in the full expression of c i .
A corollary of this result is that if F is the k-nilpotent product of cyclic p-groups and p d k, then F i =F iþ1 is abelian with basis given by the basic commutators of weight exactly i, for i ¼ 1; . . . ; k.
A necessary condition
In this section we give a necessary condition for capability of finite p-groups based on the orders of the elements on a minimal generating set. In the case of small class (that is, when G is a p-group with G A N k and p > k), the condition reduces to an observation which goes back at least to P. Hall [11] (see the penultimate paragraph on pp. 137). Although Hall only considers bases in the sense of his theory of regular p-groups, his argument is essentially the same as the one we present. Hall's result may not be well known, since it is only mentioned in passing; see for example [1, Theorem 4.4] .
We begin by recalling three consequences of the collection process: with the understanding that we will only do this in a nilpotent group so that the formula makes sense. The main idea in our development is as follows: if we know that ½z; y p i centralizes h y; zi in a group G A N k , for some prime p and all integers i greater than or equal to a given bound a, then we want to prove that a commutator of the form ½z p n ; y is equal to ½z; y p n . To accomplish this, we observe that a basic commutator of weight k will have exponent p a , since we may simply use Lemma 3.4 and Proposition 2.2 (ii) to pull the exponent into the second entry of the bracket. An arbitrary commutator of weight k will also have the same exponent, since G k is abelian. For a basic commutator of weight k À 1 we may use (3.3 0 ) and deduce that a su‰ciently high power of p will again yield the trivial element, by bounding below the power of p that divides the exponents f i ð p n Þ. Then we apply Lemma 3.3 to deal with an arbitrary element of G kÀ1 . Continuing in this way, we can show that h y; zi 3 is of exponent p M for some M, and we will obtain the desired result by applying Lemma 3.1 to ½z . Most of the e¤ort will go into estimating how large this 'large N' has to be for everything to work.
If p is a prime and a is a positive integer, we let ½a p denote the exact p-divisor of a; that is, we say that ½a p ¼ r if p r divides a and p rþ1 does not divide a. Formally, we set ½0 p ¼ y. A classical theorem of Kummer implies that if a is a positive integer and 0 < a c p n then
Recall that if x is a real number, then bxc denotes the floor of x, the largest integer smaller than or equal to x.
Proposition 3.5. Let p be a prime, n a positive integer, and m an integer with 0 < m c p n . If a 1 ; . . . ; a m are integers, then
where d is the smallest integer such that where w A f y; zg, and ½z; y; w; c 4 ; . . . is a basic commutator of weight k. Since hy; zi k is abelian and generated by the basic commutators, this proves the first part of the statement. Now let c A hy; zi kÀ1 be a basic commutator of weight exactly k À 1, and let N d a. Expressing c in the form given in (3.5), say c ¼ ½z; y; w; c r ; . . . with w A f y; zg, then from (3.3 0 ) and our assumption we have 
where all elements v i are of weight k. The corresponding exponents are of the form
By Proposition 3.5, this expression is divisible by p NÀblog p ð2Þc , and so whenever N d a þ blog p ð2Þc, we have c p N ¼ e. Therefore every basic commutator of weight exactly k À 1 is of exponent p aþblog p ð2Þc . Since k > 2, G kÀ1 is abelian as well; as every generator is of exponent p aþblog p ð2Þc , the lemma is now proven by noting that
We will need the following technical lemma: Lemma 3.7. Let k and n be positive integers, with n > 1. Then
Proof. Fix k and n; we may assume that k d n À 1. Let
The function f ðsÞ is piecewise strictly decreasing on ½1; k, and continuous from the right at every point. So the maximum of f ðsÞ on ½1; k will be achieved at s ¼ 1, or at a point where f ðsÞ is not continuous. The points of discontinuity are the points of the form s ¼ n r À 1 where 1 c r c blog n ðk þ 1Þc. At s ¼ 1, we have
with equality if and only if n ¼ 2. At the points of discontinuity we have
with equality if and only if r ¼ 1. Thus the maximum value of f ðsÞ is equal to k=ðn À 1Þ, always achieved at s 0 ¼ n À 1. The result now follows by taking b f ðsÞc. 
where w A f y; zg, c 4 ; . . . ; c r are basic commutators in z and y, and the elements v i are commutators in z; y; w; c 4 ; . . . ; c r ; we know that each of z; y; w; c 4 ; . . . ; c r appears at least once in each v i , and that we may express the weight of v i in z; y; w; c 4 ; . . . ; c r as r þ s for some positive integer s. We conclude that if the weight of v i in z; y; w; c 4 ; . . . ; c r is r þ s, then W ðv i Þ d ðk À mÞ þ s. In particular, we consider only those commutators with 1 c s c m.
If v i is of weight r þ s in z; y; w; c 4 ; . . . ; c r , then by Lemma 3.2 we have
Therefore f i ð p N Þ is divisible by p NÀblog p ðsþ1Þc . Since v i A hy; zi ðkÀðmÀsÞÞ , by the induction hypothesis we know that v
By Lemma 3.7, the largest of these values is a þ bm=ð p À 1Þc, so that the basic commutators of weight exactly m À k are of exponent p aþbm=ð pÀ1Þc , as desired. Now take an arbitrary element c of h y; zi ðkÀmÞ , and write c ¼ d
If u i is of weight s in the elements d j , then it lies in h y; zi kÀðmÀðsÀ1ÞðkÀmÞÞ , and so by the induction hypothesis it is of exponent p l where
By (3.2) and Proposition 3.5 we have that f i ð p N Þ is a multiple of p NÀblog p ðsÞc ; thus we can guarantee that u
Since s d 2 and k À m d 3, it is clear that this value will be no larger than a þ bm=ð p À 1Þc by Lemma 3.7, and so we conclude that any element of h y; zi ðkÀmÞ is of exponent p aþbm=ð pÀ1Þc , as claimed. 
Proof. Applying Lemma 3.1 to ½z p N ; y we have
where v 1 ; v 2 ; . . . are the basic commutators of weight at least 2 in z and ½z; y. If v i is of weight s d 2 in z and ½z; y, then
and we know that v i A hy; zi sþ1 . By Theorem 3.8 the element v
This must hold for s ¼ 2; . . . ; k. We set s 0 ¼ s À 1 and rewrite the above inequality in the form
with s 0 ¼ 1; . . . ; k À 1. By Lemma 3.7, the largest value that the right-hand side takes is a þ bðk À 1Þ=ð p À 1Þc. This proves that ½z
The proof that ½z; y 
Proof. Since H is generated by y 1 ; . . . ; y r and central elements, it is su‰cient to prove that ½y Thus we may apply Theorem 3.9 to conclude that ½y The necessary condition is now immediate: Theorem 3.12 (P. Hall [11] for k < p). Let G be a nilpotent p-group of class k, with k d 1 and p a prime. Furthermore, let fx 1 ; . . . ; x r g be a generating set for G with x i of order p a i , where a 1 c a 2 c Á Á Á c a r . If G is capable, then r > 1 and
Proof. Since a center-by-cyclic group is abelian, the necessity of r > 1 is clear. So assume that G is capable, and r > 1. Let H be a p-group of class k þ 1 such that G G H=ZðHÞ. Let y 1 ; . . . ; y r be elements of H that project onto x 1 ; . . . ; x r , respectively. Then Lemma 3.11 gives the condition on a r , proving the theorem.
Remark 3.13. If G is of small class then bðk À 1Þ=ð p À 1Þc ¼ 0, and so Theorem 3.12 says that a r c a rÀ1 ; therefore when k < p the necessary condition becomes 'r > 1 and a r ¼ a rÀ1 .' This is Hall's observation in [11] , applied to a minimal generating set.
The obvious question to ask is whether the inequality is tight. It is clearly best possible if k < p. An easy case to consider for k d p is p ¼ 2. In this case, the dihedral group of order 2 kþ1 is of class k, minimally generated by an element of order 2 and an element of order 2 k ; and its central quotient is isomorphic to the dihedral group of order 2 k . Thus the inequality is tight for all k when p ¼ 2. The case of k d p > 2 is more di‰cult, but once again there is a 2-generator capable group where the equality holds, with one generator of order p. This is shown in [17] . These considerations lead to the following proposition.
Proposition 3.14 ([17]
). For every k d 1 and every prime p there exists a capable pgroup of class k, minimally generated by an element of order p and an element of order p 1þbðkÀ1Þ=ð pÀ1Þc . In particular, the bound in Theorem 3.12 is best possible.
k-nilpotent products of cyclic p-groups, k H p
In this section we describe the center of a k-nilpotent product of cyclic p-groups in the case k c p; as a result of this description, we will prove the promised generalization of Baer's theorem for the small class case. The description is proven by induction on k, and we will need to handle the case k ¼ 2 explicitly.
Lemma 4.1. Let p be a prime and C 1 ; . . . ; C r be cyclic p-groups generated by x 1 ; . . . ; x r , respectively, with p a i the order of x i and 1 c a 1 c Á Á Á c a r . Let
Proof. A theorem of MacHenry [14] shows that the cartesian ½B; A of A q N 2 B, with A; B A N 2 , is isomorphic to B ab n A ab , the isomorphism being the one that sends ½b; a to b n a. Using the universal property of the coproduct, we map G to C i q N 2 C r to conclude that C i V ZðGÞ ¼ feg for i ¼ 1; . . . ; r À 1. Considering C rÀ1 q N 2 C r , we also obtain that C r V ZðGÞ ¼ hx p a rÀ1 r i, proving our claim.
We will also need two observations on basic commutators: Lemma 4.2. Let F be the free group on x 1 ; . . . ; x r . Let ½u; v be a basic commutator in x 1 ; . . . ; x r , and assume that ½u; v has weight k d 2.
(i) If v c x r , then ½u; v; x r is a basic commutator in x 1 ; . . . ; x r .
(ii) If v > x r , then ½u; v; x r 1 ½v; x r ; u À1 ½u; x r ; v ðmod F kþ2 Þ. In addition, both ½v; x r ; u and ½u; x r ; v are basic commutators in x 1 ; . . . ; x r .
Proof. Assertion (i) follows from the definition of basic commutators, as does the claim in assertion (ii) that ½v; x r ; u and ½u; x r ; v are basic commutators. The congruence in (ii) follows from Proposition 2.2 (iv). Proof. It is easy to verify that if ½u i ; v i 0 ½u j ; v j , then d i ; f i ; d j ; f j will be pairwise distinct, except perhaps in the case where f i ¼ f j ¼ e. Thus in the expression given for ½g; x r , all terms are either powers of the identity or powers of pairwise distinct basic commutators. That the expression is indeed equal to ½g; x r follows from Proposition 2.2 (ii).
We are now ready to prove our result: Theorem 4.4. For a positive integer k and a prime p with p d k, let C 1 ; . . . ; C r be cyclic p-groups generated by x 1 ; . . . ; x r respectively, with x i of order p a i , and assume that
Proof. That the center contains the right-hand side follows from Lemma 3.11 and the properties of a k-nilpotent product. To prove the other inclusion, we proceed by induction on k. The result is trivially true for k ¼ 1, and Lemma 4.1 gives the result for k ¼ 2.
Assume that the result is true for the ðk À 1Þ-nilpotent product of the groups C i , where 2 < k c p, and let K ¼ C 1 q N kÀ1 Á Á Á q N kÀ1 C r ; that is, K ¼ G=G k . By the induction hypothesis, ZðKÞ ¼ hx Except for some f i which are trivial, the precise ordering of the remaining terms, and the exponents for the d i corresponding to v i > x r , this is already in normal form. The ordering of the non-trivial basic commutators is immaterial, since the elements d i and f j commute pairwise; and for those d i corresponding to v i > x r , we simply add the corresponding power of p to the exponent Àb i to obtain an exponent in the correct range (see [19, Theorem 3] ). The expression is then in normal form, so that this product can only be the trivial element if b i ¼ 0 for i ¼ 1; . . . ; n. This proves that g ¼ e, and so proves the theorem.
We now have the desired generalization:
Theorem 4.5 (Baer [3] for k ¼ 1). For k a positive integer and p a prime with p > k, let C 1 ; . . . ; C r be cyclic p-groups generated by elements x 1 ; . . . ; x r respectively, of orders p a 1 ; . . . ; p a n with 1 c
Proof. Necessity follows from Theorem 3.12. For su‰ciency, let
Since a rÀ1 ¼ a r , we have ZðKÞ ¼ K kþ1 from Theorem 4.4, so that K=ZðKÞ ¼ K=K kþ1 G G, as desired.
Remark 4.6. Baer's original theorem is not restricted to finitely generated groups or to torsion groups. It may be stated as follows:
Baer's Theorem (Corollary to Existence Theorem in [3] ). A direct sum G of cyclic groups (written additively) is capable if and only if it satisfies the following conditions:
(i) if the rank of the quotient group G=T of G modulo its torsion subgroup T is 1, then the orders of the elements in T are not bounded;
(ii) if G is a torsion group and the rank of ð p iÀ1 GÞ p =ð p i GÞ p is 1, then G contains elements of order p iþ1 , for all primes p, where kG ¼ fkx j x A Gg, and H p ¼ fh A H j ph ¼ 0g for any subgroup H of G.
One can prove Baer's theorem using our methods and the 2-nilpotent product. A complete description of the multiplication table for the 2-nilpotent product is given by Golovin in [7] . The proof of Baer's Theorem is then straightforward, and only complicated by the notation needed to consider infinite direct sums.
The case k F p F 2
In this section we consider the smallest case not covered by our investigations so far:
In this instance, Theorem 3.12 gives the condition a r c a rÀ1 þ 1. We will prove that the condition is also su‰cient for the case of the 2-nilpotent product of cyclic 2-groups.
As before, we start by examining the center of a 3-nilpotent product of cyclic 2-groups. Such a product was considered in detail by Struik in [19] , [20] . To obtain uniqueness in the normal form, we must replace the basic commutators ½z; y; z and ½z; y; y with commutators ½z 2 ; y and ½z; y 2 , respectively, and adjust the ranges of the exponents accordingly. The normal form result with these changes is described in [19, Theorem 4] ; explicitly, it states that if C 1 ; . . . ; C r are cyclic groups generated by x 1 ; . . . ; x r respectively, and if the order of x i is 2 a i for 1 c a 1 c Á Á Á c a r , then every element g of the 3-nilpotent product of the groups C r may be written uniquely in normal form as follows:
where g i ; g jik and g kij are integers modulo 2 a i ; g ji is an integer modulo 2 a i þ1 ; g jii is an integer modulo 2 a i À1 ; and g jij is an integer modulo 2 a i À1 if a i ¼ a j , and modulo 2 a i if a i < a j .
Struik also provides multiplication formulas in [19, pp. 453 ], which may be verified by applying the collection process. However our choice of basic commutators di¤ers slightly from hers, and so the formulas in [19] do not apply directly. It is straightforward to do the necessary conversions. In any case we will not need the multiplication formulas here.
To simplify notation we set a ¼ a rÀ1 . Let G be as above; we want to determine the center of G. Clearly G 3 H ZðGÞ, and from Lemma 3.11 we know that x here we have used the identity ½x j ; x i ; x j ¼ ½x j ; x i À2 ½x 2 j ; x i , which may also be obtained from (2.3). Since a ¼ a rÀ1 < a r , the order of ½x 2 r ; x rÀ1 is 2 a , and so this commutator is not trivial. Therefore x 2 a rÀ1 r is not central, but its square is, giving once again the inclusions claimed. Now let g A ZðGÞ; multiplying by suitable powers of x r and of commutators of the form ½x j ; x i ; x k and ½x k ; x i ; x j we may assume that
We first take the commutator of g with x r ; from (2. For j < r, we conclude that g ji þ 2g jij þ 2g jii 1 0 ðmod 2 a i Þ. If j ¼ r we again use the identity ½x r ; x i ; x r ¼ ½x r ; x i À2 ½x 2 r ; x i and conclude that
by looking at the exponent of ½x r ; x i in the resulting expression. So in any case we conclude that
Conversely, it is easy to verify that if g as above satisfies this condition, then it is necessarily central in G. We obtain the following result:
Theorem 5.1. Let C 1 ; . . . ; C r be cyclic groups, generated by elements x 1 ; . . . ; x r respectively; assume that the order of x i is 2 a i and that
and write a ¼ a rÀ1 . Then g A ZðGÞ if and only if it can be written in normal form as follows:
where g r 1 0 ðmod 2 aþ1 Þ, and r ji 1 0 ðmod 2 a i Þ, where r ji ¼ g ji þ 2g jii þ 2g jij . Therefore
With a description of the center, we can now easily derive the characterization of the capable 2-nilpotent products of cyclic 2-groups: Theorem 5.2. Let C 1 ; . . . ; C r be cyclic 2-groups generated by x 1 ; . . . ; x r , respectively, where x i has order 2 a i , and assume that 1 c a 1 c Á Á Á c a r . Let
Then G is capable if and only if r > 1 and a r c a rÀ1 þ 1.
Using then the description of the center at the end of Theorem 5.1 it is easy to verify that K=ZðKÞ G G, and so G is capable.
The preceding theorem suggests the following question:
Question 5.3. Is the k-nilpotent product of r cyclic p-groups capable if and only if r > 1 and
As we have seen, the answer is yes when k < p, and when k ¼ p ¼ 2.
Further applications
As we noted in the Introduction, one weakness of Theorems 4.5 and 5.2 is that whereas the 1-nilpotent product of cyclic groups covers all finitely generated abelian groups, the case k d 2 does not do the same for the finitely generated nilpotent groups of class k. However our results can be used as a starting point for discussing capability of more general p-groups. A recent result of Bacon and Kappe [1] characterizes the capable 2-generated nilpotent p-groups of class 2 with p odd, using the non-abelian tensor square. We can recover their result using our techniques, and obtain slightly more.
In [2, Theorem 2.4], the authors classify the finite 2-generator p-groups of class 2, for p an odd prime. With a view towards their calculations of the non-abelian tensor square, they divide the groups into three families. We will divide them up di¤erently and coalesce their treatment into a single presentation.
Let G ¼ ha; bi be a finite non-abelian 2-generator p-group of class 2 with p an odd prime. Then G is isomorphic to the group with presentation
Under these restrictions, the choice is uniquely determined.
Taking s ¼ g, we obtain the groups in Bacon and Kappe's first family, which one might call the 'coproduct type' groups (since they are obtained from the nilpotent product hai q N 2 hbi by taking the quotient modulo a power of ½a; b, and are the coproduct in a suitably chosen subvariety of N 2 ). Taking s ¼ 0, we obtain the split meta-cyclic groups, which are the second family in [2] . The cases 0 < s < g correspond to their third family.
The result in [1] is that a 2-generated group with presentation as in (6.1) with s ¼ 0 or s ¼ g is capable if and only if a ¼ b. The condition is also both necessary and su‰cient for the remaining case with 0 < s < g (in this case, [1] contains an error which the authors are in the process of correcting [13] ).
Thus, in the case of 2-generated p-groups of class 2 with p an odd prime, Baer's condition is both necessary and su‰cient, just as for finite abelian groups.
Although we could prove the result for all three families at once, we consider two cases, in order to prove slightly more for the case where s ¼ g.
Let p be an odd prime and C 1 ; . . . ; C r be cyclic p-groups generated by x 1 ; . . . ; x r respectively, with x i of order p a i and 1 c a 1 c a 2 c Á Á Á c a r . Let
For each pair j; i, let b ji be a positive integer less than or equal to a i , and set
Theorem 6.1. The group G defined in the previous paragraph is capable if and only if r > 1 and a rÀ1 ¼ a r .
Clearly H will not do, and we need to take a quotient of H such that, in the resulting group, ½x j ; x i b ji is central. To that end, we let M be the subgroup of H generated by all elements of the form ½x j ; x i ; x k b ji with 1 c i < j c r, and k arbitrary. In terms of the basic commutators, this means that the generators are the elements ½x j ; x i ; x k b ji for k d i, and the elements
It is easy to verify that all elements of H=M have normal form as in [19, Theorem 3] , and that the multiplication of these elements uses the same formulas as those in H, except that the exponents of the basic commutators of weight 3 are now taken modulo the adequate b ji instead of the old moduli. Proceeding now as in the proof of Theorem 4.4, one proves that the center of H=M is generated by the third term of the lower central series, the image of x Proof. Necessity once again follows from Theorem 3.12; so we only need to prove su‰ciency. The idea is to construct the obvious witness to the capability, by starting with the 3-nilpotent product of two cyclic groups of order p a , generated by x and y; 2.3], one shows that hai V hb 0 i ¼ feg, and then following the argument in [2, Theorem 2.4], one verifies easily that m and n are equal to a and b (in some order) in the presentation given in (6.1). So we obtain the following result: Corollary 6.3. Let p be an odd prime and let G be a non-cyclic 2-generator finite pgroup of class at most 2. Let a and b be the two largest type invariants of G. Then G is capable if and only if a ¼ b.
At this point, it is natural to ask whether the necessary condition of Theorem 3.12 is also necessary for the case of nilpotent groups of class 2, as it was for abelian groups (at least, for an odd prime and a suitable choice of minimal generating set). Unfortunately, the answer to that question is no.
Recall that a p-group G is extra-special if and only if G 0 ¼ ZðGÞ, jG 0 j ¼ p, and G ab is of exponent p. and G 2 H ZðGÞ, is not capable, and is minimally generated by four elements of exponent p. Thus the necessary condition is not su‰cient in general for groups in N 2 . An independent proof that G is not capable together with some other applications using our methods for groups of exponent p and class 2 appears in [15] . For now, we note that the nilpotent product can be used to produce a natural candidate for a witness to the capability of a given finite nilpotent p-group G. Let G be a finite nilpotent group of class k > 0, minimally generated by elements x 1 ; . . . ; x r . Let w 1 ðx 1 ; . . . ; x r Þ; . . . ; w n ðx 1 ; . . . ; x r Þ be words in x 1 ; . . . ; x r that give a presentation for G, that is, G ¼ hx 1 ; . . . ; x r j w 1 ðx 1 ; . . . ; x r Þ; . . . ; w n ðx 1 ; . . . ; x r Þi:
Let h y 1 i; . . . ; h y r i be infinite cyclic groups, let K ¼ h y 1 i q N kþ1 Á Á Á q N kþ1 h y r i, and let N be the normal closure hw 1 ð y 1 ; . . . ; y r Þ; . . . ; w n ð y 1 ; . . . ; y r Þi K of the subgroup generated by the words evaluated at y 1 ; . . . ; y r . Finally, let M ¼ ½N; K . Proof. It su‰ces to prove the 'only if ' part. Note that the map that sends the elements y 1 ; . . . ; y r to x 1 ; . . . ; x r respectively gives a well-defined map from K to G, and that K=hN; K kþ1 i G G; since M J N we have ðK=MÞ=hNM; K kþ1 Mi G G;
