Abstract. To address the issue that current traffic monitoring system needs to automatically detect the objects on the road, a fast vehicle detection method was proposed. Applied the YOLO framework, this paper considered the vehicle detection as a regression problem of vehicle location prediction and classification prediction. Under the precondition of guaranteeing accuracy, the structure of convolution neural network (CNN) is optimized to speed up the detection. The vehicle model CarNet was trained on a dataset containing a large number of road vehicle sample images. The experimental results show that with this method vehicle in video can be detected quickly even on a computer without GPU. The method also shows good robustness and high precision.
Introduction
Nowadays with the rapid development of modern society, the Intelligent Transportation Systems has clearly played a significant part in urban traffic. To observe the real-time road condition or to give the alarm when the abnormal traffic incident occurs, it is urgent to detect the vehicle based on monitoring video.
In the traditional video based vehicle detection system, the method based on motion information is developed such as background difference method [1] and so on. These methods extract the vehicle from the image by the difference between the color, shape and motion of the vehicle and the background. They're sensitive to the environmental changes and interference factors and the results are not stable. In recent years, many scholars have made new attempts with machine-learning methods. But specific features can only be applied for a specific task and the generalization ability of these methods is not good enough. As the development of deep learning, object detection has entered a new stage. In 2014 Girshick presented R-CNN [2] , which extracted region proposal of input, compute CNN features and classify region. Fast R-CNN [3] , Faster R-CNN [4] and a series of improved algorithm achieve outstanding results on ImageNet [5] . In contrast to the above methods which divided detection into region prediction and class prediction, J. RedMon and Girshick have proposed a fast object detection method YOLO (You Only Look Once) [6] . YOLO considered the task as regression problem. It applied a single neural network to the full image and directly predicted the bounding boxes and probabilities for each region. YOLO achieved end-to-end object detection. With GPU it processes 155 frames per second while still achieving state-of-the-art mAP.
In practical application, vehicle detection needs to process the video located everywhere and it is impossible to equipped every camera with a server with GPU for real-time vehicle detection. As YOLO is state-of-the-art and real-time, our system detect with this framework. Furthermore, this paper optimizes and trains a new CNN model CarNet. The detection system can realize real-time analysis on a compute without GPU and get good accuracy.
Design of Vehicle Detection System

Process of Detection
The detection is based on the Darknet which is an open source in C [7] . The framework proposed by J.RedMon looks at the whole picture so the predictions can be informed by context in the picture.It begins to divide the image into S×S grid cell. If the center of an object falls into a grid, the grid is responsible for detecting the object. Each grid predicts B bounding boxes and each box contains 5 parameters. (X, Y) means the center of related bounding box, (W, H) is the width and height of the bounding box and Pr(Object) is predicted the intersection over union (IOU) between the box and any ground truth. Each grid cell also contains C class probabilities, Pr (Class|Object). These probabilities are showed the confidence of the grid cell containing an object. The final prediction is a S×S×(B×5+C) tensor. Pr (Class), the class probability of a grid pridects object, equals Pr (Class|Object)×Pr(Object). Finally, we set a threshold, filtrate boxes with the non-maximum suppression (NMS) and then we can get the bounding boxes of dectected objects.
Design of Network
J. Redmon designed a CNN with 24 convolution layers based on GoogleNet [8] . He also trained a accelerated network Tiny-yolo with 8 layers [6] . On the basis of Tiny-yolo, this paper proposed CarNet which consists of 9 convolution layers(C), 4 max-pooling layers(S) and a fully-connected layers(F). CarNet contains 9 layers for a certain accuracy. The Leaky-relu function is used to activate the neurons after every convolution layer and max-pooling layer. One fully connected layers is set up before the output layer for feature connection.
In vehicle detection, it is necessary to reduce the computational amount of CNN as much as possible. Cong [9] proved that more than 90% computing resources is to calculate convolution in the convolution layer. The key to improve the detection speed is to fine-ture the convolution layer. There are some strategies used in the parameter adjustment. Replacing some 3×3 layers with 1×1, and reducing the input parameters of 3×3 layer. Lin [10] first used the 1×1 layer and proved that 1×1 layer can add non-linear activation and decrease the parameter of network without losing accuracy. The strategy is also applied in popular networks such as VGG16 [11] .
After the experiment, we reduce the number of each convolution layer and the channels of convolution layer with acceptable accuracy. The detail of each layer are are shown in Table. 1. As shown in Table. 1, CarNet makes convolution multiplication about 122M times and the network completes a forward-propagation required the floating-point operation of 244M times. As shown in Table. 2, compared to AlexNet [12] and VGG16 [11] , CarNet greatly reduce the amount of computation, which is only about 1/10 of the Tiny-yolo [6] , so that it can be run on a computer without GPU.
Results and Analysis
We train CarNet on a dataset with about 30,000 images which are captured from road monitoring videos. The videos are taken in various weather conditions so that the trained model can be applied to most occasions. In order to avoid over-fitting, we make further data expansion that the exposure and saturation of images are randomly adjusted up to 1.5 times in the HSV space.
We experiment on a compute without GPU to test the performance for application. The CPU we used is Intel G640@2.8GHz and the memory is 6GB. There are 3135 RBG images for testing and none of them were for training. A summary of the detection results as shown in Table 3 . As shown in Table 3 , the CarNet processes 5 frames per second on the computer without GPU. CarNet shows better than Alexnet [12] in whether speed or accuracy. The detection speed of CarNet is 60 times faster than VGG-16 [11] but the accuracy is not good enough. The precision is partly sacrificed to reduce the amount of computation. Compared to the Tiny-yolo [6] , the improved CarNet has achieved similar detection accuracy with about one-tenth of the detection time. The results of performance show that with CarNet this method has excellent performance. Figure 2 . shows that different vehicles can be detected in different conditions with this method. But it works not very well when the vehicle object is blocked, truncated or too far to be seen clearly. Also, the bounding box locates not so accurately. As shown in Table. 4, it is known the method works well in sunny and straight way day and the recall is 91.8%. Weak illumination, rainy day, congestion and other complex environments will affect the detection in varying degrees.
Summary
In this paper, a fast method is proposed for vehicle detection on road monitoring. This method optimizes and trains a new CNN named CarNet for detection. We also collect over 30,000 images from road monitoring video as dataset for training and testing. Experimental results show that the method can process 5 images per second on a computer without GPU and have good robustness in different conditions. Compared to Tiny-yolo [6] , CarNet has achieved similar accuracy with ten times processing speed. The recall is 91.8% and the precision is 85.0% on the dateset which contains 2401 straightway images. However, there are also some problems such as the small-scale object is difficult to recognize and the positioning of the vehicle bounding box is not accurate. We will continue to optimize this method to meet the requirements for application.
