The Earth Mover's Distance (EMD) is a state-ofthe art metric for comparing probability distributions. The high distinguishability offered by the EMD comes at a high cost in computational complexity. Therefore, linear-complexity approximation algorithms have been proposed to improve its scalability. However, these algorithms are either limited to vector spaces with only a few dimensions or require the probability distributions to populate the vector space sparsely. We propose novel approximation algorithms that overcome both of these limitations, yet still achieve linear time complexity. All our algorithms are data parallel, and therefore, we can take advantage of massively parallel computing engines, such as Graphics Processing Units (GPUs). The experiments on MNIST images show that the new algorithms can perform a billion distance computations in less than a minute using a single GPU. On the popular text-based 20 Newsgroups dataset, the new algorithms are four orders of magnitude faster than the state-of-the-art FastEMD library and match its search accuracy. WMD captures semantic similarity by using the concept of word embeddings in the computation of EMD. Word embeddings map words into a high-dimensional vector space such that the words that are semantically similar are close to each other. These vectors can be pre-trained in an unsupervised way, e.g., by running Google's Word2vec algorithm (Mikolov et al., 2013) on publicly available data sets. The net effect is that, given two sentences that cover the same topic, but have no words in common, traditional methods, such as cosine similarity, fail to detect the similarity. However, WMD detects and quantifies the similarity by taking the proximity between different words into account.
Introduction
Earth Movers Distance (EMD) was initially proposed in the image retrieval field to quantify the similarity between images (Rubner et al., 1998) . In the optimization theory, a more general formulation of EMD, called Wasserstein distance, has been used extensively to measure the distance between probability distributions (Villani, 2003) . In statistics, an equivalent measure is known as Mallows distance (Levina & Bickel, 2001) . This work uses the EMD measure for similary search in image and text databases.
In the text retrieval domain, an adaptation of EMD, called Word Movers Distance (WMD), has emerged as a stateof-the-art semantic similarity metric (Kusner et al., 2015) . cable to dense histograms, and 2) its accuracy decreases when comparing probability distributions with many overlapping coordinates. Our main contributions are as follows:
• We propose new distance measures that are more robust and provably more accurate than LC-RWMD.
• We show that the new measures effectively quantify the similarity between dense as well as overlapping probability distributions, e.g., greyscale images.
• We show that the new measures can be computed in linear time complexity in the size of the input probability distributions: the same as for LC-RWMD.
• We describe data-parallel implementations of the proposed distance computation algorithms and demonstrate their accuracy and runtime advantages on GPUs.
Background
EMD can be considered as the discrete version of the Wasserstein distance, and can be used to quantify the affinity between discrete probability distributions. Each probability distribution is modelled as a histogram, wherein each bin is associated with a weight and a coordinate in a multidimensional vector space. For instance, when measuring the distance between greyscale images, the histogram weights are given by the pixel values and the coordinates are defined by the respective pixel positions (see Fig. 1 (a) ).
The distance between two histograms is calculated as the cost of transforming one into the other. Transforming a first histogram into a second one involves moving weights from the bins of the first histogram into the bins of the second, thereby constructing the second histogram from the first. The goal is to minimize the total distance travelled, wherein the pairwise distances between different histogram bins are computed based on their respective coordinates. This optimization problem is well studied in transportation theory and is the discrete formulation of the Wasserstein distance.
Assume that histograms p and q are being compared, where p has h p entries and q has h q entries. Assume also that an h p × h q nonnegative cost matrix C is available. Note that p i indicates the weight stored in the ith bin of histogram p, q j indicates the weight stored in the jth bin of histogram q, and C i,j indicates the distance between the coordinates of the ith bin of p and the jth bin of q (see Fig. 1 (b) ). Suppose that the histograms are L 1 -normalized:
i p i = j q j = 1. We would like to discover a non-negative flow matrix F, where F i,j indicates how much of the bin i of p has to flow to the bin j of q, such that the cost of moving p into q is minimized. Formally, the objective of EMD is as follows:
A valid solution to EMD has to satisfy the so-called outflow (2) and in-flow (3) constraints. The out-flow constraints ensure that, for each i of p, the sum of all the flows exiting i is equal to p i . The in-flow constraints ensure that, for each j of q, the sum of all the flows entering j is equal to q j . These constraints guarantee that all the mass stored in p is transferred and q is reconstructed as a result.
Computation of EMD requires solution of a minimum-costflow problem on a bi-partite graph, wherein the bins of histogram p are the source nodes, the bins of histogram q are the sink nodes, and the edges between the source and sink nodes indicate the pairwise transportation costs. Solving this problem optimally takes cubical time complexity in the size of the input histograms (Ahuja et al., 1993) .
We would like to stress that in the framework of this work, which considers the discrete and not the continuous case of Wasserstein distances, the only requirement on the cost matrix is that it is nonnegative. Since any nonnegative cost c between two locations can be written as the p-th power of the p-th root of c for p ≥ 1, one can assume that we are dealing with a p-th Wasserstein metric (Villani, 2008) .
Relaxed Word Mover's Distance
To reduce the complexity, an approximation algorithm called Relaxed Word Mover's Distance (RWMD) was proposed (Kusner et al., 2015) . RWMD computation involves derivation of two asymetric distances. First, the in-flow constraints are relaxed and the relaxed optimization problem is solved using only out-flow constraints. The solution to the first relaxed problem is a lower bound on EMD. After that, the out-flow constraints are relaxed and a second relaxed optimization problem is solved using only in-flow constraints, Figure 2 . Quadratic-complexity RWMD computation which computes a second a lower bound on EMD. RWMD is the maximum of these two lower bounds. Therefore, it is at least as tight as each one. In addition, it is symmetric.
Finding an optimal solution to RWMD involves mapping the coordinates of one histogram to the closest coordinates of the other. Just like EMD, RWMD requires a cost matrix C that stores the pairwise distances between coordinates of p and q. Finding the closest coordinates corresponds to row-wise and column-wise minimum operations in the cost matrix (see Fig. 2 ). To compute the first lower bound, it is sufficient to find the column-wise minimums in the cost matrix, and then perform a dot product with the weights stored in p. Similarly, to compute the second lower bound, it is sufficient to find the row-wise minimums and then perform a dot product with the weights stored in q. The complexity of RWMD is given by the cost of constructing the cost matrix C: it requires quadratic time and space in the size of the input histograms. Computing the row-wise and columnwise minimums of C also has quadratic time complexity.
Linear-Complexity RWMD
When computing RWMD between only two histograms, it is not possible to avoid a quadratic time complexity. However, in a typical information retrieval system, a query histogram is compared with a large database of histograms to identify the top-K most similar histograms in the database. It is shown in (Atasu et al., 2017 ) that in such cases, the RWMD computation involves redundant and repetitive operations, and eliminating the redundancy reduces the average time complexity from quadratic to linear.
Assume that a query histogram is being compared with two database histograms. Assume also that the two database histograms have common coordinates. A simple replication of the RWMD computation would involve creation of two cost matrices with identical rows for the common coordinates. Afterwards, it would be necessary to perform reduction operations on these identical rows to compute the row-wise minimums. It is shown in (Atasu et al., 2017 ) that both of these redundant operations can be eliminated by 1) constructing a vocabulary that stores the union of the coordinates that occur in the database histograms, and 2) computing the minimum distances between the coordinates of the vocabulary and the coordinates of the query only once. Table 1 lists the algorithmic parameters that influence the complexity. Table 2 shows the complexity of RWMD and LC-RWMD algorithms when comparing one query histogram with n database histograms. When the number of database histograms (n) is in the order of the size of the vocabulary (v), the LC-RWMD algorithm reduces the complexity by a factor of the average histogram size (h). Therefore, whereas the time complexity of a brute-force RWMD implementation scales quadratically in the histogram size, the time complexity of LC-RWMD scales only linearly.
New Relaxation Algorithms
In this section, we describe improved relaxation algorithms that address the weaknesses of the RWMD measure and its linear-complexity implementation (LC-RWMD). Assume that we are measuring the distance between two histograms p and q. Assume also that the coordinates of the two histograms fully overlap but the respective weights are different (see Fig. 3 ). In other words, for each coordinate i of p, there is an identical coordinate j of q, for which C i,j = 0. Therefore, RWMD estimates the total cost of moving p into q and vice versa as zero even though p and q are not the same. This condition arises, for instance, when we are dealing with dense histograms. In other cases, the data of interest might actually be sparse, but some background noise might also be present, which results in denser histograms.
In general, the more overlaps there are between the coordinates of p and q, the higher the approximation error of RWMD is. The main reason for the error is that when coordinate i of p overlaps with coordinate j of q, RWMD does Figure 4 . Imposing capacity constraints on the edges not take into account the fact that the respective weights p i and q j can be different. In an optimal solution, we would not be moving a mass larger than the minimum of p i and q j between these two coordinates. This is a fundamental insight that we use in our improved solutions.
Given p, q and C, our goal is to define new distance measures that relax fewer EMD constraints than RWMD, and therefore, produce tighter lower bounds on EMD. Two asymmetric distances can be computed by deriving 1) the cost of moving p into q and 2) the cost of moving q into p. If both are lower bounds on EMD(p, q), a symmetric lower bound can be derived, e.g., by using the maximum of the two. Thus, we consider only the computation of the cost of moving p into q without loss of essential generality.
When computing the cost of moving p to q using RWMD, the in-flow constraints of (3) are removed. In other words, all the mass is transferred from p to the coordinates of q, but the resulting distribution is not the same as q. Therefore, the cost of transforming p to q is underestimated by RWMD. To achieve better approximations of EMD(p, q), instead of removing the in-flow constraints completely, we propose the use of a relaxed version of these constraints:
The new constraint ensures that the amount of weight that can be moved from a coordinate i of p to a coordinate j of q cannot exceed the weight q j at coordinate j. However, even if (4) is satisfied, the total weight moved to coordinate j of q from all the coordinates of p can exceed q j , potentially violating (3). Namely, (3) implies (4), but not vice versa.
When (4) is used in combination with (2), we have:
Note that we are essentially imposing capacity constraints on the edges of the flow network (see Fig.4 ) based on (5).
In the following subsections, we describe three new approximation methods. The Overlapping Mass Reduction (OMR) method imposes the relaxed constraint (4) only between overlapping coordinates, and is the lowestcomplexity and the least accurate approximation method. The Iterative Constrained Transfers (ICT) method imposes constraint (4) between all coordinates of p and q, and is the most complex and most accurate approximation method. The Approximate Iterative Constrained Transfers (AICT) method imposes constraint (4) incrementally between coordinates of p and q, and is an approximation of the ICT method. Therefore, both its complexity and its accuracy are higher than those of OMR, but lower than those of ICT.
Overlapping Mass Reduction
The OMR method imposes (4) only between overlapping coordinates. The main intuition behind OMR method is that if the coordinate i of p and the coordinate j of q overlap (i.e., C i,j = 0), a transfer of min(p i , q j ) can take place free of cost between p of q. After that, the remaining weight in p i is transferred simply to the second closest coordinate in q as this is the next least costly move. Therefore, the method computes only the top-2 smallest values in each row of C. A detailed description is given in Algorithm 1.
Algorithm 1 Optimal Computation of OMR
8:
9: else 10: return t ⊲ return transportation cost t 14: end function
Iterative Constrained Transfers
The ICT method imposes the constraint (4) between all coordinates of p and q. The main intuition behind the ICT method is that because the inflow constraint (3) is relaxed, the optimal flow exiting each source node can be determined independently. For each source node, finding the optimal flow involves sorting the destination nodes in the ascending order of transportation costs, and then performing iterative mass transfers between the source node and the sorted destination nodes under the capacity constraints (4). Algorithm 2 describes the ICT method in full detail.
Algorithm 3 describes an approximate solution to ICT (AICT), which offers the possibility to terminate the ICT iterations before all the mass is transferred from p to q. After performing a predefined number k − 1 of ICT iterations, the mass remaining in p is transferred to the k-th closest coordinates of q, making the solution approximate. 
9:
⊲ update cost 10:
end for 13:
return t ⊲ return transportation cost t 14: end function Theorem 1 establishes the optimality of Algorithm 2. Theorem 2 establishes the relationship between different distance measures. The proofs are given in Appendix. A. The complexity of the algorithms are derived in Appendix.B.
Theorem 1. (i) The flow F * of Algorithm 2 is an optimal solution of the relaxed minimization problem given by (1), (2) and (4). (ii) ICT provides a lower bound on EMD. Theorem 2. For two normalized histograms p and q:
Algorithm 3 Approximate Computation of ICT 1: function AICT(p, q, C, k) 2:
end while 12:
if p i = 0 then ⊲ if p i still has some mass 13: 
Linear-Complexity Implementations
In this section, we focus on the AICT method because 1) it is a generalization of all the other methods presented, and 2) its complexity and accuracy can be controlled by setting the number k of iterations performed. We describe a linear complexity implementation of AICT and derive its complexity bounds. Unlike the previous section, we do not assume that the cost matrix is given, but we compute the transportation costs on the fly. Our analysis takes into account the complexity of computing these costs as well.
A high-level view of the linear-complexity AICT algorithm (LC-AICT) is given in Figure 5 . LC-AICT is strongly inspired by LC-RWMD. Just like LC-RWMD, it assumes that 1) a query histogram is compared with a large number of database histograms, and 2) the coordinate space is populated by the members of a fixed-size vocabulary. Like LC-RWMD, LC-AICT eliminates the redundant and repetitive operations when comparing one query histogram with a large number of database histograms.
Suppose that the dimension of the coordinates is m and the size of the vocabulary is v. Let V be an v × m matrix that stores this information. Given a query histogram q of size h, we construct a matrix Q of size h×m that stores the coordinates of the histogram entries. Phase 1 of LC-AICT (see Fig. 6 ) performs a matrix-matrix multiplication between V and the transpose of Q to compute all pairwise distances between the coordinates of the vocabulary and the coordinates of the query. The result is a v × h distance matrix, denoted by D. As a next step, the top-k smallest distances are computed in each row of D. The result is stored in a v × k matrix Z. Furthermore, we store the indices of q that are associated with the top-k smallest distances in a v × k matrix S. We can then construct another v × k matrix W, which stores the corresponding weights of q by defining W i,l = q S i,l for i = 1, . . . , v and l = 1, . . . , k. The matrices Z and W are then used in Phase 2 to transport the largest possible mass, which are constrained by W, to the smallest possible distances, which are given by Z.
The database histograms are stored in a matrix X (see Fig. 7 ), wherein each row stores one histogram. These histograms are typically sparse. Thus, the matrix X is stored using a sparse representation, e.g., in compressed sparse rows (csr) format. For simplicity, assume that X is stored in a dense format and X u,i stores the weight of the i-th coordinate of the vocabulary in the u-th database histogram. If the histograms have h entries on average, the number of nonzeros in matrix X would be equal to nh. Phase 2 of AICT iterates the columns of Z and W and iteratively transfers weights from the database histograms X to the query histogram q. Let X (l) represent the residual mass remaining in X after l iterations, where X (0) = X. Let Y (l) store the amount of mass that is transferred from X (l−1) in iteration l, which is the difference between X (l−1) and X (l) . Let z (l) and w (l) be the l-th columns of Z and W, respectively; thus, z
u is the l-th smallest distance between the coordinate u of the vocabulary and the coordinates of the query, and w (l) u is the respective weight of the query coordinate that produces the l-th smallest distance. The iteration l of Phase 2 computes Y (l) and X (l) :
The cost of transporting Y (l) to q is given by Y (l) · z (l) . Let t (l) be a vector of size n that accumulates all the transportation costs incurred between iteration 1 and iteration l:
After k − 1 iterations of Phase 2, there might still be some mass remaining in X (l−1) . Phase 3 approximates the cost of transporting the remaining mass to q by multiplying X (l−1) with z (k) . The overall transportation cost t (k) is:
The main building blocks of the LC-AICT algorithm are matrix-matrix or matrix-vector multiplications, row-wise top-k calculations, and parallel element-wise updates. All of these operations are data-parallel and can be vectorized on GPUs. Table 3 shows the time and space complexity of LC-AICT. Appendix B provides the respective derivations. 
Experiments
We performed experiments on two public datasets: 20 Newsgroups 1 is a text database of approximately 20k newsgroup documents, partitioned evenly across 20 different classes, and MNIST is an image database 2 of 60k greyscale hand-written digits that are partitioned evenly across 10 classes that represent digits. The MNIST images are mapped to two-dimensional histograms as illustrated in Fig. 1 , wherein the weights are normalized pixel values. The words in 20 Newsgroups documents are mapped to a high-dimensional embedding space using Google's word and phrase vectors that are pre-trained on Google News 3 , for which the size of the vocabulary (v) is 3M words and phrases, and embedding vectors are composed of m = 300 single-precision floating-point numbers. In case of the 20 Newsgroups dataset, the histogram weights are determined by normalizing the frequencies of the words and phrases.
We treated each document of the database as a query and compared it with every other document in the database. Based on the distance measure used in the comparison, for each query document, we identified the top-K nearest neighbors in the database. After that, for each query document, we computed the percentage of documents in its nearest-neighbors list that have the same label. We averaged this metric over all the database documents and computed it as a function of K. The result is the average precision @ top-K for the whole database, which indicates the expected accuracy of nearest neighbors search queries.
We compared our distance measures with cosine similarity and the Word Centroid Distance (WCD) measures, both of which exhibit a low algorithmic complexity. Note that the cosine similarity method does not use the proximity information provided by the embedding vectors. The complexity of computing cosine similarity between one query histogram and n database histograms is O(nh). The WCD measure (Kusner et al., 2015) computes a centroid vector of size m for each document, which is a weighted average of the embedding vectors. Given the centroids, the complexity of computing WCD between one query document and n database documents is O(nm). Note that the complexity of the methods we propose are in the order of O(nhm), i.e., higher than both. The reason is that we take into account all the words that occur in the documents individually as well as their proximity to each other. We developed data-parallel and GPU-accelerated implementations of the WCD, RWMD, OMR, AICT, and cosine similarity methods and evaluated their performance on an NVIDIA R GTX 1080Ti GPU (see Tab. 4). The runtime overhead of the proposed methods is less than 50% with respect to RWMD for 20 Newsgroups. In addition, despite the relatively large number of dimensions (m = 300), the runtime increase w.r.t. cosine similarity is less than ten fold. In case of MNIST, because the number of dimensions is small (m = 2), RWMD is as fast as the cosine similarity. However, the runtime of the Phase 2 of the AICT method is more significant than that of its Phase 1. The runtime increase w.r.t. cosine similarity is still less than ten fold. Notably, in case of the MNIST database, 3.6 billion AICT computations were performed in about 3.3 minutes only. Note that the improvement achieved over cosine similarity and RWMD increases as a function of K. We also oberve that there is no essential difference between the precision of AICT and of the state-of-the-art FastEMD library 4 .
The FastEMD library solves an approximation of EMD by applying a thresholding technique (Pele & Werman, 2009 ). The approximation preserves the metric properties of EMD and reduces the runtime by an order of magnitude. In our experiments, we simply used the default threshold values of FastEMD. To speed-it up further, we applied the RWMD-based pruning technique described in the WMD paper (Kusner et al., 2015) . In addition, we developed a multi-threaded implementation of the pruning technique, and deployed it on an 8-core Intel R i7-6900K CPU. These optimisations resulted in an approximately two-orders-ofmagnitude reduction of the runtime of FastEMD. Despite all our optimisations, obtaining FastEMD results on the complete 20 Newsgroups dataset took three weeks. On the other hand, OMR and AICT methods performed the same number of distance computations in less than a minute. Therefore, we are reporting a 30000-fold performance improvement with respect to a highly-optimized FastEMD implementation without any essential loss of accuracy (see Tab. 5). These results show that the OMR and the AICT 4 https://github.com/LeeKamentsky/pyemd Figure 8 . Precision @ top-K for 20 Newsgroups measures are meaningful on their own, and using more complex distance measures, such as FastEMD does not necessarily improve the accuracy of nearest-neighbors search.
Note that a GPU-implementation of the FastEMD algorithm is not readily available. It is not a GPU-friendly algorithm either as it does not rely on data-parallel operations.
On the other hand, all our algorithms are data-parallel, and map well to GPUs. Our GPU implementations typically result in a ten-to twenty-fold improvement of the performance with respect to the respective CPU implementations. Figure 9 compares different distance measures using the MNIST dataset. In this case, the number of dimensions is too small for WCD to be effective. However, the images are normalized and centered, which makes the cosine similarity extremely effective. Nevertheless, the methods we propose consistently outperform cosine similarity. Even though the improvements are modest in comparison to 20 Newsgroups results, the differences become more evident for large K. In this case, computing FastEMD results on the full MNIST dataset is not feasible computationally. However, our experiments on a small subset of MNIST confirm what we observe for 20 Newsgroups: FastEMD does not offer any essential accuracy improvement with respect to AICT.
Theorem 2 states that the more complex the considered algorithms, the smaller the gap to the EMD and, hence, the better the accuracy. The least complex AICT algorithm is the RWMD, which corresponds to the AICT (0) with zero iterations in Phase 2 (see Fig. 5 ). The second most complex algorithm is the OMR. In Fig. 8 , the most complex AICT algorithm is AICT (1) with a single iteration in Phase 2. In Fig. 9 , the most complex AICT algorithm is AICT (10) with ten iterations in Phase 2. In these figures, the search accuracy improves with the complexity and, thus, illustrates the accuracy vs complexity trade-off. Typically, most of Figure 9 . Precision @ top-K for MNIST (without background) the improvement in the search accuracy is achieved by the first iteration of Phase 2, and subsequent iterations result in a limited improvement only. As a result, AICT (1) offers very favorable accuracy and runtime combinations. Table 6 illustrates the sensitivity of RWMD to a minor change in the data representation. Here, we simply explore the impact of including the background (i.e. the black pixels) in the MNIST histograms. The most immediate result is that when comparing two histograms, all their coordinates overlap. As a result, the distance computed between the histograms by RWMD is always equal to zero, and the top-K nearest neighbors are randomly selected, resulting in a precision of 10% for RWMD. The OMR technique solves this problem immediately even though its accuracy is lower than that of cosine similarity. In fact, several iterations of AICT are required to outperform the cosine similarity results. However, these results prove the improved robustness and effectiveness of our methods in comparison to RWMD.
Related Work
There is a growing interest in applying optimal transport theory to emerging machine learning problems (Cuturi & Solomon, 2017) . It has been shown that Wasserstein distance can be used as the loss function when training GANs and auto-encoders, and doing so improves the stability of the training algorithms (Arjovsky et al., 2017; Gulrajani et al., 2017) as well as the quality of the samples that are generated (Tolstikhin et al., 2018) .
A regularized version of the optimal transport problem can be solved more efficiently than the traditional network-flow-based approaches, but leads to approximate results (Cuturi, 2013) . The solution algorithm is based on Sinkhorn's matrix scaling technique (Sinkhorn, 1964) , and thus, it is called Sinkhorn's algorithm. The algorithm may require up to O(h) iterations for convergence, and the complexity of each iteration is O(h 2 ). Therefore, its worst-case time complexity is O(h 3 ).
Sinkhorn's algorithm converges much faster than networkflow-based approaches (Solomon et al., 2015) . In addition, a greedy coordinate-descent-based solution method can reduce the complexity of the Sinkhorn's algorithm to O(h 2 log h) (Altschuler et al., 2017) . However, methods that rely on Sinkhorn's algorithm exhibit a significantly higher worst-case time complexity than our methods. In addition, Sinkhorn-based methods do not compute lower or upper bounds of EMD and suffer from numerical stability issues, requiring some parameter tuning to be effective.
Several other lower bounds of EMD have been proposed Xu et al., 2010; Ruttenberg & Singh, 2011; Wichterich et al., 2008; Xu et al., 2016; Huang et al., 2016; . These lower bounds are typically used to speed-up the EMD computation based on pruning techniques. Alternatively, EMD can be computed approximately using a compressed representation (Uysal et al., 2016; Pele & Werman, 2009) . A greedy approximation algorithm related to ours was proposed (Gottschlich & Schuhmacher, 2014) , but it does not relax the in-flow or out-flow constraints. Therefore, it is not data-parallel and its complexity is quadratic in the histogram size. In addition, it produces an upper bound rather than a lower bound of EMD. We are not aware of other approximations that both achieve a linear time complexity and offer a search accuracy as high as ours.
Conclusions
This paper provides novel theoretical and practical results for improving the efficiency and scalability of approximate EMD computation over high-dimensional histograms. We identify the main shortcomings of the RWMD measure and propose new related distance measures that result in an improved search accuracy and robustness without increasing the computational complexity. Under realistic assumptions, the complexity of our methods scale linearly in the size of the histograms. In high dimensions, our methods result in an only 50% increase in the runtime in comparison to a linear-complexity implementation of RWMD. We also propose data-parallel implementations that are suitable for GPU acceleration, and demonstrate a 30000-fold performance improvement with respect to a multi-threaded implementation of WMD without sacrificing any accuracy. Our experiments prove the effectiveness of our methods on both sparse text-based and dense image-based datasets. Future work includes comparing our methods with regularized optimal transport techniques in terms of speed and accuracy.
A. Optimality and Effectiveness
Alg. 2 computes an optimum flow F * , whose components are determined by the quantities r in step 4. Namely, the components of the i-th row of F * , are given recursively as F * i, 
The Lemma follows by keeping track of the values of the term r in step 4 in Alg.
2. An immediate implication is that the flow F * satisfies the constraints (2) and (4). One can also show that F * is a minimal solution of (1) under the constraints (2) and (4), and this leads to the following theorem.
Theorem 1. (i) The flow F * of Algorithm 2 is an optimal solution of the relaxed minimization problem given by (1), (2) and (4). (ii) ICT provides a lower bound on EMD.
Proof. Proof of part (i): It has already been shown that the flow F * satisfies constraints (2) and (4), and it remains to show that F * achieves the minimum in (1). To this end, let F be any nonnegative flow, which satisfies (2) and (4). To show that F * achieves the minimum in (4), it is enough to show that for every row i, one has j F i,j C i,j ≥ j F * i,j C i,j , which then implies i,j F i,j C i,j ≥ i,j F * i,j C i,j . By Alg. 2, there is a reordering given by the list s such that
By Lemma 1, there is a k i ≤ n q such that ki l=1 F * i,s[l] = p i and F * i,s[l] = 0 for l > k i . Furthermore by Lemma 1 and by constraint (4) on F , it follows that
for l = 1, . . . , k i − 1.
The outflow-constraint (2) implies j F i,j = p i = j F * i,j or, equivalently,
In the following chain of inequalities, the first inequality follows from (10), and (12) implies the equality in the second step.
The inequality in the last step follows from (10) and the fact that the terms F * i,s[l] − F i,s [l] are nonnegative by (11). By rewriting the last inequality, one obtains the desired inequality
where in the last equation F * i,s[l] = 0 for l > k i is used. Proof of part (ii): Since ICT is a relaxation of the constrained minimization problem of the EMD, ICT provides a lower bound on EMD given by the output of Alg. 2, namely, i,j F * i,j C i,j = ICT(p, q) ≤ EMD(p, q).
Similar to Alg. 2, Alg. 3 also determines an optimum flow F * , which now depends on the number of iterations k. Lemma 2. Each row i of the flow F * of Algorithm 3 has a certain number k i , 1 ≤ k i ≤ k of nonzero components, which are given by F * i,s[l] = q s[l] for l = 1, . . . , k i − 1 and F * i,s[ki] = p i − ki−1 l=1 q s [l] .
Based on this Lemma, one can show that the flow F * from Algorithm 3 is an optimum solution to the minimization problem given by (1), (2) and (4), in which the constraint (4) is further relaxed in function of the predetermined parameter k. Since the constrained minimization problems for ICT, AICT, OMR, RWMD form a chain of increased relaxations of EMD, one obtains the following result. Theorem 2. For two normalized histograms p and q: RWMD(p, q) ≤ OMR(p, q) ≤ AICT(p, q) ≤ ICT(p, q) ≤ EMD(p, q).
We call a nonnegative cost function C effective, if for any indices i, j, the equality C i,j = 0 implies i = j. For a topological space, this condition is related to the Hausdorff property. For an effective cost function C, one has C i,j > 0 for all i = j, and, in this case, OMR(p, q) = i,j C i,j F * i,j = 0 implies F * i,j = 0 for i = j and, thus, k i = 1 in Lemma 2 and, thus, F * is diagonal with F * i,i = p i . This implies p i ≤ q i for all i and, since both histograms are normalized, one must have p = q. Theorem 3. If the cost function C is effective, then OMR(p, q) = 0 implies p = q, i.e., OMR is effective. Remark 1. If OMR is effective, then, a fortiori, AICT and ICT are also effective. However, RWMD does not share this property.
B. Complexity Analysis
The algorithms presented in Section 3 assume that the cost matrix C is given, yet they still have a quadratic time complexity in the size of the histograms. Assume that the histograms size is h. Then, the size of C is h 2 . The complexity is determined by the row-wise reduction operations on C. In case of the OMR method, the top-2 smallest values are computed in each row of C and a maximum of two updates are performed on each bin of p. Therefore, the complexity is O(h 2 ). In case of the AICT method, the top-k smallest values are computed in each row, and up to k updates are performed on each histogram bin. Therefore, the complexity is O(h 2 log k + hk). The ICT method is the most expensive one because 1) it fully sorts the rows of C, and 2) it requires O(h) iterations in the worst case. Its complexity is given by O(h 2 log h).
In Section 4, the complexity of Phase 1 of the LC-AICT algorithm is O(vhm + nh log k) because the complexity of the matrix multiplication that computes D is O(vhm), and the complexity of computing top-k smallest distances in each row of D is O(nh log k). The complexity of performing (6), (7), (8), and (9) are O(nh) each. When k − 1 iterations of Phase 2 is applied, the overall time complexity of the LC-AICT algorithm is O(vhm + knh). Note that when the number of iterations k performed by LC-AICT is a constant, LC-AICT and LC-RWMD have the same time complexity. When the number of iterations are in the order of the dimensionality of the coordinates (i.e., O(k) = O(m)) and the database is sufficiently large (i.e., O(n) = O(v)), LC-AICT and LC-RWMD again have the same time complexity, which increases linearly in the size of the histograms h. In addition, the sizes of the matrices X, V, D, and Z are nh, vm, vh, and vk, respectively. Therefore, the overall space complexity of the LC-AICT algorithm is O(nh + vm + vh + vk).
