Abstract-This paper presents a non-eigen decomposition based beamforming algorithm under the assumption that the power of the desired signal is large compared to the interfering signals. The algorithm provides a noise free suboptimal weight vector when the noise is spatially uncorrelated, and the weight vector is approximately equal to the desired signal's spatial signature. The significance here is the substantial reduction in computational complexity. Total computational load for the weight vector is O(3M-2) per snapshot for a system with M receiving antennas by approximating the cross correlation vector of the received signals in the reference and other antennas. The weight vector is a function of only the cross correlation vector and initial guess and does not require a step size. This technique requires neither a training sequence nor an assumption of incoherency among impinging signals. The algorithm is derived analytically and simulations evaluate the CDMA capacity improvement and the tracking ability when the incident angle of the desired signal varies at each snapshot.
INTRODUCTION
Smart antenna systems [1] [2] provide numerous major benefits in wireless communication environments. These include increasing system capacity, reducing multipath fading, extending terminal battery life and extending the range of a system. These benefits are achieved by using multiple antennas at the receiver and/or transmitter. The input of multiple antennas is multiplied by a weight vector which is provided by the beamforming algorithm. Most beamforming algorithms require some priori known information of the received signal, such as the spatial signature or the DOA. The required information can be obtained by DOA estimation. This implies that two parameters must be determined in a smart antenna system, the signal's spatial signature or DOA and the beamforming weight. To avoid using two algorithms with high computational complexity, a new algorithm which can jointly combine beamforming and spatial signature estimation is needed. In this paper, we present a non-eigen decomposition adaptive beamforming algorithm that can simultaneously obtain the weight vector and spatial signature with extremely low computational complexity.
Many different adaptive beamformers based on the idea of eigen decomposition (ED) have been developed. Those EDbased techniques use the information from the eigenvalue and eigenvector of the autocorrelation matrix of the received signals, and they require an enormous amount of computation and some priori known information (incoherency among impinging signals or number of users). The minimum variance beamformer, maximum SINR beamformer, and numerous other beamforming algorithms have been developed [2] [3] [4] . Most algorithms need to know some information, such as the spatial signature (or signal direction), the noise matrix, etc. Based on these priori known information, the beamformer nullifies the interference and/or constrains power towards the desired direction or maximizes the output SNR or SINR. Due to their enormous computational complexity, these types of algorithms are not simply applied to practical fields. When the parameters of the signal environment vary with time, as is common in wireless channels, the algorithm performance degrades sharply. Those priori information required for the beamformer can be obtained by DOA estimation. In DOA estimation [5] [6] many algorithms have been developed such as MUSIC and ESPRIT. Those algorithms have high resolution in distinguishing the arriving angle, but also need to know some priori information and their computational complexity is very high. When the received signals are highly coherent, the spatial smoothing method [7] is required to extract the signal directions. This smoothing method needs as many subarrays as the number of correlated signals. Choi and Shim [8] have developed an alternative beamforming algorithm with moderate computational complexity, where the optimum weight is equal to the eigenvector of the autocorrelation matrix of the received signal corresponding to the largest eigenvalue. Their algorithm assumes that the desired signal power is large enough compared to each of the interfering signals. The weight at the k th snapshot for an adaptive algorithm is usually a function of the step size, autocorrelation matrix, initial guess, and the weight at the (k-1) th snapshot. In this paper, by using a non-ED based technique, the weight at the k th snapshot is the function of only the cross correlation vector and the initial guess, and the step size and the weight at the (k-1) th snapshot is not required. Eliminating these requirements significantly reduces the computational complexity.
II. ALGORITHM DERIVATION
Consider a system composed of M omnidirectional antenna elements, with L signals impinging onto this system over a flat fading channel the received baseband signal at the m th antenna element at the k th snapshot can be represented as [2] ) ( 
T , and r(k), a l and n(k) are Mx1 vectors as r(k) = [r 1 (k) r 2 (k)
T , respectively. a l is called the spatial signature or steering vector of the l th impinging signal. 
The optimum weight w opt is 
The drawback here is that the desired spatial signature needs to be known priori, which limits its usefulness. The proposed algorithm does not need to know the spatial signature, under the assumption that the desired signal power is large compared to each interfering signal, so ... Consider an adaptive algorithm based on (3), and the weight vector w(k) at the k th snapshot is updated as
where
th snapshot. The cost function with a known a 1 is given as
where µ is step size and λ is a Lagrange multiplier. 
Suppose a 1 is not known priori, the estimate of a 1 at the (k-1) th snapshot is computed via w(k-1) H a 1 (k-1)=1 and is given as
The updating procedure for w at the k th snapshot is
From above, the adaptive process is as follows: 1) Set the initial guesses for the spatial signature and weight vectors, i.e., a 1 (0) and w(0); 2) Update the weight vector w(k) by (9) at the k th snapshot; 3) Update a 1 (k) by (8) after w(k) is obtained. Suppose we choose a 1 (0) = w(0) = a 0 , from (8) and (9) the updating weight w(k) and spatial signature a 1 (k) is given as 
T . The result tells us that after the first iteration the updating weight w(k) and spatial signature a 1 (k) remain constant. It implies that the weight vector w f is a function of the autocorrelation matrix R rr and the initial guess a 0 only, where there is no need for the step size µ. Since the step size is not required, the adaptive process only requires the autocorrelation matrix R rr not the spatial signature vector, where w f can be rewritten as 
From (14), if we choose |a 0 | = 1, so 1
, the background white noise will not affect the value of w f , where w f is given as
US Government work not protected by US copyright
This implies that w f is noise free when |a 0 | = 1. Since the first antenna is the reference, to avoid a phase shift in 
The adaptive process for the proposed algorithm only depends on the adaptive behavior of the cross correlation vector u r . The weight vector at the k th snapshot can be rewritten as
where ) ( ũ k r is the estimate of the cross correlation vector at the k th snapshot. If the channel is invariant, the autocorrelation matrix of the received signal is computed as
where T+1 is the length of the time interval window to compute the cross correlation vector at the k th snapshot and
T . In a time varying environment the arriving angle of the impinging signal fluctuates at every snapshot. A smoothed estimate [2] of u r is adopted as
where f is the smoothing factor ( 1
From above, we obtain the following properties of the proposed algorithm: 1) When the power of the desired signal is large enough compared to each interfering signal, the weight vector w after normalization is approximately equal to the desired spatial signature. If only one signal has a large power, it generates a single beam weight, where the main lobe of the beam directs toward the desired signal. If several signals have large power, it generates a multi-beam weight which directs toward the directions of the high power signals; 2) Neither reference signals nor training period are required; 3) Signal coherency does not affect the performance of the procedure; 4) When the noise is spatially uncorrelated among antennas, w is noise free. This implies that the noise will not affect the performance. If the noise is colored, w will have additional error depending on the characteristic of the cross correlation of the noise between the reference antenna and other antennas. If the noise is not uncorrelated spatially, the weight is given as When all signals are fully coherent, which happens when the desired source has strong multipath signals, the performance is reduced from the scenario with just one strong signal. Choi and Shim [7] showed that a single beam weight performs better than a multi-beam weight; 6) Our algorithm only requires one adaptive procedure in the cross correlation vector u r between the reference and other antennas, where most algorithms require another adaptive process for w. Thus, step size is not required and the weight vector is a function of the cross correlation matrix and the initial guess, where for most adaptive algorithms the weight vector at the k th snapshot is a function of the autocorrelation matrix, initial guess, step size, and weight vector of the (k-1) th snapshot; 7) Our algorithm is a non-ED based technique, which does not use the eigenvalue or eigenvector of the autocorrelation matrix of the received signal; 8) When the weight vector w(k) is obtained at the k th snapshot, the estimated spatial signature of a 1 (k) can be computed by (11). The proposed algorithm is summarized as:
Step 1: Set the initial guess a 0 = [1 0 0 ...0] T .
Step 2: Update the cross correlation vector by u r (k) = (1-f)u r (k-1)+fr 1 (k)v r (k) at the k th snapshot. The computational requirement here is 2M-1.
Step 3: Update w(k), where w(k) = [1 u r (k)] T .
Step 4: Normalize w(k) by (19) with the computational requirement M-1.
Step 5: Repeat Steps 2 through 4 if the procedure is continued. The computational complexity per snapshot here is O (3M-2) , compared to O(2M 2 +5M) provided by Choi and Shim in [7] .
The proposed algorithm can be applied to both CDMA and OFDM systems. We have assumed that the desired signal has a large enough power compared to each interfering signal and the channel is flat-fading. In a CDMA system with adequate power control, after despreading with the RAKE receiver the desired signal has a high power compared to the co-channel users and the channel can be seen as a flat-fading channel via the RAKE reception. The proposed algorithm can be inserted after the RAKE receiver at a CDMA base station. There are two different ways to utilize this algorithm: 1) Generate only one weight vector that all multipath signals combine after the RAKE receiver; 2) Generate K weight vectors for each signal received by the K-fingers RAKE receiver and combine the K outputs. Choi and Shim [7] showed that the second method performs better, but it requires K times more computational complexity than the first method. In the IEEE 802.11 wireless LAN standard, a single user may transmit in a frequency band at a time, where the desired user can be seen as a signal with large power compared to the co-channel interference. In a wireless LAN using OFDM modulation (IEEE 802.11a/g), the received sub-carrier signal can be seen as going through a flatfading channel in the sub-carrier frequency band, where the 802.11a/g system can utilize this algorithm in each subcarrier.
III. SIMULATION RESULTS
The weight vector w of our algorithm is shown in Fig. 1 3) The power ratio between each interfering signal and the desired signal is 1, 0.5 and 0.1, so SIRs are 0, 3 and 10 dB, respectively. For clarity purposes, beam patterns for ratios 1, 0.5 and 0.1 are normalized to 0, -10 and -20 dB, respectively. Fig. 1 illustrates that when the desired signal power is larger than that of the interfering signals, the beam directs toward the direction of the desired signal for both mutually uncorrelated and fully coherent cases. It also indicates that the proposed algorithm will provide a multi-beam pattern directing toward the directions of the higher power signals (power ratio=1). 2 shows the SNR, SIR and SINR gains for 4 and 10 antennas, where the SNR, SIR and SINR gains are the dB improvement between output SNR, SIR and SINR and input SNR, SIR and SINR, respectively. The scenario for Fig. 1 was used for all signals mutually uncorrelated with power ratio 0.16 (SIR=8dB). The impinging signals are modulated by BPSK, f is 0.01, and at least 100000 snapshots were taken. When input SNR is greater than -6 dB, the SNR gains are approximately 6 and 10 dB which approaches the theoretical maximum 10log 10 (M), M=4 and 10, respectively. The SIR gain remains constant when input SNR is greater than -4 dB.
Next we consider the capacity improvement in a CDMA mobile communication system. BERs versus number of users for 1, 4 and 10 antennas in SNR=0 and 10 dB are shown on Fig. 3 with a processing gain of 20 dB. Because of the processing gain, the power ratio is 100 between the desired signal and each interfering signal by assuming excellent power US Government work not protected by US copyright Fig. 4 shows how the proposed algorithm can track the desired signal when the arrival angle of the desired signal changes at each snapshot, even with 1 0 increases per iteration. It also shows that the error in the main lobe direction increases at the large angle changes.
IV. CONCLUSION
A novel adaptive algorithm has been presented which provides a suboptimal weight vector under the assumption that the power of the desired signal is large compared to the interference and the channel is flat fading. Under this assumption, the weight vector is approximately equal to the spatial signature of the desired signal with the computational load O(3M-2) for M receiving antenna elements. The proposed algorithm is a non-eigen decomposition based technique, where the eigenvector of the autocorrelation matrix of the received signal is not used. The adaptive procedure for the weight and the step size are not required, and the only adaptive procedure in the proposed algorithm is the cross correlation vector between the received signals in the reference antenna and in the remaining antennas. The weight vector is noise free when the noise is spatially uncorrelated, and this implies that the noise does not affect the performance. The proposed algorithm requires neither a training sequence nor the assumption of incoherency among the impinging signals.
The simulation results have shown the improved SNR gain is approximately equal to 10log 10 (M) dB with M receiving antennas, which provides a significant improvement in the required input SNR for a required BER. The results also showed the CDMA capacity improvement obtained via the proposed algorithm. We have also shown the tracking ability of the proposed algorithm when the incident angle of the desired signal changes at each snapshot. Even when the angle change is large at each snapshot, the main lobe direction follows the desired signal, though the error does increase when the angle change increases. The proposed algorithm can be utilized by CDMA base stations and IEEE 802.11a/g systems.
