This paper is part of a longterm programme to develop combined Cauchy and characteristic codes as investigative tools in Numerical Relativity. In the third stage attention is devoted to axisymmetric systems possessing two spatial degrees of freedom. In the second of two preliminary theoretical papers, the vacuum eld equations for the characteristic region are obtained and the compacti ed equations are regularized.
I. INTRODUCTION
This paper is part of a series concerned with developing combined Cauchy and characteristic codes for use as investigative tools in Numerical Relativity. The approach connects a central region (which may include a source) from an exterior vacuum region across a timelike interface residing in the vacuum. The interior numerical code uses a standard Cauchy formulation and in the exterior use is made of a characteristic code. Moreover the exterior region is compacti ed so as to incorporate null in nity where gravitational radiation can be unambiguously de ned.
The proposed programme is in four stages: (i) demonstrating the viability of the approach in at space 1], (ii) vacuum cylindrical symmetry (as a prototype system with one spatial degree of freedom) 2,3], (iii) axi-symmetric systems (possessing two spatial degrees of freedom) and (iv) the general case of three spatial degrees of freedom. In this paper we complete the theoretical background for the third stage of axial symmetry. In a preliminary paper for the axi-symmetric stage 4], attention was xed on the nature of polar slicing. In order to develop a numerical code two theoretical preliminaries are required. First we need to deal with the interface. In the previous paper 5] we showed how to relate the metrics and their rst derivatives on the interface I, which is taken to be a timelike tube exterior to the central source, de ned, for convenience, by a constant value of some appropriate radial coordinate (speci cally r = 1 in 5]). Secondly we need to derive the necessary eld equations. The interior equations have been discussed fully by Stark and Piran 6] and the code we are developing is based on their approach. In this paper the eld equations for the exterior characteristic region are presented and the exterior region is compacti ed and the resulting eld equations regularized. We present a derivation of the eld equations which is complete and somewhat distinctive, although other equivalent versions already exist in the literature. However, the regularization of the compacti ed equations is novel.
In Sec. II we derive the canonical form for the metric used in the exterior region. In Sec. III we derive the eld equations and in Sec. IV we discuss the regularization of the compacti ed equations. In a nal section we discuss the status of the resulting equations.
II. THE CANONICAL FORM OF THE EXTERIOR METRIC
We shall throughout use lower case latin indices to range form 0 to 3, lower case greek from 1 to 3 and upper case latin from 2 to 3. We shall also adopt the signature (?; +; +; +).
We introduce Bondi coordinates (u; r; ; ), where u = constant consists of a family of non-intersecting null hypersurfaces, x 1 = r is a radial parameter along the null geodesic generators of the null hypersurfaces, called null rays, and x 2 and x 3 label the rays. We also assume that the metric is asymptotically at and take (x 
which contains six arbitrary functions in the four g 0a and the two g AB (that is the three g AB subject to the constraint (1) 
where the 23-block satis es g AB g BC = A C :
We shall adopt the explicit parametrization introduced by van der Burg 7] (10) The line element will be axisymmetric if
III. THE EXTERIOR FIELD EQUATIONS
Following on from the pioneering work of Bondi et al 8] , a number of authors (see for example 7,9,10]) have discussed the characteristic initial value problem and, in particular, the breakup of the eld equations which results from a Bondi-type metric. However, they do not discuss the reasons why the equations breakup into the particular combinations which constitute the main (including hypersurface and dynamical equations), trivial and subsidiary equations. This has been accomplished by one of us 11,12] using a variational principle approach. In particular, if we consider the metric (10) to be a functional of the six arbitrary functions (y A ) = (y 1 ; y 2 ; y 3 ; y 4 ; y 5 ; y 6 
then the system may be written as the one complex equation 
Once these have been integrated radially then we can obtain ;u and ;u from them using
;u = r ?1 sin(F )L1 + r ?1 cos(F )L2;
A knowledge of ;u and ;u on u = u 0 is equivalent to a knowledge of and on the next neighbouring hypersurface, which means that the whole process can be started up again on this hypersurface. We postpone questions involving functions of integration until the next section.
In order to nd the solution in the whole of the exterior region we need to compactify the exterior solution and regularize the eld equations. The procedure for doing this is described in section V. We can also use the formalism of 11,12] to determine the trivial equation and the subsidiary equations. However, we shall be mainly concerned with solving the main equations and using the trivial and subsidiary equations as a check on the accuracy of any numerical scheme employed, so we shall not pursue the formalism further here. 
IV. ASYMPTOTIC BEHAVIOUR OF THE METRIC FUNCTIONS
the metric (63) will be regular at x 0 = 0. Thus a`conformal in nity' will be well de ned for such a spacetime. In this case it is said to be asymptotically at and is a special type of asymptotically simple spacetime (see 14] , page 351 for a precise de nition).
By imposing some additional coordinate conditions (discussed below) one can introduce a Bondi type coordinate system in which the metric (2) In order to satisfy the smoothness conditions it turns out that one must impose some further conditions. Bondi 8] suggested (in analogy with the Sommer eld condition in electromagnetism) an`outgoing wave condition' which, in the general case of two gravitational degrees of freedom and using a Bondi-Sachs coordinate system 9,7], consists of the two conditions 
then, as shown by Sachs 9] following work by Bondi 8] , one can solve the main equations to show that the remaining metric functions have no logarithmic terms and that, furthermore, conditions (80) and (81) are preserved by the evolution equations.
Unfortunately in the situation we are considering here, we are not free to choose coordinates in which (72){(77) are satis ed. This is because we wish to match the exterior characteristic coordinates to interior 3 + 1 coordinates. In this case, the labelling of the null geodesics in terms of and is given by the choice of angular coordinates at the interface rather than a gauge condition at null in nity. Furthermore, the time parameter u is determined by the 3 + 1 slicing at the interface rather than a Bondi slicing at null in nity. Thus, in the situation we are interested in, we must replace (87) where P and Q are determined by 0 : : : W 0 . Similar asymptotic behaviour has been considered by G omez et al 15, 16] for the case of a Bondi rather than Bondi-Sachs type metric and this work has recently been extended to the general 3-dimensional case in the quasispherical approximation 17].
As shown by Sachs 9] The integrability conditions for these equations are a consequence of the eld equations and are given by some later equations, namely (126) and (127). We also need to introduce a rescaled radial coordinater = r=!; 
As we have seen, the non-zero asymptotic limits for U, W, and may be eliminated by introducing new coordinates on the hypersurfaces u = constant. However the 0 term cannot be eliminated so easily as it is related to the slicing. Thus, although it is possible to introduce new coordinates in which one satis es all the Bondi coordinate conditions, this will involve introducing a new time coordinate and thus changing the slicing of the exterior region into characteristic hypersurfaces. In the numerical scheme we use in the 3+1 region, one of the metric functions is given by solving an inward parabolic equation, and this allows us to solve the radial equation for in an inward direction giving boundary conditions at null in nity. 
However, in order to maintain generality we will not impose this condition and will assume that we have a general slicing unless explicitly stated otherwise. The important features of the`outgoing wave condition' (78){(79) are that it prevents the occurrence of logarithmic terms and that the condition is preserved by the dynamical equations. In the situation we wish to consider where one has the more general asymptotic conditions (82){(86) one has to replace (78) and (79) 
Because we will be solving the equations numerically we will be unable to apply this condition exactly. We will therefore rst calculate the asymptotic behaviour of the other metric functions by solving the main equations. We can then enforce the correct asymptotic behaviour in the numerical solution. Furthermore, as we will see in the next section, we may use these results to obtain regular versions of the radial equations. Using the R 11 equation (32) 
and V 0 is an arbitrary function of integration.
These results explicitly show that no logarithmic terms arise in the asymptotic expansions of the metric functions on the initial hypersurface. To show that this remains true at later times we need to show that equations (103) and (104) are propagated by the dynamical equations so that the generalized outgoing wave condition is preserved. To this end we rst obtain the asymptotic expansion for F as given by (47) and use this to calculate asymptotic expansions for K1 and K2 as given by (55) We can verify explicitly from these equations that the outgoing wave condition is indeed preserved by the evolution equations so that logarithmic terms do not arise in the asymptotic expansions of the metric functions at later times. Furthermore, comparing these expressions with the time derivatives of (101) and (102) 
Equations (59) and (60) also determine the evolution of and and hence allow us to determine the initial data on the next characteristic hypersurface. However, the solution will involve the functions C1 and C2 which must be obtained independently and are termed the`news functions' by Bondi and co-workers, since by using the supplementary conditions they determine the evolution of the remaining arbitrary functions of integration V 0 , U 3 and W 3 . In the integration scheme we will be using, the news functions will be determined by giving boundary conditions for 1 and 2 by matching at the interface r = 1, and integrating 
The only equation we have not used is the R 01 equation, the so-called`trivial equation', which should be identically satis ed as a result of the other equations. However, as a check on the rather complicated formulae obtained above the asymptotic expansions were substituted into the trivial equation and all the terms did indeed cancel up to O(r ?3 ).
V. COMPACTIFICATION OF THE EXTERIOR REGION AND REGULARIZATION OF THE EQUATIONS
In order to conformally compactify the equations we rst replace the radial r variable by y = 1=r. Then the hypersurface equations are given by ;y = ? 
It is not at all clear that these equations are regular at the origin due to the potentially divergent terms on the right hand sides. We shall show how to introduce new variables which satisfy manifestly regular di erential equations. The key idea is to write the metric functions as the rst one or two terms of the power series plus a correction.
We start by assuming that on the initial hypersurface u = u 0 = 0 + y 1 
The regularity of is evident from equation (146). We next consider the pair of equations (136) and (137) 
Substituting into (136) and using (141), (142) and (147) we discover that there are no negative powers of y in the resulting equation and hence P ;y =f1:
This gives on integration a solution of the form 
and substitute this into equation (137) we nd that Q ;y =f2:
Hence we obtain Q = q 0 + yq;
where q 0 = q 0 (u 0 ; ) is again an arbitrary smooth function of integration. We have from equations (139) 
We can write down explicit equations for determining~ ,p;q;Ũ,W andṼ but they involve several hundred terms and so we shall not exhibit them in this paper. The key point to note is the regularity of equations (146), (150), (154), (158), (159) and (163).
We now turn attention to the compacti ed version of the two dynamical equations (36) 
We note that the news functions C1 and C2 may be recovered by nding the O(r 0 ) terms in 1 and 2 . These are then used to evolve (or check on the evolution of) the other constants of integration M, U 3 and W 3 as described at the end of section IV.
VI. DISCUSSION
In this section we will assume that we are using a Bondi type slicing (96). We have shown how to replace the potentially divergent eld equations by a set of regular equations. In particular, on the initial hypersurface using (98) and (99) we specify and subject to the constraint 
We then use (135) to solve for in an inward direction using the boundary condition for 
;u = y 2 :
Finally one evolves V 0 , U 3 , W 3 (or equivalently M, p 0 and q 0 ) using (128){(134).
We can see from the above that the evolution in the exterior characteristic region simply requires a knowledge of and , on the initial hypersurface u = u 0 and of U, W, , , ;u and ;u on the interface y = r = 1. The values of these variables on the interface is given in turn by a knowledge of the metric variables in the interior 3+1 region (as shown in 5]). As we shall see in future numerical work we also make use of the solution in the exterior region to provide initial values for quantities computed in the interior region. This turns out to be an important advantage of the combined method since it avoids the need to impose the approximate outgoing radiation conditions which are required when using a nite grid. Thus, by interlacing the solution of the radial and evolution equations in the two regions, we may evolve the space-time in the entire compacti ed space-time. In particular, we can calculate physically important quantities such as the Bondi mass and the angular momentum at null in nity. In Bondi coordinates one can calculate these quantities in terms of the mass and dipole aspects. In a general coordinate system one of the best methods of calculating these quantities is via the Winicour-Tamburino linkages 20, 21]. However, because we are using the Bondi slicing condition (96), we may instead calculate the Bondi mass aspectM in the new coordinates. To do this we rst ndṼ which by (6) and (95) The algebraic calculations were carried out by one of us (RAd'I) using two special packages developed for this problem, namely one for manipulating truncated power series in the computer algebra system SHEEP and another for converting SHEEP output into TEX format.
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