IMPLEMENTASI DAN PENGUJIAN KINERJA ORACLE 10g REAL APLICATION CLUSTER (RAC) PADA SISTEM OPERASI SUN SOLARIS 10 by Santoso, Gatot Budi & Wirawan, Yanuar Indra

Jurnal PETIR Vol. 8 No. 2 September 2015  |   133 
IMPLEMENTASI DAN PENGUJIAN 
KINERJA ORACLE 10g REAL APLICATION CLUSTER (RAC) 
PADA SISTEM OPERASI SUN SOLARIS 10 
 
Gatot Budi Santoso; Yanuar Indra Wirawan 
Jurusan Teknik Informatika Fakultas Teknologi Industri Universitas Trisakti 
Jl Kiai tapa No 1 Grogol, jakarta Barat 11410 
e-mail : bulish@gmail.com, gbs@trisakti.ac.id 
 
 
A b s t r a c t 
 
During the implementation of database system, needs of getting fast, accurate and high-
availability data, has become major clauses for the implementation of “high-availability” system. 
Oracle 10g RAC is a clustered database solution that requires a two or more node hardware 
configuration capable of working together under a clustered operating system. A clustered 
hardware solution is managed by cluster management software, usually provided by the hardware 
vendor. The operating system is also responsible for providing access to the shared disk 
subsystems. Parameters that used for the performance testing and analyzing of Oracle 10g Real 
Application Cluster are the cpu idle, free memory, SGA, buffer cache, and shared pool. As result for 
the performance testing and analyzing, it can be concluded that Oracle 10g Real Application 
Cluster was really good for the implementation of “high-availability system” concept. But it all 
depends to the analysis for its system.   
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A b s t r a k 
 
Di dalam implementasi sistem database, kebutuhan akan data yang cepat, akurat dan 
dengan tingkat ketersediaan yang tinggi menjadi sebuah persyaratan utama untuk penerapan 
konsep “high availability system”. Oracle 10g Real Application Cluster (RAC) adalah sebuah solusi 
database ter-cluster yang memerlukan dua atau lebih konfigurasi node hardware dan dapat 
bekerja sama di bawah sebuah sistem operasi yang ter-cluster. Sebuah solusi hardware diatur oleh 
software manajemen cluster, yang biasanya diberikan oleh vendor hardware tersebut. Sistem 
operasi juga bertanggung jawab dalam memberikan akses terhadap media penyimpanan yang 
dipakai bersama-sama. Terdapat beberapa yang digunakan dalam pengujian dan analisa kinerja 
Oracle 10g Real Application Cluster ini yaitu penggunaan redo log buffer, persentase efisiensi 
instant, aktifitas library cache,dan buffer pool. Sebagai hasil dari pengujian dan analisa kinerja, 
dapat disimpulkan bahwa pada dasarnya Oracle 10g Real Application Cluster sangat baik untuk 
penerapan konsep “high-availability system”. Akan tetapi itu semua sangat bergantung pada baik 
buruknya analisis kinerja sistem itu sendiri. 
 
Kata kunci : RAC, cluster, instance, shared disk subsystems 
 
 
1.  Pendahuluan 
 
Efektifitas, efisiensi, dan produktivitas 
sumber daya manusia merupakan tantangan 
utama yang dihadapi oleh suatu organisasi. 
Suatu perusahaan terkadang membutuhkan 
suatu sistem komputasi dengan tingkat keter-
sediaan yang tinggi atau yang lebih dikenal 
dengan sebutan “high-availability system”. 
Apabila sistem komputasi ini mengalami 
kegagalan dan membutuhkan waktu dalam 
hitungan jam atau hari untuk bisa kembali 
beroperasi,maka perusahaan tersebut akan 
mengalami kerugian dengan jumlah besar. 
Sistem komputasi tersebut tidak dapat ber-
toleransi terhadap kegagalan walaupun 
hanya membutuhkan waktu 1 (satu) detik saja 
untuk kembali beroperasi. Terlebih lagi di 
dalam implementasi sistem database, kebu-
tuhan akan data yang cepat, akurat dan 
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Setiap komputer yang menjadi node RAC 
harus mendaftarkan alias-alias (nama host) 
seluruh anggota node. Alias-alias tersebut 
terbagi menjadi 3 (tiga), yaitu: 
1. Alias untuk koneksi jaringan public. 
2. Alias untuk koneksi jaringan private 
interkoneksi. 
3. Alias untuk Virtual IP (VIP). 
4. Alias untuk shared storage. 
 
Penulis mengkonfigurasikan alias-alias 
tersebut dengan menambahkan entry-entry di 
dalam file ipnodes dan hosts pada yang ada 
pada direktori /etc/inet. File ipnodes dan hosts 
dibuat identik, yang isinya yaitu: 
 
1. Komputer 1: 
 
127.0.0.1            localhost 
143.46.43.100    rac1 loghost 
10.0.0.1              rac1-priv 
143.46.43.104    rac1-vip 
192.168.10.100  rac1-data 
143.46.43.101    rac2 
10.0.0.2              rac2-priv 
143.46.43.105    rac2-vip 
192.168.10.150  storage 
 
2. Komputer 2: 
 
127.0.0.1            localhost 
143.46.43.101    rac2 loghost 
10.0.0.2              rac2-priv 
143.46.43.105    rac2-vip 
192.168.10.200  rac2-data 
143.46.43.100    rac1 
10.0.0.1              rac1-priv 
143.46.43.104    rac1-vip 
192.168.10.151  storage 
 
2.2.  Parameter Kinerja 
Pengujian kinerja suatu sistem RAC 
melibatkan beberapa langkah terpisah yang 
menghasilkan suatu hasil akhir. Hasil akhir 
pengujian tersebut dapat berupa informasi 
ataupun rekomendasi bagaimana parameter-
parameter hasil akhir seharusnya bernilai. 
Langkah-langkah pengujian kinerja yang 
dilakukan penulis terbagi menjadi penetapan 
parameter uji, pengujian dan pemonitoran 
parameter uji serta terakhir analisa hasil 
pengujian 
Penetapan parameter-parameter dalam 
pengujian kinerja suatu sistem sangatlah 
penting, karena parameter-parameter tersebut 
akan menjadi dasar dalam melakukan 
analisa kinerja. Penetapan parameter peng-
ujian kinerja mempunyai istilah “Performance 
Metric” [Whalen 2005]. Metric dalam hal ini 
adalah nilai-nilai yang dapat diukur sebagai 
takaran bagaimana baik dan buruknya 
kinerja suatu sistem. Ada dua macam metrik 
yang digunakan dalam penelitiaan ini yaitu 
sistem operasi dan database. Sistem operasi 
terdiri dari utilisasi CPU dan memori 
sementara database terdiri atas penggunaan 
SGA, buffer cache dan share pool. Keseluruh-
an parameter ini telah penulis tuangkan 
dalam tulisan sebelumnya (PETIR  edisi maret 
2015).  
Dalam tulisan kali ini penulis akan 
mencoba mengamati pengaruh parameter 
data base yang lain yaitu redo log buffer, 
instance efficiency percentages, aktifitas 
library cache dan buffer pool. Dalam melaku-
kan pengujian kinerja RAC, penulis memper-
timbangkan hal-hal apa saja yang dapat 
mempengaruhi metric-metric yang telah 
ditetapkan sebagai parameter uji. Berdasar-
kan teori yang telah dibahas sebelumnya, 
metric-metric yang telah ditetapkan, secara 
keseluruhan sangat dipengaruhi oleh perin-
tah-perintah SQL (seperti “select”, “insert”, 
“update”, dan “commit”) dan banyaknya 
jumlah data. Maka untuk keperluan pengujian 
dan analisa penulis melakukan pengujian 
dengan membandingkan hasil uji sistem pada 
saat idle dan pada saat diberikan beban kerja 
berupa pelaksanaan perintah-perintah SQL 
yang mempengaruhi metric-metric yang telah 
ditetapkan..  
Penulis menggunakan tool-tool dari sis-
tem operasi dan Oracle untuk mendapatkan 
data-data metric hasil pengujian. Tool sistem 
operasi yang digunakan oleh penulis yaitu 
vmstat. Tool tersebut digunakan untuk mem-
buat statistik dari penggunaan cpu dan 
memory oleh RAC. Untuk mendapatkan data-
data metricdatabase hasil pengujian, penulis 
meng-generateAutomatic Workload Repository 
(AWR) dari masing-masing instance yaitu rac1 
dan rac2.  
Analisa terhadap shared pool merupakan 
prioritas utama karena apabila shared pool 
mengalami load ulang ke dalam memory 
terhadap perintah yang pernah dieksekusi 
(cache miss), dampak terhadap performa 
keseluruhan akan lebih terasa bila dibanding-
kan dengan cache miss yang dialami oleh 
buffer cache. 
Dalam pelaksanaan analisa terhadap 
shared pool, penulis berkonsentrasi pada 
library cache, karena secara algoritma data 
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c. File select.sql, berisikan perintah: 
 “select * from indra;” 
 yang juga diulang sebanyak 1000 
(seribu) kali. 
d. File kombinasi.sql, berisikan 
perintah: 
 “insert into indra values(1,'1');” 
 “commit;” 
 “update indra set satu=2;” 
 “commit;” 
 “select * from indra;” 
 “commit;” 
 yang juga diulang sebanyak 1000 
(seribu) kali. 
 
3. Membuat koneksi menggunakan kom-
puter client dengan konfigurasi TNS-
Names: 
SRVINDRA1 =  
  (DESCRIPTION =  
    (ADDRESS =  
      (PROTOCOL = TCP) 
      (HOST = 143.46.43.100) 
      (PORT = 1521) 
    ) 
    (ADDRESS =  
      (PROTOCOL = TCP) 
      (HOST = 143.46.43.101) 
      (PORT = 1521) 
    ) 
    (LOAD_BALANCE = yes) 
    (CONNECT_DATA =  
      (SERVER = DEDICATED) 
      (SERVICE_NAME = srvindra1) 
    ) 
  ) 
 
Lalu untuk membedakan antara sistem 
pada saat dilakukan operasi SQL dan pada 
saat idle, penulis melakukan penjadwalan 
pengujian. Penjadwalan yang dilakukan ialah 
satu jam pertama untuk pengujian sistem 
dengan menjalankan perintah SQL yang telah 
dibuat dan satu jam kedua untuk pengujian 
sistem yang berada dalam keadaan idle. 
Untuk melakukan pengukuran metric 
database, penulis menggunakan Automatic 
Workload Repository (AWR) yang diambil dari 
masing-masing instance dari node-node yang 
ada di dalam RAC. 
 
2.4.  Hasil Pengujian  
2.4.1  Skenario Pertama 
 
1.  Persentasi efisiensi instance 
Persentasi efisiensi antara kedua 





Instance Efficiency Percentages (Target 100%) 
Buffer Nowait %:  100.00 
Buffer  Hit   %:   99.85 
Library Hit   %:   89.77 
Execute to Parse %:   -0.36 
Parse CPU to Parse Elapsd 
%:   38.76 
Redo NoWait %:  100.00 
In-memory Sort %:  
100.00 
Soft Parse %:   93.62 
Latch Hit %:  100.00 
% Non-Parse CPU:   
92.01 
 Shared Pool Statistics Begin End 
Memory Usage %: 
% SQL with executions>1: 











Instance Efficiency Percentages (Target 100%) 
Buffer Nowait %:   99.99 
Buffer  Hit   %:   99.97 
Library Hit   %:   92.92 
Execute to Parse %:    6.63 
Parse CPU to Parse Elapsd 
%:   36.58 
Redo NoWait %:  100.00 
In-memory Sort %:  
100.00 
Soft Parse %:   97.02 
Latch Hit %:  100.00 
% Non-Parse CPU:   
96.01 
Shared Pool Statistics Begin End 
Memory Usage %: 
% SQL with executions>1: 









2.  Aktifitas Librari Cache 
Statistik aktivitas Library Cache RAC dan 




Library Cache Activity                       DB/Inst: INDRA/indra1  Snaps: 2-3 


































































Library Cache Activity (RAC)                 DB/Inst: INDRA/indra1  Snaps: 2-3 
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rac2 : 
 
Library Cache Activity                       DB/Inst: INDRA/indra2  Snaps: 2-3 






































































































3.  Buffer Pool 
Statistik Buffer Pool yang didapat oleh 




Buffer Pool Statistics                      DB/Inst: INDRA/indra1  Snaps: 2-3 
-> Standard block size Pools  D: default,  K: keep,  R: recycle 
-> Default Pools for other block sizes: 2k, 4k, 8k, 16k, 32k 
P 
Number 


















D 13,664 100 508,710 872 2,362 0 0 0 
 
rac2 :  
 
Buffer Pool Statistics                      DB/Inst: INDRA/indra2  Snaps: 2-3 
-> Standard block size Pools  D: default,  K: keep,  R: recycle 
-> Default Pools for other block sizes: 2k, 4k, 8k, 16k, 32k 
P 
Number 


















D 13,664 100 1,550,288 409 16,632 0 0 177 
 
2.4.2 Skenario Kedua 
 
1.  Persentasi efisiensi instance 
Persentasi efisiensi antara kedua 
instance dapat dilihat pada AWR berikut: 
 
rac1 : 
Instance Efficiency Percentages (Target 100%) 
Buffer Nowait %:  99.00 
Buffer  Hit   %:   99.60 
Library Hit   %:   88.64 
Execute to Parse %:   53.67 
Parse CPU to Parse Elapsd %:   
36.58 
Redo NoWait %:  100.00 
In-memory Sort %:  100.00 
Soft Parse %:   87.36 
Latch Hit %:  100.00 
% Non-Parse CPU:   22.78 
 Shared Pool Statistics Begin End 
                   Memory Usage %: 
       % SQL with executions>1: 










Instance Efficiency Percentages (Target 100%) 
            Buffer Nowait %:   100.99 
               Buffer  Hit   %:   99.71 
               Library Hit   %:   89.30 
        Execute to Parse %:    50.85 
Parse CPU to Parse Elapsd %:   55.17 
Redo NoWait %:  100.00 
In-memory Sort %:  100.00 
Soft Parse %:   86.64 
Latch Hit %:  100.00 
% Non-Parse CPU:   17.72 
Shared Pool Statistics Begin End 
                   Memory Usage %: 
       % SQL with executions>1: 








2.  Aktifitas Librari Cache 
Statistik aktivitas Library Cache RAC dan 
non-RAC dapat dilihat pada AWR berikut: 
 
rac1 :  
 
Library Cache Activity                       DB/Inst: INDRA/indra1  Snaps: 3-4 


































































































Library Cache Activity                       DB/Inst: INDRA/indra2  Snaps: 3-4 








































































































3.  Buffer Pool 
Statistik Buffer Pool yang didapat oleh 
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rac1 :  
 
Buffer Pool Statistics                      DB/Inst: INDRA/indra1  Snaps: 3-4 
-> Standard block size Pools  D: default,  K: keep,  R: recycle 
-> Default Pools for other block sizes: 2k, 4k, 8k, 16k, 32k 
P 
Number 


















D 13,664 100 61,223 240 525 0 0 5 
 
rac2 :  
 
Buffer Pool Statistics                      DB/Inst: INDRA/indra2  Snaps: 3-4 
-> Standard block size Pools  D: default,  K: keep,  R: recycle 
-> Default Pools for other block sizes: 2k, 4k, 8k, 16k, 32k 
P 
Number 


















D 14,148 100 134,917 413 693 0 0 2 
 
2.5   Analisa Hasil Pengujian 
Dapat dilihat dari statistik di atas bahwa 
efisiensi instanse yang ditunjukan oleh buffer 
hit dan library hit lebih banyak dialami oleh 
rac2 ( walaupun hanya beda sekitar 3% ). Dan 
bila dibandingkan antara hasil pengujian 
pada satu jam pertama dan pengujian satu 
jam kedua, efisiensi instan antara kedua 
instan tanpa mengalami perubahan nilai  
yang signifikan. 
Data statistik penggunaan Library Cache 
yang ada pada AWR menunjukan bahwa 
cache miss lebih banyak dialami oleh rac1. 
Hal ini menandakan bahwa perintah-perintah 
SQL lebih banyak dijalankan di rac1. Pada 
saat pengujian kedua cache miss tetap masih 
banyak dialami oleh rac1. 
Sementara data Buffer Pool Hit menun-
jukkan bahwa kedua instance mempunyai 
kinerja yang bagus. Hal ini ditandai dengan 
nilai rasio 100 % di kedua instance. Keadaan 
ini terus berlangsung sampai pengujian 
kedua.  
Dari hasil analisa yang telah disebutkan, 
penulis menyimpulkan bahwa sistem RAC 
yang diuji memang sangat handal dalam 
menerapkan konsep “high-availability sys-
tem”. Walaupun di dunia nyata, setelah imple-
mentasi selesai dan sebelum database digu-
nakan, sebaiknya dilakukan tuning terhadap 
sistem dengan menggunakan metode analisa 




3.   Kesimpulan 
 
1. Pengimplementasian RAC sangat 
membutuhkan ketelitian dan perencana-
an yang matang, karena sangat beresiko 
terhadap hilangnya data. 
2. Hasil pengujian persentase instant yaitu 
buffer hit  untuk node pertama 99,8% dan 
node kedua 99,97%. CPU idle minimum 
sebesar 99,6% untuk node pertama dan 
99,71% untuk node kedua. 
3. Hasil pengujian free memory maksimum 
untuk node pertama sebesar 267884 KB 
dan node kedua sebesar 281346 KB. Free 
memory minimum sebesar 201842 KB dan 
node kedua sebesar 211624 KB. 
4. Hasil pengujian SGA menunjukkan nilai 
205520896 di kedua node. 
5. Nilai pengujian buffer cache minimum 
untuk node pertama sebesar 108 MB dan 
node kedua sebesar 112 MB. Untuk peng-
ujian buffer cache maksimum sebesar 
112 MB untuk node pertama dan 116 MB 
untuk node kedua. 
6. Pengujian shared pool menunjukkan nilai 
maksimum 76 MB dan 72 MB untuk node 
kedua. Nilai minimum untuk node 
pertama sebesar 72 MB dan 68 MB untuk 
node kedua. 
7. Sistem RAC yang diuji memang sangat 






Alapati, Sam R. 2005. Expert Oracle Database 
10g Administration. Apress.  
Powell, Gavin. 2007. Oracle performance 
Tuning for 10g R2. Second Editon. Digital 
Press.  
Vallath, Murali. 2003. Real Aplication Clusters. 
Digital Press.  
Vallath, Murali. 2006. Oracle 10g RAC Grid, 
Service & Clustering. Digital Press.  
Whalen, Edward. 2005. Oracle Database 10g 
Linux Administration. Osborne.  
 
 
 
 
 
