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GLOBAL FUJITA-KATO SOLUTION OF 3-D INHOMOGENEOUS
INCOMPRESSIBLE NAVIER-STOKES SYSTEM
PING ZHANG
Abstract. In this paper, we shall prove the global existence of weak solutions to 3D inho-
mogeneous incompressible Navier-Stokes system (INS) with initial density in the bounded
function space and having a positive lower bound and with initial velocity being sufficiently
small in the critical Besov space, B˙
1
2
2,1. This result corresponds to the Fujita-Kato solutions
of the classical Navier-Stokes system. The same idea can be used to prove the global exis-
tence of weak solutions in the critical functional framework to (INS) with one component
of the initial velocity being large and can also be applied to provide a lower bound for the
lifespan of smooth enough solutions of (INS).
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1. Introduction
In this paper, we consider the global existence of weak solutions to the following three
dimensional incompressible inhomogeneous Navier-Stokes equations with initial density in
the bounded function space and having a positive lower bound, and with initial velocity
being sufficiently small in the critical Besov space, B˙
1
2
2,1,
(1.1)


∂tρ+ u · ∇ρ = 0, (t, x) ∈ R+×R3,
ρ(∂tu+ u · ∇u)−∆u+∇π = 0,
divu = 0,
(ρ, u)|t=0 = (ρ0, u0),
where ρ, u stand for the density and velocity of the fluid respectively, π is a scalar pressure
function which guarantees the divergence free condition of the velocity field. Such a system
describes a fluid which is obtained by mixing several immiscible fluids that are incompressible
and that have different densities.
Let us first state three major basic features of system (1.1) in general Euclidean space Rd,
d ≥ 2. Firstly, the incompressibility condition on the convection velocity field in the density
transport equation ensures that
(1.2) ‖ρ(t)‖L∞ = ‖ρ0‖L∞ and meas
{
x ∈ Rd | α ≤ ρ(t, x) ≤ β } is independent of t ≥ 0,
for any pair of non-negative real numbers (α, β). Secondly, this system has the following
energy law
(1.3)
1
2
∫
R
d
ρ(t, x)|u(t, x)|2dx+
∫ t
0
‖∇u(t′, ·)‖2
L2(Rd)
dt′ =
1
2
∫
R
d
ρ0(x)|u0(x)|2dx.
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The third basic feature is the scaling invariance property: if (ρ, u, π) is a solution of (1.1)
on [0, T ] ×Rd, then the rescaled triplet (ρ, u, π)λ defined by
(1.4) (ρ, u, π)λ(t, x)
def
=
(
ρ(λ2t, λx), λu(λ2t, λx), λ2π(λ2t, λx)
)
, λ ∈ R
is also a solution of (1.1) on [0, T/λ2]× Rd. This leads to the notion of critical regularity.
Based on the energy estimate (1.3), Simon [27] (see [24] for general result on the vari-
able viscosity case) constructed global weak solutions of the system (1.1) with finite energy.
Ladyzhenskaya and Solonnikov [20] proved the local well-posedness to the system (1.1) with
homogeneous Dirichlet boundary condition and with smooth initial data that has no vacuum.
Motivated by (1.4), Danchin [8] established the well-posedness of (1.1) in the so-called critical
functional framework for small perturbations of some positive constant density. The essential
idea in [8] is to use functional spaces (or norms) that have the same scaling invariance as
(1.4). In this framework, it has been stated in [1, 8] that for the initial data (ρ0, u0) satisfying
(ρ0 − 1) ∈ B˙
d
p
p,1(R
d), u0 ∈ B˙
d
p
−1
p,1 (R
d) with div u0 = 0
and that for a small enough constant c
‖ρ0 − 1‖
B˙
d
p
p,1
+ ‖u0‖
B˙
d
p−1
p,1
≤ c,
we have for any p ∈ [1, 2d[
• existence of global solution (ρ, u,∇p) with ρ− 1 ∈ C([0,∞[; B˙
d
p
p,1(R
d)), u ∈ C([0,∞[;
B˙
d
p
−1
p,1 (R
d)), and ∂tu,∇2u,∇p ∈ L1(R+; B˙
d
p
−1
p,1 (R
d));
• uniqueness in the above space if in addition p ≤ d.
The above existence result was extended to general Besov spaces in [2, 9, 25] even without
the size restriction for the initial density [3, 4]. The uniqueness of such solutions for p ∈]d, 2d[
was obtained by Danchin and Mucha in [9].
In all these aforementioned works, the density has to be at least in the Besov space
B˙
d/p
p,∞(R
d), which excludes the density function with discontinuities across some hypersur-
face. Indeed, the Besov regularity of the characteristic function of a smooth domain is only
B˙
1/p
p,∞(R
d). Therefore, those results do not apply to a mixture flow composed of two separate
fluids with different densities.
In particular, Lions proposed the following open question in [24]: suppose the initial density
ρ0 = 1D for some smooth domain D, Theorem 2.1 of [24] provides at least one global weak
solution (ρ, u) of (1.1) such that for all t ≥ 0, ρ(t) = 1D(t) for some set D(t) with vol(D(t)) =
vol(D). Then whether or not the regularity of D is preserved by time evolution? To avoid
the difficulty caused by vacuum, Liao and the author [22] investigated the case when the
system (1.1) is supplemented with the initial density, ρ0(x) = η11Ω0 + η21Ωc0 , for a pair of
positive constants (η1, η2) with |η1 − η2| being sufficiently small, and where Ω0 is a bounded,
simply connected 2D domain with W k+2,p-boundary regularity for k ∈ N . This smallness
assumption for the difference between η1 and η2 was removed by the authors in [23]. Danchin
and Zhang [13], Gancedo and Garcia-Juarez [18] proved the propagation of Ck+γ regularity
of the density patch to (1.1). Lately Danchin and Mucha [11] can allow vacuum.
In the general case when ρ0 ∈ L∞ with a positive lower bound and initial velocity u0 ∈ H1,
Kazhikov [19] proved the local existence of weak solution to the system (1.1). While with
u0 ∈ H2, Danchin and Mucha [10] proved that the system (1.1) has a unique local in time
solution. Paicu, the author and Zhang [26] improved the well-posedness results in [10] with
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initial velocity in Hs(R2) for any s > 0, and with initial velocity in H1(R3). Chen, Zhang
and Zhao [5] further improved the regularity of the initial velocity in 3D to be in Hs(R3) for
any s > 12 . Nevertheless, in either [5] or [26], the authors can not prove the propagation of
the regularities for the initial velocity field, namely, they can not prove the velocity u belongs
to C([0, T ];Hs). Furthermore, the norms of the initial velocity in [5, 26] is not critical in the
sense that the norms are not scaling invariant under the transformation (1.4).
On the other hand, when ρ0 ≡ 1, the system (1.1) reduces to the classical incompressible
Navier-Stokes system (NS). Let us recall the following celebrated result by Fujita and Kato
[17] on (NS):
Theorem 1.1. Given solenoidal vector field u0 ∈ H˙ 12 with ‖u‖
H˙
1
2
≤ ε0 for ε0 sufficiently
small, then (NS) has a unique global solution u ∈ C([0,∞[; H˙ 12 )∩L4(R+; H˙1)∩L2(R+; H˙ 32 ).
Before proceeding, let us recall the definition of weak solutions to (1.1) from [16, 26]:
Definition 1.1. We call (ρ, u,∇π) a global weak solution of (1.1) if
• for any test function φ ∈ C∞c ([0,∞[×R3), there holds∫ ∞
0
∫
R
3
ρ(∂tφ+ u · ∇φ) dx dt+
∫
R
3
φ(0, x)ρ0(x) dx = 0,∫ ∞
0
∫
R
3
div uφdx dt = 0,
(1.5)
• for any vector valued function Φ = (Φ1,Φ2,Φ3) ∈ C∞c ([0,∞[×R3), one has
(1.6)
∫ ∞
0
∫
R
3
{
u · ∂tΦ− (u · ∇u) · Φ− 1
ρ
(
∆u−∇π)Φ} dx dt+ ∫
R
3
u0 · Φ(0, x) dx = 0.
The goal of the following theorem is to prove similar version of Theorem 1.1 for the inho-
mogeneous incompressible Navier-Stokes system (1.1), the proof of which will be based on
the basic features of (1.1), namely, (1.2), (1.3) and (1.4).
Theorem 1.2. Let (ρ0, u0) satisfy
(1.7) 0 < c0 ≤ ρ0(x) ≤ C0 < +∞ and u0 ∈ B
1
2 .
Then there exists a constant ε0 > 0 depending only on c0, C0 such that if
(1.8) ‖u0‖
B
1
2
≤ ε0,
the system (1.1) has a global weak solution (ρ, u) with ρ ∈ L∞(R+×R3) and u ∈ C([0,∞[, B 12 )∩
L2(R+;B
3
2 ) which satisfies
(1.9) c0 ≤ ρ(t, x) ≤ C0 for (t, x) ∈ R+×R3,
and
‖u‖
L˜∞t (B
1
2 )
+ ‖u‖
L˜2t (B
3
2 )
+ ‖
√
tu‖
L˜∞t (B˙
3
2 )
+
∥∥√t(∇u, π)∥∥
L2t (B
1
2
6,1)
+ ‖
√
tut‖
L˜2t (B
1
2 )
+ ‖tut‖
L˜∞t (B
1
2 )
+ ‖tDtu‖
L˜2t (B
3
2 )
≤ C‖u0‖
B
1
2
.
(1.10)
Here and in all that follows, we always denote Dt
def
= ∂t + u · ∇ to be the material derivative.
For simplification, we always denote Bs
def
= B˙s2,1 in this paper. The definitions of Besov
spaces, B˙sp,r, and Chemin-Lerner type space, L˜
q
T (B
s), will be recalled in the Appendix A.
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Remark 1.1. (1) We improve the regularity of the initial velocity in Hs for any s > 12 in
[5] to be the critical space B
1
2 . Moreover, we can propagate the regularity of the initial
velocity field, namely, here u ∈ C([0,∞[, B 12 ). Whereas the velocity field in [5] belongs
to some time-weighted integer Sobolev spaces. More precisely, for any t ∈ [0,+∞[
and σ(t)
def
= min(1, t), they have
‖σ(t) 1−s2 ∇u‖L∞t (L2) +
∥∥σ(t) 1−s2 (∇2u, ut,∇π)∥∥L2t (L2) ≤ C‖u0‖2Hs ,∥∥σ(t)1− s2 (∇2u, ut,∇π)∥∥L∞t (L2) + ‖σ(t)1− s2∇ut‖L2t (L2) ≤ C‖u0‖2Hs exp(C(‖u0‖2L2 + ‖u0‖4Hs)).
(2) The time weight in (1.10) is optimal even for heat semigroup et∆u0. Indeed, it follows
from Lemma A.2 and Bernstein inequality that
‖∆j(t
1
2∇et∆u0)‖L2 .t
1
2 2je−ct2
2j‖∆ju0‖L2 . ‖∆ju0‖L2 ,
which implies that ‖t 12∇et∆u0‖L˜∞t (Bs) . ‖u0‖Bs for any s ∈ R .
(3) As in [5, 26], with a little bit more regularity assumption on the initial velocity field, we
can also prove the uniqueness of such weak solutions of (1.1) constructed in Theorem
1.2.
Again in a critical functional framework, Huang, Paicu and the author [16] proved the
global existence of weak solutions to (1.1) provided that the initial data satisfy the nonlinear
smallness condition:(‖ρ−10 − 1‖L∞ + ‖uh0‖
B˙
−1+ 3p
p,r
)
exp
(
Cr‖u30‖2r
B˙
−1+ 3p
p,r
)
≤ ε0
for some positive constants ε0, Cr and 1 < p < 3, 1 < r < ∞, where uh0 = (u10, u20) and
u0 = (u
h
0 , u
3
0). With a little bit more regularity assumption on the initial velocity, they [16]
also proved the uniqueness of such solutions. Danchin and the author extended this result to
the half-space setting in [12]. Nonetheless as in [5, 26], the authors there can not prove the
propagation of the fractional derivative for the initial velocity field. Moreover, The result in
[16] does not work for the index r = 1 due to technical reason (the application of maximal
regularity estimate for heat semi-group forbids the case for r = 1.) The purpose of the next
theorem is to solve the aforementioned questions.
Toward this, let us denote a
def
= 1ρ − 1. Then we can reformulate (1.1) as
(1.11)


∂ta+ u · ∇a = 0, (t, x) ∈ R+×R3,
∂tu+ u · ∇u− (1 + a)
(
∆u−∇π) = 0,
divu = 0,
(a, u)|t=0 = (a0, u0),
The second result of this paper states as follows:
Theorem 1.3. Let a0 ∈ L∞ and u0 = (uh0 , u30) ∈ B
1
2 . Then there exists a positive constant
ε0 so that if
(1.12) η
def
=
(‖a0‖L∞ + ‖uh0‖B 12 ) exp(C‖u30‖2B 12 ) ≤ ε0,
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(1.11) has a global weak solution (a, u) in the sense of Definition 1.1, which satisfies u =
v + et∆u0 and
‖v‖
L˜∞t (B
1
2 )
+ ‖v‖
L˜2t (B
3
2 )
+ ‖
√
tv‖
L˜∞t (B
3
2 )
+ ‖
√
tvt‖
L˜2t (B
1
2 )
+ ‖tvt‖
L˜∞t (B
1
2 )
+ ‖tDtv‖
L˜2t (B
3
2 )
≤ Cη.
(1.13)
The idea of the proof to Theorem 1.2 can also be used to prove the following Theorem
concerning the lifespan of smooth enough solution to (1.1), which in particular generalize
the corresponding result for classical Navier-Stokes system (see Proposition 1.1 of [7]) to the
inhomogeneous context.
Theorem 1.4. Let ρ0 satisfy (1.7), u0 ∈ H 12+2γ for γ ∈]0, 1/4]. Then (1.1) has a unique
solution (ρ, u) on [0, T ] so that u ∈ C([0, T ];H 12+2γ) ∩ L2(]0, T [; H˙ 32+2γ). We denote T ∗(u0)
to be the maximal time of existence of such solution. Then there exists a constant cγ so that
(1.14) T ∗(u0) ≥ cγ‖u0‖
− 1
γ
H˙
1
2+2γ
def
= Tγ .
Moreover, for t ≤ Tγ , there holds
‖u‖
L˜∞t (H˙
1
2+2γ)
+ ‖u‖
L2t (H˙
3
2+2γ)
+ ‖
√
tu‖
L˜∞t (H˙
3
2+2γ)
+ ‖
√
tut‖
L2t (H˙
1
2+2γ)
+ ‖tDtu‖
L˜∞t (H˙
1
2+2γ)
+ ‖tDtu‖
L˜2t (H˙
3
2+2γ)
≤ C‖u0‖
H˙
1
2+2γ
.
(1.15)
Remark 1.2. When ρ0 = 1 and γ =
1
4 , (1.14) corresponds to the celebrated Leray estimate
on the lifespan of strong solutions to the classical Navier-Stokes system in [21].
Let us end this introduction by some notations that will be used in all that follows.
For operators A,B, we denote [A;B] = AB−BA to be commutator of A and B. For a . b,
we mean that there is a uniform constant C, which may be different on different lines, such
that a ≤ Cb. We denote by ∫
R
3 f |g dx the L2(R3) inner product of f and g. For X a Banach
space and I an interval of R, we denote by C(I; X) the set of continuous functions on I with
values in X. For q in [1,+∞], the notation Lq(I; X) stands for the set of measurable functions
on I with values in X, such that t 7−→ ‖f(t)‖X belongs to Lq(I). Finally we always denote
(dj)j∈Z (resp. (cj)j∈Z) to be a generic element of ℓ
1(Z) (resp. ℓ2(Z)) so that
∑
j∈Z dj = 1
(resp.
∑
j∈Z c
2
j = 1).
2. Ideas of the proof and structure of the paper
First of all, let us recall that the classical idea to prove the local wellposedness of (1.11) in
the critical functional framework in [1, 8] is first to apply the operator ∆j (see (A.1)) to the
momentum equation of (1.11) and then taking L2 inner product of the result equation with
∆ju, which gives
1
2
d
dt
‖∆ju(t)‖2L2 + ‖∇∆ju‖2L2 =
(
∆j(u · ∇u)|∆ju
)
+
(
∆j [a(∆u−∇π)]|∆ju
)
.
The next idea is to apply the commutative estimate for
[∆j; a](∆u−∇π)
and the smallness condition for a in the critical Besov space, B˙
3
2
2,∞, to deal with the term(
∆j[a(∆u − ∇π)]|∆ju
)
as a perturbation term of the left-hand side. To go through this
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process, one needs a ∈ L∞ ∩B
3
2
2,∞. Nevertheless, here we only assume that a0 belongs to the
bounded function space. Hence the aforementioned program does not work for the proof of
Theorems 1.2 to 1.4 here and the results in [5, 16, 26].
The main idea to the proof of Theorems 1.2 to 1.4 is motivated by the following lemma
and its proof in [6]:
Lemma 2.1 (Lemma 2.64 of [6]). Let s be a positive real number and (p, r) be in [1,∞]2.
A constant Cs exits such that if (uj)j∈Z is a sequence of smooth functions where
∑
j∈Z uj
converges to u in S ′h and
Ns
(
(uj)j∈Z
) def
=
∥∥( sup
|α|∈{0,[s]+1}
2j(s−|α|)‖∂αuj‖Lp
)
j∈Z
∥∥
ℓr(Z)
<∞,
then u is in B˙sp,r and ‖u‖B˙sp,r ≤ CsNs
(
(uj)j∈Z
)
.
More precisely, we shall explain how to combine the energy method with the proof of
Lemma 2.1 in [6] to prove the following proposition:
Proposition 2.1. Let (ρ, u) be a smooth enough solution of (1.1) on [0, T ∗[. Then under
the assumption of (1.7) and (1.8), we have (1.9) and
(2.1) ‖u‖
L˜∞t (B
1
2 )
+ ‖∇u‖
L˜2t (B
1
2 )
≤ C‖u0‖
B
1
2
for t < T ∗.
Proof. We first deduce from the classical theory on transport equation and (1.7) that there
holds (1.9) for t < T ∗.
We now consider the coupled system of (uj ,∇πj) as follows:
(2.2)


ρ
(
∂tuj + u · ∇uj
)−∆uj +∇πj = 0,
divuj = 0,
uj|t=0 = ∆ju0.
Then we deduce from the uniqueness of local smooth solution to (1.1) that
(2.3) u =
∑
j∈Z
uj , and ∇π =
∑
j∈Z
∇πj.
By taking L2 inner product of the momentum equation of (2.2) with uj and using the
transport equation of (1.1), we write
1
2
d
dt
∫
R
3
ρ|uj |2 dx+
∫
R
3
|∇uj|2 dx = 0.
Integrating the above equation over [0, t] leads to
1
2
∥∥√ρuj(t)∥∥2L2 + ‖∇u‖2L2t (L2) = 12∥∥√ρ0∆ju0∥∥2L2 ,
and thus there holds
(2.4) ‖uj‖L∞t (L2) + ‖∇u‖L2t (L2) ≤ C‖∆ju0‖L2 ≤ Cdj2
− j
2‖u0‖
B
1
2
.
Whereas taking L2 inner product of the momentum equation of (2.2) with ∂tuj gives
1
2
d
dt
‖∇uj(t)‖2L2 +
∥∥√ρ∂tuj∥∥2L2 =−
∫
R
3
ρu · ∇uj |∂tuj dx
≤C‖u‖L3‖∇uj‖L6
∥∥√ρ∂tuj∥∥L2
≤C‖u‖
H˙
1
2
‖∇2uj‖L2
∥∥√ρ∂tuj∥∥L2 .
(2.5)
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On the the other hand, the momentum equation of (2.2) can be reformulated as
(2.6)
{ −∆uj +∇πj = −ρ∂tuj − ρu · ∇uj,
divuj = 0,
from which and the law of product (A.2), we infer
‖∇2uj‖L2 + ‖∇πj‖L2 ≤C
(‖√ρ∂tuj‖L2 + ‖u · ∇uj‖L2)
≤C(‖√ρ∂tuj‖L2 + ‖u‖H˙ 12 ‖∇2uj‖L2).(2.7)
Let us denote
(2.8) T ⋆1
def
= sup
{
t < T ∗ : ‖u‖
L∞t (H˙
1
2 )
≤ c1
}
.
Then for c1 being so small that Cc1 ≤ 12 and for t ≤ T ⋆1 , we have
(2.9) ‖∇2uj‖L2 + ‖∇πj‖L2 ≤ C‖
√
ρ∂tuj‖L2 .
Inserting the above inequality into (2.5) yields
1
2
d
dt
‖∇uj(t)‖2L2 +
∥∥√ρ∂tuj∥∥2L2 ≤ C‖u‖H˙ 12 ∥∥√ρ∂tuj∥∥2L2 for t ≤ T ⋆1 .
Then for c1 in (2.8) being so small that Cc1 ≤ 12 , we achieve
d
dt
‖∇uj(t)‖2L2 +
∥∥√ρ∂tuj∥∥2L2 ≤ 0 for t ≤ T ⋆1 ,
from which and (2.9), we deduce that
‖∇uj‖L∞t (L2)+
∥∥(√ρ∂tuj ,∇2uj ,∇πj)∥∥L2t (L2)
≤C‖∇uj(0)‖L2 ≤ C‖∇∆ju0‖L2 ≤ Cdj2
j
2 ‖u0‖
B
1
2
.
(2.10)
In view of (2.3), (2.4) and (2.10), we get, by applying Bernstein inequality, that
‖∆ju‖L∞t (L2) + ‖∇∆ju‖L2t (L2) .
∑
j′≥j
(‖∆juj′‖L∞t (L2) + ‖∇∆juj′‖L2t (L2))
+ 2−j
∑
j′≤j
(‖∇∆juj′‖L∞t (L2) + ‖∇2∆juj′‖L2t (L2))
.
∑
j′≥j
(‖uj′‖L∞t (L2) + ‖∇uj′‖L2t (L2))
+ 2−j
∑
j′≤j
(‖∇uj′‖L∞t (L2) + ‖∇2uj′‖L2t (L2))
.dj2
− j
2‖u0‖
B
1
2
.
This implies that (2.1) holds for t ≤ T ⋆1 . Then taking ε0 in (1.8) so small that C‖u0‖B 12 ≤
Cε0 ≤ c12 , for c1 given by (2.8), we get, by using a continuous argument, that T ⋆1 determined
by (2.8) equals any number smaller than T ∗. This in turn shows (2.1). 
Remark 2.1. We remark that similar idea was first used by Hmidi and Keraani [14] for
two dimensional incompressible Euler system, which also works (without change) for the
transport diffusion equation. In the inhomogeneous context, similar idea was used by Liao
and the author [23] in order to propagate fractional Besov regularities for the velocity field of
the two dimensional incompressible inhomogeneous Navier-Stokes system.
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Remark 2.2. By virtue of (2.1), we deduce from the classical theory of inhomogeneous
Navier-Stokes system that T ∗ =∞.
Along the same line to the proof of Proposition 2.1, we can also show that
Proposition 2.2. Under the assumptions of Proposition 2.1, we have
(2.11) ‖
√
t∇u‖
L˜∞t (B
1
2 )
+ ‖
√
tut‖
L˜2t (B
1
2 )
≤ C‖u0‖
B
1
2
for any t > 0.
and
Proposition 2.3. Under the assumptions of Proposition 2.1, we have
(2.12) ‖tDtu‖
L˜∞t (B
1
2 )
+ ‖t∇Dtu‖
L˜2t (B
1
2 )
≤ C‖u0‖
B
1
2
for any t > 0.
The complete proof of the above two propositions will be presented in Section 3.
Now we are in a position to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. By mollifying the initial data (ρ0, u0), we deduce from the classical
theory of inhomogeneous incompressible Navier-Stokes system that (1.1) has a unique local
solution (ρε, uε) on [0, T ∗ε [. Moreover, we can show that (2.1), (2.11) and (2.12) hold for
(ρε, uε). In particular, Proposition 2.1 ensures T ∗ε = ∞ provided that ε0 is small enough in
(1.8). Then exactly along the same line to proof of Theorem 1.2 in [26], we can complete the
existence part of Theorem 1.2 by using the uniform estimates (2.1), (2.11), (2.12) and (3.25)
for (ρε, uε) and a standard compactness argument, which we omit details here. In order to
prove (1.10), it remains to show that
(2.13) ‖tut‖
L˜∞t (B
1
2 )
≤ C‖u0‖
B
1
2
.
Indeed it follows from the law of product in Besov spaces and (2.11), (2.12) that
‖tut‖
L˜∞t (B
1
2 )
≤‖tDtu‖
L˜∞t (B
1
2 )
+ C‖
√
tu‖
L˜∞t (B
3
2 )
‖‖
√
t∇u‖
L˜∞t (B
1
2 )
≤C‖u0‖
B
1
2
.
(2.14)
This completes the proof of Theorem 1.2. 
In order to prove Theorem 1.3, we denote u = v+et∆u0. Then by virtue of (1.11), (a, v,∇π)
verifies
(2.15)


∂ta+
(
v + et∆u0
) · ∇a = 0,
∂tv +
(
v + et∆u0
) · ∇v + v · ∇et∆u0 − (1 + a)(∆v −∇π)
= −et∆u0 · ∇et∆u0 + a∆et∆u0,
div v = 0,
v|t=0 = 0.
Now let (a, v,∇π) be a smooth enough solution of (2.15) on [0, T ∗[, we construct (vj ,∇πj)
via
(2.16)


ρ∂tvj + ρ
(
v + et∆u0
) · ∇vj + ρvj · ∇et∆u0 −∆vj +∇πj
= ρFj + ρa∆e
t∆∆ju0 with
Fj =
( −et∆u0 · ∇et∆∆juh0
−et∆∆juh0 · ∇het∆u30 + et∆u30et∆∆j divh uh0
)
,
div vj = 0
vj|t=0 = 0.
Here and in Section 3, we always denote vh
def
= (v1, v2), v = (v
h, v3) and ρ
def
= 11+a .
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Due to uniqueness result for smooth enough solution of (2.15) and div u0 = 0, we have
(2.17) v =
∑
j∈Z
vj and ∇π =
∑
j∈Z
∇πj.
Then the proof of Theorem 1.3 consists of the following three propositions, the proof of
which will be presented in Section 4:
Proposition 2.4. Let (ρ, v) be a smooth enough solution of (2.15) on [0, T ∗[. Then under
the assumption of (1.12), we have
(2.18) ‖v‖
L˜∞(B
1
2 )
+ ‖∇v‖
L˜2t (B
1
2 )
≤ Cη for t < T ∗,
where η is given by (1.12).
Proposition 2.5. Under the assumption of Proposition 2.4, we have
(2.19) ‖
√
t∇v‖
L˜∞(B
1
2 )
+ ‖
√
tvt‖
L˜2t (B
1
2 )
≤ Cη for any t > 0.
Proposition 2.6. Under the assumptions of Proposition 2.4, for any t > 0, we have
(2.20) ‖tDtv‖
L˜∞t (B
1
2 )
+ ‖t∇Dtv‖
L˜2t (B
1
2 )
≤ Cη.
Proof of Theorem 1.3. With the a priori estimates (2.18), (2.19) and (2.20), we can follow
the same line as the proof of Theorem 1 of [16] to complete the existence part of Theorem
1.3. Moreover, there holds (1.13). 
Remark 2.3. We emphasize that we crucially used the divergence free condition of u0 in the
construction of (vj ,∇πj) in (2.16). We comment that the proof of Theorem 1.3 here is more
concise than that of Theorem 1 in [16], where the authors first write the integral formulation
for the velocity field u of (1.11), then perform the estimate of uh and finally the estimate of
u3 through the application of the maximal regularity estimate for heat-semi-group. I am not
sure if we can go through the proof of Theorem 1.3 by performing energy estimate for uhj and
then for the energy estimate of u3j for solutions (uj ,∇πj) of (2.2).
Finally, let us turn to the proof of Theorem 1.4, which relies on the following propositions:
Proposition 2.7. Let (ρ, u) be a smooth enough solution of (1.1) on [0, T ∗[. Then for
γ ∈]0, 1/4], there a positive constant cγ so that
(2.21) T ∗ > Tγ
def
= cγ‖u0‖
− 1
γ
H˙
1
2+2γ
,
and for t ≤ Tγ , there holds
(2.22) ‖u‖
L˜∞t (H˙
1
2+2γ)
+ ‖∇u‖
L2t (H˙
1
2+2γ)
≤ C‖u0‖
H˙
1
2+2γ
.
Proposition 2.8. Under the assumptions of Proposition 2.7, we have
(2.23) ‖
√
t∇u‖
L˜∞t (H˙
1
2+2γ)
+ ‖
√
tut‖
L2t (H˙
1
2+2γ)
≤ C‖u0‖
H˙
1
2+2γ
for t ≤ Tγ .
Proposition 2.9. Under the assumptions of Proposition 2.7, we have
(2.24) ‖tDtu‖
L˜∞t (H˙
1
2+2γ)
+ ‖t∇Dtu‖
L˜2t (H˙
1
2+2γ)
≤ C‖u0‖
H˙
1
2+2γ
for t ≤ Tγ .
By summing up Proposition 2.7 to Proposition 2.9, we conclude the proof of Theorem 1.4.
The detailed proof of Propositions 2.7 to 2.9 will be presented in Section 5.
For the convenience of the readers, we shall collect some basic facts on Littlewood-Paley
theory in the Appendix A.
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3. The proof of Theorem 1.2
The purpose of this section is to present the proof of Propositions 2.2 to 2.3. We first
deduce the following corollary from the proof of Proposition 2.1 in Section 2.
Corollary 3.1. Let (uj,∇πj) be dertermined by (2.2), we have
(3.1) ‖
√
t∇uj‖L∞t (L2) +
∥∥√t(∂tuj,∇2uj,∇πj)∥∥L2t (L2) ≤ Cdj2− j2‖u0‖B 12 for any t > 0.
Proof. Indeed thanks to (2.5), we have
1
2
d
dt
‖∇uj(t)‖2L2 +
∥∥√ρ∂tuj∥∥2L2 ≤C‖u‖L∞‖∇uj‖L2‖√ρ∂tuj‖L2
≤C‖u‖2
B
3
2
‖∇uj‖2L2 +
1
2
‖√ρ∂tuj‖2L2 .
Multiplying the above inequality by t gives rise to
d
dt
(
t‖∇uj(t)‖2L2
)
+ t
∥∥√ρ∂tuj∥∥2L2 ≤ ‖∇uj‖2L2 + C‖u‖2B 32 t‖∇uj‖2L2 .
Applying Gronwall’s inequality and then using (2.1) and (2.4) that
‖
√
t∇uj‖2L∞t (L2) + ‖
√
t∂tuj‖2L2t (L2) ≤‖∇uj‖
2
L2t (L
2) exp
(
C‖u‖2
L2t (B
3
2 )
)
≤Cd2j2−j‖u0‖2
B
1
2
,
(3.2)
which together with (2.9) implies (3.1) 
Proof of Proposition 2.2. Applying ∂t to the momentum equation of (2.2) yields
ρ∂2t uj + ρu · ∇∂tuj −∆∂tuj +∇∂tπj = −ρtDtuj − ρut · ∇uj.
Here and in all that follows, we always denote Dt
def
= ∂t + u · ∇ to be the material derivative.
By taking L2 inner product of the above equation with ∂tuj and making use of the transport
equation of (1.1), we obtain
(3.3)
1
2
d
dt
∫
R
3
ρ|∂tuj |2 dx+ ‖∇∂tuj‖2L2t (L2) = −
∫
R
3
ρtDtuj |∂tuj dx−
∫
R
3
ρut · ∇uj|∂tuj dx.
Let us now handle term by term above.
• Estimate for ∫
R
3 ρt∂tuj|∂tuj dx.
By virtue of the transport equation of (1.1), we get, by using integration by parts, that
−
∫
R
3
ρt∂tuj |∂tuj dx =
∫
R
3
u · ∇ρ|∂tuj|2 dx
=− 2
∫
R
3
ρu · ∇∂tuj |∂tuj dx,
which leads to ∣∣∫
R
3
ρt∂tuj |∂tuj dx
∣∣ ≤C‖u‖L∞‖√ρ∂tuj‖L2‖∇∂tuj‖L2
≤C‖u‖2
B
3
2
‖√ρ∂tuj‖2L2 +
1
6
‖∇∂tuj‖2L2 .
• Estimate for ∫
R
3 ρtu · ∇uj |∂tuj dx.
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Once again we get, by using integration by parts, that
−
∫
R
3
ρtu · ∇uj|∂tuj dx =−
∫
R
3
(
ρu · ∇u) · ∇uj|∂tuj dx
−
∫
R
3
ρ(u⊗ u) : ∇2uj |∂tuj dx−
∫
R
3
u · ∇uj |ρu · ∇∂tuj dx.
It follows from (2.9) that∣∣∫
R
3
(
ρu · ∇u) · ∇uj |∂tuj dx∣∣ ≤C‖u‖L∞‖∇u‖L3‖∇uj‖L6‖√ρ∂tuj‖L2
≤C‖u‖2
B
3
2
‖∇2uj‖L2‖
√
ρ∂tuj‖L2
≤C‖u‖2
B
3
2
‖√ρ∂tuj‖2L2 .
The same estimate holds for
∫
R
3 ρ(u ⊗ u) : ∇2uj |∂tuj dx. Moreover, along the same line, we
have ∣∣∫
R
3
u · ∇uj|ρu · ∇∂tuj dx
∣∣ ≤C‖u‖L∞‖∇uj‖L6‖u‖L3‖∇∂tuj‖L2
≤C‖u‖
B
1
2
‖u‖
B
3
2
‖∇2uj‖L2‖∇∂tuj‖L2
≤C‖u‖2
B
1
2
‖u‖2
B
3
2
‖√ρ∂tuj‖2L2 +
1
6
‖∇∂tuj‖2L2 .
As a result, it comes out∣∣∫
R
3
ρtu · ∇uj|∂tuj dx
∣∣ ≤ C(1 + ‖u‖2
B
1
2
)‖u‖2
B
3
2
‖√ρ∂tuj‖2L2 +
1
6
‖∇∂tuj‖2L2 .
• Estimate for ∫
R
3 ρut · ∇uj |∂tuj dx.
∣∣∫
R
3
ρut · ∇uj|∂tuj dx
∣∣ ≤C‖ut‖L2‖∇uj‖L3‖∂tuj‖L6
≤C‖ut‖L2‖∇uj‖
1
2
L2
‖∇2uj‖
1
2
L2
‖∇∂tuj‖L2
≤C‖ut‖2L2‖∇uj‖L2‖∇2uj‖L2 +
1
6
‖∇∂tuj‖2L2
≤C‖ut‖2L2‖∇uj‖L2‖
√
ρ∂tuj‖L2 +
1
6
‖∇∂tuj‖2L2 ,
where in the last step, we used (2.9).
Inserting the above estimates into (3.3) gives rise to
d
dt
∫
R
3
ρ|∂tuj|2 dx+ ‖∇∂tuj‖2L2t (L2) ≤ C
((
1 + ‖u‖2
B
1
2
)‖u‖2
B
3
2
‖√ρ∂tuj‖2L2
+ ‖ut‖2L2‖∇uj‖L2‖
√
ρ∂tuj‖L2
)
.
(3.4)
Multiplying the above inequality by t and using (2.1) yields
d
dt
‖√tρ∂tuj‖2L2 + ‖
√
t∇∂tuj‖2L2t (L2) ≤‖
√
ρ∂tuj‖2L2 + C‖t
1
4ut‖2L2‖∇uj‖2L2
+ C
(‖u‖2
B
3
2
+ ‖t 14ut‖2L2
)‖√tρ∂tuj‖2L2 .
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By applying Gronwall’s inequality and using (1.9), we achieve
‖
√
t∂tuj‖2L∞t (L2) + ‖
√
t∇∂tuj‖2L2t (L2) ≤ C exp
(∫ t
0
(‖u‖2
B
3
2
+ ‖t 14ut‖2L2
)
dt′
)
× (‖√ρ∂tuj‖2L2t (L2) + ‖t 14ut‖2L2t (L2)‖∇uj‖2L∞t (L2)).
(3.5)
On the other hand, we deduce from (2.10) and (3.1) that
‖t 14 ∂tuj‖L2t (L2) ≤‖∂tuj‖
1
2
L2t (L
2)
‖
√
t∂tuj‖
1
2
L2t (L
2)
≤Cdj‖u0‖
B
1
2
,
so that it follows from (2.3)
(3.6) ‖t 14∂tu‖L2t (L2) ≤
∑
j∈Z
‖t 14∂tuj‖L2t (L2) ≤ C‖u0‖B 12 .
Therefore, by virtue of (2.1), (2.10) and (3.6), we obtain
‖
√
t∂tuj‖L∞t (L2) + ‖
√
t∇∂tuj‖L2t (L2) ≤Cdj2
j
2 exp
(
C‖u0‖2
B
1
2
)‖u0‖
B
1
2
≤Cdj2
j
2‖u0‖
B
1
2
,
(3.7)
from which and (2.9), we achieve
(3.8) ‖
√
t∇2uj‖L∞t (L2) ≤ Cdj2
j
2‖u0‖
B
1
2
.
With (3.1), (3.7) and (3.8), we get, by a similar derivation of (2.1), that (2.11) holds for any
t > 0. 
Corollary 3.2. Under the assumptions of Proposition 2.1, for any t > 0, we have
‖tDtuj‖L∞t (L2) + ‖t∇Dtuj‖L2t (L2) ≤ Cdj2
− j
2 ‖u0‖
B
1
2
,(3.9)
and
(3.10) ‖
√
t∇2u‖L2t (L3) ≤ C‖u0‖B 12 .
Proof. By multiplying (3.4) by t2, we obtain
d
dt
‖t√ρ∂tuj‖2L2 + ‖t∇∂tuj‖2L2t (L2) ≤2‖
√
tρ∂tuj‖2L2 + C‖t
1
4ut‖2L2‖
√
t∇uj‖2L2
+ C
(‖u‖2
B
3
2
+ ‖t 14ut‖2L2
)‖t√ρ∂tuj‖2L2 .
Applying Gronwall’s inequality gives
‖t∂tuj‖2L∞t (L2)+‖t∇∂tuj‖
2
L2t (L
2) ≤ exp
(
C
∫ t
0
(‖u‖2
B
3
2
+ ‖t 14ut‖2L2
)
dt′
)
× (‖√t∂tuj‖2L2t (L2) + C‖t 14ut‖2L2t (L2)‖√t∇uj‖2L∞t (L2)),
(3.11)
which together with (3.1) and (3.6) implies
(3.12) ‖t∂tuj‖2L∞t (L2) + ‖t∇∂tuj‖
2
L2t (L
2) ≤ Cd2j2−j‖u0‖2B 12 .
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Then by using (2.11) and (3.1) once again, we get
‖tDtuj‖L∞t (L2) ≤‖t∂tuj‖L∞t (L2) + ‖
√
tu‖
L∞t (B
3
2 )
‖
√
t∇uj‖L∞t (L2)
≤Cdj2−
j
2 ‖u0‖
B
1
2
.
Whereas by applying the law of product in Sobolev space, (A.2), and using (2.9) gives rise to
‖t∇Dtuj‖L2t (L2) ≤‖t∇∂tuj‖L2t (L2) + ‖u‖L2t (B 32 )‖t∇
2uj‖L∞t (L2)
≤‖t∇∂tuj‖L2t (L2) + C‖u‖L2t (B 32 )‖t∂tuj‖L∞t (L2)
≤Cdj2−
j
2‖u0‖
B
1
2
,
which implies (3.9).
On the other hand, note from (1.1) that{ −∆u+∇π = −ρ(∂tu+ u · ∇u),
divu = 0,
from which and regularity theory of Stokes operator, we deduce from (2.1) and (2.11) that
‖
√
t∇2u‖L2t (L3) ≤C
(‖√t∂tu‖L2t (L3) + ‖u‖L2t (L∞)‖√t∇u‖L∞t (L3))
≤C(‖√t∂tu‖
L2t (B
1
2 )
+ ‖u‖
L2t (B
3
2 )
‖
√
t∇u‖
L∞t (B
1
2 )
)
≤C‖u0‖
B
1
2
,
which leads to (3.10). 
Proof of Proposition 2.3. It is easy to observe that
[Dt;∇]f =−∇u · ∇f, and
[Dt;∆]f =−∆u · ∇f − 2
3∑
i=1
∂iu · ∇∂if.
Then we get, by applying the operator Dt to the momentum equation of (2.2), that
(3.13) ρD2t uj −∆Dtuj +∇Dtπj = −∆u · ∇uj − 2
3∑
i=1
∂iu · ∇∂iuj +∇u · ∇πj def= fj.
Moreover, due to div uj = 0, we have
divDtuj =
3∑
i
∂iu · ∇uij.
Then we get, by taking space divergence operator to (3.13), that
∆Dtπj =
3∑
i
∆
(
∂iu · ∇uij
)− div (ρD2t uj)+ div fj,
from which, we infer
(3.14) ‖∇Dtπj‖L2 ≤ C
(∥∥∇Tr(∇u∇uj)∥∥L2 + ‖ρD2t uj‖L2 + ‖fj‖L2),
which together with (3.13) ensures that ‖∇2Dtuj‖L2 shares the same estimate.
14 P. ZHANG
Now by taking L2 inner product of (3.13) with D2t uj , we achieve
‖√ρD2t uj‖2L2 −
∫
R
3
∆Dtuj |D2t uj dx+
∫
R
3
∇Dtπj |D2t uj dx =
∫
R
3
fj|D2t uj dx.
By using integration by parts, one has
−
∫
R
3
∆Dtuj|D2t uj dx =
1
2
d
dt
∫
R
3
|∇Dtuj |2 dx+
∫
R
3
∇Dtuj|[∇;Dt]Dtuj dx,
so that there holds
1
2
d
dt
‖t∇Dtuj(t)‖2L2 + ‖t
√
ρD2t uj‖2L2 ≤ ‖
√
t∇Dtuj‖2L2 + t2
∫
R
3
fj|D2t uj dx
− t2
∫
R
3
∇Dtuj |[∇;Dt]Dtuj dx− t2
∫
R
3
∇Dtπj|D2t uj dx.
(3.15)
• Estimate for ∫ t0 (t′)2 ∫R3 fj|D2t uj dx dt′.
Before proceeding, we notice from (2.6) that∥∥√t(∇2uj ,∇πj)∥∥L2t (L6) ≤C(‖√t∇∂tuj‖L2t (L2) + ∥∥√tu · ∇uj‖L2t (L6))
≤C(‖√t∇∂tuj‖L2t (L2) + ‖u‖L2t (L∞)‖√t∇2uj‖L∞t (L2)),
which together with (2.1), (3.7) and (3.8) ensures that
(3.16)
∥∥√t(∇2uj ,∇πj)∥∥L2t (L6) ≤ Cdj2 j2 ‖u0‖B 12 .
Then we have∥∥t∇Tr(∇u∇uj)∥∥L2t (L2) ≤‖√t∇2u‖L2t (L3)‖√t∇uj‖L∞t (L6) + ‖√t∇u‖L∞t (L3)‖√t∇2uj‖L2t (L6)
≤C(‖√t∇2u‖L2t (L3)‖√t∇2uj‖L∞t (L2)
+ ‖
√
t∇u‖
L∞t (B
1
2 )
‖
√
t∇2uj‖L2t (L6)
)
,
from which, (3.8), (3.10) and (3.16), we infer
(3.17)
∥∥t∇Tr(∇u∇uj)∥∥L2t (L2) ≤ Cdj2 j2 ‖u0‖B 12 .
The same estimate holds for ‖t∆u · ∇uj‖L2t (L2) +
∑3
i=1 ‖t∂iu · ∇∂iuj‖L2t (L2).
Furthermore, we deduce from (3.16) that
‖t∇u · ∇πj‖L2t (L2) ≤‖
√
t∇u‖L∞t (L3)‖
√
t∇πj‖L2t (L6)
≤Cdj2
j
2 ‖
√
t∇u‖
L∞t (B
1
2 )
‖u0‖
B
1
2
.
This along with (2.11) ensures that
(3.18) ‖tfj‖L2t (L2) ≤ Cdj2
j
2 ‖u0‖
B
1
2
,
and thus
(3.19)
∣∣∫ t
0
(t′)2
∫
R
3
fj|D2t uj dx dt′
∣∣ ≤ Cd2j2j‖u0‖2
B
1
2
+
1
6
‖t√ρD2t uj‖2L2t (L2).
• Estimate for ∫ t0 (t′)2 ∫R3 ∇Dtuj |[∇;Dt]Dtuj dx dt′.
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It is easy to observe that
∣∣∫
R
3
∇Dtuj |[∇;Dt]Dtuj dx
∣∣ ≤‖∇u‖L3‖∇Dtuj‖2L3
≤C‖∇u‖L3‖∇Dtuj‖L2‖∇2Dtuj‖L2 .
Yet we deduce from (3.14), (3.17) and (3.18) that
‖t∇2Dtuj‖L2t (L2) + ‖t∇Dtπj‖L2t (L2)
≤C(∥∥t∇Tr(∇u∇uj)∥∥L2t (L2) + ‖tρD2t uj‖L2t (L2) + ‖tfj‖L2t (L2))
≤C(dj2 j2 ‖u0‖
B
1
2
+ ‖t√ρD2t uj‖L2t (L2)
)
.
(3.20)
Then we obtain
∣∣∫ t
0
(t′)2
∫
R
3
∇Dtuj|[∇;Dt]Dtuj dx dt′
∣∣ ≤ 1
6
‖t√ρD2t uj‖2L2t (L2)
+ C
(
d2j2
j‖u0‖2
B
1
2
+
∫ t
0
‖∇u‖2
B
1
2
‖t∇Dtuj‖2L2 dt′
)
.
(3.21)
• Estimate for ∫ t0 (t′)2 ∫R3 ∇Dtπj |D2t uj dx dt′.
We first get, by using integration by parts, that∫
R
3
∇Dtπj |D2t uj dx =−
∫
R3
Dtπj|∂t divDtuj dx+
∫
R
3
∇Dtπj|u · ∇Dtuj dx
=−
∫
R3
Dtπj|∂tTr(∇u∇uj) dx+
∫
R
3
∇Dtπj |u · ∇Dtuj dx
=
∫
R3
∇Dtπj|∂tu · ∇uj dx+
∫
R3
∇Dtπj |∂tuj · ∇u dx
+
∫
R
3
∇Dtπj|u · ∇Dtuj dx.
Next we handle term by term above. We first get, by applying product laws in Besov spaces,
(A.2), that
∣∣∫ t
0
(t′)2
∫
R3
∇Dtπj |∂tu · ∇uj dx dt′
∣∣ ≤ ∫ t
0
(t′)2‖∇Dtπj‖L2‖∂tu · ∇uj‖L2 dt′
≤‖t∇Dtπj‖L2t (L2)‖
√
tut‖
L2t (B
1
2 )
‖
√
t∇2uj‖L∞t (L2),
which together (2.11), (3.8) and (3.20) ensures that
∣∣∫ t
0
(t′)2
∫
R3
∇Dtπj |∂tu · ∇uj dx dt′
∣∣ ≤ 1
18
‖t√ρD2t uj‖2L2t (L2) + Cd
2
j2
j‖u0‖2
B
1
2
.
Along the same line, we get, by applying (2.11), (3.7) and (3.20), that
∣∣∫ t
0
(t′)2
∫
R3
∇Dtπj|∂tuj · ∇u dx dt′
∣∣ ≤‖t∇Dtπj‖L2t (L2)‖√t∇∂tuj‖L2t (L2)‖√t∇u‖L∞t (B 12 )
≤ 1
18
‖t√ρD2t uj‖2L2t (L2) + Cd
2
j2
j‖u0‖2
B
1
2
,
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and ∣∣∫ t
0
(t′)2
∫
R
3
∇Dtπj|u · ∇Dtuj dx dt′
≤
∫ t
0
‖u‖L∞‖t∇Dtuj‖L2‖t∇Dtπj‖L2 dt′
≤ 1
18
‖t√ρD2t uj‖2L2t (L2) + Cd
2
j2
j‖u0‖2
B
1
2
+
∫ t
0
‖u‖2L∞‖t∇Dtuj‖2L2 dt′.
As a result, it comes out∣∣∫ t
0
(t′)2
∫
R
3
∇Dtπj|D2t uj dx dt′
∣∣ ≤1
6
‖t√ρD2t uj‖2L2t (L2) +Cd
2
j2
j‖u0‖2
B
1
2
+ C
∫ t
0
‖u‖2L∞‖t∇Dtuj‖2L2 dt′.
(3.22)
Integrating (3.15) over [0, t] and then inserting (3.19), (3.21) and (3.22) into the resulting
inequality, we achieve
‖t∇Dtuj‖2L∞t (L2) + ‖t
√
ρD2t uj‖2L2t (L2) ≤Cd
2
j2
j‖u0‖2
B
1
2
+ ‖
√
t∇Dtuj‖2L2t (L2)
+ C
∫ t
0
(‖∇u‖2
B
1
2
+ ‖u‖2L∞
)‖t∇Dtuj‖2L2 dt′.
Note from (A.2), (3.7) and (3.8) that
‖
√
t∇Dtuj‖L2t (L2) ≤‖
√
t∇∂tuj‖L2t (L2) + ‖
√
tu · ∇uj‖L2t (H˙1)
≤C(‖√t∇∂tuj‖L2t (L2) + ‖u‖L2t (B 32 )‖
√
t∇uj‖L∞t (H˙1)
≤Cdj2
j
2‖u0‖
B
1
2
.
Then applying Gronwall’s inequality and using (2.1) gives rise to
‖t∇Dtuj‖2L∞t (L2) + ‖tD
2
t uj‖2L2t (L2) ≤Cd
2
j2
j‖u0‖2
B
1
2
exp
(
C‖u‖2
L2t (B
3
2 )
)
≤Cd2j2j‖u0‖2
B
1
2
,
(3.23)
which together with (3.20) ensures that
(3.24) ‖t∇2Dtuj‖L2t (L2) ≤ Cdj2
j
2 ‖u0‖
B
1
2
.
Thanks to (3.9) and (3.23), (3.24), we get, by a similar derivation of (2.1) that (2.12) holds
for t > 0. 
Remark 3.1. We deduce from (3.1) that∥∥√t(∇uj, πj)∥∥L2t (L6) ≤ Cdj2− j2 ‖u0‖B 12 for any t > 0,
which together with (3.16) ensures that
(3.25)
∥∥√t(∇u, π)∥∥
L2t (B˙
1
2
6,1)
≤ C‖u0‖
B
1
2
for any t > 0.
Remark 3.2. We remark that the advantage of applying the material derivative, Dt, instead
of ∂t to the momentum equation of (1.1) is that Dtρ = 0. Indeed the energy estimate for Dtu
was first performed by Hoff in [15] for the isentropic compressible Navier-Stokes system. For
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the inhomogeneous incompressible case, similar estimate was first obtained by Liao and the
author in [23].
4. The proof of Theorem 1.3
The goal of this section is to present the proof of Propositions 2.4 to 2.6.
Lemma 4.1. Let (a, v,∇π) be a smooth enough solution of (2.15) on [0, T ∗[. Let (vj ,∇πj)
be determined by (2.16). Then for t < T ∗, one has
(4.1) ‖vj‖2L∞t (L2) + ‖∇vj‖
2
L2t (L
2) ≤ Cd2j2−j
(‖uh0‖2
B
1
2
+ ‖a0‖2L∞
)
exp
(
C‖u0‖2
B
1
2
)
.
Proof. We first get, by taking L2 inner product of the momentum equation of (2.16) with vj
and using the transport equation of (2.15), that
1
2
d
dt
‖√ρvj(t)‖2L2 + ‖∇vj‖2L2 = −
∫
R
3
ρvj · ∇et∆u0|vj dx
−
∫
R
3
ρet∆u0 · ∇et∆∆juh0 |vhj dx+
∫
R
3
ρa∆et∆∆ju0|vj dx
−
∫
R
3
ρ
(
et∆∆ju
h
0 · ∇het∆u30 − et∆u30et∆∆j divh uh0
)|v3j dx.
(4.2)
Next let us estimate term by term above.
• Estimate for ∫
R
3 ρvj · ∇et∆u0|vj dx.
∣∣∫
R
3
ρvj · ∇et∆u0|vj dx
∣∣ ≤‖∇et∆u0‖L3‖vj‖2L3
≤C‖∇et∆u0‖
B
1
2
‖vj‖L2‖∇vj‖L2
≤C‖∇et∆u0‖2
B
1
2
‖vj‖2L2 +
1
2
‖∇vj‖2L2 .
• Estimate for ∫
R
3 ρet∆u0 · ∇et∆∆juh0 |vhj dx.
∣∣∫
R
3
ρet∆u0 · ∇et∆∆juh0 |vhj dx
∣∣ ≤C‖et∆u0‖L∞‖∇et∆∆juh0‖L2‖vj‖L2
≤C‖et∆u0‖2L∞‖vj‖2L2 +
1
2
‖∇et∆∆juh0‖2L2 .
• Estimate for ∫
R
3 ρa∆et∆∆ju0|vj dx.
∣∣∫
R
3
ρa∆et∆∆ju0|vj dx| ≤C‖a‖L∞‖∆et∆∆ju0‖L2‖vj‖L2
≤C‖a0‖L∞‖∆et∆∆ju0‖L2‖vj‖L2 .
• Estimate for ∫
R
3 ρ
(
et∆∆ju
h
0 · ∇het∆u30 − et∆u30et∆∆j divh uh0
)|v3j dx.
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It follows from the law of product (A.2) that∣∣ ∫
R
3
ρ
(−et∆∆juh0 · ∇het∆u30 − et∆u30et∆∆j divh uh0)|v3j dx∣∣
≤ (∥∥∇het∆u30∥∥B 12 + ∥∥et∆u30‖L∞)∥∥∇et∆∆juh0∥∥L2‖vj‖L2
≤ C∥∥et∆u30‖2
B
3
2
‖vj‖2L2 +
1
2
∥∥∇et∆∆juh0∥∥L2 .
Inserting the above estimates into (4.2) and then applying Gronwall’s and Young’s inequal-
ities gives rise to
‖vj‖2L∞t (L2) + ‖∇vj‖
2
L2t (L
2) ≤ C exp
(
C
∥∥et∆u0‖2
L2t (B
3
2 )
)
×
(∥∥∇et∆∆juh0∥∥2L2t (L2) + ‖a0‖L∞‖∆et∆∆ju0‖L1t (L2)‖vj‖L∞t (L2)
)
≤1
2
‖vj‖2L∞t (L2) + C exp
(
C
∥∥et∆u0‖2
L2t (B
3
2 )
)
×
(∥∥∇et∆∆juh0∥∥2L2t (L2) + ‖a0‖2L∞‖∆et∆∆ju0‖2L1t (L2)
)
,
which together with Lemma A.2 implies that
‖vj‖2L∞t (L2) + ‖∇vj‖
2
L2t (L
2) ≤Cd2j2−j
(‖uh0‖2
B
1
2
+ ‖a0‖2L∞‖u0‖2
B
1
2
)
exp
(
C‖u0‖2
B
1
2
)
≤Cd2j2−j
(‖uh0‖2
B
1
2
+ ‖a0‖2L∞
)
exp
(
C‖u0‖2
B
1
2
)
.
This proves (4.1). 
Lemma 4.2. Under the assumptions of Lemma 4.1, we denote
(4.3) T ⋆2
def
=
{
t < T ∗ : ‖v‖L2t (L∞) ≤ 1.
}
.
Then for t < T ⋆2 , one has
‖∇vj‖2L∞t (L2)+
∥∥(∂tvj ,∇2vj,∇πj)∥∥2L2t (L2) ≤ Cd2j2j(‖uh0‖2B 12 + ‖a0‖2L∞) exp(C‖u0‖2B 12 ).(4.4)
Proof. By taking L2 inner product of the momentum equation of (2.16) with ∂tvj , we obtain
1
2
d
dt
‖∇vj(t)‖2L2 + ‖
√
ρ∂tvj‖2L2
=−
∫
R
3
ρ
(
v + et∆u0
) · ∇vj|∂tvj dx− ∫
R
3
ρvj · ∇et∆u0|∂tvj dx
+
∫
R
3
ρa∆et∆∆ju0|∂tvj dx−
∫
R
3
ρet∆u0 · ∇et∆∆juh0 |∂tvhj dx
−
∫
R
3
ρ
(
et∆∆ju
h
0 · ∇het∆u30 − et∆u30et∆∆j divh uh0
)|∂tv3j dx.
(4.5)
We now deal with term by term above.
• Estimate for ∫
R
3 ρ
(
v + et∆u0
) · ∇vj|∂tvj dx.
∣∣∫
R
3
ρ
(
v + et∆u0
) · ∇vj |∂tvj dx∣∣ ≤C(‖v‖L∞ + ∥∥et∆u0‖L∞)‖∇vj‖L2‖ρ∂tvj‖L2
≤C(‖v‖2L∞ + ∥∥et∆u0‖2
B
3
2
)‖∇vj‖2L2 + 110‖√ρ∂tvj‖2L2 .
• Estimate for ∫
R
3 ρvj · ∇et∆u0|∂tvj dx.
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It follows from the law of product, (A.2), that∣∣∫
R
3
ρvj · ∇et∆u0|∂tvj dx
∣∣ ≤‖∇vj‖L2‖∇et∆u0‖B 12 ‖√ρ∂tvj‖L2
≤C‖et∆u0‖2
B
3
2
‖∇vj‖2L2 +
1
10
‖√ρ∂tvj‖2L2 .
• Estimate for ∫
R
3 ρa∆et∆∆ju0|∂tvj dx.
∣∣∫
R
3
ρa∆et∆∆ju0|∂tvj dx| ≤C‖a‖L∞‖∆et∆∆ju0‖L2‖
√
ρ∂tvj‖L2
≤C‖a0‖2L∞‖∆et∆∆ju0‖2L2 +
1
10
‖√ρ∂tvj‖L2 .
• Estimate for ∫
R
3 ρet∆u0 · ∇et∆∆juh0 |∂tvhj dx.
∣∣∫
R
3
ρet∆u0 · ∇et∆∆juh0 |∂tvhj dx
∣∣ ≤C‖et∆u0‖L∞‖∇et∆∆juh0‖L2‖√ρ∂tvj‖L2
≤C‖et∆u0‖2
B
3
2
‖∇et∆∆juh0‖2L2 +
1
10
‖√ρ∂tvj‖2L2 .
• Estimate for ∫
R
3 ρ
(
et∆∆ju
h
0 · ∇het∆u30 − et∆u30et∆∆j divh uh0
)|∂tv3j dx.
It follows from the law of product, (A.2), that∣∣ ∫
R
3
ρ
(
et∆∆ju
h
0 · ∇het∆u30 − et∆u30et∆∆j divh uh0
)|∂tv3j dx∣∣
≤ (∥∥∇het∆u30∥∥B 12 + ∥∥et∆u30‖L∞)∥∥∇et∆∆juh0∥∥L2‖√ρ∂tvj‖L2
≤ C
∥∥et∆u30‖2
B
3
2
∥∥∇et∆∆juh0∥∥L2 + 110‖√ρ∂tvj‖L2 .
Inserting the above estimates into (4.5) leads to
d
dt
‖∇vj(t)‖2L2 + ‖
√
ρ∂tvj‖2L2 ≤ C
(‖v‖2L∞ + ∥∥et∆u0‖2
B
3
2
)‖∇vj‖2L2
+ C
(
‖a0‖2L∞‖∆et∆∆ju0‖2L2 + ‖et∆u0‖2B 32 ‖∇e
t∆∆ju
h
0‖2L2
)
.
(4.6)
Applying Gronwall’s inequality yields
‖∇vj‖2L∞t (L2) + ‖
√
ρ∂tvj‖2L2t (L2) ≤ C exp
(‖v‖2L2t (L∞) + ∥∥et∆u0‖2L2t (B 32 )
)
×
(
‖a0‖2L∞‖∆et∆∆ju0‖2L2t (L2) + ‖e
t∆u0‖2
L2t (B
3
2 )
‖∇et∆∆juh0‖2L∞t (L2)
)
.
Note from Lemma A.2 that∥∥et∆u0‖
L2t (B
3
2 )
≤C‖u0‖
B
1
2
, ‖∆et∆∆ju0‖2L2t (L2) ≤ Cdj2
j
2‖u0‖
B
1
2
and
‖∇et∆∆juh0‖L∞t (L2) ≤ Cdj2
j
2‖u0‖
B
1
2
.
Then for t ≤ T ⋆2 , we find
‖∇vj‖2L∞t (L2) + ‖
√
ρ∂tvj‖2L2t (L2) ≤Cd
2
j2
j exp
(
C‖u0‖2
B
1
2
)(‖a0‖2L∞ + ‖uh0‖2
B
1
2
)‖u0‖2
B
1
2
≤Cd2j2j exp
(
C‖u0‖2
B
1
2
)(‖a0‖2L∞ + ‖uh0‖2
B
1
2
)
.
(4.7)
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On the other hand, we deduce from (2.16) that
‖(∇2vj,∇πj)‖L2 ≤C
((‖v‖L∞ + ‖et∆u0‖
B
3
2
)‖∇vj‖L2 + ‖√ρ∂tvj‖L2
+ ‖et∆u0‖L∞‖∇et∆∆juh0‖L2 + ‖a0‖L∞‖∆et∆∆ju0‖L2
)
,
(4.8)
Taking L2 norm with respect to time yields
‖(∇2vj ,∇πj)‖L2t (L2) ≤C
((‖v‖L2t (L∞) + ∥∥et∆u0∥∥L2t (B 32 ))
)‖∇vj‖L∞t (L2)
+
∥∥et∆u0∥∥L2t (L∞)‖∇et∆∆juh0‖L∞t (L2)
+ ‖√ρ∂tvj‖L2t (L2) + ‖a0‖L∞‖∆e
t∆∆ju0‖L2t (L2)
)
,
which together with (4.7) ensures that
‖(∇2vj,∇πj)‖L2t (L2) ≤ Cdj2
j
2
(‖a0‖L∞ + ‖uh0‖B 12 ) exp(C‖u0‖2B 12 ).
Along with (4.7), we conclude the proof of (4.4). 
Proof of Proposition 2.4. With (4.1) and (4.4), we get, by a similar derivation of (2.1), that
‖v‖
L˜∞(B
1
2 )
+ ‖∇v‖
L˜2t (B
1
2 )
≤ (‖a0‖2L∞ + ‖uh0‖2
B
1
2
)
exp
(
C‖u0‖2
B
1
2
)
for t ≤ T ⋆2 ,
which together with (1.12) ensures that (2.18) holds for t ≤ T ⋆2 .
Then for t ≤ T ⋆2 , we have
‖v‖L2t (L∞) ≤ C‖v‖L˜2t (B 32 ) ≤ Cε0,
for ε0 given by (1.12). In particular, if we take ε0 in (1.12) so small that Cε0 ≤ 12 , we deduce
by a continuous argument that T ⋆2 determined by (4.3) can be any number smaller than T
∗.
This proves (2.18). 
Remark 4.1. Once again by virtue of (2.18), it follows from classical theory of inhomoge-
neous incompressible Navier-Stokes system that T ∗ =∞.
Corollary 4.1. Under the assumptions of Proposition 2.4, for any t > 0 and η given by
(1.12), we have
‖
√
t∇vj‖2L∞t (L2)+‖
√
t(∂tvj,∇2vj ,∇πj)‖2L2t (L2) ≤ Cηd
2
j2
−j .(4.9)
Proof. We first get, by multiplying t to (4.6) and then applying Gronwall’s inequality, that
‖
√
t∇vj‖2L∞t (L2) + ‖
√
ρt∂tvj‖2L2t (L2) ≤C exp
(
C‖v‖2L2t (L∞) + C
∥∥et∆u0‖2
L2t (B
3
2 )
)
×
(
‖∇vj‖2L2t (L2) + ‖a0‖
2
L∞‖
√
t∆et∆∆ju0‖2L2t (L2)
+ ‖et∆u0‖2
L2t (B
3
2 )
‖
√
t∇et∆∆juh0‖2L∞t (L2)
)
.
Yet it follows Lemma A.2 that
‖
√
t∆et∆∆ju0‖2L2t (L2) ≤C2
4j
∫ t
0
t′e−ct
′22j‖∆ju0‖2L2 dt
≤C22j
∫ t
0
e−
c
2
t′22j dt‖∆ju0‖2L2
≤C‖∆ju0‖2L2 ≤ Cd2j2−j‖u0‖2B 12 .
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and
‖
√
t∇et∆∆juh0(t)‖2L2 ≤Ct22je−ct
′22j‖∆juh0‖2L2
≤C‖∆juh0‖2L2 ≤ Cd2j2−j‖uh0‖2B 12 ,
As a result, we deduce from Proposition 2.4 that
‖
√
t∇vj‖2L∞t (L2) + ‖
√
t∂tvj‖2L2t (L2) ≤ Cηd
2
j2
−j .
This together with (4.8) ensures that
‖
√
t(∇2vj ,∇πj)‖2L2t (L2) ≤ Cηd
2
j2
−j .
This proves (4.9). 
Lemma 4.3. Under the assumptions of proposition 2.4, for any t > 0, we have
d
dt
‖√ρ∂tvj‖2L2 + ‖∇∂tvj‖2L2 ≤ ‖∇∂tet∆∆juh0‖2L2 + C‖
√
ρ∂tvj‖2L2
× (‖u‖2
B
3
2
+ ‖t 14ut‖2L2 + ‖et∆u0‖2B 32 + ‖∇e
t∆u0‖
B
3
2
+ ‖
√
tet∆u0‖
B
7
2
)
+ C
[(
t−1 + t−
1
2
(‖v‖L∞ + ‖et∆u0‖
B
3
2
)‖t 14ut‖2L2 + ‖et∆u0‖2B 52
+ t−
1
2‖et∆u0‖
B
7
2
+ ‖u‖2L∞
(‖u‖2L∞ + ‖et∆u0‖2
B
3
2
)]‖∇vj‖2L2
+ Ct−
1
2 ‖t 14ut‖2L2
(‖et∆u0‖
B
3
2
‖∇et∆∆juh0‖L2 + ‖a0‖L∞‖∇2et∆∆juh0‖L2
)‖∇vj‖L2
+ ‖a0‖2L∞
(‖∇∆et∆∆ju0‖2L2 + ‖u‖2L∞‖∆et∆∆ju0‖2L2)
+
(‖et∆u0‖2
B
5
2
+ ‖u‖2L∞‖et∆u0‖2
B
3
2
+ t−
1
2‖∂tet∆u30‖B 32
)‖∇et∆∆juh0‖2L2
+
(
t−1 + ‖et∆u0‖2
B
3
2
)‖∇2et∆∆juh0‖2L2 + ‖a0‖L∞‖∆∂tet∆∆ju0‖L2‖√ρ∂tvj‖L2 .
(4.10)
Proof. In the rest of this section, we shall always denote u
def
= v+ et∆u0 and Dt = ∂t + u · ∇.
Then we get, by applying ∂t to the vj equation of (2.16), that
ρ∂2t vj + ρu · ∇∂tvj+∂t
(
ρvj · ∇et∆u0
)−∆∂tvj +∇∂tπj
=− ρtDtvj − ρ∂tu · ∇∂tvj + ∂t(ρFj) + ∂t
(
ρa∆et∆∆ju0
)
.
(4.11)
Taking L2 inner product of the above equation with ∂tvj , we obtain
1
2
d
dt
‖√ρ∂tvj(t)‖2L2 + ‖∇∂tvj‖2L2 = −
∫
R
3
(
ρtDtvj + ρ∂tu · ∇∂tvj
)|∂tvj dx
−
∫
R
3
∂t
(
ρvj · ∇et∆u0
)|∂tvj dx+ ∫
R
3
∂t(ρFj)|∂tvj dx
+
∫
R
3
∂t
(
ρa∆et∆∆ju0
)|∂tvj dx.
(4.12)
• Estimate for ∫
R
3
(
ρtDtvj + ρ∂tu · ∇∂tvj
)|∂tvj dx.
Observing that∣∣∫
R
3
u · ∇vj|ρu · ∇∂tvj dx
∣∣ ≤C‖u‖2L∞‖∇vj‖L2‖∇∂tvj‖L2
≤C‖u‖4L∞‖∇vj‖2L2 +
1
24
‖∇∂tvj‖2L2 .
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Then along the same line to the proof of (3.4), we have∣∣∫
R
3
(
ρtDtvj + ρ∂tu · ∇∂tvj
)|∂tvj dx∣∣ ≤ C(‖u‖2
B
3
2
‖√ρ∂tvj‖2L2 + ‖u‖4L∞‖∇vj‖2L2
+ ‖ut‖2L2‖∇vj‖L2
(‖∇2vj‖L2 + ‖√ρ∂tvj‖L2))+ 18‖∇∂tvj‖2L2 ,
which together with (4.8) ensures that∣∣∫
R
3
(
ρtDtvj + ρ∂tu · ∇∂tvj
)|∂tvj dx∣∣ ≤ C((‖u‖2
B
3
2
+ ‖t 14ut‖2L2
)‖√ρ∂tvj‖2L2
+
[‖t 14ut‖2L2(t−1 + t− 12 (‖v‖L∞ + ‖et∆u0‖B 32 ))+ ‖u‖4L∞]‖∇vj‖2L2
+
(‖et∆u0‖
B
3
2
‖∇et∆∆juh0‖L2 + ‖a0‖L∞‖∆et∆∆ju0‖L2
)
× t− 12‖t 14ut‖2L2‖∇vj‖L2
)
+
1
8
‖∇∂tvj‖2L2 .
• Estimate for ∫
R
3 ∂t
(
ρvj · ∇et∆u0
)|∂tvj dx.
It is easy to observe that∫
R
3
∂t
(
ρvj · ∇et∆u0
)|∂tvj dx = ∫
R
3
∂tρvj · ∇et∆u0|∂tvj dx
+
∫
R
3
ρ∂tvj · ∇et∆u0|∂tvj dx+
∫
R
3
ρvj · ∇∂tet∆u0|∂tvj dx.
Thanks to the transport equation of (1.1), we get, by using integration by parts, that∫
R
3
∂tρvj · ∇et∆u0|∂tvj dx =
∫
R
3
ρ(u · ∇vj) · ∇et∆u0|∂tvj dx
+
∫
R
3
ρvj ⊗ u : ∇2et∆u0|∂tvj dx+
∫
R
3
ρvj · ∇et∆u0|u · ∇∂tvj dx.
It is easy to observe that∣∣∫
R
3
ρ(u · ∇vj) · ∇et∆u0|∂tvj dx
∣∣ ≤C‖u‖L∞‖∇vj‖L2‖∇et∆u0‖L∞‖√ρ∂tvj‖L2
≤C(‖u‖2L∞‖√ρ∂tvj‖2L2 + ‖∇et∆u0‖2B 32 ‖∇vj‖2L2).
Similarly, one has∣∣∫
R
3
ρvj ⊗ u : ∇2et∆u0|∂tvj dx
∣∣ ≤C‖vj‖L6‖u‖L∞‖∇2et∆u0‖L3‖√ρ∂tvj‖L2
≤C(‖u‖2L∞‖√ρ∂tvj‖2L2 + ‖∇et∆u0‖2B 32 ‖∇vj‖2L2),
and ∣∣∫
R
3
ρvj · ∇et∆u0|u · ∇∂tvj dx
∣∣ ≤C‖vj‖L6‖∇et∆u0‖L3‖u‖L∞‖∇∂tvj‖L2
≤C‖u‖2L∞‖et∆u0‖2
B
3
2
‖∇vj‖2L2 +
1
8
‖∇∂tvj‖2L2 .
Whereas we notice that∣∣∫
R
3
ρ∂tvj · ∇et∆u0|∂tvj dx
∣∣ ≤∥∥∇et∆u0‖L∞‖√ρ∂tvj‖2L2 ,
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and it follows from the law of product, (A.2), that∣∣∫
R
3
ρvj · ∇∂tet∆u0|∂tvj dx
∣∣ ≤C‖∇vj‖L2‖∇∂tet∆u0‖B 12 ‖√ρ∂tvj‖L2
≤Ct− 12 ‖∂tet∆u0‖
B
3
2
‖∇vj‖2L2 + t
1
2‖∂tet∆u0‖
B
3
2
‖√ρ∂tvj‖2L2 .
As a result, it comes out∣∣∫
R
3
∂t
(
ρvj · ∇et∆u0
)|∂tvj dx∣∣ ≤ 1
8
‖∇∂tvj‖2L2
+ C
((‖u‖2L∞ + ∥∥∇et∆u0‖B 32 + t 12‖∂tet∆u0‖B 32 )‖√ρ∂tvj‖2L2
+
(‖et∆u0‖2
B
5
2
+ ‖u‖2L∞‖et∆u0‖2
B
3
2
+ t−
1
2 ‖∂tet∆u0‖
B
3
2
)‖∇vj‖2L2).
• Estimate for ∫
R
3 ∂t
(
ρa∆et∆∆ju0
)|∂tvj dx.
Again thanks to the transport equation of (1.11) and notice that ρ = 11+a , we get, by using
integration by parts, that∫
R
3
∂t
(
ρa∆et∆∆ju0
)|∂tvj dx = ∫
R
3
a
1 + a
u · ∇∆et∆∆ju0|∂tvj dx
+
∫
R
3
a
1 + a
∆et∆∆ju0|u · ∇∂tvj dx+
∫
R
3
a
1 + a
∆∂te
t∆∆ju0|∂tvj dx,
from which, we infer∣∣∫
R
3
∂t
(
ρa∆et∆∆ju0
)|∂tvj dx∣∣ ≤ C‖a0‖L∞(‖u‖L∞(‖√ρ∂tvj‖L2∥∥∇∆et∆∆ju0∥∥L2
+ ‖∇∂tvj‖L2
∥∥∆et∆∆ju0∥∥L2)+ ∥∥∆∂tet∆∆ju0∥∥L2‖√ρ∂tvj‖L2).
Then applying Young’s inequality gives∣∣∫
R
3
∂t
(
ρa∆et∆∆ju0
)|∂tvj dx∣∣ ≤ 1
8
‖∇∂tvj‖2L2 + C
(
‖u‖2L∞‖
√
ρ∂tvj‖2L2
+ ‖a0‖L∞
∥∥∆∂tet∆∆ju0∥∥L2‖√ρ∂tvj‖L2
+ ‖a0‖2L∞
(∥∥∇∆et∆∆ju0∥∥2L2 + ‖u‖2L∞∥∥∆et∆∆ju0∥∥2L2)).
• Estimate for ∫
R
3 ∂tρFj |∂tvj dx.
In view of the transport equation of (1.1), we get, by using integration by parts, that∫
R
3
∂tρFj |∂tvj dx =
∫
R
3
ρu · ∇Fj |∂tvj dx+
∫
R
3
Fj |ρu · ∇∂tvj dx,
from which, we infer∣∣∫
R
3
∂tρFj |∂tvj dx
∣∣ ≤C‖u‖L∞(‖√ρ∂tvj‖L2‖∇Fj‖L2 + ‖Fj‖L2‖∇∂tvj‖L2)
≤C‖u‖2L∞‖
√
ρ∂tvj‖2L2 + ‖∇Fj‖2L2 + ‖u‖2L∞‖Fj‖2L2 +
1
8
‖∇∂tvj‖2L2 .
Yet it follows from the law of product in Besove spaces that
‖Fj‖L2 ≤ C‖et∆u0‖B 32 ‖∇e
t∆∆ju
h
0‖L2 ,
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and
‖∇Fj‖L2 ≤ C
(‖et∆u0‖
B
3
2
‖∇2et∆∆juh0‖L2 + ‖et∆u0‖B 52 ‖∇e
t∆∆ju
h
0‖L2
)
.
Hence we obtain∣∣∫
R
3
∂tρFj |∂tvj dx
∣∣ ≤ C(‖u‖2L∞‖√ρ∂tvj‖2L2 + ‖et∆u0‖2B 32 ‖∇2et∆∆juh0‖2L2
+ ‖et∆u0‖2
B
5
2
‖∇et∆∆juh0‖2L2 + ‖u‖2L∞‖et∆u0‖2B 32 ‖∇e
t∆∆ju
h
0‖2L2
)
+
1
8
‖∇∂tvj‖2L2 .
• Estimate for ∫
R
3 ρ∂tFj |∂tvj dx.
It follows from the law of product in Sobolev spaces (A.2) that
‖∂tFj‖L2 ≤‖∂tet∆u0‖B 12 ‖∇
2et∆∆ju
h
0‖L2 + ‖et∆u0‖B 32 ‖∇∂te
t∆∆ju
h
0‖L2
+ ‖∂tet∆∆juh0‖L2‖∇het∆u30‖L∞ + ‖∇et∆∆juh0‖L2‖∇h∂tet∆u30‖B 12 .
This implies that∣∣∫
R
3
ρ∂tFj |∂tvj dx
∣∣ ≤C(‖t 12 ∂tet∆u0‖2
B
1
2
+ ‖et∆u0‖2
B
3
2
+ ‖t 12∇het∆u30‖2L∞
+ ‖t 12 ∂tet∆u30‖B 32
)‖√ρ∂tvj‖2L2 + t−1‖∇2et∆∆juh0‖2L2
+ ‖∇∂tet∆∆juh0‖2L2 + t−
1
2‖∂tet∆u30‖B 32 ‖∇e
t∆∆ju
h
0‖2L2 .
Inserting the above estimates into (4.12) leads to (4.10). This completes the proof of the
Lemma. 
Before proceeding, we also need the following lemma:
Lemma 4.4. For any s ≥ 0, one has
(4.13)
∥∥tset∆u0∥∥
L1t (B
2s+52 )
+
∥∥tset∆u0∥∥
L2t (B
2s+32 )
≤ C‖u0‖
B
1
2
.
Proof. In view of Definition A.1 and Lemma A.2, we have∥∥tset∆u0∥∥
L1t (B
2s+52 )
≤C
∑
j∈Z
∫ t
0
(t′)s2j(2s+
5
2)2−ct
′22j‖∆ju0‖L2 dt′
≤C
∑
j∈Z
2
5j
2
∫ t
0
2−ct
′22j dt′‖∆ju0‖L2
≤C
∑
j∈Z
2
j
2 ‖∆ju0‖L2 ≤ C‖u0‖B 12 .
While we get, by applying Minkowsky’s inequality, that∥∥tset∆u0∥∥
L2t (B
2s+32 )
≤
∑
j∈Z
2j(2s+
3
2)
(∫ t
0
(t′)2s‖∆jet∆u0‖2L2 dt′
) 1
2
≤
∑
j∈Z
2j(2s+
3
2)
(∫ t
0
(t′)2se−ct2
2j
dt′
) 1
2 ‖∆ju0‖L2
≤
∑
j∈Z
2
j
2 ‖∆ju0‖L2 ≤ C‖u0‖B 12 .
This completes the proof of the lemma. 
FUJITA-KATO SOLUTION OF 3-D INHOMOGENEOUS NAVIER-STOKES SYSTEM 25
Proof of Proposition 2.5. By multiplying (4.10) by t and then applying Gronwall’s inequality,
we obtain
‖
√
t∂tvj‖2L∞t (L2) + ‖∇∂tvj‖
2
L2t (L
2) ≤ C exp
(
C
(‖u‖2
L2t (B
3
2 )
+ ‖t 14ut‖2L2t (L2)
+ ‖et∆u0‖2
L2t (B
3
2 )
+ ‖et∆u0‖
L1t (B
5
2 )
+ ‖
√
tet∆u0‖
L1t (B
7
2 )
))
×
(
‖√ρ∂tvj‖2L2t (L2) +
∥∥t 12∇∂tet∆∆juh0∥∥2L2t (L2) + [∥∥t 12 et∆u0∥∥2L2t (B 52 )
+
(
1 +
(‖t 12 v‖
L∞t (B
3
2 )
+
∥∥t 12 et∆u0∥∥
L∞t (B
3
2 )
)‖t 14ut‖2L2t (L2) + ∥∥t 12 et∆u0∥∥L1t (B 72 )
+ ‖u‖2L2t (L∞)
(∥∥t 12 et∆u0∥∥2L2t (B 32 ) + ‖t 12u‖2L∞t (L∞))]‖∇vj‖2L∞t (L2)
+
(∥∥t 12 et∆u0∥∥
L∞t (B
3
2 )
‖∇et∆∆juh0‖L∞t (L2) + ‖a0‖2L∞
∥∥t 12∇2et∆∆juh0∥∥L∞t (L2))
× ‖t 14ut‖2L2t (L2)‖∇vj‖L∞t (L2) + ‖a0‖
2
L∞
(‖u‖2L2t (L∞)∥∥t 12∆et∆∆ju0∥∥2L∞t (L2)
+
∥∥t 12∆∂tet∆∆ju0∥∥2L1t (L2) + ∥∥t 12∇∆et∆∆ju0‖2L2t (L2))+ (∥∥t 12 et∆u0∥∥2L2t (B 52 )
+
∥∥t 12∂tet∆u30∥∥L1t (B 32 ) + ‖u‖2L2t (L∞)
∥∥t 12 et∆u0∥∥2L∞t (B 32 ))‖∇et∆∆juh0‖2L∞t (L2)
+
(
1 +
∥∥t 12 et∆u0∥∥2L∞t (B 32 ))‖∇2et∆∆juh0‖2L2t (L2)
)
.
Let us denote
(4.14) T ⋆3
def
=
{
t > 0 : ‖t 12 v‖
L∞t (B
3
2 )
≤ 1 }.
In view of (4.4) and (4.9), we get, by a similar derivation of (3.6), that
‖t 14 vt‖L2t (L2) ≤ Cη,
which together with Lemma 4.4 ensures that
‖t 14ut‖L2t (L2) ≤‖t
1
4∂te
t∆u0‖L2t (L2) + ‖t
1
4 vt‖L2t (L2)
≤‖t 14 et∆u0‖L2t (B2) + ‖t
1
4 vt‖L2t (L2) ≤ C
(
η + ‖u0‖
B
1
2
)
.
(4.15)
Then we deduce from Lemmas A.2, 4.2 and 4.4 that
(4.16) ‖
√
t∂tvj‖2L∞t (L2) + ‖
√
t∇∂tvj‖2L2t (L2) ≤ Cηd
2
j2
j
for t ≤ T ⋆3 and η given by (1.12).
By virtue of (4.8), (4.16) and Lemma A.2, we infer
‖
√
t∇2vj‖L∞t (L2) ≤ C
((‖√tv‖L∞t (L∞) + ‖√tet∆u0‖L∞t (B 32 )
)‖∇vj‖L∞t (L2)
+ ‖
√
t∂tvj‖L∞t (L2) + ‖
√
tet∆u0‖
L∞t (B
3
2 )
‖∇et∆∆juh0‖L∞t (L2)
+ ‖a0‖L∞‖
√
t∆et∆∆ju0‖L∞t (L2)
)
≤ Cηd2j2j
(4.17)
for t ≤ T ⋆3 and η given by (1.12).
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Combining (4.9) with (4.16) and (4.17), we achieve (2.19) for t ≤ T ⋆3 . Then under the
assumption of (1.12), we have
‖t 12 v‖
L∞t (B
3
2 )
≤ 1
2
for t ≤ T ⋆3
as long as ε0 in (1.12) is small enough. This contradict with the definition of T
⋆
3 determined
by (4.16). This in turn shows that T ⋆3 =∞, and we complete the proof of Proposition 2.5. 
Exactly along the same line to the proof of (4.16) and (4.17), we have the following corol-
lary:
Corollary 4.2. Under the assumption of proposition 2.5, for any t > 0, we have
(4.18) ‖t(∂tvj ,∇2vj)‖2L∞t (L2) + ‖t∇∂tvj‖
2
L2t (L
2) ≤ Cηd2j2−j
for η given by (1.12)
Now let us turn to the proof of Proposition 2.6.
Proof of Proposition 2.6. The proof of this proposition basically follows from that of Propo-
sition 2.3. By applying the operator Dt = ∂t + u · ∇ to the vj equation of (2.16), we get, by
a similar derivation of (3.13), that
ρD2t vj −∆Dtvj +∇Dtπj = −∆u · ∇vj − 2
3∑
i=1
∂iu · ∇∂ivj +∇u · ∇πj
− ρDt
(
vj · ∇et∆u0
)
+ ρDtFj + ρaDt∆e
t∆∆ju0
def
= Gj .
(4.19)
Then along the same line to the proof of (3.15), we write
1
2
d
dt
‖t∇Dtvj(t)‖2L2 + ‖t
√
ρD2t vj‖2L2 ≤ ‖
√
t∇Dtvj‖2L2 + t2
∫
R
3
Gj |D2t vj dx
− t2
∫
R
3
∇Dtvj |[∇;Dt]Dtvj dx− t2
∫
R
3
∇Dtπj|D2t vj dx.
(4.20)
We first deal with the estimate of ‖tGj‖L2t (L2). Notice from (2.16) that{ −∆vj +∇πj = −ρ(∂tvj + u · ∇vj + vj · ∇et∆u0 − Fj − a∆et∆∆ju0),
div vj = 0,
from which, we deduce from the classical theory on Stokes operator that
‖
√
t(∇2vj ,∇πj)‖L2t (L6) ≤ C
(
‖
√
t∇∂tvj‖L2t (L2) + ‖u‖L2t (L∞)‖
√
t∇2vj‖L∞t (L2)
+ ‖∇vj‖L∞t (L2)‖
√
tet∆u0‖
L2t (B
5
2 )
+ ‖
√
tFj‖L2t (L6)
+ ‖a0‖L∞‖
√
t∇∆et∆∆ju0‖L2t (L2)
)
.
Whereas it follows from the law of product, (A.2), that
‖
√
tFj‖L2t (L6) ≤ C‖
√
tFj‖L2t (H˙1) ≤C
(‖et∆u0‖
L2t (B
3
2 )
‖
√
t∇2et∆∆juh0‖L∞t (L2)
+ ‖
√
t∇het∆u30‖L2t (B 32 )‖∇e
t∆∆ju
h
0‖L∞t (L2)
)
≤Cdj2
j
2‖u0‖
B
1
2
‖uh0‖B 12 .
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As a result, we deduce from Lemma A.2 and (4.16), (4.17) that
(4.21) ‖
√
t(∇2vj,∇πj)‖L2t (L6) ≤ C
√
ηdj2
j
2
for η given by (1.12). Then we get, by a similar derivation (3.18), that
∥∥t(∆u · ∇vj + 2 3∑
i=1
∂iu · ∇∂ivj −∇u · ∇πj
)∥∥
L2t (L
2)
≤ C√ηdj2
j
2 .
Note that ∥∥tDt(vj · ∇et∆u0)∥∥L2t (L2) ≤‖√tDtvj‖L∞t (L2)‖√tet∆u0‖L2t (B 52 )
+ ‖∇vj‖L∞t (L2)‖tDt∇et∆u0‖L2t (B 12 ).
Due to Lemma 4.4, we have
‖tDt∇et∆u0‖
L2t (B
1
2 )
≤C(‖t∂tet∆u0‖
L2t (B
3
2 )
+ ‖
√
tu‖
L∞t (B
3
2 )
‖
√
tet∆u0‖
L2t (B
5
2 )
.‖u0‖
B
1
2
(
1 + ‖u0‖
B
1
2
)
,
(4.22)
Hence by virtute of Lemmas 4.2, we obtain∥∥tDt(vj · ∇et∆u0)∥∥L2t (L2) ≤ C√ηdj2 j2 .
Similarly, we deduce from Lemma A.2 that∥∥tρaDt∆et∆∆ju0‖L2t (L2) ≤C‖a0‖L∞(∥∥t∆∂tet∆∆ju0∥∥L2t (L2)
+ ‖u‖L2t (L∞)
∥∥t∇3et∆∆ju0∥∥L∞t (L2))
≤Cdj2
j
2 ‖a0‖L∞‖u0‖
B
1
2
(
1 + ‖u0‖
B
1
2
)
.
Finally, we have
‖tDtFj‖L2t (L2) ≤‖tDte
t∆u0‖
L2t (B
3
2 )
∥∥∇et∆∆juh0∥∥L∞t (L2)
+ ‖et∆u0‖
L2t (B
3
2 )
∥∥tDt∇et∆∆juh0∥∥L∞t (L2)
+ ‖
√
t∇het∆u30‖L2t (B 32 )
∥∥√tDtet∆∆juh0∥∥L∞t (L2)
+ ‖tDt∇het∆u30‖L2t (B 12 )
∥∥∇et∆∆juh0∥∥L∞t (L2).
Whereas it follows from Lemma 4.4 that
‖tDtet∆u0‖
L2t (B
3
2 )
≤‖t∂tet∆u0‖
L2t (B
3
2 )
+ ‖
√
tu‖
L∞t (B
3
2 )
‖
√
tet∆u0‖
L2t (B
5
2 )
≤C‖u0‖
B
1
2
(
1 + ‖u0‖
B
1
2
)
.
And it follows from Lemma A.2 that∥∥tDt∇et∆∆juh0∥∥L∞t (L2) ≤∥∥t∂t∇et∆∆juh0∥∥L∞t (L2) + ‖√tu‖L∞t (B 32 )
∥∥√t∇2et∆∆juh0∥∥L∞t (L2)
≤Cdj2
j
2
(
1 + ‖u0‖
B
1
2
)‖uh0‖B 12 ,
and∥∥√tDtet∆∆juh0∥∥L∞t (L2) ≤∥∥√t∂tet∆∆juh0∥∥L∞t (L2) + ‖√tu‖L∞t (B 32 )
∥∥∇et∆∆juh0∥∥L∞t (L2)
≤Cdj2
j
2
(
1 + ‖u0‖
B
1
2
)‖uh0‖B 12 .
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Hence we obtain
‖tDtFj‖L2t (L2) ≤ Cdj2
j
2
(
1 + ‖u0‖
B
1
2
)‖u0‖
B
1
2
‖uh0‖B 12 .
Therefore, by summing up the above estimates, we achieve
(4.23) ‖tGj‖L2t (L2) ≤ C
√
ηdj2
j
2 .
With the estimate (4.23), we can follow the proof of Proposition 2.3 to prove that
(4.24) ‖t∇Dtvj‖2L∞t (L2) +
∥∥t(D2t vj ,∇2Dtvj ,∇Dtπj)∥∥2L2t (L2) ≤ Cηd2j2j .
Thanks to (4.18) and (4.24), we deduce (2.20) via a similar derivation of (2.1). This
completes the proof of the proposition. 
5. The proof of Theorem 1.4
In this section, we shall modify the proof of Theorem 1.2 to prove Theorem 1.4. Let us
first present the proof of Proposition 2.7.
Proof of Proposition 2.7. Let (ρ, u) be a smooth enough solution of (1.1) on [0, T ∗[. We con-
struct (uj ,∇πj) via (2.2). Then there holds (2.3). With u0 ∈ H˙ 12+2γ , we deduce from (2.4)
that
(5.1) ‖uj‖2L∞(L2) + ‖∇uj‖2L2t (L2) ≤ C‖∆ju0‖
2
L2 ≤ Cc2j2−2j(
1
2
+2γ)‖u0‖2
H˙
1
2+2γ
.
Here and in the rest of this section, we always denote (cj)j∈Z to be a generic element of ℓ
2(Z)
so that
∑
j∈Z c
2
j = 1.
Whereas thanks to (2.5) and (2.7), we infer that there exists a positive constant c so that
d
dt
‖∇uj(t)‖2L2 + 2c
∥∥(∂tuj ,∇2uj ,∇πj)∥∥2L2 ≤ C‖u · ∇uj‖2L2 for t < T ∗.
Yet due to γ ∈]0, 1/4], it follows from the law of product in homogeneous Sobolev spaces,
(A.2), that
‖u · ∇uj‖L2 ≤C‖u‖H˙ 12+2γ‖∇uj‖H˙1−2γ
≤C‖u‖
H˙
1
2+2γ
‖∇uj‖2γL2‖∇2uj‖
1−2γ
L2
.
(5.2)
Then applying Young’s inequality gives
C‖u · ∇uj‖2L2 ≤
C
γ
‖u‖
1
γ
H˙
1
2+2γ
‖∇uj‖2L2 + c‖∇2uj‖2L2 .
Thus we achieve
(5.3)
d
dt
‖∇uj(t)‖2L2 + c
∥∥(∂tuj,∇2uj ,∇πj)∥∥2L2 ≤ Cγ ‖u‖
1
γ
H˙
1
2+2γ
‖∇uj‖2L2 for t < T ∗.
Applying Gronwall’s inequality leads to
‖∇uj‖2L∞t (L2)+c
∥∥(∂tuj,∇2uj,∇πj)∥∥2L2t (L2)
≤C‖∇∆ju0‖2L2 exp
(C
γ
∫ t
0
‖u‖
1
γ
H˙
1
2+2γ
dt′
)
≤Cc2j22j(
1
2
−2γ)‖u0‖2
H˙
1
2+2γ
exp
(C
γ
∫ t
0
‖u‖
1
γ
H˙
1
2+2γ
dt′
)
for t < T ∗.
(5.4)
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In view of (5.1) and (5.4), for t < t∗, we deduce by a similar derivation of (2.1) that
‖∆ju‖L∞t (L2) + ‖∇∆ju‖L2t (L2) .
∑
j′>j
(‖uj‖L∞t (L2) + ‖∇uj‖L2t (L2))
+ 2−j
∑
j′≤j
(‖∇uj‖L∞t (L2) + ‖∇2uj‖L2t (L2))
.cj2
−j( 12+2γ)‖u0‖
H˙
1
2+2γ
exp
(C
γ
∫ t
0
‖u‖
1
γ
H˙
1
2+2γ
dt′
)
,
(5.5)
which implies for t < t∗
(5.6) ‖u‖2
L˜∞t (H˙
1
2+2γ)
+ ‖∇u‖2
L2t (H˙
1
2+2γ)
≤ C‖u0‖2
H˙
1
2+2γ
exp
(C
γ
∫ t
0
‖u‖
1
γ
H˙
1
2+2γ
dt′
)
.
Let us denote
(5.7) T ⋆4
def
=
{
t < T ∗ ‖u‖
L˜∞t (H˙
1
2+2γ)
≤ 2C‖u0‖
H˙
1
2+2γ
}
.
Then for t ≤ min
(
T ⋆4 ,
γ ln
(
3
C
)
2
1
γ C
1+ 1γ ‖u0‖
1
γ
H˙
1
2+2γ
)
, we deduce from (5.6) that
(5.8) ‖u‖2
L˜∞t (H˙
1
2+2γ)
+ ‖∇u‖2
L2t (H˙
3
2+2γ)
≤ 3C‖u0‖2
H˙
1
2+2γ
.
This in turn shows that
T ⋆ ≥ γ ln
(
3
C
)
2
1
γC
1+ 1
γ ‖u0‖
1
γ
H˙
1
2+2γ
def
= Tγ ,
and for t ≤ Tγ , there holds (2.22). This completes the proof of Proposition 2.7. 
Remark 5.1. It follows from the definition of Tγ that
(5.9) exp
(C
γ
∫ Tγ
0
‖u(t)‖
1
γ
H˙
1
2+2γ
dt
)
≤ 4.
Proof of Proposition 2.8. Due to the energy conservation law, we have
1
2
‖√ρu‖2L∞t (L2) + ‖∇u‖
2
L2t (L
2) ≤
1
2
‖√ρ0u0‖2L2 for t < T ∗,
from which and (2.22), we obtain
(5.10) ‖u‖
L2t (B
3
2 )
≤ C‖∇u‖
4γ
1+4γ
L2t (L
2)
‖∇u‖
1
1+4γ
L2t (H˙
1
2+2γ)
≤ C‖u0‖
H
1
2+2γ
for t ≤ Tγ .
On the other hand, by multiplying (5.3) by t and then applying Gronwall’s inequality, we get
‖
√
t∇uj‖2L∞t (L2)+c
∥∥√t(∂tuj ,∇2uj ,∇πj)∥∥2L2t (L2)
≤C‖∇uj‖2L2t (L2) exp
(C
γ
∫ t
0
‖u‖
1
γ
H˙
1
2+2γ
dt′
)
.
which together with (5.1) and (5.9) implies that for t ≤ Tγ
(5.11) ‖
√
t∇uj‖2L∞t (L2) + c
∥∥√t(∂tuj ,∇2uj ,∇πj)∥∥2L2t (L2) ≤ Cc2j2−2j( 12+2γ)‖u0‖2H˙ 12+2γ .
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With (5.10), we get, by a similar derivation of (5.11), that
‖∂tuj‖L2t (L2) . dj2
j
2 ‖u0‖
B
1
2
and ‖
√
t∂tuj‖L2t (L2) . dj2
− j
2 ‖u0‖
B
1
2
,
which implies
(5.12) ‖t 14ut‖L2t (L2) ≤ C‖u0‖B 12 ≤ C‖u0‖H 12+2γ .
Then by virtue of (3.5), (5.10) and (5.12), we achieve
‖
√
t∂tuj‖2L∞t (L2) + ‖
√
t∇∂tuj‖2L2t (L2) ≤C exp
(∫ t
0
(‖u‖2
B
3
2
+ ‖t 14ut‖2L2
)
dt′
)
×(‖√ρ∂tuj‖2L2t (L2) + ‖t 14ut‖2L2t (L2)‖∇uj‖2L∞t (L2))
≤Cc2j22j(
1
2
−2γ)‖u0‖2
H˙
1
2+2γ
.
(5.13)
Whereas we deduce from (2.7) and (5.2) that
‖∇2uj‖L2 ≤C
(‖∂tuj‖L2 + ‖u · ∇uj‖L2)
≤C(‖∂tuj‖L2 + ‖u‖H˙ 12+2γ‖∇uj‖2γL2‖∇2uj‖1−2γL2 )
≤C(‖∂tuj‖L2 + ‖u‖ 12γ
H˙
1
2+2γ
‖∇uj‖L2
)
+
1
2
‖∇2uj‖L2 .
which together with (5.4) and (5.13) ensures that
‖
√
t∇2uj‖L∞t (L2) ≤C
(‖√t∂tuj‖L∞t (L2) +√Tγ‖u‖ 12γL∞t (H˙ 12+2γ)‖∇uj‖L∞t (L2)
)
≤Ccj2j(
1
2
−2γ)‖u0‖
H˙
1
2+2γ
.
(5.14)
Thanks to (5.11), (5.13) and (5.14), we conclude the proof of (2.23) by following the same
line as (5.5). 
Remark 5.2. Thanks to (5.10) and (5.12), we get, by a similar proof of Corollary 3.2, that
‖tDtuj‖L∞t (L2) + ‖t∇Dtuj‖L2t (L2) ≤ Ccj2
−j( 12+2γ)‖u0‖
H˙
1
2+2γ
,(5.15)
and there holds (3.10) for t ≤ Tγ .
Furthermore, by virtue of (5.13) and (5.14), we get, by a similar derivation of (3.16), that
(5.16)
∥∥√t(∇2uj,∇πj)∥∥L2t (L6) ≤ Ccj2j( 12−2γ)‖u0‖H˙ 12+2γ for t ≤ Tγ .
With Remark 5.2, we can follow the proof of Proposition 2.3 to conclude the proof of
Proposition 2.9, which we omit the details here.
Appendix A. Tool box on Littlewood-Paley theory
For the convenience of the readers, we recall some basic facts on Littlewood-Paley theory
from [6]. Let
(A.1) ∆ja
def
= F−1(ϕ(2−j |ξ|)â), and Sja def= F−1(χ(2−j |ξ|)â),
where Fa and â denote the Fourier transform of the distribution a, χ(τ) and ϕ(τ) are smooth
functions such that
Supp ϕ ⊂
{
τ ∈ R / 3
4
≤ τ | ≤ 8
3
}
and ∀τ > 0 ,
∑
j∈Z
ϕ(2−jτ) = 1,
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Supp χ ⊂
{
τ ∈ R / |τ | ≤ 4
3
}
and ∀τ ∈ R , χ(τ) +
∑
j≥0
ϕ(2−jτ) = 1.
Definition A.1. Let (p, r) be in [1,∞]2 and s in R. Let us consider u in S ′h(R3), which
means that u is in S ′(R3) and satisfies lim
j→−∞
‖Sju‖L∞ = 0. We set
‖u‖B˙sp,r
def
=
∥∥(2js‖∆ju‖Lp)j∈Z∥∥ℓr(Z).
• if s < 3p (or s = 3p if r = 1), we define B˙sp,r(R3)
def
=
{
u ∈ S ′h(R3)
∣∣ ‖u‖B˙sp,r <∞}.
• if k ∈ N and if 3p + k ≤ 3p + k+ 1 (or s = 3p + k+1 if r = 1), then we fine B˙sp,r(R3) as
the subset of u S ′h(R3) such that ∂βu belongs to B˙s−kp,r (R3) whenever |β| = k.
We remark that B˙s2,2 coincides with the classical homogeneous Sobolev spaces H˙
s.
In order to obtain a better description of the regularizing effect of the transport-diffusion
equation, we will use Chemin-Lerner type spaces L˜qT (B
s
p,r(R
3)).
Definition A.2. Let s ≤ 3p (respectively s ∈ R), (q, p, r) ∈ [1, +∞]3 and T ∈]0, +∞]. We
define L˜qT (B
s
p r(R
3)) as the completion of C([0, T ];Sh(R3)) by the norm
‖f‖L˜q
T
(Bsp,r)
def
=
(∑
j∈Z
2jrs
( ∫ T
0
‖∆j f(t)‖qLp dt
) r
q
) 1
r
<∞,
with the usual change if r =∞. For short, we just denote this space by L˜qT (Bsp,r).
We also frequently use the following Lemmas from [6]:
Lemma A.1 (Corollary 5.5 of [6]). Let (s1, s2) ∈ ]−3/2, 3/2[2 , a constant C exists such that
if s1 + s2 is positive, then we have
(A.2) ‖fg‖
B˙
s1+s2−
3
2
2,1
≤ C‖f‖H˙s1‖g‖H˙s2 .
Lemma A.2 (Lemma 2.4 of [6]). Let C be an annulus. Positive constants c and C exist such
that for any p ∈ [1,∞] and any couple (t, λ) of positive real numbers, we have
Suppuˆ ⊂ λC ⇒ ‖et∆f‖Lp ≤ Ce−ctλ2‖f‖Lp .
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