In this paper, a method of the fault diagnosis based on FCM (Fuzzy Cognitive Map) is proposed. FCM which can store uncertain causal knowledge is essentially fuzzy signed directed graphs with feedback. The proposed basic fault diagnostic algorithm is considered as a simple transition from Shiozaki's signed directed graph method to FCM framework. It can simply identify the origin of the fault and can further be expanded to hierarchical fault diagnostic scheme. In particular, as the proposed scheme takes a shorter computing time in comparison with other methods, it can be used for on-line fault diagnosis of large and complex processes where conventional fault diagnostic methods can not be applied. Examples highlighting the use of the proposed scheme are presented.
Introduction
Recently industrial processes can be characterized by large-scale and complex structure. Therefore, for guaranteeing the stability and reliability of the process, development of the fault diagnostic systems is imperatively required more than ever before. The fault diagnosis is composed of two stages: fault detection and fault isolation. The fault detection stage is characterized by a single, distinct operation, that is, the observation that the system is not operating in a completely normal fashion. Whereas, This kind of approach can accurately find out the origins of faults and the magnitude of deviations. However, the quantitative approach generally requires as precise a model as possible in order to get a good fault diagnostic result. In reality, such models for the system are not always accessible due to the nonlinearity of the system and the presence of noise. Therefore, the versatility of the quantitative diagnostic approaches is quite limited.
As pointed by many AI researchers, humans appears to use a qualitative causal calculus in reasoning about the behavior of a physical system. Therefore, this kind of diagnostic scheme qualitatively representing the operation of a physical system can be used to diagnose the system malfunction3),4). Depending on the type of knowledge employed, qualitative diagnostic approach can be divided further into shallow-and deep-knowledge-based system.
Shallow-knowledge-based system describes the empirical relationships between irregularities in the system behavior and system faults. Accordingly, it can be thought of as the expert system, which is composed of knowledge base (heuristic rule) and inference engine. This kind of system is effectively applied in the medical field but may suffer from lack of completeness and consistency in the knowledge base. Deep-knowledge-based systems provide a systematic approach for reasoning about physical systems, i.e., can infer the propagation of the malfunctions or predict the effect of the fault utilizing extensive knowledge about the systems. 3
.1 Generation of The Fault Pattern Vector
The first step for fault diagnosis is a generation of observed pattern vectors for some faults. First, we define DI (Deviation Index) and NOV (Normal Operating Value) to obtain the elements wi in the observed pattern vector w as in (1) and (2).
DI=MeasuredValuei-NOV (1) 
Step 2. Identifying the origin of the fault.
In order to find out the origin of the fault, we must calculate the root of the CR matrix, i.e., find the maximal strongly connected node. This can be done as follows.
(1) Calculate the column sum of CR matrix which represents the number of concepts causally impinging on concept Ci.
(2) Calculate the row sum which represents the number of concepts concept Ci causally impinges on.
(3) Find the fault node corresponding to the maximal strongly-connected root.
The pseudo program for Step 2 is as follows.
Initial:
Loop: Diagnosistic part of the above algorithm is the same as Shiozaki's consistent rooted tree method for finding maximal strongly connected component. However, compared with Shiozaki's SDG-based approach, the proposed basic diagnostic algorithm is more simple and faster because it utilizes vector-matrix operations instead of forward/backward searching which usually requires a lot of computing time.
3.3 Application for Partially Observed Patterns In section 3.2, we assumed that all elements of the pattern vector are observed. However, there are virtually no real systems in which all of the state variables are measured accurately. Sometimes, owing to the high measurement cost and/or sensor faults, only partially observed pattern can be obtained. If there exist uncertain measurement elements in the pattern vector mainly induced by sensor faults, the aforementioned basic diagnostic algorithm can not be directly applied. In this case, after identifying the faulted sensors by the multiple sensor method and regarding them as unobserved states, the following expansion scheme should be done to get a right diagnosis result. Assume that r is the number of the unobserved states in the pattern vector. Let In general, FCM can be constructed according to either of the followings:
1. Plant data orr experienced domain experts
A mathematical model
In this example, the FCM for the system is built from the process model. Let's consider two cases:
(1) The case of the fully observed pattern Let's assume that the following pattern is observed during the operation of the system. Step 2 in section 3.2, the decrease in F1 is identified to be an origin of the fault.
(2) The case of the partially observed pattern Let's consider the following observed pattern. rise to some problems. The first is that a large amount of man-hour is required to obtain the FCM for the overall system. The second is that even though FCM for the whole system is obtained, it is not desirable due to a lot of matrix-vector operations of high dimension.
In order to overcome the aforementioned problems, first, we introduce overlapped decompisition scheme. This scheme utilizes the fact that FCM can be easily combined or broken down into several FCMs. Second, hierarchical diagnostic algorithm based on the overlapped decomposition scheme is proposed for complex and large-scale processes.
Overlapped Decomposition Scheme
The hierarchical and modular structure of FCM can ef- From step 2 of section 4.3, it can be found that F5 and F7 are fault parameter variables. From Fig. 5 , sub-system 1,3 and 4 contain these elements and they are assumed to be candidate sub-systems for the fault.
-Diagnosis of lower-level FCMThe diagnosis of lower-level FCM should be applied to all the candidate sub-systems. The observed patterns for sub-system 3, 4 are as follows.
We can get the CR matrices for each candidate subsystems. In this way, we find that sub-system 3, 4 simultaneously nominate F7 and sub-system 1 nominates F5 as their candidate element, respectively. Therefore, F7 is selected as the true origin of the fault.
If the candidate sub-system contains unobserved variables, these variables should be expanded according to the procedure described in section 3.3. Then all the derived pattern vectors for the candidate sub-system should be applied to the basic diagnostic algorithm.
In general, the basic diagnostic algorithm can also be directly applied to the above case. However, it requires that all the sensors employed in the whole system should be as precise as possilbe for getting a good diagnostic result. This requirement is practically very severe because of high prices of sensor equipments. As we can see from the above example, if we utilize the hierarchical fault diagnostic scheme, this requirement gets loose. That is, if we can guarantee the reliability of the sensors placed in the parameter variables which belong to the upper-level FCM, we can get a better diagnostic result at a lower cost than the basic diagnostic algorithm. Furthermore, the hierarchical diagnosis can save lots of computing time owing to the lowered FCM dimensions. 
