Please cite this article in press as: Salifu, M., et al., Analysing monitoring and switching problems for adaptive systems. J. Syst. Software (2012), http://dx.doi.org/10.1016/j.jss.2012.07.062 In the field of pervasive and ubiquitous computing, context-aware adaptive systems need to monitor changes in their environment in order to detect violations of requirements and switch their behaviour in order to continue satisfying requirements. In a complex and rapidly changing environment, identifying what to monitor and deciding when and how to switch behaviours effectively is difficult and error prone. The goal of our research is to provide systematic and, where possible, automated support for the software engineer developing such adaptive systems.
Introduction
In pervasive and ubiquitous computing (Bettini et al., 2010) , many software systems are required to be context-aware and selfadaptive (Weyns et al., 2012) . They need to monitor the changes in their environment in order to detect violations of their core requirements; they also need to switch their behaviour in order to continue satisfying those requirements. Monitoring requirements define the activities needed to detect changes in operating environments that lead to requirements violations. Switching requirements define activities needed to adapt system behaviour to restore the satisfaction of such requirements. In general, context-aware requirements define the self-adaptive activities needed to compose monitoring and switching activities in order to maintain the satisfaction of the original requirements.
Monitoring and switching have been recognised in research on adaptive mechanisms of autonomic, ubiquitous and self-managing software systems (Abowd, 1999; Georgiadis et al., 2002; Grimm et al., 2004; Zhang and Cheng, 2006a) such as in the MAPE (Monitoring, Analysing, Planning, Executing) loop proposed for autonomic computing (Abowd, 1999; Kephart and Chess, 2003) . Current research on context-aware systems, however, focuses mostly on issues such as user-device interaction design, systems architectures and implementation (Abowd, 1999 ). An early analysis of the impact of contextual changes on requirements satisfaction and the analysis of the requirements of monitoring and switching problems have not been fully explored. Furthermore, in a complex and rapidly changing environment, identifying what to monitor and deciding when and how to switch behaviours effectively can be difficult and error-prone.
Therefore, an open research question addressed in this paper is, given requirements that adaptive software must monitor contexts and switch its solution alternatives, what are the respective necessary and sufficient conditions for the monitoring and switching actions? The goal of our work is to investigate necessary and sufficient conditions for both monitoring and switching in order to adapt the system behaviours as the context varies. Necessary and sufficient conditions provide complementary safeguards to ensure that neither too much and nor too little monitoring and switching are carried out.
Our theoretical framework to derive these conditions for the context-awareness requirements can reduce monitoring overhead by ensuring that fewer contextual variables are monitored. It can also switch the system to a solution that can offer better quality requirements to meet the preferences of a given tradeoff. Unnecessary switching is also avoided, especially when the available solutions do not provide any enhancement of the quality requirements as defined in the tradeoff. Overall, our problem-oriented approach enables a software engineer to: (1) represent and reason about changes in the physical environment of software systems and assess their impact on requirements satisfaction; (2) specify monitors and switchers that can detect changes and adapt in response to requirements satisfaction violation; and (3) ensure that the conditions for monitors and switchers are both necessary and sufficient.
According to Kramer and Magee (2007) , such an early analysis of problems is necessary to both the development and validation of self-managing systems. Self-management is an inherent characteristic of context-aware self-adaptive systems (Hinchey and Sterritt, 2006) . Also, the explicit analysis of systems' operating environment is fundamental to assessing the continuous satisfaction of requirements (Cheng and Atlee, 2007) . Fig. 1 presents Kramer et al.' s view of self-adaptive systems as a three-layered architecture, in which the top layer concerns the goals of the adaptation, the middle layer concerns the plans of the adaptation, and the bottom layer concerns the components that need to be reconfigured to support the adaptation. Our work focuses on the top two layers of the architecture that address the problem space, representing the relations among contextual information (W), requirements (R) and the specifications of the required solution (S) as a logic entailment W, S R.
Shifting focus from design activities to earlier requirements analysis, we build on problem-oriented approaches (Jureta et al., 2009; Jackson, 2001; Sutcliffe and Maiden, 1998) to describe three kinds of artefacts in adaptation: requirements goals, switching plans and contextual components that may impact system behaviour (i.e. business logic). We also adopt the annotation-based approach in Problem Frames for UML (Côté et al., 2011) to introduce stereotypes on states of UML statecharts for eliciting context variables and annotate the transitions of the statecharts for contextual dependencies. Then we use a standard SAT solver for automated analysis.
The paper is an extension and validation of our earlier work on the use of a problem-oriented approach to analyse the requirements for monitoring and switching problems under varying contexts (Salifu et al., 2007) . The novelty of the extension is an additional assessment of necessity and sufficiency of the derived monitoring and switching behaviours. By analysing a mobile phone system problem, we demonstrate how such a framework can be applied to analysis of its context-awareness and self-adaptive requirements, and measured the improvement of the proposed approach on the simulated monitoring and switching behaviour of the self-adaptive system combining the Java implementation with SAT solvers.
The remainder of the paper is structured as follows: we begin with a description of related work in Section 2 that presents fundamental concepts and their application to our work and related work on monitoring and switching. Section 3 presents our approach in two parts -a general description and its application. In Section 4 we provide a detailed illustration of our approach's application to a case study to show its usefulness in avoiding requirements violations caused by contextual changes. We conclude with a discussion of our approach in Section 5 and some final remarks in Section 6.
Related work

Representation of the context-awareness requirements
In their four-variable monitoring model, Peters and Parnas refer to the monitoring activities that focus on internal state change as software monitors and those focusing on the external environmental states change as system monitors (Peters and Parnas, 2002) . For context-awareness we are interested in system monitors that detect the changes requiring variation in software behaviour that are caused by environmental changes. Zave and Jackson (1997) describe software problems as consisting of three kinds of artefacts -contextual information about the physical world (W), requirements (R) and the specifications of the required solution (S), which are logically related as the entailment W, S R. That is, the use of specification S in context W ensures the satisfaction of the requirements R. Detailed analysis of contexts is important for analysing monitoring and switching problems. It is necessary to distinguish physical and other types of contexts to specify system monitoring and switching (Sutcliffe and Maiden, 1998) . Ali et al. (2010) represent context information as a set of variable constraints organised in a refinement hierarchy similar to that of goal models, and combine the analysis of goal satisfactions with the contextual constraints. While goal-based approaches emphasise the refinement of R and arguably S, they are rather weak in the refinement of W (Hall et al., 2007) because (a) the development of goal-trees is driven by goal refinements; and (b) leaf level goals and agents that represent some part of S and W are terminal, which make their further refinement implausible. Mapping the contextual variables to the goal refinement is a task requiring analysts to check m × n possible relations where m is the number of refinements in the goal model, and n is the number of context variables. On the other hand, the Problem Frames approach (Jackson, 2001 ) describes both optative and indicative properties of W and relates them to the requirements R and the solutions S. Therefore, we choose this representation of contextual properties for analysing the impact of W on both satisfaction of requirements R and context-awareness of S. Comparing to Ali et al. (2010) we do not require extra mappings between goals and contexts since they are already present as a by-product of the problem context diagrams.
Requirements-driven analysis
Current monitoring approaches on requirements failure diagnostics focus on execution failures. Example work on failure diagnostics is the ReqMon approach (Robinson, 2002 (Robinson, , 2005 ) that claims to exhaustively investigate all failure sources. Other work on failure diagnostics includes the work of Wang et al. (2009) that identifies and defines possible failure points thereby restricting their diagnostic analysis space at run-time. What these approaches have in common is their focus on the execution failure as the triggering event for diagnostics. This is insufficient in the case of context-awareness (Feather et al., 1998; Fickas and Feather, 1995) because the software execution may only seem to satisfy the requirement according to invalid assumptions about the environment. Whittle et al. have developed a declarative style requirements language for specifying both the variables to be monitored and components for adaptation (Whittle et al., 2009) . In comparison, their language expresses the degraded requirements in logic rules using fuzzy operators, while our approach makes use of partial fulfilment labels to encode the different degrees of satisfaction of quality requirements as crisp proposition literals, such as Fully Satisfied (FS), Partially Satisfied (PS), Partially Denied (PD), and Fully Denied (FD). In both languages, since the adaptation is declarative, an exhaustive specification of different adaptation behaviours is not required. Furthermore, uncertainties in the system context are explicitly specified and dynamically managed during system execution. The dynamic management of uncertainties may be used to diagnose and prevent systems from failures in unexpected situations. The advantages of avoiding the fuzzy operators, in our case, help the runtime decisions based on the propositions to be more deterministic, while some degree of uncertainty is tolerated by the rules with partial satisfaction and denial encoding of propositions.
Concerning switching activities, existing approaches (Zhang and Cheng, 2006b,a) primarily focus on the collaboration of multiple threads at runtime (Brown et (Kramer and Magee, 2007) .
and Zielinski, 2006; Magee and Maibaum, 2006) . Zhang and Cheng (2006a) have proposed general switching semantics without giving details on how such semantics relate to physical contextual changes. In an attempt to address this limitation, others (Brown et al., 2006) proposed augmenting Zhang and Cheng's approach with goal-based models that capture the higher level requirements of the underlying switching semantics. However, while goals are suitable for the capture and refinement of R, they are not intended for the analysis of W and S (Hall et al., 2007) . Similarly, Sama et al. (2008) have proposed some adaptation rule-based patterns for diagnosing failures caused by physical contextual changes. In describing the context W, Sama et al. make use of an extension of finite state machines, which they analyse with the support of a number of algorithms they developed, providing the relationship between the events in the contexts and the states of the behaviours are given. Complementary to these, our approach provides a systematic elicitation and analysis of necessary and sufficient monitoring and switching conditions for the physical contexts and to relate these to user requirements satisfaction.
Concerning automated analysis support, constraints-based approaches (Metzger et al., 2007; Wang et al., 2009 ) transform software problems into constraints formulae that are subsequently analysed using standard constraint solver tools. Example constraints based approaches are the works of Wang et al. (2009) and Metzger et al. (2007) . Wang et al.'s approach transforms monitoring problems into constraint satisfiability (SAT) problems (Bordeaux et al., 2006) that are subsequently analysed using a standard SAT solver (Berre, 2006) . Their approach is suitable for analysing internal state changes of software systems (i.e. software monitors) as physical environmental changes are not analysed. Also, switching is not addressed in their approach. The rule-based analysis algorithms in Sama et al. (2008) operate on extended finite state machines specified by the analysts in order detect potential inconsistencies among the paths of the states under varying situations corresponding to different switches. However, their treatment does not handle conditions for monitoring problems. Product-family analysis techniques have been used to analyse ubiquitous software systems (Bencomo et al., 2006) . Metzger et al.'s approach transforms the problem of deriving individual products in a product-family into constraints problems that are automatically analysed. Compared to their product-family approach, our elicitation starts from the context domains which may or may not exhibit variability in terms of requirements satisfaction. At runtime, predefined variability may limit the flexibility of the self-adaptive systems whereby certain solutions are emerging from the runtime monitored attributes or properties of the context domain, or overestimate the impact of variations to the current running solution. Therefore, our approach intentionally focuses on analysing the dependencies and relevance of the context variables to the given requirements at runtime.
In order to provide a unified formalisation for the architecture of self-adaptive systems, Weyns et al. propose a reference model using the formal Z representation language (Weyns et al., 2012) . Such a reference model allows software engineers to document variant architectures for self-adaptive systems as different perspectives that extend the same core architectural view, it also makes it possible to validate and analyse the architectural view against the set-oriented semantics of the Z language. Our proposal for analysing self-adaptive requirements is also based on the explicit relationship between context domains including both environment and subsystems. Based on the core requirements, our contextawareness requirements correspond to the Reflective Computation that relates the monitoring and switching requirements in the Reflection Model to the model of the context domains. Although we use propositional logic instead of the Z language to formalise the problem, the main difference is in our focus on the analysis of the necessary and sufficient conditions of monitoring and switching requirements to obtain a smaller Reflection Model at runtime. Since not every contextual change is relevant to the runtime Reflection Computation in self-adaptive systems, our framework helps in the analysis of contextual dependencies which might help in determining the more relevant contextual domain models while checking the satisfaction of requirements.
Without using constraint solvers, Robinson (2002) directly derives the monitoring implementation code from stakeholder requirements. Stakeholder requirements are first formalised in order to make the automatic derivation of the code possible. Other approaches (Feather et al., 1998; Peters and Parnas, 1998; Wang et al., 2007; Winbladh et al., 2006) are focused on automatically deriving monitoring requirements rather than the monitoring implementation code. None of these approaches provides support for automatically analysing switching requirements.
Analysis of monitoring and switching problems
An overview of our approach is shown in Fig. 2 . Requirements problems are elicited by analysts as the right specifications to satisfy the core requirements in the right context following a systematic elicitation process described in Section 3.1. Then our analysis procedure encodes such problems as variables and dependencies into a logic formula in Section 3.2. The encoded proposition formula are then passed on to an external SAT solver to calculate valid SAT configurations, which are then preprocessed automatically according to the encodings presented in the problem analysis step in Section 3.3. The preprocessed configurations are then directly mapped into adaptation policies for the online context-aware adaptive system.
The general analysis approach
We show how different specifications for varying contexts are derived for the same requirements. Following this, we show how monitoring and switching specifications are obtained from the different specifications. In order to reduce the overhead of contextawareness, we derive the necessary and sufficient conditions to further constrain monitoring and switching behaviours.
Specifications for different contexts
In Problem Frames semantics, a problem P is expressed as:
where R is the requirement, W is the context that R is concerned with, and S is the specification to achieve R. The symbol denotes entailment: the satisfaction of W and S entails that of R. Given the requirements R and an assumed initial context W, a software engineer constructs a specification S to solve the problem, which corresponds to (1). Using domain knowledge about the problem context and excluding the initial assumption, we assess possible changes W in the problem context. When W ; W , S R still holds, then we say the contextual variation does not invalidate the specification S with respect to the requirements R, hence no change in specification is required. When the contextual change causes the requirement to be no longer satisfied by the specification S, such a change will result in a different problem that satisfies the following relation:
In this case a different specification S for this context change needs to be derived to restore R, such that the following relation holds: 
. . , v n }, which represent the problem context W. A given disjoint set may have different impacts on parts of R such as security and performance in our example system. Treating a given disjoint set differently for different parts of R represents a perspective of the set, which may result in different problems. The perspective problems represent sub-problems -P i : W i , S i R i where W i ⊂ W, S i ⊂ S and R i ⊂ R. Hence, a complex problem may be projected into multiple perspectives. P j can represent different perspectives problems addressing different parts of R.
Specifications for monitoring and switching
Context variations W causing W ; W , S R provide variables that may be monitored. To analyse them, such variables are made explicit in problem contexts P . Following the explicit description of such variables and using the problem domain knowledge on relationships between variables, software engineers may find some substitute variables that are relatively easier to monitor. For instance, considering our example mobile system, if potential listener (eavesdropper) is the logical variable introducing a contextual change that causes W ; W , S R not to be satisfied, a substitute physical variable such as location may be identified and monitored instead, if there is an equivalent relationship between the logical and physical variables in terms of detecting the violation of requirements. Such a relationship could be that everyone at secured locations is authorised. Thereby, the monitoring of location may be substituted to the monitoring of eavesdropper. Note that the example relation is based on a given state of location -Secured Location: when location is not secured, software engineers may have to monitor both location and potential listener to determine if there is a need to take additional measures to secure picture transmissions. In other words, the equivalence is conditional, whose condition needs to be established before a safe substitution is made.
The monitoring problem context specifies exactly what to do in each context state. We refer to the problem of context change detection as a monitoring problem, which is expressed as:
where W m represents the physical domains being monitored which determine the values of the context variables, S m and R m represent the monitoring specification and requirement respectively. Next to be considered is the problem of adapting system behaviour to ensure continual requirements satisfaction. For every pair of problem description from (1) to (3) -P and P , we produce a problem context for switching from P to P and from P to P each, which is expressed as:
where W s , S s and R s respectively represent domains, specifications and requirements for the switching problem. W s is made up of the different problem contexts for different behaviours, which includes W, W , S, and S . Putting together all the different specifications for different system behaviour, the monitoring specifications, and the switching specifications, we obtain a single specification capable of behaving differently in a varying context, which we express as: 
Conditions for Necessary and sufficient conditions for monitoring and switching
We first introduce the concept of contextual dependencies. In Section 3.1.1, we described how partitioned contextual variables are analysed into perspective problems that address different parts of R. Consequently, perspective problem contexts for parts of R induce different satisfaction levels in R. We define the relationship between requirements' satisfaction levels and perspective problems as a form of contextual dependency. This enables us to express tradeoffs between different parts of R that allows for certain requirements variations, such as changing the satisfaction levels without triggering unnecessary switching response. Consequently, we can lower the expected satisfaction level for one part of the requirement (e.g., security), which may result in increasing expected satisfaction level of another (e.g., performance).
The value of one variable may constrain the value of another variable, which enables the value of the latter to be inferred, when the former is known. This is defined as a form of dependency between variables in partitions. This form of dependency enables us to remove redundancy in monitored variables.
Using contextual dependencies, we constrain the activities of both monitoring and switching to be necessary and sufficient with respect to the requirements.
Application to constraint satisfiability
Given a requirement R, P represents a satisfiable configuration if and only if the contextual change matches W ; W and the switching behaviour matches S ; S . To apply both monitoring and switching conditions in specifying context-awareness, we need to continuously evaluate P in each contextual variation to determine if it represents a satisfiable configuration. Given contextual partitions and perspective problems, the problem of finding satisfiable configurations is constrained by contextual dependencies. Therefore, by expressing the problem of finding all satisfiable configurations as a constraint satisfiability problem, we can make use of standard constraint solvers to provide automated analysis tool support.
Encoding problems -W, S, R for automated analysis
The details of our formulated constraint satisfiability problem in the conjunctive normal form (CNF) are:
where
is the domain knowledge; switches (S) encodes the selected specifications, and tradeoffs (T) encodes the expected satisfaction levels of different requirements in the tradeoffs. Note that some of the contextual variables can be monitored, leading to monitored (W). The mathematical symbols are defined as the following sets:
N // the set of natural numbers W ⊂ V × N // discrete states of contextual variables S ⊂ X × N // discrete switches of different problems for varying contexts R ⊂ Q × N // discrete satisfaction levels of different requirements R D ⊂ 2 W∪S × 2 W∪S∪R // dependencies between different states of W, S and R T ⊂ Q × N, for each q ∈ Q, R(q) ≥ T(q) ≥ 1 // tradeoffs for parts of R V = {v1, v2 . . . vn}, n ∈ N // a set of contextual variables Q = {q1, . . . , qm}, m ∈ N // a set of different perspectives requirements X = {x1, x2, . . . , x l }, l ∈ N // a set of different problems for varying contexts (e.g., Security/Performance) in R context encodes contextual partitions as var , specifications for different behaviours as specs , requirements satisfaction levels as reqs and their dependencies as dep ; switches and tradeoffs represent different switches for specifications (that result in different behaviours) and tradeoffs of perspective sub-requirements in R, respectively. Dependency between variables is represented as dep . Detailed encoding of (7) as Boolean propositions in conjunctive normal form (CNF) are shown in Table 1 .
Deriving conditions for monitoring and switching
Considering (7) as a Boolean Constraint Satisfiability problem which provides us with a means to derive satisfiable configurations given a tradeoff value, we now express and prove the monitoring and switching conditions as Theorems 1 and 2. 
For brevity, we use VariableValue to represent a proposition that binds a variable to a value: Variable=Value. A bound variable is a variable with an assumed or assigned value in a given context. Note that these corollaries represent the supplementary conditions for necessary monitoring we introduced in Section 3.1. The inverse of corollaries 3 and 4 are implied for sufficient monitoring. These corollaries give heuristics that help us to avoid monitoring certain variables. Note the second and fourth heuristics are dependent on the tradeoffs setting of requirements. The corollaries are sufficient for assessing the satisfaction of the equivalency criteria defined in Theorem 1. In the case of the first corollary, if the domain of v only consist of n v , then either both v = n v ∧ context and v = n v ∧ context ∧ tradeoffs are satisfiable in all contexts or v = n v ∧ context is satisfiable and v = n v ∧ context ∧ tradeoffs is not satisfiable. In the latter case, this suggests that n v must be monitored. However, since the value of v is known to always be n v , then no additional information could be provided by further monitoring. Similarly, if for every n v taken from the domain of v is such that v = n v ∧ context ∧ tradeoffs is always satisfied, then the condition that v = n v ∧ context be satisfiable and v = n v ∧ context ∧ tradeoffs not satisfiable defined by Theorem 1 can never be met. Hence, v would never be monitored accordingly. The argument for Corollary 1 conditionally applies to Corollary 3 for a given value of n v .
If the given requirements are satisfiable by all possible value of a domain variable, then this variable does not need to be monitored. Alternatively, an observable variable needs to be monitored if and only if its value can satisfy the requirements under certain contexts and not in others.
Next we define the relationship between requirements' satisfaction levels and contextual variables as contextual dependency.
Combining monitored values of the contextual variables with the dependencies, one can now reason about when it is unnecessary to trigger a switching response when the satisfaction levels of requirements change. Through an analysis of these situations, one can also know when switching to a different specification is sufficient to satisfy a given tradeoffs, e.g., at a high satisfaction level for security and low satisfaction level of performance. The following discussions about necessary and sufficient conditions for switching problems guide self-adaptive behaviours for context-awareness. 
Proof.
The proof is rather straightforward. Necessity condition: According to (7), the unsatisfiability of switches (i − 1) ∧ context (i) ∧ tradeoffs (i) means that under the new situation at i, the original specification as encoded by switches (i − 1) no longer satisfies the current requirements tradeoffs, given contexts i, whilst a different specification switches (i) / = switches (i − 1) will restore the satisfaction of the requirements. On the other hand, if the condition switches (i − 1) ∧ context (i) ∧ tradeoffs (i) is still satisfiable at iteration i, it is not necessary to switch to a different specification.
Sufficiency condition: If the specification switches to switches (i), then it has sufficiently restored the satisfaction of tradeoffs under the new contextual situation if switches (i) ∧ context (i) ∧ tradeoffs (i) as it satisfies the requirements.
The consequences of these two theorems are that, given specifications for different system behaviours (from P ) and knowledge about the contextual dependency on monitoring and switching, we are able to encode a constraint satisfiability formula, which enables us to employ the services of a standard SAT-solver in deriving satisfiable configurations. It is important to note that the use of SAT solvers in generating the satisfiable configurations does not in itself guarantee that the conditions of the monitoring and switching theorems will be met. However, wrapping the SAT-Solver in our own tool, the derivation of conditions for monitoring and switching and their compliance with our two theorems is enforced at execution time.
According to the problem contexts, context in (7) encodes into propositions the contextual variation as variables to be monitored, specifications for different behaviours, requirements and their dependencies. Following this, a context-aware system is configured using different specifications behaviours and different tradeoffs of requirements, which are encoded respectively in switches and tradeoffs .
The SAT encoding and deployment procedures
A solution from the SAT-Solver is a conjunction of atomic propositions with literals being encoded from the proposition formulas. Similarly, input to SAT-Solver is a conjunction normal form on the literals. According to our encoding, all positive literals are in the form of bindings Variable=Value. To present input and to receive output from SAT solvers, we have implemented an encoder to transform the into an input to a SAT-Solver, and a decoder to extract context from a solution of the SAT-Solver into sets of value combination of contextual variables that can be reorganised into pair of variable binding sets {(W ca , S ca )}. Each pair leads to an online adaptation policy rule W ca → S ca deployable to an adaptive system.
In order to analyse the dynamic behaviour of different specifications during execution, we used UML statecharts (Harel, 1987) to simulate the behaviour of our context-aware specification and verified the derived necessary and sufficient conditions. Using statecharts, we describe the domains in W and S as parallel state machines, and represent requirements within these state machines as final states, reachable when they are satisfiable, or as error states, reachable if they can be invalidated. We also describe shared phenomena among domains and requirements as events or guard conditions on corresponding transitions in these parallel state machines. In a statechart, the unique identifiers for individual states are used as operands in the guard expressions. We have implemented our two procedures (Salifu et al., 2008) as embedded Java procedures in the statecharts that use the derived necessary and sufficient monitoring conditions to control the statechart simulation. Note that the SAT solver is used only offline to derive the necessary and sufficient conditions. The monitoring and switching of the Java procedures are performed by the augmented statecharts at runtime (simulation). The overhead of invoking the SAT solver at runtime is not negligible when the switched solutions are relatively frequent at runtime, hence our offline use of a SAT solver. The entire contextual situations are simulated and if an unsatisfiable configuration (context) is found, the simulation goes into the error state of the validation state machine. When all possible configurations are executed without the error state being reached, one knows that the derived specifications are sound.
Evaluation: device mobility application
This section illustrates how our approach is applied. The overall requirement for the mobile system is stated as follows: "Software is to be specified to control the transmission of pictures from an external digital camera into a mobile phone's storage under the commands of a phone user. Unauthorised people should not have access to transmitted pictures. Furthermore, the overhead of securing transmissions should be avoided wherever necessary."
In order to elicit variables that may be monitored, we begin with a sketch of the context in which picture transmissions take place and elicit the following contextual domains: Wireless Transmission Medium, External Digital Camera, Mobile Phone Storage, and Transmission Listener.
From the requirement, secured transmission is taken to mean the prevention of transmitted data falling into the hands of a malicious or unauthorised transmission listener. In contexts where everyone is assumed to be authorised, a secured transmission is achieved using an unsecured data transmission (i.e., transmission without data encryption). Performance may suffer when data transmissions are secured with encrypted data, in such cases it is unnecessary to authorise the data access. Hence, the status of Transmission Listeners needs to be monitored, we must consider it as a problem domain (part of W) to be analysed for monitoring and switching requirements problems. With detailed elicitation steps (Salifu et al., 2008) , altogether there are 64 domain properties elicited in 12 context problem domains, on top of the 4 domains directly referred by the overall requirement. Among them, 9 contextual variables with discrete domain properties are considered relevant to the satisfaction of the requirement. For example, the encoding of each type of context information is listed in Table 1 , whilst the whole list of encoded rules can be found elsewhere (Salifu et al., 2008) . To illustrate, we show that the listener can either be authorised or unauthorised, encoded into the following propositional logic statement:
Similarly, the other rules can be elicited from quality requirements (e.g., performance is fully satisfied/denied (PerfFS, PerfFD) or partially satisfied/denied (PerfPS, PerfPD), security is fully satisfied (SecurityFS), etc.). One can also elicit a rule from the tradeoffs:
In this statement, the tradeoff requirement is expressed as "do not tolerate Partial Satisfaction (PS) of security and Fully Denial (FD) of performance". Due to space limitations, we refer the reader to our technical report (Salifu et al., 2008) for the details about the example and the site to download the tools.
In order to estimate and compare the physical cost of monitoring different context variables, a software engineer must consult with experts in the mobile system domain. To facilitate an evaluation through a simulation, we simplify the situation by assuming that the relative cost of monitoring individual variables is in constant units. Fig. 3 compares the varying number of variables and the induced monitoring cost, without or with considering the necessary/sufficient condition stated in Theorem 1 (respectively Monitoring1 vs Monitoring2).
Considering the variable curves, Monitoring2 in intervals 0-10 and 50-60 as Fig. 3 shows, situations where there are fixed number of variables being monitored but not a fixed (i.e. the same) set of variables. Hence, an apparent constant in the number of monitored variables with non-constant cost of monitoring aligned in the same time intervals. This phenomenon is caused by the differences in the cost of monitoring different contextual variables. When monitoring M. Salifu et al. / The Journal of Systems and Software xxx (2012) xxx-xxx different variables provides the same information, the tool ensures that the variable with the least cost is monitored. The output from the tool also enables us to compare switching which is controlled by our switching theorem (Switching2) and those not controlled by it (Switching1). Using our theory, Switching2 can analyse the context to find necessary and sufficient conditions for the switching. Necessary change occurs when and only when the current context changes and specification do not satisfy the given tradeoffs values. Over the number of analysed contextual changes, the frequency of switching in Switching2 is lower than that of Switching1. As shown in Fig. 4 , this is reflected by 18 switches in the Switching2 curve and 24 in the Switching1 curve, out of over 60 changes. Switching2 also ensures that all replacement specifications are sufficient in ensuring that the tradeoffs-value is satisfied. Here the comparison is between the frequency of required switches (Switching2) that affects the quality requirements against the possible changes (Switching1). Taking that into account, Switching2 incurs less overhead. Fig. 4 compares only performance requirement satisfaction levels (i.e. performance Satisfaction1 and Satisfaction2). Performance1 curve produced FS (fully satisfied)=23, PS (partially satisfied)=22 and PD (partially denied)=18 against that of the Performance2, which produced FS=23, PS = 14 and PD = 26 satisfaction levels. As can be seen, the performance level is analysed in terms of the switching behaviour rather in terms of the satisfaction level of performance. The underlying constraint is that the tradeoffs value must never be unsatisfied.
Continuing with the example system, 42 switching events took place during the simulation (18 times from Encryption to Unencryption and 24 times from Unencryption to Encryption) where requirements violations were avoided under 60 random context configurations.
Discussion
SAT solvers such as SAT4J are increasingly used to analyse constraint-based problems in industry, e.g., as part of Eclipe SDK. To mitigate the computational overhead of a SAT solver, we only used it offline and stored the results for reuse at run-time. We analysed statistically the trends of variation in the execution time for both offline and online computations. Based on changes in the number of elicited contextual variables, we use the R 2 statistical method to choose a regression model. Table 2 shows the R 2 Values for fitting regression models to the execution time. On a laptop with 2 GHz CPU and 4 GB memory running the Windows XP operating system, we ran each configuration 10 times and took the minimum so as to minimise the random interference by other processes on the computer. Following such executions, the smallest execution time in milliseconds among the 10 runs was taken to show the smallest execution time attributed to the use of our tool. Comparing the minimal execution time of the online to the offline experiments, we can see significant savings by using SAT4J offline.
Pervasive and ubiquitous computing environments are often dynamic e.g., including interoperation of devices that do not necessarily know each other in advance so it is not necessarily possible to strictly define the problem statement at development time (Bettini et al., 2010) . For our approach to be applicable in such cases, an iterative process is required to analyse the emerging context variables and dependencies (Fig. 5) .
In assessing the regression model, consider the R 2 values in Table 2 . The trend for the online use of SAT solver is non-linear as the R 2 value of 0.6797 is relatively low. In fact, the online use of SAT solver appears to be quadratic with an R 2 value of 0.9426. A possible explanation is that the execution time is not entirely dependent on the number of variables but partly depends on the SAT clauses and the effect of the variables in such clauses.
Also with an R 2 value of 0.7631 in the exponential regression model, it is not sufficient for us to conclude that online execution time is exponential. However, it would be NP-complete in the worst case. The specific ways of encoding that we used do not seem to exhibit the worst case. Therefore, further experiments, with higher number of variables and SAT clauses, will be needed to fully evaluate the scalability of the offline computation. Since our focus is on reducing runtime execution overheads by an offline analysis of the context variables at design time, such computation complexity does not occur at runtime. We are more interested in assessing whether our run-time use of the offline preprocessed SAT configurations is scalable. By this we mean whether the execution time is near linear, given the size of contextual variables. Considering the R 2 values for the offline execution time that shows 0.9645 and 0.9676 respectively for linear and quadratic regression models, we can conclude that offline execution time is nearly linear but with a fluctuating change rate. This can be explained by the differences in contextual dependencies which affect the overhead of searches in the pre-processed results.
Eliciting contextual variables and dependencies from domain knowledge has to be an iterative process, since initial analysis may not reveal the precise knowledge of the context-awareness problem. Newly discovered contextual dependencies may change the constraint satisfiability problem, such that earlier satisfiable contexts become unsatisfiable. The computation of context configurations (Salifu et al., 2008) are updated once new domain knowledge is known, providing early feedback to analysts and thereby supporting iterative elicitation of contextual variables and dependencies. In the automated step, a SAT solver is invoked as many times as the number of satisfiable combinations of the monitored contextual variables, switches and perspective requirements in R. In the worst cases, the number of combinations is exponential to the number of variables, although most SAT solvers are much more efficient for average cases. Given that we use the SAT solver offline and reuse the results as online adaptation policies, our approach avoids the overhead of using the SAT solver at run-time.
Concluding remarks
We presented a problem-oriented approach that enables software engineers to: (1) represent and reason about changes in the physical environment of software systems and assess their impact on requirements satisfaction; (2) specify monitors and switchers that can detect changes and adapt in response to requirements satisfaction violation; and (3) ensure that the conditions for monitors and switchers are both necessary and sufficient. We demonstrated our approach by analysing an example mobile phone system.
Although the formalism we used for analysing selfadaptive conditions is based on propositional logic, alternative type-theoretical semantics (such as those of the Z specification language) could also be used to associate necessary and sufficient conditions to the unified reference model of self-adaptive architectures as described in Weyns et al. (2012) .
To assess the application of our approach, we plan to apply the context-aware analysis approach to more substantial case studies, such as the Automated Teller Machine described by Wang et al. (2009) for which the context variables from a security perspective can be investigated.
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