As evidence from rigorous impact evaluations grows in development, there have been more calls to complement impact evaluation analysis with cost analysis, so that policy makers can make investment decisions based on costs as well as impacts. This paper discusses important considerations for implementing cost-effectiveness analysis in the policy making process. The analysis is applied in the context of education interventions, although the findings generalize to other areas. First, the paper demonstrates a systematic method for characterizing the sensitivity of impact estimates. Second, the concept of context-specificity is applied to cost measurement: program costs vary greatly across contexts-both within and across countries-and with program complexity. The paper shows how adapting a single cost ingredient across settings dramatically shifts costeffectiveness measures. Third, the paper provides evidence that interventions with fewer beneficiaries tend to have higher per-beneficiary costs, resulting in potential cost overestimates when extrapolating to large-scale applications. At the same time, recall bias may result in cost underestimates. The paper also discusses other challenges in measuring and extrapolating cost-effectiveness measures. For cost-effectiveness analysis to be useful, policy makers will require detailed, comparable, and timely cost reporting, as well as significant effort to ensure costs are relevant to the local environment.
I.

Introduction
Recent decades have seen an increased emphasis on evidence-based decision making in development policy. As part of the trend, the past 20 years have witnessed a sharp rise in the implementation of rigorous impact evaluations of development programs. 1 Impact evaluations are a key tool for providing policy makers with evidence on what does and does not work to reduce poverty, expand investments in human capital, improve opportunities for women, and achieve other social objectives.
There is also an increasing awareness that analyzing impact alone is not enough to determine whether a particular program is worth investing in. The cost-effectiveness of the program or, in other words, how much it will cost to achieve a given impact, is also crucial. How this compares across programs should clearly affect evidence-based policy making. Consider, for example, a low-cost remedial tutoring program and a high-cost extension of the school day that both deliver the same improvement in test scores. Impact (or "effectiveness") alone would fail as a guide to policy, whereas cost-effectiveness would point to the lower cost program as the better investment. Cost-effectiveness analysis is proposed as an aid to compare the impacts and costs of various programs implemented in different countries and years when the programs have a common objective, making them comparable.
Recent years have seen significant advances in tools to conduct cost-effectiveness analysis in development contexts, often applied to interventions in education. There is a growing literature documenting methods of cost-effectiveness analysis (see Levin & McEwan 2001 , Levin et al. 2012 , and Glennerster and Takavarasha 2013 . At the same time, recent reviews have discussed the issues surrounding the assumptions on which such analyses rely, and have made recommendations on which of these assumptions may be reasonable for policy makers to employ, bringing the development community closer to consensus on a more standardized methodology for cost-effectiveness analyses (Dhaliwal et al. 2013; McEwan 2012) . There have also been advances in implementing a standardized approach to cost-effectiveness analysis. Evans and Ghosh (2008) draw on 40 randomized and non-randomized evaluations of education programs to compare their cost-effectiveness in achieving increases in enrollment, attendance, and test scores. They compare the average program cost (in 1997 USD) for an additional year of school participation, and for a 0.1 standard deviation improvement in test scores, a common measure intended to allow the comparison of gains in test scores in different contexts irrespective of whether the tests are the same. Dhaliwal et al. (2013) use randomized evaluations of 11 education programs from six countries to compare the cost-effectiveness for student attendance and enrollment, in terms of the additional years of student participation bought with $100 (in 2011 USD). They discuss the limitations of using simple point estimates of impact to conduct costeffectiveness analysis, and carry out a sensitivity analysis which shows confidence intervals around cost-effectiveness estimates, using the standard error of impact estimates. Kremer, Brannen, and Glennerster (2013) likewise show cost-effectiveness across a range of learning interventions, as does McEwan (2014) . 2 This paper discusses important challenges to consider in the application of cost-effectiveness analysis. This is most closely related to the discussion of sensitivity of cost-effectiveness estimates to discount rates, exchange rates, and other parameters in Dhaliwal et al. (2013) . 3 First, we demonstrate a method for characterizing the sensitivity of relative costeffectiveness estimates to errors in impact estimates, using repeated simulations drawn from the distribution of the impact estimates (i.e., a Monte Carlo simulation). We apply this method using J-PAL (2014a) data which compare the cost-effectiveness of 27 education programs in achieving student learning gains across Africa and Asia (14 of which have statistically significant impacts), and of 16 programs achieving attendance gains (11 of which have statistically significant impacts). Through this analysis we show that a wide range of cost-effectiveness rankings across programs is possible using 90% confidence intervals of impact estimates, both for learning outcomes and for school participation outcomes. We find that taking into account the variance around point estimates, we cannot rule out most rankings of the cost-effectiveness of the 14 programs with significant student learning impacts; but the simulation provides clarity on which programs are most likely to be costeffective.
Second, we examine questions of context-specificity (i.e., external validity) in cost measurement -not explored in the development literature to date -which further complicate a simplistic approach to cost-effectiveness analysis. 4 We look at how costs vary across contexts and with program complexity, and how this complicates the extrapolation of cost-effectiveness results. We find that, using data on community teacher salaries in a number of countries, cost-effectiveness estimates vary by as much as 88 percent with the change of just one cost ingredient. We show how the extrapolation of cost-effectiveness is further complicated in programs that are "complex in costs," which is determined not only by the number of cost ingredients, but also by the proportion of total cost explained by few cost ingredients. Third, we explore how various biases -including "recall bias", much explored in relation to consumption but little in this literature, and "pilot bias", wherein pilot programs are likely to have higher costs but potentially also higher impacts -are likely to lead to biased cost-effectiveness estimates. These challenges, added to the external validity of impact estimates, which has been much discussed elsewhere, point to the need for governments and their advisors to carry out significant contextualization of cost estimates before drawing conclusions about the relative cost-effectiveness of programs. We conclude with some discussion and recommendations for the way forward.
II. Errors in the Estimation of Impact
Cost-effectiveness analysis typically uses point estimates of impact to calculate costeffectiveness: For example, a girls' scholarship program in Kenya has an estimated impact of 0.27 standard deviations in student learning, with a cost per girl per year of $19.51, so the estimated cost-effectiveness is 1.38 standard deviations in student learning per $100 spent. Every point estimate, however, has a confidence interval, the size of which varies depending on the statistical power of each underlying evaluation. Imprecision in the estimation of impact means that it is possible that although one program may appear more cost-effective than a second when using point estimates to calculate cost-effectiveness, the relative costeffectiveness may change -or the difference become trivial -if the variance around the two point estimates is taken into account.
We first demonstrate the extent to which this occurs in practice by re-ordering the relative cost-effectiveness for a sample of 14 education programs with student learning impacts, using the upper and lower bounds of the 90% confidence interval around the impact estimate and observing how this affects the relative ranking of the cost-effectiveness of these programs. Table 1 presents the original cost-effectiveness results of these 14 learning programs, alongside the results of this sensitivity analysis. We use data from J-PAL (2014a), who conduct cost-effectiveness analyses of 27 education interventions across Africa and Asia, all of which aim to increase student test scores, and apply our sensitivity analysis to the 14 of these programs found to have a significant impact at the 10 percent level. Table 1 ranks the programs in order of descending cost-effectiveness, measured in terms of the additional standard deviations in test scores produced by each program for a cost of $100. The impact on learning is measured in standard deviations of test scores, intended to allow comparison 4 across different tests administered in different contexts. 5 The last two columns in Table 1 present the lower and upper bounds of the cost-effectiveness estimate, which we calculate by using the lower and upper bounds of the 90 percent confidence interval for the impact estimate. Figure 1 shows the original cost-effectiveness estimates for the 14 programs, with error bars representing the calculated lower and upper bounds on cost-effectiveness. As in Table 1 , we can see just how much uncertainty surrounding the relative cost-effectiveness of programs stems from imprecision in the estimation of impact. If we were to rank programs by the lower or upper bound of their cost-effectiveness, then the order would change dramatically relative to that observed when using the point estimate. Indeed, when considering a mix of lower and upper bounds, there is almost no ranking of the cost-effectiveness of programs which we can reject. Figure 2 demonstrates this by presenting one example of a dramatic reordering which is consistent with the 90 percent confidence interval of cost-effectiveness estimates. The first column shows the original ordering by cost-effectiveness (based on the point estimate); the second column shows a re-ordering achieved by re-calculating the costeffectiveness of the most cost-effective programs using the lower bound of the 90% confidence interval, and then re-calculating the cost-effectiveness of the least cost-effective programs using the upper bound of the 90% confidence interval. This is a variation on best and worst case sensitivity testing, as recommended by Boardman et al. (2011) .
The shifts are clearly dramatic. Although this is merely one of many possible rankings, it serves to illustrate the great movement in rankings which this may cause. For example, the Individually-paced computer assisted learning program in India (Banerjee et al. 2007) , which is ranked eleventh of 14 in the original cost-effectiveness, rises as far as first place (i.e., most cost-effective). Similarly, the Electing school committee and linking to local government program in Indonesia (Pradhan et al. 2012) goes from being one of the most cost-effective programs to one of the least cost-effective.
In order to characterize this sensitivity more systematically, we carry out the following Monte Carlo simulation. Using the mean and standard deviation of the impact estimate for each program and assuming a normal distribution, we randomly select a simulated point estimate for each program, re-doing this 100,000 times. 6 We then calculate the proportion of An alternative benchmark against which to measure the cost-effectiveness of a given program is a well-known successful intervention, following Glazerman et al. (2013) who use that strategy in the United States context. We take the Girls' Merit Scholarships program (Kremer, Miguel, & Thornton 2009 ) in Kenya as a benchmark for illustrative purposes, and conduct a similar exercise to that described above, calculating the percentage of times of 100,000 random draws that a given program is at least at cost-effective as the estimated cost-effectiveness of the scholarship program (i.e., produces at least 1.38 standard deviations in learning gains per $100). These results are in Table 2 and Figure 4 . A policy maker could compare the estimated cost-effectiveness of an intervention to the benchmark. In this case, 11 of the remaining 13 programs are at least as cost-effective as the scholarship program in more than 50% of draws.
We repeat the sensitivity analysis and simulation exercise for student attendance, comparing 11 education programs which J-PAL (2014a) found to have significant impacts. Table 2 shows the original cost-effectiveness results of these 11 programs, as well as the results of our sensitivity analysis, and Figure 5 presents these cost-effectiveness estimates graphically, with error bars representing the lower and upper bounds on cost-effectiveness. Table 4 presents the results of the simulation exercise for student attendance.
This exercise demonstrates that cost-effectiveness analysis, even when only considering errors in impact estimates, can be quite sensitive, and that simple comparisons of the costeffectiveness of different programs can be very misleading. Given that, it is crucial that policy makers and advisors take into account the sensitivity of cost-effectiveness estimates. Simulations like this can illustrate the sensitivity in an intuitive way and guide policy makers in comparing different programs.
III. Context-Specificity of Costs
There is an extensive and growing literature on the external validity or context specificity of impact estimates. How impact estimates vary across contexts and time is crucial to adapting cost-effectiveness analysis across locales, but as it has been much discussed elsewhere, we do not discuss it in detail here. 8 However, there has until now been little discussion of the context-specificity of costs in the context of development. In this section, we explore three context-specificity issues related to costs that complicate cost-effectiveness analysis, associated with (i) cost variation across contexts, (ii) cost extrapolation as a function of program complexity, and (iii) cost extrapolation as a function of pilot bias.
Cost Variation Across Contexts
Costs associated with development projects vary dramatically across contexts. Figure 6 shows a comparison of three common cost components of education programs in different countries. We consider the monthly teacher salary, the transportation cost per school or facilitation visit, and the parental daily wage, which represents the opportunity cost of parents' time for involvement in the education program. We compare each cost across three different countries, although owing to data limitations (not all the programs for which we have cost data include the same cost components) the sample of countries is not the same for each cost. For this example, we restrict ourselves to J-PAL (2014a) data and World Bank (2014) data on teacher salaries to maximize comparability. Unsurprisingly, we observe large differences in costs across countries, despite restricting our comparisons to developing countries. For example, the daily parental wage in Indonesia is five times that in Madagascar, the primary teacher salary in Nepal is 74 percent larger than that in Liberia, and the transportation cost per school or facilitation visit, which varies the most across countries, is 27 times larger in Kenya than in India. Any comparison of cost-effectiveness across countries must take this variation into account.
Complicating the story further is that program costs may also vary substantially within countries. We examine a single cost element, transportation cost per school or facilitation visit (standardized in 2011 USD), for four different programs implemented in Kenya's Western province; while variation is much lower than that across countries, it is still significant, with transportation for a visit in the Scholarships, Textbooks, or Uniforms programs costing $32 (Kremer, Miguel, & Thornton 2009; Glewwe, Kremer, and Moulin 2009; and Evans, Kremer, and Ngatia 2008, respectively) , almost 20 percent more than under the Extra Teachers and Streaming program (Duflo, Dupas, and Kremer 2012) , as seen in Figure 7 . This could be explained by differences in transport infrastructure even over small distances, by differing levels of school density (which cause variation in the average distance a facilitator has to travel to reach a school), or by the form of transportation used. This variation within country has also been demonstrated in high-income contexts: Levin et al. (2012) compare the same education program implemented in five sites across the United States and find large variation in the cost per student across sites, with the most expensive site costing almost 60% more than the least expensive site. 9
How much does this variation in cost affect estimates of cost-effectiveness? Consider the remedial education program implemented by the non-governmental organization Pratham in India and evaluated by Banerjee et al. (2007) . The intervention hired young women ("Balsakhis") from the community to work with low-achieving children in urban India outside of the classroom for two hours per day. To illustrate the impact of variation in costs on cost-effectiveness estimates, we change just one cost ingredient, updating this cost for a range of different countries to calculate what the cost-effectiveness of the same program would be in these other countries. This is a version of "parameter variation sensitivity testing," recommended by Boardman et al. (2011) . Obviously the variation captured by this exercise significantly underestimates the actual variation that would take place if all cost ingredients were updated across settings: This remedial education program has five other cost elements, making up 40 percent of the program's cost. Still, the Balsakhi salaries were the single largest cost component, accounting for 60 percent of the program's cost. We recalculate the cost-effectiveness of the program using community or contract teacher salaries from a sample of seven countries for which these data were available from World Bank reports (World Bank 2012; World Bank 2013; World Bank 2014) . All other cost components as well as the impact estimates are held constant. Table 5 presents the results of this analysis. We observe substantial sensitivity of costeffectiveness to the size of community or contract teacher salaries, with the estimated costeffectiveness in Niger being almost 50 percent higher than that of the original program, for example, while in Nepal it is estimated that the intervention would be only one-tenth as costeffective as the original. Adapting cost-effectiveness estimates using local costs is essential.
The key takeaway from these results is that changing just one cost parameter in an evaluation creates substantial variation in the resulting cost-effectiveness estimates. Figure 8 illustrates this point graphically by plotting the simulated cost-effectiveness estimates alongside those of the learning programs evaluated earlier (see Figure 1) , to see how the relative cost-effectiveness ranking of the Balsakhi program would change if exported to these other contexts. The change is dramatic: Whereas the original program was the seventh most cost-effective program, these transplanted programs range from among the most costeffective to the least cost-effective. This is of course only a partial analysis, varying one parameter, and even this singleparameter comparison relies on strong assumptions. Most notably, this analysis relies on the assumption that in all contexts there would be an adequate supply of volunteers with sufficient education (completed high school) to take advantage of the provided pedagogical materials to deliver out-of-school tutoring to local children (as highlighted in Dhaliwal et al. (2013) . This was the case in the area of India were the original Balsakhi remedial tutoring program was tested, but may not necessarily extrapolate to other contexts.
Of course, data on the precise type of teacher from the program of interest may not be available in the target country, perhaps because that kind of teacher has not been contracted previously. An alternative, for example, would be to use data on high school graduate salaries as a proxy for remedial tutor salaries, as most community teachers, such as those in the Balskahi program, are high school graduates. We use data from the Living Standards Measurement Study (World Bank 2014) to calculate average monthly salaries for salaried workers who completed high school (and no further education) and use this to re-compute cost-effectiveness estimates for seven countries across four categories: (i) neighboring countries, (ii) countries with similar GDP per capita, (iii) countries with lower GDP per capita, and (iv) countries with higher GDP per capita. The results are in Table 6 . In every case, the cost-effectiveness of the remedial tutoring program is much lower, never more than 30 percent of the cost-effectiveness in India. This consistency across dramatically different environments suggests that back-of-the-envelope cost contextualization may provide very imprecise results. Again, policy makers and advisors would need to calculate the likely local costs with great care in order to infer locally meaningful estimates.
Cost Extrapolation as a Function of Program Complexity
If a policy maker were considering a program for implementation, then the above type of analysis would be most plausible if a program has few cost ingredients. Across the sample of 14 education programs targeted at improving learning outcomes, the number of measured cost ingredients per program varies from 1 to 11, with a median of seven cost ingredients (see Figure 9 ). Figure 10 demonstrates for the same sample that, as expected, the percentage of cost explained by the largest cost ingredient decreases with the total number of cost ingredients of a program. In other words, the more complex the program is, in general, the smaller is the proportion of its costs that can be explained by the program's largest cost ingredient. Figure 11 shows how this varies when we use the two largest cost ingredients.
What is striking in Figure 10 is that several evaluations deviate significantly from the trend line. There are cases where programs with several ingredients can largely be explained by one or two, such as the Computer assisted learning program in India, where the cost of renting computers explains 69 percent of the total cost (Banerjee et al. 2007 ) and the Earnings information program in Madagascar, where the opportunity cost for parents to attend a meeting explains 77 percent of the total cost (Nguyen 2008). When considering the transferability of costs across evaluations, calculations will be much simpler (and therefore more likely to be carried out) for programs where a few ingredients explain the vast majority of the costs.
Cost Extrapolation as a Function of Pilot Bias
Even as it may be difficult to translate costs from one environment to another because of price differences, overall costs may not translate to another program because of "pilot bias". Much of the available impact evaluation evidence on the effectiveness and cost-effectiveness of education and other programs in developing countries comes from evaluations of smallscale pilot programs. (A growing number of impact evaluations come from larger scale projects.) However, the cost-effectiveness estimates from pilots may be misleading in informing decisions about investing in scaled-up versions of the same program -be it at the national level in the same country, or in other countries. Moreover, pilot bias may work through a number of channels, leading us to either overestimate or underestimate costeffectiveness somewhat unpredictably. The costs of pilot programs tend to be inherently higher than those of their scaled-up counterparts, both because programs tend to be more expensive the first time they are implemented, before any cost-saving lessons learned through implementation can be applied, and because larger scale programs benefit from economies of scale. Figure 12 illustrates this, showing how for a sample of 22 education programs targeting learning or student attendance, costs per student fall with the total number of students treated by the program.
Different types of costs will have different degrees of sensitivity to scale. Generally speaking, those interventions with high fixed cost components (e.g., classrooms) will require higher utilization to be most cost efficient, while those constituted largely of variable costs such as personnel (e.g., after-school tutoring) will have costs that are less sensitive to the scale of output (Levin et al. 2012) . At the same time, as programs scale up, so does the demand for the staff upon which they rely. Since there may be a limited talent pool at the initial price, staff costs may be pushed up as programs scale up in some cases.
While costs are subject to pilot bias, so too are impact estimates, which are usually believed to be higher for pilot programs. With replication at scale, there tends to be less careful attention to implementation at each site. Overall, if policy makers use the cost-effectiveness results of pilot programs to inform whether or not they should scale up implementation, they may overestimate both the costs and the impacts of programs, confounding the estimation of cost-effectiveness, and ultimately, their decision making process. As a result, a policy maker considering the adaptation of a project in her country that was successful elsewhere would do well to take the scale into account when calculating the likely costs.
IV. Challenges in Reporting Insufficient Information
The challenges of context-specificity of costs and over-estimation of costs from pilot programs can limit how easily policy makers can learn from the cost-effectiveness of one program and apply that to another program. But it is often the case that program costs are not reported at all, or are reported in vague and incomparable terms. In general costs -when reported at all -are reported with a lack of detail on their component parts or units of measure, which makes them ill-suited for the purposes of well-done cost-effectiveness analysis. Table 7 presents examples of current cost reporting from the evaluations of the sample of learning programs reviewed in Section III, which illustrate this lack of detail. McEwan's 2014 review found that 56% of 110 education treatments reported no information on incremental program costs and that most others reported only minimal information. At times, detail may only be reported on the largest cost ingredient of a program (e.g., only the amount of the transfer for a conditional cash transfer program), resulting in underestimated program costs, and an upward bias on the resulting cost-effectiveness estimate.
This compounds the problem of costs varying across different contexts, especially when different costs vary by different amounts. If a policy maker reading an education program evaluation is not given detailed information on what proportion of costs were made up of teacher salaries or construction materials, for example, then they will struggle to extrapolate what the cost-effectiveness of this program would be when implemented in their own country, even if they know the relevant per unit costs. The cost-effectiveness estimates reported in the evaluations in J-PAL (2014a) are, in almost every case, derived after a great deal of additional investigation beyond what is reported in the original research papers.
This problem is far from unique to education interventions. A recent review of costeffectiveness analyses in health highlighted that "the majority of studies provided insufficient information" on key details such as exchange rates (NICE International 2014). Across sectors, insufficient cost data are reported to draw any sort of reasonable inferences.
Recall Bias
Another source of the underestimation of costs is recall error. There is a large body of evidence documenting the existence of "recall bias", predominantly in the context of consumption and poverty measurement. Recall bias occurs when the recall period has an impact on reported levels of expenditure and thus on measures of poverty which rely on these for their calculation. For example, Scott & Amenuvegbe (1990) find that when Ghanaian households are asked about 13 commonly purchased items, recall periods of 7 days and 14 days produce expenditures which are 87 percent and 82 percent the size of those reported the day after purchase, respectively (see Figure 13 ). Two weeks after purchase, households have forgotten almost twenty percent of the amount purchased. Another example, this one from India, shows how recall bias translates into poverty measurement: Poverty drops by around 40 percent with a shift from an expenditure recall period of 30 days to one of 7 days (Deaton and Grosh 1998; Deaton 2001; Deaton and Kozel 2005) . There is also suggestive evidence that these effects may work in different directions depending on the type of expenditure in question, as well as on the demography of respondents (e.g., their income levels). Deaton & Kozel (2005) find, for example, that while moving to a shorter recall period for frequently consumed items produces significantly lower measures of poverty incidence, for infrequently consumed items the opposite is true, with a longer recall period producing lower measures of poverty incidence. 10 It is likely that recall error would bias the reporting of costs in a related way to that of expenditures, and thus limit the reliability of cost-effectiveness estimates. This is likely to be particularly pronounced in cases where there is no program budget and itemized costs are not automatically recorded, but are rather reported long after project implementation.
Referring to a project budget may reduce the impact of this problem, but budgets often use only broad cost categories such as "transportation costs" or "costs of delivering workshops", and project administrators are likely to progressively forget the precise costs which constitute these broad categories such that recall bias is likely still a cause for concern. In transportation costs, for example, one may recall the cost of the gasoline but not the cost of the driver's time. At the same time, government budget items often include more activities than the one being evaluated, so separating the specific items for the activities being evaluated can be a challenge. Budgets also fail to include opportunity cost (Levin et al. 2012) , which may vary significantly across programs and may be highly affected by recall bias: Recalling the amount of time people spent on a program several years in the past seems particularly tenuous.
If recall error biases reported costs in the same direction as it does frequent consumption expenditures, with longer recall periods being associated with lower reported costs, we can expect this to result in an underestimation of costs and thus an overestimation of costeffectiveness. This problem is compounded by the fact that different programs record costs at different times and with differing levels of detail, meaning that the size of recall bias is not constant across programs. Just as impact evaluations are increasingly carried out at the same time as the intervention (i.e., prospectively rather than retrospectively), quality cost estimates should be gathered at the time of expenditure rather than as an ex-post data gathering activity.
V. Conclusions
It is no secret that bringing development programs from one context to another requires strong assumptions. Most of the discussion of those assumptions, to date, has focused on the context-specificity of impact estimates. In this paper, we explore the sensitivity of impact estimates to error, even within their original context, and provide a method for comparing cost-effectiveness across programs that takes said sensitivity into account. We also explore the additional assumptions and sources of error when transferring cost and costeffectiveness estimates across settings. These include widely varying costs across countries and across projects within the same country, as well as errors such as recall bias, which is likely to underestimate costs, and pilot bias, which is likely to overestimate both the costs and impacts of scaled up programs. These challenges suggest that cost-effectiveness estimates -taken at face value -should be assumed to have a significantly larger margin of error than the error established by uncertainty in impact estimates alone.
For cost-effectiveness analysis to be useful, policy makers need detailed, comparable reporting on costs, gathered at the same time that expenditures are made in order to avoid recall bias. This is not currently the norm in education, health, or other sectors. Agencies that fund impact evaluations and require cost analysis can stipulate that such analysis not be an add-on, carried out after the impact analysis has been completed.
Even with better reporting, policy makers and those who advise them must invest significant additional effort in adapting cost estimates to local contexts in order for cost-effectiveness to be meaningful and useful. This adaptation may be somewhat easier for relatively simple programs where few cost ingredients explain much of the total program cost. No government should implement a new program without counting the cost, but it is crucial to make sure the costs being counted are as accurate and locally relevant as possible. Source: Data adapted from J-PAL (2014). Calculations by authors. Notes: SD means standard deviations. Using the mean and standard deviation of the impact estimate for each program and assuming a normal distribution, we randomly select a simulated point estimate for each program, re-doing this 100,000 times. We then calculate the proportion of times, out of the 100,00 draws, that each program falls in the top quartile, in the bottom quartile, and the proportion of times it is more cost-effective than Girls'merit scholarships (i.e., produces at least 1.38 SD in learning gains per $100), which are the figures presented in this table. Notes: Using the mean and standard deviation of the impact estimate for each program and assuming a normal distribution, we randomly select a simulated point estimate for each program, re-doing this 100,000 times. We then calculate the proportion of times, out of the 100,00 draws, that each program falls in the top quartile, in the bottom quartile, and the proportion of times it is more cost-effective than Girls'merit scholarships (i.e., produces at least an additional 0.16 years of student attendance per $100), which are the figures presented in this table. (World Bank, 2012) , and thos e for India from J-PAL (2014). The exchange rate for India and average US inflation rates come from J-PAL (2014); average annual exchange rate data for all other countries are from OANDA (2014). Notes : SD means s tandard deviations . The reported monthly community teacher s alaries pres ented in 2011 USD are calculated by converting the community teacher salaries in local currency in the various base years (the year the data were collected) to USD in the given base year, before inflating to 2011 USD using the inflation GDP deflator (annual %). Where teacher salaries are reported in USD as the base year currency, this reflects the unit of measure of the source data and does not imply that salaries are actually paid in USD. (World Bank 2014) . Actual data for remedial tutor salaries in India are from J-PAL (2014). The exchange rate for India and average US inflation rates come from J-PAL (2014); average annual exchange rate data for all other countries are from OANDA (2014). Notes: SD means standard deviations. The reported remedial tutor equivalent salaries presented in 2011 USD are calculated by converting the average monthly s alaries of s alaried workers who completed high s chool (and no further education) in local currency in the various base years (the year the data were collected) to USD in the given base year, before inflating to 2011 USD using the inflation GDP deflator (annual %). Source: Data adapted from J-PAL (2014a). Calculations by authors. Note: This is an example of one of many possible re-orderings, which is consistent with the 90 percent confidence interval costeffectiveness estimates. It is achieved by re-ordering the 7 programs with the highest point estimates in descending order of the lower bound of cost-effectiveness, and the 7 programs with the lowest point estimates in ascending order of the upper bound. Source: All data are from J-PAL (2014a) with calculations by authors, except for teacher salary data, which are averages for civil service teachers in primary education from a database extracted from World Bank Public Expenditure Reviews (World Bank 2014). The reported primary teacher salaries presented in 2011 USD are calculated by converting the teacher salaries in local currency in the various base years (the year the data were collected) to USD in the given base year, before inflating to 2011 USD using the inflation GDP deflator (annual %). Cost/student 2011 USD Total number of students
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