Abstract. Software radar is a hot direction of radar system research, and FIR filter is the basic part of the software radar system. Be restricted by the CPU speed, most of the FIR filter is achieved on the DSP. Following the development of new technology, GPU perhaps can replace the role of the DSP. This paper designs a band pass filter, then uses the GPU to fulfill that algorithm, Finally process some typical signals to test the speed and research the efficiency of using GPU to accomplish real time compute, it's useful for further research on software radar system.
Introduction
IT has promoted the great changes in military technology and weaponry. Software Radar uses software platform to support a new radar system. FIR filter is the basic unit of software radar, it has high real-time computing needs. Subject to CPU computing speed, it is generally achieved on the DSP, but with the development of microelectronics technology, GPU can be used to implement the FIR filter. This paper uses GPU parallel processing capability to test 4096-tap FIR filter operation speed. It is surprised that the speed exceed 30000 times than CPU.
Linear phase FIR filter
In this paper, we design a sound filter for the parallel computing test, depending on the frequency range of the sound signal, the FIR filter's [2, 4] From Tab1 we can see the 4096 points convolution operation speed. The operation time of the GPU is 2.3971 times than the CPU. Although GPU's speed is faster, but the advantage of GPU computing speed is not obvious.
Analyses the reasons, the 435.860779ms includes the initialization's time, allocation of memory space's time, the data transfer's time, the calculated time, and etc. Each of the parts are respectively listed in the Tab2. It was found that CUBLAS has long time-consuming on the initialization and data transfer from memory to memory, it consumes the 99.72% of the total time. The real parallel computing is only used 0.032478ms.
In order to more clearly compare the different of GPU and CPU's speed, we can do different point's convolution, as shown in Table3.
The data in table 3 can draw the Figure 2 . It can be very intuitive to see the curve's beginning part, due to the smaller amount of data, the speed of the GPU is a little bit faster than the CPU, but when N (Taps number) increases, such as when N = 1024, CPU computing time basically did not change much, However, the GPU computing time decreases exponentially, the advantage of GPU computing obviously reflected.
It is undeniable that the data transfer is inevitable, if we coupled with a delivery time, The GPU parallel computing speed is not fast, and this obviously restricts the practical application of parallel computing.
Table3 
Conclusion
Although we can see that the results of the precision calculations on the GPU is worse than on the CPU, but the speed can be increased to more than five times. Further analysis of GPU program, we find that the main time-consuming is the data transfer between GPU and CPU memory, but if we only compare GPU and CPU speed, then the speed up is very impressive, when N = 4096 you can improve 30,000 times. Thus, the transfer of data has become the most time-consuming part, significantly driving down the overall speed of operation of the filter, for the present, it do not meet the real-time requirements. But with the rapid development of hardware technology [5, 6] , this bottleneck will gradually be overcome.
