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Abstract. Human pose estimation in video relies on local information
by either estimating each frame independently or tracking poses across
frames. In this paper, we propose a novel method combining local ap-
proaches with global context. We introduce a light weighted, unsuper-
vised, key frame proposal network (K-FPN) to select informative frames
and a learned dictionary to recover the entire pose sequence from these
frames. The K-FPN speeds up the pose estimation and provides robust-
ness to bad frames with occlusion, motion blur, and illumination changes,
while the learned dictionary provides global dynamic context. Experi-
ments on Penn Action and sub-JHMDB datasets show that the proposed
method achieves state-of-the-art accuracy, with substantial speed-up.
Keywords: Fast Human pose estimation in videos; Key frame proposal
network(K-FPN); Unsupervised learning
Fig. 1: Proposed pipeline for video human pose detection. The K-FPN
net, which is trained unsupervised, selects a set of key frames. The Human Pose
Interpolation Module (HPIM), trained to learn human pose dynamics, generates
human poses for the entire input sequence from the poses in the key frames.
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1 Introduction
Human pose estimation [2,21,28,34,35], which seeks to estimate the locations of
human body joints, has many practical applications such as smart video surveil-
lance [8,26], human computer interaction [29], and VR/AR[16].
The most general pose estimation pipeline extracts features from the input,
and then uses a classification/regression model to predict the location of the
joints. Recently, [3] introduced a Pose Warper capable of using a few manu-
ally annotated frames to propagate pose information across the complete video.
However, it relies on annotations of every kth frame and thus it fails to fully
exploit the dynamic correlation between them.
Fig. 2: Two examples of the output of our pipeline. Top: ground truth. Bottom:
poses recovered from the automatically selected key frames (red boxes).
Here, we propose an alternative pose estimation pipeline based on two obser-
vations: All frames are not equally informative; and the dynamics of the body
joints can be modeled using simple dynamics. The new pipeline uses a light
weighted key frame proposal network (K-FPN), shown in Fig. 1, to select a small
number of frames to apply a pose estimation model. One of the main contribu-
tions of this paper is a new loss function based on the recovery error in the latent
feature space for unsupervised training of this network. The second module of the
pipeline is an efficient Human Pose Interpolation Module (HPIM), which uses
a dynamics-based dictionary to obtain the pose in the remaining frames. Fig. 2
shows two sample outputs of our pipeline, where the poses shown in purple were
interpolated from the automatically selected red key frames. The advantages of
the proposed approach are:
– It uses a very light, unsupervised, model to select “important” frames.
– It is highly efficient, since pose is estimated only at key frames.
– It is robust to challenging conditions present in the non-key frames, such as
occlusion, poor lighting conditions, motion blur, etc.
– It can be used to reduce annotation efforts for supervised approaches by
selecting which frames should be manually annotated.
2 Related Work
Image Based Pose Estimation. Classical approaches use the structure and
inter-connectivity among the body parts and rely on hand-crafted features. Cur-
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rently, deep networks are used instead of hand-crafted features. [6] used Deep
Convolutional Neural Networks (DCNNs) to learn the conditional probabilities
for the presence of parts and their spatial relationships. [40] combined in an
end-to-end framework the DCNN with the expressive mixture of parts model.
[7] learned the correlations among body joints using an ImageNet pre-trained
VGG-16 base model. [35] implicitly modeled long-range dependencies for artic-
ulated pose estimation. [21] proposed a “hourglass” architecture to handle large
pixel displacements, opening a pathway to incorporate different scaled features
stacked together. [11,18,24,32,39] made several improvements on multi-scaled
feature pyramids for estimating human pose. However, capturing sufficient scaled
features is computationally expensive. [42] proposed a teacher-student architec-
ture to reduce network complexity and computational time. Finally, [4,15,22]
refined the location of keypoints by exploiting the human body structure.
Video Based Pose Estimation. Human pose estimation can be improved by
capturing temporal and appearance information across frames. [30,31] use deep
Convolutional Networks (ConvNet) with optical flow as its input motion features.
[27] shows that an additional convolutional layer is able to learn a simpler model
of the spatial human layout. [5] improves this work to demonstrate that the joint
estimations can be propagated from poses on the first few frames by integrating
optical flows. Furthermore, tracking on poses is another popular methodology
such as [13,36] which can jointly refine estimations. Others adopt Recurrent
Neural Networks(RNN) [20,9,17]. [9] shows that a sequence-to-sequence model
can work for structured output prediction. A similar work [20] imposes sequential
geometric consistency to handle image quality degradation. Despite of notable
accuracy, RNN-based methods suffer from the expensive computations required.
[23] proposed to address this issue by using a light-weighted distillator to online
distill pose kernels by leveraging the temporal information among frames.
3 Proposed Approach
Fig.1 shows the proposed architecture. Given T consecutive frames, we aim to
select a small number of frames, which can capture the global context and pro-
vide enough information to interpolate the poses in the entire video. This is
challenging since annotations for this task are usually unavailable. Next, we for-
mulate this problem as the minimization of a loss function, which allows us to
provide a set of optimal proposals deterministically and without supervision.
The main intuition behind the proposed architecture is that there is a high
degree of spatial and temporal correlation in the data, which can be captured
by a simple dynamics-based model. Then, key frames should be selected such
that they are enough (but no more than strictly needed) to learn the dynamic
model and recover the non-selected frames.
3.1 Atomic Dynamics-based Representation of Temporal Data
We will represent the dynamics of the input data by using the dynamics-based
atomic (DYAN) autoencoder introduced in [19], where the atoms are the impulse
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response y(k) = cpk−1 of linear time invariant (LTI) systems with a pole3 p, c
is a constant and k indicates time. The model uses N  T atoms, collected as
columns of a dictionary matrix D ∈ RT×N :
D =

1 1 . . . 1
p1 p2 . . . pN
...
...
...
...
pT−11 p
T−1
2 . . . p
T−1
N
 (1)
Let Y ∈ RT×M be the input data matrix, where each column has the tempo-
ral evolution of a datapoint (i.e. one coordinate of a human joint or the value of
a feature, from time 1 to time T ). Then, we represent Y by a matrix C ∈ RN×M
such that Y = DC, where the element C(i, j) indicates how much of the output
of the ith atom is used to recover the jth input data in Y:
Y(k, j) =
N∑
i=1
C(i, j)pk−1i
In [19], the dictionary D was learned from training data to predict future frames
by minimizing a loss function that penalized the reconstruction error of the input
and the `1 norm of C to promote the sparsity of C (i.e. using as few atoms/pixel
as possible):
Ldyn = ‖Y −DC‖22 + α
∑
i,j
|C(i, j)| (2)
In this paper, we propose a different loss function to learn D, which is better
suited to the task of key frame selection. Furthermore, the learning procedure in
[19] requires solving a Lasso optimization problem for each input before it can
evaluate the loss (2). In contrast, the loss function we derive in section 3.2 is
computationally very efficient, since it does not require such optimization step.
3.2 Key frame Selection Unsupervised Loss
Given an input video V with T frames, consider a tensor of its deep features
Y ∈ RT×c×w×h with c channels of width w and height h, reshaped into a matrix
Y ∈ RT×M . That is, the element Y(k, j) has the value of the feature j, j =
1, . . . ,M = cwh, at time k. Then, our goal is to select a subset of key frames, as
small as possible, that captures the content of all the frames. Thus, we propose
to cast this problem as finding a minimal subset of rows of Y (the key frames),
such that it would be possible to recover the left out frames (the other rows of
Y) by using these few frames and their atomic dynamics-based representation.
3 Poles are in general complex numbers. Systems with real outputs with a non real
pole p must also have its conjugate pole p∗: y(k) = cpk−1 + c∗.p∗(k−1).
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Problem 1. Given a matrix of features Y ∈ RT×M , an overcomplete dictionary
D ∈ RT×N , N  T , for which there exist an atomic dynamics-based representa-
tion C ∈ RN×M such that Y = DC, find a binary selection matrix Pr ∈ Rr×T
with the least number of rows r, such that Y ≈ DCr, where Cr ∈ RN×M is the
atomic dynamics-based representation of the selected key frames Yr = PrY.
Problem 1 can be written as the following optimization problem:
min
r,Pr∈Rr×T
‖Y −DCr‖2F + λr, (3)
subject to:
PrY = PrDCr (4)
Pr(i, j) ∈ {0, 1}
∑
j
Pr(i, j) = 1
∑
i
Pr(i, j) ≤ 1 (5)
The first term in the objective (3) minimizes the recovery error while the second
term penalizes the number of frames selected. The constraint (4) establishes
that Cr should be the atomic dynamics-based representation of the key frames
and the constraints (5) force the binary selection matrix Pr to select r distinct
frames. However, this problem is hard to solve since the optimization variables
are integer (r) or binary (elements of Pr).
Next, we show how we can obtain a relaxation of this problem, which is dif-
ferentiable and suitable as a unsupervised loss function to train our key frame
proposal network. The derivation has three main steps. First, we use the con-
straint (4) to replace Cr with an expression that depends on Pr, D and Y. Next,
we make a change of variables so we do not have to minimize with respect to a
matrix of unknown dimensions. Finally, in the last step we relax the constraint
on the binary variables to be real between 0 and 1.
Eliminating Cr: Consider the atomic dynamics-based representation of Y:
Y = DC (6)
Multiplying both sides by Pr, defining Dr = PrD, and using (4), we have:
PrY = DrC = DrCr (7)
Noting that Dr is an overcomplete dictionary, we select the solution for Cr from
(7) with minimum Frobenious norm, which can be found by solving:
min
Cr
‖Cr‖2F subject to: PrY = DrCr (8)
The solution of this problem is:
Cr = D
T
r (DrD
T
r )
−1PrY (9)
since the rows of D (see (1)) are linearly independent and hence the inverse
(DrD
T
r )
−1 exists. Substituting (9) in the first term in (3) we have:
‖Y −DCr‖2F =
∥∥∥[I−DDTr (DrDTr )−1Pr]Y∥∥∥2
F
(10)
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Using the fact that Dr = PrD yields the following equivalent to Problem 1:
min
r,Pr∈Rr×T
∥∥∥[I−DDTPTr (PrDDTPTr )−1Pr]Y∥∥∥2
F
+ λr, subject to (5) (11)
Minimizing with respect to a fixed size matrix: Minimizing with respect
to Pr is difficult because one of its dimensions is r, which is a variable that we
also want to minimize. To avoid this issue, we introduce an approximation trick,
where we add a small perturbation ρ > 0 to the diagonal of PrDD
TPTr :
min
r,Pr∈Rr×T
∥∥∥[I−DDTPTr (ρI + PrDDTPTr )−1Pr]Y∥∥∥2
F
+ λr, subject to (5)
(12)
and combine (12) with the Woodbury matrix identity
A−1 −A−1U[B−1 + VA−1U]−1VA−1 = [A + UBV]−1
by setting A = I, U = DDTPTr , B
−1 = ρI, and V = Pr, to get:
min
r,Pr∈Rr×T
∥∥∥[I + ρ−1DDTPTr Pr]−1Y∥∥∥2
F
+ λr, subject to (5) (13)
Now, define S = PTr Pr, which is a matrix of fixed size T × T . Furthermore
using the constraints (5), it is easy to show that S is diagonal and that its
diagonal elements si are 1 if Pr selects frame i and 0 otherwise. Thus, the vector
s = diagonal(S) is an indicator vector for the sought key frames and the number
of key frames is given by r =
∑
i si. Therefore, the objective becomes:
min
s∈RT×1,si∈{0,1}
∥∥[I + ρ−1DDTS]−1Y∥∥2
F
+ λ
∑
i
si (14)
Note that the fact that the inverse (I + ρ−1DDTdiagonal(s)]−1 is well defined
follows from Woodbury’s identity and the fact that (ρI + PrDD
TPTr )
−1 exists
since ρ > 0 and PrDD
TPTr is positive semi-definite.
Relaxing the binary constraints: Finally, we relax the binary constraints on
the elements of the indicator vector s and let them be real numbers between 0
and 1. We now have the differentiable objective function:
min
s∈RT×1,0≤si≤1
∥∥[I + ρ−1DDTS]−1Y∥∥2
F
+ λ
∑
i
si (15)
where the only unknown is s = diagonal(S). Then, we can use the loss function:
LK−FPN =
∥∥[I + ρ−1DDTS]−1Y∥∥2
F
+ λ
∑
i
si (16)
where the vector s should be the output of a sigmoid layer in order to push its
elements to binary values (See section 3.4 for more details).
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3.3 Human Pose Interpolation
Given a video with T frames, let Hr ∈ Rr×2J be the 2D coordinates of J
human joints for r key frames, Pr ∈ Rr×T be the associated selection ma-
trix, and D(h) be a dynamics-based dictionary trained on skeleton sequences
using a DYAN autoencoder [19]. Then, the Human Pose Interpolation Module
(HPIM) finds the skeletons H ∈ RT×2J for the entire sequence, which can be
efficiently computed. Its expression can be derived as follows. First, use the re-
duced dictionary: D
(h)
r = PrD
(h) and (9) to compute the minimum Frobenius
norm atomic dynamics-based representation for the key frame skeletons Hr:
Cr = D
(h)
r
T
(D
(h)
r D
(h)
r
T
)−1Hr. Then, using the complete dictionary D(h), the
entire skeleton sequence H = D(h)Cr is given by:
H = (D(h)D(h)
T
)PTr [Pr(D
(h)D(h)
T
)PTr ]
−1Hr (17)
where D(h)D(h)
T
can be computed ahead of time.
3.4 Architecture, Training, and Inference
Fig. 3: K-FPN Architecture and details of its modules.
Fig. 3 shows the architecture for the K-FPN, which is trained completely
unsupervised, by minimizing the loss (16). It consists of two Conv2D modules
(Conv + BN + Relu) followed by a Fully Connected (FC) and a Sigmoid layers.
The first Conv2D downsizes the input feature tensor from (T × 512 × 7 × 7)
to (T × 64× 3× 3) while the second one uses the temporal dimension as input
channels. The T × 1 output of the FC layer is forced by the Sigmoid layer into
logits close to either 0 or 1, where a ‘1’ indicates ‘key frame’ and its index which
one. Inspired by [38], we utilized a control parameter α to form a customized
classification layer, represented as σ(αx) = [1 + exp(−αx)]−1, where α is lin-
early increased with the training epoch. By controlling α, the output from the
K-FPN is nearly a binary indicator such that the sum of its elements is the total
number of key frames. The training and inference proceduresare summarized in
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Algorithms 1 to 3. and code is available at https://github.com/Yuexiaoxi10/
Key-Frame-Proposal-Network-for-Efficient-Pose-Estimation-in-Videos.
Algorithm 1 Training K-FPN model (Dictionary D)
1: Input:Training video sequences V with up to T frames
2: Output: key frame indicator s
3: Initialized: D with N poles p ∈ C in a ring in [0.85,1.15]
4: for max number of epochs do
5: Y ← ResNet(V)
6: m1 ← Conv2D(Y) // spatial embedding
7: m2 ← Reshape(m1)
8: m3 ← Conv2D(m2) // temporal embedding
9: F← FC(m3) // mapping to 1D latent space
10: s← Sigmoid(F) // key frame binary indicator
11: Minimize loss LK−FPN (D, s;Y) // updating D, s
12: end for
Algorithm 2 Training skeleton-based dictionary D(h) [19]
1: Input:Training skeleton sequences H
2: Output: Atomic Dynamics-based Representation C
3: Initialize: D(h) with poles in a ring [0.85, 1.15] ∈ C
4: for max number of epochs do
5: C← DYANencoder(H,D(h))
6: Hˆ← DYANdecoder(C,D(h))
7: Minimize loss Ldyn(H, Hˆ) // updating D
(h)
8: end for
Algorithm 3 Inference K-FPN model and Human Pose Interpolation Module
1: Input: Testing video sequences V, dictionary D(h)
2: Output: key frame indicator s, reconstructed human skeletons H
3: DDT = D(h)D(h)
T
// Precompute
4: for all testing sequences do
5: s← K-FPN(V) // Select Key Frames
6: Pr ← SelectionMatrix(s)
7: Hr ← PoseEstimator(s,V) // key frame skeletons
8: H = DDT·PTr ·[Pr ·DDT·PTr ]−1 ·Hr // Reconstructed skeletons
9: end for
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Fig. 4: Online key frame detection. The discriminator distinguishes between
input features and features predicted from previous key frames to decide if a
new frame should be added as a key frame.
3.5 Online Key Frame Detection
The proposed K-FPN can be modified to process incoming frames, after a mini-
mum set of initial frames has been processed. To do this, we add a discriminator
module as shown in Fig. 4, consisting of four (Conv2D + BN + Relu) blocks,
which is used to decide if an incoming frame should be selected as a key frame or
not. The discriminator is trained to distinguish between features of the incoming
frame and features predicted from the set of key frames selected so far, which
are easily generated by multiplying the atomic dynamics-based representation of
the current key frames with the associated dynamics-based dictionary extended
with an additional row (since the number of frames is increased by one) [19]. The
reasoning behind this design is that when the features of the new frame cannot
be predicted correctly, it must be because the frame brings novel information
and hence it should be incorporated as a key frame.
4 Experiments
Following [20,23], we evaluated the K-FPN on two widely-used public datasets:
Penn Action [43] and sub-JHMDB [14]. Penn Action is a large-scale benchmark,
which depicts human daily activities in unconstrained videos. It has 2326 video
clips, with 1258 reserved for training and 1068 for testing with varied frames. It
provides 13 annotated joint positions on each frame as well as their visibilities.
Following common convention, we only considered the visible joints to evaluate.
sub-JHMDB [14] has 319 video clips in three different splits with a training and
testing ratio of roughly 3:1. It provides 15 annotations on each human body.
However, it only annotates visible joints. Following [20,23,31], the evaluation is
reported as the average precision over all splits.
We adopted the ResNet family [10] as our feature encoder and evaluated our
method, as the depth was varied from 18 to 101 (see subsection 4.3). During
training, we froze the ResNetX, where X ∈ [18/34/50/101], and then our K-
FPN was trained only on the features output from the encoder. Following [23],
we adopted the pre-trained model from [36] as our pose estimator. During our
experiments, we applied a specific model, which was trained on the MPII[1]
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dataset with ResNet101. However, unlike previous work [23], we did not do any
fine-tunning for any of the datasets. To complete the experiments, we split the
training set into training and validation parts with a rough ratio of 10:1 and used
the validation split to validate our model along with the training process. The
learning rate of K-FPN for both datasets was set as 1e-8 and we used 1e-4 for
the online-updating experiment. The ratio for the two terms in our loss function
(16) is approximately 1:2 for Penn Action and 3:1 for sub-JHMDB.
The K-FPN and HPIM dictionaries were initialized as in [19], with T = 40
rows for both datasets. Since videos vary in length, we added dummy frames
when they had less than 40 frames. For clips longer than 40 frames, we randomly
selected 40 consecutive frames as our input during training and used an sliding
window of size 40 during testing, in order to evaluate the entire input sequence.
4.1 Data Preprocessing and Evaluation Metrics
We followed conventional data preprocessing strategies. Input images were re-
sized to 3x224x224 and normalized using the parameters provided by [10]. After
that, in order to capture a better pose estimation from the pose model, we uti-
lized the person bounding box to crop each image and pad to 384x384 with a
varying scaling factor from 0.8 to 1.4. The Penn Action dataset provides such an
annotation, while JHMDB does not. Therefore, we generated the person bound-
ing box on each image by using the person mask described in [20].
Following [23,20,31], we evaluated our performance using the PCK score [41]:
a body joint is considered to be correct only if it falls within a range of βL pixels,
where L is defined by L = max(H,W ), where H and W denote the height and
width of the person bounding box and β controls the threshold to justify how
precise the estimation is. We follow convention and set β = 0.2.
Our full framework consists of three steps: given an input video of length
T , K-FPN first samples k key frames; then, pose estimation is done on these k
frames; and HPIM interpolates these results for the full sequence. The reported
running times are the aggregated time for these three steps. All running times
were computed on NVIDIA GTX 1080ti for all methods.
4.2 Qualitative Examples
Figs. 1 and 5 show qualitative examples where it can be seen that the proposed
approach can successfully recover the skeletons from a few key frames. Please
see the supplemental material for more examples and videos.
4.3 Ablation Studies
In order to evaluate the effectiveness of our approach, we conducted ablation
studies on the validation split for each dataset.
Backbone Selection. We tested K-FPN using different backbones from the
ResNet family. Since sub-JHMDB is not a large dataset, we believe that our K-
FPN would be easily overfitted by using deeper feature maps. Thus, we didn’t
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Fig. 5: Qualitative Examples. The yellow bounding box indicates key frames
chosen by K-FPN. The red skeletons are the ground truth, and blue ones are
the ones recovered by the interpolation module HPIM.
Table 1: Backbone selection: PCK for sub-JHMDB and Penn Action.
Backbone FLOPs(G) Time(ms) Head Sho. Elbow Wrist Hip Knee Ankle Avg. Avg. #key frames(Std.)
Study on sub-JHMDB validation split
K-FPN
(Resnet50)
5.37 6.9 98.3 98.5 97.7 95.4 98.6 98.5 98.0 97.9 17.5(1.5)
K-FPN
(Resnet34)
4.68 5.7 98.0 98.3 97.3 95.4 98.2 97.8 97.2 97.5 17.1(1.0)
K-FPN
(Resnet18)
2.32 4.6 98.1 98.4 96.8 93.6 98.4 98.3 97.7 97.3 15.8(1.8)
Study on Penn Action Validation split
K-FPN
(Resnet 101)
10.23 9.7 99.2 98.6 97.3 95.8 98.1 97.9 97.4 97.7 17.7(3.1)
K-FPN
(Resnet 50)
5.37 6.6 98.6 98.3 96.0 94.3 98.6 98.7 98.8 97.5 16.6(4.9)
K-FPN
(Resnet 34)
4.68 5.5 98.2 98.1 95.1 92.9 98.5 98.7 98.6 97.1 15.0(3.5)
apply ResNet101 on this dataset specifically. Table 1 summarizes the results
of this study, where we report running time(ms) and Flops(G) along with PCK
scores (higher is better) and average number of selected key frames. These results
show that the smaller networks provide faster speed with minor degradation of
the performance. Based on these results, for the remaining experiments we used
the best model on the validation set. Specifically, we used ResNet34 for Penn
Action and Resnet18 for sub-JHMDB.
Number of Key Frames Selection. To evaluate the selectivity of the K-
FPN, we randomly picked n = 100 validation instances with T frames, ran
the K-FPN (using Penn action validation set with Resnet34) and recorded the
number of key frames selected for each of these instances: K = [k1, k2, ..., kn].
Given the number of key frames ki, theoretically, one could determine the best
selection by evaluating the PCK score for each of the
(
T
ki
)
possibilities. Since it is
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Table 2: Number of Key frames Evaluation (PCK). K-FPN vs best out of
100 random samples and uniform sampling on the Penn Action dataset.
Key frames Selection Method
K-FPN Best Sample Uniform Sample
PCK 98.0 96.4 79.3
infeasible to run that many combinations, we tried two alternatives: i) selected
frames by uniformly sampling the sequence (Uniform Sample), and ii) randomly
sampled 100 out of all possible combinations and kept the one with the best PCK
score (Best Sample). Table 2 compares the average PCK score using the K-FPN
against Uniform Sampling and Best Random Sampling. From [33], it follows
that the best PCK score over 100 subsets has a probability > 95%, with 99%
confidence, of being the true score over the set of all possible combinations and
hence provides a good estimate of the unknown optimum. Thus, our unsupervised
approach indeed achieves performance very close to the theoretical optimum.
Table 3: Online vs Batch Key Frame Selection. We evaluated the perfor-
mance on sub-JHMDB using T = Tb + To frames.
Tb = 30, To = 10
Head Should Elbow Wrist Hip Knee Ankle Mean Avg. #Key frames(Std.)
Online 94.8 96.3 95.2 89.6 96.7 95.2 92.3 94.4 15.2(2.4)
Batch 94.7 96.3 95.2 90.2 96.4 95.5 93.2 94.5 16.3(1.8)
Fig. 6: Online vs Batch Key Frame Selection. We evaluated the performance
on sub-JHMDB. The entire length of videos to obtain keyframes is Tb + To
Online Key Frame Selection. We compared the performance between using
batch and online updating key frame selection. All evaluations were done with
the sub-JHMDB dataset. In this experiment, we use a set of Tb frames to select
an initial set of key frames (using “batch” mode) and process the following
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Table 4: Evaluation on Penn Action and Sub-JHDMB Dataset. We
achieve state-of-art performance on both datasets, using same pose model as
[23], but without any fine-tuning and using a small number of the key frames.
.
Evaluation on Penn Action dataset
Method FLOPs(G) Time(ms) Head Sho. Elb. Wri. Hip Knee Ank. Avg. Key frames(Std.)
Nie et al. [37] - - 64.2 55.4 33.8 22.4 56.4 54.1 48.0 48.0 N/A
Iqal et al. [12] - - 89.1 86.4 73.9 73.0 85.3 79.9 80.3 81.1 N/A
Gkioxari et al. [9] - - 95.6 93.8 90.4 90.7 91.8 90.8 91.5 91.9 N/A
Song et al. [31] - - 98.0 97.3 95.1 94.7 97.1 97.1 96.9 96.8 N/A
Luo et al. [20] 70.98 25.0 98.9 98.6 96.6 96.6 98.2 98.2 97.5 97.7 N/A
DKD(smallCPM) [23] 9.96 12.0 98.4 97.3 96.1 95.5 97.0 97.3 96.6 96.8 N/A
baseline [36] 11.96 11.3 98.1 98.2 96.3 96.4 98.4 97.5 97.1 97.4 N/A
DKD(Resnet50) [23] 8.65 11.0 98.8 98.7 96.8 97.0 98.2 98.1 97.2 97.8 N/A
Ours(Resnet50) 5.37 6.8 98.7 98.7 97.0 95.3 98.8 98.7 98.6 98.0 17.5(4.9)
Ours(Resnet34) 4.68 5.3 98.2 98.2 96.0 93.6 98.7 98.6 98.4 97.4 15.2(3.3)
Evaluation on sub-JHMDB dataset
Methods FLOPs(G) Time(ms) Head Sho. Elbow Wrist Hip Knee Ankle Avg. Key frames(Std.)
Park et al. [25] - - 79.0 60.3 28.7 16.0 74.8 59.2 49.3 52.5 N/A
Nie et al. [37] - - 83.3 63.5 33.8 21.6 76.3 62.7 53.1 55.7 N/A
Iqal et al. [12] - - 90.3 76.9 59.3 55.0 85.9 76.4 73.0 73.8 N/A
Song et al. [31] - - 97.1 95.7 87.5 81.6 98.0 92.7 89.8 92.1 N/A
Luo et al. [20] 70.98 24.0 98.2 96.5 89.6 86.0 98.7 95.6 90.0 93.6 N/A
DKD(Resnet50) et al. [23] 8.65 - 98.3 96.6 90.4 87.1 99.1 96.0 92.9 94.0 N/A
baseline et al. [36] 11.96 10.0 97.5 97.8 91.1 86.0 99.6 96.8 92.6 94.4 N/A
Ours(Resnet50) 5.37 7.0 95.1 96.4 95.3 91.3 96.3 95.6 92.6 94.7 17.8(1.4)
Ours(Resnet18) 4.68 4.7 94.7 96.3 95.2 90.2 96.4 95.5 93.2 94.5 16.3(1.8)
To = 10 frames using online detection. We compare the achieved PCK score
and the number of selected frames against the results obtained using a batch
approach on all Tb + To frames. The results of this experiment for Tb = 30 and
for 5 ≤ Tb ≤ 30 are shown in Table 3 and Fig. 6, respectively. This experiment
shows that on one hand, using batch mode, shorter videos (Tb + To small) have
better PCK score than longer ones. This is because the beginning of the action
is often simple (i.e. there is little motion at the start) and is well represented
with very few key frames. On the other hand, online updating performs as well
as batch, as long as the initial set of frames is big enough (Tb = 20 frames).
This can be explained by the fact that if Tb is too small, there is not enough
information to predict future frames when Tb +To is large, making it difficult to
decide if a new frame should be selected.
4.4 Comparison Against the State-of-Art
Comparisons against the state-of-art are reported in Table 4. We report our
performance using Resnet34 for Penn Action and Resnet18 for Sub-JHMDB,
and also using Resnet50, since it is the backbone used by [23]. Our approach
achieves the best performance and is 1.6X faster (6.8ms v.s 11ms) than the
previous state-of-art [23] for the Penn Action dataset, using an average of 17.5
key frames. Moreover, if we use our lightest model (Resnet34), our approach is 2X
faster than [23] with a minor PCK degradation. For the sub-JHMDB dataset, [23]
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Table 5: Robustness Evaluation
Perturbed frame ratio v.s average PCK score on sub-JHMBD
Perturbed frames (%) 0 10 20 30 40 50 60
Illum.changes: [36]/Ours 94.4/94.5 94.0/94.2 93.2/93.7 92.3/93.0 91.6/92.7 90.9/92.3 90.2/92.1
Blurring: [36]/Ours 94.4/94.5 92.6/93.4 91.1/92.7 89.9/91.7 89.1/91.4 88.5/91.2 87.9/91.0
Occlusions: [36]/Ours 94.4/94.5 92.8/94.0 90.8/93.1 89.3/92.1 88.0/91.7 86.5/91.3 85.4/90.4
did not provide running time and it is not open-sourced. Thus, we compare time
against the best available open sourced method [20]. Our approach performed the
best of all methods, with a significant improvement on elbow (95.3%) and wrist
(91.3%). For completeness, we also compared against the baseline [36], which is
a frame-based method, on both datasets. We can observe that by applying our
approach with the lightest model, we run more than 2X faster than [36] without
any degradation in accuracy.
4.5 Robustness of Our Approach
We hypothesize that our approach can achieve better performance than previous
approaches using fewer input frames because the network selects “good” input
frames, which are more robust when used with the frame-based method [36].
To better quantify this, we ran an experiment where we randomly partially
occluded/blurred/changed illumination at random frames in the sub-JHMBD
dataset. Table 5 shows that our approach (using ResNet18) is more robust to all
of these perturbations when compared to [36].
5 Conclusion
In this paper, we introduced a key frame proposal network (K-FPN) and a human
pose interpolation module (HPIM) for efficient video based pose estimation. The
proposed K-FPN can identify the dynamically informative frames from a video,
which allows an image based pose estimation model to focus on only a few “good”
frames instead of the entire video. With a suitably learned pose dynamics-based
dictionary, we show that the entire pose sequence can be recovered by the HPIM,
using only the pose information from the frames selected by the K-FPN. The
proposed method achieves better (similar) accuracy than current state-of-art
methods using 60% ( 50%) of the inference time.
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