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Point Adversarial Self Mining: A Simple Method
for Facial Expression Recognition in the Wild
Ping Liu, Yuewei Lin, Zibo Meng, Weihong Deng, Joey Tianyi Zhou, and Yi Yang
Abstract—In this paper, the Point Adversarial Self Mining (PASM) approach, a simple yet effective way to progressively mine
knowledge from training samples, is proposed to produce training data for CNNs to improve the performance and network generality in
Facial Expression Recognition (FER). In order to achieve a high prediction accuracy under real-world scenarios, most of the existing
works choose to manipulate the network architectures and design sophisticated loss terms. Although demonstrated to be effective in
real scenarios, those aforementioned methods require extra efforts in network design. Inspired by random erasing and adversarial
erasing, we propose PASM for data augmentation, simulating the data distribution in the wild. Specifically, given a sample and a
pre-trained network, our proposed approach locates the informative region in the sample generated by point adversarial attack policy.
The informative region is highly structured and sparse. Comparing to the regions produced by random erasing which selects the region
in a purely random way and adversarial erasing which operates by attention maps, the located informative regions obtained by PASM
are more adaptive and better aligned with the previous findings: not all but only a few facial regions contribute to the accurate
prediction. Then, the located informative regions are masked out from the original samples to generate augmented images, which
would force the network to explore additional information from other less informative regions. The augmented images are used to
finetune the network to enhance its generality. In the refinement process, we take advantage of knowledge distillation, utilizing the
pre-trained network to provide guidance and retain knowledge from old samples to train a new network with the same structural
configuration. Comparing to previous works using complex architectures, our method can achieve high performance with a standard
structure of moderate size, e.g., ResNet-34, by self-mining related knowledge from the given input. Although our method is apparently
simple, it achieves high prediction accuracy on two widely used in-the-wild datasets for facial expression recognition. Notably, our
method achieves 88.68 on RAF-DB and 73.59 on FER2013, outperforming previous works under the same settings.
Index Terms—Facial Expression Recognition, In-the-wild Data, Point Adversarial Attack.
F
1 INTRODUCTION
FAcial activity analysis aims to comprehend the under-lying human emotions and establish efficient commu-
nications between humans and humans or humans and
computers. Due to its emerging applications in human-
computer interaction, facial activity recognition has received
massive interest among the research community. In the past
decade, with the rapid development of modern Convolu-
tional Neural Networks(CNNs), the FER accuracy has been
boosted significantly.
As a “data-hungry” method, CNNs require huge amount
of data with annotations of high quality to train. However,
due to privacy concerns and expensive labor cost, collecting
and annotating massive data for facial expression recogni-
tion (FER) has never been an easy task. Existing datasets
for facial expression recognition can be categorized into
two cases: lab-controlled datasets and in-the-wild datasets.
In lab-controlled datasets, such as CK+ [1], the collecting
environment is highly controlled, e.g., frontal exaggerated
expressive faces with limited occlusions and minimal illu-
mination changes. These lab-controlled datasets have been
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widely adopted for developing and evaluating facial expres-
sion recognition systems [2], [3], [4], [5], [6], [7], [8], [9], [10],
[11]. However, the lab-controlled datasets cannot reflect the
facial expression under real circumstances which makes the
systems developed using those databases hard to generalize
well in real applications. To include more variations, several
in-the-wild datasets have been created most recently. Com-
pared with those from the lab-controlled datasets, samples
from the in-the-wild datasets are more challenging, where
spontaneous head poses and ornaments on those samples
bring about various occlusions, and therefore make the
extracted features suffer from serious interference.
In order to improve the FER accuracy when handling
non lab-controlled data, various methods have been pro-
posed to enhance the generality of CNNs, which can be
roughly categorized into two subsets: attention mechanism
based and auxiliary data based methods. [14], [15], [16]
propose to utilize attention mechanism to simulate the
human perception system for processing in-the-wild data.
The attention map, can be generated either by following
the weakly supervised object localization strategy [14], or
by the confidence score provided by an occlusion/landmark
detector [15]. For example, [14] designs a weakly supervised
local-global relation network to generate attention maps,
indicating the facial regions crucial to the prediction. [15]
detects face landmarks, and utilizes the landmark confi-
dence scores as the corresponding occlusion level. Based
on the confidence score, the network can explicitly place
appropriate focus on different facial regions to make an
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Fig. 1: The pipeline of the proposed PASM. In the first beginning, PASM utilizes the given samples to train a network with
a moderate size for facial expression recognition. After training the network, we analyze the model-specified contribution
for different regions to the classification in each sample, and locate the most sensitive position in the sample via a point
adversarial attack method [12]. Then we mask out the patch centered at the located position and treat the erased version
as an augmented case. Those augmented cases are utilized to refine the network, aiming to boost the network performance
in facial expression recognition in the wild. Specifically, the trained network in the first beginning is utilized as a teacher
network to provide guidance in the network refinement process by following the strategy of knowledge distillation [13].
After finishing the refinement in the first iteration, we have a network with better generalities. In the second and third
iteration, we utilize the updated network and the original data to repeat the processes (sensitive positions search, mask out
local regions, and refine the network) again, aiming to improve the generality of the network further without complicating
the network structure or introducing new loss functions. We iteratively repeat the aftermentioned process until a pre-
specified iteration number reached or no further improvement is observed. As the iterations go, the generality of the
network keeps increasing, and the prediction accuracy becomes higher. Best viewed in color.
accurate prediction. Although the attention-based methods
have been well demonstrated for FER, they might need ar-
chitecture modifications and require additional parameters.
Can we improve FER accuracy by keeping the model
relatively simple, i.e., neither using a complex architecture
nor modify an existing network heavily? In this paper, we
argue that we can focus on the training images rather than
the model to achieve the above-mentioned goal, since the
useful information beneficial to our target task exists in the
original given images after all. However, since the number
of the existing annotated samples are limited, it is hard
to cover all the variations in real scenarios utilizing those
limited data to train a CNN.
To this end, we propose a novel data augmentation
strategy working in a self-mining, manner, named Point Ad-
versarial Self Mining (PASM). By considering the statistical
characteristics of each sample and a trained network, our
method is to adaptively locate the most informative regions
in each image. Since each sample has its own statistical
distribution, the most informative region in each sample
located by our method is different from other samples. We
then mask out the information around this located position.
By doing this, the network is forced to explore additional
information from other (less informative in the current time)
regions. The image with salient regions masked out, along-
side with the trained network, collaborate as a “teacher” to
guide the learning of a new “student” network. The trained
student network is demonstrated to have better generality
comparing with its teacher. In the whole process, the key
information is mined from the images themselves without
modifying the network or the loss terms.
In particular, PASM firstly utilizes the training data to
train a network with a proper size for facial expression
recognition. Note that, since PASM is model-agnostic, any
network architectures can be employed, e.g., ResNet [17],
VGG [18]. Then we use the trained model to generate a
heatmap, which reflects the model-specified contribution of
different facial regions, for each training sample, in which,
the most important region for FRE, i.e. with the highest
scores, is located via a point adversarial attack method [12].
As demonstrated in [12], point adversarial attack [12] is able
to “generate one-pixel adversarial perturbations” to fool
the networks. In FER, the located informative position on
each sample can tell us which region on the face is the
most important and the easiest to mislead the network.
To suppress the potential negative impact introduced by
the salient region in each sample, we mask out the patch
centered at the located position and treat the masked im-
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age is used as an augmented sample. Those augmented
samples are utilized to finetune the network, aiming to
boost the performance in FER in the wild. Specifically,
the trained network using the original training samples is
utilized as a teacher network to provide guidance in the
network finetuning by following the strategy of knowledge
distillation [13]. After finishing the finetuning, we have a
network with better generalities. We utilize the updated
network and the original data to repeat the processes (salient
location search, masking out local regions, and finetuning
the network) aiming to improve the generality of the net-
work further without complicating the network structure or
introducing new loss functions. We can iteratively repeat
the aforementioned process until a pre-specified iteration
number reached or no further improvement is observed.
As the iterations go, the generality of the network keeps
increasing, and the prediction accuracy becomes higher. The
whole process is illustrated in Figure. 1. By adaptive select
the informative region and mask out the corresponding
information in the given sample, the augmented samples
can be closed to the data with different variations, which
exist in the real scenarios but are expensive to collect and
label.
Our proposed PSAM is inspired and sharing similar
motivations with two previous data augmentation methods:
random erasing [19] and adversarial erasing [20], where
sub-regions were erased from the original “clean” image
to produce new samples as augmented data to training a
CNN to improve the generality under real-world scenarios.
Although the motivation is similar, it should be noted that
there are a few significant differences between our method
and [19], [20]. [19] chooses the sub-regions to erase in a
pure random way, without considering the characteristics of
the input and the network. In other words, the erased sub-
regions might occur in a region providing few information
to the final prediction. On the contrary, our method be-
haves in a more adaptive way by considering the statistical
information of each sample and the network. Comparing
to [20] using an attention map to select regions to erase, the
erased patch by our method is more structured and sparse,
which aligns heavily with a discovery in the face analysis
problems: not all facial regions but only a few contribute to
the final predictions [10], [21].
To sum up, our main contributions in this work are as
follows:
(1) We propose a simple yet effective method, named
Point Adversarial Self Mining (PASM), to self-mine knowl-
edge from given samples. The self-mined knowledge is
utilized to generate augmented samples, which collaborate
with a pre-trained network in a teacher-student manner for
improving the network generality.
(2) We propose an iterative and progressive strategy,
where, in each iteration, PASM can locate a different in-
formative position in each sample based on the current
network status, and iteratively improves the network gen-
erality and capability.
(3) We conduct extensive experiments on challenging
in-the-wild facial expression datasets collected under real-
world settings. Our method, although simple, is better or
at least comparable compared with the previous methods
utilizing complex architectures or dedicated loss functions.
Our work achieves 87.54% on RAF-DB dataset based on
ResNet-34, which is the new state-of-the-art under the
same setting. On Occluded-RAF-DB and Pose-RAF-DB, our
method outperforms the previous works [22] by approxi-
mate 3%.
2 RELATED WORK
In this section, we will elaborate previous works that are
most related to our works, including facial expression recog-
nition approaches, data-augmentation strategies, and adver-
sarial attack methods.
2.1 Facial Expression Recognition
Facial expression recognition is an image-level classification
research topic, which has been considered as a combination
of three major steps: feature learning, feature selection, and
classifier construction [10]. Before the dominance of convo-
lutional neural networks in this field, hand-crafted feature-
based methods have been exhaustively studied for facial
expression recognition. As elaborated by the recent survey
papers [23], [24], [25], various hand-crafted features, such
as Gabor-wavelet-based features [3], [4], [6], Histograms of
Oriented Gradients (HOGs) [7], [8], Local Binary Pattern
(LBP) [26], [27], [28], have been developed and well demon-
strated for facial activity analysis using data collected under
lab-controlled settings. In the past decade, as convolutional
neural networks have shown promise in different computer
vision tasks, researchers in facial expression recognition
start to shift their attention from hand-crafted features to
deep features [10], [11], [15], [29], [30], [31]. Comparing to
their hand-crafted contemporaries, whose designing heavily
depends on human expertise, deep features can be learned
in a data-driven manner and have better generality and per-
formance on challenging datasets. To improve the learning
capacity of CNNs for facial expression recognition, various
architectures have been developed and studied, such as
Deep Belief Networks [10], ResNets [11], InceptionNets [29],
Generative Adversarial Networks (GANs) [30], [32], [33].
Most recently, researchers found that utilizing information
from other modalities, such as audio [34], [35], can help to
boost the emotion recognition performance. For a systematic
review for deep learning in facial expression recognition,
please refer to [36].
2.2 Data Augmentation
Data augmentation is one of the strategies that can ef-
fectively prevent deep networks from over-fitting. As the
architectures of the deep networks become deeper and
more complicated, the number of parameters has increased
dramatically. Without enough labeled data, it is easy for
those networks to over-fit and lose the generality. In par-
ticular, as pointed out in [19], in an extreme case, an over-
fitted model might achieve perfect accuracy for the training
data while performs poorly on unseen data. To deal with
the over-fitting problem in convolutional neural networks,
various data augmentation strategies have been proposed
and employed [19]. The basic idea of data augmentation is
to introduce more variations into the training data without
changing the statistical distribution of the original data.
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The most common and frequently used data augmentation
techniques include random cropping, random flipping, and
random color jittering. Random cropping is to crop off sub-
patches from a given input; random flipping is to flip the
given input in a probability; and random color jittering is to
randomly change the values in a pre-defined color space
for each given sample. The efficacy of those three data
augmentation strategies have been demonstrated in [18],
[37]. In the past two years, two novel data augmentation
methods, namely mixup [38] and random erasing [19],
have been proposed and brought about fresh ideas to data
augmentation field. Mixup [38] combines pairs of examples
and corresponding labels in a convex manner in order
to generate new training samples. Random erasing [19]
randomly select a position in a given input and erase the
pixels around the selected position. All of those proposed
data augmentation methods are complementary and can be
combined together to train a deep neural network, which
has been experimentally proven to be effective. Interested
readers can refer to to [39] for a broad understanding of
data augmentation in deep learning.
Note that, while random erasing [19] appears similar to
our work at the first glance, there are significant differences
between them: 1) random erasing [19] select the patch to
erase from the given input in a purely random manner,
while our method selects the erasing position by considering
the underlying model-specified contribution distribution. 2)
our method can work in a progressive way and contin-
uously improve the model performance, which [19] fails
to achieve. Comparing to [20], the erased part is more
structured and sparse, which aligns well with the previous
findings in face related problems: only a sparse set of facial
regions make the key contributions to the final prediction.
2.3 Adversarial Attack
With the successful application of deep neural networks in
various computer vision tasks, CNNs have been deployed in
more safety-critical scenarios, such as autonomous driving,
financial fraud detection, etc. However, recent works [40]
pointed out that deep neural networks are not as stable as
we expected. In contrary, they are vulnerable to adversarial
examples, which are the samples intentionally designed to
mislead a trained deep neural network to make incorrect
predictions. To achieve this goal, adversarial examples need
to be synthesized based on the model capability and given
input [41].
Generally, adversarial attack can be categorized into
two groups: white-box attack [42], [43], [44] and black-box
attack [12], [45]. The difference between them is the avail-
ability of network information, e.g., parameters, gradients,
etc. Specifically, in a white-box attack setting, those network
information is all available to the attackers; while in black-
box attack, it is unavailable to adversaries. Correspondingly,
in a white-box attack, the model architecture and parameters
are utilized to create the adversarial samples which can
attack the model to the most, while in the black-box attack,
a feed-and-query strategy is the first choice for adversaries.
The most frequently used white-box attack policies include
Fast Gradient Sign Method (FGSM) [42], Deep Fool [43],
Projected Gradient Descent (PGD) [44], etc. Recently, re-
searchers have conducted a few works toward black-box
attack. [45] proposes to extend natural evolutional strate-
gies to estimate gradient for black-box image attack. [46]
studies the feasibility of utilizing the adversarial example
transferability for black-box attack on static images. Readers
can refer to [41] for a systematic review of the adversarial
attack.
3 METHODOLOGY
This section illustrates the details of the proposed PASM for
facial expression recognition in the wild. As illustrated in
Alg. 1, first, we pre-train a network based on the original
training samples; second, given the trained network in the
previous step, the most sensitive position for each image
is located by considering the statistical characteristics of
the given sample produced by the trained network; third,
local regions are masked out around the located position to
generate an augmented sample, which is fed to the network
for finetuning to improve its generalities.
3.1 Network Pre-training
In the first step, we train a network based on the original
training samples, i.e., {xi, yi}, where xi denotes each sample
and yi denotes the corresponding label. The target network
is denoted as F (w), where w denotes the model parameters.
In order to conduct a fair comparison, we choose ResNet-
34 [17] and VGG16 [18] pretrained by ImageNet [47]. We re-
set the output number of the chosen ResNet-34 and VGG16
to fit to the number of our interested class size for facial
expression recognition, i.e., 7. We choose cross-entropy loss
to train our target networks, which is formulated as:
min
w
1
N
N∑
i
CrossEntropy((F (w, xi), yi)) (1)
where N denotes the number of training samples.
3.2 Sensitive Location Search via Point Adversarial At-
tack
The purpose of this step is to locate the most sensitive posi-
tion based on the given sample and the pre-trained network
obtained in the previous step. In facial activity analysis,
previous studies [10], [21] show that not all facial regions
make equal contributions in recognizing facial expressions.
As a matter of fact, only a small set of facial regions
provide effective and useful information to make the right
prediction in facial expression recognition, which has been
experimentally proven in [10], [21], [28]. Therefore, we need
to find an effective mechanism to locate the most sensitive
location in an adaptive manner, taking the characteristics
of each sample and the status of the current network into
consideration.
To solve the aforementioned problem, we utilize point
adversarial attack technique [12] for the informative po-
sition location in each sample. Point adversarial attack is
to select one solo position from the given sample and
conduct perturbation to fool the network. Although only
one position is found in each given sample, the perturbation
conducted at the position can still mislead the network
to make an incorrect prediction since the perturbation is
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generated by considering each sample characteristics and
the current network status.
The general goal of adversary attack can be formulated
as follows:
max
e(x)∗
F (x+ e(x), w)
s.t.||e(x)||0 ≤ d
(2)
where F denotes the target network, x denotes the original
input without perturbations, e(x) is an “additive adversarial
perturbation” [12] with respect to x, F (x, w) is the predic-
tion for x while F (x + e(x), w) is the prediction for the
perturbed input. Adversarial attack aims to find perturba-
tions under a specified constraint to lead the network to
make incorrect predictions. In this work, we generate the
perturbations under a sparse constraint by setting d as 1,
which is aligned with the previous discovery that not all
but only a few face regions provide the key information for
making predictions.
We follow the same strategy proposed in [12] to locate
the informative region, which is generated by the point
attack information. The key calculation part is based on
differential evolution. Concretely, the perturbation for each
given sample is encoded into an array. The encoded ar-
ray corresponds to a candidate solution. Each candidate
solution denotes a fixed number of perturbations, each of
which has the perturbation information, i.e., x-y coordinates.
The candidate solution evolves in an iterative way. At each
iteration, new candidate solutions are produced based on
differential evolution, which can be formulated as:
xi(g + 1) = xr1(g) + F (xr2(g)− xr3(g) (3)
where xi is a candidate solution element, r1, r2, r3 are
random numbers 1, F is a predefined scale factor, g de-
notes the generation index. As the formulation illustrates,
“each candidate solution compete with their corresponding
parents based on the index”, and “only the winner” can be
used in next iteration.
For each sample from the training set, we use point
adversarial attack method discussed above to analyze the
statistical information of the sample and the network pre-
trained, generate the pixel adversarial information for the
given sample, which is denoted as (px, py). The generated
adversarial information will be used to mask out the corre-
sponding local information for the given sample, generating
augmented samples to improve the network generality.
3.3 Generating Augmented Samples for Network Re-
finement
In this step, we utilize the sensitive positions located in the
previous step to generate augmented samples by erasing
the local information around the located position. We aim
to utilize the generated samples to refine the network and
improve the network generality. Since the perturbations
added at those located positions are easy to mislead the
network, we choose to mask out the information around
the located positions for augmented sample generation.
Actually, this is the key difference between our work from
the random erasing [19]. With a similar goal to improve
1. r1 6= r2 6= r1
network generalities, [19] masks out a local patch centered
at a position randomly chosen. On the contrary, our method
locates the most sensitive position by considering the char-
acteristics of the given input and corresponding network.
Therefore, our method is more adaptive and effective, which
is demonstrated in the experimental results.
Concretely, for each given sample xi, assume its size is
W ×H , where W denotes the sample width and H denotes
the sample height, the sensitive position located in Sec. 3.2
is px, py , the patch size for masking is denoted as S. Then in
each sample xi, we select a patch region with the size of S×
S located at position pxi , p
y
i , and mask out the local region
to generate an augmented sample. The generated samples
will be used to refine the network, aiming to improve its
generality.
Algorithm 1: Point Adversarial Self Mining
Input: Input image set {xi, yi}, 1 ≤ i ≤ N ; Image
sizes Wi and Hi; Patch size S, Iteration number
iter
Output: Network parameter w∗
1 training target network with input images {xi, yi}, get
an initialization for w;
2 for ind = 1, ..., iter do
3 for i = 1, ..., N do
4 sample an image {xi, yi} from the given set;
5 for the sampled {xi, yi}, utilize Equ. 3 to
generate the sensitive position in the given
input;
6 mask out the region centered at the located
location in the previous step to generate an
augmented sample ;
7 set the pixel value in the selected region based
on the perturbed RGB value, generating an
augmented sample xaugi ;
8 feed the augmented sample set {xaugi , yi} to refine
the network, updating the parameter wind by
Equ. 4.
9 return return wind as w∗;
3.4 Fine-grained Feature Mining
To refine the network and improve its generality at most, we
adopt a teacher-student pipeline to provide self-supervision.
It has two advantages: on the one hand, the teacher-student
pipeline can assist the network to better model the inter-
class variations in facial expression recognition [48]; on the
other hand, with the new coming data, the combination
of cross-entropy and distillation measure can retain the
knowledge from old data [49]. Unlike previous knowledge
distillation methods, our work makes the teacher network
and student network share the same structure. There are
advantages in a few aspects: 1) in our work, the teacher
network is not overparameterized, saving massive compu-
tation cost; 2) the same structure strategy saves us from the
process of designing or selecting a proper teacher network.
Specifically, as illutrated in Fig. 2, in each round, the
student network refined in the previous round behaves as a
teacher network in the current round. The teacher network
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is fixed in the current round and provides guidance to
train the student network. For each sample, the trained
teacher network produces a soft label for each sample, i.e.,
the logit denoted as qt. The logit produced by the teacher
network, as well as the corresponding one-hot vector hard
labels, are both utilized to supervise the training of the
student network. When training the student network, the
augmented samples are utilized to improve the student
network generality. We use the CrossEntropy loss for the
hard label, the Mean Squared Error (MSE) to minimize the
discrepancy between the logit from the teacher network and
the student network. The formulation is as follows:
min α ∗ CrossEntropy(Fs(ws, xaugi , yi)
+β ∗MSE(qs(ws, xaugi ), qt(wt, xi))
(4)
where Fs(ws, ∗) denotes the student network with parame-
ter ws, qs(ws, x
aug
i ) denotes the logit generated by student
network, while qt(wt, xi) denotes the logit generated by
teacher network. α and β are parameters to balance the
contribution of the two terms.
ResBlock
ResBlock
ResBlock
ResBlock
ResBlock
ResBlock
ResBlock
ResBlock
Teacher Network (fixed）
Student Network
augmented sample
qt
qs
MSE
CrossEntropy(y’, yi)
self distillation to retain
knowledge in old samples
Fig. 2: The network refinement by augmented samples in a
teacher-student mechanism.
Iterative Mining Mechanism. The aforementioned step
can be conducted in an iterative way. In each iteration, the
student network trained in the previous iteration changes
its role and becomes a teacher network in the current
iteration. Since the network generality is different between
iterations, the located sensitive position for each image is
different correspondingly. By the updated sensitive position,
updated samples are feed to the student network to boost
its generality in a progressive manner.
4 EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we utilize two in-the-wild datasets, i.e.,
FER2013 [50], Real-world Affective Face Database (RAF-
DB) 2.0 [51], and one lab-controlled dataset, i.e., Extended
CohnKanade (CK+) [1] to demonstrate the efficacy of our
method. Two kinds of evaluations are conducted, one is
inner-dataset evaluation; the other one is cross-dataset eval-
uation. In the inner-dataset evaluation, the training set and
testing set are from the same dataset; while in the cross-
dataset evaluation, the training set and testing set are from
different datasets. All the details about the three datasets
and evaluation settings will be described in the following
subsections.
4.1 Experimental Setup
We test our method on three frequently used facial ex-
pression datasets, i.e., FER2013 [50], Real-world Affective
Face Database (RAF-DB) 2.0 [51], Extended CohnKanade
(CK+) [1]. RAF-DB and FER2013 are collected in the wild,
covering variations in the real world, such as lighting condi-
tions, large head pose, etc. To demonstrate the efficacy of our
method when facing occlusion and pose issues in real sce-
narios, we conduct experiments on Occlusion-RAF-DB [22]
and Pose-RAF-DB [22], which are constructed subsets with
occlusion and pose annotations.
RAF-DB 2.0 [51] is a dataset collected from the inter-
net. There are 29,672 facial images in this dataset. RAF-
DB consists of highly diverse samples and covers different
variations in the real world. The labels in this dataset are
manually achieved by crowd-sourced annotation [51]. This
dataset has two kinds of annotations: basic expressions and
compound expressions. To make comparisons with previous
works, we only utilize the basic expression label set to test
our method. For the basic expression label set, there are
12,271 images for training and 3,068 images for testing.
FER2013 [50] is another widely used in-the-wild dataset.
There are 28,709 samples in the training set and 3,589
samples in the testing set. All those images are collected by
Google search engine and labeled with basic expressions. It
was constructed for the ICML 2013 Challenges in Represen-
tation Learning. It should be noted that the original image
size in this dataset is only 48×48. The small spatial size and
high variations make the analysis difficult.
CK+ [1] is a dataset collected in a lab controlled envi-
ronment. The original data collected is video-based, which
has 593 video sequences in total. In the first frames of
each sequence, the subject activates a neutral expression
and gradually shift to a peak expression to the last frames.
There are 327 sequences with basic expression labels in this
dataset. Unlike RAF and FER2013, there is no official train-
ing/validation/test split. Previous works usually utilize the
first frame as a neutral sample and the last three frames
with the target expression labels to construct the data. In the
constructed data, there are 1,308 images labeled with seven
basic expressions in total.
Occlusion-RAF-DB and Pose-RAF-DB [22] are occlu-
sion test subsets extracted from RAF-DB. In those subsets,
there are various occlusion types in each sample, such as
masks and glasses on face, objects before faces, etc. Those
constructed subsets are effective to test the efficacy of FER
networks when facing real scenarios. Existing FER methods
have a drop in recognition accuracy when testing in real
cases full of occlusion and pose-variations [22].
Examples from those three datasets are shown in Fig-
ure. 4. There are different variations in those datasets, in-
cluding: 1) scale: the spatial size of each sample in FER2013
is 48×48, which are much smaller than that in RAF-DB and
CK+; 2) lighting: the lighting conditions when capturing
those datasets are quite different; 3) pose: there are heavy
pose variations in RAF-DB and FER-2013, which are closer
to the real testing cases.
To demonstrate the efficacy of our method, we utilize
those aforementioned datasets for three evaluation set-
tings, i.e., inner-database evaluation, cross-database evalu-
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Original images
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Fig. 3: Visualizing the augmented images by PASM for RAF. From top to bottom: the PASM augmented results in each
round. Best viewed in color.
ation, occlusion-subset evaluation. The details of the three
settings are illustrated as follows:
Inner-database Evaluation In inner-database evaluation,
we train the network on the training set of a dataset and
test the trained network on the testing set of the same
dataset. We conduct inner-database evaluation on RAF-DB
and FER2013.
Cross-database Evaluation In cross-database evaluation,
we train the network on the training set of a dataset and
test the trained network on a different dataset. To make
a fair comparison with previous work [52], in this setting,
we conduct the training on RAF-DB and test the trained
network on FER2013 and CK+.
Occlusion and Pose Subset Evaluation In this setting,
we train the network on RAF-DB by our method, and test
it on the occlusion-raf-db and pose-raf-db, demonstrating
the efficacy of our proposed method when dealing the
challenging cases.
4.2 Implementation Details
In all our experiments, we detect faces and conduct the
alignment based on MTCNN [53] from each given image.
All the aligned detected faces are resized to 224 × 224.
For making fair comparisons with previous works [52] , we
choose ResNet-34 and VGG16 as our backbones, which are
pre-trained on ImageNet Dataset [54]. The output number
for both networks are reset to seven, corresponding to the
number of basic expressions. We optimize our networks by
stochastic gradient descent with 0.9 momentum. We set the
initial learning rate to 0.01, which will be multiplied by 0.1
when pre-specified epochs reached. We implement all the
experiments in PyTorch [55] and run our experiment on
NVIDIA GTX 2080Ti GPU cards.
4.3 Performance Evaluation
In this section, we test the discriminative ability of our
method by conducting experiments for inner-dataset eval-
uations, and demonstrate the generality capability of our
method by conducting experiments for cross-dataset evalu-
ations. Our experiment is evaluated via mean classification
accuracy.
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FER-2013
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Fig. 4: Visualizing the selected samples from databases utilized in this work, i.e., RAF, FER2013, CK+. From left to right:
neutral, anger, disgust, fear, happy, sad, and surprise. From top to bottom: RAF-DB 2.0, FER-2013, and CK+. RAF-DB 2.0
and FER-2013 are in-the-wild databases, while CK+ is a dataset collected in controlled environments. Best viewed in color.
4.3.1 Inner-dataset Evaluations
In this section, we utilize two in-the-wild databases, i.e.,
RAF, FER2013, to demonstrate the efficacy of our method.
The result comparisons on the two datasets are reported in
Table.1 and 2, respectively.
Comparison on RAF We compare our method to pre-
vious state-of-the-art methods on RAF dataset and report
the comparison in Table. 1. In Table. 1, [56] utilizes new
loss function in their method, [57] introduces more manual
labels into training and therefore needs more label cost, [58]
and [22] designs region attention branch network, placing
different weights on facial regions based on their occlusion
conditions. Comparing to those previous works [22], [56],
[57], [58], our method achieves higher performance on both
chosen architectures (ResNet-34 and VGG16). Our method
does not need any complex structure or any external data,
but only by self mining knowledge from given data.
TABLE 1: Inner-dataset comparison of our method with
previous works on RAF-DB 2.0.
Method Year Accuracy
baseDCNN [56] 2017 82.66
DLP-CNN [56] 2017 82.84
Center Loss [56] 2017 82.86
FSN [59] 2018 81.10
MRE-CNN [60] 2018 82.63
PAT-VGG-F-(gender,race) [57] 2018 83.83
PAT-ResNet-(gender,race) [57] 2018 84.19
OADN [58] 2020 87.16
SCN [61] 2020 87.03
RAB [22] 2020 86.90
Our method+VGG16 2020 87.50
Our method+ResNet-34 (3 round) 2020 88.68
Comparison on FER2013 We compare our method to
previous state-of-the-art methods on FER2013 and report the
comparison in Table. 2. FER2013 dataset was constructed for
a facial expression recognition challenge. The small size of
each sample and high variations introduced by pose and
light conditions make the prediction rate much lower than
RAF-DB 2.0. To improve the prediction accuracy on this
dataset, various methods have been proposed. For exam-
ple, [57] introduced an attribute tree convolutional neural
network to explicitly model the facial attributes, such as
race, gender, and age. Again, our method achieves a higher
performance and outperforms the previous works.
TABLE 2: Inner-dataset comparison of our method with
previous works on FER-2013. The performance of previous
works are cited from [62] and [36].
Method Year Accuracy
DLSVM. [63] 2013 71.2
Guo et al. [64] 2016 71.33
ECNN [65] 2017 69.96
Ron et al.. [66] 2017 72.1
PAT-VGG-F-(gender,race). [57] 2018 72.16
PAT-ResNet-(gender,race). [57] 2018 72.00
Our method+VGG16 2020 72.73
Our method+ResNet-34 (2 round) 2020 73.59
4.3.2 Evaluations on Occlusion-RAF-DB and Pose-RAF-
DB
Occlusion-RAF-DB and Pose-RAF-DB are two test subsets
with manual occlusion and pose annotations. Those two
datasets are constructed to test the network capability un-
der occlusion and pose variations. [22] designed a region
attention network (RAN) which adaptively assign different
weights to each facial region based on their contributions.
Other than that, a region biased loss is proposed to assign
a higher attention weights for the regions making the most
important contributions in predictions. As shown in Table. 3,
our method outperformed [22] on all the sub sets. Specifi-
cally, for occlusion subset, the gain is 0.55; for pose larger
than 30 degrees and 45 degrees, the gains are 2.92 and 2.97,
respectively.
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TABLE 3: Comparison of our method with previous works
on Occlusion RAF-DB and Pose-RAF-DB.
RAF-DB Occlusion Pose(30) Pose(45)
RAN [22] 82.72 86.74 85.20
Our method 83.27 89.66 88.17
4.3.3 Cross-dataset Evaluations
To test the generality of our method, we conduct a cross-
dataset evaluation on three datasets. We train the network
on RAF-DB and test it directly on CK+ and FER2013. The
comparisons with previous works are reported in Table. 4-5.
FER2013, as discussed in previous sections, is a challenging
dataset collected in the real world; CK+ is collected in a lab-
controlled situation and is the most representative in-the-
lab dataset. We want to test the generality of our method
on the lab-collected dataset and in-the-wild dataset both.
Again, by self mining knowledge from given samples, our
method achieves a higher cross-dataset accuracy on CK+, a
comparable accuracy on FER2013.
TABLE 4: Cross-dataset comparison of our method with pre-
vious works on CK+ dataset. “6 Datasets” means MultiPIE,
MMI, DISFA, FERA, SFEW, and FER2013
Method Source Target Accuracy
Mollahosseini [29] 6 Datasets CK+ 64.2
Hasani et [67] MMI+JAFFE CK+ 73.91
Wen [65] FER-2013 CK+ 76.05
Wang [68] FER-2013 CK+ 76.58
CNN-Li (VGG-F) [52] RAF-DB2.0 CK+ 78.00
Our method RAF-DB2.0 CK+ 79.65
TABLE 5: Cross-dataset comparison of our method with
previous works on FER-2013 dataset. “6 Datasets” means
MultiPIE, CK+, DISFA, FERA, SFEW, and FER2013
Method Source Target Accuracy
Mollahosseini [29] 6 Datasets FER-2013 34.0
CNN-Li [52] RAF-DB2.0 FER-2013 55.38
Our method RAF-DB2.0 FER-2013 54.78
4.4 Ablation Study
We conduct extensive ablation studies in this section to
further analyze our approach. We firstly analyze the gener-
ality of the self mined knowledge; at second, we conduct
a comparison with the random erasing and adversarial
erasing for demonstrating the superiority of our self mined
strategy; at third, we analyze the relation between the self-
mining iteration number and the final accuracy; last but not
the least, we illustrate the impact of the size of erasing mask
and parameter in Equ. 4 to the final performance.
Generality of the Mined Adversarial Knowledge We
analyze the generality of self mined knowledge extracted by
our method and report the comparison in Table. 7. “Mining
Network” means the sensitive regions are extracted based
on PASM; the augmented samples based on the self mined
knowledge are feed to “Training Network” to improve the
network generality. Because [57], [58] do not have the self-
mined mechanism and therefore their “Mining Network”
is left blank. To make the comparison fair, we do use the
iterative refinement strategy in PASM in this experiment.
On RAF-DB and FER2013, we choose ResNet-34 to mine
knowledge from samples, and feed the augmented samples
to a different network (VGG16). Since [57], [58] do not
utilize teacher-student strategies in their works, we report
our method performance without teacher-student strategy
in Table. 7. This is to test the generality of the self mined
knowledge from the original samples.
As shown in Table. 7, when “Training Network” is dif-
ferent from “Mining Network”, the prediction rate drops a
bit on both of datasets. On RAF-DB, the performance drops
from 87.54 to 87.09; on FER2013, the prediction rate drops
from 73.50 to 72.73. We believe this performance drop comes
from the difference between the characteristics of the mining
network and the training network, e.g., network structures,
parameters. However, even when we use two different
networks for self-mining and training, our performance on
RAF-DB and FER2013 still outperforms or work comparably
with previous works, i.e., [57] and [58].
Comparison with Random Erasing and Adversarial
Erasing We conduct a comparison with the random eras-
ing [19] and adversarial erasing [20] on RAF-DB. For a
fair comparison, we do not utilize knowledge distillation
and iterative refinement in this experiment. The comparison
results are reported in Table. 6. We can find that our method
outperforms random erasing and adversarial erasing both.
We suppose that the better performance of our method
is from two aspects: 1) comparing to random erasing our
method locates the sensitive position in each image under
the adversarial attack mechanism, rather than in a purely
random way; 2) comparing to adversarial erasing, our
method erases the sub-region located in a more structure
and sparse way, which aligns with the sparsity characteris-
tics in face analysis problems.
TABLE 6: Comparisons with Random Erasing and Adver-
sarial Erasing. ResNet-34 is chosen as the backbone and
training for only one round. “PASM w/o teacher” denotes
not using knowledge distillation strategy.
Dataset Random Erasing Adv Erasing PASM w/o teacher
RAF-DB 85.93 86.57 86.86
FER2013 72.92 73.08 73.24
We show the confusion matrix comparison between
PASM, Adversarial Erasing, and Random Erasing in Fig-
ure. 5. It can be observed that PASM outperforms random
erasing on all expression categories, especially on “anger”
(0.77 vs 0.83), “disgust” ( 0.59 vs 0.68).
Analysis of Self Mining Iterations In Figure. 6, we
report the impact of self mining iteration numbers in our
proposed method. As illustrated in Section. 3, PASM can
be conducted in an iterative way. The network in the cur-
rent iteration is enhanced by self mined knowledge and
the corresponding augmented samples. In the following
iteration, the enhanced network is utilized to further mine
new knowledge from the samples, behaving as a teacher
to supervise the student network training. We report the
performance in each iteration on RAF and FER2013 via
ResNet-34. Based on the experimental results, we can find
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Fig. 5: Confusion Matrix Comparison between Random
Erasing and PASM on RAF-DB by ResNet-34. The darker
the color, the higher the accuracy.
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Fig. 6: Performance improvement of PASM with changing
the iteration number. ResNet-34 on RAF-DB for one round.
that: 1) on RAF-DB dataset, the accuracy rates increase with
the changing iteration numbers, but the rate of increase is
decreasing; 2) on FER2013, the accuracy rates increase first,
after two iteration refinements, the performance starts to
drop.
Analysis of Mask Sizes and Parameter Configuration
in Equ. 4 In Fig. 7, we report the prediction accuracy with
different mask sizes, which is trained on RAF-DB by a
ResNet-34 for one round. We choose five different mask
sizes, i.e., from 23 to 39 with a step size of 4. In the figure, we
can find that the accuracy is not very sensitive to the mask
sizes since the accuracy differences between various mask
sizes are little.
In Fig. 8, we show the prediction accuracy with param-
eter configuration in Equ. 4. In this experiment, we also
trained on RAF-DB via a ResNet-34 for one round. We
choose the α as 1 and change β to 0.5, 0.1, 0.01 respectively.
In the figure, we can find that the accuracy is stable with
those different parameter configuration.
Shortage and Limitation of PASM Although PASM is
able to self mine knowledge from given data by analyzing
the statistical information of data and network parameters,
there are a few limitations of this method: 1) the sensitive
position search is time-consuming. The key computation in-
gredient in our method is based on point adversarial attack,
which is time-consuming and therefore limit its applicability
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Equ. 4 for final accuracy. ResNet-34 trained on RAF-DB.
on the dataset with huge sizes. To solve this problem, a
real time adversarial attack method becomes necessary. 2)
an automatic and adaptive way for choosing an appropriate
iteration number in PASM is expected. Current now, it is
still needed to be set manually. We leave those two aspects
to our future work.
TABLE 7: Study of Self Mined Information Generality
Dataset Mining Network Training Network Accuracy
PAT [57] - ResNet-34 83.83
PAT [57] - VGG-16 84.19
OADN [58] - ResNet-50 87.16
PASM ResNet-34 ResNet-34 87.54
PASM ResNet-34 VGG-16 87.09
PAT [57] - ResNet-34 72.16
PAT [57] - VGG-16 72.00
PASM ResNet-34 ResNet-34 73.50
PASM ResNet-34 VGG-16 72.73
5 CONCLUSION
In this article, we propose a self mining framework based
on point adversarial attack and name it as Point Adver-
sarial Self Mining (PASM). PASM does not need to utilize
complex networks designed manually and/or sophisticated
loss functions for high accuracy. On the contrary, it manages
to self mine knowledge from given samples by considering
the model-specified contribution for different regions to the
classification in each sample. Other than that, PASM can be
conducted in an iterative way, keeping to enhance the per-
formance progressively. In our experiment results, we have
observed that the PASM achieves significant advancement
for facial expression recognition in the wild.
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