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number of the manifold. In the process, we prove a Hodge–Helmholtz decomposition
for vector ﬁelds. The ideas are motivated by the analogies between special Lagrangian
submanifolds and solutions to optimal transport problems.
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1. Introduction
In [9], graphs of solutions to the optimal transportation problem were shown to solve a volume maximization problem,
using a calibration argument. With the appropriate metric on the product space M × M¯ , maximality is equivalent to the
vanishing of certain differential forms along the graph of the optimal map. In this note, we discuss the converse and see
that, at least in the smooth case, topology allows for maximizers of the volume problem which do not arise as solutions
to the optimal transportation problem, despite locally having the same geometric properties. These maximizers are special
Lagrangian in the sense of Hitchin [3] and Mealy [13], a pseudo-Riemannian analogue of the special Lagrangian geometry
of Harvey and Lawson [6].
In the case when the cost is given by Riemannian distance squared, Delanoë [2] introduced the notion of “Lie solu-
tions of Riemannian transport equations” (see also [5]). The graphs of Delanoë’s solutions are maximizers of the volume
maximization problem discussed in [9].
We recall the McLean Theorem [12, Theorem 3.6], [10, Theorem 3.21].
Theorem 1.1 (McClean). Suppose L is a smooth embedded special Lagrangian submanifold of a Calabi–Yau manifold. The moduli space
M of special Lagrangian submanifolds near L is a manifold of dimension b1(L). The tangent space toM is identiﬁed with the harmonic
1-forms on L, which has a naturally induced L2 metric.
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Calabi–Yau manifolds, and that a manifold is special Lagrangian if and only if the Kähler form and a certain n-form vanishes
along the submanifold. Hitchin [3] analyzed the metric on the moduli space in McLean’s theorem and showed that it arises
via a Lagrangian embedding into a pseudo-Riemannian space. Hitchin’s notion of special Lagrangian, that the Kähler form
and certain combinations of n-forms vanish, describes Lie solutions of the mass transport problems.
The optimal transportation problem is the following. Given probability volume forms ρ and ρ¯ on manifolds M and M¯ ,
and a cost function c : M × M¯ → R, ﬁnd a map T : M → M¯ which minimizes a cost integral,∫
M
c
(
x, T (x)
)
dρ
among all maps T which preserve the measure, i.e.
T# dρ = dρ¯. (1)
The work of Brenier [1] and McCann [11] shows that given standard conditions on the cost function, the unique solution will
be the map satisfying (1) and arising as the cost exponential (see Deﬁnition 2.1) of the gradient of a potential function u:
T (x) = c- expx du(x). (2)
When the map T is a diffeomorphism, Eq. (1) can be expressed as
T ∗ρ¯ = ρ (3)
which is equivalent to the vanishing of the form
ρ¯(x¯)dx¯− ρ(x)dx
along the graph (x, T (x)) ⊂ M × M¯ , and (2) implies the vanishing of a Kähler form (17) deﬁned in [8]. Here and in the
sequel when we use ρ(x) rather than ρ we distinguish between a density and an n-form. In particular
ρ = ρ(x)dx
in local coordinates, also for ρ¯ .
The general problem we attack here is to ﬁnd maps which locally solve the optimal transport problem, that is, satisfy (3)
and arise as the exponential of a closed form
T (x) = c- expx
(
η(x)
)
, dη = 0. (4)
The result is the following.
Theorem 1.2. Suppose M, M¯ are compact manifolds with nowhere vanishing smooth volume forms ρ and ρ¯ . Let c be a continuous
cost function on M × M¯, which away from a cut locus C , is smooth and satisﬁes local and global twist assumptions (A2) and (A2) (see
Section 2). If a diffeomorphism T is a smooth Lie solution of the mass transport equation (i.e. satisfying (3) and (4)) avoiding the cut
locus, then there is a moduli space of smooth Lie solutions near T which is a smooth manifold of dimension b1(M).
Remark. There are cost functions such that even for some smooth densities, the optimal solutions will not be smooth, as
was demonstrated by Loeper [4], when the (A3) (see [14,4]) assumption on the cost is not satisﬁed. Also, in the absence of
the (A3) assumption, local c-convexity does not imply global, so even on simply connected domains, Lie solutions are not
necessarily solutions to the optimal transport problem.
Remark. Harvey and Lawson [7] have recently given a version of McLean’s theorem which holds in a stronger setting,
Ricci-ﬂat Kähler D-manifolds, which are the natural analogue of Calabi–Yau manifolds in the pseudo-Riemannian setting.
The proof of the result [7, Theorem 13.1] follows easily once the elegant geometry is put in place. However, our setting of
optimal transport maps for more general costs is not so elegant.
The core of our result is a Hodge–Helmholtz type decomposition holding at Lie solutions when n 3, which decomposes
deformations of maps into those which preserve property (3), those which preserve property (4), and the harmonic defor-
mations, which preserve both. Unfortunately, this is only a decomposition of the vector ﬁelds along solutions, unlike in the
Euclidean setting where one can decompose the maps themselves, and also vector ﬁelds along arbitrary maps. The metric
used is the one induced by the linearized operator to the optimal transport equation, multiplied by an explicit conformal
factor. This metric and concomitant Laplacian are deﬁned in Section 2, and their Hodge–Helmholtz properties are shown in
Section 3. We prove the theorem in Section 4. Due to some dimensional considerations arising with the conformal factor,
we have to prove the 2-dimensional case after the cases n 3.
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For n-dimensional manifolds M and M¯ , let c : N ⊂ M × M¯ → R be a continuous cost function which is smooth almost
everywhere, except on a set C = M × M¯ − N which we call the “cut locus”. (The reason for this terminology is clear if we
take the distance squared function on a manifold as the cost function.) Let DD¯c be the n × n matrix given by (in local
coordinates)
(DD¯c)i j¯(x, x¯) = ci j¯(x, x¯) =
∂2
∂xi∂ x¯ j
c(x, x¯).
On N we will require that
det(DD¯c) = 0 (A2)
which is a local version of the standard twist condition: (A1) For each x and x¯ respectively,
x¯ → Dc(x, x¯) (5)
is invertible, with an inverse depending continuously on x. To be clear with our conventions, we recall the following Kan-
torovich problem: If
J (u, v) =
∫
M
(−u)dρ +
∫
M¯
v dρ¯,
the problem is to maximize J over all −u(x)+ v(x¯) c(x, x¯). One also considers a dual problem: If
I(π) =
∫
M×M¯
c(x, y)dπ,
ﬁnd the minimum of I over all measures π on the product space M × M¯ which have marginals ρ and ρ¯ . It is well known
(cf. [16]) that
sup
−u(x)+v(x¯)c(x,x¯)
J (u, v) = inf
πΠ(ρ,ρ¯)
I(π).
With this setup in mind we can derive the optimal map T from u as follows: Suppose (x0, x¯0) is a point where the equality
−u(x0)+ v(x¯0) = c(x0, x¯0) occurs. The function
zx¯0(x) = c(x, x¯0)+ u(x)
must have a minimum at x0.
Deﬁnition 2.1. Suppose that a cost c satisﬁes (A1). Then for a covector η which is in the range of the map (5), we deﬁne
the cost exponential of η as
c- expx(η) =
{
x¯
∣∣ η = −Dc(x, x¯)}.
For a covector η we deﬁne
T (x, η) = c- expx(η).
If differentiable, from the fact that zx¯0 (x0) is at a minimum we have
ui(x0)+ ci(x0, x¯0) = 0 (6)
where ci refers to differentiation in the ﬁrst variable, thus
x¯0 = T
(
x0,du(x0)
)
.
(One can check that T (x,u) = −expx ∇u when c(x, x¯) = d2(x, x¯)/2.) This only depends locally on the function u, and requires
that Du stay inside the range of Dc(x, ·). The elliptic optimal transportation equation can be derived by taking another
derivative and then a determinant:
uij + ci j + cis¯ T s¯j = 0, (7)
det(uij + ci j) = det
(−cis¯ T s¯j)= det(−cis¯) ρ(x) (8)ρ¯(T (x))
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ρ¯
(
T (x)
)
det DT = ρ(x). (9)
Here and in the sequel we use the following conventions: Indices i, j,k, etc. will be coordinates on M while p¯, s¯, v¯ , etc. will
be coordinates on M¯ . The variable t will be reserved for variations. We assume on any local product chart that cis¯ is negative
deﬁnite, and let bis¯ = −cis¯, with bs¯i its inverse. The tangent space is denoted by TM . We use wij(x) = uij(x)+ ci j(x, T (x)).
To be clear, we will use ∂kwij to denote coordinate derivatives of w , otherwise a subscript will denote differentiation. We
note that most of the objects we deal with are coordinate invariant. In particular wij represents an honest tensor. For future
use, we make note of the following restatement of the above identity (7)
wij = bis¯T s¯j ,
T s¯j w
kj = bs¯k. (10)
2.1. Linearizing the elliptic equation
In order to linearize (8), take a variation,
u(x)+ tv(x). (11)
First, we insert (11) into (6) and differentiate at t = 0 to obtain
vi − bis¯
(
x, T (x,du)
)
Dt T
s¯ = 0
hence
Dt T
s¯ = T s¯t = vibs¯i .
Now, taking a logarithm of (8)
F
(
x, Du, D2u
)= lndet(uij + ci j(x, T (x)))− lndet(bis¯(x, T (x)))− lnρ(x)+ ln ρ¯(T (x))
which is linearized
Lv = d
dt
F (u + tv) = wij(vij + ci js¯ T s¯t )− bs¯ibs¯i p¯ T p¯t + (ln ρ¯(T (x)))s¯ T s¯t
= wij vi j − wijbi js¯bs¯k vk − bs¯ibs¯i p¯bpkvk +
(
ln ρ¯
(
T (x)
))
s¯b
s¯k vk. (12)
A version of this linearized operator was introduced by Trudinger and Wang [15, 2.18].
2.2. The KM and modiﬁed KM metrics and a related Laplace–Beltrami
Kim and McCann [8] considered the following pseudo-metric on the product space M × M¯:
h(x, x¯) =
(
0 bis¯(x, x¯)
bTis¯(x, x¯) 0
)
and symplectic form
ω = bis¯ dxi ∧ dx¯s¯.
In this metric, the graph (x, T (x)) of the cost exponential of any locally c-convex potential u is space-like and Lagrangian.
The induced metric, in terms of coordinates on M , is given by(
x, T (x)
)∗
h = uij + ci j = wij .
For given densities ρ(x) and ρ¯(x¯) representing the forms ρ and ρ¯ , consider the following metric in [9]
h = 1
2
(
ρ(x)ρ¯(x¯)
detbis(x, x¯)
)1/n( 0 bis¯(x, x¯)
bTis¯(x, x¯) 0
)
and the calibrating form
Ω = 1 (ρ + ρ¯).
2
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respect to this metric, but the converse is not true in general. Calibrated maximal Lagrangian surfaces are what we are
studying in this paper.
We now deﬁne another metric. We intend to show that with respect to this metric, the tangent space of deformations
of calibrated submanifolds coincides with harmonic 1-forms, which is the same situation that occurs in McLean’s theorem.
The metric we use is yet another conformal factor of the metric used by Kim and McCann, differing by a power of the
conformal factor from the metric associated to the calibration in [9].
For n 3, a given frame on M , and a cost exponential T deﬁne
gij(x) = wij(x)
(
ρ(x)ρ¯(T (x))
detbis¯(x, T (x))
)1/(n−2)
. (13)
We also deﬁne (coordinate invariant) quantities
θ = lndetwij − lnρ(x)+ ln ρ¯
(
T (x)
)− lndetbis¯, (14)
and
λ =
(
ρ(x)ρ¯(T (x))
detbis¯(x, T (x))
)1/(n−2)
.
Our ﬁrst claim is the following.
Lemma 2.2. Let n  3. Let T = T (x, η) be the cost exponential of a 1-form locally given by η = du. Taking the metric (13) and any
choice of coordinates, the following holds involving Christoffel symbols
wijΓ ki j =
1
2
wklθl + wijbi js¯bs¯k + bs¯ibs¯i p¯bpk − (ln ρ¯)s¯bs¯k.
Proof. To begin, recall
Γ ki j =
1
2
wkl(∂i wlj + ∂ j wil − ∂lwij)+ 12
{
δki (lnλ) j + δkj (lnλ)i − wklwij(lnλ)l
}
.
Tracing,
wijΓ ki j = wijwkl∂i wlj −
1
2
wklwij∂lwij + (2− n)2 w
kl(lnλ)l
= 1
2
wijwkl∂lwij + wijwkl(∂i wlj − ∂lwij)+ (2− n)2 w
kl(lnλ)l
= 1
2
wkl∂l(lndetwij)+ wijwkl
(
cljs¯ T
s¯
i − ci js¯ T s¯l
)+ (2− n)
2
wkl(lnλ)l (15)
where we have used the local expression
wij(x) = uij(x)+ ci j
(
x, T (x)
)
to compute the middle term of (15).
Now from (14)
lndetwij = θ + lnρ(x)− ln ρ¯
(
T (x)
)+ lndetbis¯,
(n − 2) lnλ = lnρ(x)+ ln ρ¯(T (x))− lndetbis¯,
we can combine the ﬁrst and last terms in (15) to get
wijΓ ki j =
1
2
wkl∂lθ − wkl∂l
{
ln ρ¯
(
T (x)
)− lndetbis¯}+ wklcljs¯bs¯ j − wijci js¯bs¯k
= 1
2
wkl∂lθ − wkl(ln ρ¯)s¯ T s¯l + wklbs¯i
(
bis¯l + bis¯p¯ T p¯l
)+ wklcljs¯bs¯ j − wijci js¯bs¯k
= 1
2
wkl∂lθ − bs¯k(ln ρ¯)s¯ + bs¯ibp¯kbis¯p¯ + wijbi js¯bs¯k
as promised. We have used b = −c and the relations (10) repeatedly. 
This lemma allows us to easily compute geometric quantities. In particular we have
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(13) on M,
Lv = λ
(
g v + 1
2
〈∇θ,∇v〉g
)
(16)
where g is Laplace–Beltrami operator with respect to g and L is the linearized operator deﬁned by (12).
Proof. By Lemma 2.2, together with our initial expression (12) of L, we have
Lv = wij vi j −
(
wijΓ ki j −
1
2
wklθl
)
vk
= λ
{
gij vi j −
(
wijΓ ki j −
1
2
wklθl
)
vk
}
which is precisely (16). 
3. Deformations
Let T : M → M¯ be a Lie solution of the transport equation. This means that T is locally a solution of the optimal transport
equation, or equivalently, T is a cost exponential of a closed 1-form, satisfying
det DT = ρ(x)
ρ¯(T (x))
.
Given a 1-form η on M we can deﬁne a (vertical) deformation vector ﬁeld along the graph of T as
V = −ηics¯i∂s¯
where ∂s¯ is the coordinate tangent frame for TM¯ . To be precise, V is a section of the pullback bundle T ∗TM¯ . For a vector
ﬁeld in this bundle, deﬁne a deformation of the map T via
TV (x) = expM¯T (x)
(
V (x)
)
.
(As a convenience, we ﬁx arbitrarily a metric on M¯ in order to deﬁne expM¯ .)
Smoothing out c in a small neighborhood of the cut locus C , we may deﬁne the 1-form σ = ci(x, x¯)dxi , which differs
from the total differential of c by cs¯(x, x¯)dx¯s¯ . Then we get the following exact Kähler form
ω = dσ = −cis¯(x, x¯)dxi ∧ dx¯s¯ (17)
on M × M¯ .
At a solution T , for n 3, we deﬁne the map
Φ : Λ1(M) → Λ2(M)⊕Λ0(M)
via
Φ(η) = ((Id× TV )∗ω,∗(TV (x)∗ρ¯ − ρ)).
Here, for n  3, the operator ∗ is deﬁned with respect to the metric (13). Note that the level set Φ−1(0,0) consists
of forms whose corresponding maps TV are Lie solutions. Equivalently, the image of Id × TV is a calibrated Lagrangian
submanifold of M × M¯ with respect to the metric in [9].
Lemma 3.1. The image of Φ lies in exact 2-forms and coexact 0-forms.
Proof. The ﬁrst factor is a pullback of an exact form. For the second factor,∫
TV (x)
∗ρ¯(x¯)dx¯− ρ(x)dx = 0,
which follows from the fact that the diffeomorphism T is simply a change of integration variables. We are assuming the
total mass of both densities is 1. 
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DΦ(η) = (dη,d∗η).
In particular, DΦ is a topological linear isomorphism
d∗Ck+2,α
(
Λ2(M)
)⊕ dCk+2,α(Λ0(M))→ dCk+1,α(Λ1(M))⊕ d∗Ck+1,α(Λ1(M)).
Proof. Deﬁne a variation by V (t) = −tηics¯i∂s¯ . To compute the derivative for the ﬁrst factor of the map Φ , we use the Lie
derivative on the manifold M × M¯ (cf. [10, Section 2.2.2]).
d
dt
(Id× TV )∗ω|t=0 = L(−cs¯mηm∂s¯)(Id× TV )∗ω
= (Id× TV )∗
[−cs¯mηm∂s¯dω − d(cs¯mηm∂s¯ω)]
= (Id× TV )∗
[
d
(−cs¯mηm∂s¯ω)]
= (Id× TV )∗
[
d
(
ηmdx
m)]
= dη.
For the second factor, the volume element is given by
Volg =
√
detwij(x)
(
ρ(x)ρ¯(T (x¯))
detbis¯(x, T (x))
)n/n−2
dx
=
√
ρ(x¯)
ρ¯(T (x¯))
detbis¯
(
ρ(x)ρ¯(T (x¯))
detbis¯(x, T (x))
)n/n−2
dx
= λρ(x)dx,
thus
∗(T ∗v ρ¯ − ρ)= 1ρ(x)λ
(
det DTV ρ¯
(
T (x)
)− ρ(x)).
Differentiating(
1
ρ(x)λ
det DTV ρ¯
(
T (x)
)− 1
λ
)′
= det DTV ρ¯(T (x))
ρ(x)λ
{
(lndet DT )′ + (ln ρ¯(T (x)))′ − (lnρ(x))′ − lnλ′}+ 1
λ
(lnλ)′. (18)
Noting that at t = 0, because T is a Lie solution,
det DT = ρ(x)
ρ¯(T (x¯))
the expression (18) becomes
1
λ
{
(lndet DT )′ + (ln ρ¯(T (x)))′ − (lnρ(x))′}. (19)
Now in particular, differentiating with respect to t we have
d
dt
∗ (T ∗V ρ¯ − ρ)∣∣t=0 = 1λ
[(
DT−1
) j
s¯ T
s¯
jt +
(
ln ρ¯
(
T (x)
))
s¯ T
s¯
t
]
= 1
λ
[(
DT−1
) j
s¯∂ j
(
bs¯kηk
)+ (ln ρ¯(T (x)))s¯bs¯kηk]
= 1
λ
[
bis¯w
ijbs¯k∂ jηk − bis¯wijbp¯kbs¯m
(
bmp¯ j + bmp¯r¯br¯lwlj
)
ηk +
(
ln ρ¯
(
T (x)
))
s¯b
s¯kηk
]
= 1
λ
[
wij∂ jηi − wijbp¯kbi p¯ jηk − bp¯kbi p¯r¯br¯iηk +
(
ln ρ¯
(
T (x)
))
s¯b
s¯kηk
]
= 1
[
wij∂ jηi +
(
1
wklθl − wijΓ ki j
)
ηk
]
(20)λ 2
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everywhere, we have
d
dt
∗ (T ∗V ρ¯ − ρ)|t=0 = gij∂ jηi
which is precisely the expression for d∗η in normal coordinates. This proves
DΦ(η) = (dη,d∗η).
The latter conclusion of the Lemma follows from standard algebra using the Hodge decomposition. 
4. Proof of Main theorem
4.1. Case n 3
Proof. Recall the Hodge decomposition
Ck+1,α
(
Λ1(M)
)= H1 ⊕ dCk+2,α(Λ0(M))⊕ d∗Ck+2,α(Λ2(M)).
Lemma 3.2 shows that at 0, the smooth map Φ has surjective differential
DΦ : Ck+1,α(Λ1(M))→ d∗Ck+1,α(Λ1(M))⊕ dCk+1,α(Λ1(M))
onto the product of exact and coexact forms. The kernel at 0 is the harmonic forms, which splits by the Hodge decompo-
sition. It follows by the Implicit Function Theorem (see [10, Thm. 2.11]) that for each harmonic form η close enough to 0
there is a unique form χ(η) lying in the orthogonal complement of the harmonic forms so that Φ(η + χ(η)) = 0. Thus a
neighborhood of 0 in the harmonic forms on M parametrizes the moduli space near T . 
4.2. Case n = 2
Proof. Deﬁne
Φ : Λ1(M) → Λ2(M)⊕Λ2(M)
via
Φ(η) = ((Id× TV )∗ω, TV (x)∗ρ¯ − ρ).
Step 1: Index of DΦ = Index of (d,d∗). We compute DΦ . As in Lemma 3.2, DΦ on the ﬁrst factor is simply d. On the
second factor we compute as before{(
T ∗V ρ¯
(
T (x)
)− ρ(x))dx}′ = ρ(x){(lndet DT )′ + (ln ρ¯(T (x)))′ − (lnρ(x))′}dx (21)
which is reminiscent of (19). Continuing,
d
dt
(
T ∗V ρ¯ − ρ
)|t=0 = ρ(x)[(DT−1) js¯ T s¯jt + (ln ρ¯(T (x)))s¯ T s¯t ]dx
= {wij∂ jηi − wijbp¯kbi p¯ jηk − bp¯kbi p¯r¯br¯iηk + (ln ρ¯(T (x)))s¯bs¯kηk}ρ(x)dx. (22)
Now we deﬁne an operator on 1-forms as
δη = [wij∂ jηi − wijbp¯kbi p¯ jηk − bp¯kbi p¯r¯br¯iηk + (ln ρ¯(T (x)))s¯bs¯kηk]ρ(x)dx
and we have that
DΦ(η) = (dη, δη).
Now let
gij = λ˜wij
where
λ˜ =
√
ρ(x)ρ¯(T (x))
detb ¯(x, T (x))
.is
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dV g =
√
ρ(x)ρ¯(T (x))
detbis¯(x, T (x))
detwij dx
which, at a measure preserving map, is simply ρ(x)dx. Thus if we take normal coordinates for this metric at a point x, we
have ρ = dx. With this in mind, one can check that symbol of the elliptic operator (d,d∗) is equal to the symbol of (d, δ). It
follows that these maps have the same index as differential operators Λ1(M) → Λ2(M)⊕Λ2(M).
Step 2: Dim(ker DΦ) = b1(M). For our given M2, M¯2 and probability forms ρ , ρ¯ consider the transportation problem of
ﬁnding
F (x,σ ) = (T (x,σ ),Σ(x,σ )) : M2 × S1 → M¯2 × S1 (23)
minimizing the cost
c˜
[
(x,σ ), (x¯, σ¯ )
]= c(x, x¯)+ dist2S1(σ , σ¯ )
among all maps (F ,Σ) pushing ρ ∧ dσ forward to ρ¯ ∧ dσ¯ . For any Lie solution T : M2 → M¯2 it is clear that
F (x,σ ) = (T (x),σ + σ0) (24)
is a Lie solution to the problem (23). It is also clear that translating the solution by changing σ0 will give new Lie solution.
By Theorem 1.2 for n = 3 there is a space of deformations of solutions, and it has dimension equal to 1+ b1(M). It follows
that
dimker DΦ  b1(M).
Let T be a Lie solution on M2 and let (24) be the corresponding Lie solution on M2 × S1. Let η be a 1-form which
deﬁnes a tangent vector to the space of deformations on M2 × S1, at the solution F , and write
η = η1 dx1 + η2 dx2 + ησ dσ
for some local coordinate cotangent frame dx1,dx2 for M2. Differentiating the equation
d∗η = 0
in the σ direction, we have that
wij∂σ ∂ jηi +
{−bbjs¯bs¯i wbj + (ln ρ¯)s¯bs¯i − bs¯kbs¯kp¯bp¯i}∂σ ηi = 0,
using the fact that the warped product metric does not depend on σ . Also, because η is a closed form, locally we have
∂i∂ jησ = ∂σ ∂ jηi and ∂σ ηi = ∂iησ . Thus (the honest function) z = ησ locally satisﬁes an elliptic equation of the form
wij zi j + Aizi = 0
so enjoys a maximum principle. We conclude that on the compact manifold M2 × S1, the S1 component ησ of the defor-
mation must be constant. Inspecting d∗η = 0 using (20) now yields that the other two components satisfy
δ
(
η1 dx
1 + η2 dx2
)= 0.
Thus,
dimker DΦ  b1(M)
as well, so in particular
dimker DΦ = b1(M).
Step 3: DΦ is surjective. Consider the space E(M) ⊂ Λ2(M) ⊕ Λ2(M) of exact 2-forms by exact 2-forms. Recalling
Lemma 3.1, the image of both (d, δ) and (d,d∗) are in E , and the image of (d,d∗) is precisely E , so the cokernel of
(d,d∗) is a ﬁnite-dimensional complement E ′ . Since the cokernel of (d, δ) must contain E ′ , by dimensionality it must also
be equal to E ′ .
Now applying the implicit function theorem (see [10, Thm. 2.11]) the result follows. 
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