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Abstract 
In order to support the decarbonisation of the heating and cooling sector in Europe, the 
objective of the Heat RoadMap Europe is to enhance the share of thermal energy provided by 
District Heating and Cooling (DHC) networks, from the current 13% up to 50% by 2050. 
Heat recovery and reuse from distributed heat sources is a key point to achieve this goal.  
Data centre are facilities which could be potentially used to provide excess heat to its 
surroundings, in particular in urban areas through DHC networks. The thesis is focused in 
modelling different data centre cooling technologies using the software TRNSYS in order to 
evaluate the technical and economic feasibility of the interaction between data centre industry 
and DHC. 
Coupling the two facilities does not lead to technical issues although hydraulic integration has 
to be considered when implementing real systems. The common data centre energy efficiency 
indicator, the power usage effectiveness PUE, should be integrated with another energy 
indicator, the energy reuse factor (ERF), when heat recovery solution is implemented.  
Regarding the economic side of the investments, considering actual energy prices, in Spain it 
seems in general not recommended investing in them. Future incentives might give the 
opportunity to make feasible the realization of these systems also in Southern Europe. 
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1. Introduction  
More than half of the global population lives in cities which are responsible for about 70% of 
the overall primary energy consumption, share which is expected to increase to 75% by 2030 
[1]. Thus, cities are the major contributors to global greenhouse gas (GHG) emissions. 
Reducing the impact of urbanisation through increasing urban energy efficiency and 
switching to clean and low carbon resources is critical for cities to continue to thrive as 
engines of economic growth and human creativity.  
The clear long-term objective to fully decarbonise Europe energy system continually poses 
new challenges. Especially in the heating and cooling sectors, a lack of knowledge about the 
long-term changes that will occur in the future still threats the confidence of investors and 
policymakers. According to a recent strategy approved by Heat RoadMap Europe [2], the aim 
is to enhance the share of thermal energy provided by District Heating and Cooling (DHC) 
networks, from the current 13% up to 50% by 2050, through improvements in demand and 
supply management, waste heat reuse, thermal storage and grid integration. 
Nowadays, the heat requirement for buildings conditioning is almost entirely provided by 
fossil-fuels in onsite boilers which are characterised by low energy efficiencies and 
uncertainty regarding the energy price highly affected by global issues. These are some of the 
incentives for the spreading of DHC networks which have the potential to make a green 
revolution in the heat distribution system. Many Northern European countries (i.e. Denmark, 
Sweden, Finland and Poland) have extensive DHC networks being really competitive with a 
service provided found to be efficient and cost-effective. In Europe nearly 6,000 different 
DHC systems are currently operating with a total trench length of almost 200,000 km [3]. 
The common way to run these systems is to couple them with Combined Heat and Power 
(CHP) Plants. These installations require huge investment costs and normally operate with an 
electric load following strategy. In general, recovering the heat instead of specially generating 
it represents a key point for the district heating feasibility.  
Data centre industry is a rapidly growing sector which is responsible for more than the 2, 4% 
of the worldwide energy consumption, with a global economic impact of 30 billion dollars 
[4]. Most of the data centres (> 90%) [5] are located in urban areas, next to the Information 
Technology (IT) data demand, where their energy impact is much higher. In order to increase 
energy efficiency of urban areas heat recovery strategy are one of the best solution to 
10 
implement. Indeed data centres are one of the sectors with higher urban heat recovery 
potential.  
Currently, the data centre industry is not recovering enough of its waste energy and both 
industry and public authorities [6] aim for ready-to-market solutions. Development of 
sustainable business models for the data centre industry should lay the foundations for more 
efficient heat recovery solutions that will lead to a massive reduction in the energy 
consumption and to a higher profitability of these kinds of investments.  
In particular, the possibility to couple these facilities with district heating and cooling (DHC) 
networks represents a key point in the transition toward a thermal smart grid concept. 
However, it is really important to develop energy and economic dynamic models to find the 
most appropriate system configuration and control management. In this thesis it is analyzed, 
through dynamic simulations performed with the TRNSYS software, the technical and 
economic feasibility of the DHC integration with different heat reuse solutions within data 
centre industry.  
2. Methodology 
2.1 District Heating Networks and distributed heat sources 
Heat for a district heating network is often generated in a Combined Heat and Power (CHP) 
plant. There are several types of CHP plants, which can be powered by several types of fuel, 
including natural gas, coal, oil and biomass. In the most common type of CHP plant, 
electricity is produced by overheated steam that passes through turbines. Then, during the 
condensation process, heat is transferred to the cold district heating water line and, rather than 
being wasted, it is transferred to the surroundings through a network of underground pipes: a 
district heating network.  
This common solution, however, focuses its operation on a centralized way to produce 
thermal energy that it is not the best in terms of energy efficiency. In particular, a distributed 
power system results in a more efficient energy dispatch. At the present state, a distributed 
heat source can be connected to a DHC network mainly in three different ways [7]. 
 In a Return/Return (R/R) system the water is withdrawn from the return line, heated to 
any higher temperature, and fed back again into the return line. This feed-in solution 
reduces the heating peak power of the central unit. Moreover, implementing it next
the heat production area, heat losses and pumps electric consumption decrease
comparison to other configurations.
 In a Supply/Supply (S/S) system the water is withdrawn from the supply pipe, heated 
to any higher temperature, and fed back again into
 In a Return/Supply (R/S) system (
line, heated to the set temperature and fed back into the supply line. This is the most 
beneficial feed-in system since it does not affect the return line 
being able to transfer the same power without enhancing pumping consumption. 
Moreover, in the case the heat recovery solution is implemented close to the 
consumption area, it results in a reduction of heat losses in both lines due to the 
mass flow rate circulating in the entire loop. This is reflected in a reduction of the heat 
power requirement from the central heat production unit.
Data centre industry already 
data centres that are already selling the excess heat to DHC networks. In Stockholm, the 
internet service provider Bahnhof is experimenting with turning waste heat into the main 
heating source of the Swedish capital while establishing standards for future ‘green’ data 
centres [8]. The Russian search engine Yandex opened in early 2016 a massive data centre in 
Mäntsälä that now provides the energy to heat up water for 20,000 inhabitants
the potential heat recovered from data centre industry it
booster heat pump needs to be taken in consideration in order to allow the heat transfer to
DHC supply line. 
According to the International Energy Ag
temperatures are provided in Table 1.
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 the supply line.
see Fig.1) the water is withdrawn from the return 
 
Figure 1: R/S feed-in configuration 
represents a fascinating distributed heat source. There are some 
s characterised by low temperature, a 
ency (IEA) [10], some examples of DHC 
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temperature, thus 
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 [9]. Given that 
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Country Supply Temperature [°C] Return Temperature [°C] 
Denmark 70 40 
Finland 70 40 
Korea 70 50 
United Kingdom 82 70 
Russia 95 75 
Germany 80 60 
Table 1: IEA examples of temperatures used for the design of central heating systems 
 
However, since the study has been realised in Spain, the DHC network of Zona Franca in 
Barcelona city has been taken into account as reference case. The working conditions of this 
facility are a supply temperature of 90°C and a return temperature of 70°C [11]. 
2.2 Data centre cooling technologies state of art 
Given that the servers tend to heat up during their operation, a cooling system is essential to 
keep IT equipments working in a safe and reliable manner. In standard data centres, the 40% 
of energy consumption is related to cooling necessities and those cooling technologies 
improvements are able to bring down maintenance costs [12]. Depending on the cooling 
technology involved, it is possible to consider different heat reuse implementation. For this 
reason, data centres cooling technology state of art is described. 
Currently, the majority of data centres cooling systems are air-based but the continuous 
growth of server’s energy density is pushing for a change of the heat removal fluid from air to 
liquid (i.e. water, mineral oil). Although the introduction of the hot/cold aisle containment has 
improved the efficiency of air-cooled data centres, liquid-cooled systems are now emerging 
even if there is still little confidence from the industry. With these systems, typical problems 
related to air cooling such as hot spots are easily outdated. Table 2 shows a summary of the 
most common cooling technologies that will subsequently be explained in detail. 
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Heat transfer fluid Terminal equipment Equip. Location 
Air Computer Room Air Conditioning (CRAC ) Room 
Air Computer Room Air Handling (CRAH) Room 
Air In-row cooling Next to racks 
Air Rear cooling Front rack 
Liquid On chip direct cooling Servers  
Liquid Submerged cooling Servers 
Table 2: Data centre cooling technologies 
 
2.2.1 Computer room air conditioner (CRAC) units 
Over the years, computer room air conditioner (CRAC) configurations have become a 
reference standard for small data centres cooling. In these systems, the warm air is cooled 
through a direct expansion unit. The cold air flows from whitespace bottom to up through data 
centres aisles. Crossing the servers, the air is heated up and, due to the pressure difference, it 
flows in the ventilation ducts placed in the upper part of the whitespace. Regarding the 
refrigerant side, instead, it is possible to distinguish between air-cooled, glycol cooled and 
liquid-cooled CRACs which differ by the condenser equipment and the heat removal fluid. 
At the current time, air-cooled CRAC is the data centres cooling technology with the lowest 
investment and maintenance costs but the highest operational cost. It is usually used for server 
rooms and small data centres up to 200 kW [13]. 
Very often, the CRAC unit’s return temperature (Tair_return) was the set point used to 
control the cooling system’s operation. Most commonly the CRAC unit fans run at a constant 
speed, and the CRAC has a humidifier within the unit that produces steam. ASHRAE 
Technical Committee 9.9 has done considerable work in the area of determining suitable 
environments for data centres. This well-known thermal guideline, shown in Fig.3 
recommends that the IT equipment air inlet temperature should be between 18 and 27 °C (-9 
ºC to 15 ºC dew point and 60% relative humidity) to meet the manufacturer’s established 
criteria. Nowadays, it is usual to control the air inlet temperature to the servers (Tair_supply) 
by the CRAC set point and also the return air temperature (
mass flow rate (Mair). 
Figure 2: ASHRAE recommendations for humidity and temperature air inlet
 
In this technology, given that it is used for small data centre sizes and it is also similar to 
CRAH, the recovery solution was not analysed.
2.2.2 Computer room air handler (CRAH) units 
For medium size and big data centres (>100 kW) the use of computer room air handler 
(CRAH) units is preferable. In this situation, the hot air coming from the IT equipment is 
cooled through chilled water coils.
chillers to exchange heat with a refrigerant fluid that will be cooled, in general, in an air
cooled condenser. It is possible to distinguish between different kinds of chillers which use 
water, air or glycol mix to reject heat. A scheme for the technology is represented in Fig.3.
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Tair_return
 
 
 The warmed water exits the CRAH unit and returns to the 
) by the CRAC air 
 
 
-
 
 Nowadays, it is usual to control the data centre air inlet temperature to the servers 
(Tair_supply) by the chilled water temperature (
return air temperature (Tair_return
in order to ensure a proper temperature difference inside the whitespace. In order to maximise 
this temperature difference the air mass flow rate will decrease, decreasing the fans 
consumption. 
2.2.2.1 CRAH heat recovery solutions 
The first heat recovery solution (
return hot air through an air
The use of this solution will decrease the return
used just as backup. 
In the second solution proposed (
compression chillers run providing chilled water to the CRAH unit
exiting the compressor can reach temperature up to 50°C (depending on the working 
pressures), setting a water-to
to recover all the condensation heat whereas in standard systems it is rejected to the ambient 
air. In particular, this second solution is already contemplated by some refrigeration 
companies who are providing chiller
integrated. A scheme is presented in Fig.4.
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Figure 3: CRAH technology scheme 
Tw_in) and flow rate (
) is also controlled by the CRAH air mass flow rate (
 
CRAH_Heat recovery from hot aisle) consists in cooling the 
-to-water HEX capable to provide all the cooling capacity needed. 
 air temperature and therefore
CRAH_Heat recovery from chillers
s. Since the refrigerant 
-refrigerant HEX in parallel to the condenser (dry cooler) permits 
s units with partial and total heat recovery solutions 
 
Mw_chilled). The 
Mair) 
 chillers could be 
), instead, the vapour 
Figur
2.2.3 In-Row cooling 
In-row cooling affects the air temperature in close proximity
placed between the server cabinets for providing cooling in a more effective way. The in
cooling unit draws warm exhaust air directly from the hot aisle, cools it through chilled
heat exchanger and distributes i
cold air, thus increasing efficiency. The warmed water is then cooled again usually by 
chillers. 
The control of this cooling technology is quite similarly to the CRAH solution. The air 
temperature (Tair_supply) is controlled by the chilled water temperature (
rate (Mw_chilled) and the air mass flow rate (
(Tair_return). 
In row cooling was not taken in consideration for the hea
its behaviour is rather like rear door cooling implementation.
2.2.4 Rear door cooling 
The rear door cooling technology is based on placing a HEX in front of the server rack 
(similarly to automobile radiator). During o
through the HEX device by additional fans where it is cooled using chilled water. Thus, the 
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e 4: CRAH heat recovery solutions representation 
 
 to the servers. Cooling units are 
t to the cold aisle. In this way it prevents the mixing of hot and 
Mair) controls the return air temperature 
t reuse solution implementation since 
 
peration, the airflow heated by the server is forced 
-row 
 water 
inlet 
Tw_in) and flow 
air temperature within the whitespace is always constant avoiding hot spots. These systems 
are normally employed in high
possible to improve energy efficiency and to increase operational reliability of existing data 
centres [14] since depending on the operating temperatures, only a dry cooler to decrease 
water temperature will be needed. A scheme for the technology is presented in Fig.5.
Figur
The air inlet temperature (Tair_supply
and flow rate (Mw_chilled
temperature (Tair_return). 
2.2.4.1 Rear door heat recovery solution
In several locations a free cooling option would be enough to cool down the water from the 
rear door outlet temperature, that normally reach up to 27°C, to the inlet conditions. However 
in Barcelona city the external air temperature can often rise above this temperature especially 
during summers. For this reason, the rear cooling system analysed has been 
chilled water from chiller
recovery solution would involve setting a refrigerant to water HEX with a cooling capacity 
equal to the original cooling equipment, in parallel to this last
heat rejected in the condensing process otherwise dispersed to the outside air. A scheme 
representing scenario (Reardoor_Heat recovery from external water cooling loop
presented in Fig.6. 
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-density rack, up to 35 kW. By the use of rear door HEX it is 
e 5: Rear door cooling technology scheme 
 
) is controlled by the chilled water temperature (
) and the air mass flow rate (Mair) controls the return air 
 
s. As scenario “CRAH_Heat recovery from chiller
. It enables to recover the entire 
the 
 
Tw_in) 
provided with 
s”, the heat 
) is 
Figure 6: Rear door cooling heat recovery solution representation
 
2.2.5 On-Chip Cooling 
An emerging solution is to implement on
electronic processing components. Water or other 
plastic pipes inside servers and the warm coolant exiting them is normally cooled down using 
dry coolers (or vapour compression units depending on the operating temperatures and 
weather conditions). Using this techn
amount of heat produced by the IT equipment and therefore an additional cooling system is 
needed (normally air cooling). Depending on the technology integrated, the liquid cooling 
system can refrigerate up to 75% of the total heat produced. A scheme for the technology is 
reported in Fig.7. 
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-chip heat exchangers on the top of CPUs and other 
refrigerants circulates within copper or 
ology, the refrigerant is not able to cool down the total 
Figure 7: On chip cooling technology scheme 
 
 
For the present analysis, the water cooling piping configuration is defined to be in parallel 
configuration. Thus, the cold (warm) water splits equally in all the servers, and therefore same 
inlet conditions (water inlet temperature 
configuration, the total water flow rate to a rack is therefore the sum of all the water flows for 
each server. Notice that if the IT load is similar among the servers, the outlet water conditions 
should be equal. Following in
can vary from 20 to 40 °C while the water flow rate from 0.5 to 1.5 l
2.2.5.1 On-Chip cooling heat recovery solution
The recovery solution (On Chip_Heat recovery from
installation of a water-to-
maximum cooling capacity. A scheme for the solution is reported in Fig.8.
Figure 8: On chip cooling 
2.2.6 Fully submerged liquid cooling
Unlike water, non-conductive and non
submersion of the entire IT equipment for a more effective cooling without damaging 
components or altering their electromagnetic characteristics. The coolant is continuously 
circulated in order to maintain a nearly constant temperature during the heat removal process. 
From the results of Eiland et al
relative high temperature of the coolant fluid. In particular the temperature of the mineral oil 
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– Tw.in and flow rate – Mw.in
dications from the manufacturer [15] the inlet water temperature 
iters
 
 external water cooling loop
water HEX in parallel with the dry cooler and with the same 
heat recovery solution representation
 
 
-corrosive liquid such as mineral oil allows direct 
 [16] it seems reliable to operate this cooling technology with a 
) are expected. In this 
/min in each server. 
) implies the 
 
 
entering the pool (Toil_in) can range between 30 and 50 °C. A dry cooler will be enough to 
cool it down. A scheme for the technology is shown in Fig.9.
Figure 
2.2.6.1 Submerged liquid cooling heat recovery solution
The heat recovery solution (
implemented in the water cooling loop where water is air
common to reach water temperature not above 40°C. As the other 
technologies, the waste heat potential lies i
cooler. For this reason, setting a water
best strategy to adopt also in this case as shown in Fig.10.
Figure 10: Submerged cooling
20 
 
9: Fully submerged liquid cooling technology scheme
 
 
Submerged_Heat recovery from external water cooling loop
-cooled in a rooftop unit. Here it is 
n the fluid conditions before entering the dry 
-to-water HEX in parallel to the dry cooler seems the 
 
 heat recovery solution representation
 
 
) is 
externally air-cooled 
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2.3 Energy models description 
The dynamic energy models are based on a component-by-component approach using 
TRNSYS. It is a complete and extensible simulation environment for energy systems transient 
simulations used by researchers around the world to validate new energy concepts. One of the 
key factors in TRNSYS is its modular structure. The DLL-based architecture allows users and 
third-party developers to easily add custom component models, using common programming 
languages. In addition, TRNSYS can be easily connected to many other applications, for pre 
or post processing or through interactive calls during the simulation. 
Information from the equipment manufacturers and from already validated data centre models 
were used to build the energy models. 
To perform a more wide study, different data centres sizes can be simulated. This is possible 
thanks to the models parameters which are all in function of the number of racks present in 
the data centre. However, simulations results are focused on a data centre of 1000 kW of 
nominal IT load.   
2.3.1 Energy models TRNSYS types 
The components used in the models are listed in Table 3.  
Name Type Main parameters Input variables Output variables 
 
Weather Data 
Processor 
 
Type 
15 
 
File Type 
 
Logical unit 
 
Tilted Surface 
 
Number of surfaces 
 
Slope of surface 
 
External weather file 
 
Dry bulb temperature 
 
Dew point temperature 
 
Wet bulb temperature 
 
Mains water 
temperature 
 
Humidity ratio 
 
Percent relative 
humidity 
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Data Reader For 
Generic Data Files 
Type 9 Mode 
 
Number of values to 
read 
 
Time interval of data 
 
Logical unit input file 
External file Outputs required 
Air cooled chiller 
 
Type 
655 
Rated Capacity  
 
Rated COP 
Chilled water inlet 
temperature 
 
Chilled water flow 
rate 
 
 Ambient temperature 
 
Set point temperature 
 
Chiller control signal 
Chilled water outlet 
temperature 
 
 Chiller power 
 
COP 
Dry cooler Type 
511 
Heat exchanger mode 
 
Design fluid flow rate 
 
Design ambient air 
temperature 
 
Design air flow rate 
 
Rated fan power 
Fluid inlet 
temperature 
 
Fluid flow rate 
 
Ambient temperature 
 
Fan control signal 
 
Desired outlet 
temperature 
Fluid outlet temperature 
 
Heat transfer rate 
 
Fan power 
 
Effectiveness 
 
Relative fan speed 
Single speed pump Type 
114 
Rated flow rate 
 
Rated power 
Inlet temperature 
 
Inlet flow rate 
 
Control signal 
 
Overall pump  
efficiency  
 
Motor  
Outlet temperature 
 
Power consumption 
 
Fluid heat transfer 
 
Environmental heat 
transfer 
23 
efficiency 
 
Storage tank Type 
534 
Tank volume 
 
Tank height 
 
Number of ports  
 
Number of tank nodes 
 
Loss coefficient 
Inlet temperature 
 
Inlet flow rate 
 
Ambient temperature 
Outlet temperature 
 
Tank temperatures 
 
Environmental losses 
Cooling coil (CRAH) Type 
508 
Coil bypass fraction Fluid inlet 
temperature 
 
Fluid flow rate 
 
Air inlet temperature 
 
Air inlet relative 
humidity 
 
Air flow rate 
Fluid outlet temperature 
 
Air outlet temperature 
 
Air outlet relative 
humidity 
 
Fluid heat transfer  
 
Condensate flow rate 
Fan/Blower Type 
112 
Humidity mode 
 
Rated flow rate 
 
Rated power 
 
Motor efficiency 
 
Motor heat loss 
fraction 
Inlet air temperature 
 
Inlet air humidity 
ratio 
 
Air flow rate 
 
Inlet air pressure 
 
Control signal 
 
Air-side pressure 
increase 
Outlet air temperature 
 
Outlet humidity ratio 
 
Outlet air %RH 
 
Outlet flow rate 
 
Outlet air pressure 
 
Power consumption 
 
Air heat transfer 
 
Ambient heat transfer 
 
 
Direct evaporative Type Humidity mode Inlet air temperature Outlet air temperature 
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cooling device 507  
Parasitic power 
 
Inlet air %RH 
 
Inlet air flow rate 
 
Inlet air pressure 
 
Air-side pressure drop 
 
On/Off control signal 
 
Desired outlet air 
%RH 
 
Outlet humidity ratio 
 
Outlet air %RH 
 
Outlet air flow rate 
 
Outlet air pressure 
 
Power consumption 
 
Air heat transfer 
Constant 
effectiveness heat 
exchanger 
Type 
91 
Heat exchanger 
effectiveness 
 
Cp source side fluid 
 
Cp  load side fluid 
Source side inlet 
temperature 
 
Source side flow rate 
 
Load side inlet  
Temperature 
 
Load side flow rate 
Source-side outlet 
temperature 
 
Source side flow rate 
 
Load side outlet 
temperature 
 
Load side flow rate 
 
Heat transfer rate 
 
Overall heat transfer 
coefficient 
Variable speed pump Type 
110 
Rated flow rate 
 
Fluid specific heat 
 
Rated power 
 
Motor loss fraction 
 
Number of power 
coefficients 
Inlet fluid temperature 
 
Inlet fluid flow rate 
 
Control signal 
 
Total pump efficiency 
 
Motor efficiency 
Outlet fluid temperature 
 
Outlet flow rate 
 
Power consumption 
 
Fluid heat transfer 
 
Environment heat 
transfer 
Simple lumped 
capacitance multi-
zone building model 
Type 
759 
Total heat loss 
coefficient 
 
Ambient air %RH 
 
Infiltration flow rate 
Zone temperature 
 
Zone humidity ratio 
25 
component Capacitance of zone 
 
Volume of zone 
 
Initial temperature 
 
Number of adjacent 
zones 
 
Ambient air pressure 
 
Energy gain due to 
lights 
 
Energy gain due to 
equipments 
 
Occupancy sensible 
loads 
 
Internal gains 
 
Internal latent gain 
Lumped Mass Type 
963 
Number of heat gains 
 
Capacitance 
 
Surface area 
 
Initial temperature 
Environment 
temperature 
 
Heat transfer 
coefficient 
Average temperature 
 
Heat loss to the 
environment 
 
Energy gain rate 
 
Energy storage rate 
Multi Dimensional 
Data Interpolation: 2 
IndependentVariables 
Type 
581 
Logical unit 
 
Number of independent 
variables 
 
Number of dependent 
variables 
 
Number of values of 
1st independent 
variable 
 
Number of values of 
2nd independent 
variable 
 
Control function 
 
First independent 
variable 
 
Second independent 
variable 
Heat pump power 
consumption ratio 
Table3: TRNSYS types used 
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2.3.2 CRAH configuration and heat recovery solutions energy models 
The energy model consists mainly in chillers, pumps, CRAHs, pipes, and a buffer which are 
already available in TRNSYS library. The selected TRNSYS types used in the model are 
presented in Table 3 where the main parameters, input and output variables are also shown.  
Cold water is produced in chillers which are modelled by Type655. Its technical 
specifications are reported in the Annex paragraph.  This model relies on a catalogue data 
lookup method to predict the performance of a vapour compression air cooled chiller. The 
first of these files provides the chiller capacity ratio (ܥܽ݌ܽܿ݅ݐݕ௥௔௧௜௢) and the chiller 
coefficient of performance ratio (ܥܱ ௥ܲ௔௧௜௢) which varies in function of the system operational 
requirements (chilled water set point temperature) and boundary conditions (outdoor ambient 
temperature). The second data file provides values of the chiller fraction of full load power for 
varying values of part load ratio (PLR). The model first check the current ambient temperature 
(Tamb) and the chilled water set point temperature (Tchw,set), obtaining the COP and the 
Capacity ratio. The model then calculates the actual COP and Capacity values using Eq.1 and 
Eq.2. The COP and Capacity rated values come from manufacture’s data sheet. 
COP = COP୰ୟ୲ୣୢ · COP୰ୟ୲୧୭         Eq. 1 
Capacity = Capacity୰ୟ୲ୣୢ  · Capacity୰ୟ୲୧୭       Eq. 2 
The implicit assumption in the iteration is that the chiller is running at full load. Then, the 
actual load (Qሶ ୪୭ୟୢ) is calculated using Eq.3. 
Qሶ ୪୭ୟୢ = mሶ · C୮ · (Tୡ୦୵,୧୬ − Tୡ୦୵,ୱୣ୲)       Eq. 3 
Where ሶ݉  is the water mass flow rate in kg/h, ܥ௉ is the water specific heat in kJ/kgK, ௖ܶ௛௪,௜௡ 
is the inlet water temperature in °C and ௖ܶ௛௪,௦௘௧ is the water temperature set point in °C. 
The next step is to calculate the PLR using Eq.4. If the calculated PLR is greater than unity, 
the model automatically limits the load met by the chiller to the capacity of the machine. With 
a valid PLR calculated (0 ≤ ܲܮܴ ≤ 1), the type calculates again the fraction of full load 
capacity for the current conditions (FFLP). Then, the chiller power ( ௖ܲ௛௜௟௟ ) and a corrected 
COP are calculated using Eq.5 and Eq.6. 
PLR = ୕
ሶ ౢ౥౗ౚ
େୟ୮ୟୡ୧୲୷
  
Pୡ୦୧୪୪ୣ୰ =
େୟ୮ୟୡ୧୲୷
େ୓୔౤౥ౣ
· FFLP 
COP = ୕
ሶ ౣ౛౪
୔ౙ౞౟ౢౢ౛౨
   
Where ሶܳ௠௘௧ is the load met by the chiller. Finally, the outlet chilled water temperature 
( ௖ܶ௛௪,௢௨௧) is calculated using Eq. 7
Tୡ୦୵,୭୳୲ = Tୡ୦୵,୧୬ − 
୕ሶ ౣ౛౪
୫ሶ ·େౌ
 
The chilled water is then transported
modelled using Type114, which
fluid outlet mass flow rate. The model sets the downstream flow rate based on its rated flow 
rate parameter and the current value of its contr
using Type534, a vertical cylindrical storage tank with immersed heat exchanger. 
Then a diverting valve is implemented in order to regulate the chilled water mass flow rate 
through the CRAH. It is modelled 
but it is only use in mode 2. It simulates the operation of a flow diverter with one inlet which 
is proportionally split between two possible outlets, depending on the value of a control 
function (γ). In this case the control function is the data centre air outlet temperature. Main 
equations Eq.10, Eq.11, Eq.12, Eq.13 and a scheme of the component operation are reported
(see Fig 11). 
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 from the chillers to the buffer through pumps. Pumps are 
 is a single speed pump that is able to maintain a constant 
ol signal input. The buffer tank is modelled 
using Type11. This component has ten modes of operation 
 
Figure 11: Diverting valve scheme 
 
  Eq. 4 
  Eq. 5 
  Eq. 6 
  Eq. 7 
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Tଵ = T୧           Eq. 10 
mଵ = m୧ · (1 − γ )          Eq.11 
Tଶ = T୧           Eq.12 
 mଶ = m୧ · γ           Eq.13 
Efficient heat transfer in a data centre relies heavily on the CRAHs ability to provide servers 
with cold air. It is circulated through a single speed fan modelled with Type112. It models a 
fan that is able to spin at a single speed and thereby maintain a constant mass flow rate of air. 
It sets the downstream flow rate based on its rated flow rate parameter and the current value 
of its control signal. Thus, the chilled water removes heat from the data centre return air in the 
CRAH units. They are modelled with Type508 which models a cooling coil using a bypass 
approach in which the user specifies a fraction of the air stream that bypasses the coil. The 
remainder of the air stream is assumed to exit the coil at the average temperature of the water 
in the coil and at saturated conditions. The two air streams are remixed after the coil. The 
amount of condensate ( ሶ݉ ௖௢௡ௗ) that flows from the coil due to the contact with cold pipes is 
calculated using Eq.14. 
mሶ ୡ୭୬ୢ = mሶ ୟ୧୰ · ൫1 − fୠ୷୮ୟୱୱ൯ · (ωୟ୧୰,୭୳୲ − ωୟ୧୰,୧୬)      Eq. 14 
where ሶ݉ ௔௜௥  is the total flow rate of air through the coil in kg/h, ௕݂௬௣௔௦௦ is the fraction of air 
bypassed around the coil, ߱௔௜௥,௢௨௧ is the absolute humidity ratio of air exiting the coil before 
mixing and ߱௔௜௥,௜௡ is the absolute humidity ratio of air entering the coil before mixing. The 
condensate and the air stream both exit the coil at the same temperature and the energy 
transferred from the air stream to the water stream (Qሶ ୵ୟ୲ୣ୰) is calculated using Eq.15. 
Qሶ ୵ୟ୲ୣ୰ = mሶ ୟ୧୰ · ൫1 − ௕݂௬௣௔௦௦൯ · ൫ℎୟ୧୰,୧୬ − hୟ୧୰,୭୳୲൯ − ሶ݉ ௖௢௡ௗ · hୡ୭୬ୢ   Eq. 15 
Where ℎୟ୧୰,୧୬ is the enthalpy of air entering the coil in kJ/kg, ℎୟ୧୰,୭୳୲ is the enthalpy of air 
exiting the coil and hୡ୭୬ୢ is the enthalpy of condensate draining from the coil. 
Then, the outlet water temperature can be calculated using Eq.16. 
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T୵,୰ୣ୲୳୰୬ = T୵,ୱ୳୮୮୪୷ +  
୕ሶ ౭౗౪౛౨
୫ሶ ·େౌ
        Eq. 16 
In order to find a solution, the model guesses an outlet water temperature ( ௪ܶ,௥௘௧௨௥௡) and 
iterate until the energy transferred from the air stream matches the energy transferred into the 
water stream. Once a converged solution for outlet water has been found, the air stream that 
passed through the coil is mixed with the air stream that bypassed the coil using Eq.17 and 
Eq.18. 
hୟ୧୰,୫୧୶ = ൫1 − fୠ୷୮ୟୱୱ൯ · hୟ୧୰,୭୳୲ + fୠ୷୮ୟୱୱ · hୟ୧୰,୧୬      Eq. 17 
ωୟ୧୰,୫୧୶ = ൫1 − fୠ୷୮ୟୱୱ൯ · ωୟ୧୰,୭୳୲ + fୠ୷୮ୟୱୱ · ωୟ୧୰,୧୬     Eq. 18 
To ensure the right percentage of humidity in the air stream, a controlled direct evaporative 
cooling device was inserted in the system. It is modelled with Type507 which models an 
evaporative cooling device for which the user supplies the inlet air conditions and target air 
outlet humidity. In this case the device is controlled by a proportional controller that switches 
on/off the evaporative device ensuring a relative humidity ranging between 40-60%. The 
cooling process is assumed to be a constant wet bulb temperature process meaning that air 
enters and exits at the same wet bulb temperature.  
Then, the influence on the enthalpy and on the absolute humidity ratio of negative pressure, 
air bypass and air recirculation, phenomena typical of this kind of air cooled technology, has 
been simulated. These latter were simulated through the operation of diverting valves 
(Type11). Finally the resulting cold air is provided to the whitespace.  
The whitespace was modelled as a simple lumped capacitance single-zone building with 
internal gains (Type759) in each model of the whole study. The structure is subjected to 
internal gains (IT and miscellaneous gains) and to building losses, but neglects solar gains.  
Racks were modelled as lumped mass (Type 963) which means that they can be characterized 
by the rack temperature and the heat transfer to the environment. Environment means the 
whitespace surroundings. Here capacitance effects i.e. rack structure and servers are included. 
The main parameters to characterize the lumped capacitance model are the volume of the 
white space (V), the thermal capacitance of the white space (Cws) which includes the 
capacitances of the building materials, furnishings and conditioned air, and the overall heat 
transfer coefficient (UA) of the whitespace to the surrounding ambient. This coefficient is 
used to calculate the skin losses/gains from the IT room to the exterior. It is defined based on 
the U-value of the data centre walls and the area (
environment. Moreover, the main parameters to characterize the IT racks through the lumped 
mass model are the thermal capacitance of the IT equipment (
of the equipment to the air (
in the IT room (h_rack_air).
 Notice that this whitespace modelling strategy was applied to all models of the study (except 
for submerged technology) an
The consistency of the whitespace dynamic modelling was already validated with 
experimental data from a real air cooled data centre
(TMY2) data from Meteonorm was used to obtain the 
TRNSYS model scheme without recovery solutions is presented in Fig.12.
Figure
The first heat recovery solution (
to-water HEX between the fan unit and the CRAH unit to recover heat and cool the air
HEX is modelled with Type
meanwhile the water exiting the coil is used as thermal 
temperature heat pump. Since data provided by the manufacturer were not suitable for 
TRNSYS water-to-water heat pump type, it was necessary to adopt a different strategy
order to model it. The heat pump is modelled with Typ
model the performance of generic equipment or as a device to interpolate data. This in 
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A_ws) in contact with the external 
C_rack), the heat transfe
A_rack) and the heat transfer coefficient from the racks to the air 
 
d will not be explained afterwards. 
 [17]. The typical meteorological year 
weather conditions in Barcelona. The 
 12: TRNSYS model for CRAH cooling technology 
CRAH_Heat recovery from hot aisle) i
508. Then, the air is forced through the data centre loop 
source of a single stage high 
e581. This component can be used to 
r area 
 
nvolves setting an air-
. The 
 in 
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particular, is based on user-supplied data files containing technical data for power draw, based 
on the entering normalized mass flow rate and temperature of the source stream.  
However, even if not directly used within a TRNSYS type, standard equations regulating heat 
pump operation have been implemented through calculator types. Since the integration 
between data centres and DHC has been implemented similarly in all the models it will be 
explained in a detached paragraph.  
The second heat recovery solution (CRAH_Heat recovery from chillers) implies recovering 
the whole heat rejected (Qrej) by the chillers given by Eq.23. 
ܳ௥௘௝௘௖௧௘ௗ  = ௖ܲ௛௜௟௟ +  ܳ௟௢௔ௗ        Eq.23 
To model this solution, a chiller unit (Type655) with heat recovery integrated was considered. 
Its technical parameters are listed in the Annex paragraph. The selected chiller is sized to 
provide a temperature increment of 5°C and to heat water up to 45°C in a secondary/recovery 
loop. This last represents the source stream of the single stage heat pump used to enhance the 
temperature. It is implemented with Type581. 
2.3.3 Rear door cooling energy model 
The energy model is focused on the rear door HEXs which are placed in every rack. They are 
modelled with Type91. To consider the temperature influence on the effectiveness a 
correction factor Eq.24 and an equation to ensure safe operation Eq.25 were introduced. 
RearDoor HEXୣ୤୤ = 0.0159 · T୰ୣ୤ + 0.3091      Eq. 24 
RearDoor HEXୣ୤୤ୣୡ୲୧୴ୣ୬ୣୱୱ = (LT(eff, 0.6) · 0.6) + (GT(eff, 1) · 1) + (GE(eff, 0.6) ·
LE(eff, 1) · eff)          Eq. 25 
The air, circulated with a blower (Type 112), transfers heat to the chilled water provided by 
chillers unit (Type 655). For an effective cooling of the servers, the water temperature at the 
inlet of the rear HEX needs to be between 22-24°C. For this reason, proportional controllers 
are used to bypass fraction of water mass flow when needed. As scenario “CRAH_Heat 
recovery from chillers”, the heat recovery solution involves heat recovery chillers operation 
(Type 655). The rejected heat from the process is the energy source of the heat pump. The 
TRNSYS model is presented in Fig.13. 
Figure
2.3.4 On-chip cooling energy model
The energy model consists mainly in individual HEXs, in reality placed directly on the 
servers, here modelled with Type
control the operation. The set control signal is the inlet water temperature to the racks.  In this 
study, in order to get the highest water temperatures and to improve heat reuse quality, all 
servers are modelled in parallel. In this way it is possible to cool the servers with the highest 
water inlet temperature permitted. 
the servers for liquid cooled systems should range between 20
this condition, it is possible to avoid mechanical refrigeration since a dry cooler unit is always 
able to cool down the cooling water.
The TRNSYS model is presented in Fig.14.
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 13: TRNSYS model for Rear door cooling technology
 
 
91. Diverting and mixing valves are implemented in order to 
According to manufacturer, the water temperature entering 
-40 °C. 
 
 
 
Moreover, working in 
Figure
2.3.5 Submerged cooling energy model
The key component of the model consists in a storage tank which simulates the pool where 
servers are located. It is modelled with Type
cylindrical constant volume storage tank with immersed heat exchangers. The fluid in the 
storage tank interacts with the fluid in the heat exchangers (through heat transfer with the 
immersed heat exchangers), with the environment (through thermal losses from the left end,
right end and edges) and with up to two flow streams that pass into and out of the storage 
tank. The tank is divided into isothermal temperature nodes (to model stratification observed 
in storage tanks) where the user controls the degree of stratification
“nodes”. In this case the tank is modelled assuming two temperature “nodes”. 
For these systems, the effects of the heat exchanger fluid mass
from the heat exchanger to the fluid in the storage tank 
problem breaks down into the required solution of two coupled differential equations:
ୈ୘౐౗౤ౡ
ୢ୲
=  
୕౟౤౐౗౤ౡି୕౥౫౪౐౗౤ౡ
େ౐౗౤ౡ
 
ୈ୘ౄ౔
ୢ୲
=  
୕౟౤ౄ౛౮ି୕౥౫ ౄ౛౮
େౄ౛౮
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 14: TRNSYS model for On-Chip cooling technology 
 
 
531. This subroutine models a fluid
 specifying the number of 
 rate on the natural convection 
must be taken into account. The 
      
      
-filled, 
 
 
 
  Eq.26 
  Eq.27 
Where Qin_Tank and Qout_Tank
conditions, flow rates and the heat exchanger temperature, and 
functions of the inlet fluid temperature,
temperatures. TESS library authors decided to solve the problem with an approximate 
analytical solution. The analytical solution is time step independent but does require an 
iterative solution inside the subroutine to solve the coupled differential equations. While 
solving two coupled differential equations iteratively can sometimes lead to convergence 
problems, this does not seem to be the case with this model under almost all operating 
scenarios. For a more specific mathematical description is advisable to refer to TESS 
documentation. 
The model also includes an oil pump (Type 110) and a water
Type91. Regarding the cooling side, a dry cooler (Type 511) has been simulated. Mineral oil 
inlet temperature into the submerged pool is controlled by passing wat
HEX (through diverting and mixing valves). The model implemented in TRNSYS is reported 
in Fig.15.  
Figure 
2.4 Hypothesis on the models
2.4.1 Load profiles used and working temperature influence on server consumption
In order to simulate the power consumption of a data centre, server’s power requirements are 
needed. There are mainly three different homogeneous IT loads: web, HPC (High 
Performance Computing) 
(response petitions in few seconds) and follows a daily/weekly pattern while HPC and data 
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 are functions of the ambient temperature
Qin_HX
 flow rate to the heat exchanger and the tank 
-to-oil HEX modelled through 
er at the entrance of the 
15: TRNSYS model for submerged cooling technology
 
and data workload. Web workload has a real time requirement 
, the inlet fluid 
 and Qout_HX are 
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workloads does not follow a given pattern, and they will depend on the access policy and 
dimension of the data centre. Here two different workloads are under study: an HPC workload 
which simulates the well-known HPC data centres and a mixed workload (compounded by 40 
% web, 30 % HPC and 30 % data workload) to simulate real data centres where the IT load is 
heterogeneous. However for the final simulation results, HPC has been used. Fig.16 shows 
the weekly patterns that are repeated for the whole year. 
Figure 16: IT Load profiles 
Moreover, the influence of the working temperature on the real power consumption has been 
taken into account. Different correlations were used depending on the cooling fluid of the 
system as shown in Fig.17. 
Figure 17: Temperature influence on server consumption 
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2.4.2 Working temperature influence on fan and pump consumptions 
In order to take into account the variations in the real power consumption of fan/blower and 
oil pump (Preal) with the operating temperature two correlations were considered. The first one 
assumes that the fan/blower works at constant air volume (at same speed). Given that the 
volume of the air increase almost proportionally with the temperature, the correlation given 
by Eq.28 was used. Notice that 35.5 °C was set as reference air temperature (TSET_air). 
P୰ୣୟ୪ = P୰ୟ୲ୣୢ ∗
(ଶ଻ଷା୘౗౟౨)
ቀଶ଻ଷା୘౏ు౐౗౟౨ቁ
         Eq.28 
Regarding the oil pump consumption it made no sense to directly correlate the oil temperature 
with the pump consumption. According to Hagen-Poiseuille equation, pressure drops are 
proportionally related with fluid viscosity. Eq.29 shows the correlation used between 
temperature and viscosity for this fluid (transformer oil). 
μ = 0.0013573 ∗ exp( ଶ଻ଽ଻.ଷ
୘ାଶ଻ଷ.ଶ
)        Eq.29 
Then, pump real power consumption is linked with oil viscosity through Eq.30. Notice that 49 
°C was chose as reference temperature for the results simulation. 
P୰ୣୟ୪ = P୰ୟ୲ୣୢ ∗ (
ஜ
ஜ౏ు౐
)         Eq.30 
2.4.3 Heat pump selected for the study and recovery solutions  
As highlighted before, waste heat from data centre industry can be recovered in a range of 
temperature between 25°C and 45°C. For this reason, a booster heat pump is needed in order 
to achieve temperatures that allow transferring power to a district heating network. 
 A heat pump (HP) has four main components: evaporator, compressor, condenser and 
expansion device. The refrigerant is the working fluid that passes through all these 
components. In the evaporator heat is extracted from a waste heat source. In the condenser 
this heat is delivered to the consumer at a higher temperature level.  The choice of refrigerant 
for a certain application is determined by the temperature range of its thermodynamic cycle 
and the size of the installation needed. Refrigerants can be divided into two groups: natural 
refrigerants (Butane, Ammonia and CO2) and synthetic refrigerants (R134A, R407C and 
R410A) [18]. 
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 R134a is used as refrigerant fluid for medium sized or large heat pump systems. In 
comparison with refrigerants R407c and R410a its efficiency is much higher. However, 
in comparison with Ammonia its efficiency is lower. The pressure in R134 is fairly low. 
Due to this, the volume that needs to be swept by the compressor is rather high leading to 
a significant installation investment. 
 
 R407c and R410a are frequently used in small to medium sized heat pump systems. 
R410a is supercritical above a temperature of 71°C. Above this temperature a difference 
between gaseous and liquid phase can no longer be made. R410a can be applied in low 
temperature heat pump systems. 
 
 R600 (butane) and R600a (isobutane) are used for refrigeration installations. These 
refrigerants are also suitable for using in a heat pump, especially for temperatures higher 
than 80°C. Many refrigerants give high pressures at these temperature levels. For R600 
and R600a the increase of pressure with temperature is much lower. However, explosions 
and fire dangers must be considered. 
 
 R717 (Ammonia) is the most suitable refrigerant for industrial heat pump systems. 
Ammonia has a higher efficiency compared to all the other refrigerants. Furthermore, 
Ammonia is a natural refrigerant that does not contribute to GHG. Ammonia has been 
frequently used as a refrigerant in refrigeration systems. It is inflammable and toxic but 
due to its strong odour, leakages can be fast detected.  
 
 R744 (CO2) is another natural refrigerant. It is used in refrigeration installations. For 
CO2 the trans-critical temperature is 31°C. Above this temperature condensation does not 
take place at a constant temperature, instead it occurs over a temperature range.  
In this study, the water temperature in the supply line of DHC is set to 90°C. For this reason 
R717 (Ammonia) heat pump seem to be the best candidate for these systems since it is 
suitable for high temperature applications and have the best efficiency. The performances of 
the heat pump were provided by the manufacturer Star Refrigeration which also estimates 
roughly an installation and purchase cost of the component of 572000 € (price per unit and 
related to 1MW of cooling capacity HP). 
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As above mentioned, given that this industrial component it is not a really mature technology, 
it was quite difficult to obtain the technical performance by manufactures which often 
evaluate performances running their own specific simulation tool. After collaboration with the 
company, a quite good performance map was built. But it must be considered that, for more 
accurate studies, more working points are needed to simulate real performances. In particular 
the TRNSYS subroutine calls the heat pump power consumption in function of the inlet 
source temperature and the partial load operation. Fig.18 shows heat pump performances 
provided by the manufacturer in heating and cooling for the different source inlet 
temperatures in °C and in function of the normalized partial load. 
 
 Figure 18: Ammonia heat pump performance 
Two different approaches were considered to implement the heat recovery solutions. Mainly 
they differ for the initial heat recovery calculation:  
A. When the cooling system is based on chillers operation, the heat recovered (Q_rec) is 
equal to the rejected one from the chillers (Q_rej). Notice that the temperature reached 
in the water recovery loop and the temperature difference (DT) in the HEX are 
information available on the chillers technical datasheet.  
B. When it is present the recovery HEX, the water temperature reached in the water 
recovery loop is evaluated dynamically in function of the HEX operation. Given that 
data about this solution were not easy accessible, it has been made the assumption that 
the temperature of the recovery fluid stream entering the recovery HEX 
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(T_in_recovery) it is constantly lower than the temperature of the fluid used in the 
cooling system (T_in_HEX). In particular: 
T୧୬౨౛ౙ౥౬౛౨౯ = T୧୬ౄు౔ − 10 °C        Eq.31  
Then, the mass flow of water circulating in the recovery loop (M_rec) is evaluated in order to 
ensure a proper DT of 5°C. 
M୰ୣୡ =  
୕౨౛ౠ
େ୮౭౗౪౛౨∗ୈ୘
          Eq.32 
Once evaluated both the outlet temperature that represents the source side temperature of the 
HP (T_sourceHP_in) and the recovery mass flow (Mrec) from the recovery calculation, heat 
pump power consumption (P_HP) is called through the multidimensional interpolation type 
while heat pump cooling capacity (P_HP_cooling) is assumed equal to the cooling needs of 
the system (assumption that the heat pump is always able to cool down the system) where 
recovery chillers are implemented or dynamically evaluated in the other models. 
Pୌ୔ = f൫Tୱ୭୳୰ୡୣୌ୔౟౤ , M୰ୣୡ൯         Eq.33 
The heating capacity of the heat pump (P_HP_heating) is then evaluated (Eq.34). 
Pୌ୔౞౛౗౪౟౤ౝ = Pୌ୔ +  Pୌ୔ౙ౥౥ౢ౟౤ౝ         Eq.34 
To ensure the proper temperature difference between return and supply line of the DHC 
(DT_DHC = 20°C), the water mass flow withdrawn by the DHC return line (M_ret_DHC) is 
in function of the heating capacity of the heat pump (Eq.35).Variable speed pumps can be 
implemented but an accurate hydraulic analysis is needed to evaluate the impact on the 
district heating network. Notice that it is assumed to couple DHC and HP without an 
intermediate HEX. 
M୰ୣ୲ీౄి =
୔ౄౌ౞౛౗౪౟౤ౝ
େ୮౭౗౪౛౨∗ୈ୘ీౄి
         Eq.35 
Finally, the heating power provided to the DH
integrator Type24 in order to evaluate the amount of energy sold to the network. The models 
implemented in TRNSYS are shown in Fig.
Figure 19: TRNSYS recovery solution from chiller
Figure 20
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19 and Fig.20. 
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: TRNSYS recovery solution from HEX implementation
 the year using the 
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2.4.4 Chillers selected for the study 
Two chillers from the same company were considered in the study. The first one is a standard 
chiller which manufacturer’s (Climaveneta) datasheet is reported in the Annex section. It is 
used in systems where the heat recovery solution is not implemented in order to evaluate the 
difference in performance with the final configuration (with recovery implementation). Its 
cost is not considered in the investments given that chillers will be required with or without 
recovery solution implemented.  
The other chiller unit selected for the study also has a nominal cooling capacity of 266 kW. 
Since the reference data centre power is 1 MW, five units were considered for a total nominal 
cooling capacity of 1330 kW. One unit is needed as backup. This chiller differs from the other 
since it is present a HEX in parallel with the condensing unit able to recover the 100% of the 
heat rejected. In particular is able to heat water in the recovery loop up to 45°C. The 
installation price, given by the manufacturer, is 47970 €/unit. Moreover, this value has been 
multiplied by a correction factor of 1.2 in order to take into account the net commercial 
margin of the manufacturer. Notice that the heat recovery solution is already contemplated 
from refrigeration companies. 
2.4.5 Hypothesis on HEX sizing and cost evaluation 
Plate HEXs were considered in every heat recovery solution proposed. In this study the heat 
exchanger effectiveness is kept constant as previous studies on data centres [19] (ϵff = 0.7). 
Since the heat transfer process in the HEXs is a key factor and determines the real behaviour 
of the system, further studies are needed in case of real implementation of the systems.  
In order to estimate a purchase and a connection cost for this component, including pipes and 
insulations, information from RenewIT project have been used. In this project, the connection 
between data centre and district heating network using real data from existing facilities has 
been studied. As it possible to notice from Fig.21 and Fig.22, the correlation that best fit real 
data is in function of the HEX power installed. 
Figure 21: Total cost of investment curve based on HEXs power installed
Figure 22
 
2.4.6 Energetic indicators 
To assess the impact of heat reuse solutions integration in the data centre industry, different 
energy indicators have been proposed. The choice of these indicators aimed to be consistent 
with terminology used currently in Zero Energy Buildings
[22]. 
 Power usage effectiveness (
power consumption of data centres. It is defined as the ratio between the power 
consumption of the data centre 
( ூ்ܲ) (Eq.36). The closer the PUE is 
and power infrastructure is.
PUE =  ୔ీి
୔౅౐
  
42 
: Total cost of investment curve based on HEXs length
 
 [20][21] and data centre industry
PUE): This is the most widely used metric to assess the 
( ஽ܲ஼) and the power consumed by the IT equipment 
to 1 the more efficient the data centre cooling 
 
      
 
 
 
  Eq.36 
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Even though this is the most used metric, it is not useful to evaluate heat reuse integration. 
For this purpose both the industry through The Green Grid and the International Organization 
for Standardization (ISO) are proposing the Energy Reuse Factor (ERF): 
 The ERF quantifies the outside reuse of the energy consumed in the data centre. For 
example, heat given off in the hot aisle of a data centre that is then piped to heat 
other office areas would be reused energy. ERF is defined as the ratio of energy 
being reused divided by the sum of all energy consumed in the data centre (Eq.37). 
ERF = ୉౨౛౫౩౛ౚ
୉ీి
         Eq.37 
Where: 
ܧ௥௘௨௦௘ௗ is the excess energy from the data centre that is used outside of the control 
volume and which replaces energy that would be otherwise produced by other means. 
Transfer losses are not included in ܧ௥௘௨௦௘ௗ. 
ܧ஽஼ is the total data centre energy consumption. It includes the energy consumed by the 
IT equipment (ܧூ்) and all the energy that is consumed to support the following 
infrastructures: 
- Power delivery, including uninterruptable power supply (UPS) systems, switchgear, 
generators, power distribution units (PDUs), batteries, and distribution losses external 
to the IT equipment. 
- Cooling system, including chillers, cooling towers, pumps, CRAHs, etc. 
- Others including data centre lighting, elevator, security system, and fire suppression 
system. 
- The entire infrastructure needed to transfer or to enhance the reused heat flow to the 
handoff point at the boundary of the control volume. 
As seasonal changes may affect the amount of the energy reused, the reported value shall be 
annualized. Notice that electrical losses can accounts for a 15% of the IT real consumption. 
However, this dissipation is not taken into account for this study. 
With ERF, the concept of a control volume is important (
the control volume is the area within an imaginary 
infrastructure support areas, such that when energy crosses this boundary, it needs to be 
accounted for in the calculation of ERF. Any energy reused inside the control volume 
not be counted towards ERF
Figure 23: Simplistic data centre and heat reuse solution components and control volume
The author proposes to use primary energy in order to calculate the ERF. The primary energy, 
also known as source energy, means energy which has not undergone any conversion or 
transformation process. Primary energy is the sum of a non
where the renewable part comes from non
consumed/reused energy to the amount of total primary energy required/given is done through 
the total primary energy weighting factors (
each energy flow delivered or exported to and from the data centre through the assessment 
boundary taking into account the origin for delivered and destination for exported (Table 4).
ERF୔୉ =
୔୉_୰ୣ୳ୱୣ
୔୉ీి
  
PE୰ୣ୳ୱୣୢ =  ∑ e୰ୣ୳ୱୣୢ,୲୭୲,୧ ·୧
PEୈେ =  ∑ eୈେ,୲୭୲,୧ · wୈେ,୲୭୲୧
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see Figure 2
boundary around the data centre and its 
. 
-renewable and renewable part, 
-fossil sources. The conversion from 
wtot). Energy weighting factors are defined for 
      
w୰ୣ୳ୱୣୢ,୲୭୲,୧     
,୧      
3). In simplest terms, 
shall 
 
 
  Eq.38 
  Eq.39 
  Eq.40 
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Energy carrier w_not_renewable W_renewable W_tot 
Imported 
Electricity1 1.83 0.46 2.29 
Exported 
District heating2 0,42 0,8 1,22 
Table 4: Primary energy weighting factors [23] 
 
2.4.7 Economic analysis 
Heat reuse from urban data centres opens the door for new business models. Here two of them 
are identified: 
- The data centre owner/operator installs the waste heat recovery solution (pays and 
operates it) and sells the waste heat to heat demand applications (heat price should be 
cheaper than the current situation).  
- An Energy Services Company (ESCO) which already provides cooling (provably 
maintenance also) for a data centre installs the waste heat recovery solution (pays and 
operates it) reducing the energy consumption of the data centre and sells the heat (heat 
price should be cheaper than the current situation) to DHC. 
The economic evaluation will be focused on the first business model described, where the 
data centre owner is in charge of the installation and operation of the heat reuse solution and 
sells the waste heat to DHC operator. 
The heat recovery solution investment cost is mainly related to (depending on the solution 
proposed) the substitution cost of normal chillers with the recovery ones, the HEXs costs and 
the Heat Pump installation and purchase cost. 
In order to take in account HP running costs, an electricity price of 103 €/MWh [24] is 
assumed constant along the project lifetime (20 years). 
On the other hand, to evaluate the revenues from selling thermal energy to the DHC network, 
data from a study conducted in Barcelona on real facilities has been used [25]. 
                                                          
1It depends on the energy mix. Default value based on Spanish energy mix. 
2Default value based on a biomass boiler (80%) and natural gas boiler (20%) 
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Payment Value for District Heating 
Connection payment 48.21 € / kWth connected 
Capacity payment 13.98 € / kWth/ Year 
Variable price 34.98 € / MWhth sold 
Table 5: Fix and variable price of DHC energy for the final consumer 
 
Adding these three prices (fixed for a contracted power of 1500kW and variable), we obtain 
the final consumer price of thermal energy. Since we are interested to sell to the DHC 
operator and not to the final costumer and assuming that the DHC operator gains a 5% in his 
operation, it is reasonable to consider a thermal energy price just 5% lower of the one reported 
in table 5.  
Net present value (NPV) has been used as reference indicator for the economic evaluation of 
the investment. 
NPV: It represents the net total profit during the life of the project, i.e., the difference between 
the operational profit (only revenue from selling thermal energy) and the total amount of 
expenses (electricity consumption of HP and pumps implied in the recovery solution) (Eq.41):  
NPV = −I୭ + ∑
େ୊౟
(ଵାୖୢ)౦
୔
୧ୀଵ          Eq.41 
Where Io is the total initial investment [€], CF is the cash flow [€], Rd is the discount rate and 
p is the period time considered. According to the Spanish regulation UNE-EN_15459, 
discount rate is in function of the market interest rate (R) and the inflation rate (Ri). In 
particular, once evaluated the real interest rate (Rr) through Eq.42, it is possible to determine 
the discount rate value (Rd) with Eq.43. 
Rୖ =  
ୖିୖ౟
ଵା
౎౟
భబబ
           Eq.42 
Rୢ = ቆ
ଵ
ଵା ౎౎భబబ
ቇ
୮
          Eq.43 
It is assumed R equal to 4.5 and Ri equal to 2. In the investment cost have been included 
maintenance costs accounting for the 2% of the initial cost. The lifetime of the project is 
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considered as 20 years. IVA at 21% and an electric energy price evolution tax of 2.5% are 
also included. A diagram representing the methodology adopted to evaluate global costs and 
revenues is shown in Fig.24. 
 
 
 
 
 
 
       
 
 
 
 
 
Figure 24: Methodology adopted for the economic evaluation of the investments 
 
3. Results 
3.1 Potential heat and potential recovery temperature 
In order to show the heat recovery potential, a parametric analysis on the different cooling 
technologies has been performed taking into account the main parameters that affect each 
system. Notice that, in each graph, the horizontal axis reports the hours of the year for which 
simulations have been performed. Boundary conditions for the simulations are listed below: 
- Data centre nominal power of 1MW  
- HPC profile 
- Barcelona weather 
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3.1.1 CRAH: Heat recovery from chillers 
The influence of the air temperature difference (DT) experienced by the air through the 
whitespace (supply-return) unit has been evaluated. Fig.25 shows the comparison between the 
electrical power consumed by the chillers and the thermal power recovered varying the DT 
from 10°C to 20°C (decreasing the air mass flow rates through the CRAH). No relevant 
differences are found in chillers performance but it is expected to detect differences in the 
overall data centre performance, in particular in the CRAH consumption and IT performance-
consumption. 
Figure 25: Chillers power and heat recovery potential in function of the air temperature difference (DT) 
The most important parameter in air cooled system is the temperature of the air at the inlet of 
the servers (T_in_air). As shown in Fig.26, air inlet temperature influence on servers’ power 
consumption affects the potential heat recovery (the higher IT consumption, the higher the 
potential heat recovery). However, this phenomenon is not desired since the servers consume 
more to do the same job, so the IT energy efficiency is decreased.  
Figure 26: Heat recovery potential in function of the inlet air temperature to the servers 
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Moreover, cooling consumption of the system in function of the recovery temperature 
achieved in chillers recovery loops (T_rec) is reported in Fig.27. Due to the chillers power 
draw, recovering water at higher temperatures leads to higher power consumption and 
consequently to higher heat rejected.  
 
Figure 27: Cooling consumption (different from total consumption) in function of the water temperature 
recovered in chillers recovery loop 
3.1.2 CRAH: Heat recovery from hot aisle 
Potential heat recovery and recovery temperature have been analysed for the entire range 
allowed by ASHRAE for the inlet air temperature. As shown in Fig.28, also here servers’ 
power consumption makes the difference. 
Figure 28: Heat recovery potential in function of the inlet air temperature to the servers 
Regarding the quality of the heat recovered, it is highly affected by this set control. As shown 
in Fig.29, working with an air temperature difference of 10°C limits the return air temperature 
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to be not higher that 37°C. Working with less air mass flow rate will increase the potential 
recovery temperature. 
Figure 29: Potential recovery temperature in function of the inlet air temperature to the servers 
3.1.3 Rear door: Heat recovery from chillers 
Given that this model relies on chillers operation and on air-cooling, the same parameters of 
CRAH scenario have been taking into account. The differences in chillers electric power 
consumption and thermal power recovery are shown for various air temperature difference 
and inlet air temperature in Fig.30 and Fig.31 respectively. Notice that, even if with more 
“noise”, due to a more complicate control system, the results are similar to CRAH scenario. 
Figure 30: Chillers power and potential heat recovery in function of the air temperature difference 
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Figure 31: Potential heat recovery in function of the inlet air temperature to the servers 
3.1.4 On-Chip: Heat recovery from the external cooling loop 
On-chip cooling server’s manufacturer normally provides a range of water inlet temperature 
(T_water_in) and water mass flow rate (M_water_in). Therefore, the effects of both, water 
inlet temperature and mass flow rate on the potential heat recovery and recovery temperature 
have been evaluated.  
It is present some “noise” in the system due to the boundary condition (external air 
temperature). In particular, the heat recovered is not pretty much constant. Shifting to 
mechanical cooling (heat pump operation) this problem can be easily solved. 
Fig.32 and Fig.33 show the behaviour of the system for different water mass flow rates 
circulating through servers. Notice that the heat recovery potential is lower than the other 
cooling technologies (with fixed data centre nominal power to 1MW). This is due to the fact 
that the heat recovery solution is focused on the liquid cooling part which can represent up to 
75% of the entire cooling system (depending on the conditions). Regarding the recovery 
temperature, since the TRNSYS model has been built detaching the internal (on servers) and 
external cooling loops, the system balances itself (varying the water mass flow circulating) 
maintaining more or less the same recovery temperature (at the inlet of the dry cooler) .  
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Figure 32: Potential heat recovery in function of the water mass flow circulating through servers 
Figure 33: Potential recovery temperature in function of the water mass flow circulating through servers-
wintertime simulation 
For evaluating the heat recovery potential has been observed the dry cooler heat transfer with 
the outside air. This means that winter and summer behaviour are really different as it is 
possible to notice from Fig.33 in comparison with Fig.34.  
Figure34: Potential recovery temperature in function of the water mass flow circulating through servers- 
summertime simulation 
On the other side, Fig.35 and Fig.36 show how the water inlet set point in the servers affects 
the system. 
53 
Figure 35: Heat recovery potential in function of the water inlet temperature to the servers 
 
Figure 36: Potential recovery temperature in function of the water inlet temperature to the servers 
 
3.1.5 Submerged: Heat recovery from the external cooling loop 
Important parameter to observe in submerged systems is the thermal oil temperature used to 
cool down the servers. It affects server’s power consumption and heat recovered less than air 
and water cooled systems. Moreover, as possible to notice in Fig.37 and Fig.38, since the 
simulation was done in summertime, the operation is limited by the outside air temperature. In 
particular, to set the oil temperature to 30°C leads to control failure (the outlet air temperature 
does not allow to cool properly the system down to 30°C). It is a consequence of summer 
weather in Barcelona where it is possible to reach higher temperature even if for few days per 
year. It is recommendable, for this reason, to pay attention with this operation during 
summertime or just cool the servers at higher oil temperature. 
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Figure 37: Potential heat recovery in function of the oil temperature in the oil pool 
Figure 38: Potential recovery temperature in function of the oil temperature in the oil pool 
 
3.2 Energy results and discussion 
As expected, for the same cooling technology, PUE value for the heat recovery scenario is 
higher than normal operation. This is due mainly to the Heat Pump energy consumption and 
supplementary pumps consumption in the recovery side. However, for Scenario 
CRAH_recovery from hot aisle, PUE value for the recovery solution results lower than normal 
operation since chillers do not work at full load and the heat pump has good performance. 
Notice that, also for primary ERF indicator, values are representative of specific simulations 
done for specific systems configurations in order to increase the heat recovery potential. The 
following graphs, Fig.39, Fig.40, Fig.41, Fig.42, Fig.43, show the energetic results specifying 
systems configuration. Regarding ERF indicator, notice that in normal systems without heat 
recovery and reuse this indicator is equal to 0. 
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Figure 39: Energy indicators results: CRAH reference data centre vs. CRAH recovery from chillers 
 
 
 
Figure 40: Energy indicators results: CRAH reference data centre vs. CRAH recovery from hot aisle 
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Figure 41: Energy indicators results: Rear door cooling reference data centre vs. rear door recovery 
 
 
 
Figure 42: Energy indicators results: On chip cooling reference data centre vs. on chip recovery 
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Figure 43: Energy indicators results: Submerged cooling reference data centre vs. submerged cooling 
recovery 
 
3.3 Economic results and discussion 
Global costs and final net present values over the lifetime of the investments are presented for 
each technology in Table 6, 7, 8, 9, 10. Notice that the energy cost accounts for the revenues 
of selling thermal energy to the DHC minus the electricity consumed to run the heat pump 
and the pumps implied in the recovery solution. 
 
 CRAH recovery from chillers 
Energy cost + 1.095.850 € 
Investment cost -  1.040.388 € 
Maintenance cost -  325.882 € 
NPV -  270.421 € 
Table 6: Global cost values for the investment 
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 CRAH recovery from hot aisle 
Energy cost + 404.959 € 
Investment cost -  1.236.620 € 
Maintenance cost -  387.348 € 
NPV -  1.219.009 € 
Table 7: Global cost values for the investment 
 
 
 Rear door recovery 
Energy cost + 373.093 € 
Investment cost -  1.040.388 € 
Maintenance cost -  325.882 € 
NPV -  993.177 € 
Table 8: Global cost values for the investment 
 
 
 On-chip recovery 
Energy cost + 82.397 € 
Investment cost -  1.236.620 € 
Maintenance cost -  387.348 € 
NPV -  1.541.571 € 
Table 9: Global cost values for the investment 
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 Submerged recovery 
Energy cost + 237.226 € 
Investment cost -  1.040.388 € 
Maintenance cost -  325.882 € 
NPV -  1.129.044 € 
Table 10: Global cost values for the investment 
 
Economic considerations are strictly correlated to the prices of both thermal and electric 
energies. As shown in the summary Table 11, given that the NPVs are negative values, the 
investments are, nowadays in Spain, not convenient.  
 CRAH recovery from chillers 
NPV -2.704.21 € 
 CRAH rec. from hot aisle 
NPV -1.219.009 € 
 REAR recovery  
NPV -993.177 € 
 ONCHIP recovery 
NPV -1.541.571 € 
 SUBMER. recovery 
NPV -1.129.044 € 
Table 11: Net present values for the investments in Spain 2017 
 
Table 12, instead, shows the results taking into account the Swedish electricity price for 
industrial consumers [24].  
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 CRAH recovery from chillers 
NPV +3.084.299 € 
 CRAH rec. from hot aisle 
NPV +1.915.750 € 
 REAR recovery  
NPV +2.307.563 € 
 ONCHIP recovery 
NPV +693.352 € 
 SUBMER. recovery 
NPV +1.741.735 €  
Table 12: Net present values for the investments in Sweden 2017 
 
4 Conclusions 
The integration between a high temperature district heating network and a data centre facility 
has been investigated. The results are affected by uncertainty and assumptions which need to 
be take in consideration when implementing real systems. However, it is possible to highlight 
some key points: 
 It is technically feasible to couple data centre facilities and district heating networks. In 
particular, when the heat recovery solution is applied on systems involving only dry 
cooler operation, it will reflects in a more stable operating condition. This is due to the 
mechanical cooling provided by the heat pump that eliminates the influence of the outside 
air temperature. However further studies on the hydraulic systems should ensure the 
proper operation of the district heating network. 
 It is crucial to be aware of how the different systems configurations are affecting the 
results. Depending on the specific performance of the systems components, a detailed 
study should be performed in order to optimize the global system efficiency in case of 
real implementation. 
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 Renewable energies can be included in the systems in order to provide the electric energy 
needed. In particular, seems interesting to run the Heat Pump with PV generation in order 
to be more independent from the electricity market and enhance the share of renewable 
energy in the system. 
 Although it is important to consider that systems involving heat recovery solution 
consume more electric energy in the operation, PUE indicator is not suitable to identify 
the level of energy efficiency when heat reuse solution is implemented.   
 The primary energy reuse factor ERF it’s a powerful indicator which could give more 
indications regarding the energy efficiency of the overall system than PUE. 
 Energy price plays a key role in the economic feasibility of the system. Since we are 
running a heat pump which consumes electric energy and we are selling thermal energy, 
the heat recovery implementation seems to be economically attractive only in countries 
where the electricity price is low. However, different forms of incentives, that might be 
proposed in future to meet the European goals about district heating energy efficiency, 
have the possibility to make this investment convenient in every country.  
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ANNEX 
Chillers performance 
Ta 25 30 32 35 40 42 25 30 32 35 40 42 25 30 32 35 40 42 
Tev    6      7      8   
Pf 290 274 268 258 240 232 299 283 277 266 248 240 309 292 285 275 256 248 
Pat 75.5 84.9 87.7 92.1 100 104 79.7 86.2 89 93.5 102 105 80.9 87.4 90.3 94.8 103 107 
Tev    9      10      11   
Pf 318 301 294 283 264 256 327 310 303 292 272 264 337 319 312 300 280 272 
Pat 82.1 88.7 91.6 96.2 105 108 83.3 90 92.9 97.5 106 110 84.5 91.2 94.2 98.8 107 111 
Table 13: Chillers performance provided by CLIMAVENETA 
Tre 35 40 45 35 40 45 35 40 45 35 40 45 35 40 45 35 40 45 
Tev  6   7   8   9   10   11  
Pf 298 282 265 308 292 275 319 303 285 330 313 296 340 324 306 351 334 316 
Pab 66.6 72.7 79.7 67.3 73.4 80.4 68.1 74.2 81.2 68.8 74.9 82 69.6 75.6 82.7 70.3 76.4 83.4 
Ptre 360 350 340 372 361 351 383 372 362 394 384 373 406 395 384 417 406 394 
Table 14: Chillers with heat recovery performance provided by CLIMAVENETA 
Ta is the ambient temperature, Tev is the outlet chilled water temperature, Pf is the cooling 
capacity [kW], Pab is the power consumption [kW], Ptre is the recovered power [kW]. 
Dry cooler performance 
Nominal power kW 586.7 
AXIAL FAN PERFORMANCE   
Quantity  Number 10 
Total air mass flow m3/h 276000 
Total air mass flow Liters/s 76.667 
Rotational speed rpm 893 
Engines power kW 36 
Nominal absorbed current A 72 
BATTERY   
Water mass flow  Liter/s 31.11 
Pressure drops kPa 79 
Volume dmc 501 
POWER SUPPLY   
Power supply V/ph/Hz 400V /50 Hz/ 3 ph + T + N 
Table 15: Dry cooler performance provided by EMICON A.C. 
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Nominal conditions: Outside air 35 °C – Water 45/40 °C - Glycol at 35%. 
High temperature Heat Pump performance - Neatpump, Star Refrigeration 
Table 16: First Scenario, Heat Pump performance required for T_inlet Source = 30°C 
 
Heat capacity available (kW) 769 847.2 1178.8 1464.6 
Cooling capacity required (kW) 443.7 500 750 944.3 
Cooling capacity provided (kW) 443.7 500.5 750 944.3 
Shaft power required (kWe) 323.3 344.4 425.6 516.8 
Shaft COP_heating 2.38 2.46 2.77 2.83 
Shaft COP_cooling 1.37 1.45 1.76 1.83 
Heating water flow (kg/s) – Required 9.163 10.095 47.047 17.451 
Source water flow (kg/h) – Required 21 24 36 45 
Table 17: First Scenario, Heat Pump performance provided by the company Star Refrigeration 
 
Table 18: Second Scenario, Heat Pump performance required for T_inlet Source = 35°C 
 
Heat capacity available (kW) 835.6 1165.2 1507.7 1655.9 
Cooling capacity required (kW) 500 750 1000 1108.1 
Cooling capacity provided (kW) 501 750.4 1006.2 1008.1 
Shaft power required (kWe) 332.4 411.7 497.5 543.6 
Shaft COP_heating 2.51 2.83 3.03 3.05 
Shaft COP_cooling 1.5 1.82 2.01 2.04 
Heating water flow (kg/s) – Required 9.957 13.884 17.965 19.732 
Source water flow (kg/h) – Required 21 36 48 53 
Table 19: Second Scenario, Heat Pump performance provided by the company Star Refrigeration 
 
 
Load % 47% 53% 79% 100% 
SCENARIO 1000kWc 1000kWc 1000kWc 1000kWc 
T_inlet Load (°C) 70 70 70 70 
T_oulet Load (°C) 90 90 90 90 
T_inlet Source (°C) 30 30 30 30 
T_outlet Source (°C) 25 25 25 25 
Load % 50% 75% 90% 100% 
SCENARIO 1000kWc 1000kWc 1000kWc 1000kWc 
T_inlet Load (°C) 70 70 70 70 
T_oulet Load (°C) 90 90 90 90 
T_inlet Source (°C) 35 35 35 35 
T_outlet Source (°C) 30 30 30 30 
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Table 20: Third Scenario, Heat Pump performance required for T_inlet Source = 40°C 
 
Heat capacity available (kW) 959.7 1148.6 1462.7 1863 
Cooling capacity required (kW) 500 750 1000 1291.6 
Cooling capacity provided (kW) 605.3 750.7 999.3 1291.6 
Shaft power required (kWe) 351.6 394.5 459 566.2 
Shaft COP_heating 2.73 2.91 3.19 3.29 
Shaft COP_colling 1.42 1.9 2.18 2.28 
Heating water flow (kg/s) – Required 11.453 13.687 17.429 22.199 
Source water flow (kg/h) – Required 29 36 48 62 
Table 21: Third Scenario, Heat Pump performance provided by the company Star Refrigeration 
 
Load % 47% 50% 75% 100% 
SCENARIO 1000kWc 1000kWc 1000kWc 1000kWc 
T_inlet Load (°C) 70 70 70 70 
T_oulet Load (°C) 90 90 90 90 
T_inlet Source (°C) 45 45 45 45 
T_outlet Source (°C) 40 40 40 40 
Table 22: Fourth Scenario, Heat Pump performance required for T_inlet Source = 45°C 
 
Heat capacity available (kW) 1066.3 1123.3 1596.1 2088 
Cooling capacity required (kW) 500 750 1000 1498.9 
Cooling capacity provided (kW) 702.4 747.2 1126 1498.9 
Shaft power required (kWe) 360.7 372.8 465.2 583.3 
Shaft COP_heating 2.96 3.01 3.43 3.58 
Shaft COP_cooling 1.39 2.01 2.15 2.57 
Heating water flow (kg/s) – 
Required 
12.705 13.385 19.019 24.88 
Source water flow (kg/h) – 
Required 
34 36 54 72 
Table 23: Fourth Scenario, Heat Pump performance provided by the company Star Refrigeration 
  
Load % 47% 58% 77% 100% 
SCENARIO 1000kWc 1000kWc 1000kWc 1000kWc 
T_inlet Load (°C) 70 70 70 70 
T_oulet Load (°C) 90 90 90 90 
T_inlet Source (°C) 40 40 40 40 
T_outlet Source (°C) 35 35 35 35 
B. Domestic and industrial electricity price in Europe 
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– Eurostats 
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Acronyms 
ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers 
CHP  Combined Heat and Power Plants 
COP  Coefficient of performance 
CPU  Central processing unit 
CRAC Computer Room Air Conditioner 
CRAH  Computer Room Air Handler 
DC  Data centre 
DHC  District Heating and Cooling 
ERF  Energy reuse factor 
FFLP  Fraction of full load power 
GHG  Green House Gas 
HEX  Heat exchanger 
HP Heat Pump 
HPC  High performance computing 
IEA  International Energy Agency 
IREC Institut de Recerca en Energia de Catalunya 
ISO  International Organization for Standardization  
IT Information Technology 
NPV  Net present value 
PLR Partial load  
PUE  Power usage effectiveness 
TESS  Thermal energy storage system 
TMY  Typical meteorological year 
TRNSYS Transient system simulation tool 
 
