We establish a nondominated version of the optional decomposition theorem in a setting that includes jump processes with nonvanishing diffusion as well as general continuous processes. This result is used to derive a robust superhedging duality and the existence of an optimal superhedging strategy for general contingent claims. We illustrate the main results in the framework of nonlinear Lévy processes.
Introduction
The classical optional decomposition theorem states that given a process Y which is a supermartingale under all equivalent martingale measures of some reference process S, there exists an integrand H such that Y − H • S is nonincreasing, where H • S denotes the stochastic integral. Stated differently, Y admits the decomposition Y = Y 0 + H • S − K for some nondecreasing process K. This result is stated on a given probability space (Ω, F, P * ); without loss of generality, one can assume that S is itself a P * martingale. The optional decomposition theorem is due to [19] in the case of a continuous process S, while the case with jumps is due to [20] under a boundedness assumption and [14] in the general case. An alternative proof was presented in [7] , and [15] extended the result to include portfolio constraints. Optional decomposition theorems are important for applications in mathematical finance, in particular for superreplication pricing and portfolio optimization.
The first result of this paper (Theorem 2.4) is a version of the optional decomposition theorem which is suitable in the context of model uncertainty: it does not require a reference measure. More precisely, we consider a set P of probabilities, possibly nondominated in the sense that its elements are not dominated by a single reference probability P * . Suppose that S is a càdlàg local martingale under all elements of P, and that P contains all equivalent local martingale measures of its elements. If Y is a càdlàg supermartingale under all P ∈ P, we show that there exists an integrand H such that Y − H • S is nonincreasing P -a.s. for all P ∈ P. This result is obtained under a technical condition that we call dominating diffusion property (Definition 2.2): for all P ∈ P, the jump characteristic ν P of S is dominated by the diffusion characteristic C P . This includes the case where S is an Itô semimartingale with jumps and nonvanishing diffusion, as well as the case of a general continuous process. The dominating diffusion property allows us to define H in terms of the joint diffusion characteristic of (S, Y ) and thus to take advantage of the fact that the latter can be constructed in an aggregated way (i.e., simultaneously for all P ). The proof that this strategy is superreplicating capitalizes on the classical optional theorem under each P ∈ P. Thus, the argument is quite simple, with the advantage that the result is versatile and very general. In particular, we do not require delicate separability conditions on the filtration or compactness assumptions on P.
The second result (Theorem 3.2) is a superhedging duality in the setting of model uncertainty. In a setup where Skorohod space is used as the underlying measurable space and the set P satisfies certain dynamic programming conditions, it is shown that given a measurable function f at the time horizon T , the robust superhedging price
Moreover, the infimum is attained; i.e., an optimal superhedging strategy exists. We construct this strategy through the above optional decomposition result.
Finally, we illustrate our main results in the setting of nonlinear Lévy processes; this is a natural example where the set P is defined in terms of the characteristics of S. We characterize the conditions of our main results in terms of the model primitives and discuss further aspects of our problem formulation.
The main novelty in our results is the applicability to nondominated continuous-time models with jumps. To the best of our knowledge, there is no extant result providing the existence of an optimal strategy or an optional decomposition theorem in this framework. The only previous result is the duality statement of [12] in the context of optimal transport; there, the absence of a duality gap is proved by a weak approximation with discrete models and the superreplication is formulated in a pathwise fashion. In ongoing independent work [6] , absence of a duality gap will be established by functional analytic methods, though under a compactness condition in Skorohod space which is generally not satisfied in our setting.
The case of continuous processes (i.e., volatility uncertainty) is better studied. The duality formula in this context is investigated by [9] from a capacity-theoretic point of view, [32, 34, 36] use an approximation by Markovian control problems, and [11] uses a weak approximation based on dominated models. On the other hand, [22, 27, 29, 33, 35] use an aggregation argument which can be seen as a predecessor of our proof; however, they rely on the Doob-Meyer decomposition theorem (under each P ∈ P) and this forces them to assume that each P ∈ P corresponds to a complete market. Thus, the present results are an important improvement even in the continuous case, as they apply also with incomplete markets.
In the discrete-time case, [5] provides a general version of the optional decomposition theorem. That result is not recovered by the present paper because the dominating diffusion condition is not satisfied. An earlier duality result, without existence of an optimal strategy, is presented by [1] in a different discrete-time setup; see also [13] for related results in the context of transaction costs, [3] for portfolio constraints, [10] for game options, and [2] for American options.
The remainder of this paper is organized as follows. Section 2 deals with the optional decomposition in a general setting, Section 3 establishes the duality result on Skorohod space, and Section 4 concludes with the example of nonlinear Lévy processes.
Optional Decomposition
Let T > 0 and let (Ω, F) be a measurable space equipped with an arbitrary filtration F = (F t ) t∈[0,T ] . Let S = (S t ) be an R d -valued, F-adapted process with càdlàg paths, for some positive integer d. We denote by P(Ω) the set of all probability measures on (Ω, F). Given P ∈ P(Ω), we write F P + for the usual P -augmentation of F. Moreover, if S is a semimartingale under P ∈ P(Ω) and H is an F P + -predictable, d-dimensional integrand, we denote by H • S t = t 0 H u dS u the usual stochastic (Itô) integral under P . A probability P ∈ P(Ω) is called a sigma martingale measure for S if S is a sigma martingale with respect to (P, F P + ). We recall the definition of a sigma martingale: there exist F P + -predictable sets (Σ n ) n≥1 increasing to Ω×[0, T ] such that 1 Σn • S i is a martingale for each n and each component S i of S. (While everything in this section is true also for local martingales, this generalization of the local martingale property will be convenient later on.) We shall say that P is saturated if it contains all equivalent sigma martingale measures of its elements. That is, if P ′ ∈ P(Ω) is a sigma martingale measure for S and P ′ ∼ P for some P ∈ P, then P ′ ∈ P. Finally, a real-valued, Fadapted process with càdlàg paths is called a P local supermartingale if it is a local supermartingale with respect to (P, F P + ) for all P ∈ P. We refer to [17] for background on stochastic calculus and unexplained notation.
Remark 2.1. The choice of the filtration F P + in the above definitions is the most general one: if X is a right-continuous F-adapted process which is a P local supermartingale (or sigma martingale) with respect to (P,F) for some filtration F ⊆F ⊆ F P + , then it has the same property with respect to (P, F P + ). This follows from the backward martingale convergence theorem.
Fix a truncation function h : R d → R d ; that is, a bounded measurable function such that h(x) = x in a neighborhood of the origin. Given P ∈ P(Ω) under which S is a semimartingale, we denote by (B P , C P , ν P ) the semimartingale characteristics of S under P , relative to h. That is, (B P , C P , ν P ) is a triplet of processes such that P -a.s., B P is the finite variation part in the canonical decomposition of S − 0≤s≤· (∆S s − h(∆S s )) under P , C P is the quadratic covariation of the continuous local martingale part of S under P , and ν P is the P -compensator of µ S , the integer-valued random measure associated with the jumps of S. (Again, the precise choice of the filtration does not matter for the present purposes; cf.
Next, we introduce a notion that will play a key role in our proofs.
Definition 2.2. Let P ∈ P(Ω) be a sigma martingale measure for S and let (B P , C P , ν P ) be semimartingale characteristics of S under P . We say that S has dominating diffusion under P if ν P ≪ (C P ) ii P -a.s., i = 1, . . . , d.
The notation ν P ≪ (C P ) ii means that the process (
is absolutely continuous with respect to the ith component on the diagonal of the matrix C P . We remark that the first characteristic then necessarily satisfies B P ≪ (C P ) ii P -a.s., because the sigma martingale property implies that
Proposition III.6.35, p. 215]. To illustrate the significance of the definition, consider the one-dimensional case d = 1 for simplicity. Then, it follows that the measure P × dC P is rich enough to express the properties of S that will be relevant in what follows; in particular, if H and H ′ are predictable integrands such that H = H ′ P × dC P -a.e., then
The preceding definition is satisfied in the following important cases; see also Lemma 4.2.
Example 2.3. (i) Let S be a sigma martingale with absolutely continuous characteristics under P (with respect to the Lebesgue measure dt); i.e., the characteristics are of the form (dB, dC, dν) = (bdt, cdt, F dt). If c is a strictly positive matrix P × dt-a.e., then S has dominating diffusion.
(ii) Let S be a continuous sigma martingale under P (hence a local martingale). Then its characteristics are of the form (0, C, 0) and thus S always has dominating diffusion.
We can now state our first result, a nondominated version of the optional decomposition theorem. We denote by L(S, P) the set of all R d -valued, Fpredictable processes which are S-integrable for all P ∈ P.
Theorem 2.4. Let P be a nonempty, saturated set of sigma martingale measures for S such that S has dominating diffusion under all P ∈ P. If Y is a P local supermartingale, then there exists an F-predictable process H ∈ L(S, P) such that
Proof. We say that a property holds P-q.s. if it holds P -a.s. for all P ∈ P. The (d + 1)-dimensional process (S, Y ) is a semimartingale under all P ∈ P (in the filtration F P + , but then also in F; cf. [21, Proposition 2.2]). According to [21, Proposition 6.6] 2 , there exists an F-predictable process C (S,Y ) with values in S d + (the set of nonnegative definite symmetric matrices), having P-q.s. continuous and nondecreasing paths, and which coincides P -a.s. with the usual second characteristic (S, Y ) c P under each P ∈ P. Let C S be the d × d submatrix corresponding to S and let C SY be the d-dimensional vector corresponding to the quadratic covariation of S and Y . Setting A t := tr C S t to be the trace of C S , we have C S ≪ A P-q.s. and C SY ≪ A P-q.s. Thus, we have dC S = c S dA P-q.s. and dC SY = c SY dA P-q.s. for the derivatives defined by
and
where all operations are to be understood in a componentwise fashion (with 0/0 := 0, say). We observe that c S and c SY are F-predictable. Let (c S ) ⊕ be the Moore-Penrose pseudoinverse of c S . We define the F-predictable process
and show that it satisfies the requirements of the theorem. Fix P ∈ P. Recalling that P contains all sigma martingale measures equivalent to P , we may apply the classical optional decomposition theorem in the form of [7, Theorem 5.1] for P and the filtration F P + (which satisfies the usual assumptions) and we obtain that there exist an F P + -predictable, S-integrable process H P and a nondecreasing process K P such that
Identifying the continuous local martingale parts with respect to P (cf. [17] ) on both sides of (2.1) yields
and then taking quadratic covariation with S c leads to
This, however, is equivalent to
2)
On the one hand, (2.2) implies that H is S c -integrable under P and
On the other hand, define the nondecreasing process A * by
As A * ≪ A, (2.2) yields that
It follows from the definition of A * that c S is invertible P × dA * -a.e., so we deduce that H = H P P × dA * -a.e. for all P ∈ P. 
Superreplication Duality
In this section, we utilize Theorem 2.4 to provide a superhedging duality and an optimal superhedging strategy in a fairly general setting. Apart from the technical details (and of course the use of Theorem 2.4), the line of argument is similar as in [22] .
Setting
The optional decomposition theorem will be applied to a process Y t which is a version of the dynamic superhedging price. More precisely, this process will be constructed from the (conditional) sublinear expectation E t (f ) of the claim f , and the P supermartingale property of Y will be deduced from the dynamic programming associated to E t (·). In this section, we describe a setting where this can be implemented.
Let Ω = D 0 (R + , R d ′ ) be the space of all càdlàg paths ω = (ω t ) t≥0 in R d ′ with ω 0 = 0, for some positive integer d ′ . We equip Ω with the Skorohod topology and the corresponding Borel σ-field F. Moreover, we denote by F = (F t ) t≥0 the filtration generated by the canonical process (t, ω) → ω t and by P(Ω) the space of probability measures on (Ω, F) equipped with the topology of weak convergence.
Given t ≥ 0, we introduce the following notation. The concatenation of two paths ω,ω ∈ Ω at t is given by
For any P ∈ P(Ω), there is a regular conditional probability distribution {P ω t } ω∈Ω given F t satisfying
We then define P t,ω ∈ P(Ω) by
Given a function f on Ω and ω ∈ Ω, we also define the function f t,ω by The set P(0, ω) is independent of ω as all paths start at the origin, and so we can define P := P(0, ω). We assume throughout that P = ∅. In applications, P will be the primary object and we specify a corresponding family {P(s, ω)} such that P = P(0, ω); see Section 4 for an example. Properties (ii) and (iii) of Condition (A) below imply that the family {P(s, ω)} is essentially determined by the set P.
We recall that a subset of a Polish space is called analytic if it is the image of a Borel subset of another Polish space under a Borel-measurable mapping; in particular, any Borel set is analytic (see also [4, Chapter 7] for background). We can now state the following condition on the measurability and stability under conditioning and pasting of {P(s, ω)}; it will enable us to obtain the sublinear expectation E t (·) and its dynamic programming.
Condition (A)
. For all 0 ≤ s ≤ t,ω ∈ Ω and P ∈ P(s,ω),
for P -a.e. ω ∈ Ω, then the measure defined bȳ
is an element of P(s,ω).
Some more notation is needed to state the required result on E t (·). Given a σ-field G, the universal completion of G is the σ-field G * = ∩ P G (P ) , where P ranges over all probability measures on G and G (P ) is the completion of G under P . Moreover, a scalar function f is called upper semianalytic if {f > a} is analytic for all a ∈ R. Any Borel-measurable function is upper semianalytic and any upper semianalytic function is universally measurable. [28] is stated for the space of continuous paths but carries over to Skorohod space without changes; only the Polish structure is important.
Duality Result
In what follows, we fix a set P ⊆ P(Ω) determined by a family {P(s, ω)} as above. We shall use the filtration G = (G t ) 0≤t≤T , where
here F * t is the universal completion of F t and N P is the collection of sets which are (F T , P )-null for all P ∈ P. Let S be an R d -valued, G + -adapted process with càdlàg paths. A G-predictable process H ∈ L(S, P) is called admissible if H • S is a P -supermartingale for all P ∈ P, and we denote by H the set of all such processes. 
the argument is the same as in Step 1 of the proof of [22, Theorem 2.3]. Now (3.1) implies that E t (f ) is an (F * , P )supermartingale for all P ∈ P. We can then define
The modification theorem for supermartingales [8, Theorem VI.2] yields that outside a set N ∈ N P , the paths of Y ′ are càdlàg and the limit superior is actually a limit, and moreover that Y ′ is a (G + , P )-supermartingale for all P ∈ P. We define Y := Y ′ 1 N c ; then all paths of Y are càdlàg and Y is still a (G + , P )-supermartingale for all P ∈ P (recall that N P ⊆ G 0 ). In particular, Y is a P supermartingale relative to the filtration G + in the terminology of Theorem 2.4. Fix P ∈ P; we check that Y T = f P -a.s. Indeed, we have Y T = Y ′ T = E T (f ) P -a.s., and since G T = F T P -a.s., (3.1) yields that E T (f ) = f P -a.s.
Next, we prove the first part of (3.2); here the subtlety is that Y 0 need not be deterministic in general. Fix again P ∈ P; we need to show that
Let y P 0 ∈ R denote the least constant dominating Y 0 P -a.s.; then the above is of course equivalent to y P 0 ≤ E 0 (f ). Let P ′ ∈ P. From the definition of Y and [8, Theorem VI.2], we have that
but as F 0 = {∅, Ω}, both sides are identically equal to real numbers and thus sup P ′ ∈P E P ′ [Y 0 ] ≤ E 0 (f ) as P ′ ∈ P was arbitrary. As a result, it suffices to show that y P 0 ≤ sup
To this end, note that
where the supremum is taken over all probability measures Q on F 0+ which are equivalent to P . Hence, it suffices to establish that each such Q is the restriction to F 0+ of some element P ′ of P. Indeed, fix Q and let Z = dQ/dP be a Radon-Nikodym derivative with respect to F 0+ . We define the measure P ′ on G T by dP ′ = ZdP ; then Q = P ′ | F 0+ . Moreover, using that Z is F 0+ -measurable and that S is rightcontinuous, we see that P ′ is again a sigma martingale measure for S and thus P ′ ∈ P by the assumed saturation of P. We have shown the inequality (3.3), and this completes the construction of the P supermartingale Y satisfying (3.2). Theorem 2.4, applied with the σ-field G T and the filtration G + , yields a G + -predictable process H ∈ L(S, P) such that
We recall that G + -predictability is the same as G-predictability because any G + -adapted left-continuous process is also G-adapted. To see that H is admissible, we note that for every P ∈ P, the sigma martingale H • S is P -a.s. bounded from below by the martingale E P [f |G]; this implies the supermartingale property by Fatou's lemma.
Application to Nonlinear Lévy Processes
In this section, we give a natural example for the above theory in the context of nonlinear Lévy processes. This model was first introduced by [16] with a construction based on partial integro-differential equations (PIDE), thus extending the notions of [30, 31] to jump processes. A more general construction of nonlinear Lévy processes was provided in [23] .
We continue to use the canonical setup Ω = D 0 (R + , R d ′ ) of the preceding section, and we choose S to be the canonical process S t (ω) = ω t (i.e., d = d ′ ). Let P sem be the set of all probabilities P under which S is a seminartingale (again, we need not be specific about the filtration; cf. [21, Proposition 2.2] ). We shall focus on the subset P ac sem = P ∈ P sem : (B P , C P , ν P ) ≪ dt, P -a.s.
of semimartingales having absolutely continuous characteristics with respect to the Lebesgue measure dt. Given P ∈ P ac sem , we can consider the associated differential characteristics (b P , c P , F P ) defined via (dB P , dC P , dν P ) = (b P dt, c P dt, F P dt). The differential characteristics take values in R d ×S d + ×L, where S d + is the set of symmetric nonnegative definite d × d-matrices and L = F measure on R d :
is the set of all Lévy measures (a separable metric space under a suitable weak convergence topology; cf. [21, Section 2] ). An element (b, c, F ) ∈ R d × S d + × L is called a Lévy triplet, and we recall that for every such triplet there exists a Lévy process having (b, c, F ) as its differential characteristics.
Let ∅ = Θ ⊆ R d × S d + × L be a collection of Lévy triplets, then we can consider the set of all semimartingale laws whose differential characteristics evolve in Θ, P Θ := P ∈ P ac sem : (b P , c P , F P ) ∈ Θ, P ⊗ dt-a.e. .
This will be our basic set P in the sequel; indeed, by [23, Theorem 2.1], we have the following fact. To wit, in the present example, P(s, ω) does not depend on (s, ω) at all; this reflects the fact that the Lévy process is homogeneous in time and space. The dependence would be nontrivial, e.g., in the context of a controlled stochastic differential equation as in [25] or for the random G-expectation as in [26, 28] .
Next, we determine when P Θ satisfies the conditions of our main results. To this end, we introduce the set of Lévy measures with integrable jumps, Moreover, the following condition is sufficient for P Θ to be saturated:
We remark that Θ is nonempty and Borel-measurable if and only if Θ ′ is. The condition (4.3) is not quite necessary for saturation; for instance, with Θ = {(0, 0, δ 1 )} we obtain the set corresponding to the compensated Poisson process, which is saturated but violates (4.3). However, an arbitrary change of intensity is clearly possible as soon there is a nonvanishing Brownian component, so that (4.3) is not that far from being necessary.
Proof. By [17, Proposition III.6.35, p. 215], S is a sigma martingale under P ∈ P ac sem if and only if its differential characteristics (b P t , c P t , F P t ) satisfy F P t ∈ L * and b P t + (x − h(x)) F P t (dx) = 0, P × dt-a.e. The "if" statement in the first claim follows immediately, whereas for the reverse assertion we use the existence of Lévy processes with arbitrary triplets. It is straightforward to see that (4.2) implies dominating diffusion. Conversely, if the latter holds, then for any Lévy law P ∈ P Θ we must have either F P = 0 (and then c P can be arbitrary), or (|x| 2 ∧1) * ν P t = ( (|x| 2 ∧1) dF P )t is strictly increasing and then c P must be positive.
Finally, we show that (4.3) is sufficient for saturation. Indeed, let P ∈ P Θ and P ′ ∼ P . Then the general Girsanov theorem [17, Proposition III.3.24, p. 172] shows that P ′ ∈ P ac sem and the corresponding characteristics satisfy c P ′ = c P and F P ′ = ψF P for some positive predictable function ψ = ψ(ω, t, x). If P ′ is a sigma martingale measure for S, then ψF P ∈ L * P × dta.e. by (4.4) and now (4.3) yields that P ′ ∈ P Θ .
As a consequence of the two preceding lemmas, we have the following result. (i) The present section illustrates that it is convenient to work with sigma martingales rather than local martingales. Indeed, even though a Lévy sigma martingale (in the classical sense) is automatically a local (even true) martingale, it may easily happen that P Θ contains sigma martingale measures which are not local martingale measures. To see this, recall that local martingales are described by satisfying, in addition to (4.4), the condition that t 0 (|x| 2 ∧ |x|) F t (dx)dt < ∞ P -a.s. for all t. With a view towards Condition (A), this property would be inconvenient to deal with.
(ii) In our context of superhedging, it is crucial to use the general construction of nonlinear Lévy processes as in [23] rather than the PIDE-based construction of [16] , even in the realm of finite variation jumps and continuous claims. Indeed, the saturation condition (which is vital) typically leads to a violation of the compactness conditions which ensure a well-defined PIDE in [16] . For instance, if we want to consider for S the sum of a Wiener process and a Poisson process, saturation imposes that we must allow for unbounded intensity changes in the jump part.
Exponential Lévy Processes
In the context of stock price modeling in finance, the process S is often of exponential form. We continue with the same setting as above, except that we write X for the canonical process X t (ω) = ω t and aim to define S as the stochastic exponential of X.
More precisely, let P Θ be a set of sigma martingale measures for X. The exponential stochastic differential equation dS = diag(S − ) dX, S 0 = 1 (4.5) can be solved "pathwise" as in [18] , or alternatively via the Doléans-Dade formula [17, I.4 .64, p. 59] and the arguments in the proof of Theorem 2.4: recalling that N P ⊆ G 0 and using the fact that X is càdlàg, we can construct a càdlàg, G + -adapted (even G-adapted) process S which solves (4.5) under all P ∈ P Θ . In order to have positive prices, we choose Θ such that the contained Lévy measures are concentrated on (−1, ∞] d , which is equivalent to having ∆X i > −1 P Θ -q.s. and also to S i > 0 and S i − > 0 P Θ -q.s. Then, P is a sigma martingale measure for X if and only if it is a sigma martingale measure for S, and the characterization (4.2) for the dominating diffusion property remains valid. As a result, Lemma 4.2 carries over to the exponential case without changes, and so does Proposition 4.3. We remark that in this situation, there is no difference between sigma martingale measures and local martingale measures, as any positive sigma martingale is a local martingale.
