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Management information is of critical importance in modern
decision making. The role of the computer in this process
is rapidly expanding, creating challenging goals for data
processing specialists and functional area specialists alike.
A totally integrated computer based management information
system (MIS) requires long term planning and design efforts
coupled with detailed analysis of information system require-
ments. The MIS development generally follows a master plan;
this master plan contains three major phases: MIS Analysis,
MIS Design, and MIS Implementation. The different phases
through which the master plan evolves are known as the system
development process. This thesis describes the development
of the master plan.
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I. INTRODUCTION
In the middle 1950' s the first computer was installed for
a business application: processing of payroll. Twenty years
later there were over 100,000 computers in the United States
and a like number in the rest of the world. Payroll proces-
sing by computer, which was a revolutionary idea in 1954, is
now considered a rather routine application. Today the fron-
tiers in information processing are systems which also provide
information resources in support of managerial and decision-
making functions. Such a system is called a Management Infor-
mation System or, more commonly, MIS.
The key to managerial success in the present automated
environment lies in being able to collect, quantify, retrieve
and effectively use the information available in the decision
making process.
A. OBJECTIVES
This discourse is an attempt at a sketch of that body of
knowledge known as system analysis. The kind of system anal-
ysis that is examined here is that which deals with informa-
tion systems.
A discussion of the stages of building a management infor-
mation system (referred to hereafter as MIS) should provide a
reference or guide for those who are presently involved in
future information system development.

A step-by-step discussion of the System Life Cycle will
be presented and an attempt will be made to utilize it in
the development of a MIS.
Systems Integration will be the point which will be
stressed throughout this discussion.'©'




A system [1] can be defined as a network of inter-
related procedures that are joined together to perform some
activity, function or operation. It is, in effect, all the
ingredients which make up the whole. And a procedure is a
precise series of step-by-step instructions that explain:
- What is to be done.
- Who will do it.
- When will it be done.
- How will it be done.
2 Definition of Systems Analysis
System Analysis [2] is the process of studying the
network of interactions within an organization and assisting
in the development of new and improved methods for performing
necessary work.
3 The Systems Development Process
The System Development Process is a guideline for the
development of computerized systems. It is a comprehensive
process beginning with the definition of a problem and includ
ing the design and implementation of a new system which will

correct the problem. It discusses the complete life cycle of
a system, from its initial conception to its ultimate disposal
(See Figure 1.1.) Figure 1.1 has been derived from references
[3] and [4] .
The System Life Cycle consists of the following acti-
vities :
a. Conception
System Conception is the identification of a need
which, it is suspected, can be satisfied by the development
of a new system. At this stage the need for a new informa-
tion system is first recognized.
b. Preliminary Analysis
The Preliminary Analysis is the investigation into
the feasibility, desirability, and practicability of using




The Preliminary Design is the stage in which the
project team evaluates alternate design approaches, selects
preferred design approach, writes preliminary design specifi-
cations and writes the test specification. The basic system
is established at this stage.
d. Detailed Design
The Detailed Design is the stage where the basic
system designed is expanded and refined to produce detailed
specifications for all program modules, manual procedures,
and information files.





e. Configuring and Selecting the Computer Equipment
The previous stages were the basis for setting
up exactly which applications are to run on the system.
At this stage, the configuration of the computer
System (Hardware/Software) is established and the selection
and evaluation of vendors are accomplished.
f. System Programming
The logic for the computer's programs is developed
at this stage, following the system specifications accepted
by the user. Once the logic has been set up the programmers
begin coding and testing each program in the system.
g. System Documentation
System Documentation is the collection and pres-
entation of the information concerning the system. Informa-
tion is recorded starting from the conception of the system
and ending with the cessation of it.
h. System Testing
System Testing is the process of trying to demon-
strate that the system performs its intended function,
i. System Implementation
System Implementation consists of the tasks
involved in implementing the system in the operating environ-
ment.
j . System Operation
System Operation is the production phase. Res-
ponsibility for the system is now shifted to the operations
11

group. However, the designers and programmers can contribute
to making the transition easy.
k. System Maintenance and Follow-up
Once the system has been made operational, it is
important to have a continuing support service to maintain
the hardware and software.
1. System Cessation
System Cessation is the end of the System Life
Cycle. The system approach assumes that all systems have a
finite life and, therefore, will eventually expire.
The application of the System Life Cycle to the
development of a MIS will be discussed later.
12

II. MANAGEMENT INFORMATION SYSTEMS
A. DEFINITION OF DATA
Data are isolated facts which could represent quantities,
actions, things, etc., but which are in unusable form for
the recipient unless they are submitted to some sort of
processing.
B. DEFINITION OF INFORMATION
Information [5] is data that has been processed into a
form that is meaningful to the recipient and is of real or
perceived value in current or perspective decisions.
C. PRODUCING INFORMATION FROM DATA
It has been established that data need to be processed
in order to transform it in meaningful information for the
recipient. This transformation can be viewed from two dif-
ferent viewpoints. First a logical viewpoint, the operations
performed on data and second, a technical viewpoint, the
methods by which data operations are performed.
1 . Data Operations
In order to make the data useful to the recipient,
some combinations of operations need to be performed on it.






Operation of recording the data from an event
or occurrence in some form such as sales slips, personnel
forms, purchase orders and so forth.
b. Verifying
Operation for checking that data have been
recorded correctly.
c. Classifying
Operation that places data elements into specific
categories which provide meaning for the user.
d. Sorting
Operation that arranges data elements in a
specified or predetermined sequence.
e. Summarizing
Summarizing can be done in two ways: First, it
accumulates data in the mathematical sense, as when a balance
sheet is prepared. Second, it reduces data in the logical
sense, as when the personnel manager wants a list of names
of only the employees who are assigned to a given department.
f. Calculating
Operation that deals with the arithmetic and/or
logical manipulation of data.
g. Storing
Operation that places data onto some storage
media such as paper, microfilm, and magnetizable devices,




This operation entails searching out and gaining
access to specific data elements from the medium where they
are stored.
i. Reproducing
This operation duplicates data from one medium
to another, or into another position in the same medium.
An example of this operation is the duplication of files
for security reasons.
j . Disseminating/Communicating
This operation transfers data from one place to
another. The ultimate aim of all data processing is to
disseminate information to the users who need it.
2. Data Processing Methods
In order to carry out the data operations previously
described, four broad categories, based on the level of
automation used for processing the data, can be defined:
a. Manual Method
All of the data operations are performed by hand
with the aid of basic devices such as pencil, paper, slide
rule, and so forth.
b. Electromechanical Method
It is actually a symbiosis of man and machine.




c. Punched Card Equipment Method
It entails the use of all devices used in what
is sometimes referred to as a unit record system. Data
concerning a person, object, or event are normally recorded
(punched) in a card.
d. Electronic Computer
All of the data operations, are performed by an
electronic computer. The computer provides significantly
greater data processing capabilities that the other three
methods
.
A table showing the relationship between the
data operation and the data processing methods can be seen
in Figure 2.1.
D. VALUE OF INFORMATION
Information is a valuable resource in any organization.
Without formal information most organizations could not
survive
Decisions can be made under certainty, risk and uncer-
tainty. Decision under certainty assumes perfect information
is available concerning outcomes; risk assumes information
is available about the probability of each outcome but no
knowledge of possible outcomes; and uncertainty assumes a
knowledge of possible outcomes but no information about pro-
bability of outcome [5],
Information can be studied in terms of its cost and
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and fairly measurable, its value is conceptual in nature
and has less tangible characteristics,
lo Cost of Information
Information is not free. The preparation of infor-
mation for decision making costs money. The following are
some of the elements that need to be considered when esti-
mating the cost of producing information, for a computer-
based MIS:
- Cost of the computer system.
- Cost of developing the system.
- Cost for on-site preparation.
- Cost of conversion from the present system to a
computer-based system.
- Cost of operation.
2 . Value of Information
The value of information is based on its attributes,
and because of the conceptual nature of information some of
those attributes are difficult to measure The list of
these attributes, as given by Burch [6] follow:
a. Accessibility
This refers to the ease and speed with which an
information output can be obtained.
b. Comprehensiveness
This refers to the completeness of the information
content. This attribute is quite intangible and consequently,




This attribute pertains to the degree of freedom
from error of the information output.
d. Appropriateness
This attribute refers to how well the information
output relates to the user's request.
e. Timeliness
The user must receive the information, within the
time allowed, for the decision or action to which it is ap-
plied.
f. Clarity
This attribute refers to the degree an informa-
tion output is free from ambiguous terms
„
g. Flexibility
This attribute pertains to the adaptability of
an information output not only to more than one decision,
but to more than one decision maker,
h. Verif iability
This attribute refers to the ability of several
users examining an information output and arriving at the
same conclusion.
i. Freedom from Bias
This attribute pertains to the absence of intent
to alter or modify information in order to produce a pre-
conceived conclusion.
j . Quantifiable
This attribute refers to the nature of information
produced from a formal information system.
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E. DEFINITION OF A MIS
Actually there is not universal agreement among managers
and computers scientists, about what is a MIS. Some of
the definitions that were found follow:
"An MIS System, fundamentally, is a financial control
system which is the principal basis of a good planning
system [7] ."
"A MIS is a system of people, equipment, procedures,
documents, and communications that collects, validates,
operates on, transforms, stores, retrieves, and pre-
sents data for use in planning, budgeting, accounting,
controlling, and other management processes for various
management purposes [8]."
"A management information system may be defined as an
organized method of providing management with informa-
tion needed for decisions, when it is needed and in a
form which aids understanding and stimulates action [9]."
"A MIS is an integrated, man/machine system for provid-
ing information to support the operations, management,
and decision making functions in an organization. The
system utilizes computer hardware and software, manual
procedures, management and decision models, and a data-
base [5] ."
It can be said that each manager or author has its own
definition about a MIS. Definitions abound but there is no
concensus about what really constitutes a MIS. Trying to
look for a definition or trying to essay a new one, would
contribute to the confusion that already exists; for this
reason no attempt was made to define a MIS.
F. TYPES OF INFORMATION SYSTEMS
There is no specific system envisioned when the general
term of MIS is mentioned. Today many people have their own
definitions. Following are brief descriptions of four basic





This type of information system is always the most
sophisticated, where the machine is more the worker and the
man more the designer, director, observer, or user. Elec-
tronic computers with all of the associated hardware to
complement and connect them are involved in a full blown
automatic data processing system.
2 Formal/Non- automated
This system includes all those conventions, proce-
dures, media, that are formally prescribed, legally required,
or by habit adhered to; but which are implemented either




This system could well be a more powerful informa-
tional system in the key management sphere than any other
output of any part of the entire MIS. This is the product
of organized advisory staff work; the formal staff meeting
where problems are discussed; and the work of formally char-
tered groups such as a board of directors.
4. Informal/ Informal
A system of this sort can be information passed at
a cocktail party, a network of personal letters, the grape-
vine or any other system of information exchange. This is
included because to some extent it does carry information
and influences management decisions.
22

G. STRUCTURE OF A MIS
During the past several years, the structure of a MIS
has been related to the pyramidal form of the organization.
Figure 2.2 shows this structure. This figure has been
adapted from reference [11]
.




On the Basis of Management Activity
This concept deals with the three most widely used
levels of management planning and controlling activities:
strategic, tactical and operational.
2 On the Basis of Organizational Function
This concept deals with the functions performed in
an organization. Of course this approach will depend on
the particular organization under study.
For purposes of illustration the following functions






- Research and Development
- Information Processing
Whereas the operational function view of a MIS is to
group all activities and information processing in an organi





















group activities and information system support by level of
management
.
H. THE DATA MANIPULATION FUNCTION IN A MIS
Data is the heart of a MIS, its establishment is essen-
tial in the development of any sophisticated information
system. Data has value to the extent that it can be retrieved,
processed, and presented to the person needing it within the
time allowed for the decision or action to which it applies,
therefore, data that cannot be located or processed on time
have no value.
A MIS envisions the availability .of a fairly compre-
hensive set of stored data in order to provide information to
support operations, management, and decision making in an
organization. The system must then be able to selectively
retrieve various combinations of stored data on demand of
the manager. The manager's requirements for information are
rarely fixed and vary with the dynamic nature of the organi-
zation.
File processing systems and data base processing systems
are the two basic approaches for data organization in a MIS.
1 . File Processing Approach
File-processing systems are predecessors of data
base processing systems. In this approach each application
is processed separately by using separate files. Each data
file is designed with its own storage area and also designed
to provide for the needs of the users requesting the
25

application. Typically, the computerized files maintained
by most organizations exhibit the following deficiencies [12]
a. Lack of Integration
Data is conveniently organized into records and
files for maintenance and processing, but such organization
frequently fails to give recognition to its mutual relation-
ship. Data redundancy is one of the problems due to lack of
integration.
b. Lack of Program Independence
System analysts and programmers have virtually
complete responsibility for designing and implementing an
application. This includes, in addition to the logical
design of the application, the design of all the files and
records associated with it and the preparation of programs
for the input, output, and updating of information. The
tendency has been to design those programs in order to handle
the specific data contained in the application file. The
practical effect of this is that any change in data organi-
zation will require a change somewhere - usually in several
places in one or more programs.
c. Unsuitability for On-line Usage
The approach to file organization in the past
has been to structure sequential files consisting of physi-
cally contiguous records and sequenced according to a key.
There is a serious problem in adapting existing files to
on-line usage. The time required to search a sequential file
varies proportionately with the size of that file, so that
26

for an application of any magnitude, it is impossible to
provide an immediate response to a request for information.
A schematic diagram, showing the file processing approach
can be seen in Figure 2.3. This figure has been adapted
from reference [13]
.
2 . Database Approach
The term database is not a new one; it became
current in the late 1960s. Prior to that time, the terms '
files of data and data sets were used. Many organizations
adopted the new term to name their files of data but no
changes were made in order to improve the previous estab-
lished deficiencies in file processing.
Martin [14] defines a database as follows:
"A database may be defined as a collection of inter-
related data stored together without harmful or
unnecessary redundancy to serve one or more applica-
tions in an optimal fashion; the data are stored so
that they are independent of programs which use the
data; a common and controlled approach is use in
adding new data and in modifying and retrieving
existing data within the database. One system is
said to contain a collection of data bases if they are
entirely separate in structure."
The use of a database system in a MIS will allow a
centralized control of the data within the organization,
data redundancy reduction, minimization of inconsistencies
in the stored data, utilization of data for one or more appli
cations, and a better logical data organization for both
batch processing and on-line applications.
In addition to data organization, some other basic
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Data organization alone is not enough for establish-
ing a database system. It is necessary to consider the
software which performs the functions of creating and
updating files, retrieving data, and generating reports,
which is called the database management system. It is also
necessary to consider the activity of data control, which
is a human function performed for the Data Base Administrator
(DBA) . It is important to point out that the introduction
of the DBA function could lead to an organizational change.
Problems could arise in the organization relative to the
management level where the DBA must be placed. If this
function has not been established in the organization, prime
consideration must be given to this matter if the database
system approach is going to be used in the MIS development.
Figure 2.4 shows a simple diagram of the database approach.
Figure 2.4 has been adapted from reference [13].
I. MIS OPERATING MODE CLASSIFICATIONS
Input, processing, and output are common to all computer
based MIS. Timing of these actions defines the operating
modes of the system [15] . Basically two modes of operation
will be considered; batch processing systems and real-time
processing systems.
1 . Batch Processing Mode
In this mode of operation, the data that is input to
the system is held for later processing rather than being
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outputs are always produced. This happens automatically and
usually at regular time intervals, depending on the particu-
lar application being processed.
2 . Real-Time Processing Mode
In these systems, fast response and fast reaction of
the data processing system is the chief consideration.
Usually this reaction is measured in seconds, and it is the
elapsed time between the time when an inquiry is made and
the time in which a response is obtained. Normally these
systems are expensive. Additional hardware, software, and
application programming cost are associated with fast res-
ponse. Of course in these systems data is processed as
soon as it becomes available to the data processing system.
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III. THE SYSTEM DEVELOPMENT PROCESS
It was established that the system development process
is a guideline used for controlling the analysis, design
and implementation of information systems within an organiza-
tion. This guideline has been set up around the System Life
Cycle, briefly explained in the introduction of this study.
In this section a thorough discussion of the system
life cycle is presented with emphasis in its application
to the MIS development process.
Before going further in this study, a brief discussion
will be presented about some topics, which are of primary
importance for the success of the information system. The
points that will be considered are the following: management
involvement, and the steering committee.
In order to be successful in the study and implementation
of a MIS, both, support and participation of top management
are required. Top management must support the system effort
by itself, and demand support from line management and opera-
tions management if necessary. In addition, it is essential
that management at all levels, participate in the different
stages of the system development process.
Information analysts and managers are responsible for
problems that arise when this lack of support exists. On the
one hand, management is sometimes hesitant to face the system
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development effort because of its lack of knowledge of com-
puters and information systems; on the other, information
analysts fail, when they do not define to the management its
scope of participation, i.e., what information analysts
will expect from management at the different stages of dev-
elopment .
A listing of the duties and responsibilities of managers
and the system analysts for the various stages of MIS develop-
ment will be given, when appropriate throughout this discus-
sion, as a guide for bridging the communication gap between
the system analyst and the manager.
The development of a MIS may lead to organizational
problems. Some typical problems are control of expenses,
determination of priorities and interdepartmental conflicts.
The establishment of a steering committee has been considered
one of the best ways for dealing with these problems.
The steering committee is responsible for overall control
of the continuing operation of the information system func-
tion. The composition of this committee should be based on
the structure of a MIS, as it was explained in the previous
chapter. For each function performed within the organization,
there is a top manager associated with it. These managers
should be the members of the committee, and the information
processing manager should act as the secretary. The chairman
of the committee should be the president of the organization,
or the executive at the highest level.
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Functions of the permanent steering committee include
the following [16]
:
- It determines systems that will be automated.
- It establishes and continually reviews system develop-
ment priorities.
- It reviews and approves data processing plans.
- It reviews and approves data processing equipment
acquisition.
- It reviews project status.
- It decides, when necessary, if projects should be
continued or abandoned.
- It carries out resources allocation policies.
- It resolves territorial and political conflicts within
the organization which arise due to the development of the
new systems.
- It continuously reviews MIS development progress.
A. MIS ANALYSIS
The information system analysis addresses two main points
Conception and Preliminary Analysis. In the traditional
system study, conception has been associated with the identi-
fication of a need which, supposedly, can be satisfied with
the development of a system. This need can exist at any
organizational level. Conception in the non-traditional
study is explained in the MIS conceptual phase. The prelimi-
nary analysis is usually the first step taken toward the
solution of the problem. An introductory study of the need,
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and the practicality of using improved data processing
techniques to satisfy it, are established during this phase.
A discussion of these concepts in developing an MIS follows.
1 . MIS Conception
The first important decision that the organization
needs to make is whether the use of a computer will support
and improve the decision-making process of the organization.
Some of the factors which would justify a computer are:
- The need for handling large volumes of data more
efficiently than with the system presently used.
- The need to perform complex computational problems
,
which cannot be handled efficiently by a manual.
- The need to perform repetitive tasks quickly,
efficiently, and with accuracy.
- How the costs of manual systems, operating with
large volumes of data and performing complex computations
,
compared with the costs of computerized systems.
- How the decision-making process can be improved
through the use of computerized systems.
- How the strategic plans of the firm are affected
in comparison with its computer-using competitors.
With this approach top management can determine
whether to proceed with a detailed study. If a study is
approved, the following steps will lead to the conception of
an MIS.
- The creation of the steering committee and the




- The steering committee will conduct a thorough
study of the organization as it exists, and its history.
This study will identify growth areas and pinpoint problem
areas. Thus the need for organizational changes can be
determined. A study of the goals of the organization will
be conducted in conjunction with the functions it performs.
The results to be obtained from this study can be summarized
as follows: A clear definition of the objectives of the
organization, a sharp definition of the functions performed,
and the relationship between these functions. These func-
tions (Finance, Personnel, Production, and the like) are the
basis for the MIS.
All the necessary organizational changes are
carried out during this phase. Placement of the Data Pro-
cessing Service and the implementation of the Data Base
Administrator function are also considered.
- The next step is to identify within each function
those subsystems that can potentially be implemented on the
computer. This is very rough approximation that will be
improved later during the Preiminary Analysis Phase. Now
the MIS has been conceived; a block diagram of its initial
structure can be seen in Figure 3.1.
Figure 3.1 (a) shows the structure of a MIS according
to the functions performed by the organization. Figure 3.1
(b) shows the subsystems division of each major system.
This approach of conceiving the MIS may have many
detractors within the organization. Basically the arguments
against this approach can be summarized as follows:
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- It is a time consuming effort.
- It will divert, for some period of time, top
management from its daily activities.
- The need for computerized systems is imposed on
users who may question the need. As a result, a resistance
to change may be encountered at different levels.
However, advantages can also be expected from this
approach
:
- Top management is a member of the steering commit-
tee; therefore their participation is assured at the earliest
stages of the system development process.
- The participation of top management will encourage
cooperation of their subordinates.
- This approach will provide a better planning for
the system development effort.
- From the beginning, the potential use of the com-
puter, at different decision levels, can be visualized.
- System integration is more easily obtained.
- System modularity is also more easily obtained.
2 . Preliminary Analysis
The Preliminary Analysis is intended to accomplish
the following: Prepare the Preliminary MIS development plan,
identify user requirements, learn the present methods of
handling information, identify problem areas, propose a set
of solutions, conduct the feasibility study, prepare the im-
plementation plan, and redefine MIS structure.
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a. Establishment of Priorities
The steering committee will assign to each
system that forms the MIS a priority for its study or analysis
These priorities should be given according to the importance
of a system to the organization. Also, under the above con-
cept, all the subsystems that are integrated into each system
should be arranged by their priorities „ The organization now
has a first approach to the MIS development plan where sys-
tems and subsystems are organized in the way in which they
must be analyzed, designed, and implemented.
b. Study of the Present Systems
The system development team will have the res-
ponsibility of conducting this study. Although there are
some techniques that can be used for carrying out this
analysis, the bottom-up approach (i.e., studying the actual
systems starting at the operational level and going up to
the strategic level) has been selected for the following
reasons
:
- Operational systems which are implemented can
produce immediate benefits to the organization.
- Operational systems are easier to study than
are tactical and strategic systems.
- The system development team will accumulate
experience, improve its skill, and will get a better under-
standing of the system under study as it progresses up to
the highest levels of the system. The system development
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team will acquire a great deal of knowledge that will be
useful in discussions with upper management.
- Most of the internal information that will
flow through the MIS is generated at the operational level.
In order to make the study of the present sys-
tems easier the system is broken down into smaller struc-
tures called subsystems. Each one of these subsystems is
studied by a system project team. This study covers the
following points:
(1) Identify User Objectives . The user and
system analyst project team will conduct a careful study of
user objectives. The purpose of the system effort is to
develop systems for the user; therefore, his objectives
should be stated as clearly as possible. Some of the advan
tages of this approach follows [3]:
- Management will understand what is to
be accomplished.
- The study team will have a well-defined
set of goals
.
- There will be a framework for evaluating
the final outcome.
(2) Analysis of Actual Procedures . This study
is concerned with the analysis of present procedures. Gen-
erally this analysis will accomplish the following:





- Produce a diagram of the information flow
indicating input sources, data concentration, processing,
outputs produced, output distribution, organizations involved
in the process, and the time associated with each activity.
- Highlight possible problem areas.
- Identify the costs and benefits of the
procedures
.
- Determine whether user objectives are
satisfied.
(3) Redefinition of User Objectives . After
studying actual procedures, the system project team can
develop a better understanding of user requirements, and
possibly, a redefinition of objectives will be necessary.
(4) Select Performance Criteria . The idea
behind this activity is to establish the criteria by which
the effectiveness of the subsystem is to be measured. This
activity will continue throughout the development effort,
becoming more detailed and refined with each stage. Some
examples of criteria are cost and time savings.
(5) Identify Alternate Solutions . The system
project team will establish a set of possible solutions for




- Develop a manual system.





- Develop an integrated manual and computer
system (In-house).
- Develop a computer system (In-house)
.
(6) Identify Resources and Constraints . The
system project team and the user will proceed to identify all
the resources that are available for building the subsystem.
Examples are manpower, budget, hardware, software, and other
resources
.
Constraints are all those limitations that
will affect the subsystem development process. These limita-
tions can be management directives, time required for imple-
mentation, budget, organization policy, and legal and regu-
latory documents [3].
Once the resources and limitations are estab-
lished, a preliminary feasibility study can be conducted.
This evaluation will consist of checking whether the proposed
solutions can satisfy the user objectives and meet the per-
formance criteria under the imposed limitations.
(7) Select Preferred Solution . The user and the
system project team will study the alternate solutions and
they will select the preferred one. The system project team
will act as a council. Considerations about advantages and
disadvantages of each alternative will be made clear to the
user. Since systems are developed for the user, he will have
the final decision in selecting the preferred solution.
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(8) Prepare Proposed Subsystem . If other than
the "do-nothing" alternative is chosen, the system project
team will proceed to elaborate a draft of the proposed sub-
system. The most important considerations for this study
are the following:
- Make a complete and detailed statement
of the user's requirements.
- Identify all subsystem outputs
.
- Identify all subsystem inputs.
- Determine the necessary processes needed
to produce the required information.
- After completion of previous steps, pre-
pare a block diagram of the major functions to be performed
by the subsystem and their interelationships to each other.
See Figure 3.2 as an example.
- Identify all necessary files and their
contents. This section of the study will be carried out by
the Database Design Team. Both System Project Team and
Database Design Team must have a close relationship through-
out the System Development Process.
- Draw the information flow diagram for the
proposed system.
- Draw the general flowchart for the subsys
terns
.






























- Prepare an implementation schedule.
- Prepare a feasibility report.
(9) Write Functional Specifications . This is a
description of the system, in terms of the functions it must
perform. Input and output rates, response time, thruput,
database (file) content, inquiries, and block diagrams are
some examples of the specifications that need to be written
during the preliminary analysis.
(10) The Relationship of Manager and System
Analyst during the MIS Analysis . The responsibilities of
Manager and System Analyst will now be discussed. The pur-
pose will be to show what they should expect of each other
during the different stages of the system development pro-
cess. This guideline has been adopted from reference [17].
System Analysis is concerned with reviewing
the existing system with emphasis on the constraints under
which the present system operates. It is also concerned
with defining the project and scope of the projects to be
analyzed.
Manager's Duties
- His primary responsibility is to provide
the analyst with a complete and accurate picture of the pre-
sent system.
- Review present documentation with the
analyst.





- Make a thorough review of the existing
system: how it works (documentation) ; how the users per-
ceive it to work; and how it actually works.
- Be concerned with: input and output of
present system; processing required to convert input to
output; quality of present output; problem areas in existing
system; policies under which existing system operates; inter-
facing of present system with other existing systems,
- Develop a complete list of documents and
annotated: reports; forms; data source, volume, purpose,
frequency, accuracy, and time lag of input to output.
- List of controls against errors.
- System flowchart (if necessary). Overall:
an agreement between the system analyst and the manager regard-
ing the operation of the existing system.
After examining the above list of duties it was
concluded that the following items should be added:
Manager
:
- Review and discuss with the analyst the
selection of the performance criteria.
- Select adequate solution from the set of
alternatives
.




- Prepare a rough draft of the proposed system.
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- Prepare the feasibility report.
(11) Documents Generated by the Analysis . The
feasibility report is the main document generated by the
analysis. It contains summarized information of the previous
activities. This document allows the steering committee to
analyze and make its decision regarding future system develop-
ments .
The feasibility report is prepared according
to the documentation standards of the particular organization.
The System Requirements Specifications is
another report prepared by the system project team to specify
requirements that a proposed subsystem must meet.
The Functional Specifications is a general
document that broadly explains the components of the subsys-
tem and what functions they perform.
In addition to the above reports all other
pertinent information created to date are compiled and added
to the portfolio of documentation of the analysis.
(12) MIS Refinement . The feasibility report is
submitted to the steering committee for its review. From the
set of reports that it has received to date, it extracts
information about subsystems that were not considered in the
initial conception, subsystems that will be cancelled, sub-
systems that will be necessary to combine, and the like. This
information will keep the MIS updated with the information





The overall idea in this phase is to provide a detailed
design of the systems that will be implemented, establish-
software and hardware requirements, design the database,
program and document the system.
1 . Preliminary Design
The starting point of the preliminary design is the
documentation generated during the preliminary analysis.
Since the system development process is a matter of refine-
ment, this looping-back to earlier stages of development is
always present during the system life cycle. Evaluate
Alternate Design Approaches, Select Preferred Design Approach
and Write Preliminary Design Specifications, are the primary
points treated in this stage [18].
a. Evaluate Alternate Design Approaches
Using as main input the system requirements and
functional specification document, the system project team
evaluates a set of alternate design approaches to carry
out system requirements. Typical design approaches for a
computer based information system will depend on the proces-
sing mode, the data organization, and the hierarchical
approach. A general overview of these approaches follows:
By Processing Mode
- Batch.




- File Processing Appraoch.
- Data Base Approach.
By Hierarchical Approach
- Centralized Processing Systems.
- Decentralized Processing Systems.
b. Select Preferred Design Approach
After a careful evaluation of the alternatives
is completed, the user and analyst proceeds to select the
design approach that best fits requirements. Once again,
the user has the final decision in this selection, but the
system project team must have discussed with the user the ad-
vantages and disadvantages of the possible alternatives
within the framework of the resources, constraints, and per-
formance criteria. As an example, the design could be based
on file processing approach, a decentralized computer system,
and batch actualization.
c. Write Preliminary Design Specifications
The system project team, so far, has reviewed
existing systems, proposed a new system, evaluated alternate
solutions, evaluated different design alternatives, and selec
ted an approach. The next step is to translate the design
approach to a set of written specifications that describe the
system. These are used to direct the efforts of the system
project team and the users. The main activities that are




- Identify master files, working files, data
volumes, frequency of updating, retention time, data access
methods and response time required from files (database)
.
- Determine the file (database) organization and
layouts
.
- Specify input rates, input layouts and the like.
- Define reporting requirements, volume, frequency
and distribution.
- Determine controls and audit procedures.
- Identify computer programs and manual procedures
required.
- Prepare program specifications.
- Identify hardware and software requirements.
- Revise estimate of operational costs of system.
2 . Detailed Design
The main objective of this phase is to obtain a de-
tailed system design for implementation. This means that the
entire system has to be defined in terms of information flow
database (files), inputs and outputs, procedures, program
specifications, and test specifications. The main product of
this phase is the deatiled system specifications. At this
point computer programs can be written and the selection and
evaluation of hardware and software can take place.
The following paragraphs indicate the main activities
which are undertaken in this phase.
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a. Identify Human Engineering Problem Areas
This activity involves identification of all
areas of the system where human engineering is required to
optimize personnel effectiveness, comfort, and safety. Work
space layout, controls and displays, ambient conditions,
training requirements, and task performance aids are examples
of these areas
.
The human characteristics identified here will
subsequently be incorporated in procurement and design speci-
fications of input/output equipment, communication networks,
work facilities, job aids, training courses and other items
related to the personnel subsystem. Some human factors
considerations are: identification of critical human opera-
tions, specifications of aids to these operations, rules for
man/machine interfaces, initial training guidelines and iden-
tification of organizational problem areas [3]
.
b. Develop Manual Forms
In this activity the design of all the manual forms
that feed information to the subsystems are completed. In
designing these forms care should be exercised to ensure that
their design optimizes the function to be performed. The use
of format design techniques and human engineering factors are
considered. The key points to remember in the- design of
manual forms are: forms must be designed for each use, the
form usage should be self-explanatory, all necessary informa-
tion to fill out the forms must be supplied. This is normally




All the reports of the particular subsystem under
study are developed at this stage. These reports are pro-
duced by the computer. The report design should be oriented
toward use by a human being.
d. Designing the Database
The introduction of the database concept has
changed the traditional system development process. At this
stage, the project team designs the information files con-
tents, organization, and access methods. However, in the
database approach this design has taken effect at the begin-
ning of the system life cycle. For this reason a more
detailed study of the database design will be treated in
Appendix B.
e. Define Systems and Audit Controls
As the project team has the design responsibility
for those systems which it proposes, it also has responsi-
bility for ensuring that the overall system will safeguard
the organization by preventing the loss of operational capa-
bility due to internal system faults and hardware failure.
The database control group is responsible for preventing
deliberate destruction, accidental destruction, or corruption
of data.
Some of the measures taken to protect against
these failures are the following [19]:
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(1) Physical Security . Physical security can be
further subdivided in the following areas:
(a) Natural Hazard Protection. Covers fire,
flood, storm and riot protection.
(b) Limitation of Personnel. Covers all
the measures taken for preventing unauthorized personnel
access to the computer facility. Strict controls are enforced
when operating with sensitive data.
(c) Theft Protection. Measures taken for
protecting data against burglary or lost. The use of TV
cameras for monitoring the computer operations, the use of
burglar alarms, and the like are typical examples of these
measures
.
(d) Hardware Protection. The parity check
is an example of hardware protection. It can be said that
they are check points built in the hardware itself.
(e) Computer Room Procedures. Deals with
the procedures used for handling the operation of the com-
puter room. Examples are the rules used for labeling tapes,
and preventive maintenance of hardware.
(£) Library Control, Procedures used for
controlling all program files, operating systems and utility
software, as well as total system documentation. Only in this
way can it be assumed that in a run the correct version of the
program was used with the correct files.
(2) Systems Controls . This term is used to cover
all those controls which are specific to a particular system.
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Some of these controls will be included within the system
itself, i.e. they can be done automatically by the computer,
while others will be implemented manually by the user. The
following list identifies some of the major system controls.
(a) Control Totals. A given data element
is summarized as a separate clerical process and compared
against the same summarized data element processed by the
computer
.
(b) Supervisory Checks. This concept deals
with the monitoring of subordinates work by any level of
management
.
(c) Limit Checks. The basic principle is
that the data is examined to see if the value is a reasonable
value for that data item.
(d) Check Digits. The basic principle is
that a reference number, like employee number, has a supple-
mentary number added to it. This supplementary number has an
arithmetic relationship to the rest of the number* This re-
lationship can be checked by performing some arithmetic opera-
tions over the complete number.
(e) Verification. This concept deals with
the verification of the input data before it is fed to the
system. This is widely applied in installations that use
keypunch machines or data entry systems.
(f) Sequence Checks. Certain data elements




(g) Sample Checks. It is often useful,
especially in the manual areas of a system, to institute a
check on only a portion of the total data volume. It is
similar to the quality control checks used by manufacturers
in production lines.
(3) Audit Controls . These are a set of controls
designed to meet legal and audit requirement. The basic
requirement in this connection is the provision of a trail,
called the Audit Trail, which enables the calculations per-
formed on a certain item of data to be traced back through
each processing step to the source.
f. Identify Computer Programs
Figure 3.2 shows the functions that the subsystems
accomplishes. At this stage these functions are combined
and/or subdivided into program descriptions.
Modular programming is used to segment the program
into its logical parts or routines so that each routine may be
programmed independently. Modularity allows independent
testing of modules. There is a different set of factors that
need to be considered depending upon whether programs are
developed for batch or on-line processing. These factors as
seen by Hice [3] follow:
The important factors to consider in defining batch
programs are
:
- Similar data base actions.
- Common logic requirements.





- Required software utility intervention.
- Specified program size.
- Intermediate output requirements
.




- Specific routine requirements
.
- Output transaction requirements.
- Required software utility intervention.
- Logical processing pause or interrupt require-
ments .
- Specified program size.
Programs are first defined and then subdivided
into a modular arrangement. This method produces program
segmentation and facilitates load module development.
Also the selection of the computer language that
is used for coding the programs takes place at this stage,
g. Develop Logic, Flowcharts and Tables
The broad information flow has been identified in
the preliminary analysis and preliminary design phases. In
the detail design phase this should be reviewed and broken
down into a greater level of detail. A master flowchart of
the subsystems is then produced, showing all inputs, files,
processing stages, error recycling, and outputs of the sub-
systems. Care must be taken to identify the different time
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factors. For example, frequency of reports, and length of
retention of files and input data.
An important tool to use at this stage is decision
tables. They are invaluable in defining the relationship
between data, programs and users. Decision tables in conjunc-
tion with flowcharting are the major means of developing a
system design. Advantages of decision tables are:
- They constitute a defined and orderly method
of documenting analysis data.
- They are independent of the processing method,
and may be used in any situation where decision must be made
without regard to the availability of computers or other
equipment
.
- They lend themselves to automation because they
use binary logic.
- The tabular approach to procedure definition
aids the analyst in visualizing relationships and alterna-
tives .
- Their rules of charting allow the detection of
omissions and inconsistencies.
- Their simple format allows changes to be made
easily and the effects of such changes to be easily recog-
nized.
- Debugging is reduced because of the approximate




- There are rules to determine the internal con-
sistency of decision tables. This is not true for flowcharts.
- Decision tables can be input to one of the
decision table processors which has been developed, and it
will produce coding in a particular language.
h. Write Program Specifications
The program specifications basically consist of
the following documents [20, 21]:
- Diagrams of the preprinted input/output forms.
- Layouts of input and output records of the
subsystem files with all data fields clearly identified.
- Master and detailed flowchart of the subsystem
and its programs.
- Decision tables.
- Relationship between programs and subsystems.
- Information as to hardware, utility software,
and programming language to be used.
- Processing characteristics.
- Test requirements.
The program specifications allow the project team
to design, code, and test the subsystem programs. A set of
specifications will be written for each program within the
subsystem.
i. Develop Human Procedures
Human procedures are a series of statements that
establish a course of action to be followed consistently
under the stated conditions. The main idea behind this
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concept is to increase work simplification and improve human
effectiveness. All the procedures that will be carried out
by the human being in connection with the subsystem will be
analyzed and broken down into small pieces so that they can
be minutely examined. This approach often causes an immed-
iate visualization of areas that can be improved. Also
associated with this concept are procedures for filling out
input forms, distribution of reports, verification of data
before automatic processing, and operations to be carried
out in case of disaster or emergency. It is pointed out
that the establishment of these procedures implies training
for both the users and data processing personnel [3, 22].
j . Write the Subsystem Hardware and Software Require-
ments
.
This step involves a complete analysis and revi-
sion of all the previous steps. The requirements for hard-
ware and software for a particular subsystem will be summarized
These requirements are subsystem dependent, but basically the
projec: team should establish requirements for [3, 23]:
- System processor (s)
.
- Amount of primary memory.
- Kinds and numbers of auxiliary storage devices
such as printers, card readers, and card punches.
- Other equipment such as a system console, chan-




- Data communication facilities, such as termi-





- Data management systems.
- Software packages.
- Database systems.
This summary should be presented in a way similar
to figures 3.3 and 3.4. They will be very useful for config-
uring the computer system for an MIS.
k. Develop Subsystem Test Plan
In this step the project team and the database
control group write the test specifications „ Basically the
test specifications cover manual procedures testing, subsys-
tem/system testing, acceptance testing, and hardware testing.
Typical considerations at this stage are the following [3]
:
- Identify the special software that will be used
in support of the test which is not part of the system under
test. An example is the use of test data generators.
- Give the location(s) where the test will take
effect, the data(s) , and participating organizations.
- Establish personnel requirements.
- Establish equipment requirements.
- Specify test objectives.
- Specify test extensions.
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2 disc (approx 15 mb)
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3 tape (9-track, 800 bpi)
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Processing Characteristics On-line production for
the creation and update
of files and directories
for file/directory main-
tenance.
Input Sources Manual keyboarding of
full line entries or
changes to line entries
from 50 sources (termi-
nals)
.
Frequency Frequency of activity
is constant from 30 ter-
minals with remaining 20
terminals contributing
at random intervals.




Call-ups of line items
at remote terminal with




and listings is performed
in local batch mode.
Data Base Approximately 180,000
accounts with an average
of 1,500 char/account.
Response Time Terminal response less
than 10 sec.
Figure 3.4 Example of a Subsystem Summary
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with ability to terminate
16 or more communication
lines; performs line or
page buffering, line mul-
tiplexing, and polling,





Depending on the other
demands of the computer
system, a small communica-
tion processor could be
substituted in place of
the controller, but for
most intallations this
would not be required.
Asynchronous line adapters
for 1,200 bps polled
(shared) private line com-
munication circuits asyn-
chronous line adapters for
dial lines operating at 10
to 30 cps . All transmis-
sions use the ASCII char
set and teletype (model







Communication Lines Six-private-line voice
circuits hosting five




Remote Terminals Teletype-like CRTs or
keyboard printers with
full ASCII char. set.
Printers may be pre-






- Establish criteria for acceptance test.
This specification must be detailed for each sub-
system and refined in the testing phase. The main products of
this stage are the establishment of a subsystem test plan in-
cluding test schedules and the creation of the appropriate
test data.
User participation is crucial in establishing the
criteria for acceptance of the test:
(1) Write Detailed System Specifications . Sys-
tem specifications are a set of documents that define the
internal working parts of a new computer-based system. The
major activities of this phase are as follows [24]:
- Work out a basic design for a programming
system to support the user's operations.
- Flowchart the user's staff operations as
they will be carried out under the new system.
- Develop final specifications for computer
hardware and other equipment needed to develop and operate
the new system.
- Finalize contract terms with vendors of
software packages.
- Complete the design of programming subsys-
tems, file and database structures, and program modules, in-
cluding those needed for conversion of the user's current data
files .
- Plan user documentation training.
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- Ensure that internal auditors review the
specifications, negotiate changes, and plan their own pro-
cedures for auditing the user's operations under the new
system.
- Agree on criteria for accepting the sys-
tem as operational, or terminating the development effort.
- Revise the cost benefit study.
- Review plans for the remainder of the
proj ect
.
The final documents that are generated at
this point depend on the standards established by the organi
zation. However, the following list is a typical example:
- Detailed manual procedures.
- Flowcharts, tables and program specifica-
tions .
- Input and output specification.
- Final design of files (database) , data
parameters, and internal tables that will be shared by the
programs within the subsystems.
- Final hardware and software requirements
for a particular subsystem.
- User document specifications.
- Revised cost analysis document.
- Test specifications.
- Acceptance criteria.
- Subsystem implementation plan.
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m. The Manager and the System Analyst during the
Preliminary and Detailed Design
This guideline outlines the duties and responsi-
bilities of Manager and System Analyst during preliminary
and detailed design. It was adopted from reference [17].
Manager's Duties
- Develops an understanding of the systems ana-
list's job, philosophy and attitudes.
- Should exert concurrent review over the output
of the analyst.
- Primary duty is to review proposed system for
adequacy.
Can be performed on a subsystem basis, but entire
system should also be reviewed.
- This type of review should prevent major pro-
blems from occuring in the implementation stages of the sys-
tem.
- Discuss proposed system with his staff with
analyst present.
Systems Analyst's Duties
- Prepares the following documents:
- System flowchart
- Program flowchart
- List of controls
- Procedures manuals





- File design and layout
- Timing estimates
- Conversion to new system
- Run times
- Costs
- Conversion to new system
- Maintenance and up dating
- List of organizational changes
- Job descriptions
- Notify personnel department if union issues
involved.
Overall: An agreement on what the proposed system
should do, costs, involved, and its effect on personnel.
n. Documents Generated at the Preliminary and Detailed
Design.
Although documentation will be treated later in
this discussion as a step of the system development process,
the reader has noticed that whenever applicable a reference
to the basic content of a report, a manual, a procedure, or
the like has been made. The idea emphasized here is that
documentation is a continuous process that moves along with
the system development process. Also, lack of documentation
is one of the major problems in system development. The ideal
situation is that the project team will not move ahead until
all the documents of a step are completed.
68

The idea of presenting this discussion at the
end of each main phase is to stress the importance of docu-
mentation and to identify the most important documents that
should be generated at each stage. Preliminary and detailed
design generate the following documents [25, 26]:
(1) Subsystem Requirements Manual . This is a
description of what the subsystem is to be, what has to be
done, and what is to be achieved.
(2) Present Subsystem Manual . This is an over-
all examination of the documentation generated to be sure
that, in fact, agreement and full comprehension have been
achieved as far as the existing subsystem is concerned.
(3) Proposed Subsystem Manual . Same as above
but concerned with the proposed subsystem.
(4) Program Specifications . A detailed descrip
tion of all programs. This document covers programs descrip
tion, file or database description, processing logic and
flowchart.
(5) Test Specifications . It is a description
of the objectives of the test, expected results, and overall
test plan.
(6) Detail Design Specifications . It specifies
precisely how the subsystem will do what the functional
specifications said it should do and how it will satisfy the




3. Configuring and Selecting the Computer Equipment
This section covers hardware/software configuration
and selection process. Before going further in this study a
background will be given in order to show what has been
happening with the MIS development since the initiation of
the study.
When the organization decided to move to computerized „
systems, a steering committee and a system development team
were appointed.
The steering committee conducted a study of the organ-
ization and determined the major functions that were performed
within the organization; such functions were the basis for
identifying the potential systems that could be automated.
Furthermore, each one of these systems was broken down in
other small pieces which made up the potential subsystems
within each system. The general structure of the MIS took
form at that moment.
The next consideration of the steering committee was
to establish a set of priorities for each system and subsys-
tem.
The system development team came in and conducted a re-
fined study of the potential systems and subsystems. The
end product of this activity was the elaboration of the feasi-
bility report and functional specifications. With the approval
of the steering committee, the system development process con-
tinued and reached the point where the detailed design speci-
fications were established* As part of this study, a document
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called the Subsystem Hardware/Software Requirements was
issued.
Although the term subsystem has been used throughout
this discussion to mean a particular module of the entire
MIS, it does not mean that the study of several other modules
has not been undertaken in parallel. At some points the
steering committee/system development team will consolidate
all the information generated by the subsystems. This approach
will be used several times throughout the System Development
Process as a means of controlling system integration.
Selection and evaluation of the computer system is
a point where the information generated by the subsystems
must be consolidated.,
The hardware/software evaluation team (see Appendix
A) , conducts this study. A thorough revision of the neces-
sary documentation generated to date is carried out. Neces-
sary changes are made as they are observed.
The evaluation team proceeds to summarize the hard-
ware/software requirements of each subsystem. Possibly, the
best way of doing this is by using matrices, where each row
represents a particular subsystem and the columns represent
specific requirements. At least two matrices are necessary,
one for the hardware, and the other for the software require-
ments. Figures 3.5 (a) and 3.5 (b) show this idea. The
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The next step is to study the matrices that have been
created, delete the redundant requirements, and decide on
the most reasonable alternatives. For example, several sub-
systems can specify the use of a printer for their outputs
but it does not necessarily mean that several printers are
needed to satisfy the requirements. One or two printers,
perhaps, can satisfy the needs of the installation. Situa-
tions like this are analyzed by the evaluation team.
When the analysis is completed, hardware and software
totals can be written. These totals are a good approximation
to the hardware/software requirements. However, these require-
ments can be refined a little more. The following factors
show why this is necessary:
- Mot all design phase subsystems will finish simul-
taneously; therefore, many hardware/software requirements will
not be ready at the consolidation stage.
- MIS is a dynamic system; therefore, hardware/soft-
ware requirements will change through the life of the MIS,
influenced by the growth of current applications and/or the
addition of new ones.
- Establishment of requirements do not obey any mathe-
matical formulation; they are a product of human estimation
and, therefore, prone to errors.
The refinement will consist of extrapolating future
hardware/software needs for a reasonable period of time. How
much is reasonable is difficult to determine but the
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organization cannot afford to have the system underpowered
at the beginning of the production phase.
The evaluation team can proceed now to set up the
computer system configuration that will support the MIS im-
plementation.
Having established these requirements, the next step
is to prepare the Request for Proposal (RFP)
.
The RFP contains the following sections [27]
:
a. Management Information System Requirements
This section should contain the MIS requirements.
This is a summarized information compiled from the subsystem
requirements as defined during the Preliminary and Detailed
Design phases.
b. Evaluation Criteria
In this section the criteria by which the pro-
posals are to be evaluated should be explained to the vendors
.
This includes both the factors to be evaluated and their
relative values. Generally speaking the factors that will
be considered for evaluation may be grouped in Mandatory
Requirements and Desired Features. Under Mandatory Require-
ments are listed all those items that are indispensable to
meet the organization's objectives. Desired Features are
helpful but not essential.
c. System Support
The kind and extent of vendor support necessary
for attainment of all system objectives should be stated, and
may extend beyond maintenance and training needs. Programming
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assistance, special subroutines, documentation support, and
other special requirements for which the user has a genuine
need, may be herein defined.
d. Benchmark Data
The benchmark programs to be used should be
supplied along with sample data.
e. Bidder's Conference Datas
The bidder's conference is a formal presentation
to the vendor, by the user, of his system requirements. The
date for the conference and a general explanation of its
purpose should be included in the RFP.
f. Proposal Due Dates
The proposal due dates should be explained along
with a clear description of what will happen to late propos-
als .
g. Vendor's Demonstrations and Presentations
Some time after the submission of the proposals,
the vendors should be afforded the opportunity to explain
their proposals. Having run benchmarks, the vendors should
be required to provide demonstrations,
h. Contracting Conditions
The vendor should be informed that any promise
he makes will be written into the contract and that the con-
tract will have to be signed by a corporate official,
i. General Comments
This section should contain any instructions on
the format of the proposal, such an arrangement of information
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within the proposal, number of copies to be submitted, and
the like.
The approach of this discussion is oriented toward
the evaluation of a new computer system. However, other
logical means could be used to satisfy the MIS requirements
[28]:
- Use of a service bureau.
- Renting computer time.
- Purchasing a surplus computer.
- Use of time sharing services.
- Use of shared computer facilities.
A financial analysis of the above alternatives, con-
sidering their advantages and disadvantages, can be performed
in parallel with the study for purchasing a new computer.
In parallel with the submission of the RFP to the
vendors , the evaluation team must prepare the evaluation
plan. This plan explains in detail, the steps and the consid-
erations that are followed for evaluating and selecting the




The proposals submitted by the vendors are exam-
ined thoroughly. The key points to look for in the proposal
are completeness of the information requested, accuracy and
validity of the information, ambiguities, ommissions or
deviations from requirements, and proposals that do not meet
the mandatory requirements. Vendors that do not satisfy
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mandatory requirements are disqualified. Vendors which did
not submit complete information are asked to supply it in a
reasonable period of time. After that, the field of compet-
ing vendors should be narrowed to those who have been respon-
sive to the requirements of the request for the proposal (RFP)
b. Hardware Specifications Evaluation
The evaluation team proceeds to study all the
hardware specifications supplied by the manufacturers in the
technical manuals. The purpose of this study is to determine
if the offered systems meet the RFP specification. The fol-
lowing checkpoints may be considered when evaluating hardware:
- CPU (exeuction time, registers, addressing mode
instruction set, memory capacity, multiprocessing, number of
channels which can be attached, etc.)
- Channels (channels command, throughput, buffer-
ing, etc.)
- Mass Memory (capacity, buffering, access time,
transfer rate, expansion modules, overlap, etc.)
- Magnetic Tapes (number of tracks, density,
transfer rate, rewind speed, read backwards, etc.)
- Printers (character set, throughput, characters
per line, etc.)
- Terminals (buffered/unbuffered, synchronous/
asychronous , dumb/intelligent, programmable, human engineers





- Communications Units (polling, transmission
codes, transmission rate, control units, buffers, etc.)
- Simplicity of Operations.
- Expansion Capability.
- Reliability (can be given by the manufacturers,
or can be obtained from system's users outside the organiza-
tion)
.
- Back-up Equipments available in the localities
close to the installation.
- Physical facilities required (space, air condi-





- Technical Documentation Support,
e. Software Specifications Evaluation
This is a similar study as above but concerning
the software. Basic checkpoints are the following:
- Operating Systems Features (schedule, memory
management, I/O control, partitioning, multiprogramming,
multiprocessing, interrupts, system generation, memory required
etc. )
.
- Languages Support (Cobol, Algol, Fortran,
Assemblers, Report Generator, Simulation Languages, etc.).
- Utilities (sort, editing, debugging tools,




- Satistical Packages (BMD, SPSS, etc.).
- Mathematical Packages.
- Database Management System (ADABAS , TOTAL,
IMS, DMS, etc.)
.
- Compatibility (with other equipments and
software)
.
- Telecommunications suitability (device handling,




- Ease of Learning.
- Delivery Schedules.
d. Vendor Evaluation
A detailed evaluation of the manufacturers is
conducted. Emphasis will be placed on the following points:
- Personnel Support (numbers and qualifications)
[19].
- Vendor Support (maintenance, training, back-up
facilities, technical assistance, etc.).




The technique(s) or method(s) that will be used
for evaluating the computer system will be established in




- Simple and Sophisticated Mathematical Formula-
tion.
- Hand Timing.
- Use of Benchmarks.
- Use of Simulation.
- Weights and Scoring.
- Minimum cost for fixed performance.
- Maximum performance for fixed cost.
- Cost Value.
- Present Value.
The first four techniques are used for validation
of system timing. Through these techniques the evaluation
team will ensure that the timing requirements of the MIS will
be satisfy by the proposed configuration.
A brief explanation of some of these methods is
presented.
(1) Use of Benchmarks . This technique involves
the running of several applications which are representative
of future computer workload on the vendor's equipment. The
ideal situation would be to run actual applications but some-
times this is difficult to accomplish because they are being
designed.
When actual applications are not available,
the evaluation team uses models that simulate typical appli-
cations. Also, benchmarking programs can be found in the
market, or can be adapted from other organizations.
The test consists of recording the computer
run times of the application and uses the comparative times
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of the application and uses the comparative times and result-
ant costs as a determinant in selecting a vendor.
It is not advisable to use only benchmarks
for selecting a vendor because so many other factors have
equal importance. This technique can be combined for example
with the costvalue technique when making the final evaluation
[28].
(2) Use of Simulation Methods . Through this
technique the computer hardware, software, and applications
programs are represented by a program model in order to dev-
elop performance and cost estimates for the computer workload
on a variety of computer configuration [28]
.
This technique is costly and time consuming.
Some simulators packages, available from manufacturers, are
SCERT (Systems and Computer evaluation and review technique)
,
GPSS (General Purpose System Simulator) , CASE (Computer Aided
System Evaluation) , and CSS (Computer Systems Simulator)
.
(3) Weights and Scoring Method . In the weights
and scores approach [28] the characteristics of a computer










Each of these major clasisfications are further
subdivided until the degree of fineness desired is obtained.
Now, the resulting set of characteristics describes the compu-
ter system. Each of these characteristics will be assigned a
factor (weight) according to the importance that they represent
to the information systems.
Also each major subdivision will have a weight
factor assigned. For example hardware will have a weight as-
signed. It can be subdivided into CPU, Mass Memory, Printers,
etc., each one of these subdivision will have their own weight
factor. The CPU can be further divided into execution time,
registers, number of channels allowed, etc., with a weight
factor assigned to each one.
Each proposal is scored according to the
degree in which they possess these characteristics. Now,
the score is multiplied by the weight assigned to each char-
acteristic.
The total of the scores of the characteris-
tics of a subdivision are then multiplied by the weight
assigned to that subdivision,, The total of the scores of all
subdivisions is then multiplied by weight for the major class-
ification or division such as hardware. The resulting figure
gives the total score for hardware. This procedure is re-
peated for all major classifications. The resulting score
yields a measure of total performance score of the system.
Now, the cost of each system is considered,
and it is divided into the total performance score. The
83

resulting figure is the Total Performance/Cost. This figure
is calculated for each vendor and compared. The candidate
with the highest figure is selected.
(4) Cost-Value Technique . In this technique,
cost is the main criterion for determining the winner. The
cost-value technique recognizes the necessity of evaluating
the desirable features offered by the various computer sys-
tems proposed.
Simply stated, the cost-value technique
amounts to taking the total cost of a system proposed and
then deducting the cost values of all the desired extras
included in that proposal. The difference represents the
derived cost of satisfying the mandatory requirements stated
in the specifications package. The system having the
lowest derived cost for satisfying the mandatory requirements
becomes the system selected [27].
f. Evaluation Schedule
This section of the evaluation plan will contem-
plate date, locations, and personnel that will participate
in the evaluation process.
Whenever appropriate in this thesis some guide-
lines have been given showing the responsibilities of the
users and the development team during the system development
process. However, this time the presentation will be slightly
different because several groups can be involved in this
phase. The concepts were derived from reference [29].
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(1) User Group Responsibilities
. The user group
is represented by the steering committee.
- Coordination of the activities that will
be performed by the data processing, financial, and legal
units
.
- Negotiation with vendors.
- Development of feasibility study and cost/
benefit analysis.
- Development of the acquisition study file.
- Selection of required configuration.
(2) Evaluation Team Responsibilities .
- Assist user group in negotiations with
vendors regarding technical aspects.
- Evaluation and final approval of the hard-
ware, software or service offered.
- Assist user group in preparing vendor's
financial options to review by financial unit.
- Assist user group in planning the hardware/
software implementation.
- Maintenance of a tickler file by date of
expiration for lease and maintenance agreements.
- Prepare report of results of the evalua-
tion and submit it to the steering committee.
(3) Finance Group Responsibilities .
- Analysis of the vendor's financial options.
- Arranging for and analysis of competitive
bide for leasing funds, if leasing is the selected alternative
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- Determine tax benefits to be derived by
the acquisition and which party can exercise these benefits.
(4) Legal Counsel Responsibilites
.
- Review of all agreements before commit-
ment by the steering committee.
- Recommendations of supplemental clauses
to be amended to vendor's contract that will adequately pro-
tect the organization's interest.
- Participation in negotiations between
vendors and steering committee on matters relating to con-
tract law and special clauses to protect the organization's
interest
.
The final consideration in this stage is
concerned with the documentation that is generated in order
to support and document the evaluation process.
(5) Documents Generated During the Computer Sys-
tem Selection and Evaluation Study .
(a) MIS Hardware/Software Requirements.
This document is prepared by the evaluation team and will
consist basically of two two-entry matrices (one for hardware,
the other for software) where rows indicate systems and sub-
systems that will run on the computer and columns indicate
hardware or software requirements.
(b) Hardware Diagram. A schematic showing
the different hardware components of the proposed configura-




(c) Software Diagram. As above but involv-
ing the software and the functions that will be performed.
(d) Evaluation Plan. Explained in the
discussion.
(e) Request for Proposal (RFP) . Explained
in the discussion.
(f) Report of the Evaluation Result. This
report will explain in detail the results obtained during
the evaluation. Vendor proposal results will be presented
ranked by some order, as for example descending order start-
ing with the best result and ending with the worst one.
(g) Physical Requirements Document. Once
the desired computer system has been selected the physical
requirements for its installation will be established. It
will cover space, floor, ceiling, air conditioning, power,
costs, and other similar requirements.
4. System Programming
Programming is an activity that follows the detailed
design phase. The input document to this activity is the pro
gram specifications developed in the detailed design phase.
The purpose of programming is to translate the pro-
gram specifications into executable computer programs which
may be tested.
In many system developmental efforts, the development
of the manual procedures of the subsystem is overlooked and
ignored in the shadow of the programming effort. This is a
serious oversight because computer programs are only as
effective as the manual processes which they support.
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This stage covers the process of verifying the program
specifications produced in the Detailed Design phase, pro-
ducing detailed diagrams, coding the programs, documenting
the programs, compiling and desk checking the programs, and
finally debugging the programs to the point where they may
be turned over to personnel responsible for system testing.
The system project team is responsible for this ac-
tivity. Special care is called for in the case of multipro-
gramming and multiprocessing due to the increased complexity
of the programming effort [3]
.
a. Problem Analysis
Problem analysis began in the Preliminary and
Detailed Design
.
phase . However, it has been said that the
system development process is a matter of refinement; there-
fore, a careful review of the program specifications, before
proceeding to the design phase, is a worthwhile effort.
What is expected at this time, is a good defini-
tion and understanding of the problem by the project team.
This situation is covered by obtaining answers to the fol-
lowing questions [29] .
- What must the program do?
- What are the inputs for which the programs
must do its job?
- What outputs are required?
- What is the acceptable running time of the pro-
gram?




- What other programs or operating systems must
this program operate with?
- How does the program relate to the total envir
onment
- Which are the time and budget constraints?
- What standards or conventions are to be followed?
- Which hardware/software configuration will be
used?
These and others similar pertinent questions cover
the major decision points and allow the project team to start
design. For each of these questions it is helpful to ask not
only what is allowed but also what is not allowed.
Sometimes the user does not have a specific answer
to a question, in this case the project team is free to design
that element in any way, but further discussion, with the user,
concerning the approach taken is necessary in order to make
certain that it is acceptable.
All questionable areas found during the revision
of program specifications are clarified with the user before
proceeding with this phase.
The final product of this stage is the establish-
ment of the program objectives,
b . Program Design
Once the problem is thoroughly defined, program
design can begin. The project team reviews, one more time,
the program specifications. Specifically, the program design
approach which was previously established in this document.
The steps to be reviewed are the following:
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- Identify major functions that the subsystem
must accomplish.
- Identify subfunctions that will be performed
for each major function. Divide subfunctions in small mod-
ules as necessary, according to the degree of fineness
required.
- Identify function, subfunction, and modules
relationship.
- Review the block diagram that indicates functions,
subfunctions, and modules relationships. Generally speaking,




- Review tables and decision tables.
- Review completeness of the documentation of
previous steps.
- Review of the final product - the program speci-
fications .
All the necessary corrections are performed before
continuing to the next steps: coding, debugging, and documen-
tation.
c. Program Coding
Program coding should be structured and performed
according to pre-established standards. Readable and efficient
coding is learned only through continuous practice writing
programs in a disciplined way. For this reason guidelines
that may help in writing programs will be offered in this
section. These guidelines are the following:
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- The design must be completed before any code is
developed.
- Project team (or individual programmer) should
read carefully the program specifications, become familiar
with them and discuss extensively and in detail any point
that has not been made clear.
- Project team (or individual programmer) should
be familiar with the chosen programming language, operating
system, utilities, and hardware configuration where the pro-
gram will run. This point is difficult to accomplish when
the organization is planning for its first computer.
- Project team (or individual programmer) should
choose a coding technique prescribed by the installation.
Top-down coding and bottom-up coding are the most used tech-
niques .
In top-down, coding is generated starting with
the main program and then going down step-by-step to the
lower levels of the program. These lower levels may be sub-
routines, nested subroutines, functions, and priruitives.
In bottom-up, coding is generated starting at the
lower levels, progressing up to the higher levels, and fin-
ally to the main program. Top-down coding is the preferred
method.
- Programs should be written with simplicity in




- Machine independent programs should be written
whenever possible in order to assure portability; however,
efficiency may be reduced.
- Weinberg [30] suggests that it is a good prac-
tice to encourage each programmer to present his program
design and coding, to all members in the same project team,
for their review and criticism.
- Programs should not be data dependent. Gener-
ality allows easy modifications and leads to fewer errors.
- Programs should be fully documented, internally
as well as externally. See the section on Program Documen-
tation for more details.
- The use of structured programming and indenta-
tion makes program listings more readable. In a time-sharing
environment indentation techniques can be automated.
- Programs should be desk-checked before submis-
sion to the computer.
- The inclusion of controls at strategic places
in a program should be the practice. Control totals, check-
digits, data boundaries control, detection of invalid data,
such as using alphabetical where numerical should be used,
and the like are examples of controls that may be included
in the coding.




"Debugging is an art: the art of finding the nature and




Debugging is sometimes confused with testing whose
objective is to show the presence of errors in a computer
program.
Like coding, debugging is also a matter of exper-
ience and continuous practice. Experienced programmers can
fix "bugs" in a program more easily than novice programmers.
The term bugs, just introduced, is a synonym for errors.
The purpose of this section is to present some
of the methods and philosophies used in debugging programs.
Sources of error, debugging tools
,
and planning of debugging
runs are some of the most important topics covered below.
(1) Sources of Error . A large percent of errors
that appear in a program are introduced by the person res-
ponsible for its coding. All programmers, ranging from exper-
ienced to the novice, can introduce errors in a program.
It can be said, that bugs have been passing
from generation to generation of programmers. Errors com-
mitted by programmers of the 1950's are still committed by
programmers of the 1970's. It is a good practice in organiza-
tions to keep a record with historical information about this
matter. Identification of the errors, what caused them, and
how they were fixed, is an invaluable reference in a data
processing organization.
The following is a list of come of the com-
mon sources of errors that appear in computer programs [31, 32]
(a) Keypunching and Clerical Errors. In
this category fall all those errors originated during the
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transcription of source documents (as coding sheets) into
cards, tapes, or other recording media. Confusion between
letter Z and number 2 is an example of this category.
(b) Uninitialized Variables. Variables
that are used before being initialized. Some compilers have
features that set up all the uninitiliazed variables to a
predetermined value at compilation time. Normally, they are
initialized to zero.
(c) Sharing Variables Among Many Modules.
Two or more modules trying to use the same variable or memory
location for their temporary storage.
(d) Control and Logic Errors. These errors
are difficult to find and also difficult to explain. Branch-
ing to the wrong labels and calling the wrong modules are
examples of this category. Generally speaking, in this
category fall all those design failures which the programmers,
consciously, wish not to happen.
(e) Array Subscripting Out of Bounds. It
happens when during computations the program begins to
address before the start or past the end of the assigned
array memory area.
(f) Improper Arithmetic Operations. During
computation division by zero or negative squared root are not
allowed,, These are eamples of improper arithmetic operations.
(g) Syntax Errors. This error happens when
the program statements do not conform the syntax rules estab-
lished for the programming language.
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(h) Data Errors. Normally, these errors
happen when provisions are not taken to anticipate the
ranges of data. A mathematical operation performed on an
alphabetic piece of data is a typical example.
(i) Missing Program Cards, Out of Sequence
Program Cards, Additional Program Cards. Errors due to
these causes can happen when careful handling of card decks
are not observed.
(j) Using the Wrong Versions of the Program.
The use of out-of-date versions of a program may be a source
of errors.
(2) Debugging Aids .
"Debugging aids are stethoscopes necessary to isolate the
cause and location of an error." [32]
Debugging tools, debugging aids, and debug-
ging techniques are synonums . They can be described as a
set of tools used by the programmer in order to facilitate
the debugging process, i.e., the process of finding and
locating errors. The most typical debugging aids are: dumps,
traces and dynamic debuggin techniques (DDT) . An explanation
of them follows [31, 32]:
(a) Memory Dumps. In this technique the
contents of core memory can be printed at any time during
the execution. Normally, the output is given in a hard-copy
device like a printer, but outputs to tapes, or disk are also
possible and printed later.
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The information obtained concerns the
status of a program at a given time. This information is
printed in machine code and requires the programmer to under-
stand machine language and to be able to relate the machine
language to his high-level language program.
(b) Traces. This is another technique very
useful in debugging. Traces can be implemented by the pro-
grammer in the structure of his program or can be a part of
the software package supplied to the installation. This
technique causes some portions of the memory to be printed
at times, or under conditions specified by the programmer.
A trace can be used to see if the program is executing in the
sequence in which it was written, and to see if the variables
have the desired values stored in them.
(c) Dynamic Debugging Tools (DDT). This is
a more powerful tool than memory dumps and traces. There
are different kinds of DDT packages that can be implemented.
They are the following [31]
:
- Stand-alone DDT is one of the simplest
and is often used to debug programs on small machines.
The main characteristic of this package
is that it handles its own terminal communication with the
programmer. The I/O communication is handled without the
intervention of the operating system.
Stand-alone DDT does not allow the exe-
cution of other processes while it is in use. Also, it does
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not allow the programmer to examine or modify a program while
it is running.
- Time-sharing DDT differs from stand-
alone in that the terminal communication is handled by the
operating system. This means that the operating system can
perform other functions while it is waiting for the program-
mer to provide terminal input to the time-sharing DDT. How-
ever, the program that has been debugged cannot run concur-
rently with the DDT.
- Real-time DDT is the most complex form,
It allows other programs to execute while it is waiting for
input from the programmer's terminal. The program being
debugged and DDT can run concurrently; therefore, modification
or examination of the program is possible while it is execu-
ting.
(3) Planning a Debugging Run . The idea of plan-
ning a debugging run is concerned with finding and fixing
the bugs with a minimum expenditure of programmer and machine
time.
A typical debugging plan may cover the fol-
lowing steps:
(a) Desk Checking. Desk checking begins
with desk (card deck) checking. A careful examination of the
card deck will minimize the possibility of missing, out of
sequence, or extra cards.
Programmers who prefer to punch their
programs should have them verified by a keypunch verifier.
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The next step is to produce a listing of
the source deck. The listing is compared against the coding
sheets and to the flowcharts instruction by instruction. At
this step the programmer will try to find differences between
the logic of the code and the flowcharts. If modular and/or
structured programming were used their value would be apparent
at this stage.
Whenever possible, the programmer should
submit his code and flowcharts to somebody else on the project
team for review and criticism.
(b) Test Data Cases. The next step is to
prepare a set of data that can flow through every path of
the program at least one time. Since a program may be sensi-
tive to certain data values as well as data ranges test cases
should be established for a variety of values [29]
.
The test data cases are prepared con-
sidering valid input data values to the program and also data
outside the range of permissible values to test the error
detection capability of the program.
Test data cases can be obtained from
the users, asking other members of the project team to pre-
pare them, or through the use of test data generators.
(c) Controlling the Debugging. The debug-
ging process should be conducted in a controlled fashion,
rather than in an indiscriminate manner. The following steps
should be followed for successful debugging:
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- Programs should be run for the first
time with a minimum amount of data. The purpose of this pro-
cedure is to clean the programs of syntax errors, keypunch
errors, and the like.
- Once a program has been cleaned, it
can be executed with the test data cases to see how the pro-
gram behaves. Special attention is placed on verifying the
relationship between a set of inputs and their respective
outputs o
- All the program listings produced
during debugging are carefully marked and filed for reference
The idea is to have historical information of all the steps
taken to correct the bugs.
- The last consideration is that the
programmer should be familiar with the computer system and
software packages
,
specially those parts of the software
useful in debugging, and with computer room procedures.
e. Program Documentation
The process of documenting the program starts
during the preliminary and detailed design. Some of these
documents have been explained throughout this discussion.
These documents cover functional block diagrams, flowcharts,
tables, decision tables, files and database organization,
input/output forms, manual and computer procedures, and all
other aspects of the program.
The documents referenced above can be considered
as the external documentation of the program. Programs can
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be also documented internally. This technique is called
intraprogram documentation.
All the programming languages, including assemb-
lers, allow the insertion of comments within the program.
Intraprogram documentation, basically, should cover the
following:
- Program identification, either by name or
encoded form.
- Version of the program.
- Creation date.
- Originator's name.
- Brief description of the purpose of the pro-
gram.
- For each subprogram, subroutine, or function,
a brief description of its purpose.
- A listing of all the mnemonics that identify
variables with their full names and a description of their
use.
- Two or three statements describing important
processes or calculations.
The insertion of comments in a program do not
reduce its efficiency because they are not considered at
execution time.
The use of indentations when writing programs
produces neat and readable documents.
There are other documents derived from a program,
user's manual and operator's manual, but they are discussed





"Documentation management is a demanding task. To make
use of a well known analogy, final system documentation
is much like the weather: Everyone talks about it but
no one does anything about it." [33]
By this discussion, a section dealing with the docu-
ments that must be generated at each step has been inserted.
If the documentation is generated at each stage during the
development of the system, there is no need for a final sys-
tem documentation phase.
The major portion of a MIS development is the publi-
cation of documents. From the beginning the project team
issues a stream of forms, reports, memos, flowcharts, and
diagrams. Each of these must be prepared, reviewed, revised,
circulated, revised again, and maintained. Later on computer
programs will appear in the project and they create a need
for still more documents.
All of these plans, specifications, memos, and file
descriptions document a project. They establish the reasons
for starting the project, record decision points made during
development, reflect changes in plans, and after months, and
often years of work, only a few describe the complete compu-
ter system [34]
.
Documentation is the only mean through which the com-
munication between a computer based-system and personnel who
operate, maintain, manage, or audit it, can be established.




- Purpose of the system or program.
- Procedure for running it.
- Format and flow of data through the computer system.
- Controls included to ensure the validity and inte-
grity of the data being processed as well as the results.
- Logic of the operations that the computer and humans
perform.
- Inherent limitations and assumptions.
a. Problems Resulting from Inadequate Documentation
Some of the specific problems caused by inadequate
documentation are summarized below [35].
(1) Programs Must be Rewritten . When it is
necessary to modify or to change a program, the absence of
documentation will make going through the listing program,
understanding it, and figuring out the possible changes,
almost impossible. Even for the original programmer it is
hard to understand his program after a few months. The result
is that modifications that could be easy to implement will
cause a program to be rewritten for lack of documentation.
(2) Systems Must Be Redesigned . The considera-
tion is the same as above, but now several programs may need
modification. If documentation does not exist the whole sys-
tem must be redesigned.
(3) Excessive Time to Make Modifications . The
amount of time required to go through the program listings
can be long or even unsuccessful, after wasting considerable
amounts of time due to the lack of documentation.
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(4) Difficult Auditing Process . Lack of documen-
tation makes it difficult for auditors to identify internal
controls provided in a system; therefore, system audits may
not be accomplishedo
b. Causes of Inadequate Documentation
In the system development process there are many
factors that may cause inadequate documentation. When ade-
quate controls are not exercised, designers and programmers
will devote their efforts to have a working system as soon
as possible. After the working system is obtained they start
worrying about documenting the project; but the "paperwork"
involved in this activity is so overwhelming that they will
never finish the documentation of the system. If documenta-
tion is completed the system will probably be poorly docu-
mented because the designer or programmer lacked time and
must recall many things from memory.
The other reason for inadequate documentation
concerns enforcement. If standards are established, manage-
ment must establish some control points during the develop-
ment activity in order to ensure that the necessary documents
are generated in the appropriate stages. Management must
not allow the project to proceed to other phases of develop-
ment if the appropriate documents were not completed in the
preceeding phase [35].
Some approaches to the solution of the documen-
tation problem are the following:
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- Establishment of documentation standards.
- Management review and enforcement.
- Establishment of technical writing staff who
will produce well-written documentation from the manuscripts
of programmers and system designers.
- The use of design and documentation techniques
like HIPO (Hierarchy plus Input-Process -Ouput) , developed
by IBM. A detailed description of this technique can be
found in reference [36]
.
c. Documents Required in the System Development
Process
This section will present a summary of the most
important documents that will integrate the documentation
portfolio of a MIS; each one of the referenced documents is
necessary for each subsystem that comprises the MIS; these
documents as quoted in reference [25] are the following:
(1) Analysis and Feasibility Study Report . This
is a proposal to management requesting approval of a new
system and the budget for it.
(2) System Requirements Specification . This
specification is prepared by the system designer to specify
business requirements that a proposed system must meet.
(3) Functional Specifications . This is a gen-
eral interim document that broadly describes what the system
will consist of and what functions it will perform.
(4) Detail Design Specifications . This is dev-
eloped from the functional specifications. It specifies
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precisely how the system will do what the functional specifica-
tion said it would do and how it will satisfy the requirements
stated in the system requirements specification.
(5) Program Specifications . These are prepared
for each program or processing entity that is a component of
an application system.
(6) File or Database Specifications . These are
prepared for each file (or database) that is a component of
an application system. They specify the fields (or data
elements) and records that make up the files.
(7) Test Specifications . These specifications
document the requirements and results of program, subsystem,
system, acceptance and parallel testing.
(8) System Maintenance Manual . This manual





Computer Processing Specifications . Th i
s
specifies all the job processing information required by com-
puter operations for the routine processing of every system
job.
(10) General Information Manual . This provides
a system summary for executives and top system-user management
(11) System User's Manual . This manual is used
to train user personnel and as a reference source for solving
simple operational problems. It is primarily intended for




(12) System Procedures Manual . This manual pro-
vides step-by-step instructions for all activities, jobs, and
tasks associated with the system.
(13) Terminal Operators Manual . This provides
instruction for the support of dedicated use of on-line ter-
minals.
If all the documents reference above, and other miscel-
laneous documents, are generated in the appropriate phase of
the system development process according to the standards of
content and quality established by the organization, the
final product will be a well-documented system.
C. MIS IMPLEMENTATION
In this stage all the necessary activities for making
the developed system operational and shifting control to the
user are carried out.
Testing, implementation, operation, maintenance and
follow-up and system cessation are the main topics discussed
in this stage.
1. Testing
Testing of computer programs is a frequently ignored
area. There is little appreciation for the scope of the
problem, to the point that not even among the data proces-
sing people is the concept of "testing" universal [31].
The objective of this discussion is to present an
overview of the current techniques and strategies that can
be applied to testing.
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The key question in testing is the following: Given
a computer program, how can the programmer determine whether
or not it will do exactly what it is supposed to do?
This section attempts to answer this question. Basic
definitions, scope of the testing problem and testing methods
are the main points treated in this discussion.
a. Definition and Concepts
Going back to the preliminary steps of the sys-
tem development process, the reader will recall how the MIS
was structured. Figure 3.6, shows a block diagram of the
structure of the MIS parts by levels. Each one of these
levels indicates .where testing needs to be performed. Level
(zero), at the bottom of the figure, shows the lowest and
simplest unit of testing in an MIS, the module. As the
testing team progresses up in that diagram the units of
testing are relatively more complex, and therefore, more
complex to test. The following are a set of basic definitions
and concepts that form part of the testing terminology used
throughout this discussion. These concepts were quoted from
references [31, 32, 37].
(1) Module . A module is a collection of instruc-
tions sufficient to accomplish some logical function. It is
sometimes defined in terms of physical constraints, such as
the idea that a module should not consist of more than fifty
statements. There is also an almost general assumption that
a module is not normally useful unless it is combined with























































(2) Program . A program is a collection of in-
structions which, when combined with appropriate data and
control information is sufficient to accomplish some well
defined function. A current tendency exists in the data
processing field to form programs from a different number of
modules that when put together can perform a meaningful
function that is the combination of the isolated functions
accomplished by each module.
(3) Subsystem . A subsystem is a collection of
programs organized in order to accomplish a larger and more
complex function that would normally be done with a simple
program (i.e., payroll).
(4) System . A system is considered to be a
collection of programs and/or subsystems sufficient to accom-
plish a significant coherent application or major function
(i.e., personnel system). This word is often used to des-
cribe any collection of programs provided by the vendor with
the computer hardware (i.e., the operating system).
(5) Bug (or Error) . A bug, in the programmer's
jargon, is a software error which can be repeatable and con-
sistent or transient. This term is normally used when refer-
ring to logic errors, instead of syntactically incorrect
statements
.
(6) Testing . Testing is the process of execut-
ing a program with the intention of demonstrating conformance
to sDecif ications . It is pointed out that during testing the
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main idea is to stress the program so that if errors are
present, it will fail.
(7) Proof . A proof is an attempt to find errors
in a program without regard to the program's environment.
Assertions are established about the program's behavior and
then mathematical theorems about program correctness are
derived and proved. A proof does not involve program execu-
tion in the computer.
(8) Verification . A verification is an attempt
to find errors by executing a program in a test or simulated
environment
.
(9) Validation . A validation is an attempt to
find errors by executing a program in a given real environ-
ment. Verification and validation are often used inter-
changeably, but they are not the same.
(10) xModule Testing . Module testing involves
testing an isolated module in order to establish its correct-
ness .
(11) Program Testing . It is the process of trying
to discover errors that appear when all the component modules
of a program are put together and executed. The great major-
ity of errors discovered in this phase are caused by poorly
defined interfaces between modules.
Depending upon whether the testing is carried
out in a simulated or a real environment, it will be a verifi-
cation or a validation, respectively.
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(12) Subsystem Testing . Testing of several pro-
grams which constitute a subsystem.
(13) System Testing . Testing of several sub-
systems .
(14) Integration Testing . It is the verification
of the interfaces among system parts (modules, programs, and
subsystems)
.
It can also be referred to as the process of
verifying the interfaces between systems that form an MIS.
(15) Retesting . It is referred to as redundancy
testing and regression testing. After an error is discovered
and corrected, in any phase described, the retesting is con-
ducted again in order to ensure that the errors were removed
and no other errors appear because of the correction just
made. Note that this process can be applied as many times
as necessary,
(16) Acceptance Testing . It is the testing of the
system or program to user requirements. Normally, the user
establishes the criteria for accepting the product.
b. The Scope of the Testing Problem
The introduction stated that testing is one of
the less developed fields in data processing and that people
in the computer field do not have a universally accepted
definition of testing. Most programmers, many programming
managers and almost all non-technical managers drastically
underestimate the amount of time, energy, planning and re-
sources (money) that should be devoted to testing. This also
holds for debugging and maintenance. To illustrate the
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complexity of the problem, some of the statistics that were
found during this research are presented [31]
:
- The amount of time required for adequate testing
of programs varies from 30 percent of the total project to
50 percent or even higher,
- Eighty percent of the total money expended on
the NASA Apollo project was devoted to various forms of test-
ing. However, there are some schedules that call for two
years of design and implementation and only one month of
system testing.
- The number of bugs remaining in large problems,
after they have supposedly been thoroughly tested, is rather
large. It has been estimated that each new release of OS/360
contains over one thousand (1,000) errors. Besides, one EDP
consultant is Oslo, Norway, claims to have counted over
eleven thousand (11,000) bugs in a recent release of O.S.
Other consideration that need to be studied
include the amount of testing necessary to carry out prior to
the acceptance of a system. Logically, the testing team
should try, during a test, to exercise all the possible paths
during the execution of a program and to have all the possible
input combinations represented as test cases. As an example,
analyze the following diagram: Suppose the program to be







to be tested output Z
input Y
If, for an assignment of values to the input
variables x and y, the output variable z will assume a cor-
rect value upon execution of the program, then the testing
team can assert that the program is correct for this parti-
cular test case. If they can test the program for all pos-
sible assignments to x and y, then they will be able to deter-
mine its correctness. Now, if they assume that x and y are
integer variables, and that the program is to be run in a
computer with 32-bit registers, single arithmetic, then there
are 2x2 = 2 possible assignments to the input pair
(x, y) . Now, suppose that this program in the average takes
one milisecond to execute once, then it will take more than
64
50 billion years to complete the 2 possible combinations
of the input pair (x, y) . What needs to be pointed out in
this example is that no matter how large a practical feasible
set of test cases the testing team may choose, it will always
consist of an extremely small sample of all the possible cases
This is the basis for the well-known maxim that program test-
ing can be used to discover the presence of errors but not
their absence.
A similar problem arises when an attempt is made
to exercise all the possible paths in a program. Even though
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this number is significantly lower than the input combinations,
it is still astronomical. However, a practical means is used
in order to ensure the minimal acceptable degree of thorough-
ness of a test. In this process, the flowchart of the program
is carefully examined, and some strategic points are deter-
mined where software counters can be inserted. Once the test
is finished, by looking at the counters, it can be determined
which paths were not traversed. Test data cases are prepared
for executing those paths at least once during execution.
Figure 3.", is an illustration of a simple program with and
without the counters.
The counters can be removed from the program after
the testing is completed. However, it is a good practice to
leave counters in a program that is used for production, in
case more bugs are detected while executing under the produc-
tion mode, as long as the counters do not degrade performance
or introduce other errors. The use of toggles to control the
counters, and the use of conditional compilation, make this
practice more effective.
The last but not the least consideration refers
to the selection of test data cases. Test data cases [32]
should be developed for critical input conditions, options,
and at the boundaries of all input domains and output ranges.
Test data cases should also probe the program's behavior at
functional boundaries and for invalid or unexpected inputs.







- Testing the normal cases.
- Testing extremes.
- Testing exceptions.
In all three of them it is common for the program
to accept erroneous data and return an incorrect but believ-
able answer. This is something that will normally go undetec-
ted with unimaginable consequences.
The idea behind this concept is that programs
need to be designed to prevent the use of incorrect data,
otherwise considerable precious time will be devoted to
searching for bugs that do not exist,
c. Testing Methods
In this section an overview of the testing
methods is presented and some examples are given. The
methods presented are the most widely accepted in the data
processing field. The discussion of the methods is based
on proper program testing, and this concept can be extra-
polated to subsystem and system testing.
(1) Specifications Testing . It is, and must
be, the first part of the complex system testing procedure,
and can be divided into two main stages:
(a) System Analyst and the User. During
the genesis of the system development process, users and
system analysts meet together several times trying to define
the user's needs. Interviews, questionaires and other tech-
niques are used to obtain information and define the problem;
the product of this process is the so-called Specifications
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Manual. Only when system analysts and users agree, can they
consider this step finished. Later it may be necessary to go
back over the Manual and redefine the requirements.
(b) System Programmer and Analyst. It was
established above that the user and the system analyst to-
gether write the Specifications Manual. This is the major
input that the programmer will have. In case any questions
should arise, the programmer should contact the analyst. The
following simple rules can be established to assist the pro-
grammer in reviewing the specifications and in determining
their adequacy:
- The specification manual needs to be
reviewed in detail for completeness and accuracy; it should
contain a full detailed description of the subsystem and a
set of flowcharts, decision tables and/or any other aid indi-
cating all the programs that make up the subsystem.
- If the manual is incomplete, unclear,
or not sufficiently specific, the programmer may reject the
manual stating in writing the exact reason for this action.
- If the manual is considered suffi-
ciently descriptive, the programmer must accept the specifi-
cations o
- Those parts of the manual of major
interest to the programmer are:
- Scope of the manual.
- Problem definition,,
- General description of the subsystem
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- Flowcharts of the subsystem.
- Decision Tables.
- Input and output layouts.
- Macro-logic where applicable.
- Files or databases to be maintained,
- List of programs and their schedule
- Controls to be built in the program
- Glossary.
- After completing the macro-block
diagram, the system's analyst will review the logic in detail
with the programmer to insure that the programmer understands
the requirements specified in the manual.
- All further changes to the program
must be approved by the analyst, the programmer, and their
supervisors
.
(2) Desk Testing . Although this technique is
often overlooked, it is necessary at the beginning to be
certain that the problem has been clearly stated.
In desk testing the programmer plays the
role of the computer; he must follow the logic of the program
thoroughly and check to see if it matches the specifications
established in the analysis. During this "walking" through
the program, the programmer must look for clerical errors,
missing cards, missing labels, undeclared variables, and
general legibility of symbols.
After checking for possible syntax errors,
the most important part of the desk testing technique follows:
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the logical flow of the program is verified and tested by
using a typical sample case, and again, playing the role of
the computer with the help of paper and pencil. It should
be pointed out that special care must be taken in verifying
the validity of the transfer of control according to all the
different alternatives of action that could be present. Also
the process involves checking those structures whose behavior
depends on well-defined boundaries and the value of index
variables, such as iterative loops and data structures like
arrays and vectors.
Desk testing does not end with the initial
run. After detecting and correcting those bugs that appeared
in the initial run, a new pass should be conducted in order
to verify the corrections just made and to ensure that no new
problems arise because of the changes just made.
After the desk checking is performed the
program is submitted to the computer. It should also be
pointed out that it is the practice to use the compiler to
help find syntax errors; although this is a good idea, it
should be exercised judiciously and all syntax errors cor-
rected before using the computer again. No attempt should be
made to execute a program without having desk tested it first
(3) Bottom-up Testing . In this approach the
program is merged and tested from the low-level modules up to
the high level modules. The bottom-up approach normally
requires two stages: module testing and program testing [31]
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o(a) Module Testing. It is also referred t
as "unit" testing. It is considered to be the basic level
of testing. This test is conducted in the following manner:
- The modular diagram of the program
is analyzed, and all "terminal modules" (i.e., the modules
that do not call or refer to other modules) scheduled for
the first phase of testing,
- The testing process progresses up to
the upper level modules; upper level modules are tested with
terminal modules. At this level the interfaces between the
various modules of the program and the terminal module are
the key testing points. The first modules tested are those
that interface directly with the terminal modules. In
Figure 3.3, an example helps to demonstrate this concept.
(b) Program Testing. Obviously, at this
stage the entire program is tested. The principal types of
bugs expected to be detected here are the following:
- Interface errors.
- Complex control and logic errors,
especially those due to bad design of the subsystem or poor
usage of the modules.
Now the concept can be expanded to sub-
system and system testing.
In the framework of this discussion a
subsystem has been described as a collection of programs. In
order to test the subsystem, the module testing approach is
used. The difference is that now the modules are programs,
but the philosophy is the same.
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BOTTOM-UP TESTING EXAMPLE: The Fallowing is a listing of
a Fictitious program that consists oF ten CiCD modules.






k End oF Main Program
' Subprogram C
< Call I





» End oF Subprogram E
' Subprogram G
< Call H
, End oF Subprogram G
f Subprogram G
I End oF Subprogram I









Module Testing a] Test terminal modules H,J and I
b] Test upper-level modules in the
Following sequence:
- Test G with H, and C with I
- Test F with G, and H
- Test E with F,G,H and J
- Test D with E,F,G,H and J
- Test E with D,E,F,G,H and J
Program Testing: To test module A CMain Program] with the
rest oF the modules.
FiG. 3-8 (coa4t.). EXAMPLE or Bottom-op IksT/nG
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A system has been described in this
discussion as a collection of subsystems; therefore, the
above discussion is applied except that modules are now the
subsystems. The question of when testing will take place is
a problem with this appraoch. Obviously, the answer is when
all the subsystems are developed. But it may take several
years to have all the subsystems developed for a particular
system, and the reader will recall that the system develop-
ment is a dynamic process. The ideal situation of having all
the subsystems developed may never be reached. Other factors
that cause system development to be a dynamic process are
improvements in hardware and software technology. The writer
does not have an answer to this question.
(4) Top-down Testing . In this approach [31, 37],
the method consists of tests of the program from the high-
level modules to the lower-level modules. Top-down testing
suggests that testing should provide the main program and
perhaps one or two levels of subroutines as a "skeleton" which
is separately tested. The high-level modules can call lower-
level modules that may not exist concurrently. During the
test it will be necessary then, to implement low-level modules
as dummy modules to simulate the functions of the missing
modules
.
Top-down testing is not considered a rigid
approach, but is intended as a philosophy, and it can and
should be altered as the situation requires. It is sometimes
quite difficult to implement dummy modules to replace all
123

routines that are called by high-level modules; obviously,
the content of the dummy modules will depend on the type of
function desired to be implemented, especially when the
module being called must provide some type of output para-
meters that are needed by the calling module. It is with this
concept in mind that the testing team can design dummy modules
(also called stub modules) that will return control as soon
as they have assumed it. The simple ones only contain the
executable statement RETURN; others contain enough statements
to generate random parameters or constant output. In the
case of utilizing random output, care should be taken in order
to avoid the generation of data that lies out of range. As




+ Bx + C =
It is known that a valid value for A is one
that is not equal to (zero), because otherwise, an error
of division by (zero) will occur; if the testing team is
using some type of pseudo-random number generator, they must
ensure that the value of (zero) is never returned in order
to avoid this problem.
Once the "skeleton" has been tested, the team
can proceed and add one new module at a time until the whole
program has been tested. Some of the advantages of this
approach follow:
- Due to the fact that only one piece of
code is added at a time, if something goes wrong, the source
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and nature of the bug will be usually more easy to
identify.
- Most major interface, control and logic
bugs are discuvered at an early stage in the testing process.
- At a relatively early stage the basic
logic of the program is working.
Figure 3.9, illustrates the concepts just
presented in a graphical way.
(5) Big-Bang Testing . The philosophy behind
this method [37] establishes that all the modules should be
tested individually and isolated from the others. After
testing all the modules alone, they must be integrated together
as a whole for program testing. Obvious disadvantages when
using this method follow:
- For each one of the modules to be tested
dummy modules and module drivers must be constructed.
- Integration of modules occurs too late
in the process. This will probably cause a delayed detection
of interface bugs.
- Debugging is more difficult, since the
testing team is testing all the modules together for the first
time, and errors could occur in almost any part of the system.
- It is possible that a working program will
not be available during the early stages of the process.
This method is not recommended for the test-
ing of large programs, and one of the things that needs to be
taken into consideration is how the team/ individual will
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TOP-DOWN TESTING EXAMPLE: Using the same tree-representa-
tion From Fig. 3.8
Skeleton
Everything below the line is initially simulated by a
dummy module. Modules 0,E,F,G,H,I and J will be added
one at the time to the skeleton.




psychologically react after spending long periods of time
testing the system wihtout achieving tangible results.
(6) Sandwich Testing . This method [37] com-
bines the main features of two techniques already presented:
Top-down and Bottom-up, trying to overcome their disadvantages
In this technique both Top-down and Bottom-
up begin simultaneously; the integration of the system is made
from both the top and the bottom and eventually meet somewhere
in the middle. Deciding where to meet depends on the tester's
judgement and the system's design and structure.
Some advantages of the method are:
- Integration is obtained early in the
process .
- A working program will be obtained in the
early stages of the process.
- The problem of having to construct stub
modules tends to be diminished because of the presence of
the Bottom-up technique.
Some disadvantages are:
- It is still necessary to write driver
modules and stub modules; sometimes these will be complicated
programs, depending on the complexity of the relationships
internal to the program.,
- It is difficult to determine where to
stop the different approaches and to start testing the pro-
gram as a unit.
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(7) Other Testing Techniques . There are a
variety of other testing techniques in the field of program
testing, but most of them are still in an experimental stage
and require further research. A very brief description of
some of them follows:
(a) Redundant Programming. The key point
behind this idea is to have two or more independently designed
and written programs for a particular application. Each
program will be designed, coded and tested by different teams;
the only thing in common to all of them will be the specifi-
cations for the application. An obvious disadvantage for
this method is the amount of additional programming and sys-
tem overhead required [31]
.
(b) Standardization. In this approach,
the tendency is to reduce the occurrence or presence of
errors by using general purpose subroutines and packages for
designing programs. Even the subroutine packages have hid-
den bugs, but their behavior may be predictable and known.
This is better than dealing with a special-purpose program
that may contain bugs [31]
.
(c) Simulation* In the development of
large and complex systems it is common to use simulation,
which can be very useful for evaluating performance. In a
few cases it can also help to discover logical errors, but
it certainly will not help to find coding errors.
Schneidewind, in reference [39] shows
how simulation can be used to evaluate alternatives during
design and to simulate the detection of errors during testing.
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(d) Mathematical Models of Program Relia-
bility. The requirements of software reliability in the more
complex systems, have recently led to a great deal of research
in the development of mathematical models for program relia-
bility. By gathering statistics during the testing process,
the model attempts to predict, in a probabilistic sense:
- The number of bugs remaining in the
program when it is put into production,
- The mean time between failures of
software
.
- The probability that the program will
run successfully for a specified period of time.
This method has been used rather suc-
cessfully in space projects and in some defense projects,
but there is still some hope that it could be applied to com-
mercial systems in a few years [31]
.
d. The Testing Plan.
The starting point for testing was accomplished
during detailed design, where the preliminary test specifica-
tions were written; however, a more detailed plan is required
at this time for those responsible for conducting the test
(the testing team) . The elements of a good testing plan are
[37]:
(1) Obj ectives . A definition of the goals of




(2) Responsibilities and Schedules . A defini-
tion of who will perform test case design, development, exe-
cution, and debugging for each test phase and information
concerning the place, and the data when testing will be con-
ducted.
(3) Tools and Methods . A description of the
needed test tools, and the testing methods that will be used,
for each phse 3
(4) Computer Time . An estimate of the computer
time required for each phase.
(5) Configurations . A description of any special
hardware or software configuration needed to conduct the test.
(6) Test Case Libraries and Standards . A defini-
tion of how test cases will be stored and standards for writ-
ing test cases.
(7) Tracking Procedures . A description of the
method to be used to monitor test progress.
(8) Debugging Process . A definition of the pro-
cedures needed to report and correct errors
.
(9) Acceptance Criteria . The criteria that will
be used to judge successful completion of each test phase.
The establishment of these criteria is the user's responsibil-
ity.
e. Acceptance Testing
Acceptance testing is a validation process in the
sense that it tests how the subsystem matches the user require
ments. -This test must be conducted by the user organization
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who designs and writes the test data cases and tries to make
the subsystem fail. If the subsystem does not fail and meets
the minimum requirements, it can be accepted for use [37].
f. Manager and Testing Team Responsibilities During
the Testing Process [17].
Manager's duties.
- Establish acceptance criteria.
- Write and design test data cases for acceptance
testing.
- Conduct acceptance testing.
- Accept Subsystem.
Testing Team's duties.
- Establish testing plan.
- Assist user organization in preparing and con-
ducting the acceptance test as needed.
- Record and generate necessary documentation
during testing process.
g. Documents Generated During the Test Process
There is a set of documents that serve as input
to this phase, and they have been generated in previous steps
of the system development. In general, they cover the follow-
ing:
- Subsystem design documentation.
- Subsystem and program design documentation.
- Debugged programs.
To the above documents the following are added:
- The detailed test plan - already discussed.
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- All the test data cases produced, whose secon-
dary purpose is to act as historical documentation for future
reference.
- A report containing the following information:
characteristics of the errors found, location, nature of the
error, how it was corrected, and information about the test-
ing process.
2 . System Implementation
System implementation deals with the concept of bring-
ing a developed system into operational use and turning it
over to the user.
The implementation of a computer system affects both
the hardware utilization and the personnel that will use it.
Putting a new system into operation is usually compli-
cated by the fact that there is an older system already in
operation. The implementation team has to deal with changing
from something familiar to something new and different. Some
of the main activities that make up system implementation are
the following: Training of personnel, the conversion of
programs and files, the installation and checkout of the new
equipment, and the beginning of new operations [21].
A description of these activities follows below:
a. User Training
The idea, here, is to train all those people who
will be part of the day-to-day operation of the system to
be implemented, because it is vital for making the system
work. Some of the most important points that should be cov-
ered in a training plan of this nature are the following:

- General information about the system.
- Information about specific operations of the
system.
- Give to the user some "hands-on" practice in
operating the system.
- Get some feed-back from the user.
The last two points are particularly important
to the successful implementation of the system, because
through practice the user will become more familiar with the
system, will gain more confidence on its operation, will
pinpoint potential problems areas that were not foreseen
during system design. By using this approach the user becomes
a participant in the implementation process [2]
.
b. Preparing for New Equipment
This concept deals with all the activities neces-
sary for the installation of the new equipment. This activity
started after the selection and evaluation of the computer
system phase in order to meet the delivery schedules of the
supplier or to build a new computer facility if needed. This
activity consists of the following steps: site preparation,
installations of data processing equipment, and hardware and
software check out [21].
(1) Site Preparation . All the requirements
necessary for site preparation were established when the
computer system was condigured, according to the information
that was supplied by the manufacturers.
The provision of adequate site preparation
storage cabinets, magnetic tapes, cards and other supplies,
13 3

is the responsibility of the data processing department.
Basically, provisions are established for the following:
- Adequate work space for the personnel, the
hardware, office material, and the like.
- Power requirements, established in terms
of: voltage and tolerance, frequency and tolerance, number
of phases, and power consumption.




- Safety controls , like smoke detection
equipment, fire extinguishers, and the like.
(2) Installation of Data Processing Equipment .
Once the site has been prepared, the installation of the new
equipment can take place. The installation is made by manu-
facturer's personnel with the help of organization's person-
nel.
(3) Hardware and Software Checkout . The hard-
ware and software systems are normally tested by the manu-
facturer's personnel. Usually this checkout will include
the running of special test programs provided by the manufac-
turers .
All the hardware system, compilers, assem-
blers, operating system, utilities, data communication
equipment, etc., must be thoroughly tested before being
delivered to the organization. The data processing depart-
ment must be involved in this phase with the manufacturer.
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A demonstration of the system with some test
applications is necessary before delivery.
c. Programs and Files Conversion
The type of data conversion can vary according
to several parameters. They are the following [3]:
- Conversion of data that presently exist on
machine readable media.
- Conversion of data, presently manual, which
must be converted into machine readable format prior to con-
version.
- Conversion of data that does not contain all
the information required for the new files.
- Conversion of files that exist as separate
files into an integrated data base.
- The size of the file being converted.
Since most systems will have multiple files to
be converted into one or more new files, the order in which
the files are to be converted must be considered.
d. Beginning of New Operations
This concept deals with the problem of transition
from the old system to the new one. Basically three concepts
are discussed: Immediate cutover, phased cutover, and paral-
lel processing. The description of this process as quoted in
reference [3] follows:
(1) Immediate Cutover , The idea is to stop
operations under the old systems and begin immediately with




- It will shock the organization - no adjust-
ment periodo
- In the event of failure the whole process
must be repeated with dual inconvenience of returning to the
old system and then implementing the new system again.
- It requires a very brief period for change-
over with consequent strain on the organization.
- It requires scheduling for minimum workload
period when all required personnel are available.
The advantages of selecting this approach
follow:
- The new system is immediately available and
can be exploited fully.
- If no major problems occur, the cost savings
can be very significant.
(2) Phased Cutover . The new system is implemented
by phases. This means that part of the operations are carried
out by the old system and part for the new system. The dis-
advantage of this method follows:
- The scheduling of cutover of each phase or
subsystem becomes very critical and complex. For each sub-
system there is an alternative of immediate cutover or parallel
processing.
- The organization of the user departments
and/or the nature of the system may be such that it is not
possible to implement the system by its subsystems.
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The advantages of this approach are the
following:
- The outputs of the implemented subsystems
are utilized prior to full system implementation.
- Failure of a subsystem is not as critical
and recovery does not involve the whole system.
- User experience with a well designed sub-
system will make the acceptance of the remainder of the sys-
tem easier.
(3) Parallel Processing . Both systems, the old
and the new one, are maintained in operation simultaneously
for some period of time. Both systems will be kept in this
condition as long as necessary in order to assure a highly
reliable new system. The disadvantages of this approach are
the folloiwng:
- The direct costs can be very high as almost
complete duplication of processing will be required.
- The new and old organizational structures
may be incompatible, making parallel processing infeasible.
- The volume of work generated by two systems
may be too large to handle.
The advantages of this mode of operation
follow:
- Implementation will have a system that
has been fully checked out under actual operating conditions.
- Failure of the new system will be less
severe, as normal processing can continue to handle the work.
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- User personnel will have the time to become
completely familiar with the new system.
- The outputs of both, old and new systems,
will be available for comparison and evaluation.
3. System Operation
In this phase the control of the system is passed from
the project team to the operations group. Now, they have the
total responsibility for the operations of the system.
In this phase the system is tested in a production
environment. From the viewpoint of testing, it is a valida-
tion process, because how the system behaves in a "real world"
is the main consideration at this point.
Although the responsibilities for the system have
been shifted from the designers to the operations group, an
open communication channel must exist between both groups in
order to solve all those problems that may arise after imple-
menting the system. In general, these problems can be grouped
in the following areas [3]
:
- Previously undiscovered errors that become apparent
when the system is in operation.
- Changes in the system software that require changes
in the application system,,
- Changes in system hardware that require changes in
the application system.
- The implementation of new application systems that




- The growth of applications systems that require
changes or redesign of existing systems.
- The familiarization of the user with the system will
allow him to discover areas that may be improved, and that
will require the modification of the application systems.
- The above concept is also applicable to the opera-
tions group who can find areas of the system that can be im-
proved or changed in actual operational procedures.
- Changes in external legal requirements may cause
modifications in application systems.
Another consideration is operational procedures which
can be grouped in two main areas:
The first, affects the operations management and the
second affects the project team. Operations management is
not treated in this discussion because it is not a part of the
system life cycle. The operations topics that are of interest
to and the responsibility of the project team follow [4]
:
a. System Conformity to Installation Operations
Standards
Normally in a data processing organization, proce-
dures are established to govern the computer center opera-
tions. Systems should be designed in such a way that the
established standards are not violated. Violations may be
detected during the operation of the system, and they must
be reported to the system group for corrective action.
b. Usefulness of Operation Manual
Operator's manuals were developed during the
design phase. They are the communication link between the
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operator and the application systems. This means that as the
operator becomes more familiar with the system, he may find
better ways of processing it than the methods established in
the manuals. Therefore, the manuals are revised in order to
improve the operator's productivity and system efficiency.
c. Evaluation of Run Efficiency
During the system design phase the project team
is working under constant pressure created by user demands,
and tight schedules. The designers devote their efforts
toward attaining a successfully running system; once the sys-
tem is running well, they try to improve its efficiency.
Normally, improvements can be performed in areas
such as a better use of the hardware and software capabilities,
file handling, program coding, timing, and throughput.
During system operations all the modifications or
changes must be asked for in a formal document. This formal
document will be a part of the historical file of the applica-
tions, and will also be a supporting document for scheduling
the modifications and for keeping track of all the improvements
that have been performed during the life of the system. This
document is known as the request for changes or modifications
and it will be explained in the next section.
4 . System Maintenance and Follow-up
System maintenance is an activity through which changes
or modifications in a system are performed in order to meet
the established requirements of the system.
This activity begun in the system operations phase,
where the system has been under continuous observation by the
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operation group. In that phase was established the necessity
of recording in an appropriate document all the problems ob-
served by the operations group or the user. These documents
are the input to the maintenance and follow-up activity.
The documents generated in the system operations
phase are analyzed by a maintenance team; this analysis will
allow them to establish a set of actions that can be carried
out to maintain the system. These actions could be the fol-
lowing :
- No changes.
- Improve the system.
- Replace the system with a new one.
- Discard the system.
The last three actions must be carefully controlled
because they may affect other systems in the MIS environment.
Modifications, although minor, could notably affect the objec-
tives and design considerations of a MIS.
It can also be noted that if replacement is the chosen
action, the system will come under the next step of the devel-
opment process, system cessation, and the whole cycle starts
all over again for a particular system.
The most critical situation during system maintenance
is control. Control in this sense covers two points: control
of the changes that are necessary and control to prevent unnec-
essary changes.
Changes or modifications that seem to be easy, from
the user's viewpoint, may cause a significant time consumption
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for analyst, programmers, operators and the computer itself.
Also possible side effects may be caused in other systems.
There are times when the modifications requested by
the user are insignificant in the sense that they do not
improve system efficiency, or do not improve operator's
productivity or do not improve user's work performance.
One way of dealing with this situation is through the
request for change or modification.
Basically the report contains the following:
- Date of request.
- User's department identification.
- System identification.
- Change(s) or modification(s) requested.
- Benefits that will be obtained.
- Costs. This calculation must be performed by the
data processing department.
- Signature of the authority that approves the request,
preferably at middle/top management level.
Since the report must be signed by an authority of
the user's department, chances are a more careful study con-
cerning the need for change will be conducted.
System maintenance and follow-up is a necessary acti-
vity in the system development process.
The roles of the user and the system analyst during
this phase follows:
a. User and System Analyst Responsibilities During
the System Maintenance and Follow-up [17]
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Maintenance and follow-up must be undertaken if
the system is to be successful. Since systems are dynamics
they require monitoring in order to meet the needs of the
changing environment in which they function.
- Manager's Duties
- Notes changes in environment that affect the
system.
- Makes the request for changes or modifications
- System Analyst's Duties
- Audits the system
- Schedules changes or modifications according
to the user's request.
Overall: Continuous monitoring of the system and
its environment by the manager and his staff and the system
analyst
.
5 . System Cessation
This is the last stage in the system life cycle.
Systems will be used for some period of time and after that
they will be discarded. The useful life of the system will
be dictated by the environment in which it is being used.
The two main factors that will determine the end of a system
are the following:
- Substitution of a system by an improved system.
- Discontinuance of a system when it is no longer
useful to the organization.
- Economic and technical factors.
The continuous surveys made during the system opera-
tions, maintenance and follow-up stages are very useful in

providing some mechanism for determining when a system has
reached its cessation point. For example, when numerous
modifications and patches have been made to a system, or if
new modifications are going to be extensive, the practicality
of designing a new system should be considered.
The question arises regarding the MIS cessation point
This question will persist because MIS will always be needed
in an organization because information is necessary for the





A study of the system development process has been pre-
sented. This study emphasized the system life cycle, which
covers the areas of system analysis, system design, and
system implementation.
The starting point of this discussion was the conception
of a Management Information System that could satisfy the
information requirements of an organization.
Information is a vital ingredient for management. Infor-
mation is necessary to formulate objectives and policy which
subsequently must be interpreted and communicated to many
people. The evaluation of these objectives and the subsequent
decisions and action plans are based upon information con-
cerning their impact on the organization. If this informa-
tion is incomplete or inaccurate, it can limit the efficiency
of management. The objective of a MIS is to make available
comprehensive and accurate information, and to provide a sys-
tematic method of controlling and directing this vital manage-
ment resource.
Management information systems do not happen; they have to
be uniquely constructed to fit the organization they are to
serve. The MIS development generally follows a master plan;
this master plan contains three major phases: MIS Analysis,
MIS Design, and MIS Implementation. This thesis described
the development of the master plan.
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The support and participation of the user and the data
processing group was established as one of the most important
factors for a successful MIS development.
The design of a large integrated MIS must provide operat-
ing efficiency and the ability to adapt to inevitable changes
of the organizational environment within which it must sur-
vive. Several design considerations are the key to success
in both areas. Such factors as the analysis of information
flow, modular design, structured programming, top-down test-
ing, the implementation of databases - all interact to estab-
lish the operating characteristics of the system. Each of
these areas were treated throughout this discussion. The





I. THE SYSTEM DEVELOPMENT TEAM
The organization of the system development team is another
of the key points in an MIS success.
Obviously, the purpose of the system development team is
to carry out the development of a MIS to its final stages.
Today, most organizations have their own policies for recruit-
ing and evaluating personnel. It will be assumed in this dis-
cussion that through those policies the organization is
obtaining skilled and qualified personnel that meet the stan-
dards of quality and knowledge desired by the company.
Composition of the team involves both representatives of
the user's organization and the data processing department.
Prior to exaplining how the team should be organized, a des-
cription of the main functions that are carried out by the
team is given.
A. SYSTEM DEVELOPMENT TEAM FUNCTIONS
There is almost a one-to-one correspondence between the
functions performed by the team and the phases of the system
development process. These functions are:
1 . Analysis and Design Function
This function deals with the gathering of information
from the early stages of development, user's interviews,
analysis of the actual system, design of a proposed system,
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implementation strategies, and hardware and software specifi-
cations .
2. Programming Functions
Although this function is normally included in the
design phase, programming is treated separately in this con-
text. The purpose is to translate the design specifications
of the system into executable programs that will run in the
computer system. The use of modular and structured program-
ming techniques, top-down, bottom-up, or other design methods,
codification and debugging, are the main activities carried




The test of the systems, in order to demonstrate that
they do what they are supposed to do, is the key activity in
this function. Selection of the testing methodologies test
data cases, planning of the testing efforts and other related
activities are the main functions performed.
4 Implementation Function
Once systems are tested, they are put into production.
The user and the operations group will now have control of
the system. File and data conversion, operations procedures,
maintenance and follow-up are the characteristic activities
performed in this function.
3 . Data Management Function
The data management function is exercised through
the Data Base Administrator. The activities performed here
are related to the database (DB) and they are the following:
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establishment of the data base maintenance, growth control,
updating, error detection and correction, information retrieval,
security and recovery.
6. Documentation Function
This function deals with the administrative activity
of the system development process. The preparation of all the
necessary documents that support the system development effort
is the main goal of this function. Documents in this activity
range from the most insignificant one page report to the most





The establishment of hardware and software specifica-
tions necessary to make the implementation of the application
systems possible, the translation of those specifications into
a computer system configuration, and the evaluation of the
computer system are the main activities performed by this
function. This activity involves the establishment of require-
ments and evaluation of processors, memory, mass storage
device, data communication equipment, operator's console,
terminals, printer, operating system, programming language,
and software packages.
8. Human Engineering Functions
Human Engineering or human factors as it is sometimes
called, combines the scientific areas of computer technology,
psychology, methods analysis, and industrial engineering.
Its objective is the optimization of the man-machine interface
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in an MIS, The activities performed within this function
deal with the design or selection of terminal equipment,
selection of the language most appropriate for communication
with the system, definition of the role of graphics for
output display, and determination of the appropriateness of




Training involves a set of activities necessary for
good operation of the system. The training is normally
oriented to the user's organization and the operations group.
Through training, users will know how to collect data, fill
out inputs forms , and other manual procedures , and interpret
the output results. The operators will learn how to: organize
the input data for the computer, identify (label) files,




This activity is exercised by the user's organiza-
tion. The idea is to assign qualified personnel within the
user's organization that can act as a consultant -for the
data processing group in matters concerning the application
systems under development.
11. Planning Function
Preparation of schedules, time development estimates,
and establishment of priorities, are some of the typical
activities involved in planning.
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B. SYSTEM DEVELOPMENT TEAM PERSONNEL REQUIREMENTS
The functions explained in the above section are accom-




He is a data processing specialist. Some of the de-
sired skills of a system analyst are: at least an undergraduate
educational background, a logical mind, an ability to work
with others, an ability to solve problems, creativity, initia-
tive, and communication ability. He must be familiar with
design techniques, programming languages, flowcharting and
decision tables techniques, hardware devices, software




He is a data processing specialist. He must be
familiar with program design techniques, modular and struc-
tural programming, proficient in programming languages, and
knowledgeable in hardware and software capabilities, and
testing techniques.
3 Database Administrator
The database administrator (DBA) is not necessarily
a data processing specialist, but it is desired that he have
technical and management backgrounds. He must be familiar
with the database packages, languages, operating system
characteristics related to the database, and the hardware
requirements for supporting the database.
4. Maintenance Engineer
He is normally skilled in equipment diagnosis with
knowledge of peripheral devices, transmission lines, modems,
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He is a data processing specialist. He is familiar
in detail with operating systems, languages programming,
software maintenance and other software areas.
6 Technical Writer
He is not necessarily a data processing specialist;
although, some training in this area is desired. He must be
able to translate the technical information generated through
the system development process into an understandable docu-
ment. He must also be able to write all those documents
mainly oriented toward the users, as for example the user's




The human engineer specialist must possess character-
istics that are very difficult to find in one person. Ideally
a human engineer specialist should have several degrees
ranging from Ph.D's to Bachelor's degree in areas such as:
experimental psychology, electronics, mathematics, computer
technology, anthropology, physics and pedagogy, dealing with
machine and human behavior. In order to overcome this problem
the human engineering function is exercised by a team of
specialists with the above backgrounds [40].
8 User Advisor
He is normally a professional in the user's organiza-
tion, capable of assisting the data processing group in those
areas concerning the user's application system.
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C. STRUCTURE OF THE SYSTEM DEVELOPMENT TEAM
In this section the structure of the system development
team is explained. The discussion that follows is general,
since each organization is free to make their own adaptations
according to their particular situation.
The system development team for a MIS should be composed
of two groups. One group is the system development control
group and the other group is the project development team.
The composition and functions of each group follows:
1 . System Development Control Group (SDCG)
The SDCG is the group that is charged with assuring
the success of the MIS development. Basically, this group
deals with: interface problems between the major functions
of the MIS, planning activities, allocation of resources,
organizational changes, and organizational conflicts. The
composition of this group may be as follows
:
a. The MIS Director
He should be selected by the organization; pre-
ferably an executive at the top level who will coordinate all
the activities of the group. Some organizations choose for
this position a manager from the user area. Others like to
designate a data processing specialist. Of his responsibili-
ties the following are the most important [12]:
- He must translate the requirements of top manage
ment to the MIS staff.
- He must communicate the constraints and capabili
ties of technology from the MIS staff to top management.
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- He must direct the MIS development effort by-
establishing budgetary and schedule goals and must measure
progress against goals.
- He must be able to challenge the MIS staff's
demands for additional resources, when they are not justified,
and to support these demands to top management, when they are
justified.
b. The MIS Director's Assistants
Since the MIS director may be a non- technical
professional, he needs colaborators who are technical experts.
These experts are the following: senior analyst/programmers,
system planners, specialists from the user's area, database
administrator, and clerical personnel. There should be as
few as are necessary for carrying out the required functions.
2 . The Project Development Team
The project development team is in charge of the
design of each subsystem that is a component of a MIS. There
will be as many project development teams as there are sub-
systems under development. The project development team
reports directly to the system development team control group.
The approach used in the composition of this team is the one
called the chief programmer team. This team may be composed
of the following way [41]
:
- A chief programmer who is in charge of the activities




- A back-up programmer who must be able to substitute
for the chief programmer at any time. His main function is
to help in the design as a thinker, discussant and evaluator.
- An administrator who controls the resources allo-
cated to the project: money, personnel, space, machines and
materials
.
- A technical writer who is responsible for trans-
lating all the manuscripts produced by the chief programmer
into readable and understandable documents.
- Two secretaries, one for the administrator and the
other for the technical writer. They handle project corres-
pondence ' and non-product files.
- A program clerk who is responsible for maintaining
all the technical records of the team in a programming-
product library.
- The tester, who is responsible for preparing all
the necessary test data cases and the test plan,
3. Other Items
In many organizations the project effort, from the
initial study until the maintenance and follow-up phase, is
the responsibility of the project team. This includes hard-
ware/software configuration and evaluation. This can be
carried out by a team composed of some chief programmers and
backup programmers. However, other organizations may have
other teams in addition to the project development team.
These teams perform some of the functions described at the
beginning of this Appendix. Basically the structure of the
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project development team which includes other teams is the
following
:
- Project development team previously explained.
- Evaluation team who will perform the functions of
configuring and selecting the computer system.
- Testing team who will perform the activities of
the testers in the project team approach.
- Implementation team who will perform the functions
of installation, operation, maintenance and follow-up. This
team should be considered by any data processing organization
because the demand for system maintenance can be such that
the project team will have to devote its effort to this
activity rather than to developing systems.
- User advisory board. This is a group of qualified
professionals of the user's organization who will assist the
project team in all those areas concerned with the subsystem
under development.
- Human engineering team which will perform the func-
tions that were explained in previous sections.
The main disadvantage of creating many teams is the
manpower requirement and the activity of control is required
in order to obtain work coordination. However, the approach
of having several teams can speed up the development process




Io THE DATABASE APPROACH
During recent years data base systems have received
greater attention from computer specialists. The terms data
base, data bank, corporate data bank, generalized data base,
and common data base are used synonymously to indicate the
central repository, in a logical sense, of all automated
data available to the organization. The concept of a data
base system extends the definition to include the capture,
update, storage, manipulation, and dissemination of data
used within the organization in a controlled, consistent
fashion
.
The general objective of a data base approach is the
elimination or minimization of data fragmentation, data re-
dundancy, data inconsistency, and inconsistent data manipu-
lation which is typical of many file processing environments
[43, 44].
A. PLANNING FOR THE DATABASE SYSTEM
The commitment to a data base approach is a major organi-
zational decision. Essential to the success of the imple-
mentation of the data base system is the support of the user,
management, and data processing groups. The main components
of a database plan are the following [43, 44, 45, 46]:
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1. Definition of Goals
The data base plan should be a subset of the overall
data processing plan. Development of the database system
is based on a general statement of goals to be achieved within
the data base system; as such, these goals must based on the
organization's long range plan. These objectives must then
be communicated to the user, management, and data processing
groups. They must include the estimates of costs, resources,
time required to develop a database system, and the respon-
sibilities of users, management, and data processing.
2
.
Establishment of Data Base Administration (DBA)
Function
The development of a data base-supported MIS requires
the standardization and coordination of definition, capture,
storage, update, manipulation and dissemination of data.
These requirements are administered and centralized in a func-
tion defined as the Data Base Administration function, with
the Data Base Administrator being responsible not only for
the coordination and control of the data base, but also for
the establishment of the standards and procedures for coordina-
tion and control, and the evaluation and selection of the
software required.
The Data Base Administrator and his staff comprise
the data base development team, which is in charge of the exe-
cution of the data base plan.
3. Development of Data Collection Standards
The development of data collection standards is a key
task in the data base plan. The data collection standards
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lead to the identification and documentation of the existing
and projected information needs of the organization.
4. Acquisition and Installation of the Data Dictionary/
Directory System
The Data Dictionary/Directory System (DD/DS) is one
of the most important tools for the coordination and control
of the data base system. The DD/DS interfaces with the data
administrator, the system analyst, the programmer, the user,
and the various software elements of this component of the
data base system. The dictionary function answers the ques-
tion, "What data is available or contained in the organiza-
tion's data base?" The directory function replies to: "Where
is the data stored?"
5
.
Documentation of the Present and Project Data System
This process is an extension of the data collection
procedures. The Data Base Administrator records the collected
data as it currently exists and as it is expected to be.
6 Analysis of Documented Data
The data documented in the preceding step is care-
fully analyzed for common areas of information, as well as
data redundancy, data inconsistency, and application inter-
relationships .
7. Selection of the Nucleus System
The analysis of the documented data, performed in
the prior step, forms the basis for selecting a nucleus appli-
cation area that represents the first system development
effort under the integrated data base system. The purposes of
identifying the nucleus are:
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- Definition of the initial applications to be imple-
mented in the data base system.
- Establishment of requirements for selection of a
data base software package.
8. Definition of the Logical Data Base Structure
The Data Base Administrator describes all pieces of
data and how each relates , according to its many uses across
the organization. The logical design is totally independent
of any particular data base software package.
9
.
Evaluation and Selection of a Data Base Software
Package
The Data Base Administrator establishes the perform-
ance criteria against which the data base software package
is measured. In addition to the proposal of the various
data base software vendors, the Data Base Administrator should
take into consideration the alternative of in-house develop-
ment In evaluating and selecting the data base software,
special attention must be placed on how it interfaces with
the operating system, language compilers, and hardware avail-
able in the organization.
Mathematical modeling, benchmarking, and simulation
methods are normally used to evaluate data base performance.
10
.
Integrate and Install the Data Base Software
The final task of the data base planning is the
integration, testing, and acceptance of the data base software,
The Data Base Administrator is responsible for establishing
the testing plan and acceptance criteria. Upon completion of
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this task, the data base system is implemented, and the Data
Base Administrator will coordinate the system and data base
design functions according to the standards and procedures
established by the Data Base Administration function.
B. DATA BASE DEVELOPMENT AND THE SYSTEM DEVELOPMENT PROCESS
Several aspects of the traditional system development
cycle are not affected; however, there are crucial areas that
must be modified as an organization moves to implement a data
base supported MIS. The modifications are the following [47]
- Separation of the data definition and data base design
function from the system design function.
- Project Development Team is responsible for analysis
of user requirements, detailed specifications, coding, docu-
mentation, testing and implementation.
- Project Development Team is responsible for the identi-
fication of data requirements.
- Project Development Team is not responsible for file
design. It will submit a request for data to a data base
design group, a group that reports directly to the DBA.
The separation of the data base design function and sys-
tem design function is necessary in order to assure that the
standardization and coordination of data definition, capture,
storage, update, manipulation and dissemination are observed;
however, a close communication must exist between the data
base design group and the project development team throughout
the system development process to ensure complete understand-
ing and agreement as to data characteristics.
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C. DATA BASE DOCUMENTATION
The same principles that applied to the system documen-
tation phase can apply to the data base documentation phase.
This important responsibility includes the recording of pro-
cedures, standards, guidelines and data base description
necessary for the proper, efficient and continuing utilization
of the data base environment. Reference [48], outlines the
following documents as some of the most important:
- Description of Data sources , where the Data Dictionary
is the primary initial tool for determining potential sources
of information.
- Data base detailed specifications.
- Description of the data base which includes logical and
physical data base organization and data attributes.
- Standards, which include the standards for data collec-
tion, capture, storage, manipulation and dissemination.
Data access and manipulation procedures.
- Passwords and user identification.
Back-up procedures, which include identification of
the data to be backed-up, back-up facilities to be used, and
back-up schedule.
- Restart and recovery procedures.
- Data base testing sepcifications
.
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