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We introduce a new class of generative quantum-neural-network-based models called Quantum
Hamiltonian-Based Models (QHBMs). In doing so, we establish a paradigmatic approach for
quantum-probabilistic hybrid variational learning, where we efficiently decompose the tasks of learn-
ing classical and quantum correlations in a way which maximizes the utility of both classical and
quantum processors. In addition, we introduce the Variational Quantum Thermalizer (VQT) for gen-
erating the thermal state of a given Hamiltonian and target temperature, a task for which QHBMs
are naturally well-suited. The VQT can be seen as a generalization of the Variational Quantum
Eigensolver (VQE) to thermal states: we show that the VQT converges to the VQE in the zero
temperature limit. We provide numerical results demonstrating the efficacy of these techniques in
illustrative examples. We use QHBMs and the VQT on Heisenberg spin systems, we apply QHBMs
to learn entanglement Hamiltonians and compression codes in simulated free Bosonic systems, and
finally we use the VQT to prepare thermal Fermionic Gaussian states for quantum simulation.
I. INTRODUCTION
As near-term quantum devices move beyond the
point of classical simulability, also known as quantum
supremacy [1], it is of utmost importance for us to
discover new applications for Noisy Intermediate Scale
Quantum devices [2] which will be available and ready
in the next few years. Among the most promising ap-
plications for near-term devices are Quantum Machine
Learning (QML) [3–14], Quantum Simulation (QS) [15–
20], and Quantum-enhanced Optimization (QEO) [9, 21–
28]. Recent advances in these three areas have been dom-
inated by a class of algorithms called hybrid quantum-
classical variational algorithms. In these algorithms, a
classical computer aids the quantum computer in a search
over a parameterized class of circuits. These parame-
terized quantum circuits are sometimes called quantum
neural networks [3–5]. Key to the success of quantum-
classical algorithms is hybridization: in the near-term,
quantum computers will be used as co-processors for clas-
sical devices. The work in this paper proposes a new way
to hybridize certain quantum simulation and QML tasks
in a way that fully takes advantage of the strengths of
both devices.
The rise of variational quantum algorithms can be
traced back to the invention and implementation of the
Variational Quantum Eigensolver [16], which sparked a
Cambrian explosion of works in the field of near-term al-
gorithms. Similarly, in this paper, not only do we intro-
duce a direct generalization of the VQE, but we introduce
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the first member of a new class of algorithms, which we
call quantum-probabilistic hybrid variational algorithms,
which are a combination of classical probabilistic vari-
ational inference [29–35] and quantum variational algo-
rithms.
More specifically, in this paper we focus on the task of
generative modelling of mixed quantum states. It is gen-
erally accepted that one must employ a quantum-based
representation to efficiently learn the quantum correla-
tions of a pure quantum state, as classical representa-
tions of quantum states scale poorly in the presence of
quantum correlations such as entanglement [36]. Mixed
quantum states, arising from probabilistic mixtures of
pure quantum states, generally exhibit both classical and
quantum correlations. One must therefore learn a hy-
bridized representation featuring both quantum correla-
tions and classical correlations.
Within the new paradigm of quantum-probabilistic hy-
brid machine learning, we introduce a class of models
called Quantum Hamiltonian-Based Models (QHBM).
These models are constructed as thermal states (i.e.,
quantum exponential distributions) of a parameterized
modular Hamiltonian. As a first set of applications for
this class of models, we explore the learning of unknown
quantum mixed states, given access to several copies
(quantum samples) of this quantum-probabilistic distri-
bution. As a second class of applications for QHBMs,
we consider the task of generating the thermal state of a
quantum system given knowledge of the system’s Hami-
tonian.
Before proceeding with the main body of the paper,
let us establish a broader context from the point of view
of classical machine learning. The field of machine learn-
ing (ML) has seen several breakthroughs in recent years.
These successes have often been attributed to the rapid
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2advancements in deep learning [37]. In deep learning,
one learns representations of data distributions. Such
representations can consist of a neural network [38], a
tensor network [39, 40], or more generally a parameter-
ized network of compositions of differentiable mappings.
The parameters are trained by optimizing some metric
of success called the loss function, often via gradient de-
scent with backpropagation of errors [41]. One of the
major tasks in unsupervised deep learning is so-called
generative modelling of a distribution.
In discriminative machine learning models, a model
learns the conditional probability of a target, Y , given
the observation x, i.e., P (Y |X = x). Generative models
take on the task of learning the joint probability distribu-
tion P (X,Y ), enabling a trained generative model to gen-
erate new data that looks approximately like the training
data. Generative models have been used for many unsu-
pervised tasks, including generating new datapoints akin
to a dataset, inpainting [42], denoising [43], superreso-
lution [44], compression [45], and much more. Perhaps
the most widespread generative techniques in classical
machine learning are Generative Adversarial Networks
(GANs) [46], which pit a generative network and an ad-
versarial network against each other, and variational au-
toencoders (VAEs) [30], which maximize a variational
lower bound to the log likelihood of the data in order
to increase the probability of the model to generate the
dataset, and hence, similar datapoints. Both architec-
tures have demonstrated great successes and have re-
mained competitive with each other in terms of perfor-
mance and scalability [47, 48].
Recently, a third type of generative algorithm — the
generalized form of an Energy Based Model (EBM) —
has been gaining traction in the classical machine learn-
ing community. This new architecture, derived as gen-
eralization of early energy-based architectures of neural
networks such as Boltzmann machines, has been shown to
be competitive with GANs and VAEs for generative tasks
at large scales [49]. The EBM approach draws its inspi-
ration from distributions encountered in physics, namely
thermal (exponential) distributions, where the probabil-
ity of a given sample is proportional to the exponential of
a certain function, called the energy. Instead of sampling
the exponential distribution from a fixed energy function,
EBMs have a parameterization over a hypothesis space
of energy functions, and the parameters which maximize
the likelihood (relative entropy) to the dataset can be
found via optimization. Boltzmann machines, a type of
energy-based model with an energy function inspired by
Ising models, have long been in use. The recent innova-
tion, however, has been to use a neural network in or-
der to have a more general and flexible parameterization
over the space of energy functions. The differentiabil-
ity of neural networks is then used to generate thermal
samples according to Stochastic Langevin Gradient Dy-
namics [50]. The construction presented in this paper is
analogous to this energy-based construction, generalized
to the quantum domain.
II. QUANTUM HAMILTONIAN-BASED
MODELS
In order to represent the hybrid quantum-classical
statistics of mixed states, the QHBM ansatz is structured
in terms of a “simple” (i.e. nearly-classical) parameter-
ized latent mixed state which is passed through a unitary
quantum neural network to produce a visible mixed state.
In this section we will introduce the general framework
of QHBM before proceeding to training and examples in
subsequent sections. The flow of classical and quantum
information in a QHBM is illustrated in Figure 1, and
background on quantum neural networks is provided in
Appendix A.
The variational latent distribution ρˆθ with variational
parameters θ is constructed in such a way that the
preparation of ρˆθ is simple, from a quantum computa-
tional standpoint.1 Quantum correlations are incorpo-
rated through the unitary Uˆ(φ) with model parameters
φ.
Our complete variational mixed state is then
ρˆθφ = Uˆ(φ)ρˆθUˆ
†(φ). (1)
We call this state the variational visible state. It is
the output of the inference mechanism of our compos-
ite model, and will be either a thermal state or learned
approximation to a target mixed state, depending on the
task.
A. Modular Hamiltonians and the Exponential
Ansatz
Quantum Hamiltonian-Based Models are quantum
analogues of classical energy-based models, an analogy
which will be made clear in this section.
Without loss of generality, we can consider the latent
distribution to be a thermal state of a certain Hamilto-
nian:
ρˆθ =
1
Zθ e
−Kˆθ , Zθ = tr[e−Kˆθ ]. (2)
We call this Kˆ
θ
the latent modular Hamiltonian, and it
is one of a class of operators parameterized by the la-
tent variational parameters θ. Here Zθ = tr[e−Kθ ] is the
model partition function, which is, notably, also parame-
terized by the latent variational parameters. Now, given
this form for the latent state, notice that the variational
visible state is a thermal state of a related Hamiltonian:
ρˆθφ =
1
Zθ e
−Uˆ(φ)KˆθUˆ†(φ) ≡ 1Zθ e−Kˆθφ , (3)
where we define the model modular Hamiltonian as
Kˆθφ ≡ Uˆ(φ)KˆθUˆ†(φ), which is parameterized by both
1 We define this more precisely a few paragraphs below when giving
examples of structures for the latent space distribution.
3the latent variational parameters θ and the model param-
eters φ. Thus, we see that our QHBM ansatz represents a
class of quantum distributions which are thermal states
of parameterized Hamiltonians. As we will see below,
this exponential structure is useful for computing rela-
tive entropies of the model against target distributions.
We note that the above structure is in direct anal-
ogy with classical energy-based models. In such models,
the variational distribution is of the exponential form
pθ(x) =
1
Zθ e
−Eθ(x), where Zθ ≡
∑
x e
−Eθ(x) and the
energy function Eθ(x) is parameterized by a neural net-
work. The network is trained so that the samples from
pθ mimic those of a target data distribution.
In place of a parameterized classical energy function,
we have a parameterized modular Hamiltonian operator,
and the variational model is a thermal state of this opera-
tor. This justifies why we call it a Quantum Hamiltonian-
Based Model instead of simply an Energy-Based model.
The thermal state of the Hamiltonian is designed to repli-
cate the quantum statistics of the target data.
We will distinguish two distinct tasks within the
QHBM framework. The first is generative learning of
a target mixed state, given access to copies of said mixed
state. We call this task Quantum Modular Hamilto-
nian Learning (QMHL). As described above, we should
think of this task as finding an effective modular Hamil-
tonian for the target state. The second task involves
being given a target Hamiltonian, and generating ap-
proximate thermal states of some temperature with re-
spect to that Hamiltonian. In our framework, this means
that we variationally learn an effective modular Hamilto-
nian which reproduces the statistics of the target thermal
state. We call this task Variational Quantum Thermal-
ization (VQT). We will treat QMHL and VQT in depth
in Sections III A and III B, respectively.
Before discussing in more detail the structure of the
latent space, let us draw attention to two quantities which
will be important for the training process in both VQT
and QMHL: the partition function and the Von Neumann
entropy of the model. Comparing equations (2) and (3),
we see that the partition function Zθ is the same for both
the latent state and the visible state. Furthermore the
Von Neumann entropy of the latent and visible states
are also identical due to the invariance of Von Neumann
entropy under unitary action,
S(ρˆθ) = S
(
Uˆ(φ)ρˆθUˆ
†(φ)
)
= S(ρˆθφ). (4)
We will leverage this in our training of the QHBM, where
efficient computation or estimation of the latent state en-
tropy will give us knowledge of the visible state entropy.
B. Structure of the Latent Space
In this section we will discuss the form of the latent
model ρˆθ. We consider a good choice of a latent space
Quantum Hamiltonian-Based Model
FIG. 1. Quantum-classical information flow diagram
for hybrid quantum-probabilistic inference for a Quantum
Hamiltonian-Based Model with a general classical latent dis-
tribution. Here, we have unitaries Vˆx which map the quantum
computer’s initial state |0〉 to computational the computa-
tion basis state |x〉 which corresponds to the sampled value
x ∼ pθ(x) on a given run.
ansatz to be one that is quantumly simple, i.e., of low-
complexity for the quantum computer to prepare. The
two types of latent distributions employed in this paper
will be either a factorized latent state, or a general classi-
cal latent space distribution. Let us now introduce these
two cases and dive further into the specifics of each.
1. Factorized Latent Space Models
A first choice for the latent space structure is a factor-
ized latent state, which is a latent state of the the form
ρˆθ =
N⊗
j=1
ρˆj(θj), (5)
where the total quantum system is separated into N
smaller-dimensional subsystems, each with their own set
of variational parameters θj for which the mixed states
of the subsystems ρˆj(θj) are uncorrelated.
This structure has several useful benefits. Notice that,
due to this tensor product structure, the latent modular
Hamiltonian becomes a sum of modular Hamiltonians of
the subsystems,
Kˆθ ≡
∑
j
Kˆj(θj), ρˆθ =
N⊗
j=1
1
Zθj
e−Kˆj(θj), (6)
where Zθj = tr[e−Kˆj(θj)] is the jth subsystem partition
function, and Kˆj(θj) the j
th subsystem modular Hamil-
tonian. This sum decomposition becomes useful when
estimating expectation values of the modular Hamilto-
nian, as it becomes a sum of expectation values of the
subsytems’ modular Hamiltonians,
〈Kˆθ〉 =
∑
j
〈Kˆj(θj)〉. (7)
4From the above expression, we see that the partition
function is a product of the subsystem partition functions
Zθ =
∏
j Zθj , and hence the logarithm of the partition
function becomes a sum:
log(Zθ) =
∑N
j=1 log(Zθj ). (8)
Furthermore, the entropy of the latent state (and hence
of the visible state, via equation (4)) becomes additive
over the entropies of the subsystems:
S(ρˆθ) =
∑N
j=1 S
(
ρˆj(θj)
)
(9)
This is convenient, as estimating N entropies of states
in d-dimensional Hilbert space is much simpler generally
than computing the entropy of a state in dN -dimensional
space.
Another feature of a factorized state is that the num-
ber of parameters used to describe such a distribution is
linear in the number of subsystems N . The precise num-
ber of parameters depends on the structure of the states
within each subsystem. There are many possibilities, and
we will present some concrete examples below.
Finally, by learning a completely decorrelated (in
terms of both entanglement and classical correlations)
representation in latent space, we are effectively learning
a representation which has a natural orthogonal basis
for its latent space, allowing for latent space interpola-
tion, independent component analysis, compression code
learning, principal component analysis, and many other
spin-off applications. In classical machine learning, this
is known as a disentangled representation [51], and there
have been several recent works adressing this machine
learning task [52].
2. Examples of Latent Subsystem Modular Hamiltonians
For the QHBMs considered in this paper, as explored
in-depth in Section IV, we use several different types
of latent subsystem modular Hamiltonians within the
factorized-latent-state framework of equation (6). We
will review them here.
The first class of modular Hamiltonians employed in
our experiments are qudit operators [53] diagonal in the
computational basis. In our particular numerics in Sec-
tion IV A, we use two-level systems, i.e. qubits. The
more general qudit case is akin to the eigenbasis repre-
sentation of the Hamiltonian of a multi-level atom,
Kˆj(θj) =
∑dj
k=1 θjk|k〉〈k|j , (10)
where the the eigenvalues {θjk}djk=1 of this Hamiltonian
form the set of variational parameters of the distribution.
The latent distribution of each subsystem is then effec-
tively a softmax [54] function of the eigenvalues of this
Hamiltonian, and can be considered as equivalent to a
general N -outcome multinoulli [29] distribution. The to-
tal number of parameters for such a latent space param-
eterization with factorized subsystems scales as the sum
of the subsystem dimensions,
∑N
j=1 dj , which is much
smaller than the most general (non factorized) latent
distribution, whose number of parameters scales as the
product
∏N
j=1 dj , which is the total dimension of the sys-
tem’s Hilbert space.
The second type of modular Hamiltonian we use, in
Section IV B, is the number operator of a continuous-
variable quantum mode (qumode), or harmonic oscilla-
tor,
Kˆj(θj) =
θj
2 (xˆ
2 + pˆ2) = θj
(
aˆ†j aˆj +
1
2
)
. (11)
The exponential distribution of such modular Hamiltoni-
ans then becomes a single-mode thermal state [55] which
has a Wigner phase space representation as a symmetric
Gaussian. The single parameter per mode here, θj , mod-
ulates the variance of the Gaussian. This single-mode
thermal state is the closest thing we have to a latent
product of Gaussians, which is the standard choice of la-
tent distributions in several variational inference models
in classical machine learning, including variational au-
toencoders [30]. Gaussian states of such quantum modes
are very natural to prepare on continuous-variable quan-
tum computers [56], and are also emulatable on digital
quantum computers [13].
Finally, as will be explored in Section IV C, our third
type of latent subsystem modular Hamiltonian is the par-
ticle number operator for Fermions, Kˆj(θj) = θj cˆ
†
j cˆj .
3. General Classical Latent Space Models
In some cases, a decorrelated (disentangled) represen-
tation for the latent space is not possible or capable
of yielding accurate results. In classical deep learning,
this factorized latent space prior assumption has been
one of the main reasons that VAEs with uncorrelated
Gaussian priors perform worse than GANs on several
tasks. To remedy this situation, several classical algo-
rithms for more accurate variational inference of latent
space distributions have popped up, notably including
Neural ODEs [35], normalizing flow-based models [33],
and neural energy-based models [49].
This same generalization can be applied to QHBMs,
moving from the factorized latent space structure of (6)
to more general distributions. This should be understood
as a delegation of parts of the representation to a classi-
cal device running classical probabilistic inference. The
job of the classical device is to sample from the classical
latent space distribution.
In the most general formulation, the latent state can
be represented as
ρˆ(θ) =
∑
x∈Ω
pθ(x)|x〉〈x|, (12)
5where the summation is formal, and runs over the in-
dex set Ω of some basis in Hilbert space, which we call
the computational basis. Here the probability distribu-
tion pθ(x) is generally a parameterized class of varia-
tional probability distributions over the computational
basis domain Ω. Since a general categorical (multinoulli)
distribution would need a number of parameters which
scales as |Ω|, the dimension of the global Hilbert space,
which is generally exponentially large (e.g., |Ω| = 2N for
N qubits), one needs a more efficient parameterization of
the latent distribution. This is where classical algorithms
for probabilistic and variational inference come into play.
The classical computer is thus tasked with the varia-
tional learning of this classical distribution. There are a
plethora of techniques for variational inference to choose
from, as were listed above. The key feature we need from
such classical algorithms is the ability to estimate the log-
likelihood of the model distribution, the gradients of the
(log) partition function, and the entropy. These quan-
tities will become useful in various generative learning
tasks, see Section III for more details.
The most natural fit for our needs are the modern vari-
ant of classical energy-based models [49]. In EBMs, a
neural network Eθ : Ω 7→ R parameterizes the energy
map from the computational basis to a real value, i.e. for
any value x ∈ Ω it can produce the corresponding energy
Eθ(x). Furthermore, due to the easy differentiability of
neural networks, one can rather easily compute gradi-
ents of the energy function, ∇θEθ(x) and ∇xEθ(x). To
leverage these gradients, one uses Langevin dynamics or
Hamiltonian Monte Carlo to generate samples x ∼ pθ(x)
according to the exponential distribution of the energy
function,
pθ(x) =
1
Zθ e
−Eθ(x) (13)
where Zθ ≡
∑
x∈Ω e
−Eθ(x) is the partition function.
As a straightforward feature of this approach, given an
ensemble of points sampled from a different distribu-
tion x ∼ q(x), one can straightforwardly use the neu-
ral network to evaluate expectation values of the energy
with respect to this distribution, Ex∼q(x)[E(x)]. Addi-
tionnally, this approach can provide an estimate and/or
gradients of the entropy of the distribution S(pθ) =∑
x∈Ω−pθ(x) log pθ(x). Given the abilities of the classi-
cal model above, one can use the classical algorithm to
generate the latent mixed state ρˆ(θ) =
∑
x∈Ω pθ(x)|x〉〈x|
by sampling x ∼ pθ and preparing the computational ba-
sis state |x〉〈x| after each sample. Furthermore, we can
define the modular Hamiltonian for this latent variational
model as
Kˆθ =
∑
x∈Ω
Eθ(x)|x〉〈x|. (14)
Thus one can estimate expectation values of this operator
by feeding standard basis measurement results through
the neural network function Eθ(x) and averaging. We
now have outlined all the ingredients needed for inference
and training of this type of hybrid QHBM.
Generally, given a target mixed state σˆD which we
want to generatively model, we know that there exists
a diagonal representation of this mixed state:
∀ σˆD, ∃ WˆD : Wˆ †DDˆDWˆD = σˆD, DˆD =
∑
x λx|x〉〈x|
(15)
where tr(DˆD) = 1, and WD is a unitary operator. Thus
the approach outlined above has, in principle, the capac-
ity to represent any mixed state. The challenge remains
to pick a proper prior for both the unitary quantum neu-
ral network Uˆ(φ) and for the parameterization of the
classical latent distribution pθ(x) (or equivalently, the la-
tent energy function Eθ(x)). A good ansatz is one which
uses knowledge about the physics of the system to form
a prior for both the latent space and the unitary trans-
formation. Although it may be tempting to use a general
multinoulli distribution for the latent distribution com-
bined with a universal random quantum neural network
for the unitary ansatz, the model capacity in this case is
far too large. One encounters not only exponential over-
head for parameter estimation of the high-dimensional
multinoulli distribution, but also the quantum version
of the no-free lunch theorem [4]. In Section IV, we see
several scenarios where the structure of the latent space
and the unitary transformation are well-adapted to the
complexity of the situation at hand.
III. QUANTUM GENERATIVE MODELLING
OF MIXED & THERMAL STATES
In this section, we introduce two types of generative
tasks for quantum Hamiltonian-based models which are
also valid for more general quantum-probabilistic models.
The first task is quantum modular Hamiltonian learn-
ing (QMHL), where one effectively learns the logarithm
(modular Hamiltonian) of an unknown data mixed state.
Once trained, one is then able to reproduce copies of this
unknown mixed state via an exponential (thermal) distri-
bution of the learned modular Hamiltonian. The second
tasks is dual to the first task: given a known Hamilto-
nian, learn to produce copies of the thermal state of this
Hamiltonian. While both tasks can be considered in the
broad class of generative modelling, the first task is a
quantum machine learning task, while the second may
be considered as a quantum simulation task.
As we have already detailed how to construct several
variants of the QHBM with a variety of latent space
structure in Section II — including details on how to
compute expectations of the modular Hamiltonian, gen-
erate samples of the latent state, and compute quantities
such as the partition function and entropy of the model
— we will focus on the general framework of the QHML
and VQT without too many specifics about how to com-
pute the various quantities involved. For more details
on gradients of the loss functions introduced here, see
Appendix B.
6A. Quantum Modular Hamiltonian Learning of
Mixed Quantum States
Analogous with the classical case, quantum generative
models seek to learn to replicate the statistics and cor-
relation structure of a given quantum data distribution
from which we have a finite number of samples. QHBMs
make this learning process feasible by positing a form
that inherently separates the tasks of learning the quan-
tum correlations in the learned representation of a quan-
tum distribution.
Typical classical distributions are a set D of samples
drawn from some underlying distribution d ∼ pD. The
sampled dataset distribution is simply the categorical dis-
tribution over the datapoints d ∈ D. A quantum dataset
generally can be a similar mix of various datapoints, in
this case quantum states σˆd observed at different frequen-
cies (inverse probabilities). The effective mixed state rep-
resenting this dataset is then σˆD =
∑
d∈D pd σˆd, where we
obtain the mixed state σˆd with probability pd from our
dataset D. As modelling a mixture of states is effectively
equivalent to the task of modelling one mixed state, we
will focus on simply learning to approximate a single data
mixed state σˆD using a variational quantum-probabilistic
model. We assume that we have access to several copies
of this data mixed state directly as quantum data avail-
able in quantum memory.
Variational Quantum Thermalizer
Quantum 
processing 
unit
variational 
para eters
(classical)
Classical output
(e.g., signal 
classification 
label)
FIG. 2. Information flow for the process of training for the
QHBM applied to Modular Hamiltonian Learning. Grayscale
indicates classical information processing happening on a clas-
sical device while colored registers and operations are stored
and executed on the quantum device. The θ parameters de-
termine the latent space distribution and thus the modular
Hamiltonian Kˆθ. From the known latent distribution, one
can estimates of the parameterized partition function logZθ
on the classical device. One then applies the inverse unitary
quantum neural network Uˆ†(φ) and estimates the expecta-
tion value of the modular Hamiltonian Kˆθ at the ouput via
several runs of inference on the quantum device and measure-
ment. The partition function and modular expectation are
then combined to yield the quantum variational cross entropy
loss function (20).
Thus, in complete generality, we consider the prob-
lem of learning a mixed state σˆD, and let ρˆθφ be our
model’s candidate approximation to σˆD, where θ,φ are
variational parameters. In classical probabilistic machine
learning, one minimizes the Kullback-Leibler divergence
(relative entropy), an approach known as “expectation
propagation.” [29] We directly generalize this method
to quantum probabilistic machine learning, now aim-
ing to minimize the quantum relative entropy between
the quantum data distribution and our quantum model’s
candidate distribution, subject to variations of the pa-
rameters. Thus we aim to find
argminθ,φD(σˆD‖ρˆθφ), (16)
where D(σˆ‖ρˆ) = tr(σˆ log σˆ) − tr(σˆ log ρˆ) is the quantum
relative entropy. Due to the positivity of relative entropy,
the optimum of the above cost function is achieved if and
only if the variational distribution of our model is equal
to the quantum data distribution:
D(σˆD‖ρˆθφ) ≥ 0, D(σˆD‖ρˆθφ) = 0 ⇐⇒ σˆD = ρˆθφ.
(17)
We can use this as a variational principle: the relative
entropy is our loss function and we can find optimal pa-
rameters of the model {θ∗,ϕ∗} such that ρˆθ∗φ∗ ≈ σˆD.
As we will see below, the use of QHBMs becomes crucial
for the tractability of evaluation of the relative entropy,
making its use as a loss function possible. Details on
the gradient computation of the loss are discussed in Ap-
pendix B.
Now, for a target quantum data mixed state σˆD and
a QHBM variational state ρˆθφ of the form described in
Equation (3), our goal is to minimize the forward relative
entropy,
D(σˆD‖ρˆθφ) = −S(σˆD) + tr(σˆDKˆθφ) + log(Zθ). (18)
Notice that the first term, S(σˆD) = −tr(σˆD log σˆD), the
entropy of the data distribution, is independent of our
variational parameters, and hence, for optimization pur-
poses, irrelevant to include. This is convenient as the
entropy of the dataset is a priori unknown. We can thus
use the last two terms as our loss function for QHML.
These terms are known as the quantum cross entropy
between our data state and our model,
Lqmhl(θ,φ) ≡ −tr(σˆD log ρˆθφ) = tr(σˆDKˆθφ) + log(Zθ).
(19)
We call this loss function the quantum variational cross
entropy loss. The first term can be understood as the
expectation value of the model’s modular Hamiltonian
with respect to the data mixed state. In order to esti-
mate this modular energy expectation, it is first useful to
express the modular Hamiltonian of the model in terms of
the latent modular Hamiltonian: Kˆθ,φ = Uˆ(φ)KˆθUˆ
†(φ).
Then, by the cyclicity of the trace, we can rewrite the loss
as
Lqmhl(θ,φ) = tr([Uˆ†(φ)σˆDUˆ(φ)]Kˆθ) + log(Zθ). (20)
7To better understand this, we define the pulled-back data
state σˆD,φ ≡ Uˆ†(φ)σˆDUˆ(φ), which is the state obtained
by feeding our quantum data through the unitary quan-
tum neural network circuit in reverse (or rather, inverse).
Thus, this term in the loss is equivalent to the expecta-
tion value of the latent modular Hamiltonian with respect
to the pulled-back data, 〈Kˆθ〉σˆD,φ . The flow of quantum
and classical information for the task of Modular Hamil-
tonian Learning is depicted in Figure 2. See Section II
for details on estimating the partition function, depend-
ing on the chosen latent space structure.
Finally, an interesting feature to note about about this
choice of cross-entropy loss function is that in the limit
where the model approximates the data state, i.e,. when
the relative entropy in (17) converges to zero, then the
loss function itself converges to the entropy of the data:
Lqmhl(θ,φ) ρˆθφ→σˆD−→ S(σˆD) (21)
This means that, as a by-product of the learning process,
after convergence of the training of our model, we are au-
tomatically provided with an estimate of the entropy of
our data distribution simply by observing what the loss
value has converged to. This has wide-ranging implica-
tions about the potential use of QHBM and QMHL, com-
bined with quantum simulation, to allow us to estimate
entropies and various information theoretic quantities us-
ing quantum computers. More on this in the discussion
in Section V.
B. Variational Quantum Thermalizer Algorithm:
Quantum Simulation of Thermal States
In this section we formally introduce the Variational
Quantum Thermalizer (VQT) algorithm, the free energy
variational principle behind it, how it relates to the Varia-
tional Quantum Eigensolver (VQE) [16] in a certain limit,
and how one can use QHBMs for this task.
The variational quantum thermalization task can be
described as the following: given a Hamiltonian Hˆ and a
target inverse temperature β = 1/T , we wish to generate
an approximation to thermal state
σˆβ =
1
Zβ e
−βHˆ , Zβ = tr(e−βHˆ). (22)
Here Zβ is known as the thermal partition function.
Our strategy will be to phrase this quantum simulation
task as a quantum-probabilistic variational learning task.
Suppose we have a quantum-probabilistic ansatz for this
thermal state, ρˆθφ with parameters {θ,φ}. We can con-
sider the relative entropy between this unknown thermal
state and our variational model,
D(ρˆθφ‖σˆβ) = −S(ρˆθφ)− tr(ρˆθφ log σˆβ) (23)
= −S(ρˆθφ) + βtr(ρˆθφHˆ) + logZβ .
This is known as the quantum relative free energy of our
model with respect to the target Hamiltonian Hˆ. The
reason it is called a relative free energy is because it is
the difference of free energy F (ξˆ) ≡ tr(Hˆξˆ) − 1βS(ξˆ), up
to a factor of β, between our ansatz state and the true
thermal state,
D(ρˆθφ‖σˆβ) = βF (ρˆθφ)− βF (σˆβ).
Further note that the positivity of relative entropy im-
plies that the minimum of free energy is achieved by the
thermal state;
D(ρˆθφ‖σˆβ) = 0 =⇒ F (ρˆθφ) = F (σˆβ) and ρˆθφ = σˆβ .
Thus, given a variational ansatz for the thermal state, by
minimizing the free energy as our loss function,
Lvqt(θ,φ) = βF (ρˆθφ) = βtr(ρˆθφHˆ)− S(ρˆθφ),
we find optimal parameters {θ∗,ϕ∗} such that ρˆθ∗φ∗ ≈
σˆβ .
Variational Quantum Thermalizer
Quantum 
processing 
unit
variational 
parameters
(classical)
Classical output
(e.g., signal 
classification 
label)
FIG. 3. Information flow for the process of inference and
training for the QHBM applied to VQT. Grayscale indicates
classical information processing happening on a classical de-
vice while colored registers and operations are stored and exe-
cuted on the quantum device. Here we focus on a general case
for the latent variational distribution. The θ parameters de-
termine the latent space distribution. From this distribution,
one can compute the entropy Sθ classically. Using samples
from the latent distribution x ∼ pθ(x), one applies a quan-
tum operation to prepare the state |x〉〈x| via the unitary Vˆx
from the initial state of the quantum device. One then ap-
plies the unitary quantum neural network Uˆ(φ) and estimates
the expectation value of the Hamiltonian Hˆ at the output via
several runs of classical sampling of x and measurement. The
entropy and energy expectation are then combined into the
free energy loss for optimization.
Now that we have our loss function, we can briefly ex-
amine how one could use a QHBM ansatz for the above.
The great advantage of the QHBM structure here is that
the entropy of the variational model distribution is that
of the latent distribution, as pointed out in equation
(4). As the entropy of the latent variational distribution
is stored on the classical computer and assumed to be
known a priori, only the evaluation of the energy expec-
tation (the first term in the above) requires the quantum
computer. Thus, the number of runs required to esti-
mate the loss function should be similar to the number
8of runs required for the Variational Quantum Eigensolver
and other variational algorithms whose loss only depends
on expectation values [15].
Note that, in the case where our state converges to the
true thermal state upon convergence of the training, then
the value of our loss function will give us the free energy
of the thermal state, which is proportional to the log of
the thermal partition function:
Lvqt(θ,φ) ρˆθφ→σˆβ−→ βF (σˆβ) = − logZβ .
This is effectively a variational free energy principle, and
the basis of the VQT.
As a final note, let us see how we recover the Varia-
tional Quantum Eigensolver and its variational principle
in the limit of low temperature. If we divide our loss
function by β, i.e., directly minimizing the free energy,
L˜(θ,φ) = 1βLvqt(θ,φ) = F (ρˆθφ), then in the limit of
zero temperature,
L˜(θ,φ) β→∞−→ 〈Hˆ〉θφ,
we recover the loss function for the ground state Varia-
tional Quantum Eigensolver (VQE), and thus we recover
the ground state variational principle. Note that in the
limit of zero temperature, there is no need for latent space
parameters as there is no entropy and the latent state is
unitarily equivalent to any starter pure state.
Thus, the VQT is truly the most natural generalization
of the VQE to non-zero temperatures states.
IV. APPLICATIONS & EXPERIMENTS
Our framework is general enough to apply in many sit-
uations of interest in quantum computing [57], quantum
communication [58], quantum sensing [59], and quan-
tum simulation [60–75]. In this section we focus on
applications to quantum simulation and quantum com-
munication, which illustrate the QHBM frameworks for
spins/qubits, Bosonic, and Fermionic systems.
In the Bosonic and Fermionic examples, we restrict
ourselves to Gaussian states for two purposes: first,
these highlight the ways in which our framework is well-
suited to utilizing problem structure; and second, clas-
sical methods exist for simulating quantum systems re-
stricted to these types of states, so they serve as a veri-
fication and benchmarking of our methods. This allows
us to reach system sizes which would not be simulable on
classical computers were we to simulate the wavefunc-
tion in the Hilbert space directly. However, we empha-
size that Quantum Hamiltonian-Based Models apply to
a much broader class of quantum states.
Gaussian states are the class of thermal (and ground)
states of all Hamiltonians that are quadratic in creation
and annihiliation operators (in second quantization). On
the Fermionic side, this class contains a variety of tight-
binding models, including topological models like the Su-
Schrieffer-Heeger (SSH) model [76–78], and mean-field
BCS superconducting states. Bosonic Gaussian states
include coherent and squeezed states, and already enable
(when coupled with measurement) a plethora of appli-
cations in quantum communication, including quantum
teleportation and quantum key distribution. In addition,
Gaussian states are interesting in their own right, and
play a significant role in quantum information theory [79–
81], as well as quantum field theory in curved space-time
[82] and quantum cosmology [83].
Gaussian states are special in that our latent-space fac-
torization postulate is justified physically in addition to
holding numerically. As a consequence of Williamson’s
theorem [84], we are guaranteed that for any thermal
state, there exists a Gaussian transformation that decou-
ples all subsystems in latent space (a procedure often re-
ferred to as normal mode decomposition [85]). For Gaus-
sian systems, we can also work directly with 2N × 2N
covariance matrices rather than density matrices.
A. Variational Quantum Thermalizer for the 2D
Heisenberg Model
As a demonstration of the effectiveness of VQT for
spin systems (qubits), we learn a thermal state of the
two-dimensional Heisenberg model, which exhibits spin-
frustration despite its simplicity. To be precise, we con-
sider the model
Hˆheis =
∑
〈ij〉h
JhSˆi · Sˆj +
∑
〈ij〉v
JvSˆi · Sˆj (24)
where h (v) denote horizontal (vertical) bonds, and
〈·〉 represent nearest-neighbor pairs. As laid out in
Section II, we use a factorized latent space distribu-
tion. Even though we are considering a two-dimensional
model, we simulate VQT using an imagined one-
dimensional array of qubits. As such, we parameterize
our quantum neural network with only single qubit rota-
tions and two-qubit rotations between adjacent qubits in
our simulated one-dimensional quantum computer.
In particular, our paramterized unitary is
composed out of three layers of gates. Each
layer consists of an arbitrary single qubit rota-
tion of the form exp[i(φ1jXˆj + φ
2
j Yˆj + φ
3
j Zˆj)] ap-
plied to each qubit, and a two-qubit rotation
exp[i(φ4jXˆjXˆj+1 + φ
5
j Yˆj Yˆj+1 + φ
6
j ZˆjZˆj+1)] applied
to a complete set of neighboring qubits. The neighbors
acted upon by two-qubit gates are staggered in sequen-
tial layers. No parameters are shared within or between
layers. So in the first layer, the first and second qubits,
third and fourth, and so on, are coupled, while in the
second layer it is the second and third qubits, fourth
and fifth, etc., which are coupled. In addition, we do
not assume periodic boundary conditions for our qubits,
and as such do not include any gates between the first
and last qubits.
While we use relative entropy as our cost function, we
also look at the trace distance and state fidelity of the
9TABLE I. QHBM Experiments Ingredients
Physical System Qubits (Spins) Gaussian Bosons Gaussian Fermions
Base Quantities Sˆi, Sˆj xˆj , pˆk cˆ2j−1, cˆ2j
Representation ρˆ ΓB =
1
2
Tr(ρˆ{ξˆ, ξˆT }) ΓF = i2Tr(ρˆ[ξˆ, ξˆT ])
Ansatz ρˆθφ = Uˆ
†(φ)ρˆ(θ)Uˆ(φ) ST (φ)ΓθS(φ) OT (φ)ΓθO(φ)
Latent Ansatz ρˆ(θ) =
N⊗
j=1
(
1− pj(θj) 0
0 pj(θj)
)
Γθ =
N⊕
j=1
(
νj(θj) 0
0 νj(θj)
)
Γθ =
N⊕
j=1
(
0 λj(θj)
−λj(θj) 0
)
reconstructed target states, as defined in Appendix C.
As the modular Hamiltonian is not unique, in modular
Hamiltonian learning we choose to compare the thermal
states generated from target and learned Hamiltonian.
In Appendix D, we investigate the performance of the
factorized latent space ansatz on systems that in general
do not factorize.
FIG. 4. Density Matrix visualizations for thermal state of
a two-dimensional Heisenberg model. Left: Target thermal
state of Hamiltonian; Right: VQT reconstruction after 200
training steps. Specific model parameters are Nx = Ny = 2,
at β = 2.6, Jx = 1.0, Jy = 0.6. Performance is sustained
for larger systems, but harder to visualize due to sparsity of
density matrix elements.
In Fig. 4, we show the density matrix elements of the
target thermal state, and the reconstructed density ma-
trix elements learned from the corresponding Hamilto-
nian via VQT after 200 variational steps. A few itera-
tions later, the differences become too small to visualize
and then the procedure converges.
Figure 5 shows mean values and 95% confidence inter-
vals for three performance metrics over 100 VQT training
iterations, for 100 randomly initialized sets of variational
parameters. This illustrates that our model trains gener-
ically and is not strongly dependent on initial parame-
ters. Furthermore, while our model was only trained to
minimize relative entropy, it is worth noting that it suc-
cessfully learns with respect to trace distance and fidelity.
B. Learning Quantum Compression Codes
Continuous Variable (CV) systems offer an intriguing
alternative to discrete variable quantum information pro-
FIG. 5. Performance metrics for VQT ansatz reconstruc-
tion of thermal state of two-dimensional anti-ferromagnetic
Heisenberg model with Nx = Ny = 2, at β = 0.5, Jx =
1.0, Jy = 1.0. Upper: Training loss (Free energy of ansatz
minus free energy of target state; Center: trace distance;
Lower: mixed state fidelity. Solid line denotes mean, and
shaded region represents 95% confidence interval. Model
trained on 100 randomly chosen sets of initial parameters
picked uniformly from the unit interval.
cessing [55]. In this context, our parameterized ansatz
finds a decoupled representation of subsystem of quan-
tum modes in latent space, and the entropy is effectively
described by the modes’ effective temperature. High tem-
perature modes contribute most to the entropy, and low
temperature modes contain relatively little information.
This decorrelated structure could be used to devise quan-
tum approximate compression codes.
We recall that for Bosonic Gaussian states, the prob-
lem of dimensionality is made tractable by working with
the phase space quadratures xˆ and pˆ defined in Ap-
pendix E. The real symmetric covariance matrix ΓB asso-
ciated to a mixed state ρˆ is given by the matrix elements
ΓabB =
1
2
Tr(ρˆ{ξˆa, ξˆb}), (25)
where each component of ξˆ is one of the xˆ or pˆ quadra-
tures.
We also remind the reader that Gaussian transforma-
tions act as symplectic transformations on the covariance
matrix, and that the symplectic transformation that di-
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agonalizes ΓB ,
SΓBS
T =
Nb⊕
j=1
(
νj 0
0 νj
)
, (26)
also diagonalizes the Hamiltonian. In this context, mod-
ular Hamiltonian learning consists of finding the sym-
plectic diagonalization of the Hamiltonian given quan-
tum access to the covariance matrix. For more de-
tails on Bosonic Gaussian Quantum Information, see Ap-
pendix E.
To keep our method as close to implementation as pos-
sible, we directly parameterize the space of symplectic
matrices in terms of the effective action of single mode
phase shifts and squeezers, and two-mode beam splitters
as detailed in Appendix F, and in [86].
We consider a translationally invariant linear harmonic
chain
Hˆlhc =
∑
j
ωxˆ2j + pˆ
2
j + 2χxˆj xˆj+1, (27)
where xˆN+1 = xˆ1, as in [85]. At the point ω = 2|χ|,
the system is critical and the operator Hˆlhc becomes un-
bounded from below.
First, we find the ground state of a long chain (we use
200 sites) close to criticality. We then cut the chain at two
points and keep one of the two parts of the bipartition,
performing a partial trace over the rest of the system.
Given this reduced density matrix for the subsystem, we
use QMHL to find an approximate representation of a
modular Hamiltonian that would generate this as a ther-
mal state.
FIG. 6. Compression of latent space representation for re-
duced state of harmonic chain near criticality (ω = 1.0, χ =
0.499), with Modular Hamiltonian Learning. Subsystem of
10 modes traced out from full chain of length 200. Plots visu-
alize absolute value of difference between reconstructed and
true covariance matrix elements, at single-shot compression
ratios of 0.1, 0.4, 0.7 and 0.9. Color scale is relative to largest
matrix element of the true covariance matrix.
Our ansatz for QHBM is perfectly suited for latent
space compression. The entropy of our ansatz is only
dependent on the latent space parameters, where we
have uncoupled oscillators at different effective temper-
atures. Compression consists of systematically setting
low-temperature oscillators to their ground state.
By running our circuit forward (encoding), compress-
ing, and then backward (decoding), we see that for the
reduced state of the chain, even when we remove almost
FIG. 7. Modular modes of reduced harmonic chain. Blue
diamonds denote Modular Hamiltonian Learning results, and
dashed red line denotes exact result from Williamson decom-
position. Modes arranged in order of increasing eigenvalue
(from top to bottom, and from left to right). System under
consideration was a harmonic chain of length 100 lattice sites
(subsystem of 12 sites), with ω = 1, χ = −0.2.
all of the latent mode information, we can still approxi-
mately reconstruct the original state.
In the case of Bosonic Gaussian systems, the columns
of the diagonalizing symplectic transformation are the
modular modes of the reduced system. Thus, QHBM are
essentially directly learning these modes. In Fig. 7, we
show modular mode reconstructions (after shifting and
rescaling) for a translationally invariant harmonic chain
away from criticality.
C. Preparation of Fermionic Thermal States
In recent years, great progress has been achieved in
using quantum systems to simulate quantum dynamics.
This quantum simulation has been achieved in a variety
of physical implementations, including ultracold atomic
gases in optical lattices [87], trapped ions [88], and su-
perconducting circuits [89]. QHBM are applicable to any
of these implementations, where VQT could be used to
prepare an approximate thermal state. Moreover, mod-
ular Hamiltonian learning could facilitate the simulation
of out-of-equilibrium time-evolution, going beyond what
is feasible with classical methods.
As a proof of principle of the application of QHBM
to these problems, we use the VQT to learn an efficient
preparation of d-wave superconducting thermal states.
The BCS mean-field theory Hamiltonian is quadratic in
creation and annihilation operators, so we restrict our
attention to Fermionic Gaussian states. These states are
useful in a variety of quantum chemistry applications,
where they are often desired as initial states for further
quantum processing routines [90]. They have also been
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used to model impurities in metals [91, 92], which are
key to understanding much of the collective phenomena
in strongly-correlated materials [93–95].
In analogy with the Bosonic Gaussian case considered
above, we remind the reader that for Fermionic Gaus-
sian systems, the real anti-symmetric covariance matrix
ΓF associated to a mixed state ρˆ is given by the matrix
elements
ΓabB =
i
2
Tr(ρˆ[ξˆa, ξˆb]), (28)
where now ξˆ = (cˆ1, . . . , cˆ2N ) is a vector of Majorana op-
erators derived from the system’s physical creation and
annihilation operators.
Fermionic Gaussian transformations act as orthogonal
transformations on covariance matrices, and the same
orthogonal that diagonalizes the covariance matrix,
OΓFO
T =
Nf⊕
j=1
(
0 −λj
λj 0
)
, (29)
also diagonalizes the Hamiltonian. For more details, see
Appendix G.
The VQT uses minimization of relative entropy to
learn the orthogonal transformation concurrently with
the effective frequencies of the decoupled Fermionic
modes, essentially learning a representation of the Bo-
goliubov transformation. However, implementing this on
a discrete-variable quantum computer requires the addi-
tional initialization steps of applying a qubit-to-Fermion
transformation, such as the Jordan-Wigner transforma-
tion, and then transforming to the basis of Majorana
modes. The orthogonal transformation itself can be di-
rectly parameterized in terms of Givens rotations [96] on
pairs of modes. This in turn allows for the analytic com-
putation and propagation of variable gradients through
the quantum circuit.
For the completely general BCS Hamiltonian and in-
terpretations of its constituent terms, we refer the reader
to Appendix H. For present purposes, we consider the
case of uniform Cooper pairing, i.e. ∆ij = ∆, and with-
out loss of generality we set the chemical potential to
zero, µ = 0, leading to a Hamiltonian of the form
Hˆdx2−y2 =− t
∑
〈i,j〉,σ
(aˆ†i,σaˆj,σ + aˆ
†
j,σaˆi,σ) (30)
∆
∑
〈i,j〉
(aˆ†i,↑aˆ
†
j,↓ − aˆ†i,↓aˆ†j,↑ + h.c.).
While the d -wave Hamiltonian is Gaussian, the Cooper
pairing induces terms such as aˆ†1,↑aˆ
†
2,↓. As a result, we
switch to the Majorana basis before learning a state
preparation circuit. See Appendix G for details. In Fig-
ure 8, we illustrate the training of VQT on a typical
d-wave thermal state. The snapshots on the bottom are
covariance matrices output by the partially trained QNN
Training Loss Target
Training Snapshots
FIG. 8. VQT training for d-wave thermal state with Nx =
Ny = 2, with β = 1, t = 0.3, ∆ = 0.2. Upper left: VQT
training loss (free energy) verus training iteration. Upper
right: Depiction of matrix elements of target covariance ma-
trix in Majorana basis. Below: Snapshot visualization of ma-
trix elements of variationally parameterized covariance matrix
in Majorana basis at various points in training process.
at intervals of 20 learning steps. After 150 steps, the
target covariance matrix and VQT reconstruction are in-
discernible by fidelity, entropy and trace distance. We
note that in classical simulations of QHBM for Gaus-
sian Fermions, our models were able to learn successfully
for much larger systems (up to 50 Fermions), but the
covariance matrices became too large to clearly discern
individual matrix elements as in Figure 8.
V. DISCUSSION & FUTURE WORK
Recent literature in quantum machine learning and
quantum-classical variational algorithms has focused on
the learning of pure quantum state approximations to the
ground or excited states of quantum systems. If we wish
to simulate and model the physics of realistic quantum
systems, we must allow for the possibility of interplay
between classical and quantum correlations.
In this paper we introduced the general formalism of
QHBMs. Previous techniques for learning mixed quan-
tum states have been tailored specifically for low-rank
density matrices [11]. Our method, which minimizes rel-
ative entropy rather than Hilbert-Schmidt distance, is
generic and can be applied to mixed and thermal states
of any rank. It has the additional benefits of yielding
estimates of mixed state entropy, free energy, and the di-
agonalizing transformation of the target system, the last
of which enables modular time evolution and facilitates
full quantum simulation of a previously unknown system.
This further opens up the possibility of using quantum
machine learning to compute state entropies of analyt-
ically intractable systems. Considering the vast body
of literature exploring the computation of entropies in
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physical quantum systems [97], this novel application of
quantum-classical hybrid computing could be quite sig-
nificant.
Latent space factorization, while not obligatory for
QHBM, leads to widespread applications based on learn-
ing decorrelated (factorized) quantum representations,
akin to classical disentangled representations [51]. In the
context of unsupervised learning, learning a disentangled
latent space representation could be useful for tasks such
as latent space interpolation [98] and latent space vector
arithmetic, quantum principal component analysis [99],
clustering [100], and more generally entropy-based quan-
tum compression as demonstrated in Section IV B. Such
compression could also be used for unsupervised pre-
training in discriminative learning [101]. Progressively
learning to compress layer-wise while growing the depth
of the unitary quantum neural network would yield a
procedure akin to layer-wise pretraining in classical ma-
chine learning [101]. Compression could also be used for
denoising quantum data, something previous approaches
to quantum autoencoders were not suitable for [102].
As for the case of using a diagonal latent space Hamil-
tonian for QMHL, we are then effectively learning the
eigenbasis of the data density matrix.
The great advantage over previously proposed varia-
tional quantum algorithms for quantum state diagonal-
ization is that our method employs the relative entropy
rather than a Hilbert-Schmidt metric, thus allowing us
to learn to diagonalize much higher rank quantum states.
Furthermore, learning to diagonalize a quantum density
matrix is essentially related to the Quantum Principal
Component Analysis algorithm [103] for classical data,
and other related quantum machine learning algorithms
[8, 104]. Our approach could be seen as a variational
alternative method for these algorithms, circumventing
the need for a very long quantum circuit for the quan-
tum state exponentiation [105], which has been deemed
intractable even for far-term quantum computers when
compiled [106]. This does not remove the requirement of
the state preparation (which requires QRAM or a special
oracle [107]). Though, in the case of quantum data, this
method does not need access to such exotic components,
and has the potential to demonstrate a quantum advan-
tage for learning the unitary which diagonalizes either a
quantum Hamiltonian or quantum density matrix.
Future iterations on this work could modify the loss
function, potentially introducing a quantum variant of
the Evidence Lower Bound (ELBO) for the quantum rel-
ative entropy loss. This would, in turn, yield a quan-
tum form of Variational Autoencoders (VAEs) [30]. Both
QHBMs and VAEs could potentially be used to learn an
effective mixed state representation of an unknown quan-
tum state from partial quantum tomographic data [108].
We aim to tackle this Quantum Neural State Tomogra-
phy with QHBMs in future work.
In a near-term future iteration, we plan to fully com-
bine classical neural network-based Energy-Based Models
[49] with our QHBM. Recent papers have demonstrated
the power of hybridized quantum-classical neural net-
works trained using hybrid quantum-classical backprop-
agation, originally introduced in [13], then later iterated
upon in [109]. Given previous successes in combining
classical differentiable models and quantum variational
circuits, we anticipate this implementation to be straight-
forward given the framework laid out in this paper. Since
such a full hybridization would allow us to go beyond
full-rank multinoulli estimation for the general classical
latent distribution QHBM, this would be the piece which
would unlock the scalability of this algorithm to highly
non-trivial large-scale quantum systems. We plan to ex-
plore this in upcoming work.
QHBM present several key advantages relative to other
forms of unsupervised quantum learning with quantum
neural networks such as quantum GANs [110]. GANs
(both quantum and classical) are notoriously difficult
to train, and once trained, difficult to extract physical
quantities from. QHBM represent physical quantities
more directly, and as such are much more suitable for
applications that involve physical quantum data. From
our preliminary numerics, our framework also appears to
train very robustly and with few iterations. Furthermore,
QHBM require less quantum circuit depth during train-
ing than quantum GANs, which require both a quantum
generator and quantum discriminator. The latter is a key
consideration for possible implementation on near-term
intermediate scale quantum devices [2].
A key point is that in Quantum Modular Hamiltonian
Learning (QMHL) and VQT, we are not just learning
a distribution for the modular Hamiltonian and ther-
mal state respectively. Rather, we are learning efficient
approximate parameterizations of these quantities with
our quantum circuit. In the context of VQT, this gives
us the ability to directly prepare a thermal state on
our quantum computer using polynomial resources, from
knowledge of a corresponding Hamiltonian. For Mod-
ular Hamiltonian Learning, once an efficient ansatz has
learned the optimal value of parameters such that its out-
put approximates our data mixed state, this gives us the
ability to reproduce as many copies of the learned mixed
state distributions as desired. In addition, the modu-
lar Hamiltonian itself provides invaluable information re-
lated to topological properties, thermalization, and non-
equilibrium dynamics.
In particular, Modular Hamiltonian Learning gives one
access to the eigenvalues of the density matrix and the
unitary that diagonalizes the Modular Hamiltonian. Ap-
plying the QNN to a quantum state brings it into the
eigenbasis of the Modular Hamiltonian. In this basis,
an exponentiation of the diagonal latent modular Hamil-
tonian (which we have a classical description of) imple-
ments modular time evolution. We can apply the inverse
QNN to return to the original computational basis.
In the same vein, QMHL provides the ability to probe
a system at different temperatures, something that mixed
state learning on its own does not. Given access to sam-
ples from a thermal state at some temperature, one can
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thus generate typical samples from the same system at
another temperature by learning the modular Hamilto-
nian and systematically changing the latent space param-
eters.
Finally, we underscore the generality of our framework.
Just as classical EBM are inspired by physics but can
be applied to problems far abstracted from real physical
systems, so too can our QHBM be employed for any task
which involves learning a quantum distribution.
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Appendix A: Quantum Neural Networks and
Gradients
A Quantum Neural Network can generally be written
as a product of layers of unitaries in the form
Uˆ(φ) =
L∏
`=1
Vˆ `Uˆ `(φ`), (A1)
where the `th layer of the QNN consists of the product of
Vˆ `, a non-parametric unitary, and Uˆ `(φ`) a unitary with
(possibly) multiple variational parameters (note the su-
perscripts here represent indices rather than exponents).
The multi-parametric unitary of a given layer can itself
be generally comprised of multiple unitaries {Uˆ `j (φ`j)}M`j=1
applied in parallel:
Uˆ `(φ`) ≡
M⊗`
j=1
Uˆ `j (φ
`
j), (A2)
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here I` represents the set of indices of the corresponding
to the `th layer. Finally, each of these unitaries Uˆ `j can be
expressed as the exponential of some generator gˆj`, which
itself can be any Hermitian operator on n qubits (thus
expressible as a linear combination of n-qubit Pauli’s),
Uˆ `j (φ
`
j) = e
−iφ`j gˆ`j , gˆ`j =
Kj`∑
k=1
βj`k Pˆk, (A3)
where Pˆk ∈ Pn (Paulis on n-qubits [113]) and βj`k ∈ R for
all k, j, `. For a given j and `, in the case where all the
Pauli terms commute, i.e. [Pˆk, Pˆm] = 0 for all m, k such
that βj`m , β
j`
k 6= 0, one can simply decompose the unitary
into a product of exponentials of each term,
Uˆ `j (φ
`
j) =
∏
k
e−iφ
`
jβ
j`
k Pˆk . (A4)
Otherwise, in instances where the various terms do not
commute, one may apply a Trotter-Suzuki decomposition
of this exponential [114], or other quantum simulation
methods [115].
In order to optimize the parameters of an ansatz from
equation (A1), we need a cost function to optimize. In
the case of standard variational quantum algorithms this
cost function is most often chosen to be the expectation
value of a cost Hamiltonian,
f(φ) = 〈Hˆ〉φ ≡ 〈Ψ0|Uˆ†(φ)HˆUˆ(φ)|Ψ0〉 (A5)
where |Ψ0〉 is the input state to the parametric circuit.
In general, the cost Hamiltonian can be expressed as a
linear combination of operators, e.g. in the form
Hˆ =
N∑
k=1
αkhˆk ≡ α · hˆ, (A6)
where we defined a vector of coefficients α ∈ RN and
a vector of N operators hˆ. Often this decomposition
is chosen such that each of these sub-Hamiltonians are
in the n-qubit Pauli group hˆk ∈ Pn. The expectation
value of this Hamiltonian is then generally evaluated via
quantum expectation estimation, i.e. by taking the linear
combination of expectation values of each term
f(φ) = 〈Hˆ〉φ =
N∑
k=1
αk〈hˆk〉φ ≡ α · hφ, (A7)
here we introduced the vector of expectations hφ ≡ 〈hˆ〉φ.
In the case of non-commuting terms, the various expecta-
tion values 〈hˆk〉φ terms are estimated over separate runs.
Now that we have established how to evaluate the loss
function, let us describe how to obtain gradients of the
cost function with respect to the parameters. A simple
approach is to use simple finite-difference methods, for
example, the central difference method,
∂kf(φ) =
1
2ε [f(φ+ ε∆k)− f(φ− ε∆k)] +O(ε2) (A8)
which, in the case where there are M continuous param-
eters, involves 2M evaluations of the objective function,
each evaluation varying the parameters by  in some di-
rection, thereby giving us an estimate of the gradient
of the function with a precision O(ε2). Here the ∆k
is a unit-norm perturbation vector in the kth direction
of parameter space, (∆k)j = δjk. In general, one may
use lower-order methods, such as forward difference with
O(ε) error from M + 1 objective queries [3], or higher
order methods, such as a five-point stencil method, with
O(4) error from 4M queries [116].
As recently pointed out in various works [117, 118],
given knowledge of the form of the ansatz (e.g. as in
(A3)), one can measure the analytic gradients of the ex-
pectation value of the circuit for Hamiltonians which have
a single-term in their Pauli decomposition (A3) (or, al-
ternatively, if the Hamiltonian has a spectrum {±λ} for
some positive λ). For multi-term Hamiltonians, in [117]
a method to obtain the analytic gradients is proposed
which uses a linear combination of unitaries. Recent
methods use a stochastic estimation rule to reduce the
number of runs needed and keep the optimization effi-
cient [118]. In our numerics featured in this paper, we
simply used first-order finite (central) difference methods
for our gradients.
Appendix B: Gradients of QHBMs for generative
modelling
1. Gradients of model parameters
Using our notation for the pulled-back data state
σˆD,φ ≡ Uˆ†(φ)σˆDUˆ(φ), the gradient with respect to
model parameters φ will be given by
∂φjL(θ,φ) = ∂φj tr(KˆθσˆD,φ) = ∂φj 〈Kˆθ〉σˆD,φ , (B1)
simply is the gradient of the latent modular Hamilto-
nian expectation value with respect to the data state
pushed through the reverse quantum neural network
U†(φ). Taking gradients of the expectation value of a
multi-term observable is the typical scenario encountered
in regular VQE and quantum neural networks, there exist
multiple strategies to get these gradients (see Appendix
A).
2. Gradients of variational parameters
For gradients of the loss function with respect to model
parameters θ, note that we need to take gradients of both
the modular Hamiltonian terms and the partition func-
tion. For gradients of the modular Hamiltonian expec-
tation term with respect to the variational parameters
θ, we change the observable we are taking the expecta-
tion value of, this is not as common in the literature on
quantum neural networks, but it is fairly simple:
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∂θm〈Kˆθ〉σˆD,φ = 〈∂θmKˆθ〉σˆD,φ = 〈∂θmKˆm(θm)〉σˆD,φ ,
(B2)
it is simply the expectation value of the gradient. Note
that here we assumed the latent modular Hamiltonian
was of the form
Kˆθ =
∑
m
Kˆm(θ), (B3)
which is valid both for a diagonal latent multinoulli vari-
able (Kˆm = |m〉〈m|) and a factorized latent distribution,
in which case each Kˆm can be understood as a subsystem
Hamiltonian.
For simple cases where the parameterized modular
Hamiltonian is simply a scalar parameter times a fixed
operator Mˆ , i.e., Kˆm(θm) = θmMˆm, then the above sim-
plifies to
∂θm〈Kˆθ〉σˆD,φ = 〈Mˆm〉σˆD,φ = tr(MˆmσˆD,φ), (B4)
which is a simple expectation value.
Now, to get the gradient of the partition function,
given our assumed knowledge of each of the simple modu-
lar Hamiltonian, we should have an analytical expression
for the partition function which we can use. Notice,
logZθ =
∑
j
logZj(θj) (B5)
=
∑
j
log[tr(e−Kˆj(θj))]
=
∑
j
log(
∑
kj
kj(θj))
where kj(θj) are the eigenvalues of the jth parameterized
modular Hamiltonian Kˆj(θj).
We can use this form to derive the gradient of this term
with respect to model parameters
∂θm logZθ = ∂θm log[tr(e−Kˆm(θm))] (B6)
= 1Zm(θm)∂θmtr(e
−Kˆm(θm))
= − 1Zm(θm) tr(e−Kˆm(θm)∂θmKˆm(θm)).
Once again, for simple parameterized modular Hamilto-
nians of the form Kˆm(θm) = θmMˆm, then this formula
becomes
∂θm logZθ = − 1Zm(θm) tr(e−θmMˆmMˆm) (B7)
which is straightforward to evaluate analytically classi-
cally given knowledge of the spectrum of Mˆm. Techni-
cally, there is no need to use the quantum computer to
evaluate this part of the gradient.
Thus, we have seen how to take gradients of all terms of
the loss function. Thus, by simply training on the quan-
tum cross entropy between the data and our model, we
can theoretically fully train our generative model using
gradient-based techniques.
Appendix C: Distance Metrics
The trace distance is defined to be
T (ρˆ, σˆ) :=
1
2
Tr[
√
(ρˆ− σˆ)†(ρˆ− σˆ)], (C1)
and generic mixed state fidelity is calculated as
F (ρˆ, σˆ) :=
[
Tr
√√
ρˆσˆ
√
ρˆ
]2
(C2)
Appendix D: Investigation of Ansatz Performance
In the case of Gaussian states, we are guaranteed that
a factorized latent space solution exists. For qubit sys-
tems with inter-qubit coupling, this is not the case. Of
course fully parameterizing both the unitary and the clas-
sical distribution should allow for perfect reconstruction
- and hybrid quantum-classical algorithms should enable
the efficient extraction of typical samples. That said, it is
interesting to see just how much representational power
the product ansatz actually has when applied to non-
Gaussian systems. To this end, we investigate its perfor-
mance both as a function of temperature, and in com-
parison to the actual performance of the general ansatz,
which has a fully parameterizable diagonal distribution.
Our simulations are small in scale and restricted in the
classes of models considered, but promising nonetheless.
In Figure 9, we show trace distance and fidelity for a
one-dimensional heisenberg model with transverse and
longitudinal magnetic fields,
Hˆ = −
∑
〈ij〉
Sˆi · Sˆj +
∑
j
(hxSxj + h
zSzj ), (D1)
where the presence of perpendicular field terms induces
quantum fluctuations. In the limit β → 0, the thermal
fluctuations completely dominate the quantum, and the
resulting thermal state is completely mixed. The essen-
tially perfect reconstruction in that limit - and with lit-
tle variance - reflects the high approximate degeneracy
of the solution space. In the opposite limit, β → ∞,
the thermal state approaches the ground state. Classical
correlations vanish and the state becomes pure. In this
limit, we achieve asymptotically ideal reconstruction with
high probability, but occasionally the variational proce-
dure gets stuck in local minima, resulting in the high
variance around the mean.
In the intermediate regime both quantum and classical
correlations are important, and the lack of generality in
factorized latent space results in slight performance losses
with respect to a generic ansatz. For large systems, the
fidelity and trace distance will not necessary perform well
on models trained to optimize relative entropy.
In the reconstruction tables for fidelity II(a) and trace
distance, II(b), QMHL was performed at inverse temper-
ature β = 1.3, which is in the general region where we
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FIG. 9. Performance metrics for QMHL with factorized la-
tent space ansatz on the thermal state of a fixed Hamiltonian
at different temperatures. Solid dark line denotes mean, and
shaded translucent region denotes 95% confidence interval.
Model under consideration is a four qubit one-dimensional
Heisenberg model J = −1.0 with transverse and longitudinal
magnetic fields, Jx = 0.3, Jz = 0.2, and 50 trial initializa-
tions were chosen for each inverse temperature β.
TABLE II. Reconstruction metrics for QMHL with latent
space product (factorized) and general ansatz, computed for a
family of random coupling models on a four qubit chain after
convergence or 200 training steps. For each of the 10 model
Hamiltonians, 10 random initializations were chosen for each
ansatz. Mean, min and max are with respect to these initial-
izations, and the values reported represent averages over the
class of Hamiltonians.
(a) Fidelity
Ansatz Mean Min Max
Factorized 0.871 0.752 0.919
General 0.935 0.881 0.950
(b) Trace Distance
Ansatz Mean Min Max
Factorized 0.221 0.172 0.367
General 0.173 0.153 0.249
expect most drastic deviation from the factorized latent
space assumption. We see that the performance loss as
compared to the generic ansatz is relatively small. Ran-
dom models were chosen from the class
Hˆ =
∑
〈ij〉
(αijXˆiXˆj + βij YˆiYˆj + γijZˆiZˆj) +
∑
j
hj · Sˆj ,
(D2)
where αij , βij , γij , hj were all sampled independently
from the uniform distribution on the interval [−1, 1] ⊂ R,
and allowed to differ on each site and edge.
Appendix E: Continuous Variable Gaussian
Quantum Information
By Wick’s theorem, Gaussian states (Bosonic or
Fermionic) are completely specified by their first and sec-
ond moments. Mathematically, this means that all higher
order correlation functions (n-point correlators) can be
written as sums of products of second order correlators:
〈ξˆa1 · · · ξˆan〉 =
∑∏
〈ξˆaj · · · ξˆbj 〉 (E1)
For thermal states, the mean displacement is zero and
the density matrix ρˆ is completely replaced by the co-
variance matrix Γ (2N × 2N for systems of N Bosons).
The ‘position’ and ‘momentum’ quadratures, defined
by
xˆj =
1√
2
(aˆj + aˆ
†
j) (E2)
pˆj =
i√
2
(aˆj − aˆ†j), (E3)
are conjugate variables, satisfying the canonical
Bosonic commutation relations, [xˆj , pˆk] = 2iδjk. If we
combine all of the quadratures into a vector of operators,
ξ = (xˆ1, . . . , xˆN , pˆ1, . . . , pˆN ), then the Bosonic commuta-
tions take the form
[ξa, ξb] = iΩab, (E4)
where
Ω =
[
0 IN
−IN 0
]
(E5)
is a 2N × 2N skew-symmetric matrix known as the sym-
plectic form, and IN is the N ×N identity matrix.
Bosonic Gaussian transformations are then transfor-
mations that preserve the symplectic form, i.e. S ∈
Sp(2Nb) where
STΩS = Ω. (E6)
The uncertainty principle (encoded in the commuta-
tion relations) constrains the covariance matrix to ΓB ≥
iΩ.
In symplectic diagonal form, we now have independent
effective oscillators, and the entropy takes the simplified
form
SB(σ) =
∑
j
ωj
eωj − 1 − log(1− e
−ωj ), (E7)
where ωj is the frequency of the j
th effective oscillator,
and β, ~, and kB are set to unity.
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The logarithm of the partition function also takes a
simplified form:
logZθ =
∑
j
−ωj
2
− log(1− e−ωj ), (E8)
Appendix F: Gaussian Model Parameterizations
In Section IV, we utilize the Gaussian nature of the
problems to better parameterize the unitary transforma-
tions. Here, we explain those parameterizations and how
one may operationally implement such parameterized
transformations on various quantum computing plat-
forms.
1. Fermions
As mentioned in the main text, Fermionic Gaussian
transformations are given by orthogonal transformations
acting on Fermionic modes. Multiple methods exist for
parameterizing the class of orthogonal transformations.
In classical simulation of QHBM, one can take advantage
of a consequence of the lie algebra - lie group correspon-
dence: the space of real orthogonal matrices of size N
is spanned by eA paremeterized by anti-symmetrizing a
lower-diagonal matrix with N(N −1)/2 non-zero entries.
For QHBM on a real quantum computer, it is prefer-
able to use Givens rotations on pairs of modes. The ma-
trix describing this two-mode mixing is a rotation,
G(φ) =
(
cos(φ) − sin(φ)
sin(φ) cos(φ)
)
. (F1)
Such a rotation can be generalized to include complex
phases, but that is unnecessary when staying within the
confines of the special orthogonal group. The space of
such orthogonal transformations can be systematically
decomposed into sequences of Givens rotations which act
on pairs of modes, as detailed in [119].
2. Bosons
By the Bloch-Messiah decomposition [120], any sym-
plectic matrix S of size 2N can be brought into the form
S = O1DO2 (F2)
where O1 and O2 are real orthogonal and sym-
plectic, and D is a diagonal matrix of the form
diag(d1, d2, . . . dN , d
−1
1 , d
−1
2 , ..., d
−1
N ).
For classical simulation of QHBM, it is useful to de-
compose this further. Every real orthogonal symplectic
matrix,
O =
[
X Y
−Y X
]
∈ R2N×2N
can be associated to a unitary U = X + iY ∈
CN×N . The space of such unitaries is spanned by ex-
ponentiating anti-Hermitian matrices. Each Hermitian
matrix is described by N(N − 1)/2 complex parame-
ters. Finally, we can generate Hermitian matrices by
anti-symmetrizing (with hermitian conjugate) complex-
valued lower-diagonal matrices. We can thus classically
parameterize the space of symplectic transformations by
reading the sequence of decompositions backwards start-
ing from lower-diagonal matrices. Altogether, a symplec-
tic matrix for an N -mode system may be described by
2N2 −N real parameters.
In quantum optical setups, O1 and O2 represent pas-
sive transformations, such as performed by beam split-
ters and phase shifters, and D can be implemented via a
sequence of single-mode squeezers, as explained in [85].
Appendix G: Gaussian Fermionic Quantum Systems
In this appendix, we give a more detailed prescription
for how one could implement QHBM for Fermionic Gaus-
sian systems. While we employ the Jordan-Wigner trans-
formation [121, 122] to symbolically map Fermionic op-
erators to qubit operators, we note that other mappings,
like Bravyi-Kitaev (BK) [123, 124] or Ball-Verstraete-
Cirac (BVC) [125–127] transformations also suffice as
long as appropriate parameterizations are chosen.
In the JW transformation, effective Fermionic creation
and annihilation operators are induced by combining
qubit operators,
aˆk =
1
2
(Xˆk + iYˆk)Zˆ1 · · · Zˆk−1
aˆ†k =
1
2
(Xˆk − iYˆk)Zˆ1 · · · Zˆk−1, (G1)
where Xˆk, Yˆk, and Zˆk are Pauli operators on qubit k.
In this language, it’s natural to consider the occupation
of the kth effective Fermionic mode,
nˆk ≡ cˆ†k cˆk =
1
2
(1− Zˆk), (G2)
and we see that we can ’measure’ the occupation of
the mode just by measuring the Pauli-Z operator on the
corresponding qubit.
In making this prescription, we are implicitly defining
an ordering on the qubits. For one-dimensional systems,
this is natural, and all next neighbor effective Fermionic
hopping gates are local in qubit operators:
cˆ†k cˆk+1 + cˆ
†
k+1cˆk =
1
2
(XˆkXˆk+1 + YˆkYˆk+1). (G3)
For higher-dimensional systems, methods have been
developed that handle the extra phases involved.
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For each pair of physical Fermionic creation and an-
nihilation operators, aˆj , aˆ
†
j , we can associate a pair of
virtual Majorana modes, cˆ2j−1, cˆ2j , according to
cˆ2j−1 = aˆj + aˆ
†
j (G4)
cˆ2j = i(aˆj − aˆ†j) (G5)
The canonical transformation from physical Fermionic
operators to Majorana operators is a local rotation in
operator space for each Fermion individually. While
the defining equations for the Majoranas are cosmeti-
cally identical (up to a multiplicative constant) to those
defining Bosonic conjugate variables pˆ and qˆ, these Ma-
jorana Fermions satisfy the canonical Fermionic anti-
commutation relations, {cˆk, cˆl} = 2δkl.
In the Majorana basis, any Fermionic Gaussian Hamil-
tonian takes the generic form
HˆF = i
2Nf∑
i,j
hij cˆicˆj + E, (G6)
where Nf is the total number of Fermions, and E is
some constant energy shift associated with the transfor-
mation to Majorana modes.
In this basis, we can approach the Fermionic problem
in a similar manner to the Bosonic problem - we want
to decompose the system (now written in terms of Ma-
joranas) into independent effective Fermionic oscillators.
Said in another way, we want to find a set of Fermionic
operators, {ˆ˜c1, . . . , c˜2Nf } and a corresponding set of en-
ergies {1, . . . , 2Nf }, such that
HˆF =
2Nf∑
j=1
j c˜
†
j c˜j + const. (G7)
As mentioned in the main text, this diagonalization
can be performed by an orthogonal transformation on
the covariance matrix associated with the thermal state.
In general, an orthogonal transformation on Fermionic
modes must also contain particle-hole transformations,
but working in the Majorana basis these are not neces-
sary. A generic orthogonal matrix requires no more than
O(N2f ) such Givens rotations.
In one-dimensional systems, the JW transformation
makes for a remarkably simple implementation of Givens
rotations, including two CNOT gates and one controlled-
phase rotation. For higher-dimensional systems, tech-
niques exist for dealing with the phases that arise in the
JW mapping. Moreover, Givens rotations are incredibly
close to the physical operations performed on real quan-
tum devices.
Finally, the derivative of a Givens rotation analytically
is
G′(φ) = G(φ+
pi
2
), (G8)
meaning that gradients can be computed easily using
exact methods, by physically measuring expectation val-
ues with parameters shifted by pi2 .
Appendix H: D-wave Superconductivity
The mean-field BCS Hamiltonian has become a
paradigmatic phenomenological model in the study of su-
perconductors.
The generic model is described by Hamiltonian
Hˆdx2−y2 =− t
∑
〈i,j〉,σ
(aˆ†i,σaˆj,σ + aˆ
†
j,σaˆi,σ) + µ
∑
i,σ
aˆ†i,σaˆi,σ∑
〈i,j〉
∆ij(aˆ
†
i,↑aˆ
†
j,↓ − aˆ†i,↓aˆ†j,↑ + aˆj,↓aˆi,↑ − aˆj,↑aˆi,↓)
(H1)
defined for Fermions (electrons) on a two-dimensional
lattice of size Nx by Ny sites, where aˆ (aˆ
†
j) is a Fermionic
annihilation (creation) operator on lattice site j. Each
site hosts two spin-orbitals (one for spin up, and one for
spin down), giving a total of 2×Nx×Ny Fermions. Here,
µ represents a chemical potential that sets the filling den-
sity. t denotes next-neighbor hopping strength, and ∆ij
parameterizes the superconducting gap (less formally, it
incentivizes the formation of Cooper pairs).
