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Abstract
The last decades have seen a surge of robots working in contact
with humans. However, until now these contact robots have made
little use of the opportunities offered by physical interaction and lack
a systematic methodology to produce versatile behaviors. Here we
develop the first interactive robot controller able to understand the
control strategy of the human user and react optimally to their move-
ments. We demonstrate that combining an observer with a differential
game theory controller can: induce a stable interaction between the
two partners; precisely identify each other’s control law; and allow
them to successfully perform the task with minimum effort. Simula-
tions and experiments with human subjects demonstrate these prop-
erties and illustrate how the new controller can induce different rep-
resentative interaction strategies.
1
Introduction
Traditional robotic manipulators, such as those used in the automotive indus-
try, are potentially dangerous for human workers and thus are kept separated
from them. However, robotic systems have been increasingly used in recent
decades to work in physical contact with humans. While the potentialities
of such contact robots are suggested by the benefits observed during physical
tasks carried between humans [1, 2], they have so far made little use of the
opportunities of interactive control [3]: either they are fully controlled by
the operator (as in master-slave behavior mode [4, 5, 6]) or, conversely, their
control law does not adapt during movement to the interaction with the user,
e.g. in typical rehabilitation robots [7]. To efficiently assist a human user,
a contact robot should arguably react and adapt to their specific motion
behavior according to a desired control strategy.
How should a contact robot be controlled to provide a stable and appro-
priate response to a user with unknown dynamics during various activities
ranging from sport training, to physical rehabilitation and shared driving
[8, 9, 10]? Specific human-robot interactions have been studied [11, 12] but
a general framework for interactive control is still missing. It has been sug-
gested that differential game theory (GT) can be used as a framework to
describe various interactive behaviors between a robot and its human user
[13]. However, GT typically assumes knowledge of the partner’s dynamics
and control strategies [14, 15], while a contact robot cannot a-priori know
the sensorimotor control of the human user.
On the other hand, the study of physical tasks between humans has re-
vealed how the capability to understand the partner’s sensorimotor control
and to adapt one’s own control is key to interaction benefits [16]. Some re-
cent papers have studied how finite games can deal with limited knowledge
of the partner [17, 18], but it is unclear how the available techniques should
be transferred to the continuous control of the interaction with a robot. A
method to model the interaction force of a contact robot with its user has
been introduced in [19], but in an approach requiring force sensing and re-
stricted to the collaboration between equals [13]. However, different control
strategies are required for various tasks, such as less-than-needed assistance
to promote successful learning in physical rehabilitation [20], or a deceptive
behavior needed for competition that can be used to challenge a user [21].
Therefore, our goal is to develop a versatile interactive motion behavior
for a robot in physical contact with a human user, with which these two
agents can optimally react to each other by learning each other’s control.
In this purpose, we model the robot’s and human’s task objectives through
respective cost functions in a GT framework, which enables us to specify
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the desired control strategy [13]. However, the mechanical connection be-
tween the partners means that their individual behaviors will interfere and
may lead to instability. It is unclear how to ensure stability of the human-
robot system and task completion while identifying the human user’s control
strategy and adapting the robot’s control. To address these issues for simul-
taneous co-adaptation and control, we propose using adaptive control [22]
to estimate the partner’s cost function and GT to compute a Nash equilib-
rium and resolve possibly conflicting situations where each partner optimises
their own behavior based on the available knowledge [23]. This adaptive
GT controller is validated on reaching arm movements. It does not require
measurement of the interaction force, and is proved to yield a stable inter-
action in typical conditions. The partner’s controller model can be used to
specify different types of behaviors, which we illustrate in experiments with
human subjects exhibiting less-than-needed assistance required for physical
rehabilitation and a competitive behavior.
A game theory controller that understands the partner’s control
law
As human motion planning is carried out essentially in task space [24], we
describe the control of a contact robot and its human user in the correspond-
ing space {x} of the robot’s end effector, where x ∈ Rn. The control can
then be transferred to the joint space as described in the Methods section.
The variables used throughout the paper are listed in Table 1. Let
v + uh = Ψ(x, x˙, x¨) (1)
describe how a contact robot (with command v ∈ Rn) and a human user
(applying a force uh ∈ Rn) move the robot’s dynamics Ψ(x, x˙, x¨). Selecting
the mechanical impedance process
v ≡ u+ Ψ− Ix¨−Dx˙ I,D ∈ Rn×n (2)
to track a common and fixed target xd ∈ Rn (with x˙d = 0), the control
equation yields:
ξ˙=Aξ +B(u+ uh) , ξ≡
[
x− xd
x˙
]
, A≡
[
0n 1n
0n −I−1D
]
, B≡
[
0n
I−1
]
(3)
where u ∈ Rn will be computed according to linear GT as described below,
0n is the n × n zero matrix, 1n the n × n identity matrix (with 1 as diago-
nal coefficients and 0 elsewhere), and I and D are the inertia and viscosity
matrices specifying the desired interaction dynamics.
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Table 1: Variable definitions
x robot’s end effector position
Ψ(x, x˙, x¨) robot dynamics
v total robot motor command
u, uh robot and human motor commands
I,D desired inertia and viscosity matrices
xd target position
ξ system state (with position error and velocity)
A,B state and input matrices
U, Ûh robot and human cost functionals
Q, Q̂h robot and human state weights
uˆh robot estimate of human’s motor command
L, L̂h robot and human feedback gains
P, P̂h robot and human Riccati equation solutions
Ar, Ah robot and human state matrices
ξˆ, ξ˜ estimate of system state and state estimation error
Γ, α arbitrary positive definite matrix and a positive scalar
L˜h human feedback gain estimation error
P˜h estimation error of Ph
C desired task performance matrix
τ joint torque
H,N,G mass matrix, Coriolis and centrifugal matrix, gravity term
J Jacobian matrix
F endpoint wrench
ω, ωh Nash equilibrium indexes
Using non-cooperative differential GT [15], we can describe the robot’s
interaction with the human user eq.(3) as a game between two players who
minimise their respective cost functional
U≡
∫ ∞
t0
ξT(t)Qξ(t) + uT(t)u(t) dt , Ûh≡
∫ ∞
t0
ξT(t) Q̂h ξ(t) + uˆ
T
h(t) uˆh(t) dt (4)
where (·)T represents the transpose operator and (̂·) the estimate of (·). These
cost functionals mean that the robot knows its cost U and estimates the cost
Ûh of the human user, where uˆh is the estimation of their motor command.
Each of the constant weight matrices Q and Q̂h can be positive semi-definite
or negative semi-definite. In these equations, each player fulfils the reaching
task by minimising the error to the target while using minimal metabolic cost.
Since the state ξ includes two parts: the target error x−xd and the velocity x˙,
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Q and Q̂h include two components corresponding to position regulation and
viscosity, respectively. Based on differential GT for linear systems [25], the
following control inputs of the robot and its modelled human user minimise
the cost functionals eq.(4) in the sense of the Nash equilibrium:
u = −L ξ , L ≡ BTP , (5a)
ATr P + PAr +Q− PBBTP = 02n , Ar ≡ A−BL̂h , (5b)
uˆh = −L̂h ξ, L̂h ≡ BTP̂h , (5c)
ATh P̂h + P̂hAh + Q̂h − P̂hBBTP̂h = 02n , Ah ≡ A−BL , (5d)
where L ≡ [Le , Lv] (obtained using the solution of the Riccati equation
eq.(5b) and eq.(5a)) is the feedback gain of the robot’s control and L̂h ≡
[Lh,e , Lh,v] (using eqs.(5d, 5c)) is the robot’s estimate of the human feedback
gain. Note how the robot’s and modelled human’s control depend on each
other through Ar and Ah, characterising the coupled optimisation.
Importantly, the human user’s control gain Lh is not a-priori known to
the robot. However it can be estimated from eq.(3) without requiring force
sensing (i.e. uh) for actions along non-gravity affected directions, while en-
suring stability of the closed loop system. In this purpose we first express
how the estimation uˆh affects the state ξ to ξˆ:
˙ˆ
ξ = Aξˆ +B(u+ uˆh)− Γξ˜ , ξ˜ ≡ ξˆ − ξ . (6)
We use this equation as an observer for uh, where Γ is a matrix to make
Γ−A positive definite, ξˆ the estimate of ξ and ξ˜ the state estimation error.
Subtracting eq.(3) from eq.(6) then yields
˙˜ξ = (A−Γ)ξ˜ −BL˜hξ , L˜h ≡ L̂h − Lh . (7)
As the state estimation error ξ˜ is due to the error L˜h, we develop an update
law for P̂h (thus for L̂h ≡ BT P̂h) to minimize ξ˜. In this purpose, we consider
the Lyapunov function candidate
V ≡ 1
2
ξT ξ +
1
2
ξ˜T ξ˜ +
1
2α
tr
(
L˜Th L˜h
)
, α > 0 , (8)
where tr(M) is the trace of matrix M . Its time derivative yields
V˙ = ξT ξ˙ +ξ˜T ˙˜ξ +
1
α
tr
(
L˜Th
˙˜
Lh
)
(9)
= −ξT (BL+BLh−A)ξ + ξ˜T
[
(A−Γ)ξ˜ −BL˜h ξ
]
+
1
α
tr
(
L˜Th
˙˜
Lh
)
≡ −ξT (BL+BLh−A)ξ − ξ˜T Γ0 ξ˜ − ξ˜TBL˜h ξ + 1
α
tr
(
L˜ThB
T ˙˜P h
)
= −ξT (BL+BL̂h−A)ξ − ξ˜T Γ0 ξ˜ − (−ξ + ξ˜)TBL˜h ξ + 1
α
tr
(
L˜ThB
T ˙˜P h
)
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for some positive definite matrix Γ0 ≡ Γ−A, where we have used the system
dynamics eq.(3) and estimation error dynamics eq.(7). Setting
˙̂
P h ≡ α (ξ˜ − ξ)ξT , α > 0 , (10)
the last two terms of eq.(9) cancel, yielding a negative V˙ , while Q̂h can
be computed from P̂h using eq.(5d). Equation (10) is critical as it enables
identifying the control of the partner in order to adapt one’s own control
using eq.(5). The above derivation leads to the following Theorem (demon-
strated in the Methods) which summarises our results on co-adaptation and
simultaneous control:
Considering the system of eq.(3), if the robot and human estimate the part-
ner’s controller and develop their own control as in eqs.(5),(6),(10), then:
• the closed-loop system is stable and u, uh, ξ are bounded;
• the partners’ controllers and cost functions converge to the correct val-
ues if ξ is persistently exciting;
• the Nash equilibrium is achieved, i.e., the cost functions in eq.(4) will
increase if either of the control inputs differs from those in eq.(5).
Importantly, the interactive controller with co-adaptation and partner’s
identification described in eqs.(5),(6),(10) can be used to implement repre-
sentative interaction control behaviors such as those identified in [13]. Co-
activity, when two agents ignore each other’s dynamics, is implemented using
for their control the respective part of eqs.(4),(5) with P̂h≡0 and P̂ ≡0 where
P̂ is human’s estimate of P , yielding two independent linear quadratic reg-
ulators (LQR). Collaboration between two partners without hierarchy arises
when they contribute to the dynamics eq.(3) using each controller of eq.(5)
with positive definite {Q,Qh}. Competition can be implemented with a nega-
tive definite gain matrix Q for the robot in order to challenge the human user
achieving their goal by pushing them away from it, which will promote active
learning [20]. Cooperation arises when the two agents take complementary
roles, which can be defined through the sharing rule
Q+Qh ≡ C (11)
enabling the GT controller to continuously modify the contributions between
the partners [26]. Different from collaboration, cooperation fixes the task
performance through the total weight C, and uses eq.(11) to share the effort.
A special case of cooperation, assistance, arises when C is set to let the robot
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fulfil the task alone without interaction with a human user. As humans tend
to relax during motor actions [27, 28], the robot will gradually take over the
whole task load while the human will become passive. Another special case
of cooperation particularly important in physical training is assist-less-than-
needed [20, 7], designed to keep a human trainee engaged during sport practice
or physical rehabilitation. This interaction control mode is implemented by
setting C to make the robot short of reaching the target alone, which will
bring the human to increase their effort in order to complete the reaching.
A pseudo-code summarizing the steps of the proposed algorithm is
Input: Current state ξ, target xd.
Output: Robot’s control input u, estimated human’s cost function
weight Q̂h in eq.(5d).
begin
Define the target position xd, initialize Q, Q̂h, u, uˆh, ξˆ, P̂h, set
the parameters Γ in eq.(6), α in eq.(10), and the terminal time
tf of one trial. In the case of Cooperation set also C.
while t < tf do
- Measure the position x and velocity x˙, and form the state ξ.
- Calculate the estimation error ξ˜ and the estimated state ξˆ
using eq.(6): ξ˜≡ ξˆ−ξ , ˙ˆξ=Aξˆ+B(u+uˆh)−Γξ˜.
- Update the matrix P̂h using eq.(10):
˙̂
P h≡ α(ξ˜−ξ) ξT . Then
compute the estimated human’s control gain L̂h≡BT P̂h and
motor command uˆh ≡ −L̂hξ.
- Solve the Riccati equation in eq.(5b) to yield P , and
compute the robot’s control input u=−BTPξ.
- Calculate the estimated human’s cost function weight Q̂h
according to the Riccati equation in eq.(5d).
In the case of Cooperation, use eq.(11) to adapt the
corresponding cost function weight Q= C−Q̂h.
Simulations and experiments
To test the interactive control and co-adaptation of the two agents, we sim-
ulated a neurorehabilitation scenario of arm reaching movements back and
forth between −10cm and +10cm (Fig.1). The robot dynamics were sim-
ulated using eqs.(5),(6),(10) to generate u, the simulated human dynamics
used a similar set of equations to generate uh, and both of these inputs were
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used to drive the task dynamics according to eq.(3). Both agents were as-
sumed to have no initial knowledge of the partner’s control (thus initially
P̂h≡ 0 and P̂ ≡ 0) while eqs.(6),(10) were used to estimate it. Fig.1a shows
that the collaborative GT controller yields a stable behavior fulfilling the
reaching task. With this controller the human control gain was identified
with an error smaller than 5% of the real value in 10s.
Could the reaching task also be fulfilled using a more simple control
law neglecting the partner’s control? We addressed this question by set-
ting P̂h = 0 and P̂ = 0 in eq.(5) for the simulated robot and human agents,
respectively. This leads to the simplified solution of two agents with inde-
pendent LQR ignoring the interaction with the partner. Simulation of the
reaching task, displayed in the dashed lines of Fig.1a, suggests that while
the task is generally fulfilled with the independent LQR, this would however
require larger control gains Lh thus a larger effort compared with the GT
controller. Both the LQR gains and the GT gains depend on the predefined
cost functionals. To investigate the effect of the costs systematically, we ex-
amined the gains in LQR and GT when Qh varies from Q/10 to 10Q. We
see in Fig.1b that the LQR gains are always larger than the GT gains, with
the difference becoming smaller when Qh increases, as the robot’s relative
influence decreases. The GT controller considers the interaction with the
simulated human (through eq.(5b)) and computes the minimal force for the
robot to fulfil the task with them. In turn the simulated human can also
minimise their effort.
Is the partner’s control identification really necessary, or could any ap-
proximate partner’s model be used instead? To test this question we carried
out reaching simulations with a biased identification. Figs.1c,d show that a
bias in the partner’s velocity estimation can bring instability to the system
and prevent it from reaching the target. The Theorem’s demonstration in the
Methods shows that both the bias level leading to instability and the relative
effect of position and velocity gains on stability depend on the system matrix
A and on the cost functionals. Using these cost functionals with the values
set in the Methods, both position and velocity gains are positive regardless of
the estimation bias. However the system matrix A is unstable due to damp-
ing. Therefore the closed-loop system will become unstable if the velocity
gain cannot compensate for the damping due to estimation of velocity gain
with a bias larger than 50N/m. Figs.1c,d illustrate the system’s behavior in
the stable case of a 30N/m bias and in the unstable case of a 50N/m bias,
respectively. These results illustrate the importance of accurately identifying
the partner’s control based on a sound analysis of the dynamics involved, as
was developed in eqs.(6-10).
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In order to test the ability of the controller to adapt to any partner’s motor
condition, we simulated the scenario of an individual with motor weakness
who uses the robot to help recover their motor function (Fig.2a,b,c). We
assumed that the simulated human improves their arm control by increasing
the weight Qh trial after trial as described in the Methods. Robot interaction
was adapted after each trial based on the estimated weight of the simulated
human’s cost function. To promote active learning while still assisting a weak
user, the simulated robot used an assist-less-than-needed cooperation strategy,
with eq.(11) and C making the robot short of reaching the target alone. We
see that while the reaching task is completed with similar performance in all
trials (Fig.2c), this is achieved with different contributions of the simulated
human and robot (Figs.2a,b). Specifically, Figs.2a,b show how the robot
updates its estimate of the simulated human motor control weight Qh and
reduces its own weight Q correspondingly.
Interestingly, it appears in Fig.2b that the robot’s weight in the fifth
iteration decreases to a negative value, i.e. the robot provides resistance
(instead of assistance) to the simulated human. This form of competition is
desirable as it will let the user try to improve performance and be engaged
in the physical training. However, the robot will not force the trainee be-
yond their motor capabilities, as it will keep compensating for the missing
dynamics through eq.(11). In turn, this illustrates the capability of the adap-
tive GT controller to induce various types of interactive behaviors, namely
here less-than-needed assistance and competition. The simulations results
also illustrate that the two components in the weight matrices for reaching
and viscosity (that may correspond to spasticity in a neurologically impaired
user [29]) can be modulated separately, which makes it possible to implement
requirements in various conditions.
Considering the scenario of an impaired user such as a stroke survivor us-
ing the robot to train their motor control, their behavior may be erratic with
irregular progresses and setbacks over consecutive training sessions. To test
the capability of our interactive controller to deal with such erratic behav-
iors, we simulated a human user with performance varying trial after trial,
which is implemented by random changes in the corresponding cost function.
Fig.2d shows that even in this situation the robot can adapt to the changing
performance by updating its own cost function weight in a suitable way trial
after trial.
How will our designed interaction behavior and adaptation work with real
human users? We tested this by implementing less-than-needed assistance
control during arm reaching (on the robotic interface of Fig.3a) as illustrated
in Fig.3b. The red traces in Fig.3c illustrate the robot’s reaching behavior
without interaction with a user. We can observe a nearly constant motion
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in consecutive trials with estimated weight of the human user at ≈ 0, as
is expected. The movement is short of the 3cm target due to the low C
parameter set in the controller via eq.(11). The pink traces exhibit the
adaptation taking place in the healthy subject scenario where the robot assists
a representative user instructed to complete the reaching task as best as
possible. We observe that the reaching task is effectively carried out, while
the robot successfully identifies the increasing contribution of the human
user and lowers its assistance correspondingly. Interestingly, the jumps in
the weights at the intervals when the movement direction changes stimulate
the convergence of the estimated values to the real ones. When the subject is
instructed to keep the arm passive, in a weak arm scenario, the robot observes
this behavior with a low estimated weight Qh and increases its motor weight
Q correspondingly.
To test whether the behavior with our GT controller depends on sub-
ject specific parameters, we repeated the same experiment with 10 healthy
subjects, who carried out five trials with 3 back and forth reaching move-
ments, in each of the healthy and weak arm conditions. Fig.3d shows that
the controller does not prevent natural motion variability in consecutive tri-
als, which may facilitate learning [24]. For each subject the Qh,e value con-
verged to reliable values, yielding values with healthy > no interaction (t-test,
max{pi} < 0.009, i = 1 . . . 10) and with weak arm < no interaction (t-test,
max{pi} < 0.012, i = 1 . . . 10). This demonstrates that our algorithm is able
to clearly identify the different behaviors of each subject and adapt the GT
control correspondingly. This is further illustrated in Fig.3e, where we asked
a representative subject to frequently vary his behavior, as can be expected
in neurologically impaired individuals. The result shows that the controller
is able to catch these behavioral changes in a suitable way. Altogether, these
results demonstrate the efficiency of the simple regulation of assistance dur-
ing cooperation of the human and robot through the sharing rule eq.(11)
with the GT controller of eqs.(5),(6),(10).
Discussion
Contact robots that physically interact with humans are being increasingly
used in industry and for physical training, but they lack a systematic method-
ology to produce versatile interactive behaviors. Typical rehabilitation robots
to help limbs movement training [7], or intelligent industrial systems to sup-
port heavy objects against gravity and facilitate their manipulation [30], use
a controller independent of the human user. This co-activity type of inter-
action strategy, which does not require the robot to observe the human user
behavior, works only as long as the robot’s task corresponds to the user’s
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task. Conversely, in master-slave control the robot fully follows the user’s
movement. Master-slave control has been used for teleoperated robots, in
force extenders exoskeletons [31], for redirecting movements to admissible
areas in Northwestern University’s cobots [32], or for robot-assisted mirror
physical therapy where the unaffected arm of an hemiplegic patient drives
the impaired arm [4, 33]. These two simple interaction behaviors, where the
robot either ignores the human operator control (in co-activity) or blindly
follows it (in master-slave control) have led to successful systems for specific
tasks. However, the example of sophisticated interactions between humans
promise a more versatile and flexible interaction optimally combining the two
partners’ capabilities [2, 1, 16]. Such strategies require an efficient process to
understand the partner’s control, which has not been developed in previous
interactive controllers.
To design such versatile interactive control, this work thus addressed the
basic human-robot interaction control issue, where a pair of physically con-
nected agents have to understand each other’s control and update their own
control in order to successfully complete a reaching task together. This si-
multaneous partner’s control identification and co-adaptation has not been
addressed in previous works [19, 34], and it was unclear whether this could
lead to an equilibrium or would result in instability. Integrating differential
GT and an observer, the adaptive controller presented in this paper provides
a stable solution to this problem, with bounded control signals, identification
of the partner’s control law and minimisation of the individual cost in both
agents in the sense of the Nash equilibrium. The simulation results showed
that the proposed method enables the robot and human to estimate each
other’s cost function during interaction accurately and without force sens-
ing, as well as to adapt their control correspondingly to fulfil the common
task while guaranteeing a specific interactive behavior. The adaptive prop-
erties of the control and specific behaviors were further shown in a robotic
implementation with human users mimicking physical training for motor re-
covery.
Does the success of this implementation require that the humans’ motor
control corresponds to GT? It is still unknown whether the human central
nervous system behaves as predicted by GT to physically interact with other
humans, although there is evidence that it considers the partner’s senso-
rimotor control during common task performance [16] and may carry out
behavioral decisions that conform to GT [35]. However, irrespective on
whether humans’ sensorimotor control corresponds to GT, the controller of
eqs.(5),(6),(10) will induce both a stable interaction with the human user (as
it adapts its control gain to compensate for the human bounded but pos-
sibly unstable control gain), and an interactive behavior corresponding to
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a desired control strategy. In turn, the algorithm introduced in this paper
may be used to infer how human motor control corresponds to GT, and to
determine which characteristic behaviors are adopted during various tasks.
The simulation and implementation results demonstrate that the new
adaptive GT controller can flexibly implement different representative be-
haviors of physical interaction between two agents as proposed in [13, 1].
These include the collaboration or competition between partners without a
hierarchy, the cooperation of complementary partners, as well as assist-less-
than-needed assistance promoting engagement and active training. There-
fore the present work achieved the programme of [13], by explicating the
critical partner’s action understanding necessary for an efficient interactive
control and by developing the versatile differential GT control algorithm to
implement these behaviors. In contrast the GT controller of [19] could only
implement a collaboration and required force sensing.
The algorithm for the simultaneous partner’s control identification and
co-adaptation, which was developed for a reaching movement in this paper,
may be generalised to more complex movements such as tracking [16]. It can
be used to regulate the interaction between any two autonomous agents, such
as two robots, or to design human-robot interaction as was demonstrated
in this paper. It may further serve as a tool to model bimanual control
with brain interhemispheral communication in both healthy individuals and
neurologically impaired (e.g. cerebral palsy) subjects, as well as to model
the control of physical interaction in a human pair.
The experiments of this paper illustrated that the presented algorithm
can also be directly used as a dynamic environment for training impaired
reaching behavior e.g. after a stroke. Interesting properties of the novel
adaptive controller for training arm movements include the dynamic interac-
tion not preventing natural motion variability in consecutive trials, as well as
the stable and less-than-needed motion assistance, from nearly complete mo-
tion guidance to competition; both of these factors are critical for successful
neurorehabilitation [36, 37]. The experiment demonstrated the adaptability
of the robot control yielding a challenging but supportive training environ-
ment and inducing active inconspicuous adaptation.
Methods
Joint space control
The rigid body dynamics of many serial mechanisms can be represented
through an equation of the form [38]
τ = H(q) q¨ +N(q, q˙) q˙ +G(q), (12)
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where q is the joint space vector, H the mass matrix, Nq˙ the Coriolis and cen-
trifugal forces (which can be completed with other velocity dependent forces
such as damping), and G the gravity term. This equation can be transformed
to a position dependent force Ψ(x, x˙, x¨) using kinematic transformations
x˙ ≡ J(q) q˙ , x =
∫
x˙ dt , x¨ = J˙ q˙ + Jq¨ , τ = JTF , (13)
where x is the robot end effector pose and F the endpoint wrench. For a
redundant mechanism, the pseudo-inverse J† = JT(JJT )−1 of the Jacobian
J can replace J−1 to compute the robot endpoint force, as well as its joints
angle, angular velocity and acceleration. In the case of a parallel mechanism,
the dynamics will generally already be in a form Ψ(x, x˙, x¨) [39].
Theorem demonstration
Substituting update law eq.(10) into eq.(9) yields
V˙= − ξT (BL+BL̂h−A)ξ − ξ˜T Γ0 ξ˜ . (14)
BL+BL̂h−A is positive definite if Q is positive definite, according to
eq.(5b). As Γ0 is also positive definite, it follows limt→∞ ‖ξ(t)‖ = 0 and
limt→∞ ‖ξ˜(t)‖ = 0. Therefore ξ is bounded and limt→∞ ‖ ˙˜ξ(t)‖ = 0 if limt→∞ ‖ ˙˜ξ(t)‖
exists. According to the estimation error dynamics eq.(7) we thus have
limt→∞ L˜h(t) ξ(t) = 0n×1. If ξ is persistently exciting, i.e. there exist positive
constants t0, T0 and β with
∫ t+T0
t
ξ(s) ξT(s) ds ≥ β 12n ∀t ≥ t0, it follows
limt→∞ ‖L˜h(t)‖ = 0, thus L˜h(t) is bounded. Lh is assumed to be bounded
since it is human’s control gain. Therefore, L̂h is also bounded. According
to eq.(5b), Ar is bounded so also P , L and u. The boundedness of uh follows
from the boundedness of Lh and ξ.
Using eq.(5d), we can compute the estimation error Q˜h = Q̂h−Qh which
is due to the errors P˜h and P˜ . As both of these errors converge to zero
with the human and robot estimations, we have Q˜h → 0, i.e., the human’s
unknown cost function weight Qh is identified by the robot. It can be shown
similarly that the robot’s cost function weight Q is identified by the human.
Multiplying the robot equation in eq.(5b) by ξˆT on the left side and by ξˆ
on the right side, and considering the estimation error dynamics eq.(7) yields
0 = ξˆTQξˆ + ξˆTPBBTP ξˆ + 2ξˆTP (
˙ˆ
ξ + Γξ˜) ≡ ω̂ . (15)
Taking the limits ξ˜ → 02n×1 and ˙˜ξ → 02n×1 yields
ω ≡ ξTQξ + ξTPBBTPξ + 2ξTP ξ˙ → 0 . (16)
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It can be shown similarly that
ωh ≡ ξTQhξ + ξTPhBBTPhξ + 2ξTPhξ˙ → 0 (17)
as ξ˜h → 02n×1 and ˙˜ξh → 02n×1, where ξ˜h = ξˆh − ξ is the state estimation
error of the human. ωh → 0 and ω → 0 indicate that the Nash equilibrium
is achieved for the human-robot interaction system [25].
Simulations
10 back and forth reaching movements were simulated between −10cm and
+10cm with a total time of 40s. The simulation parameters were set as:
inertia I = 6kg, damping D = −0.2N/m, observer gains Γ ≡ diag(10, 1),
learning rate α≡ 104. The collaborative interaction of Fig.1 was controlled
using Q=Qh ≡ diag(100, 0). Biased identification was simulated by adding
[0, 30]Ns/m and [0, 50]Ns/m offsets to the estimated robot and human ve-
locity gains, respectively.
Motor recovery corresponding to the simulation shown in Figs.2a,b,c was
implemented as an iterative increase of the weight in the human’s cost func-
tion with Qh ≡ diag(10, 0) + i diag(60, 0) where i is the trial number, while
C≡diag(200, 0) was set for the robot to fulfil the reaching task alone. The
human’s erratic behavior in Fig.2d was simulated by using a uniformly dis-
tributed random number ρ in the weight of the human’s cost function with
Qh ≡ diag(200, 0) + ρ diag(−100, 0).
Experiment
Setup. The validation with (healthy) human subjects was carried out us-
ing the HMan, a cable-actuated 2-DOF manipulandum [40]. The version
fabricated at Imperial College has a rectangular 24×28 cm2 workspace and
visual feedback co-located with planar arm movements provided on the screen
(Figs.3a,b). The control of the 2 Maxon motors was carried out at 1000Hz
using realtime LabVIEW while the (x, y) position was computed from the
motors’ optical encoders.
Task. The reaching task included 3 back and forth reaching movements
between −10cm and +10cm with a total time of 12s, which was long enough
for the robot to identify the human user’s control. This experiment was ap-
proved by the ethics committee at Imperial College (No. 16IC3580). The
actual HMan robot dynamics Ψ ≡ Ix¨+Dx˙ were used as the desired dynam-
ics. The following control parameters were used throughout the experiment:
desired task performance weight C ≡ 4000, observer gain Γ ≡ 30, learning
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rate α≡ 2×104, and initial parameter P̂h≡0. C was tuned so that the robot
without interaction comes within 3cm from the target.
Protocol. Ten naive subjects without known sensorimotor impairment
participated in the experiment, after having given their informed consent.
Each subject was instructed to sit in front of the robotic interface facing the
monitor and move the handle by following “move forward” and “backwards”
instructions displayed on the monitor. Subjects were allowed to practise
until they become familiar with the reaching task and the robotic interface.
Subsequently, each subject performed five trials (with one trial consisting of
three back and forth reaching movements) in each of the two experimental
conditions healthy and weak arm, in which they were instructed to reach the
target and to completely relax the arm, respectively. The control condition
no interaction was run by the robot alone for 50 times.
Data analysis. For each subject and each condition of healthy or weak arm,
a t-test was applied on the last value of Qh,e of the five trials to determine
the difference from the no interaction condition. The fourth trial of subject
1 had to be discarded due to a recording error as the subject started that
trial too early, so there were four values in this case. For each subject, the
difference was significant with p < 1.2% and we report the maximum p value
over the subjects.
Code Availability The code that supports the findings of this study is
available from the corresponding authors upon reasonable request.
Identifiable Images Consent to publish identifiable images of research par-
ticipants was obtained.
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Figure 1: Simulation of an arm reaching with the game theory (GT) inter-
active controller. x denotes the end effector position, Lh,e the human’s po-
sition error gain and Lh,v the velocity gain. a: The ±10cm targets (dashed
black line) can be reached with relatively small control gains with the GT
controller (solid lines) since the simulated human and robot consider their
partner’s control and reach an equilibrium. The estimated control gains (cir-
cled lines) converge in a few seconds to the real values (i.e. the solid line).
Using two independent LQR for each agent (dashed lines), the target can
be almost reached but with larger control gains. b confirms that the LQR
gains are larger than the GT gains for different values of Qh relative to Q. c:
The identification with a bias of 80N/m in the velocity gain causes control
instability and prevents the controller from succeeding in the reaching task.
d: The identification with a bias of 30N/m in the velocity gain does not
cause control instability although it prevents the controller from succeeding
in the reaching task. c and d illustrate the importance of using an accurate
identification of the partner’s control for successful performance.
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Figure 2: Simulated arm reaching training for motor recovery. a: Starting
from a weak arm condition, the simulated human gradually recovers strength,
which is implemented by increasing the weight in the cost function for track-
ing (with position weight Qh,e and velocity weight Qh,v). The dashed lines
correspond to real values and the solid lines to their estimation. b: The
robot thus automatically reduces its assistance trial after trial by decreasing
its weight in the cost function for reaching (with position weight Qe and
velocity weight Qv). The dashed lines correspond to real values and the
solid lines to their estimation. c: Position profiles under shared control of
simulated human and robot remain similar in consecutive trials, despite the
shift of effort towards the human trainee. d: When the simulated human’s
behavior is erratic (corresponding to an inconstant cost function), the robot
can adapt its own cost function weight correspondingly.
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Figure 3: Adaptation of assistance to reaching experiment. a: Robotic in-
terface to interact with horizontal arm movements used in our experiments.
b: A representative human subject was instructed to adopt different roles
during arm reaching movements while interacting with the robotic inter-
face. The target and cursor are displayed on the monitor during movement.
c: Movement trajectories of one representative subject in the three experi-
mental conditions: no interaction, healthy, weak arm, and estimated human
subject’s weight and robot’s weight in respective cost functions. The learning
GT controller adapts i) the estimated human’s weights in the cost functions
corresponding to the user’s behavior, i.e. ≈ 0 for no interaction, positive for
healthy and negative for weak arm, and ii) the robot’s assistance correspond-
ingly, i.e. medium for no interaction, low for healthy and high for weak arm.
d: One representative subject’s trajectories in the five trials of the healthy
condition. The natural motor variability in different movements is not pre-
vented by the controller, which may facilitate learning. e: An experiment
with one representative subject shows that identification of human’s control
weights can be achieved in various behavioral conditions.
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