Cryo-electron microscopy is rapidly emerging as a powerful technique to determine the structures of complex macromolecular systems elusive to other techniques. Since many of these systems are highly dynamical, characterising also their movements is a crucial step to unravel their biological functions. To achieve this goal, we report an integrative modelling approach to simultaneously determine structure and dynamics from cryo-electron microscopy density maps.
and routinely deposited in the PDB database. The sets of these models can be considered as 'uncertainty ensembles', since they reflect the limited information available on the systems and thus the fact that different models might be equally consistent with the input data; they do not, however, reflect the conformational heterogeneity arising from the internal dynamics of the systems themselves [41, 42] . In many cases, as for instance in inferential structure determination [43] , weights can be associated to the members of these uncertainty ensembles. These weights quantify the consistency with the input information and thus the overall confidence in each individual model [44] ; they are not, however, statistical weights, since they are not meant to represent the equilibrium populations of different conformations present in a conformationally heterogeneous mixture.
The methods described above can successfully determine single-structure models as well as uncertainty ensembles from cryo-EM data, but they do not to provide information about the thermodynamics and dynamics of the systems studied. Such information can only be extracted from 'thermodynamic ensembles', which represent sets of conformations, together with their statistical weights, that coexist in a heterogeneous mixture along with their equilibrium populations [41, 45] . To obtain a thermodynamic ensemble, one should search for structural models whose ensemble-averaged observables, rather than individual conformations, fit the input data [41, 45] . Importantly, in the construction of such thermodynamic ensembles, all possible sources of errors should be taken into account when evaluating the fit of the entire ensemble with the experimental data [46] .
Here, we report an approach to enable the simultaneous determination of structure and dynamics of proteins and protein complexes by modelling thermodynamic ensembles from cryo-EM density maps. This approach is based on the recently introduced metainference method [44] , a general Bayesian inference method [43] that enables the modelling of heterogeneous systems from noisy, ensemble-averaged experimental data. This method incorporates a Bayesian treatment of cryo-EM data that accounts for variable level of noise in the maps and enables structural modelling at atomistic resolution [47] .
Structure and dynamics of the STRA6 membrane receptor. We applied our metainference approach (Materials and Methods) to the integral membrane receptor STRA6 [48] , which mediates the cellular uptake of retinol by extracting it from its carrier (retinol binding protein, or RBP) and moving it across the membrane [49] . Recently, zebrafish STRA6 was determined at 3.9 Å resolution by single-particle cryo-EM (EMD code 8315) [48] . The structural model obtained from the cryo-EM map (PDB code 5SY1) revealed a dimer of STRA6 in complex with the protein calmodulin, and enabled the characterization of the regions involved in RBP binding and retinol translocation across the membrane [48] . In the present work we focus in particular on the regions of the STRA6 map that were determined at lower resolution [48] , including the periphery of the complex and the RBP binding region, in order to show that they can be interpreted in terms of a combination of conformational dynamics and noise in the data.
Starting from the 5SY1 structure ( Figure 1A) , we modelled a thermodynamic ensemble of conformations by integrating cryo-EM data (Figure S1) with an a priori, physico-chemical knowledge of the system (Materials and Methods). In the generated ensemble ( Figures 1C and   S2C ), STRA6 presents a significant degree of flexibility around the single-structure model, in particular in the N-terminal and C-terminal domains, the lid peptide (LP) and the RBP-binding motif, the cytosolic loop, and the juxtamembrane (JM) helix ( Figure S3A) . These regions correspond to areas at lower resolution in the experimental map [48] , as well as in the back- (Figure S3C,D) . The latter result is particularly relevant, given the low accuracy of the prior in the TM region (Materials and Methods). To assess the accuracy of the metainference method in determining this type of conformational motions, we tested it in the case of the chaperonin GroEL in two different conformations: the compact crystal structure of apo GroEL [50] and an extended allosteric state adopted by GroEL in complex with ADP [51] ( Figures S4-S7 ).
We then measured the agreement of the metainference ensemble with the experimental data by calculating the maps predicted from the ensemble and the single-structure model (Supplementary Information). We found that the metainference ensemble provided a better cross-correlation with the experimental map (global CC=0.91) than the single-structure model (global CC=0.86), especially in the more dynamical regions of STRA6 ( Figures 1B,D and S2B,D) . We also verified that the improved agreement with the experimental data was not achieved at the expenses of the stereochemical quality of the models (Figure S8) .
To quantify the level of noise in the data, we calculated an error density map from the metainference ensemble (Supplementary Information) and visualized it onto the experimental map (Figures 1E and S2E) . The inferred level of relative error was fairly uniform, with average value of about 0.38 (Figure S9) , except for few specific regions: the binding sites in-between the two horizontal intramembrane helixes (IM), the interior of the outer cleft, and the external region surrounding the TM domain (Figures 1E and S2E ). It has been suggested [48] that all these regions are occupied by components that were not explicitly modeled, including cholesterol in the binding sites and in the outer cleft, and amphiphols in the shell around the TM domain.
Consistently with the conclusion that these electron densities could not be explanined by the presence of STRA6 alone, the metainference method resulted in the assignement of a high level of noise to these regions.
Dynamics in the RBP-binding region. Next, we investigated how the conformational dynamics obtained by the metainference approach can be linked to the biological function of STRA6 and thus to which extent the resulting ensemble can be more informative and predictive than a singlestructure model. The observed flexibility in the N-terminal domain might be functional, as this region might act as a sensor for unidentified ligands [48] or to facilitate RBP recognition and recluting through non-specific interactions, prior to binding specifically. We found that the LP region (Figure 2A) is characterized by the presence of an equilibrium among different conformations ( Figure 2B) . The state in which the two LPs from the two STRA6 monomers are close together (LP1, Figure 2C) , as in the PDB model, appear to have a relatively low population. In the most populated state, the two LPs fold back and approach the loop region between TM8 and TM9 (LP2, Figure 2D ). States in which only one of the two LPs folds back were also present (LP3 and LP4, Figure 2B ). As these results are consistent with the possibility that LP2, rather than LP1, may be more productive for RBP binding, incorporating further information about the physico-chemical environment in the surroundings of the LP region will improve their prior description and offer a more accurate quantification of their relative stabilities. The existence of the LP2 state, not directly visible in the single-structure model, could explain the fact that inserting a Myc tag at the apex of the TM8-TM9 loop impairs RBP binding [52] . This effect would be the result of either altering the equilibrium among LP states in favor of a conformation not productive for binding or destabilizing the actual binding state, depending whether LP2 is the actual binding conformation.
Translocation of retinol across the membrane. Concerning the exit mechanism of retinol from STRA6 into the cytosol (Figure 3A,B) , the single-structure model suggests a lateral pathway, as the alternative pathway from the central dimer interface would require significant conformational changes [48] . From our study of the conformational dynamics of STRA6, we identify a potential role of the JM helix in regulating retinol release through either of the two pathways. This fragment populates multiple distinct confomations in our ensemble ( Figure 3C) . In one state (JM1, Figure 3D ), JM points outwards from STRA6, as in the single-structure model. In the second (JM2, Figure 3E ), this peptide interacts with the JM loop (JML), which is situated below the horizontal IM helices and the putative retinol binding site ( Figure 3B) . In another state (JM3, Figure 3F ), JM resides in proximity to TM7. This complex equilibrium among states suggests that JM can transiently interact with JML and possibly compete with the formation of the conserved salt bridge D539-R511' between JML and IM. This salt bridge appears to be crucial for consolidating the JML-IM interaction and stabilizing the retinol binding site located inbetween the IM helices, as its disruption by mutation in human STRA6 results in Matthew-Wood syndrome [53] . By competing with the salt bridge formation, JM could promote IM and JML mobility, weaken the stability of the retinol binding site, and eventually favour retinol unbinding.
Translocation of retinol across the membrane can later occur through either the lateral or central pathways. The latter scenario would require additional conformational changes, which might be facilitated by the transient disruption of the salt bridge and the increased mobility of this region.
This dynamical picture of JM offers interesting perspectives, regardless of the specific retinol exit pathway. It could rationalize why mutations in TM6 and TM7 inhibit retinol uptake [54] , as they could shift the equilibrium towards a state (JM3) in which JM is close to TM7 and cannot destabilize the IM-JML interaction to favour retinol unbinding. Furthermore, JM is adjacent in sequence to CamBP0 [48] , one of the STRA6 helices that directly interact with calmodulin, suggesting a possible role of calmodulin in altering the equilibrium among JM states, and ultimately regulating retinol uptake. This observation is particularly intriguing, as the role of calmodulin still remains enigmatic, with no direct link to retinol transport being identified so far.
Concluding remarks. We have reported a method to determine structure and dynamics of proteins by modelling thermodynamic ensembles from cryo-EM density maps. The application to the integral membrane receptor STRA6 illustrated how functional dynamics might remain hidden in areas of the map at lower resolution. The method is capable of revealing such dynamics by disentangling the effect of noise in the maps from conformational heterogeneity.
This method is implemented in the PLUMED-ISDB module [55] of the open-source PLUMED library [56] , allowing the integration of cryo-EM with other ensemble-averaged experimental data, thus readily enabling integrative structural and dynamical biology studies [18, 19] . The approach can be extended to model multiple ensembles using 3D reconstructions obtained from different 2D class-averages and to thoroughly characterize the conformational landscape, dynamics, and function of complex biological systems.
Materials and Methods
Overview of the metainference approach. Matainference [44] is a Bayesian framework [43] to model conformational ensembles by integrating prior information on a system (physical, chemical or statistical knowledge) with experimental data. By quantifying the level of noise in each different experiment as well as dealing with the ensemble-averaged nature of the data, the metainference approach enables integrating multiple sources of information to model ensemble of states and infer their population. Metainference models a heterogeneous system and all sources of error in the input information by simulating multiple replicas of the system [57] . The generation of models, typically by Monte Carlo (MC) or molecular dynamics (MD) simulations, is guided by the metainference energy function, or score, defined as "# = − ' log , where ' is the Boltzmann constant, the temperature of the system, and the metainference posterior probability. In general terms, the posterior can be written as: probability of < given 9,< and 9,< ' ; -9,< , 9,< AB" is the conditional probability of observing 9,< given that the average of < is calculated on a finite number of replicas , < = G D < 9 D 9FG . According to the central limit theorem (CLT), this is a Gaussian distribution; -( 9,< AB" ) encodes the CLT scaling of 9,< AB" with : 9,< AB" ∝ 1/ .
-( 9,< ' ) and ( 9 ) are the priors on 9,< ' and 9 , respectively.
The metainference method for cryo-EM density maps. In the following, we define the metainference components, previously introduced in general terms, specifically for the case of cryo-EM data. The development of these elements builds on the approach proposed in Ref. [47] .
Experimental data. Typically, a cryo-EM density is distributed as a map defined on a grid, or set of voxels, in real space. In our approach, we will represent the experimental density map using a
where R,< is the (normalized) weight of the i-th component of the data GMM and a normalized Gaussian function centered in R,< and with covariance matrix Σ R,< . This representation has several advantages. First, it is computationally convenient to use an analytical representation of the input data, rather than a discrete definition on a grid. Second, a GMM can provide a representation of the data in terms of independent bits of information, while in the grid representation neighboring voxels should be considered as correlated data points affected by correlated noise. Finally, a GMM can be tuned to represent the data at different resolutions, from coarse-grained for initial efficient modelling or for low-resolution maps, to atomistic for refinement of high-resolution maps. In order to efficiently fit high-resolution maps at nearatomistic detail, we used a divide-and-conquer approach [47] , which starts from a low-resolution fit using few Gaussians and refines it in subsequent iterations to increase the resolution of the final GMM (Supplementary Information).
The forward model. We developed a forward model to simulate a cryo-EM map from a structural model. As for the representation of the experimental map, the forward model " is a GMM.
Since here we employed high-resolution synthetic and real cryo-EM maps, we represented each heavy atom of the system by one Gaussian function, whose parameters were obtained by fitting the electron atomic scattering factors [58] for a given atomic specie ( Supplementary Information,   Table S1 ). In case of low-resolution maps, a single Gaussian can be used to represent each coarse-grained bead, with the Gaussian width proportional to the size of the bead [47] .
The noise model. The deviation between predicted and observed density maps is measured in terms of the overlap "R,< between " and the -th component R,< of the data GMM
The overlap "R,< can be expressed in a computationally-convenient analytical form [47] , being R,< a Gaussian function and " a GMM. In a heterogenous system, the forward model " is an average over the metainference replicas " 9 , and thus the overlap can be written as .
Prior information. As structural prior information 9 , we used the AMBER99SB*-ILDN molecular mechanics force field [60] and the GBSA implicit model of water [61] . For the uncertainty parameters, we used an uninformative Jeffreys prior [62] 9,< = 1/ 9,< . To avoid sampling all the uncertainty parameters, we marginalized them prior to simulating the system where erf is the error function.
General details of the metainference simulations.
All simulations were performed using as prior the AMBER99SB*-ILDN force field [60] along with the GBSA implicit model of water [61] .
Starting models were equilibrated at 300K for 1 ns. A time step of 2 fs was used together with LINCS constraints [63] . Van der Waals and Coulomb interactions were cut off at 2.0 nm.
Neighbour lists for all long-range interactions were cut off at 2.0 nm and updated every 10 MD steps. Simulations were carried out using a non-periodic cell in the canonical ensemble at 300K, enforced by the Bussi-Donadio-Parrinello thermostat [64] . Configurations were saved every 2 ps for post-processing. To improve computational efficiency, the cryo-EM restraint was calculated every 2 MD steps [65] , using neighbor lists to compute the overlaps between model and data GMMs, with cutoff equal to 0.01 and update frequency of 100 steps. Well-tempered metadynamics [66] was used to accelerate sampling of the metainference ensemble (Supplementary Information). All simulations were carried out with GROMACS 4.5.7 [67] and PLUMED [56] . Parameters of the GBSA implicit solvent were imported from GROMACS 5.1.4.
STRA6 metainference simulations.
The cryo-EM map of the complex of zebrafish STRA6 with co-purified calmodulin at 3.9 Å resolution (EMD code 8315 [48] ) was fit with a GMM using a divide-and-conquer approach [47] . The final GMM was composed of 11585 Gaussians and resulted in a cross-correlation with the original map equal to 0.97 (Figure S1) . The cytosolic loop (residues 575-597) missing from the deposited model (PDB code 5SY1) was modelled using MODELLER v9.17. The residue numbering scheme was kept as in the deposited model. The resulting comparative model was then equilibrated at 300 K, as previously described. Initial models for two independent production runs were then randomly extracted from the equilibration run. The metainference ensemble was simulated using 16 replicas for a total aggregated time of 355 ns per production run. 9,< AB" was set to 0.1 ⋅ RR,< . To enhance sampling, we used welltempered metadynamics with l = 5000 kJoule/mol and = 950,000. Details of the analysis of the simulations (stereochemistry assessment, comparison with the experimental cryo-EM map, free-energy calculations, and noise inference) are reported in the next sections.
Stereochemistry assessment of the STRA6 ensemble. To measure the stereochemical quality of the ensemble of STRA6 models generated by the metainference method, we calculated the distribution of the backbone dihedral angles and on the conformations sampled in the two independent simulations. To achieve this, we used PROCHECK [68] , specifically the procheck_nmr collection of codes designed to evaluate the quality of NMR ensembles. This program classifies all residues in all models in 4 regions of the Ramachandran plot ( Figure   S8A ): residues in most favoured regions (red), in additional allowed regions (yellow), in generously allowed regions (light yellow), and in disallowed regions (white). The percentages of residues in each of these regions for the two independent metainference simulations were, in both cases: 87.4%, 11.6%, 0.5%, and 0.5% (Figure S8C) . These values were comparable to those obtained using the STRA6 deposited model (PDB code 5SY1): 86.4%, 13.3%, 0.3%, 0.0% (Figure S8B) .
Comparison with the STRA6 experimental cryo-EM map.
To evaluate the quality of the fit of our metainference ensemble with the experimental map and compare it with the deposited model, we used the gmconvert utility [69] to calculate synthetic cryo-EM maps from structural models. It is important to note that the algorithm implemented in gmconvert is different from our forward model and from the approach implemented in RELION [20] and used in Ref. [48] to refine the deposited model. In this way, gmconvert provides a method to predict a cryo-EM map independent from those used in the generation of our ensemble and in the refinement of the deposited model. We believe that this is a fair procedure to evaluate the agreement with the the distance between the Cα atoms of the corresponding residues in the other identical chain (L323' and N441'). To investigate the role of the JM helix in retinol binding and release, the CVs were defined as: a) the distance between the geometric centers of residues P248-D252 in JM and V535'-F538' in JML and b) the distance between the geometric centers of residues P248-D252 in JM and L366-R376 in TM7. The PLUMED driver utility [56] was used to calculate the CVs defined above from the metainference ensemble, which where then used to construct the associated free energies (Figures 2B and 3C) .
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