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Abstract
In a graph, a cluster is a set of vertices, and two clusters are said to be non-intersecting if they are disjoint or one of them is
contained in the other. A clustered graph C consists of a graph G and a set of non-intersecting clusters. In this paper, we assume
that C has a compound planar drawing and each cluster induces a biconnected subgraph. Then we show that such a clustered graph
admits a drawing in the plane such that (i) edges are drawn as straight-line segments with no edge crossing and (ii) the boundary of
the biconnected subgraph induced by each cluster is a convex polygon.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A clustered graph C = (G, T ) consists of a simple undirected graph G = (V ,E) and an inclusion tree T = (V,E)
which is a rooted tree such that each node c ∈V, called a cluster, is deﬁned by a subset ofV. For notational simplicity,
the subgraph induced from C by c may be also denoted by “the subgraph c”.
A clustered graph can be used to draw graphs with large size such as WWW connection graphs or VLSI schematics.
The vertex set of such a graph is clustered to display a part of the graph [4]. On the other hand, graphs with vertex subsets
which are already clustered appear in applications such as statistics (e.g. [9]) and linguistics (e.g., [1]). Drawing clustered
graphs in an understandable way is important to visualize these structures [12]. See [2,15] for recent developments in
graph drawing. In this paper, we consider how to draw clustered graphs nicely in the plane.
In a drawing of a clustered graph C = (G, T ), graph G is drawn as points and curves as usual. For each node c of T,
the corresponding cluster is drawn as a simple closed region Rc such that:
(1) the regions for all children of c are completely contained in the interior of Rc;
(2) the regions for all clusters that are not descendents of c are completely contained in the exterior of Rc;
(3) the drawing of any edge e between two vertices in c is completely contained in Rc.
We say that the drawing of edge e and region R have an edge-region crossing if the drawing of e crosses the boundary
of R more than once. A drawing of a clustered graph is compound planar (c-planar, for short) if there are no edge
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Fig. 1. Three drawings of a clustered graph C, which has ﬁve clusters c1 ={v0, v1, v2, v3, v4, v5}, c2 ={v0, v1}, c3 ={v2, v3, v4, v5}, c4 ={v2, v3}
and c5 = {v4, v5} each surrounded by a dashed line: (a) a c-planar drawing; (b) a c-planar straight-line cluster drawing; and (c) a c-planar convex
cluster drawing.
crossings or edge-region crossings. If a clustered graph C has a c-planar drawing then it is called c-planar [8]. Fig.
1(a) shows an example of a c-planar drawing of a c-planar clustered graph. It is known that, if each cluster induces a
connected subgraph, then testing whether a given clustered graph C has a c-planar drawing or not can be done in linear
time [3]. However, the complexity status of the problem of testing c-planarity of a general clustered graph is unknown
(see [10] for a recent progress on this issue). In this paper, we are given a clustered graph together with a c-planar
drawing.
One of the fundamental questions in planar clustered graph drawing is: Does every c-planar clustered graph admit
a planar drawing such that edges are drawn as straight-line segments and regions for clusters are drawn as convex
polygons? The question has been solved afﬁrmatively by Eades et al. [5–7]. They deﬁned the following drawing [5].
Deﬁnition 1. For a c-planar clustered graph C= (G, T ), a drawing of C that satisﬁes the following is called a c-planar
straight-line cluster drawing of C.
• Each vertex is drawn as a point and each edge is drawn as a straight-line segment between two points drawn for
its end vertices.
• For each cluster c, region Rc of c is the convex hull of the points drawn for the vertices in c.
• For each cluster c, the edges in the subgraph c (resp., the vertices and edges in the subgraph induced by V − c)
are drawn in the interior of Rc (resp., the exterior of Rc).
• There are no edge crossings or edge-region crossings.
In the above deﬁnition, we do not need explicitly store the region Rc for each cluster c, which can be obtained from
the convex hull of the points drawn for the vertices in c. For example, the region Rc for cluster c = {v0, v1, . . . , v5} in
Fig. 1(b) is given from the convex hull with corner points v0, v1, v3, v4. Eades et al. [6] proved the following result,
where a clustered graph C = (G, T ) is called a connected clustered graph if each cluster induces a connected subgraph
of G.
Theorem 2 (Eades et al. [6]). Let C = (G, T ) be a c-planar connected clustered graph with n vertices. There always
exists a c-planar straight-line cluster drawing of C, which can be constructed in O(n) time.
To obtain a c-planar straight-line cluster drawing from a c-planar drawing, their method ﬁrst determines y-coordinates
of vertices based on an extended numbering of the st-numbering, and then computes an adequate x-coordinate of each
vertex. The idea behind this is that after ﬁxing the y-coordinates of the vertices any two disjoint clusters are separable
H. Nagamochi, K. Kuroya / Discrete Applied Mathematics 155 (2007) 1155–1174 1157
by a horizontal line (a line parallel with the x-axis) no matter how their x-coordinates will be determined later on. Hence
x-coordinates can be determined so as to draw each edge as a straight-line segment without taking into account the
cluster structure any more. As a result, in the obtained drawing, clusters are arranged in a special way. Fig. 1(b) shows
an output of their method applied to the clustered graph in Fig. 1(a). In this paper, assuming a stronger connectivity
on a given c-planar clustered graph, we show that there is a new way of drawing c-planar clustered graphs that can
be constructed by a divide-and-conquer approach without generating structure biased in a certain direction. Our new
drawing is deﬁned as follows.
Deﬁnition 3. Let C = (G, T ) be a c-planar clustered graph. A c-planar straight-line cluster drawing of C is called a
c-planar convex cluster drawing of C if, for each cluster c, the boundary of the subgraph c is drawn as a strictly convex
polygon (i.e., a convex polygon such that the internal angle at each corner is less than ).1
Note that a c-planar convex cluster drawing of C = (G, T ) exists only when each cluster induces a biconnected
subgraph of G. Such a clustered graph C = (G, T ) is called a biconnected clustered graph. In this paper, we prove that
every c-planar biconnected clustered graph admits a c-planar convex cluster drawing.
The clustered graph in Fig. 1(a) is a c-planar biconnected cluster graph, but the drawing in Fig. 1(b) is not a c-planar
convex cluster drawing because the boundary of the cluster {v0, v1, v2, v3, v4, v5} is not convex. Fig. 1(c) shows a
c-planar convex cluster drawing of the c-planar biconnected cluster graph C in Fig. 1(a). Note that in a c-planar convex
cluster drawing one can indicate the region Rc of a particular cluster c by emphasizing the boundary of the subgraph c
(say, by allocating a different colour to the edges in the boundary), without drawing the boundary of Rc.
The paper is organized as follows. In Section 2, we review basic properties on c-planar clustered graphs, and
introduce a technical constraint on the deﬁnition of c-planar convex cluster drawings in order to design a dived-
and-conquer method. In Section 3, we describe two cases where a problem instance of ﬁnding a c-planar convex
cluster drawing can be decomposed into two smaller problem instances. Based on this reduction method, in Section
4 we prove that every c-planar biconnected clustered graph admits a c-planar convex cluster drawing, by presenting
a divide-and-conquer algorithm that constructs such a drawing. In Section 5, we show that if a given inclusion tree
T is binary, then there is a very efﬁcient implementation of the algorithm. In Section 6, we make some concluding
remarks.
2. Preliminaries
2.1. Afﬁne transformations
In this subsection, we review some operations that can transform a c-planar convex cluster drawing into another
c-planar convex cluster drawing. We use the following ﬁve types of operations (e.g. see [17]).
Let p = (px, py) be a point with an x-coordinate px and a y-coordinate py in the plane.
• Translation with respect to a vector a = (ax, ay): Move p to a new point p′ = (p + ax, p + ay).
• Rotation with respect to a real  and a reference point r: Rotate p in clockwise order around r by the angle .
• Scaling with respect to a reference point r and > 0: Scale the line segment between r and p by factor  ﬁxing
the end point r, i.e., move p to a new point p′ = (rx +  · (px − rx), ry +  · (py − ry)).
• One-dimensional scaling with respect to a reference line , and a real > 0: Let rp be the point on  that is closest
to p (i.e., prp ⊥ ), and move p to a new point p′ = (rpx + (px − rpx ), rpy + (py − rpy )). (See Fig. 2(a).)
• Shearing with respect to a reference line  with a head and a tail, and a real > 0: Let a be the unit vector in
the direction from the tail to the head of , and h be the distance of p from . Then move p to a new point
p′ = (px +  · h · ax, py +  · h · ay) if p is on the left side with respect to  with the head upward, or to a new
point p′ = (px −  · h · ax, py −  · h · ay) otherwise. (See Fig. 2(b).)
For a point p in the plane, let f (p) denote the point obtained by an operation f in the above. Any operation f in the
above is an afﬁne transformation, by which a given point p = (px, py) is projected to a point f (p) = (p′x, p′y) by
1 Drawings in Deﬁnition 1 are called c-planar straight-line convex cluster drawings in [5,6].
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Fig. 2. Illustration of transforming a convex polygon {v1, v2, . . . , v9}, where (a) indicates a one-dimensional scaling into a convex polygon
{v′1, v′2, . . . , v′9}, and (b) a shearing into a convex polygon {v′1, v′2, . . . , v′9}.
(p′x, p′y)t := A · (px, py)t + b for a 2 × 2 matrix A and a vector b; for such A and b, f may be denoted by f = (A, b).
In the rest of the paper, we mean by afﬁne transformations the above ﬁve operations. Note that a point p′′ = (p′′x , p′′y)
obtained from a given point p by a sequence of operations f1, f2, . . . , fk is given by (p′′x , p′′y)t := A′′ · (px, py)t + b′′
for adequate matrix A′′ and vector b′′. For a set P of points, let f (P ) denote the set {f (p)|p ∈ P }.
Lemma 1. LetD be a c-planar convex cluster drawing of a c-planar clustered graph C. Then the drawingD′ obtained
from D by applying an afﬁne transformation f in the above is also a c-planar convex cluster drawing of C.
Proof. A set P of points on a line segment p1p2 is mapped to f (P ), which is a set of points on the line segment
f (p1)f (p2). For a set P of corner points of a strictlyconvex polygon, f (P ) is a set of corner points of some strictly
convex polygon, where the points f (p) ∈ f (P ) appear in the same order that they appear around P. This also
implies that two line segments p1p2 and p3p4 intersect each other if and only if so do f (p1)f (p2) and f (p3)f (p4)
(note that the end-points of two intersecting line segments are corner points of a strictly convex quadrangle). Hence,
after an afﬁne transformation, no two edges create a new crossing, and if a convex polygon A contains a convex
polygon B if and only if P(A) contains P(B). From these, D′ remains to be a c-planar convex cluster drawing
of C. 
For notational simplicity, a point embedded from a vertex v in a drawing of a clustered graph may be also denoted
by v. For two points p1 and p2, the line segment between them is denoted by p1p2, and the line passing through them
is denoted by (p1, p2).
2.2. c-Planar clustered graphs
A vertex u (resp, a pair {u, v} of vertices) in a graph is called a cut-vertex (resp., a cut-pair) if the graph becomes
disconnected by removing u (resp., {u, v}) together with the incident edges. A graph G that has no cut pair is deﬁned
to be a biconnected graph; any connected graph G = (V ,E) with |V |2 is then biconnected.
For a c-planar clustered graphC=(G, T ), we assume thatG is simple (i.e., has no multiple edges) and every non-leaf
node of tree T has at least two children. Also assume that the embedding of G of a c-planar drawing of C is given. Let
C = (G, T ) be a c-planar clustered graph together with a c-planar drawing. We assume that, for each non-leaf node c,
it holds c =∪{c′|children c′ of c}. (Notice that a leaf cluster c may contain more than one vertex.) Let n and n′ denote
the numbers of vertices in G and clusters in C, respectively. Note that n′ = O(n) and possibly n′ = o(n) since a leaf
cluster may contain many vertices. The size of T = (V,E) is O(|V| + |E|) = O(n′). We assume that C is stored in
an O(n) space as follows. A graph G = (V ,E) is represented by a set of adjacency lists L(v) for all vertices v ∈ V .
In an adjacency list L(v), the edges incident to v appear in clockwise order around v (that is how an embedding of G
in the plane is represented). Each edge e = (v, u) has pointers that indicate the cells for e in the lists L(v) and L(u).
For two distinct nodes u and v in T, let LCA(u, v) denote the least common ancestor of u and v in T, and GUA(u, v)
denote the pair (u′, v′) of the greatest uncommon ancestors (that is, u′ (resp., v′) is an ancestor of u′ (resp., v′) that is a
child of LCA(u, v)). By using the fast least common ancestor algorithm [13,19], each query of ﬁnding LCA(u, v) can
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be answered in O(1) time after O(n) time preprocessing. With a slight modiﬁcation in the step 3 of the algorithm [19],
GUA(u, v) can be found in O(1) time based on the same preprocessing.
For each cluster c, let B(c) denote the set of vertices on the boundary of the outer face of the subgraph c. When
B(c) is represented by its members {v1, v2, . . . , vn}, we assume that v1, v2, . . . , vn appear in clockwise order along the
boundary of the subgraph c. For two vertices a, b ∈ B(c), let B(c; a, b) denote the set of vertices in B(c) that appear
from a to b in clockwise order along the boundary of the subgraph c.
2.3. Triangulation
We call a planar graph G = (V ,E) embedded in the plane internally triangulated if all faces except for the outer
one are triangles (cycles of length 3).
Lemma 2. Let G = (V ,E) be an internally triangulated connected planar graph. For a cycle B of G, the subgraph
G′ induced from G by the set of vertices in the interior of B (including those in B) is biconnected.
Proof. Note that all vertices in B are contained in a component of G′. If G′ is not connected, then some component H
of G′ is embedded in the interior of a face F of G′, where G cannot have any edge joining a vertex in H and a vertex
in the exterior of F without generating edge crossing, a contradiction to the connectivity of G. Hence G′ is connected.
If G′ is not biconnected, i.e., G′ has a cut-vertex v, then G has a face F in which v appears more than once when we
traverse F, contradicting that F is a triangle. Therefore G′ is biconnected. 
Linear time algorithms for obtaining internally triangulated graphs are known [11,18], and a linear time algorithm
for triangulating c-planar clustered graphs while preserving the c-planarity has been studied in [14]. We here show that
G can be made internally triangulated by adding new edges so that, for each cluster c, the boundary of the subgraph
c in the embedding remains unchanged and G remains simple. Notice that if the augmented clustered graph admits a
c-planar convex cluster drawing then so does the original one.
Lemma 3. For a given c-planar drawing of a biconnected clustered graph C = (G, T ) with n vertices, G = (V ,E)
can be made internally triangulated so that any new edge joining two vertices in B(c) for some cluster c is embedded
inside the drawing of the subgraph c and no multiple edges are created. Such a triangulation can be obtained in O(n)
time.
Proof. For notational simplicity, every vertex v ∈ V forms a singleton cluster {v}. In what follows, an inner facial
cycle F is denoted by the edge set F ={ei = (vi, vi+1)|i =1, 2, . . . , k}, where we regard vk+1 as v1. We can identify all
facial cycles in O(n) time by tracing them using the adjacency lists L(v), v ∈ V . For each facial cycle F, we can ﬁnd
the minimal cluster c such that F is completely contained in the subgraph c in O(|F |) time by computing LCA(vi, vi+1)
for all edges ei = (vi, vi+1) ∈ F . By computing GUA(vi, vi+1) for all edges ei = (vi, vi+1) ∈ F , we can also determine
which child of c each vertex vi on F belongs to. We denote byPF the set of maximal paths of F each of which consists
of vertices that belong to the same child of c. (Note that by the c-planarity all edges in a path P ∈ PF also belong to
the subgraph c′ of the same child c′.) Possibly some child c′ of c contains more than one path in PF , where we call
such a child a multi-way cluster of F.
We triangulate G in three phases. In the ﬁrst phase, we add some new edges in the interior of each of the facial
cycles F such that (i) F has a multi-way cluster. We add some new edges to F as follows. We compute the set
of paths P1, P2, . . . , Pd obtained from cycle F by removing all vertices contained in some multi-way cluster of F.
Then choose a vertex uj from each Pj , and add a set E1F = {(ui, ui+1)|i = 1, 2, . . . , d} of new edges, where we
regard ud+1 as u1. For each new edge (ui, ui+1), one of the end-vertex is surrounded by some multi-way cluster
and F, and thereby it is not on the boundary of the subgraph c. Hence the boundary of c remains unchanged, and
no multiple edges are created. We ﬁnish the ﬁrst phase by adding E1F to each facial cycle F satisfying (i). Since no
edge in E1F joins two vertices in the same child of c, the boundary of any cluster in C does not change even after the
ﬁrst phase.
In the second phase, we recompute all facial cycles F, none of which satisﬁes (i) any more.We now triangulate facial
cyclesF such that (ii)PF contains a pathPwhich contains more than two vertices. Let v1, v2, . . . , vh (h3) be the ver-
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Fig. 3. (a) Deﬁnition of B(c; a, b); (b) deﬁnition of joint-vertices q1(c′) and q2(c′) of a child c′ of a cluster c.
tices in such a pathP. Thenwe triangulateF by adding new edgesE2F ={(v2, vi)|i=h+1, h+2, . . . , k}∪(vj , vh+1)|j=
3, 4, . . . , h − 1}. Note that, by the biconnectivity of the cluster which contains P, all vertices v2, v3, . . . , vh−1 are not
on the boundary of the subgraph c. Since (i) does not hold, no edge in E2F joins two vertices in the same child of c. We
ﬁnish the second phase by triangulating all facial cycles F satisfying (ii). In the resulting graph, the boundary of any
cluster remains unchanged and no multiple edges are created.
Finally, the third phase is applied as follows. Now any untriangulated facial cycle F satisﬁes neither of (i) and (ii).
Hence arbitrary triangulation of such a cycle F will not join two vertices in the same child of the minimal cluster
containing F. Thus, we only need to triangulate the current planar graph so that no multiple edges will be created. This
can be done in linear time by some conventional algorithm [11]. These three phases yield a desired triangulation of a
given clustered graph C is obtained in O(n) time. 
In what follows, let C be a c-planar biconnected clustered graph with an internally triangulated graph.
2.4. Joint-vertices
For a cluster c which has exactly two children c′ and c′′, we deﬁne joint-vertices of these children as follows. The
set of edges commonly used in the boundaries of the subgraphs c and c′ forms a single path, and hence the set of edges
that are used in the boundary of the subgraph c′ but not in that of the subgraph c forms a single path, say Pc. The end
vertices of Pc are denoted by q1(c′) and q2(c′), where we assume that Pc is a path that goes from q1(c′) to q2(c′) in
clockwise order along the boundary of the subgraph c′. We call these vertices q1(c′) and q2(c′) joint-vertices of c′ (see
Fig. 3(b)).
2.5. End-pairs and splitters
For a cluster c, we call an ordered pair (a, b) of vertices a, b ∈ B(c) an end-pair of a child c′ of c if B(c; a, b)∩ c′ =
{a, b} andB(c; a, b)−{a, b} = ∅ (see Fig. 4(a)). Let (a, b) be an end-pair of a child c′ of a cluster c.WedeﬁneV (c′; a, b)
to be the set of vertices enclosed by the cycle B(c; b, a) ∪ B(c′; a, b) (including those in B(c; b, a) ∪ B(c′; a, b)).
Lemma 4. Let c be a cluster in a c-planar biconnected clustered graph C = (G, T ) embedded in a c-planar drawing,
where G is internally triangulated. Let (a, b) be an end-pair of a child c′ of c. Then V (c′; a, b) induces a biconnected
subgraph from G, and c − V (c′; a, b) induces a connected graph from G.
Proof. SinceV (c′; a, b) is the set of vertices in the interior of the cycleB(c; b, a)∪B(c′; a, b), it induces a biconnected
subgraph by Lemma 2. For |c′|3, c−V (c′; a, b) is the set of vertices that are in the interior of B(c) and in the exterior
of cycle B(c; b, a) ∪ B(c′; a, b). Assume that the graph G′ induced by c − V (c′; a, b) is not connected. Let H be
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Fig. 4. (a) Deﬁnition of end-pair (a, b) and V (c′; a, b) of a child c′ of a cluster c; (b) a splitter e = (b, b′) of a cluster c.
ba
Fig. 5. (a) c-planar convex cluster drawings for children c′ and c′′, depicted by thick lines, which cannot be combined into a c-planar convex cluster
drawing for the parent cluster c; (b) a c-planar convex cluster drawing with support-vertices s and t.
a component ofG′ which contains no vertex in B(c) (note that all vertices in B(c) − B(c; b, a) belong to the same
component of G′). Since the subgraph c is connected, B(c; a, b) contains some vertices adjacent to H. Among such
vertices, let u (resp., v) be the ﬁrst (resp., last) vertex when we visit path B(c; a, b) from a to b. Then let u′ (resp., v′)
be the vertex adjacent to u (resp., v) such that the boundary Bu′,v′ of H from u′ to v′ has no other vertex adjacent to
B(c; a, b) (see Fig. 4(a)). By the choice of u, v, u′ and v′, edges (u, u′), (v, v′) and the subpath B(c; a, b) are contained
in the boundary of the same face F of G. Since G is triangulated, u′ = v′ holds and G must have an edge (u, v) which
is situated in the exterior of the subgraph induced by V (c′; a, b). This, however, contradicts that B(c′; a, b) is a part of
the boundary of the subgraph induced by c′. This proves the lemma. 
An edge e = (u, v) in the subgraph c which joins two vertices on the boundary of the subgraph is called a splitter of
c if there is an end-pair (a, b) of a child c′ of c such that e joins a vertex in {a, b} and a vertex in B(c; a¯, b¯) − {a¯, b¯},
where a¯ (resp., b¯) denotes the vertex in B(c; a, b) that appears after a (resp., before b). See Fig. 4(b).
2.6. Drawing with support-vertices
In this paper, we construct a drawing of a given c-planar clustered graph C = (G, T ) by a divide-and-conquer
approach. In this subsection, we introduce an additional constraint on c-planar convex cluster drawings in order to
overcome the following difﬁculty in combining two c-planar convex cluster drawings. Supposing that, for a non-
leaf cluster c, c-planar convex cluster drawings D′ and D′′ for its children c′ and c′′, respectively, are obtained,
we consider how to combine them to obtain a c-planar convex cluster drawing D for their parent cluster c, where
we may transform the two drawings if necessary. However, as shown in Fig. 5(a), in general two c-planar con-
1162 H. Nagamochi, K. Kuroya / Discrete Applied Mathematics 155 (2007) 1155–1174
vex cluster drawings cannot be transformed into a desired drawing by any afﬁne transformation. This implies that
when we construct a c-planar convex cluster drawing of a child c′ of a cluster c, we must take into account how
c′ is connected with its siblings. For this, we impose a technical constraint on c-planar convex cluster drawings as
follows.
LetD be a c-planar convex cluster drawing of a clustered graph C. We say that a line supportsD if it passes through
a corner point of the boundary and all other vertices are situated in one of the half planes divided by the line. We also
say that two parallel lines 1 and 2 (1 = 2) support D if each of the lines supports the drawing, where vertices
corresponding to corner points are called support-vertices of the clustered graph.We further say that 1 and 2 properly
support D if 1 ⊥ st for the support-vertices s and t.
Deﬁnition 4. A c-planar convex cluster drawing is called a c-planar convex cluster drawing with support-vertices s
and t if the drawing is properly supported by parallel lines 1 and 2 passing through s and t, respectively.
Fig. 5(b) illustrates an example of a c-planar convex cluster drawing with support-vertices s and t. Now we formulate
the following problem:
Problem 1. Input: A c-planar biconnected clustered graph C = (G, T ) together with a c-planar drawing, and two
distinct vertices s and t on the boundary of G.
Output: A c-planar convex cluster drawing D of C with support-vertices s and t.
Theorem 5. Let C = (G, T ) be a c-planar biconnected clustered graph with n vertices and n′ clusters. For a c-planar
drawing of C and two speciﬁed vertices s and t in the boundary of G, there always exists a c-planar convex cluster
drawing of C with support-vertices s and t, and such a drawing can be constructed in O(n′n) time.
We here consider a simple case where a c-planar convex cluster drawing with support-vertices can be found easily.
If every cluster c′ in C satisﬁes |c′|3, then any c-planar straight-line cluster drawing of C with a convex boundary is a
c-planar convex cluster drawing. For an internally triangulated planar graph, a convex drawing with a speciﬁed convex
polygon for the boundary can be obtained in linear time [16]. Hence for a cluster c such that |c′|3 for all children
c′ of c, a c-planar convex cluster drawing with given support-vertices of the subgraph c can be constructed in O(|c|)
time. In what follows, we consider a cluster c which has a child c′ with |c′|4.
Theorem 5 will be proved as follows. In the next section, we show two reduction methods by which an instance of
Problem 1 can be reduced to two smaller instances of Problem 1. Based on these reduction methods, in Section 4 we
present a divide-and-conquer algorithm for constructing a c-planar convex cluster drawing for any c-planar biconnected
clustered graph.
3. Reduction to smaller instances
In this section, we show that if c satisﬁes one of the following cases:
(1) c has exactly two children,
(2) c has a splitter,
then the problem instance for ﬁnding a c-planar convex cluster drawing of a c-planar biconnected clustered subgraph
c can be reduced to two problem instances of c-planar convex cluster drawing of some smaller c-planar biconnected
clustered graphs.
3.1. Cluster with exactly two children
Let c be a cluster which has exactly two children c′ and c′′. In this subsection, we show that a c-planar convex
cluster drawing with speciﬁed support-vertices s and t of the subgraph c can be constructed from c-planar con-
vex cluster drawings of the subgraphs c′ and c′′ provided that their support-vertices have been chosen appropri-
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Fig. 6. Illustration for support-vertices, where (a) and (b) indicate Cases 1 and 2, respectively.
ately. Given support-vertices {s, t} for c, we choose support-vertices for c′ and c′′ by distinguishing the next two
cases.
Case 1: One of c′ and c′′ contains both support-vertices {s, t} for c; {s, t} ⊆ c′ is assumed without loss of generality
(see Fig. 6(a)). Set support-vertices {s′, t ′} for c′ and {s′′, t ′′} for c′′ to be
s′ := s, t ′ := t, s′′ := q2(c′′) and t ′′ := q1(c′′), (1)
where q1(c′′) and q2(c′′) are the joint-vertices of c′′ (see Section 2.4).
Case 2: One of the support-vertices in {s, t} belongs to c′ and the other c′′ (see Fig. 6(b)). Set support-vertices {s′, t ′}
for c′ and {s′′, t ′′} for c′′ to be
s′ := q1(c′), t ′ := q2(c′), s′′ := q2(c′′) and t ′′ = q1(c′′). (2)
In the rest of this subsection, supposing that a c-planar convex cluster drawing D′ (resp., D′′) of the subgraph c′
(resp., c′′) with support-vertices s′ and t ′ (resp., s′ and t ′) has been obtained, we show that these drawings can be
combined into a c-planar convex cluster drawing of c with support-vertices s and t, where we may transform each of
the drawings D′ and D′′ by some afﬁne transformations.
In what follows, we further assume that |c′|3 and |c′′|3 (the case of |c′|2 or |c′′|2 can be treated with a slight
modiﬁcation of the subsequent argument). It sufﬁces to show that two drawings for children can be combined so as to
meet the following three conditions:
(i) The boundary formed for the subgraph c is a strictly convex polygon.
(ii) Edges between the subgraphs c′ and c′′ are drawn by line segments without creating any intersection with each
other or with the boundaries of the subgraphs c′ and c′′.
(iii) There exits a pair of parallel lines that support properly the drawing for the subgraph c.
We ﬁx the drawingD′ in the xy-plane so that its supporting lines h and ′h are parallel with the x-axis (hence the line
segment s′t ′ is parallel with the y-axis). Although the other drawing D′′ may be transformed before being combined
with D′, we temporarily ﬁx D′′ so that its supporting lines are parallel with the x-axis. We assume without loss of
generality that h and ′h pass through point s′ and t ′, respectively, and that the y-coordinate of s′ (resp., q1(c′), s′′,
q2(c′′)) is larger than that of t ′ (resp., q2(c′), t ′′, q1(c′′)). See Fig. 7(a).
Let p1, r1 ∈ B(c′) (resp., p2, r2 ∈ B(c′)) be the vertices adjacent to q1(c′) (resp., q2(c′)) such that these vertices
appear along the boundary of D′ in the order of p1, q1(c′), r1, p2, q2(c′) and r2. Deﬁne lines 1 = (q1(c′), r1),
2 = (q2(c′), p2), 3 = (p1, q1(c′)) and 4 = (r2, q2(c′)), where for a technical reason we set 3 = h if q1(c′) = s′
(resp., 4 = ′h if q1(c′) = t ′). See Fig. 7(b).
The other drawing D′′ will be situated in a region Z which is deﬁned below distinguishing Cases 1 and 2.
Case 1: (See Fig. 7(a).) Region Z is deﬁned to be the set of points that are above lines 1 and 4 and below lines 2
and 3. We now show how to put D′′ inside the Z. Choose an internal point  (resp., ) on the line segment induced
from 3 (resp., 4) by Z. By applying translation, rotation and scaling operations, we put D′′ in Z in such a way that
q2(c′′) and q1(c′′) fall on the points  and , respectively. Let D1 be the drawing transformed from D′′ in this way.
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Fig. 7. (a) Given c-planar convex cluster drawingsD′ andD′′ in Case 1, and (b) combining c-planar convex cluster drawingsD′ andD′′ in Case 1.
a b c
Fig. 8. Illustration for c-planar convex cluster drawingsD′ andD′′ in Case 2, where (a), (b) and (c) show three subcases forD′′.
Finally, we apply toD1 a one-dimensional scaling with respect to line (, ) and a sufﬁciently small real  so that all
points (except for q2(c′′) and q1(c′′)) in the drawing D2 transformed from D1 are situated properly inside Z (see Fig.
7(b)). Then a drawing D for the parent cluster c is set to be the union of D′ and D2. It is not difﬁcult to see that the
resulting drawing D for c satisﬁes all conditions (i)–(iii) for supporting lines h and ′h.
Case 2: (See Fig. 8.) Assume that support-vertices s and t for c belong to c′ and c′′, respectively. In the subgraph
c′, let s1 and s2 be the vertices in B(c′) that appear, respectively, before and after s when we visit the boundary of the
subgraph c′ in clockwise order. Let si (i = 1, 2) be the line (s, si).
In the subgraph c′′, let t1 and t2 be the vertices in B(c′′) that appear, respectively, before and after t when we visit
the boundary of the subgraph c′′ in clockwise order, and let ti = (t, ti) (i = 1, 2). Then we deﬁne lines ref and tan
by distinguishing the following three subcases, where g() for a line  denotes the gradient of .
(2a) g(t1)> 0 or t1‖s′′t ′′ (see Fig. 8(a)): Deﬁne ref (resp., tan) to be a line parallel with s1 (resp., s2 ).
(2b) g(t2)> 0 and g(t1)< 0 (see Fig. 8(b)): Deﬁne ref (resp., tan) to be a line parallel with s1 (resp., s2 ).
(2c) g(t2)< 0 or t2‖s′′t ′′(see Fig. 8(c)): Deﬁne ref (resp., tan) to be a line parallel with s2 (resp., s1 ).
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Fig. 9. Combining c-planar convex cluster drawingsD′ andD′′ in Case 2.
We consider case (2a) (the rest of the cases can be treated similarly). Let  (resp., ) be the intersection of ref
and h (resp., ref and ′h). We choose ref so that both  and  are strictly above 1 and below 2. See Fig. 9. Let
′1 = (q1(c′), ) and ′2 = (q2(c′), ). Then region Z is deﬁned to be the set of points that are above ′1 and ′h and
below ′2 and h.
We now show how to put the drawingD′′ in the interior of Z. We ﬁrst transformD′′ by applying translation, rotation
and scaling operations so that points q2(c′′) and q1(c′′) fall on  and , respectively. We next apply one-dimensional
scaling operation to the resulting drawingD1 so that all the points in the drawing except for = q2(c′′) and = q1(c′′)
are properly contained in Z and tan has a gradient between those of s1 and s2 (see Fig. 9). Since line ref = (, )
is parallel with s2 , line t1 = (t, t1) will have a gradient between those of s1 and s2 when point t gets enough close
to line segment . Let D2 be the resulting drawing.
As observed in Case 1, it is not difﬁcult to see that the drawingD obtained by combiningD′ andD2 meets conditions
(i)–(iii) with lines s2 and tan inD2 (if lines s2 and tan do not properly support the drawing then we let them properly
support the drawing by applying a shearing operation with respect to one of the lines).
3.2. Cluster containing a splitter
In this subsection, we show that, for a cluster c having a splitter, a c-planar convex cluster drawing with speciﬁed
support-vertices s and t of the subgraph c can be constructed from c-planar convex cluster drawings of some subgraphs
C1 and C2 of the subgraph c.
Let (a, b) be an end-pair of a child c′ of c, and e = (b, b′) be a splitter of c that joins vertex b and a vertex
b′ ∈ B(c; a¯, b¯) − {a¯, b¯}, where a¯ (resp., b¯) denotes the vertex in B(c; a, b) that appears after a (resp., before b). See
Fig. 4(b). Without loss of generality we assume that e = (b, b′), b′ ∈ B(c; a, b) − {a, b} and that b′ is chosen so that
|B(c; b′, b)| is minimized.
We split the subgraph c′ into subgraphs as follows. Let V1 (resp., V2) be the set of vertices enclosed by the cycle
consisting of edge (b, b′) and the subpath B(c; b, b′) (resp., edge (b, b′) and the subpath B(c; b′, b)). Note that b and
b′ belong to different children of c. By the biconnectivity of the subgraph c, we see that, for any descendent cluster cˆ
of c,
cˆ ∩ (V1 − {b, b′}) = ∅ or cˆ ∩ (V2 − {b, b′}) = ∅. (3)
Lemma 5. For end-pair (a, b) and splitter e = (b, b′) deﬁned in the above, let G1 and G2 be the subgraphs induced
from the subgraph c by V1 and V2, respectively (see Fig. 10(a)), and G′2 be the graph obtained from G2 by removing b
(see Fig. 10(b)). Then each of G1, G2 and G′2 is biconnected.
Proof. We easily see that a cut-vertex in G1 (or G2) is also a cut-vertex in the subgraph c. Then both of G1 and
G2 are biconnected by the biconnectivity of c. By a similar argument in the proof of Lemma 4, we see that G′2 is
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Fig. 10. (a) Support vertices in Case A, and (b) support vertices in Case B.
connected. Assume that G′2 has a cut-vertex v, which is not on B(c; b′, b) since otherwise we would have a splitter
(b, v), contradicting the choice of the current splitter (b, b′). By removing v from G′2, we have a component H which
has no vertex inB(c; b′, b). Then only vertices b and v can be adjacent to a vertex inH. Since the subgraph c is internally
triangulated, H must be embedded in the interior enclosed by two multiple edges (b, v). This, however, contradicts that
the subgraph c is simple. Therefore G′2 is biconnected. 
Let {s, t} be the support-vertices of c. Based on graphs G1, G2 and G′2, we construct two problem instances for c′
and c′′ by distinguishing the next two cases.
Case A: {s, t} ⊆ B(c; b, b′) or {s, t} ⊆ B(c; b′, b); {s, t} ⊆ B(c; b, b′) is assumed (the other case can be treated
analogously): Let C1 = (G1, T1) be the clustered graph such that the set of clusters is given by
{V1} ∪ {cˆ − (V2 − {b, b′}) = ∅|cˆ ∈V}.
Similarly, let C2 =(G2, T2) be the clustered graph that consists of G2 and the set of clusters {V2}∪{cˆ−(V1 −{b, b′}) =
∅|cˆ ∈V}. For the new clusters c1 = V1 and c2 = V2, deﬁne the support-vertices {s′, t ′} of c1 and {s′′, t ′′} of c2 by
s′ := s, t ′ := t, s′′ := b′ and t ′′ := b (see Fig. 10(a)).
By Lemma 5, C1 and C2 are both biconnected clustered graphs. By (3), in C2, any cluster c˜ containing vertex b always
satisﬁes c˜ = {b} (hence such c˜ is unique and has no descendant in C2). Similarly, in C1 or C2 any cluster containing b′
is given by {b′}.
Case B: |{s, t} ∩ (B(c; b, b′) − {b, b′})| = |{s, t} ∩ (B(c; b′, b) − {b, b′})| = 1; s ∈ B(c; b, b′) − {b, b′} and t ∈
B(c; b′, b) − {b, b′} are assumed without loss of generality: deﬁne C1 = (G1, T1) to be the clustered graph such that
the set of clusters is given by {V1} ∪ {cˆ − (V2 − {b, b′}) = ∅|cˆ ∈ V}. Let V ′2 = V2 − {b¯}, and C2 = (G′2, T2) be the
clustered graph that consists of G′2 and the set of clusters {V ′2} ∪ {cˆ − (V1 − {b′}) = ∅|cˆ ∈ V}. For the new clusters
c1 = V1 and c2 = V ′2, deﬁne the support-vertices {s′, t ′} of c1 and {s′′, t ′′} of c2 by
s′ := b′, t ′ := t, s′′ := b′ and t ′′ := b¯ (see Fig. 10(b)).
By Lemma 5, C1 and C2 are both biconnected clustered graphs. As observed in Case A, in C1 or C2 any cluster
containing b′ is given by {b′}.
In the rest of this subsection, supposing that a c-planar convex cluster drawingD1 (resp.,D2) of C1 (resp., C2) with
support-vertices s′ and t ′ (resp., s′ and t ′) has been obtained, we show that these drawings can be combined into a
c-planar convex cluster drawing of c with support-vertices s and t.
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Fig. 11. (a) Supported c-planar convex cluster drawings for clustered graphs C1 and C2 in Case A, and (b) a c-planar convex cluster drawing for c
obtained by combining these drawings.
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Fig. 12. (a) c-planar convex cluster drawings for clustered graphs C1 and C2 in Case B, and (b) a c-planar convex cluster drawing for c obtained by
combining these drawings.
First consider CaseA (see Fig. 11(a)). Since (b′, b) is an edge of the boundary of C1, we can obtain a desired drawing
for c by attachingD2 toD1 so that the points b′ and b ofD1 fall on those ofD2. This can be done by applying scaling,
rotation and one-dimensional scaling operations to D1 (see Fig. 11(b)). By the property (3), we see that the resulting
drawing is a c-planar convex cluster drawing for c.
We next consider Case B. Let 1 be the supporting line that passes through s′ in D1, and 2 be the line that passes
through b and the vertex that appears after b in B(c1) (see Fig. 12(a)). Consider the region Z surrounded by lines
1, 2 and edge (b′, b). We place D2 within Z so that point b′ of D2 falls on that of D1 and point b¯ of D2 on a point
 in 2. The resulting drawing can have supporting lines that pass through s and t, respectively, by choosing  as a
point sufﬁciently close to the crossing point of 1 and 2. We can make the supporting lines perpendicular to st by
applying a shearing operation. By the property (3), we see that the resulting drawing is a c-planar convex cluster drawing
for c.
4. Entire algorithm
Based on the reduction methods in the previous section, in this section presents we an algorithm that constructs a
c-planar convex cluster drawing for a c-planar biconnected clustered graph. In order to do this, we show how to handle
the case where none of the two reduction methods can be applied.
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Fig. 13. (a) A c-planar biconnected clustered graph Ca with a cluster c which has more than two children, but does not have a splitter; (b) a c-planar
biconnected clustered graph Cb with a cluster c which has more than two children, but does not have a valid set.
4.1. Valid sets
One can convertT into a binary tree by introducing new clusters. However, a new cluster needs to induce a biconnected
graph to apply the algorithm in Section 3. For a cluster c having at least three children, let us call a subset W ⊆ c
a valid subset of c if W is given by ∪c′∈Xc′ for some non-empty and proper subset X of the set of children of c
and it induces a biconnected subgraph from G and a disk (i.e., a connected region without a hole) from the c-planar
drawing.
There is a clustered graph such that the inclusion tree T is not binary and any cluster has no splitter, as shown in Fig.
13(a). There also exists a clustered graph such that T is not binary and any cluster has no valid subset, as shown in Fig.
13(b). In this subsection, we prove that, any cluster which has more than two children has a splitter or a valid set.
Lemma 6. For a cluster c in a c-planar biconnected clustered graph C = (G, T ) embedded in a c-planar drawing,
there is a child c′ of c such that an end-pair (a, b) of c′ satisﬁes one of the following (a) and (b), where a¯ (resp., b¯)
denotes the vertex in B(c; a, b) that appears after a (resp., before b):
(a) There is no edge joining a vertex in B(c′; a, b) and a vertex in B(c; a¯, b¯) − {a¯, b¯} (see Fig. 4(a)).
(b) There is a splitter e of c which joins a vertex in {a, b} and a vertex in B(c; a¯, b¯) − {a¯, b¯} (see Fig.4(b)).
Proof. Consider a child c′ of c and an end-pair (a, b), where a¯ (resp., b¯) denotes the vertex in B(c; a, b) that ap-
pears after a (resp., before b). Assume that there is an edge e′ = (u′, v′) joining a vertex u′ ∈ B(c′; a, b) − {a, b}
and a vertex v′ ∈ B(c; a, b) − {a¯, b¯} (otherwise we are done). We here choose such c′, (a, b) and e′ = (u′, v′) so
that min{|B(c; a, v′)|, |B(c; v′, a)|} is minimized; |B(c; a, v′)| |B(c; v′, a)| is assumed without loss of generality.
Consider the child c′′ of c that contains vertex a¯, and let a0 be the vertex in B(c; a¯, b¯) such that(a0, a¯) is an end-pair
of c′′ (see Fig. 14(a)). If c′′ contains v′ (i.e., a0 = v by the biconnectivity of the subgraph c′′), then it satisﬁes (a)
or (b). Assume that v′ /∈ c′′. In this case, there is no edge joining a vertex u′′ ∈ B(c′′; a0, a¯) − {a0, a¯} and a vertex
v′′ ∈ B(c; a0, v′) − {a0} because otherwise |B(c; a0, v′′)|< |B(c; a, v′)| would hold, contradicting the choice of c′,
(a, b) and e′. Thus, c′′ satisﬁes (a) or (b). 
Lemma 7. Let C = (G, T ) be a c-planar biconnected clustered graph embedded in a c-planar drawing such that G is
simple and internally triangulated. For a cluster c and a child c′ of c satisfying Lemma 6(a) for an end-pair (a, b) of
c, assume that the subgraph G′ induced by c − V (c′; a, b) is not biconnected. Then there is a biconnected component
H of G′ such that the vertex set V (H) of H contains exactly one cut-vertex, say w, in G′ and V (H) − {w} contains no
vertex from B(c). Moreover, such an H satisﬁes the following:
(i) V (c′; a, b) ∪ V (H) induces a biconnected subgraph from G.
(ii) V (c′; a, b) ∪ (V (H) − w) induces a biconnected subgraph from G.
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Fig. 14. (a) Illustration for the proof of Lemma 6; (b) illustration for the proof of Lemma 7.
Proof. By Lemma 4, c−V (c′; a, b) induces a connected subgraph. Since the subgraph c is simple and internally
triangulated, it is internally triconnected, i.e., any cut-pair of the subgraph c contains two vertices from the boundary
B(c). Let a¯ and b¯ be deﬁned as in Lemma 6. Consider the path B(c; a¯, b¯). Since c′ satisﬁes Lemma 6(a) for the end-pair
(a, b), no internal vertex in the path P is a cut-vertex in G′. Thus, P is contained in a single biconnected component
H0 of G′, and there is some other biconnected component H that has exactly one cut-vertex w in G′ (since G′ is not
biconnected). Hence w /∈B(c; a¯, b¯) − {a¯, b¯} and V (H) − {w} ⊆ c − (V (c′; a, b) ∪ B(c; a, b)). We consider the case
where w ∈ c − (V (c′; a, b) ∪ B(c; a, b)) (the case of w ∈ {a¯, b¯}can be treated analogously). Let H ′ be the subgraph
induced by V (c′; a, b).
(i) It sufﬁces to show that there are two edges (sharing no vertex) betweenH andH ′. Since the subgraph c is internally
triangulated, there is an edge e = (w,w′) joining w and a vertex w′ ∈ V (H ′) (see Fig. 14(b)). We see that there is an
edge e′ = (u, u′) with u ∈ V (H)− {w} and u′ ∈ V (H ′)− {w′}, since otherwise {w,w′} would be a cut-pair inside the
subgraph c, contradicting the internal triconnectivity of the subgraph c.
(ii) Since the subgraph c is internally triangulated, the boundary of the graph V (c′; a, b) ∪ V (H) contains two
edges incident to w each of which joins w and a vertex in H ′. Hence H is enclosed by these edges and H ′. If
the subgraph induced by V (c′; a, b) ∪ (V (H) − {w}) has a cut-vertex z, then {w, z} would be a cut-pair in the
subgraph c, contradicting the internal triconnectivity. Therefore V (c′; a, b) ∪ (V (H) − {w}) induces a biconnected
subgraph. 
Based on the above lemmas, we now describe a procedure for introducing a new cluster such that the resulting
clustered graph remains c-planar and biconnected.
Case C: For a cluster c having at least three children, a child c′ of c satisﬁes Lemma 6(a): as a new cluster to be
introduced, we can ﬁnd a valid subset c∗ of c as follows. Let G′ be the subgraph induced by c − V (c′; a, b).
(i) G′ is biconnected. If V (c′; a, b) (resp., c − V (c′; a, b)) contains more than one child of c, then let
c∗ = V (c′; a, b) (resp., c∗ = c − V (c′; a, b)). (4)
(ii) G′ is not biconnected. Then there is a pair of a subgraph H and a cut-vertex w in Lemma 7. Let c′′ be the child of
c that contains the w. By the biconnectivity of the subgraph c′′, c′′ cannot contain a vertex in V (H)− {w} and a vertex
in c− (V (c′; a, b)∪V (H)) at the same time. If c′′ contains no vertex from c− (V (c′; a, b)∪V (H)), i.e., c′′ ⊆ V (H)
(resp., c′′ ∩ (c − (V (c′; a, b) ∪ V (H))) = ∅), then let
c∗ = V (c′; a, b) ∪ V (H) (resp., c∗ = (V (c′; a, b) ∪ (V (H) − {w}))). (5)
By Lemma 7, the subgraph induced by c∗ is biconnected.
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4.2. Divide-and-conquer algorithm
From the reduction methods in Section 3 and the procedure for introducing a new cluster in the previous subsection,
we obtain the following recursive procedure for computing a c-planar convex cluster drawing D for a given cluster c.
DRAW∗(c, s, t)
if c is a leaf cluster or c has no child c′ with |c′|4 then
Return a c-planar convex cluster drawing D(c) of C(c);
else
Repeat introducing a valid subset c∗ of c in Case C as a new cluster
according to (4) and (5)
until c has exactly two children or a splitter e of c is found;
if c has exactly two children c′ and c′′ then
Determine pairs of support-vertices {s′, t ′} for c′ and {s′′, t ′′} for c′′ according to (1) and
(2);
Call DRAW∗(c′, s′, t ′) and DRAW∗(c′′, s′′, t ′′) to compute c-planar convex cluster draw-
ings D′ of the subgraph c′ and D′′ of the subgraph c′′;
Combine D′ and D′′ into a c-planar convex cluster drawing D of the subgraph c by trans-
forming D′ as discussed in Section 3.1
else /* e is a splitter of c */
Let C1 and C2 and {s′, t ′} and {s′′, t ′′} be the clustered graphs and the pairs of support-
vertices constructed from c and e according to Cases A and B;
Call DRAW∗(c1, s′, t ′) for C1 and DRAW∗(c2, s′′, t ′′) for C2 to compute c-planar convex
cluster drawings D1 of C1 and D2 of C2;
Combine D1 and D2 into a c-planar convex cluster drawing D of the subgraph c by trans-
forming D2 as discussed in Section 3.2
endif
Return D
endif
A c-planar convex cluster drawing D of C with the root cluster cr and support-vertices sr , tr ∈ B(cr) can be
constructed by executing DRAW∗(cr , sr , tr ).
Lemma 8. Cases A–C are applied O(n′) times during the execution of DRAW∗(cr , sr , tr ).
Proof. To prove the lemma, we consider a rooted tree T that represents the parent–child relation among clusters.
Initially setT := T . Deﬁne
=
∑
{(the number of children of c in T) − 2|non-leaf c in T}.
ForT = T , n′. When a new cluster c∗ is introduced in Case C applied to a cluster c, we insert a new node c∗ in
T so that c∗ is a child of c and c∗ is the parent of clusters cˆ ⊆ c∗ that were the children of c. When an induced cluster
C(c) is split into C1 and C2 in Case A or B applied to a cluster c, we insert new clusters c1 and c2 and newly created
singleton clusters (such as {b} or {b′}) toT so that c1 and c2 are the children of c maintaining the parent–child relation
for other clusters. Introducing a new cluster in Case C reduces  by 1 while  remains unchanged after applying Case
A or B. This implies that the total number of new clusters c∗ introduced in Case C (in particular those with |c∗|2)
is at most n′. Hence Case C is applied O(n′) times. Also Case A or B such that the resulting C1 and C2 both contain
some cluster cˆ with |cˆ|4 can occur O(n′) times.
Now consider the case where one of the resultingC1 andC2 in CaseA or B contains no cluster cˆ with |cˆ|4. For this,
we mark each cluster c unscanned or scanned as follows. Initially all clusters in a given clustered graph are unscanned.
When CaseA, B or C is applied to an unscanned cluster c, c becomes scanned. Let any cluster introduced in Case C be
unscanned. In Case A or B, let the new clusters c1 and c2 for C1 and C2 be scanned. For a new cluster cˆ = {b} or {b′}
in Ci (i = 1 or 2), we let cˆ be unscanned if Ci contains a cluster c′′ with |c′′|4 (i.e., Case A, B or C will be applied to
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Ci), and cˆ be scanned otherwise. Moreover let all clusters in Ci be scanned if Ci contains no cluster c′′ with |c′′|4.
Consider the splitting of C(c) into C1 and C2 in Case A or B such that all clusters in Ci (i = 1 or 2) become scanned
and Ci contains a cluster cˆ(= ci)with |cˆ|2. The number of such splittings is O(n′) since there are O(n′) unscanned
clusters cˆ with |cˆ|2. We then consider the splitting such that all clusters in Ci (i = 1 or 2) become scanned and Ci
contains no cluster cˆ(= ci) with |cˆ|2. In such a splitting, {b} and {b′} have been unscanned clusters before CaseA or
B is applied, implying that the number of unscanned clusters decreases at least by one. Since we have shown that other
types of splittings can occur O(n′) times, the maximum number of unscanned clusters created during the execution is
O(n′). Therefore the last type of splittings occur O(n′) times. This proves the lemma. 
It is not difﬁcult to see that each of Cases A–C can be executed in O(n) time. The entire time for constructing a
c-planar cluster drawing for C is O(n′n). This proves Theorem 5.
5. Fast implementation for binary trees
In this section, we assume that C = (G, T ) is a c-planar clustered graph such that an inclusion tree T is binary. We
show that the algorithm in Section 4 can be implemented to run in O(n + n′ log2 n′) time in this case.
Theorem 6. Let C = (G, T ) be a c-planar biconnected clustered graph with n vertices and n′ clusters. For a c-planar
drawing of C such that T is a binary tree and two speciﬁed vertices s and t in the boundary of G, a c-planar convex
cluster drawing with support-vertices s and t of C can be constructed in O(n + n′ log2 n′) time.
5.1. Computing joint-vertices and their neighbours
In this subsection, we show that joint-vertices of each cluster c and their neighbours in B(c) can computed efﬁciently
if T is binary. For support-vertices s and t of the root cluster cr , let q1(cr )= s and q2(cr )= t for notational convenience.
Lemma 9. For a given c-planar drawing of a clustered graph C = (G, T ) with n vertices, where G is internally
triangulated and T is binary, joint-vertices q1(c) and q2(c) for all clusters c can be found in O(n) time.
Proof. Scanning all edges e ∈ E, we check whether e joins two joint-vertices q1(c′) and q2(c′′) for some sibling
clusters c′ and c′′. For an edge e = (v,w) ∈ E being scanned, we compute c := LCA(v,w); assume without loss of
generality v ∈ c′ and w ∈ c′′ for the children c′ and c′′ of c. Among edges incident to v, which are stored in clockwise
order, we take the edge eL = (v,w′) that appears before e and the edge eR = (v,w′′) after e. Since G is internally
triangulated, we see that v=q1(c′) if and only if w′ ∈ V − c, and that w=q2(c′′) if v=q1(c′). Analogously, v=q2(c′)
if and only if w′′ ∈ V − c (and w = q1(c′′) if v = q2(c′)). Since edges eL and eR can be found in O(1) time with
the data structure storing G, we can check whether w′ is in V − c or not in O(1) time since w′ ∈ V − c if and only
if LCA(v,w′) = c. Similarly for w′′ ∈ V − c. Therefore, scanning all edges, each in O(1) time, we can collect all
joint-vertices in O(n) time. 
For each cluster c, let p1(c) (resp., r1(c)) be the vertex that appears before (resp., after) the joint-vertex q1(c) when
we go along the cycle B(c) in clockwise order. Similarly for p2(c) and r2(c).
Lemma 10. For a given c-planar drawing of a clustered graph C = (G, T ), where G is internally triangulated and T
is binary, vertices p1(c), r1(c), p2(c) and r2(c) for all clusters c can be found in O(n) time.
Proof. We consider a procedure for constructing B(c) for all clusters c in a bottom-up manner along T, where each
B(c) is stored in a doubly linked list, but it will be destroyed when B(cp) for the parent cp of c is constructed. For each
leaf cluster c, we can construct a list for B(c) in O(|c|) time. Given B(c′) and B(c′′) for two sibling clusters c′ and c′′,
B(c) for their parent c can be obtained by concatenating two subpaths B(c′; q2(c′), q1(c′)) and B(c′′; q2(c′′), q1(c′′)).
This can be done in O(1) time. Hence we can construct B(c) (at least once) for all clusters c in O(n) time. During the
procedure, we can identify qj (c) and rj (c) (j = 1, 2) in O(1) time by ﬁnding cells adjacent to the cell containing qj (c)
in the doubly linked list B(c). 
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5.2. Algorithm for binary trees
Let cr denote the root cluster of C. We choose two arbitrary vertices {sr , tr} ⊆ B(cr) as a support-vertices of cr .
To obtain a c-planar convex cluster drawing D with support-vertices sr and tr of C, we apply the recursive procedure
DRAW∗(c, s, t) in Section 4 to (cr , sr , tr ), where the procedure for a binary tree T is described as follows.
DRAW(c, s, t)
if c is a leaf cluster or c has no child c′ with |c′|4 then
Return a c-planar convex cluster drawing D with support-vertices s and t of c
else
Let c′ and c′′ be the two children of c;
Determine pairs of support-vertices {s′, t ′} for c′ and {s′′, t ′′} for c′′ according to (1) and
(2);
Call DRAW(c′, s′, t ′) and DRAW(c′′, s′′, t ′′) to compute c-planar convexcluster drawings
D′ of the subgraph c′ and D′′ of the subgraph c′′;
TransformD′ andD′′ into another c-planar convex cluster drawings, respectively, by afﬁne
transformations fc′′ and fc′′ (which are obtained by sequences of operations in Section 2.1);
Combine the transformed drawings into a c-planar convex cluster drawingD with support-
vertices s and t of c;
Return D
endif
Each iteration in the dividing and combining phases ofDRAWcanbe executed inO(n) time.There areO(|V|)=O(n′)
such iterations.A naive implementation takesO(n′n) time.We show that the run time can be reduced toO(n+n′ log2 n′).
Lemma 11. The total time for the dividing phase of DRAW is O(n).
Proof. All support-vertices except for {sr , tr} are joint-vertices. By Lemma 9, after computing all joint-vertices in O(n)
time, we can identify joint-vertices q1(c′), q2(c′), q1(c′′) and q2(c′′) for children c′ and c′′ of a cluster c in O(1) time.
We can distinguish Cases 1 and 2 in O(1) time by computing LCA(s, t) for the support-vertices s and t of c. Therefore,
each iteration of the dividing phase can be implemented to run in O(1) time, proving the lemma. 
We next show that the combining phase can be implemented to run in O(n + n′ log2 n′) time.
For each cluster c ∈ V, fc denotes the afﬁne transformation used to transform a c-planar convex drawing D of
c before combining it with a drawing of the sibling cluster. In the combining phase, we ﬁrst consider computing all
such afﬁne transformations rather than transforming all points in drawings D′ and D′′ in each iteration. Note that, in
combining drawings of sibling clusters c′ and c′′, we only need to know the positions of joint-vertices qi(c′) and qi(c′′)
of c′ and c′′ and their neighbours pi(c′), ri(c′), pi(c′′) and ri(c′′), in order to determine the afﬁne transformations fc′
and fc′′ . In an iteration of the combining phase, we use a constant number of points, and can determine the fc′ and fc′′
in O(1) time except for the time for identifying the position of those points in drawings D′ and D′′.
We consider how to identify the current positions of joint-vertices and their neighbours in a drawing being constructed.
For two clusters c and c∗, where c∗ is a proper ancestor of c in T and c1(=c), c2, . . . , ch, ch+1(=c∗) are the nodes that
appear in this order on the subpath from c to c∗ in T, we denote the synthesis of these afﬁne transformations fci by
fch ◦ fch−1 ◦ · · · ◦ fc2 ◦ fc1 .
In a c-planar convex drawing D of a cluster c obtained by DRAW, the point p of a vertex v ∈ c can be computed
as follows. Let cˆ be the leaf cluster with v ∈ cˆ, and pˆ be the point of v in the drawing D(cˆ). Then p is given by
fck ◦ · · · ◦ fc2 ◦ fc1(pˆ), where c1(=cˆ), c2, . . . , ck, ck+1(=c) denote the nodes that appear in this order on the subpath
from cˆ to c in T. However, this takes O(n′) time to compute fck ◦ · · · ◦ fc2 ◦ fc1(pˆ). By a technique of pointer jumping
and a decomposition of T into disjoint paths, we can reduce this to O(log2 n′).
Before resorting the combining phase, we partition the setV of nodes (i.e., clusters) in the tree T into subsets such
that each subset induces from T a path P from a cluster c to an ancestor of c. We call an edge in T a non-path edge if it
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does not belong to any induced path P. We can easily ﬁnd a partition ofV such that O(log n′) non-path edges appear
along T from any leaf to the root [20].
For each cluster c ∈ V, we prepare a pointer a(c) which indicates an ancestor of c; initially a(c) is set to be
the parent of c. Associated with such a pointer a(c), we store the afﬁne transformation fc′h ◦ fc′h−1 ◦ · · · ◦ fc′1 ◦ fc
such that c, c′1, c′2, . . . , c′h, a(c) are the nodes between c and a(c) on T. Given two clusters c and c∗ = a(c), where
c, c′1, c′2, . . . , c′h, c′h+1 = c∗ = a(c), c′h+2, . . . , cd , a(c∗) are the nodes between c and a(c∗) on T, we can update a(c)
by performing a(c) := a(c∗) and (fc′d ◦ · · · ◦ fc′1 ◦ fc) := (fc′d ◦ · · · ◦ fc′h+2 ◦ fc∗) ◦ (fc′h ◦ · · · ◦ fc′1 ◦ fc) in O(1) time.
For each induced path P, we maintain pointers a(c) for clusters c on P as follows. Let c0, c1, c2, . . . , c be the
clusters on P, where ci+1 is the parent of ci (i = 0, 1, . . . ,  − 1). We assume that, for some k ∈ {0, 1, . . . ,  − 1}, the
combining phase has computed fck for a drawing of ck , but not fck+1 for a drawing of ck+1. After initializing a(c) as
the parent of c, we inductively compute pointers and associated afﬁne transformations such that
a(c2i ) := a(a(c2i ))(=c2i+2)
fc2i+1 ◦ fc2i := (fc2i+1) ◦ (fc2i ) (i = 0, 1, . . . , k/2 − 1),
a(c4i ) := a(a(c4i ))(=c4i+4)
fc4i+3 ◦ · · · ◦ fc4i := (fc4i+3 ◦ fc4i+2) ◦ (fc4i+1 ◦ fc4i ) (i = 0, 1, . . . , k/4 − 1),
...
a(c2t i ) := a(a(c2t i ))(=c2t (i+1))
fc2t (i+1)−1 ◦ · · · ◦ fc2t i := (fc2t (i+1)−1 ◦ fc2t i+2t−1 ) ◦ (fc2t i+2t−1−1 ◦ fc2t i )
(i = 0, 1, . . . , k/2t − 1),
...
a(c0) := a(a(c0))(=c2h)
fc2h−1 ◦ · · · ◦ fc0 := (fc2h−1 ◦ · · · ◦ fc2h−1 ) ◦ (fc2h−1−1 ◦ · · · ◦ fc0)
(h = log2 k).
With these pointers a(c), we can compute fck−1 ◦ · · · ◦fcj+1 ◦fcj for any cluster cj (j < k) in O(log k) time.After fck+1
is obtained during the combining phase, we update the pointers a(c) just by computing the additional part to the case
of k+1, i.e., those pointers a(c2t i ) and afﬁne transformations fc2t (i+1)−1 ◦ · · · ◦fc2t i for all t with k/2t< (k+1)/2t
and i with k/2t − 1< i(k + 1)/2t − 1.
Consider a descendent cˆ of ck that is not on P. In this case, we traverse O(log n′) induced paths from cˆ to ck , where
on each path we compute the synthesized afﬁne transformations in the same manner. Hence fc′d ◦ · · · ◦ fc′1 ◦ fcˆ for the
nodes ck, c′d , c′d−1, . . . , c′1, cˆ between ck and cˆ on T can be obtained in O(log2 n′) time.
The total time to update the pointers during the combining phase is proportional to the number of pointers produced,
i.e., O(n′). The time to determine fc for all clusters c ∈ V is O(n′ log2 n). To obtain the ﬁnal drawing for the root
cluster cr , we transform the points in each leaf cluster c′ by fc′h ◦ · · · ◦ fc′1 ◦ fcˆ for the nodes cr , c′h, c′h−1, . . . , c′1, c′
between cr and c′ on T. This takes O(n) time for all leaf clusters. Therefore, the combining phase can be implemented
to run in O(n + n′ log2 n′) time. This proves Theorem 6.
6. Conclusion
In this paper, we have proposed a new algorithm for drawing a c-planar clustered graph based on a divide-and-conquer
approach. Drawings by our algorithm have the following characteristics: (i) they have no biased structure in a certain
direction, and (ii) the boundary of the biconnected subgraph induced by each cluster is strictly convex. These have been
achieved for the ﬁrst time in the problem of computing a straight-line cluster drawings. Our algorithm for constructing
such a drawing runs in O(n + n′ log2 n′) time if a given inclusion tree T is binary and in O(n′n) time otherwise, where
n and n′ denote the numbers of vertices and clusters, respectively. A faster implementation of the algorithm is left for
the future work. Also, a natural question arising from this research is whether or not there is a common generalization
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of Theorems 2 and 5, i.e., a c-planar straight-line cluster drawing of a c-planar connected clustered graph C such that,
for each biconnected induced subgraph c (if any), the boundary of the embedding of the subgraph c is a strictly convex
polygon.
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