In this paper, we compare a biomechanics empirical model of the heart fibrous structure to two models obtained by a non-periodic homogenization process. To this end, the two homogenized models are simplified using the small amplitude homogenization procedure of Tartar, both in conduction and in elasticity. A new small amplitude homogenization expansion formula for a mixture of anisotropic elastic materials is also derived and allows us to obtain a third simplified model.
Introduction
The left ventricle of the heart is composed of oriented fibers. Anatomic studies show that the cardiac fibers have an orientation that varies continuously from an angle γ 0 at the endocardium to −γ 0 at the epicardium. Several biomechanics empirical models were derived (see e.g. Arts [3] , Chadwick [10] , Feit [11] , Peskin [17] and Streeter [20] ) considering the fibers as an oriented elastic material embedded in a homogeneous medium. In particular, Peskin [17] deduced this fiber architecture of the heart from the starting assumption that the stress matrix reads as σ := σ m + σ f , with σ f := T (e f )(τ ⊗ τ ), (0.1)
where σ m is the isotropic medium stress matrix, σ f is the stress matrix in the fiber direction, τ is the fiber direction, T (e f ) the fiber tension and e f the strain coefficients in the fiber direction. Then, in linear elasticity this general biomechanics model leads us to a stress matrix of the type σ := λtr(e)I 3 + 2µe + T (e f )(τ ⊗ τ ), (0
where λ, µ are the Lamé coefficients of the medium and e is the strain matrix. In conduction, the strain matrix e of (0.2) is replaced by the electric field ∇u, and the stress matrix σ by the electrical current A∇u, where A is the conductivity matrix of the composite material. Then, the analogue Keywords and phrases. Non-periodic homogenization, fibrous material, small amplitude, low contrast, conduction, linear elasticity, H-measures.
of (0.2) in conduction leads us to the conductivity matrix
A := αI 3 + β(τ ⊗ τ ).
(0. 3) This model is based on the two following assumptions: the interaction between the fibers and the medium is neglected, and the fibers are dimensionless.
To avoid these defaults, Briane [5, 6] proposed two new models which are rigorously deduced from the homogenization of non-periodic fibrous microstructures. In the two models, the fibers are small radius cylinders periodically distributed in layers. Moreover, the fiber orientation is constant in each layer. In the first model (Sect. 1.2.1, Fig. 1 ), the layer width tends to zero but is large with respect to the fiber radius. In the second one (Sect. 1.2.1, Fig. 2 ), layers are replaced by rows whose width is of the same order as the fiber radius. So, the fiber orientation varies in a more realistic way in this second model. In both cases, the homogenization formula is far from being explicit since one needs to solve an auxiliary problem which is parametrized at each point of the domain (see Thm. 1.7). Therefore, it seems difficult to compare directly these models with the biomechanics one without additional hypothesis. Let us mention that another homogenization approach of the modeling of the myocardium was performed by Caillerie et al. in [8, 9] . Their approach differs from Briane's one since they consider a large displacement framework and use a discrete homogenization process.
In this paper, our aim is to derive simplified homogenized models assuming small amplitude between the physical characteristics of the medium and the fibers. The small amplitude (or low contrast) homogenization theory was developed by Tartar [21, 22] and, in particular, was applied by Allaire [1] and Allaire and Gutiérrez [2] in another context. First of all, we prove a new expansion formula (see Thm. 2.7) which extends to the anisotropic elasticity case the small amplitude homogenization formula obtained by Tartar [21] in the isotropic case. Then, we propose two models (I and II) in conduction, which differ from each other by their geometry, and three in elasticity (I, II and III). These models simplify the homogenized ones of [5, 6] , taking into account the small amplitude assumption. Our approach allows us to validate or to refute the biomechanics heuristic model. Moreover, in some particular cases (model I in conduction and model III in elasticity) we obtain simple models of reinforcement by fibers of varying orientation. We only consider the linear case, both in conduction and in elasticity, although the nonlinear case seems more relevant for applications. Indeed, the biomechanics of the heart involves a large deformation approach, but this goes out of the present study (see the third point of Rem. 4.2). We restrict ourselves to a linear framework in order to focus on the non-periodic homogenization setting combined with the small amplitude assumption.
The three models are described in the sequel, where the parameter δ > 0 measures the low contrast between the fiber characteristics and the medium ones:
• In isotropic conduction, model I in small amplitude gives (see Thm. 3.1) the following effective conductivity
where τ is the fiber direction and α, β are explicit constants depending on δ. Therefore, the biomechanics model coincides with this first homogenized model under the small amplitude assumption (neglecting the terms of order greater than 2).
• Model II (see Thm. 3.4) leads us to the following different homogenized conductivity
The extra matrix D eff is zero where the fiber angle is constant. It is remarkable that the effective conductivity A
I
eff of the first model is equal to the orthogonal projection of A II eff in the matrix space spanned by I 3 and (τ ⊗ τ ).
• In linear elasticity, model I gives (see Thm. 4.1) the following effective stress matrix
where A 1 , A 2 are, respectively, the Hooke's laws of the medium and of the fibers, c i are constants, A 3 , N I are fourth order tensors and A 3 is isotropic. Furthermore, models I and II agree where the fiber angle is constant (see Thm. 4.3). Therefore, the biomechanics model does not coincide with the homogenized ones even under the small amplitude assumption.
• Due to the complexity of models I and II in elasticity we consider model III in which the fiber tensor A 2 is deduced from the isotropic medium tensor A 1 by a small anisotropic perturbation acting only in the fiber direction in the spirit of the biomechanics law (0.1), namely
, with A 1 e := λ 1 tr(e) + 2µ 1 e.
Thanks to the anisotropic small amplitude formula of Theorem 2.7, we obtain (see Thm. 4.5) the following expansion
where c and κ ν,τ are constants. Therefore, this model rigorously validates the biomechanics one at the second order, and provides a simple effective tensor.
The paper is organized as follows. In Section 1, we recall the notion of H-convergence and Briane homogenization results for the fibrous microstructures. In Section 2, we introduce the notion of H-measure and the small amplitude homogenization procedure due to Tartar. We conclude this section by a new small amplitude homogenization formula in anisotropic elasticity (Thm. 2.7). Section 3 is devoted to simplified models obtained in conduction under the small amplitude assumption. In Section 4 we derive the simplified models in linearized elasticity.
Along the paper, we will use the following basic notations:
Notations
• N ∈ N, N := 2 or 3 in the Sections 3 and 4, N ≥ 1 in Sections 1 and 2.3.
• Y N is the cube (−
N ×N with the scalar product ":" defined by A : We recall the definition and the "compactness theorem" of the H-convergence theory for second-order elliptic scalar equations introduced by Murat and Tartar [15] in the general case and by Spagnolo [18] (under the name of G-convergence) in the symmetric case. Definition 1.1 (Murat and Tartar [15] ). Let Ω be a bounded open set of R N .
(i) The space M(α, β; Ω) is the set of matrix-valued functions A :
satisfies the weak convergences
where u 0 is the solution of
The most important result of the H-convergence is the following "compactness theorem" due to Murat and Tartar: 
H-convergence in linearized elasticity
We recall some basic definitions about elasticity and the definition of the H-convergence in linearized elasticity (see e.g. [1, 12] for a more complete presentation). 
We In the general case, there is no explicit formula for the homogenized law (neither in conduction and nor in linearized elasticity). Nevertheless, in the periodic case, i.e. A ε (x) := A x ε p.p. x ∈ Ω where A is periodic, the homogenized law can be explicitly computed (not totally explicit since one needs to solve a cell problem), see for example [4] .
In the non-periodic case there is some particular microstructures for which the homogenized law can be explicitly obtained. For instance, in the next section we present two non-periodic microstructures due to Briane.
The non-periodic fibrous microstructures
In this section we briefly describe the geometries of the two fibrous microstructures studied in [5, 6] and we recall the homogenization results related to these microstructures.
Geometries of the fibrous microstructures
Let γ ∈ C 2 (R) with |γ| < π 2 and set
We consider the following two microstructures:
• First microstructure: we consider layers Ω n ε orthogonal to the x 1 -axis of width ε α where 0 < α < 1 in order to obtain layers of small width but large with respect to the fiber radius εr, r > 0 (see Fig. 1 ). In each layer we have a periodic lattice of fibers of period ε with a constant orientation which depends only on the layer. Each fiber makes an angle γ(x n 1 ) with the x 2 -axis in the layer Ω n ε where x n is any point of Ω n ε . We denote by χ I ε the characteristic function of this fiber lattice.
• Second microstructure: in the first microstructure, the fibers have a locally constant orientation. In order to avoid this assumption, we consider rows orthogonal to the x 1 -axis of width of order ε. In each row we have a periodic lattice of fibers of radius εr, r > 0 with a constant orientation which depends only on the row (see Fig. 2 ). Each fiber makes an angle γ(x 1 ) with the x 2 -axis where x is any point of the fiber. We denote by χ II ε the characteristic function of this fiber lattice. The difference between the two microstructures is that in the first one we consider layers and in the second one, the layers are replaced by rows. So, in the second microstructure, the fiber orientation varies in a more realistic way.
H-convergence results for the fibrous microstructures
Let χ # C be the Y 3 -periodic function defined on Y 3 as the characteristic function of the cylinder
Let B eff be the constant H-limit of B ε which is given (due to the symmetry) by the classical formula (see e.g. [4] )
We set A 
where B eff is given by (1.3) and R(x 1 ) is the orthogonal matrix defined by
(1.5) Remark 1.6. In [5, 6] , formula (1.4) was obtained using a locally periodic homogenization procedure. This is due to the fact that, in this microstructure, the number of fiber rows in each layer is very large.
Fix z ∈ R 3 and let χ z be the periodic characteristic function of the set composed of cylinders of radius r parallel to the x 2 -axis, the period of which is
represented in Figure 3 . Figure 1 . Lattice of fibers of constant orientation by layer.
Let B z eff be the constant H-limit of B z ε which is given (due to the symmetry) by the classical formula (see e.g. [4] ) Figure 2 . Lattice of fibers of constant orientation by row.
We set A
Then, one has the following homogenization result:
Theorem 1.7 (Briane [5] [6] [7] 
with B
x eff given by (1.7) and R(x 1 ) the rotation matrix defined by (1.5). Remark 1.8. Contrary to the first one, the second microstructure is no more locally periodic. Theorem 1.7 was obtained by an approximation of the microstructure on each point z by a locally periodic material parametrized by z. The fiber lattice which approximates the one of Figure 2 is periodic up to a meso scale ε s with 0 < s < 1. It can be regarded as the tangent lattice of the original one. Its construction is then linear and based on a first-order Taylor expansion of the angle γ; it follows the appearance of the derivative of γ in the period cell Y (z).
H-measures and small amplitude homogenization

Reviews on H-measures and small amplitude homogenization
The notion of H-measure has been developed independently by Gérard [13] and Tartar [22] . Here, we will consider its application to explicit formulas in small amplitude homogenization introduced by Tartar. We recall the definition of the H-measures, the expression of the H-measure of a periodic function and the small amplitude homogenization formula in conduction. We refer to [22] for the proof of these results.
For all subset Ω of R N , we denote by C(Ω) the space of continuous real-valued functions on Ω and C c (Ω) the subspace of C(Ω) formed of functions with compact support. Furthermore, we denote by C 0 (R N ) the space of continuous complex-valued functions decreasing to 0 at infinity. We define the Fourier transform F on the space of rapidly decreasing functions S(R N ) by weakly converges in the distribution sense to the measure ν given by
2. In equality (2.1), the right hand-side only depends on the product φ 1 φ 2 instead of the couple (φ 1 , φ 2 ) (see [22] for details). Let Y f be the parallelepiped of R N defined by 
Now, we recall the small amplitude homogenization formula in conduction.
Let Ω be an open set of
We assume:
Let µ be the H-measure associated with the sequence (
Theorem 2.4 (Tartar [22] ). There exists a subsequence, still denoted by ε, such that for all δ > 0 small enough, we have 
4)
for any i, j ∈ {1, . . . , N}.
Notation 2.5. Let µ be an H-measure and ψ ∈ C(S
If the measure ψ(ξ)ϕ(x)ν admits a density with respect to the Lebesgue measure, the density will also be denoted by ψ(ξ)ϕ(x)ν.
Example 2.6. Consider A ε satisfying the conditions of Theorem 2.4. By the previous notation, the Hcorrection M is given by
Small amplitude homogenization in elasticity
We give a new small amplitude homogenization formula which extends to anisotropic elasticity the one of Tartar [21] . Here, we only assume the isotropy of the zero-order term in the expansion of A ε .
Let Ω be an open set of R N and
N weak * . Let µ be the H-measure associated with the sequence (B ε − B 0 ); µ = (µ ijkl,mnpq ) i,j,k,l,m,n,p,q∈{1,...,N } . We set
The new small amplitude formula is given by the following result: 
where the fourth-order tensor valued measure M, called H-correction, associated with the expansion of the effective tensor has its coefficients given by
where
Let ν be the H-measure associated with the sequence (µ
. We set (with Notation 2.5):
We also note tr(ν 22 ) the measure defined on Ω by
Then formula (2.6) reads as, for all i, j, k, l ∈ {1, . . . , N},
which is the formula established in [21] and also in [1] for the periodic case. See Section 2.3.2 for the proof of (2.7).
Proofs in the anisotropic case
Proof of Theorem 2.7
We follow the same procedure as Tartar [22] . Here, the difficulty comes from delicate algebraic computations due to the anisotropy of A ε .
By Proposition 17 of [23] , we have that there exists a subsequence, still denoted by ε, such that, for any δ small enough, A ε (·, δ) H-converges to A eff (·, δ), where A eff (·, δ) is analytic in δ. 
As usual in H-convergence theory, it is enough to compute A eff ∇u in ω to obtain A eff on Ω. Furthermore, by definition of the H-convergence, A eff ∇u is obtained as the limit in L 2 (ω; R N ) weak of A ε ∇u δ ε . Preliminary. By Definition 1.3 of the H-convergence, we have
(Ω) such that ϕ ≡ 1 on ω, and define
We have
The functions E ε and D ε are analytic in δ. From (2.5), combined with (2.8) and considering the case δ = 0, we obtain the following asymptotic expansions
Since A eff is analytic in δ, it admits an expansion of the type
Then, if we denote by lim
, from (2.10) and (2.12) we obtain
14)
A 0 E 2 ε = 0. It remains to compute the weak limit of (B ε − B 0 )E 1 ε . In order to compute this limit we proceed in three steps. In the sequel, we choose u such that ∇u is continuous. Denote by
We denote by µ the H-measure associated with K ε (the coefficients of µ are the measures µ ijkl,mnpq with 1 ≤ i, j, m, n ≤ N and 1 ≤ k, l, p, q ≤ N + 1). We have from (2.19), thanks to Corollary 1.4 of [22] , for all φ ∈ C c (ω),
Note that µ ijkl,mnpq = µ ijkl,mnpq , for all i, j, k, l, m, n, p, q ∈ {1, . . . , N}. Therefore, to obtain the L 2 (ω; R N ×N ) weak limit of (B ε − B 0 )E 1 ε in terms of the H-measure µ, it is enough to express the right hand-side of (2.20) in term of µ ijkl,mnpq , with i, j, k, l, m, n, p, q ∈ {1, . . . , N}. This is the goal of the next step.
Second step.
We express the right hand-side of (2.20) in terms of the H-measure µ by using Theorem 1.6 (localisation principle) of [22] and algebraic computations. Since the coefficients (A 0 ) ijkl , ∂ k u l are continuous in Ω, by the localisation principle, (2.17) yields
for all p, q ∈ {1, . . . , N + 1} and i, m, n ∈ {1, . . . , N}. The isotropy of A 0 gives
which implies
for all p, q ∈ {1, . . . , N + 1} and i, m, n ∈ {1, . . . , N}. In the same way, by (2.9) we obtain 
for all q ∈ {1, . . . , N + 1} and i, m, n ∈ {1, . . . , N}. Multiplying (2.21) by ξ p and summing over p ∈ {1, . . . , N}, the previous two equalities yield
for all q ∈ {1, . . . , N + 1} and i, m, n ∈ {1, . . . , N}. Choosing i = q and summing on q, equality (2.23) gives
for all m, n ∈ {1, . . . , N}. Now, in the previous equality, it remains to determine the first term of the right hand-side in terms of the H-measure µ.
Second computation. As in the previous computation, we have
for all m, n ∈ {1, . . . , N} and p, q ∈ {1, . . . , N + 1}. Multiplying equality (2.21) by ξ i and summing on i, this gives
for all m, n ∈ {1, . . . , N} and p, q ∈ {1, . . . , N + 1}. Therefore
for all m, n ∈ {1, . . . , N} and p, q ∈ {1, . . . , N + 1}. Multiplying the previous equality by ξ p ξ q and summing on p and q, we obtain 
for all m, n ∈ {1, . . . , N}. A suitable permutation of indices gives
for all i, j ∈ {1, . . . , N}.
Third step. From (2.20) and (2.27) we deduce
Fix k, l ∈ {1, . . . , N}. Let λ be the matrix of coefficients defined by λ ij = 0 if i = k or j = l, and λ kl = 1.
We choose u such that ∇u = λ on supp(φ). Then, (2.28) reads
Finally, C * = C 0 − M, where M has its coefficients given by
for all i, j, k, l ∈ {1, . . . , N} and all φ ∈ C c (Ω).
Proof of formula (2.7)
To prove formula (2.7), we first note that the coefficients of B ε − B 0 are given by 
for all i, j, k, l, m, n, p, q ∈ {1, . . . , N}, which by (2.30) gives, for example, for the last term
Moreover, using the change of variable ξ = −ξ, we also have
for all i, j ∈ {1, . . . , N}. Since the H-measures are hermitian, we deduce that, for all i, j ∈ {1, . . . , N}, 
Then, using (2.32) and (2.33), formula (2.6) leads us to (2.7).
3. Simplified models in conduction
Statement of the results
In the sequel, θ := πr 2 . 
Theorem 3.1. We set
where τ is given by (1.1). For any matrix A ∈ R N ×N , there is a unique orthogonal decomposition
For the second small amplitude model we have the following result: 
where D eff is a matrix-valued function satisfying 
Proof of the results
The proofs of Theorems 3.1 and 3.4 are based on formulas (1.4) and (1.8). Since the two proofs are similar we only give the one of Theorem 3.1.
Proof of Theorem 3.1. We use the notations of Section 1.2.2. We have
Since χ ε converges to θ weakly * in L ∞ (Ω), from Theorem 2.4 we deduce
where, by Notation 2.5,
and µ is the H-measure associated with the sequence (θ − χ ε )I 3 . If we denote by ν the H-measure associated with the sequence (θ − χ ε ), we obtain by (2.1) for all
for all i, j, k, l = 1, 2, 3. Then, for all i, j, k, l = 1, 2, 3,
Finally, using the periodicity of χ # C , we deduce from Proposition 2.3
for any i, j = 1, 2, 3. The characteristic function χ # C is independent of the x 2 variable, sô
We also have Moreover R(x 1 ) T (e 2 ⊗ e 2 )R(x 1 ) = R(x 1 ) T e 2 ⊗ R(x 1 ) T e 2 = τ (x 1 ) ⊗ τ (x 1 ), which gives the result. Thus the simplifications made in the conduction case on the terms ξ i ξ j ν cannot be performed here.
Simplified models in elasticity
Proof of Theorem 4.5. First note that 20) which is a straightforward consequence of (4.16). As in the proof of Theorem 4.3, by (4.10) and (4.11) combined with Theorem 2.7, we obtain that A
III ε
H-converges to the constant tensor-valued function A III eff which satisfies
