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Abstract
Machine Learning in Natural Language Processing (NLP) deals directly with distributed rep-
resentations of words and sentences. Words are transformed into vectors of real values, called
embeddings, and used as the inputs to machine learning models. These architectures are then
used to solve NLP tasks such as Sentiment Analysis and Natural Language Inference. While
solving these tasks many models will create word embeddings and sentence embeddings as
outputs. We are interested in how we can transform and analyze these output embeddings and
modify our models, to both improve the task result and give us an understanding of the spaces.
To this end we introduce the notion of explicit features, the actual values of the embeddings,
and implicit features, information encoded into the space of vectors by solving the task, and
hypothesis on an idealized spaces, where implicit features directly create the explicit features
by means of basic linear algebra and set theory. To test if our output spaces are similar to
our ideal space we vary the model and, motivated by Transformer architectures, introduce the
notion of Self-Enriching layers. We also create idealized spaces, and run task experiments to
see if the patterns of results can give us insight into the output spaces, as well we run transfer
learning experiments to see what kinds of information are being represented by our models.
Finally, we run direct analysis of the vectors of the word and sentence outputs for comparison.
Keywords: word embeddings, sentence embeddings, distributed representations, senti-
ment analysis, natural language inference, natural language processing
i
Summary for Lay Audience
Machine Learning in Natural Language Processing is using algorithms to solve problems of
language: such as, is this movie review positive; does this argument follow from its premises;
are these sentences paraphrases. To achieve this word and sentences are changed in vectors,
lists of numbers, and fed into said algorithms. Often, when running the algorithms, we will get
output vectors for the word and sentences, and these vectors have their own internal spaces.
We are interested in how we can change our algorithms and modify the spaces, so that both
the tasks are more successful and the structures are easier to interpret for humans. We are
interested in both the explicit information, the actual vectors, and implicit information, the
structure and relation of the vectors. To solve this problem, we hypothesize about an ideal
space, and run experiments and analysis to see if our outputs match experiments run on an
ideal space. We also modify our existing algorithms borrowing techniques from the successful
Transformer algorithms, as we hypothesis they will both improve our task performance, and
improve the relationship between our explicit and implicit information. Lastly, we examine the
explicit spaces directly using linear algebraic methods, to see if a comparison of these direct
metrics can give us an understanding of how the spaces relate.
Keywords: word embeddings, sentence embeddings, distributed representations, senti-
ment analysis, natural language inference, natural language processing, SICK, SNLI, IMDb
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Introduction
1.1 Introduction to Natural Language Processing
Many modern day Natural Language Processing (NLP) tasks focus on a Vocabulary, a set of
words, and a Corpus, a set of sentences, for use on a downstream task. A Corpus could also be
a set of paragraphs, pages, reviews, etc., but for simplicity all these will be called sentences.
Examples of downstream tasks are: Sentiment Analysis, deciding whether a given sentence
is positive, negative, or neutral in sentiment [38, 68, 75]; Natural Language Inference, for
two sentences A and B, does A logically entail B, does A logically contradict B, or are A and B
neutral [12, 41]; Semantic Similarity, a numeric score that represents how similar two sentences
are [1]; Machine Translation, automatic translation of sentences [22, 79, 83]; and Word Sense
Disambiguation [7, 8], what is the sense of a word. For example, does “apple” represent the
fruit or the company.
The words and sentences are encoded into fixed sized vectors of real values, also called dis-
tributed embeddings or just embeddings. Historically, encoding techniques such as One-hots,
a one in the index position of a vector of size |V |, or mathematical techniques, such as singular
value decomposition [35], were used to create the embeddings. Modern day approaches use
machine learning to solve, not just the downstream tasks, but the task of creating distributed
embeddings for the words and sentences. Typically, first, the word embeddings are created, or
a pre-trained set of word embeddings are used, and used to transform a sentence of words into
an ordered set of vectors. Then, the set of vectors is used to solve the downstream tasks, often
also creating output word and sentence embeddings in the process of “End-to-End” training.
1
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1.2 Introduction to the Problem
While much work has been done on optimizing machine learning for downstream Natural
Language Processing (NLP), less work has been done on explaining how they work and the
spaces created by their output embeddings. Thus the problem for this thesis is two-fold: one,
to find ways to improve downstream task performance; and two, to find ways to compare
different solutions and the word and sentence embedding spaces they create with their outputs.
To this end we focus on explicit features, the actual values of the distributed representation, and
implicit features, features that the model learns implicitly during training on the downstream
task.
This problem is quite broad and likely intractable in general, otherwise many problems
in modern day machine learning could be answered. Different techniques, modern Recurrent
Architectures [25] vs Convolutional Architectures [33] vs Attention Based Architecture [49],
can give wildly different performance on downstream tasks, and no one may be said to be
best at all of them. As well, there is no guarantee that the implicit features have a meaningful
representation beyond the actual explicit features which tend not to be human interpretable.
To focus the direction of the thesis, we will examine only architectures that create two fixed
sentence embeddings. These embeddings may be created from a corpus comprised of pairs
of sentences, or by creating two sentence embeddings from one sentence: using the same
technique, but different word embeddings.
Thus we are examining three things: the downstream task performance, how well the archi-
tecture performs on a task such as predicting whether a movie review is positive or negative;
the space of word embeddings, the vectors for each word in a sentence that are part of the
output of an architecture; and the space of sentence embeddings, the vectors for each sentence
that are part of the output of an architecture. When the sentence embeddings are created using
two different techniques we are interested in the relation between the two spaces: this is the
case investigated in Section 4.2. When the sentences come from a corpus of sentence pairs, we
are interested in how changes to the models change output spaces: this is the case investigated
in Sections 4.3 and 4.4. We are interested both in the relation between the spaces themselves,
and how they relate to each other: in both the word-sentence sense, and the cross model sense.
1.3 Introduction to the Methodology
To make this problem more tractable we focus on only one way to create word and sentence
embeddings per set of experiments. We examine several datasets, and the outputs of each
architecture are manipulated to try and get a better understanding of the spaces of word and
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sentence vectors that the architecture produces. We use what we call “Self-Enriching layers”
to manipulate the output of our architectures.
Enrichment of embeddings is a common tool in machine learning. Features, such as the part
of speech tags, are converted to vector form and the original vector is “enriched” by combining
it with this feature vector. Self-Enriching layers are Feed-Forward networks that learn from
the output spaces by being applied point-wise, uniformly to all embeddings in a sample batch,
transforming the space in the process. A Feed-Forward network is a finite sequence of matrix-
function pairs that are applied to the input in order. We have coined the term Self-Enriching, as
the network is trying to “enrich” the vectors only with self-information from the set of vectors
itself rather than from some external features.
The motivation to use Self-Enriching layers has its origins with observing the state of the
art results from architectures that use them, and the hope that the structures of the embedding
spaces can be improved and related by a Feed-Forward network operation. We also observe
that Feed-Forward networks are used in many places in complicated modern architectures, and
while much work has been done on Feed-Forward networks alone, how they interact with more
complicated architectures, such as LSTM or Attention, are less understood. A hypothetical
structure for spaces that should work well with Self-Enriching is described in Section 3.3. In
these ideal spaces both Self-Enriching layers and the (||,*) combination are hypothesised to
allow more distinct meanings to be encoded into each explicit feature, hopefully representing
human-interpretable implicit features.
Evaluation of downstream task performance using the above tools is a straightforward com-
parison of the modified architecture vs the baseline results. Additionally, the best results are
compared against the works of other researchers. Comparing the spaces based on downstream
results is a more difficult task. Two sets of synthetic data with known spaces are evaluated on
downstream tasks using varying architectures. The hope is that comparing the results from the
synthetic experiments can shed light on the corresponding results on the non-synthetic data.
In the non-synthetic case, word embedding spaces from different architectures in the same
experiment are intrinsically evaluated, and then those evaluations are compared. Additionally,
when moving from word embeddings to sentence embeddings, the relative word importance
between architectures is compared. To further evaluate sentence embedding spaces three tasks
are performed: a transfer learning task performed directly by the researchers; transfer learning
tasks from the SentEval toolkit [15]; and probing tasks from the SentEval toolkit [15].
To summarize the contributions of this thesis:
• Determine whether Self-Enriching layers can improve downstream task performance in
more complicated architectures
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• Determine whether Self-Enriching layers can improve transfer learning task performance
• Determine whether Self-Enriching layers can improve the expressiveness of sentence
vectors: i.e., more information can be derived from the vectors
• Use Self-Enriching layers to create many experimental data points for problems with
unknown implicit feature space structures
• Use Self-Enriching layers to create many experimental data points for problems with
known implicit feature space structures
• Compare the experimental results to see whether the unknown spaces follow the same
trends as the known spaces: i.e., black-box tests that the spaces are similar
• Use the many data points to compare the unknown spaces of vectors directly: i.e., white-
box testing the properties of those spaces
1.4 Thesis Outline
The rest of the thesis is organized as follows: Chapter 2 goes over related works on architec-
tures that create sentence embeddings. This gives context to the architecture that is used in all
experiments; Chapter 2 also contextualizes how some existing results can be framed as using
Self-Enriching networks; Chapter 3 describes in detail the proposed methodology and some
mathematical implications of the architectures; Chapter 4 describes each experimental setup,
reports the results of each set of experiments, and draws conclusions that relate to the questions
asked by the thesis; Chapter 5 summarizes all results and conclusions, and proposes directions
for future work.
Chapter 2
Related Work
In this chapter, we will review related work dealing with creating sentence embeddings and
using self-enriching layers in machine learning architecture. We will discuss details about
word embeddings in Chapter 4 when it is relevant. In each section we will cite the original
paper in the introductory paragraph once, to limit repeated citations. All other explanations in
the section should be taken as summarizing the original paper, unless otherwise indicated.
2.1 Sentence Embedding Architectures and Methods
In Natural Language Processing a sentence embedding architecture creates a fixed dimension
real valued vector, often called a distributed embedding, for each sentence in the Corpus. That
is, every sentence is mapped to a real valued vector of dimension d.
In this section diagrams should be read from the bottom, or left to right. This follows the
flow of the input as it moves through the architectures. Generally, uppercase letters represent
matrices, and lowercase letters represent vectors or scalars, though not every author follows
this convention. It should be obvious from definitions when the previous isn’t the case.
In each section, we will cite the original authors and then give a summary of the ideas of
the paper. To avoid repeated citations, we will only recite the paper when it is necessary to
show that an idea is from the original authors, and not from the researchers.
2.1.1 Skip-Thought Vectors
Skip-Thought vectors were proposed by Kiros et al. as a Gated Recurrent Unit (GRU) architec-
ture that is trained on a Corpus of ordered sentences [29]. Each architecture has three parts: the
encoder; the previous sentence decoder; and the next sentence decoder. The input sentence is
fed into the encoder word by word using equations 2.1 to 2.4. Then the last hidden state of the
5
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encoder is used in the decoders to try and predict the words in the previous and next sentence.
After training, the last hidden state of the encoder is used as the sentence embedding. Thus,
this is a GRU-last (or BiGRU-last) architecture.
Figure 2.1: The Skip-Thought model. Given a tuple (si−1, si, si+1) the sentence si (“I could see
the cat on the steps”) is encoded and tries to reconstruct the previous sentence (“I got back
home”) and next sentence (“This was strange”). The unattached arrow represents the encoded
si that is used in all decoding calculations. [29]
For a given sentence si of length N with words w1i , ...,w
N
i which have word embed-
dings x1i , ..., x
N
i , σ the sigmoid function, * represents component wise multiplication, and pre-
initialized hidden state h0i . The following equations govern the GRUs of the encoder.
rt = σ(Wr xti + Urh
t−1
i ) (2.1)
zt = σ(Wzxti + Uzh
t−1
i ) (2.2)
h̄t = tanh(Wxti + U(r
t ∗ ht−1i )) (2.3)
hti = (1 − z) ∗ h
t−1
i + z
t ∗ h̄t (2.4)
The decoding GRU structure is similar except for the addition of matrices C that operate on
hi the last hidden state of the encoder. The following equations govern the GRUs of the next
sentence decoder.
rt = σ(Wdr x
t
i+1 + U
d
r h
t−1
i+1 + Crhi) (2.5)
zt = σ(Wdz x
t
i+1 + U
d
z h
t−1
i+1 + Czhi) (2.6)
h̄t = tanh(Wd xti+1 + U
d(rt ∗ ht−1i ) + Chi) (2.7)
hti = (1 − z) ∗ h
t−1
i+1 + z
t ∗ h̄t (2.8)
The GRUs for the previous sentence decoder are similar.
As an objective function the authors use the sum of the standard language model objective
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functions for the previous and next sentence.∑
t
logP(wti+1|w
<t
i+1, hi) +
∑
t
logP(wti−1|w
<t
i−1, hi) (2.9)
The authors trained two models, one unidirectional with vector size 2400 and one bidirectional
with vector size 1200 (concatenated to 2400). They used the Toronto Book Corpus [86] dataset
for training. It is important to note that any recurrent encoder-decoder structure, such as LSTM,
can be used to create Skip-Thoughtmethod vectors on any Corpus of ordered sentences.
2.1.2 FastSent and Sequential Denoising Auto Encoders
FastSent and Sequential Denoising Auto Encoders (SDAE) were proposed by Hill et al.: Fast-
Sent is trained on a Corpus of ordered sentences, like Skip-thought; SDAEs simply require a
Corpus of sentences [24].
The SDAE is an LSTM encoder-decoder architecture. As input it takes a sentence S that
is modified by a noise function N(S |po, px). For each word w in S the word is deleted with
probability po, and for each non-overlapping bigram wiwi+1 the words are swapped with prob-
ability px. The target sequence for the decoder is the unmodified sentence, and the objective
function is similar to the one used in Skip-Thought 2.9. They call the case when po = px = 0 a
SAE (Sequential Auto Encoder). They tune the values po, px on the validation sets. They also
try variations of SDAE (+embs) where the words are represented as pre-trained embeddings,
instead of the One-hot encoding.
FastSent uses a Bag of Words (BoW) model to create sentence embeddings and tries to
predict the words in the adjacent sentences. For each word w in the Vocabulary, FastSent learns
a source embedding uw and a target embedding vw. The middle sentence S i is represented by
si =
∑
w∈S i
uw. Then this vector is used to predict the BoW of the previous and next sentence with
cost ∑
w∈S i−1
⋃
S i+1
σ(si · vw) (2.10)
With σ being the sigmoid function. They also suggest a variation where the words in the
original sentence S i are also predicted (+AE). Giving a cost function∑
w∈S i−1
⋃
S i
⋃
S i+1
σ(si · vw) (2.11)
All the models proposed by the authors were trained on the Toronto Book Corpus [86].
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Figure 2.2: (left) The architecture of FastSent. (right) The architecture of the Sequential De-
noising Auto Encoder.
2.1.3 Sent2Vec
Sent2Vec was proposed by Pagliardini et al. as a Bag of Words (BoW) model that can be trained
in a self-supervised way on any corpus of sentences [52]. The architecture is very similar to
FastSent in Figure 2.2, though the inner workings are slightly different. For each word w in the
vocabulary, Sent2Vec learns context embeddings vw and target embeddings uw. Additionally,
Sent2Vec learns context and target embeddings for n-grams of words, up to some fixed size.
Including n-gram embeddings is meant to encode some of the structure of a sentence, while
maintaining the speed of BoW [28]. In order to manage the memory cost of storing n-gram
embeddings, the authors use the hashing trick described in [76], using the implementation in
[44].
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For each sentence S its embedding vS is defined as
vs =
1
|R(S )|
∑
w∈R(S )
vw (2.12)
where R(S ) is the set of all n-grams used (including unigrams). The proposed objective func-
tion uses negative sampling [46] and is defined as
minU,V
∑
S∈C
∑
wt∈S
`(uᵀwtv(S−{wt})) + ∑
w′∈Nwt
`(−uᵀw′v(S−{wt}))
 (2.13)
where C is the corpus of all sentences, v(S−{wt}) is the BoW representation of a sentence minus
a specific word, ` = logσ, and σ being the sigmoid function. Thus the objective tests how well
the sentence embedding minus a word, predicts the missing word versus a fixed number |Nwt |
of negative samples. This differs from FastSent in the previous section, as Sent2Vec does not
require a Corpus of consecutive sentences.
Negatives are sampled using the distribution
qn(w) =
√
fw∑
wi∈V
√
fwi
(2.14)
where fw is the normalized frequency of w in the corpus. The authors also use subsampling
[28, 11] to prevent frequent words from having too large an influence on training using the
probability 1 − qp(w) where
qp(w) = min{1,
√
t
fw
+
t
fw
} (2.15)
where t is a hyperparameter. Thus the training objective becomes
minU,V
∑
S∈C
∑
wt∈S
qp(wt)`(uᵀwtv(S−{wt})) + |Nwt |∑
w′∈V
qn(w′)`(−u
ᵀ
w′v(S−{wt}))
 (2.16)
The authors train their model on three corpora: The Toronto Book Corpus [86], Wikipedia
Sentences, and tweets. The Toronto Book Corpus and Wikipedia Sentence were parsed using
the Stanford parser [39], and the tweets were parsed using the NLTK tweets tokenizer [10].
2.1.4 InferSent
The authors of the InferSent paper, Conneau et al., compare sentence embeddings that are
trained on different downstream tasks [16]: tasks such as the ones described in Section (2.1.2).
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They find that sentences created from Natural Language Inference (NLI) tasks perform the
best in terms of transfer tasks: that is the vectors created had better downstream task results
on tasks that were not NLI. There are two types of NLI tasks. For a pair of sentences A and
B, the entailment classification task asks does A entail B, does A contradict B, or are A and B
neutral. For a pair of sentences A and B, the relatedness task asks how related are A and B in
some numerical scale (0-1, 0-10, etc.).
Figure 2.3: A general architecture used during NLI training. [16]
The authors hypothesize that the sentences generated from the NLI tasks perform so well,
because NLI is a “high-level understanding task that involves reasoning about the semantic
relationships within sentences.” The authors test the quality of sentence embeddings generated
from NLI on five different architectures.
The first four methods explored by the authors involved Bidirectional Long-Short Term
Memory (BiLSTM) architectures. The first three are straight forward: BiLSTM-last; BiLSTM-
mean; and BiLSTM-max. BiLSTM-last means the sentence vector is the concatenation of the
last hidden states of the BiLSTM, and similarly, the concatenation of the mean-pooled and
max-pooled dimensions of the hidden states for BiLSTM-mean and BiLSTM-max, respec-
tively. For the fourth, the authors use a self attention mechanism to create BiLSTM-attention.
The attention mechanism is described by the following equations from [37].
h̄i = tanh(Whi + bw) (2.17)
αi =
eh̄
ᵀ
i uw∑
i
eh
ᵀ
i uw
(2.18)
u =
∑
t
αihi (2.19)
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Finally, the authors use a Hierarchical Convolution Network. For each set of convolutions of
the same size k a k dimensional vector ui is created by max-pooling over each filter for each
dimension. Then the concatenation of all ui is taken as the sentence vector. The authors trained
all their models on the Stanford Natural Language Inference dataset [12], and found that the
BiLSTM-max architecture created the best performing sentence embeddings.
Figure 2.4: The architecture of BiLSTM-last in InferSent.
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Figure 2.5: (left) the architecture of BiLSTM-mean in InferSent. (right) the architecture of
BiLSTM-max in InferSent.
Figure 2.6: The architecture of BiLSTM-attention in InferSent. [16]
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Figure 2.7: The architecture of the Hierarchical Convolution Network in InferSent. [16]
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2.1.5 Transformer
The authors of the Transformer paper, Vaswani et al., propose a novel (for the time) architecture
that relies on many stacked layers of self attention [72]. This is in contrast to Recurrent Neural
Networks or Convolutional Neural Networks.
Figure 2.8: The architecture of Transformer. [72]
“Encoder: The encoder is composed of a stack of N = 6 identical layers.
Each layer has two sub-layers. The first is a multi-head self-attention mech-
anism, and the second is a simple, positionwise fully connected feed-forward
network. We employ a residual connection [23] around each of the two sub-
layers, followed by layer normalization [34]. That is, the output of each sub-
layer is LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function imple-
mented by the sub-layer itself. To facilitate these residual connections, all sub-
layers in the model, as well as the embedding layers, produce outputs of dimension
dmodel = 512.
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Decoder: The decoder is also composed of a stack of N = 6 identical lay-
ers. In addition to the two sub-layers in each encoder layer, the decoder inserts a
third sub-layer, which performs multi-head attention over the output of the encoder
stack. Similar to the encoder, we employ residual connections around each of the
sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent
positions. This masking, combined with fact that the output embeddings are offset
by one position, ensure ensures that the predictions for position i can depend only
on the known outputs at positions less than i.” [72]
The first step to Transformer is the positional embeddings. The words in a sentence are
represented by their word embeddings plus a position specific vector defined by the following
equations.
PE(pos, 2i) = sin(pos/100002i/dmodel) (2.20)
PE(pos, 2i + 1) = cos(pos/100002i/dmodel) (2.21)
Figure 2.9: (left) Scaled Dot-Production Attention. (right) Multi-Head Attention consists of
several attention layers running in parallel. [72]
Each head in multi-head attention performs a Scaled Dot-Product Attention, which involves
vectors of size dk separated into three classes: queries, keys and values. If Q, K, and V represent
the packed vectors of queries, keys, and values respectively, then Scaled Dot-Product attention
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is defined by
Attention(Q,K,V) = softmax(
QKᵀ
√
dk
)V (2.22)
Masked Scaled Dot-Product Attention differs only in that some values are set to −∞ before
the softmax, so they don’t influence the calculation. Multi-head attention uses h = 8 learned
projection matrices, WXi , to transform the queries, keys, and values first. Then the output of
each head is concatenated to give the final output.
MultiHead(Q,K,V,W) = Concat(head1, ...headh)WO (2.23)
headi = Attention(QW
Q
i ,KW
K
i ,VW
V
i ) (2.24)
Finally, the Feed-Forward Network (FFN) is a two layer fully connected layer, with ReLU
applied between the layers. The FFN applies the same way to each (word) position, but each
layer has different FFNs.
FFN(x) = max(0, xW1 + b1W2 + b2) (2.25)
The authors train one model on the WMT 2014 English-German dataset, and one on the WMT
2014 English-French dataset.
2.1.6 BERT
The authors Devlin et al. propose a Bidirectional Encoder Representation from Transformer
(BERT) [18]. This is a modification of Transformer that uses only encoding layers. The model
is intended to be pre-trained on a large corpus. After that, copies are made and fine-tuned
on downstream tasks. The input used in BERT differs from the normal Transformer input in
several ways. A [CLS] token is added to the start, a [SEP] token is added between sentences,
and a learned sentence level embedding is added to each token in a sentence (see Figure 2.10
below).
BERT is not a sequence transducer. It is trained on two other tasks: Masked Language
Modeling (MLM) and Next Sentence Prediction (NSP). MLM chooses words in a sentence
with 15% probability. 80% of the time the words are replaced by a [MASK] token, 10% with a
random word, and 10% left unchanged. Then BERT needs to recover the chosen words. NSP
has BERT decide if sentence A follows sentence B. In training, 50% of the time this is the case.
The authors train on the the Toronto Book Corpus [86] and English Wikipedia (text pas-
sages only). It is important to note, that due to the success of this paper there are many BERT
copies, trained in different sizes on different Corpora.
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Figure 2.10: BERT input representation. The input embeddings are the sum of the token
embeddings, the segmentation embeddings and the position embeddings. [18]
Figure 2.11: Overall pre-training and fine-tuning procedures for BERT. Apart from output
layers, the same architectures are used in both pre-training and fine-tuning. The same pre-
trained model parameters are used to initialize models for different down-stream tasks. During
fine-tuning, all parameters are fine-tuned. [CLS] is a special symbol added in front of every
input example, and [SEP] is a special separator token (e.g. separating questions/answers). [18]
2.1.7 GPT-2
The GPT-2 authors Radford et al. propose a new dataset for training Transformer models [63].
Otherwise, their model is a larger version of their original GPT paper [62], itself a slightly
modified Transformer model, with a few minor alterations. They move layer-norm to the start
of each block, use a different weight initialization, and make use of many more parameters.
The author’s proposed dataset is called WebText, and they intended for it to have a higher
document quality than existing corpora. It is formed by examining all outbound links on Reddit
posts, with more than 3 karma. Reddit is a popular social media site, and karma is one of its
rating systems. The author’s hypothesis is that this will lead to a more human curated Corpus
which will enable better training. The authors remove duplicate entries, and Wikipedia pages.
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2.1.8 BART
The authors Lewis et al. propose a Bidirectional and Auto-Regressive Transformer (BART)
[36], that can be seen as an extension of BERT and GPT-2 described above. The model uses
the standard Transformer model, but like BERT uses noising functions in the encoder, allowing
the input of the encoder and decoder to have different sizes.
Figure 2.12: BART architecture: Inputs to the encoder need not be aligned with decoder out-
puts, allowing arbitrary noise transformations. Here, a document has been corrupted by re-
placing spans of text with mask symbols. The corrupted document (left) is encoded with a
bidirectional model, and then the likelihood of the original document (right) is calculated with
an auto-regressive decoder. For fine-tuning, an uncorrupted document is input to both the en-
coder and decoder, and we use representations from the final hidden state of the decoder. [36]
Figure 2.13: BART noising functions. [36]
BART’s architecture allows any noising function to be used on the sentences. The authors
use five noising functions to train BART (1) Token Masking: the masking function as described
in BERT [18], (2) Token Deletion: tokens are removed with no masking token, (3) Text Infill-
ing: text spans are drawn from a Poisson distribution (λ = 3) and each span, including 0-spans,
is replaced by a mask token, (4) Sentence Permutation: a document is divided into sentence
based on full stops, then the sentences are shuffled, and (5) Document Rotation: a token is
chosen uniformly at random, and the document is rotated so this character appears first. The
authors find that token deletion or masking lead to the best results with their model.
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2.2 Architectures Using Self-Enriching
This section contextualizes two different architectures as using Self-Enriching networks. Self-
Enriching networks are feed-forward networks with a common non-linearity between lay-
ers. The name is chosen because such networks are trying to enrich vectors using only self-
information about the set of vectors as a whole. While much is known about feed-forward net-
works on their own, their role and interaction with other architectures is less explored. More
information on Self-Enriching networks, including an explanation of Enriching Codes can be
found in Section 3.1.
2.2.1 Deep Embedding Kernel
The authors Le and Xie [31] attempt to join the methods of kernels and deep learning with their
architecture. The bulk of their Deep Embedding Kernel (DEK) architecture is two deep feed
forward networks: the Embedding Network and the Kernel Network. The embedding network
can be viewed as sentence level self-enriching layers.
Given a Corpus of examples (x(i), y(i))i, the DEK examples become ((x(i), x( j)),Y (i, j))i, j where
Y (i, j) =
Y
(i, j) = 1, if y(i) = y( j)
Y (i, j) = 0, if y(i) , y( j)
To join the two examples, the authors use a combination layer (|oi − o j|, oi ∗ o j) where oi and
o j are the outputs of the Embedding layer for x(i) and x( j), respectively. Define K(oi, o j) as the
output of the Kernel network on combination layer. Then the loss function used is
L =
∑
data
(Y (i, j)log(K(oi, o j)) + (1 − Y (i, j))log(1 − K(oi, o j))) (2.26)
The authors note that if the corpus is comprised of unstructured records (such as sentences, or
pictures), then the DEK can be overlaid onto the output of a Recurrent or Convolutional Neural
Network (RNN and CNN, respectively) and trained from end to end.
Note that this architecture turns a classification problem with n classes into a binary classifi-
cation problem. The authors do not state how many layers they use for each network, only that
the size of each layer is constant. The Embedding layers are all α times the size of the input,
where α ∈ {1, 2, 3, 4}, and the Kernel network is twice that. The embedding kernel described in
DEK therefore correspond to an enriching architecture with codes of the form <k1><?>ee...e
where <?> for example is l when α = 2, and there are k1 − 1 e’s: as described in Section 3.1.2.
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Figure 2.14: The architecture of the Deep Embedding Kernel. Here k1 and k2 are the number
of layers in the Embedding and Kernel networks respectively. [31]
Figure 2.15: The Deep Embedding Kernel architecture for unstructured data. [31]
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2.2.2 Transformer
The linear layers applied at the end of each Transformer layer, as seen in Section 2.1.5, are
the motivation for doing word level self-enriching layers. These linear layers are seen in any
architecture discussed in this thesis that are based off of the Transformer architecture. The
linear layers of the default Transformer architecture correspond to an enriching architecture
code of 2LS: described in Section 3.1.2, this means the Feed-Forward network has two layers.
The first layer has output size four times as large as the input. The second layer has output size
a quarter the dimension of the output of the first layer.
Chapter 3
Methodology and Mathematics
In this chapter we discuss our architecture choices, discuss the different evaluations we will
perform on different spaces, propose an hypothetical “idealized” space, and examine the math-
ematics underlying some of the architectures we are creating.
As described in Section 1.3, all of our experiments involve sentence pairs: from a Corpus
that involves examples with two sentences, or by using two different ways to generate em-
beddings from a Corpus with examples that have only one sentence. We use two methods
to produce data points in each experiment: varying the way the sentence embeddings from
the two sentences are combined before being used in the downstream tasks, and the use of
Feed-Forward networks that are applied to word and sentence output embeddings. We call
such Feed-Forward networks Self-Enriching layers as they are expected to enrich the word and
sentence vector representations using only self-information.
3.1 Self-Enriching Layers
3.1.1 Feed-Forward Networks
Feed-forward Networks (FFNs) are a simple type of machine learning architecture. They con-
sist of M linear layers each represented by a matrix Ai, with a pointwise non-linearity applied
between the output of each layer and the input of the subsequent layer, called an activation
function. Here, pointwise means that the function is applied to each dimension of the output
vector independently. For simplicity, the activation function f will be the same between each
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layer. Thus an FFN with input u, has output described by
u0 = u (3.1)
u∗i = Ai · ui−1 (3.2)
ui = f (u∗i ) (3.3)
output = uM = AM · uM−1 (3.4)
(3.5)
Similarly, an FFN with bias (FFNb) is a set of M matrices Ai and vectors bi described by the
equations
u0 = u (3.6)
u∗i = Ai · ui−1 + bi (3.7)
ui = f (u∗i ) (3.8)
output = uM = AM · uM−1 + bM (3.9)
(3.10)
Note that the activation function is not used in the final layer. The activation function used in
all Self-Enriching layers is ReLU:
ReLU(x) = max{0, x} (3.11)
For simplicity, given an input u the output of the FFNb will be written as FFNb(u).
Self-Enriching networks are then just a FFNb applied to the output of a batch of samples
from the BiLSTM in a pointwise way. Pointwise in this case means that the same FFNb is
applied in the same way to each output. Thus, if we are processing a batch of samples, of size
N, of sentences S i of size nsi with outputs at the word level of wi1, . . . ,winsi , then sentence level
si actual word embedding outputs after enriching are
{FFNb(wi j)|1 ≤ i ≤ N, 1 ≤ j ≤ nsi} (3.12)
and the sentence embedding outputs after enriching are similarly
{FFNb(si)|1 ≤ i ≤ N} (3.13)
Note that only one (if any) of word or sentence enriching is performed, never both. Then, the
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Figure 3.1: Left: Enriching layers applied to a batch at the word level. Right: Enriching layers
applied to a batch at the sentence level. The BiLSTM can be replaced by any architecture
that can create contextual word embeddings on the left, and any architecture that can create
sentence embeddings on the left. Aggregation layers turn word embeddings into a sentence
embedding through means such as max-pooling or mean-pooling.
FFNb is updated as usual during downstream task training. See Figure 3.1 for a diagrammatic
presentation of these ideas. The diagram shows Self-enriching at the word level and at the
sentence level.
3.1.2 Enriching Codes
Enriching codes are a short hand method of describing the architecture of the FFNb of the
enriching network. Enriching codes are of the form MX1X2 . . . XM. M is the number of lay-
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Enriching Relative Size of Example Input Example Output
Code Ouput/Input Size Size
e 1 512 512
l 2 512 1024
s .5 512 256
L 4 512 2048
S .25 512 128
X 8 512 4096
Table 3.1: A description of each individual enriching code.
ers in the architecture and each Xi describes the relative size of the output compared to the
input in layer i: see Table 3.1. By convention, an enriching network of zero layers, i.e., the
identity function, will use the code 0e to distinguish it from the number 0. Thus, the standard
Transformer architecture FFNb is an enriching network with the code 2LS: 512->2048->512.
We will call all combinations of the codes e, l, and s, with a fixed number of layers, the
“standard set of enriching architectures”, and all combinations of codes e, l, s, L, and S the
“extended set of enriching architectures. For example the standard set of one layer enriching
architectures is comprised of 1e, 1l, and 1s. Due to time considerations we only explore the
use of one- and two-layer enriching architectures, though the paper [31] discussed in Section
2.2.1 explores the use of larger enriching architectures.
3.2 Architecture Selection and Variation
For all experiments, we focus on pairs of sentences: either from Corpora that use pairs of
sentences, or from two different methods of creating sentence embeddings. This allows us to
vary the methods used to combine the sentence embeddings for later classification. In addition,
we use the previously defined self-enriching layers to vary the outputs of our experimental
architectures to acieve additional data points.
3.3 Hypothetical Feature Space
As mentioned in the introduction, we can hypothesize on what an ideal embedding space that
works well with enriching architectures would look like. For a fixed n, consider a set:
S i = {si1, . . . , simi} (3.14)
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of real valued vectors of size n centred around the origin, the vector of all 0’s. We treat this set
as the spanning set creating a subspace of dimension
Rank(S i) = di ≤ n (3.15)
if we treat S i as a matrix with columns [si j]. This gives us a basis for the subspace
Bi = {bi1, . . . , bidi} (3.16)
Then we shift the subspace by a vector pi so creating a space B′i of vectors of the form
pi +
di∑
j=1
a j ·
−→
b ji (3.17)
While in a true subspace we would have arbitrary coefficients a j, in practice we often assume
they follow some kind of distribution, such as N(0, 1). We then define an implicit feature F to
be a set of sets {B′1, . . . , B
′
k} with an implicit feature vector being f ∈ F defined by choosing a
random vector from a random set in F.
An implicit feature could represent word tense, word part of speech, sentiment, question
type, etc. encoded implicitly or explicitly by the architecture training on a downstream task.
The features are learned by the models themselves, hence they might also represent completely
abstract concepts not related to human thought. Then our space S is defined as a set of implicit
features:
{F1, . . . ,Fp} (3.18)
with vectors of the form:
f =
p∑
i=1
fi (3.19)
fi ∈ Fi (3.20)
The explicit features of the space S are the dimension of the vector f. Ideally we would
want little overlap between the implicit feature spaces, with each taking up its own disjoint set
of explicit feature dimensions. However, there is no guarantee that all Fis or B′is are disjoint
and there is also noise in the original space and training processes making things less clear.
Still, at the level of equation (3.17) this idealized space is just linear combinations of basis
vectors and shift vectors with a bit of noise. The hope is that Self-Enriching networks will
learn to transform the space S , when the sentence and word embedding are fixed, or transform
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the way the space S is created, when the embeddings are learned with End-To-End training, by
adjusting things at a low level: separating the B′ sets, weighting the space so that fixed dimen-
sions in the explicit feature space “mostly” contain one implicit feature, or directly translating
the previous implicit features into new implicit features.
3.4 Sentence Combination
As we are always dealing with sentence pairs, we need to combine two sentence embeddings
at some point to solve our downstream task. We use three different combination methods:
concatenation, pointwise absolute value and pointwise multiplication, and both. Given input
vectors of the same size:
u = (u1, . . . , un) (3.21)
v = (v1, . . . , vn) (3.22)
we have the three combination types mentioned above:
(u, v) = (u1, . . . , un, v1, . . . , vn) (3.23)
(|u − v|, u ∗ v) = (|u1 − v1|, . . . , |un − vn|, u1 ∗ v1, . . . , un ∗ vn) (3.24)
(u, v, |u − v|, u ∗ v) = (u1, ..., un, v1, ..., vn, |u1 − v1|, ..., |un − vn|, u1 ∗ v1, ..., un ∗ vn)(3.25)
Concatenation is the naïve way to combine the sentences, pointwise absolute value and point-
wise multiplication is the method used in [31], and the combination of both is the standard
method of combining vectors in Natural Language Inference tasks [12, 16, 41].
We do not expect the naïve concatenation to produce good downstream task results, even
with enriching, but the results can be compared to the behaviour on the synthetic datasets justi-
fying its inclusion. For the (|u− v|, u ∗ v) case, the hope is that the operations will naturally, i.e.,
without self-enriching, shift the implicit features in each explicit feature to be better aligned:
the hope being the number of implicit features represented in each explicit feature is mini-
mized, with the best case being information from at most one implicit feature in each explicit
feature.
Chapter 3. Methodology andMathematics 28
3.4.1 Linear Combinations and The Pointwise Multiplication Operation
Consider in the simple case that we have a function g that maps natural numbers to a set of
vectors of size n: for example the sentence embeddings created from a Corpus of sentences.
g(m) = (g(1,m), . . . , g(n,m)) (3.26)
g(i,m) = xi,m (3.27)
Where xi,m is the ith dimension of the mth sample. If we take the pairwise multiplication of
two samples
g(m1) = x = (xi)1≤ j≤n (3.28)
g(m2) = y = (yi)1≤ j≤n (3.29)
we obtain the vector
z = (xi ∗ yi)1≤ j≤n = g′(n,m) (3.30)
Next consider the case where x′ and y′ are linear combinations over the values of x and y
respectively.
x′ = (
n∑
i=1
a ji · xi)1≤ j≤n (3.31)
y′ = (
n∑
i=1
b ji · yi)1≤ j≤m (3.32)
that have pairwise multiplication
x′ ∗ y′ = (
n∑
i=1
n∑
k=1
a jib jkxiyk)1≤ j≤n (3.33)
and similarly in the case where x′ and y′ are linear combinations with biases c j and d j we would
obtain the result
x′ = (c j +
n∑
i=1
a ji · xi)1≤ j≤n (3.34)
y′ = (d j +
n∑
i=1
b ji · yi)1≤ j≤m (3.35)
x′ ∗ y′ = (c jd j1 +
n∑
i=1
(a jid jxi + b jic jyi) +
n∑
i=1
n∑
k=1
(a jib jkxiyk))1≤ j≤n (3.36)
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Thus in this case, the seemingly n scalar multiplications actually represent n moves from the
n dimensional space of the linear combinations of the f (n, i)s to the n2 dimensional space of
linear combinations of pairs f (n, i) f (m, j), respectively n2 + n + 1.
When not using enriching architectures we may be in the first case, and when using enrich-
ing architectures or in the hypothetical space from Section 3.3 we are in the latter case. The
latter can be seen as moving from a low dimensional space to a higher one, as in the kernel
trick [67]. Regrettably, the new space of vectors cannot have dimension greater than n in a
space with dimension at least n2. While the hope is that in the higher dimensional space the
spaces are more separable, this is not always the case.
3.5 Datasets
We use five different datasets. Two synthetic datasets created by the researchers that try to
emulate the space described in 3.3: these spaces are classification tasks. We also use an IMDB
sentiment analysis dataset [38]: the task being classifying whether a move review is positive
or negative. Lastly, we use two Natural Language Inference (NLI) datasets SICK [41] and
SNLI [12]: the NLI tasks ask for two sentences A and B, does A entail B, does A contradict
B, or are A and B neutral. More details about these datasets will be given in their respective
experimentation sections.
3.6 Fixed Embeddings
There are two types of experiments with fixed embeddings. Those on the synthetic datasets
and those on a fixed embedding on the best performing SICK baseline architecture. Here,
baseline means no enriching architecture and the default NLI combination type. In both cases
all three combination types are used with the full set of one- and two-layer standard enriching
architectures.
The experiments with the synthetic datasets are to provide comparative data. In the SICK
case, fixing the embeddings has two effects. The first lets us compare the fixed embeddings
of the synthetic datasets and SICK datasets, as opposed to comparing fixed embeddings with
embeddings that can change during End-to-End training. The second lets us analyze how
enrichment architectures effect the downstream task results on the fixed SICK embeddings
compared to the End-to-End SICK embeddings. Experiments of this type are not performed
on the SNLI dataset as it is much larger.
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3.7 Transfer Learning Tasks
3.7.1 Direct Transfer Learning
We do three types of direct transfer learning from the SNLI dataset to the SICK dataset: no new
training, adding a new classifier and training, and complete transfer and training. Each task is
performed on three different models: the best baseline model, the best sentence-level enriching
model, and the best word-level enriching model. The hope is that by testing the pre-trained
models on a new dataset with the same downstream task, we will get a more general result
about what the models are learning, as the biases and noises in each dataset will be different.
The first task is to test how well the model does when the input is new, but still processed
the same way, that is, only the testing portion of the SICK dataset. As the task is the same
(NLI), and all sentence are processed in the same way with the same embeddings, one might
expect that the results of direct transfer might provide good results. The second task of adding
a new classifier and the training the new model on the SICK data set is asking how well the
architecture that produces word and sentence embeddings adapts to the new dataset without
the help of its pre-trained classifier. The last task asks how well the entire models adapts to the
SICK dataset.
For all of these tests we are interested in comparing how the baseline performs on the
transfer tasks compared to the two enriching models. Even if the enriching models fail to beat
the baseline on the SNLI task, they may win on the SICK task. Additionally, for each of these
tasks we have the results of [12] to compare against.
3.7.2 SentEval Toolkit Transfer Learning
The SentEval toolkit [15] created by Conneau et al. provides us with a convenient framework
to perform a large variety of transfer tasks. We run the best baseline, sentence enriching, and
word enriching SNLI-trained models through almost all of the transfer learning tasks. The only
ones excluded are the SNLI task, as this is the original task, and the Caption Retrieval task, due
to technical difficulties.
In total we do 15 transfer learning tasks: unsupervised semantic textual similarity [4, 5, 2,
1, 3], sentiment analysis [68, 54], question type [73], product reviews [26], subjectivity and
objectivity [53], opinion polarity [77], SICK-E and SICK-R [41], supervised semantic textual
similarity [14], and paraphrase detection [19]. For each of the tasks, the framework trains or
evaluates the sentences created by our provided models. Using the SentEval toolkit for transfer
learning tasks allows comparison of our models both to themselves and to all of the results
reported in [16] and [15].
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3.7.3 SentEval Toolkit Probing Tasks
In addition to transfer learning tasks, the SentEval toolkit has so-called probing tasks [17].
Each probing task isolates a linguistic feature and provides a training set to test how much
of a given linguistic feature is contained in the embedding. The tasks are sentence length,
word content analysis, syntactic tree depth, detecting bigram shifts, detecting top-constituent
sequences, verb tense, arity of the subject, arity of the object, replaced words, and coordination
inversion. Evaluating the three SNLI models on these tasks allows us to compare how rich
the sentence embeddings are, and the types of information that is being learned by the models
implicitly from the NLI task.
3.8 Direct Space Analysis
We do two kinds of direct analysis of the spaces we create. We first do an intrinsic analysis of
the word embedding spaces, and then compare those results. Intrinsic analysis examines the
space of vectors created and how they relate to each other as vectors. Second, we calculate how
important each word is when creating a sentence embedding and then compare those results
across models. All of these evaluations are done on five SICK models: the best baseline with
each of the three sentence combination types, the best sentence-level enrichment model, and
the best word-level enrichment model. The analysis takes place on the set of fewer than 7000
unique sentences in the SICK dataset. Tests are not performed on the SNLI models due to the
much larger size of the dataset.
3.8.1 Word Embedding Space Analysis
Following the work of K. Ethayarajh [20], we apply the described Word Self-Similarity and
Intra-Sentence similarity metrics to the five above SICK models. We take the average of each
metric and the average adjusted and normalized with a baseline as our comparisons of the five
models. This allows us to compare the word embedding spaces created by each of the models
in a broad sense based on the relative angles between all their respective embeddings.
The Cosine Similarity of two vectors u and v is defined as
Cosine(u, v) =
u · v
||u|| · ||v||
(3.37)
where ||u|| is the L2 norm of u. Then for a fixed word w appearing in n sentences s j at indices
i j and with f (s, i) being the function that maps to the word embedding output of sentence s at
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position i the Self-Similarity of w is defined as
SelfSim(w) =
2
n2 − n
n∑
j
∑
j<k
Cosine( f (s j, i j), f (sk, ik)) (3.38)
which is the average cosine similarity between all embeddings of the word w. If this is high,
the word w is being represented by almost the same embedding in all contexts. If this metric is
high on average, it means most words are being given a distinct meaning for the whole corpus.
For a sentence s of length n with f (s, i) defined as above, the Intra-Sentence similarity of
the sentence s is defined as
IntraSim(s) =
1
n
n∑
j=1
Cosine(s, f (s, j)) (3.39)
s =
1
n
n∑
j=1
f (s, j) (3.40)
That is, the Intra-Sentence similarity is the average cosine similarity between each word in a
sentence and the bag of words of the total sentence. If this value is high most words in the
sentence have a similar embedding, so the words are related more to the sentence they are in
than their individual meaning. As our sentences are created with max-pooling, we also create a
similar metric IntraSim-max, that compares the max-pooled vector and the word embeddings.
This metric is not adjusted by the baseline below.
The baseline b we use is the same as in the paper [20] which is the average similarity
between words in different sentences. Unlike the paper, we normalize this calculation by (1−b)
after taking the average so it is easier to compare across models. Our analysis is slightly
different than [20] as they were focused on evaluating different language models, but we are
evaluating the spaces of embedding trained on downstream tasks.
3.8.2 Word Importance Similarity
At the sentence level it is hard to compare the spaces of different models. First, the vectors may
not even be the same size, and second, due to the symmetry of the spaces under transposition,
even if the spaces themselves have some alignment internally, there is no guarantee spaces align
explicitly, even from the same architecture trained with a different random seed. However, as
all the SICK models create sentence embeddings using a max-pooling operation, we have
explicitly the number of dimensions each word contributes to the final sentence vector.
Treating these values as a vector that is the size of each sentence, and normalizing it based
on the dimensions of the sentence vector, gives us a frequency histogram for each sentence,
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which importantly is the same size across models. We evaluate these histogram vectors in two
ways. Calculating the average cosine similarity as defined in Equation 3.37, and the average
Pearson Correlation Coefficient which is defined as
p(x, y) =
(x − x) · (y − y)
||(x − x)|| · ||(y − y)||
(3.41)
x =
1
n
n∑
i
xi (3.42)
y =
1
n
n∑
i
yi (3.43)
Then comparing these values across models, we can see how well on average the models agree
on word importance.
Chapter 4
Experiments
In this chapter we will present all of the experiments done to test the thesis problems and ana-
lyze the results. Experiments are chosen to test how well the enriching architecture performs,
and how well the results match the results for spaces we know, such as the synthetic datasets.
Each experiment is run on the same machine, with the same versions of software.
For most experiments both the average of 5 and the best of 5 results are reported. There
seems to be much variability in the experimental results, and the average of 5 is used to try and
guard against flukes and thus capture a better understanding using the average result. Using
the best of one could result in comparing an exceptional novel result against a poor baseline,
leading to incorrect conclusions. For example, in two experiments with n = 5 with the same
parameters, at different points in a random seed, the average results differ by over 0.5%. As
typical results are reported with 1-2 decimal places this is problematic. As well, n > 1 is
common practice in many experimental sciences. It is likely that n > 5 should be used, but
time, resources, and the types of experiments needed to be balanced.
Each section is structured as follows: an overview of the task is given; details about the
dataset and corpus creation follow; details about the word embeddings used are provided; then,
experimental descriptions, results, and summaries; and finally, an overall conclusion based on
all the experiments ends the section.
For all experiments performed directly by the researchers one of the LSTM based architec-
tures from the InferSent paper [16] is used, with a hidden dimension of 300 instead of 4096.
LSTM-last and BiLSTM-last are used for one set of experiments each in Section 4.2. Other-
wise, the BiLSTM-max architecture is used for all baseline results. In experiments when we
modify the baseline architecture the BiLSTM-max architecture is still used to create word level
output.
Either the word level output is modified by Self-Enriching layers (called word level enrich-
ment), or the sentence level output is modified by Self-Enriching layers (called sentence level
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enrichment), or neither is enriched, and the combination of the sentence pairs is varied. In all
experiments besides the ones on synthetic datasets, the same two layer classifier with hidden
dimension 512 from the InferSent paper [16] is used.
A fixed architecture for word output is chosen to limit the variability created by using
different techniques: RNN, attention, convolutions, etc. This allows us to examine how the
variations to the other parts of the architecture effect downstream results and embedding spaces.
BiLSTM-max gives a good mix of power, getting good downstream results, and efficiency,
allowing many experiments to be run so we can acquire more comparative data.
4.1 Synthetic Datasets
In this section we will discuss the experiments done on two synthetic datasets. The first is
created by us, the researchers, and the second is created by the scikit-learn toolkit [56]. These
experiments are meant to test how well the enriching architecture works and provide compar-
ative results to other spaces with unknown structures. All of these datasets match the structure
of the hypothetical space described in Section 3.3.
For each experiment four metrics are tracked. Loss, Accuracy, Micro-F1 score, and Macro-
F1 score. This means each experiment creates four models for each set of parameters, using
early stopping on each of the four metrics [21, 59, 60, 81]. Accuracy on the testing sets is
used to determine the best models, with Micro-F1 being the first tiebreaker, and Loss being the
second.
4.1.1 Datasets
Synthetic Dataset 1
Synthetic dataset 1 (SYNTH1) is made by the researchers directly. A total of 160 vectors of size
40 are drawn from the normal distribution N(0, 1): 64 vectors for the training set, 32 for the
testing set, and 64 for the testing set. For each set, the vectors are divided into 4 equally sized
partitions, representing 4 classes. Vectors in class 1 have the first quarter of the dimensions set
to 0, vectors in class 2 have the second quarter of the dimensions set to 0, and so on. Thus, for
example, vectors in the first class are represented by the basis
{ei}10≤i<40 (4.1)
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where ei is the standard basis vector in dimension 40 with 1 in the ith position, and 0 in all
other positions. Specific vectors in class 1 are of the form∑
10≤i<40
N(0, 1)ei (4.2)
To create the training examples, the 64 vectors are paired off into (vi, v j)1≤i, j≤64 with the label
yi, j being
yi, j =
yi, j = 1, if vi and v j are the same classyi, j = 0, otherwise
Next, two noising functions M1 and M2 are created as 40x60 dimensional random matrices
from the normal distribution N(0, 1). The examples are then transformed into
((vi · M1, v j · M2), yi, j)1≤i, j≤64 (4.3)
This is meant to simulate sentence embeddings coming from different sources: different word
embeddings, different encoding techniques, etc.
While this gives a total of 3600 examples, examples with label 0 are three times more fre-
quent than examples with label 1. For each example with label 0, we discard it with probability
1/3. This gives approximately 1800 examples with almost balanced labels. The validation and
testing examples are created similarly, giving approximately 512 and 1800 examples, respec-
tively.
Two similar datasets are created for comparison tests. First, SYNTH1denoised differs
from SYNTH1 in that the noise functions are not applied. Thus, the training examples
are ((vi, v j), yi, j)1≤i, j≤64, with the validation and testing examples defined similarly. Second,
SYNTH14cat are the examples of the original 4 class classification problem. Thus, the training
examples are (vi, yi)1≤i≤64, with the validation and testing examples defined similarly.
Synthetic Dataset 2
Synthetic dataset 2 (SYNTH2) is created by using the scikit-learn toolkit’s "make_class-
ification" algorithm [56]. All parameters are default except shuffling is set to false, the random
state is set to 1, and 12,000 vectors are generated: number of features 20, number of informa-
tive features 2, number of redundant features 2, no repeated features, 2 classes, 2 clusters per
class, change class randomly 1% of the time.
Vectors are created by combining informative features, redundant features, and random
noise. Informative features are pulled from random linear combinations of clusters around the
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corners of a 2-dimensional hypercube, redundant features are linear combinations of informa-
tive features, and noise features are randomly pulled from N(0, 1) [56]. For more specific
details, please see the scikit-learn documentation.
As there is some class imbalance in the vectors created by the scikit-learn algorithm, 12,000
vectors are created. Using these 12,000 vectors a set of 11,000 vectors with balanced class
labels are created: 5000 for the training set, 1000 for the validation set, and 5000 for the testing
set. Similarly to SYNTH1, two noising functions, M1 and M2, of size 20x30 are created. Then
the final training examples are ((vi ·M1, vi ·M2), yi)1≤i≤5000 where yi is the original class assigned
to vi. The validation and testing sets are created similarly.
Similarly to SYNTH1, one more dataset is created for comparison purposes:
SYNTH2denoised which has no noising functions and only two copies of each vector in every
example. Thus, the training examples are ((vi, vi), yi)1≤i≤5000, with the validation and testing
examples defined similarly. The SYNTH2 dataset represents an ideal testing scenario, as it is
exactly two implicit features of two shifted bases each contained in four dimensions, with the
rest of the dimensions being noise.
4.1.2 Word Embeddings
No word embeddings are used in these experiments. The datasets themselves are created to try
and simulate the use of two different word embeddings.
4.1.3 SYNTH1 Experiment Set 1
Experiment Set 1 uses the SYNTH1 and the SYNTH1 binary classification task: deciding
which of two classes a sample belongs. Many different values are tested for hyperparameters,
and the full standard set of one and two layer sentence level enrichment architectures are used.
Experimental Results
Tables 4.1 and 4.2 summarize the best average results and best trials, respectively. Table 4.3
shows the best average result and best individual result per architecture. Table 4.4 summa-
rizes how well each architecture with fixed parameters does versus the corresponding baseline
average.
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Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Rate Tracked
(|u-v|,u*v) 0e 50.90 45.84 Macro-F1
(u,v,|u-v|,u*v) 0e 50.92 48.73 Macro-F1
(u,v) 0e 51.77 50.41 Macro-F1
(|u-v|,u*v) 2se 52.17 49.48 Accuracy
(u,v,|u-v|,u*v) 2ll 52.02 47.82 Macro-F1
(u,v) 2ee 51.95 50.79 Macro-F1
Table 4.1: A summary of the best baseline s, and best enriching averages for SYNTH1 Exper-
iment Set 1. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Rate Tracked
(|u-v|,u*v) 0e 53.00 51.47 Macro-F1
(u,v,|u-v|,u*v) 0e 52.24 45.83 Macro-F1
(u,v) 0e 53.00 52.63 Accuracy
(|u-v|,u*v) 2se 53.67 53.67 Accuracy
(u,v,|u-v|,u*v) 2ls 53.72 50.34 Macro-F1
(u,v) 2es 54.10 54.08 Accuracy
Table 4.2: A summary of the best baseline trials, and best enriching trials for SYNTH1 Exper-
iment Set 1. Best result in bold.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 50.90 45.84 53.00 51.47
1e 50.50 44.87 52.29 48.49
1l 51.12 50.88 52.05 50.25
1s 51.00 49.08 53.05 52.90
2ee 51.65 48.99 53.10 49.90
2el 51.58 48.80 52.96 48.52
2es 51.73 48.23 53.57 49.87
2le 52.15 48.53 53.62 50.10
2ll 51.83 47.56 53.67 49.47
2ls 52.05 48.35 53.24 51.77
2se 52.17 49.48 53.67 53.67
2sl 51.53 46.66 53.53 51.51
2ss 51.10 46.79 52.81 51.68
(u,v,|u-v|,u*v)
0e 50.92 48.73 52.24 45.83
1e 51.06 44.86 52.48 48.28
1l 51.18 49.93 52.91 52.74
1s 50.59 40.97 52.57 50.93
2ee 51.85 47.78 53.24 49.02
2el 51.68 49.28 53.10 47.20
2es 51.75 50.24 53.15 49.89
2le 52.01 47.17 53.15 46.84
2ll 52.02 48.16 53.29 50.26
2ls 52.00 48.92 53.72 50.34
2se 51.41 49.00 53.10 51.84
2sl 51.92 47.23 53.53 53.16
2ss 51.44 48.41 52.96 49.36
(u,v)
0e 51.77 50.41 53.00 52.63
1e 51.43 50.16 53.10 48.53
1l 51.58 46.31 52.81 51.75
1s 51.02 49.09 52.10 46.20
2ee 51.95 50.79 53.43 50.99
2el 51.33 49.33 53.77 53.72
2es 51.50 50.79 54.10 54.08
2le 51.33 47.83 52.86 51.30
2ll 51.73 47.56 53.24 48.74
2ls 51.36 50.32 52.72 49.36
2se 51.61 51.29 53.24 52.24
2sl 51.40 48.67 53.57 52.56
2ss 51.52 51.22 53.10 52.14
Table 4.3: The best average results and best individual results per architecture on the SYNTH1
dataset.
Chapter 4. Experiments 40
Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 55.0 66.7 50.0 46.7
1l 53.3 68.3 56.7 50.0
1s 51.7 61.7 46.7 46.7
2ee 60.0 88.3 65.0 65.0
2el 61.7 90.0 73.3 78.3
2es 51.7 88.3 78.3 73.3
2le 70.0 91.7 75.0 75.0
2ll 65.0 88.3 75.0 70.0
2ls 68.3 93.3 81.7 76.7
2se 63.3 83.3 70.0 66.7
2sl 68.3 83.3 70.0 68.3
2ss 68.3 83.3 70.0 63.3
(u,v,|u-v|,u*v)
1e 53.3 53.3 41.7 46.7
1l 53.3 61.7 40.0 40.0
1s 45.0 48.3 30.0 33.3
2ee 60.0 90.0 73.3 76.7
2el 56.7 76.7 76.7 78.3
2es 51.7 85.0 65.0 65.0
2le 58.3 75.0 58.3 60.0
2ll 65.0 66.7 63.3 63.3
2ls 55.0 80.0 71.7 71.7
2se 55.0 80.0 51.7 53.3
2sl 61.7 88.3 65.0 65.0
2ss 48.3 75.0 55.0 56.7
(u,v)
1e 50.0 61.7 58.3 60.0
1l 61.7 70.0 48.3 46.7
1s 60.0 61.7 45.0 48.3
2ee 55.0 73.3 71.7 75.0
2el 50.0 70.0 60.0 60.0
2es 46.7 73.3 61.7 60.0
2le 51.7 60.0 61.7 61.7
2ll 60.0 65.0 60.0 60.0
2ls 53.3 65.0 63.3 61.7
2se 50.0 60.0 60.0 60.0
2sl 45.0 63.3 46.7 45.0
2ss 43.3 55.0 56.7 56.7
Table 4.4: The percentage of trials that performed better than the 0e baseline, based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Summary
It is likely that this classification task is difficult, as before the noising functions are applied,
class overlap is 50% of explicit dimensions. Additionally, the non-zero entries of each class are
from a normal distribution so they will tend to lie close to zero, the mean vector for each class
is the zero vector, and each noised vector has the same ratio of dimensions that were originally
0 versus inN(0, 1) in the sum of each explicit dimension. Thus, the noise matrices will tend to
make each noised vector look identical.
The enriching layers provide consistent improvements to the classification accuracy. In
the best case, improving on the average baseline results occurs in over 70% of experiments.
However, even in the best model we only observe a 4 percentage point increase over random
guessing. Table 4.4 shows the enriching architecture improves over the baseline half the time
in the one layer case, and over 4/5ths of the time in the two layer case.
Multiplying the two vectors point-wise after noising just mixes the distributions more,
which might explain why just concatenation performs best overall. Concatenation only can
focus on just learning to denoise the inputs, and acts as expanding the size of the classifier.
4.1.4 SYNTH1 Experiment Set 2
Experiment Set 2 deals with the SYNTH1denoised dataset and a binary classification task. In this
case when using the (|u-v|,u*v) or the (u,v,|u-v|,u*v) combination type the task becomes trivial
in the default architecture: 100% binary, and hence 100% four class, classification accuracy is
achieved. From the discussion below in Section 4.1.5 we see that the four class classification
task on this dataset is still very difficult.
As discussed in Section 3.4.1 the pointwise multiplication operation transforms the space
into one that is entirely separable. While achieving 100% accuracy is certainly a byproduct of
the dataset construction, it does show that the pairwise multiplication operation can do mean-
ingful things during training. Comparatively, due to the construction of the dataset, adding
enrichment layers acts as adding noise and has results only 2 percentage points better than
SYNTH Experiment Set 1.
4.1.5 SYNTH1 Experiment Set 3
Experiment Set 3 deals with the SYNTH14cat dataset, and is used to show how hard the four
class classification task is in contrast with Experiment Set 2, and compares to Experiment Set
1. The best model accuracy is 35.9%. However, only 6.28% of the models have better than
30% accuracy, so the best result is an outlier unlikely to be achieved without doing many trials.
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58.75% of the models perform at or worse than random guessing. This is in stark contrast to
Experiment Set 2 where many models achieve 100% accuracy.
Besides a few outliers, the architectures perform worse on average compared to Experiment
Set 1, which consistently improved on random guessing, if only by a few percentage points.
Showing that even the original data is difficult to classify, this dataset is perhaps too difficult
for this task, but also that the results from Experiment Set 1 are actually significant.
4.1.6 SYNTH2 Experiment Set 1
The first set of experiments on the SYNTH1 dataset use the default two noises and binary clas-
sification task. The (u,v,|u-v|,u*v) type experiments had such good results in this experiment
set, a fourth type of combination was compared against. If eu is the enriching operation applied
to the vector u, the ‘mixed’ combination type is (u,v,|eu-ev|,eu*ev). These new tests provided
little insight though and are not reported in this section.
Experimental Results
Table 4.5 shows the best average result and best individual result per architecture. Table 4.6
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.7 and 4.8 summarize the best average results and best trials, respec-
tively.
Summary
The dataset represents the case where two sets of sentence embeddings have the same implicit
features. As with the SYNTH1 dataset, because of the noising functions, each implicit feature
shares all of the explicit feature dimensions. We see that the baseline of (|u-v|,u*v) performs
poorly, as without the context of the original vectors, the classifier alone cannot tell in which
quadrant of the hypercube the original feature vectors lie. This is a consequence of the con-
struction of the synthetic dataset. The other two baselines perform well, likely as they include
the noised vectors which give information about the original hypercube.
As expected, enriching architectures perform poorly on concatenation, being essentially
the same as the baseline. In the (|u-v|,u*v) case we see a mirror of the results from SYNTH1:
enriching layers provide a consistent improvement on the downstream task with two layer
architectures performing the best. In contrast the the SYNTH1 case, in the (u,v,|u-v|,u*v) case,
only single layer enriching provides improvement.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 51.01 37.85 53.24 43.43
1e 70.62 69.75 83.02 82.97
1l 70.46 69.83 74.10 72.72
1s 75.15 74.75 82.02 82.00
2ee 79.26 79.04 81.22 81.14
2el 78.37 78.12 79.32 79.29
2es 79.59 79.53 80.00 80.00
2le 78.86 78.71 80.42 80.40
2ll 78.67 78.42 80.54 80.54
2ls 78.76 78.60 80.00 79.95
2se 79.85 79.56 82.78 82.55
2sl 79.03 78.91 81.12 81.07
2ss 79.94 79.85 81.90 81.71
(u,v,|u-v|,u*v)
0e 81.50 81.22 82.00 81.75
1e 85.24 85.07 86.48 86.38
1l 85.17 84.97 86.28 86.15
1s 84.54 84.33 86.42 86.30
2ee 79.18 78.94 82.90 82.77
2el 79.12 78.91 80.86 80.86
2es 80.27 80.13 84.34 84.16
2le 79.35 79.20 81.54 81.48
2ll 79.63 79.44 81.84 81.84
2ls 79.53 79.33 81.68 81.63
2se 79.84 79.58 82.40 82.04
2sl 79.10 78.87 83.22 83.06
2ss 79.32 79.11 82.32 81.88
(u,v)
0e 80.40 80.39 80.74 80.74
1e 79.28 79.04 80.40 80.33
1l 78.97 78.62 79.48 79.24
1s 79.56 79.32 80.42 80.40
2ee 80.04 79.97 81.68 81.67
2el 79.43 79.29 80.44 80.43
2es 80.28 80.23 81.18 81.18
2le 79.43 79.27 81.06 81.03
2ll 79.75 79.63 80.50 80.46
2ls 80.10 80.04 81.68 81.67
2se 80.68 80.67 81.84 81.69
2sl 80.18 80.15 81.36 81.36
2ss 80.34 80.24 82.98 82.82
Table 4.5: The best average results and best individual results per architecture on the SYNTH2
dataset.
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Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 98.3 100.0 100.0 100.0
1l 96.7 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
2ee 100.0 100.0 100.0 100.0
2el 100.0 100.0 100.0 100.0
2es 100.0 100.0 100.0 100.0
2le 100.0 100.0 100.0 100.0
2ll 100.0 100.0 100.0 100.0
2ls 100.0 100.0 100.0 100.0
2se 100.0 100.0 100.0 100.0
2sl 100.0 100.0 100.0 100.0
2ss 100.0 100.0 100.0 100.0
(u,v,|u-v|,u*v)
1e 50.0 71.7 73.3 73.3
1l 53.3 81.7 81.7 81.7
1s 51.7 76.7 75.0 75.0
2ee 0.0 1.7 1.7 1.7
2el 0.0 1.7 1.7 1.7
2es 5.0 5.0 5.0 5.0
2le 0.0 1.7 1.7 1.7
2ll 1.7 3.3 3.3 3.3
2ls 1.7 1.7 1.7 1.7
2se 3.3 3.3 3.3 3.3
2sl 5.0 1.7 1.7 1.7
2ss 0.0 1.7 1.7 1.7
(u,v)
1e 1.7 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 5.0 0.0 0.0 0.0
2ee 18.3 6.7 8.3 8.3
2el 3.3 0.0 1.7 1.7
2es 31.7 23.3 25.0 25.0
2le 5.0 6.7 6.7 6.7
2ll 5.0 3.3 1.7 1.7
2ls 20.0 20.0 20.0 20.0
2se 36.7 33.3 33.3 33.3
2sl 18.3 16.7 16.7 16.7
2ss 38.3 26.7 26.7 26.7
Table 4.6: The percentage of trials that performed better than the 0e baseline based on enriching
code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Best Averages Summary
Combination Type Enriching Code Accuracy Macro-F1 Micro-F1 Rate Tracked
(|u-v|,u*v) 0e 51.01 37.85 37.85 Accuracy
(u,v,|u-v|,u*v) 0e 81.50 81.22 81.22 Loss
(u,v) 0e 80.40 80.39 80.39 Accuracy
(|u-v|,u*v) 2ss 79.94 79.85 79.85 Loss
(u,v,|u-v|,u*v) 1e 85.24 85.07 85.07 Accuracy
(u,v) 2se 80.68 80.67 80.67 Accuracy
Table 4.7: A summary of the best baseline averages, and best enriching averages for SYNTH2
Experiment Set 1. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Macro-F1 Micro-F1 Rate Tracked
(|u-v|,u*v) 0e 53.24 43.43 43.43 Loss
(u,v,|u-v|,u*v) 0e 82.00 81.75 81.75 Loss
(u,v) 0e 80.74 80.74 80.74 Accuracy
(|u-v|,u*v) 1e 83.02 82.97 82.97 Accuracy
(u,v,|u-v|,u*v) 1e 86.48 86.38 86.38 Accuracy
(u,v) 2ss 82.98 82.82 82.82 Accuracy
Table 4.8: A summary of the best baseline trials and best enriching trials for SYNTH2 Experi-
ment Set 1. Best result in bold.
4.1.7 SYNTH2 Experiment Set 2
The second set of experiments on the SYNTH2 dataset involve the SYNTH2denoised dataset
and the associated binary classification task. The two-channel nature is used so that enriching
architectures can be used, and because using a single instance of the input causes the models
to be too small to perform the classification task effectively.
Experimental Results
Table 4.9 shows the best average result and best individual result per architecture. Table 4.10
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.11 and 4.12 summarize the best average results and best trials,
respectively.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 58.20 54.81 61.88 57.75
1e 85.94 85.79 89.30 89.22
1l 85.94 85.87 89.00 88.93
1s 82.58 82.03 89.80 89.73
2ee 78.90 78.56 83.38 83.38
2el 77.50 76.76 80.94 80.93
2es 80.69 80.48 85.78 85.66
2le 78.52 78.07 82.74 82.73
2ll 77.62 77.08 80.60 80.54
2ls 78.38 77.98 81.56 81.55
2se 79.30 78.83 84.14 84.12
2sl 77.18 76.47 82.96 82.96
2ss 77.05 76.17 84.76 84.74
(u,v,|u-v|,u*v)
0e 84.56 84.18 85.40 85.08
1e 86.40 86.25 88.50 88.39
1l 87.30 87.19 88.68 88.59
1s 84.35 84.13 88.44 88.34
2ee 77.08 76.41 82.44 82.44
2el 77.42 76.91 81.00 80.99
2es 77.41 76.78 81.20 81.18
2le 77.80 77.40 80.30 80.25
2ll 78.11 77.75 80.14 80.07
2ls 76.83 76.33 79.82 79.69
2se 78.20 77.61 84.20 84.19
2sl 76.57 75.49 85.22 85.13
2ss 77.18 76.44 84.46 84.43
(u,v)
0e 77.55 76.60 78.36 77.63
1e 77.06 76.25 80.18 80.06
1l 75.95 74.98 78.40 78.00
1s 76.59 75.81 81.60 81.58
2ee 77.16 76.60 81.90 81.89
2el 77.73 77.33 80.22 80.10
2es 77.93 77.53 83.56 83.54
2le 78.09 77.68 80.56 80.51
2ll 77.36 76.87 79.90 79.77
2ls 78.06 77.65 80.56 80.47
2se 78.02 77.59 82.10 82.10
2sl 79.22 78.60 85.96 85.76
2ss 78.15 77.53 83.94 83.77
Table 4.9: The best average results and best individual results per architecture on the
SYNTH2denoised dataset.
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Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1s 96.7 96.7 98.3 98.3
2ee 100.0 100.0 100.0 100.0
2el 100.0 100.0 100.0 100.0
2es 100.0 100.0 100.0 100.0
2le 100.0 100.0 100.0 100.0
2ll 100.0 100.0 100.0 100.0
2ls 100.0 100.0 100.0 100.0
2se 100.0 100.0 100.0 100.0
2sl 100.0 100.0 100.0 100.0
2ss 100.0 100.0 100.0 100.0
(u,v,|u-v|,u*v)
1e 70.0 33.3 35.0 35.0
1l 100.0 76.7 76.7 76.7
1s 55.0 28.3 28.3 28.3
2ee 1.7 1.7 1.7 1.7
2el 0.0 8.3 8.3 8.3
2es 0.0 8.3 8.3 8.3
2le 0.0 5.0 5.0 5.0
2ll 0.0 3.3 3.3 3.3
2ls 0.0 1.7 1.7 1.7
2se 6.7 6.7 6.7 6.7
2sl 5.0 3.3 3.3 3.3
2ss 6.7 8.3 8.3 8.3
(u,v)
1e 21.7 23.3 23.3 23.3
1l 8.3 13.3 13.3 13.3
1s 21.7 20.0 20.0 20.0
2ee 21.7 35.0 35.0 35.0
2el 25.0 51.7 51.7 51.7
2es 35.0 41.7 41.7 41.7
2le 16.7 45.0 45.0 45.0
2ll 13.3 38.3 38.3 38.3
2ls 35.0 50.0 46.7 46.7
2se 26.7 30.0 30.0 30.0
2sl 31.7 31.7 31.7 31.7
2ss 36.7 36.7 36.7 36.7
Table 4.10: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Best Averages Summary
Combination Type Enriching Code Accuracy Macro-F1 Micro-F1 Rate Tracked
(|u-v|,u*v) 0e 58.20 54.81 54.81 Loss
(u,v,|u-v|,u*v) 0e 84.56 84.18 84.18 Accuracy
(u,v) 0e 77.55 76.60 76.60 Accuracy
(|u-v|,u*v) 1l 85.94 85.87 85.87 Accuracy
(u,v,|u-v|,u*v) 1l 87.30 87.19 87.19 Macro-F1
(u,v) 2sl 79.22 78.60 78.60 Loss
Table 4.11: A summary of the best baseline averages, and best enriching averages for
SYNTH2denoised Experiment Set 2. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Macro-F1 Micro-F1 Rate Tracked
(|u-v|,u*v) 0e 61.88 57.75 57.75 Loss
(u,v,|u-v|,u*v) 0e 85.40 85.08 85.08 Accuracy
(u,v) 0e 78.36 77.63 77.63 Accuracy
(|u-v|,u*v) 1s 89.80 89.73 89.73 Loss
(u,v,|u-v|,u*v) 1l 88.68 88.59 88.59 Accuracy
(u,v) 2sl 85.96 85.76 85.76 Loss
Table 4.12: A summary of the best baseline trials, and best enriching trials for SYNTH2denoised
Experiment Set 2. Best result in bold.
Summary
These results on the baseline mirror those of Experiment Set 1. For the enriching layers in the
(|u-v|,u*v) single-layer architectures now outperform double layers, and in the (u,v,|u-v|,u*v)
case single layer architectures are now more consistently better at the downstream task. The
increase in the (u,v) case is likely proportional to an increase in classifier complexity matching
the size of the enriching layers, which is what we expect.
4.1.8 Synthetic Dataset Conclusions
Perhaps fewer conclusions than wanted can be drawn from these experiments, as they are in-
tended to be compared against by future experiments. For SYNTH1 two things can be said
though: the sentence level enriching architecture improved results consistently in Experiment
Set 1, with 2-layer architectures performing the best; and the multiplication operation trans-
formed the space in Experiment Set 2, however contrived it is, into a completely separable
space. Similarly, the enriching architecture improved the downstream results in the (|u-v|,u*v)
and (u,v,|u-v|,u*v) case for SYNTH2. These things justify the further exploration of enriching
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and the pointwise multiplication combination.
Concatenation performed best for the SYNTH1 Experiment Sets, but rather poorly for
SYNTH2 Experiment Set 2. The sets differ: in SYNTH1 the explicit dimensions and im-
plicit features overlap quite heavily even in the denoised case, whereas in SYNTH2 only the
explicit features overlap completely, with the implicit features tending not to overlap due to
the N(0, 1) distribution used in construction. This might suggest that if the concatenation op-
eration has the best downstream performance, then the space has non-distinct or noisy implicit
features making it hard to learn a transformation of the space that is more separable after the *
operation.
From the experiments on SYNTH2, we see that concatenation alone is poor at removing
noise. Experiment Set 1 has a vector of mostly explicit noise, and concatenation performs
worse than Experiment Set 2, even though all vectors in this set have noise in their sums.
The noising process, though, does make sure that every explicit feature is a real feature in
Experiment Set 2, being a random combination of the original explicit features.
We notice that single layer enrichment tends to perform consistently better for the SYNTH2
experiment sets compared to SYNTH1. SYNTH2 is likely a better representation of a real
world dataset with better learned separation between implicit features, so we should expect
similar results for our future experiments. It also suggests that by transforming the features
linearly, we get better explicit features in the end as intended.
Lastly, we note that the baseline results here should not be focused on except for these re-
sults in Sections 4.3.7 and 4.3.8 where the representations are also fixed. We should assume that
in experiments with end-to-end learning, the representations themselves should improve dur-
ing training in the baseline case. Additionally, these spaces have known and specific structures,
well-defined by linear algebra. We should not assume in future experiments that the explicit
features will be easily linearly related, and that we will always see improvements when using
enriching architectures.
4.2 Internet Movie Database
These experiments all involve sentiment analysis on a set of movie reviews from the Internet
Movie Database (IMDb) [47]. The experiments were done early on in testing, and as such
represent both results on the thesis topic, and skills gained in machine learning, PyTorch [55],
research, and documentation. The Sentiment Analysis task asks: for a given sentence, is the
sentence positive, negative, or neutral in sentiment. See Table 4.13 for examples. In the exper-
iments below, only positive and negative sentences are considered. This will still be referred to
as Sentiment Analysis, and is treated as a binary classification problem.
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Sentence Sentiment
I did not like the meal. Negative
The movie was enjoyable. Positive
I went to the store. Neutral
Table 4.13: The Sentiment Analysis task, where sentences are categorized by their sentiment:
Positive, Negative, or Neutral.
For each experiment three metrics are tracked. Loss, Accuracy, and Macro-F1 score. The
Micro-F1 score metric is not used as the dataset has balanced classes. This means each experi-
ment creates three models for each set of parameters, using early stopping on each of the three
metrics [21, 59, 60, 81]. Accuracy on the testing sets is used to determine the best models, with
Macro-F1 being the first tiebreaker, and Loss being the second. Limited testing was done on
this dataset as the large sentence length led to long training times.
4.2.1 Large Movie Review Dataset v1.0
Dataset Description
The Large Movie Review Dataset v1.0 is a collection of 100K reviews from the Internet Movie
Database (IMDb) [38]. “The Internet Movie Database (IMDb) is an online database of infor-
mation related to movies, actors, television shows, production crew personnel, video games,
and most recently, fictional characters featured in visual entertainment media.” [47]. Relevant
to this dataset, IMDb contains user generated text reviews with an associated score out of 10.
The Large Movie Review Dataset is split into three sets: one unlabeled of size 50K, one
training set of size 25K, and one testing set of size 25K. The training and testing sets are evenly
split between positively and negatively labeled examples. The unlabeled set does not contain
the rating included with the review, however the reviews are evenly split between scores 5 <
and scores ≥ 5. The training and testing sets contain only positive reviews with scores ≥ 7,
and negative reviews with scores ≤ 4. This is meant to create “highly polar” [38] reviews.
No movie has more than 30 reviews in the total dataset, and the training and testing set do
not share movies. This is done so that “no significant performance is obtained by memorizing
movie-unique terms and their associated with [sic] observed labels” [38].
Corpus Creation
Each review is first tokenized around whitespace, then each token is stripped of all non-
alphanumeric characters and converted to lowercase. The tokens are then concatenated with a
Chapter 4. Experiments 51
space separator, and each review is treated as a sentence.
The training set is split into a new training set of 22,500 sentences, and a validation set of
2500 sentences. All sentences for the training, validation, and testing sets are then encoded with
two different Word2Vec embeddings [43]: Skip-gram, and Continuous Bag of Words. Words
not appearing in the embedding vocabulary are ignored. The specific details of each embedding
will be described in the next section. This gives two Corpora IMDBSG and IMDBCBOW.
Work Using the Large Movie Review Dataset v1.0
The IMDb dataset has been used in many different ways in Machine Learning: to test the
quality of Language models [61, 48]; blocking adversarial attacks, such as spam filtering,
mitigating spelling errors, etc. [85, 50, 30]; neural network compression [51]; and improving
learning speed during training [64].
Relevant to the experiments below, Table 4.29 in the conclusion to this section (page 62),
shows the results from other researchers on the IMDb Sentiment Analysis task using similarly
sized datasets. Comparison of experimental results should be between the attention based
results and the convolutional neural network results.
4.2.2 Word Embeddings
Skip-Gram
Skip-Gram (SG) word embeddings were proposed by Mikolov et al. [43]. For a given Corpus of
sentences, SG creates two sets of embeddings: word embeddings {vw} and context embeddings
{uw}. For each word w in a sentence S , the context of w, called C, are the (at most) 2c words in
the symmetric window around w in S of size c. Then the word embedding for w, vw, is used to
try and predict the context embeddings for all words in the context, {uw′}w′∈C
To make training faster and limit the effect that frequent words have on the embeddings
[43], the authors use subsampling. That is they delete words from a sentence with a given
probability p(w) defined by
p(w) = 1 −
√
t
f (w)
(4.4)
where f (w) is the frequency of the word w in the Corpus, and t is a hyperparameter. Similarly,
words that show up fewer than 5 times in the corpus are ignored as they contribute little as
context words.
As a training objective, the SG embeddings use Negative Sampling [46]. For each word
w and context word w′, k negative samples w′i (words that are not w
′) are chosen to give the
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Figure 4.1: The Skip-gram architecture. [66]
per-sample update:
− logσ(uᵀw′vw) −
k∑
i=1
logσ(−uᵀw′i vw) (4.5)
The negative samples are chosen with probability pN(w) defined by
pN(w) =
f (w)3/4∑
w′∈V
f (w′)3/4
(4.6)
Continuous Bag of Words
The Continuous Bag of Words (CBOW) embeddings are very similar to the SG embeddings
described above. The only difference is that the average of the 2c context words, are used to
predict the center word w. If the average vectors is
uC =
1
2c
∑
w′inC
uw′ (4.7)
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Figure 4.2: The Continuous Bag of Words architecture. [66]
then the per sample update is
− logσ(uᵀCvw) −
k∑
i=1
logσ(−uᵀw′i vw) (4.8)
Otherwise, all other details are the same.
Training Details
Training is done using the implementation provided by Mikolov et al. [43]. All parameters are
set to their default values, except the dimension is set to 300, and the context window is set
to 15. The large context window is chosen due to the much larger sentences in this dataset,
caused by entire reviews being treated as a sentence. Each embedding is trained on both the
training set (25,000 sentences) and the unlabeled set (50,000 sentences).
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4.2.3 Experiment Set 1: LSTM-last
Experimental Details
Experiment Set 1 deals with an LSTM architecture that uses the last hidden state as the output:
an LSTM-last architecture. Each experiment uses both IMDBSG and IMDBCBOW. In most cases,
two LSTMs are trained LSTMSG and LSTMCBOW to encode the sentences into a vector. For one
of the baseline tests, the word embeddings are concatenated before being processed by a single
LSTM. See Figures 4.3 and 4.4 (on pages 55 and 56, respectively) for more architecture details.
The experiments in Experiment Set 1 are divided into three categories: baseline tests, single
layer tests, and double layer tests. Due to the large size of each sentence, enrichment is only
tested at the sentence embedding level. A single additional experiment was run to try and
improve the results in the double layer test by using a different non-linearity, however it failed
and will not be reported in this section.
Experimental Results
Tables 4.14 and 4.15 show the best average and best trial results. Table 4.16 shows a high
level comparison of average results. Tables 4.17 and 4.18 compare individual enriching results
versus the best baseline result and best baseline average, respectively.
Best Average of 5 Results Comparison
Test Category Accuracy Macro-F1 Metric Tracked Enriching Code
Baseline* 87.41 87.41 Loss/MF1 0e
Single Layer 87.50 87.50 Loss 1s
Double Layer 87.45 87.45 Accuracy 2ss
Table 4.14: The best average of five results of each category of experiment from IMDb Exper-
iment Set 1. *this baseline is the version that concatenates at the word vector level.
Best of 5 Results Comparison
Test Category Accuracy Macro-F1 Metric Tracked Enriching Code
Baseline* 87.50 87.50 Accuracy 0e
Single Layer 87.75 87.75 Loss 1s
Double Layer 87.57 87.57 Accuracy 2ss
Table 4.15: The best of five results of each category of experiment from IMDb Experiment Set
1. *this baseline is the version that concatenates at the word vector level.
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Figure 4.3: The architecture of the IMDb RNN experiments using self-enriching layers.
Summary
We can see that the best result is the enriching architecture with code ’1s’, having both the
best average of results, and best architecture overall. Looking at Table 4.18 we see that the
’1s’ architecture is better than the best baseline more than half the time. Comparing this to the
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Figure 4.4: The architecture of the IMDb RNN baseline experiment, where word embeddings
are concatenated before being processed by the RNN.
High-level Average of 5 Results Comparison
Test Category Accuracy Macro-F1 Loss All Metrics
Single Layer 33.33 66.66 33.33 33.33
Double Layer 00.00 50.00 00.00 16.66
Table 4.16: From IMDb Experiment Set 1, the percentage of model’s average result that beat
the best baseline average result: when restricted to a single tracked metric, and overall.
weak result for the ’1s’ architectures in Table 4.17, it appears that the best baseline results are
exceptionally good. This perhaps explains the consistently poor results when the best baseline
is compared to all of the other results.
The enriching results are not much better than the baselines in this case, possibly indicating
that the implicit space created is already well partitioned in the explicit space. This would likely
be due to the * operation being applied at the combination step. Another potential reason for
the lack of improvement is that the original quality of the sentence embeddings is poor and the
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All Results Compared to Best Baseline
Test Category Enriching Code Accuracy Macro-F1 Loss All Metrics
Single Layer
1e 00.00 00.00 00.00 00.00
1l 00.00 00.00 00.00 00.00
1s 40.00 40.00 20.00 33.33
Double Layer
2se 00.00 00.00 00.00 00.00
2sl 00.00 00.00 00.00 00.00
2ss 20.00 40.00 40.00 33.33
2ee 00.00 00.00 00.00 00.00
2el 00.00 00.00 00.00 00.00
2es 00.00 00.00 00.00 00.00
Table 4.17: For the IMDb Experiment Set 1, percentage of individual results that beat the best
baseline results: when restricted to a single tracked metric, and overall.
All Results Compared to Best Baseline Average
Test Category Enriching Code Accuracy Macro-F1 Loss All Metrics
Single Layer
1e 00.00 20.00 20.00 13.33
1l 20.00 20.00 40.00 33.33
1s 80.00 60.00 60.00 66.67
Double Layer
2se 20.00 20.00 20.00 20.00
2sl 60.00 20.00 20.00 33.33
2ss 80.00 40.00 40.00 53.33
2ee 40.00 00.00 00.00 13.33
2el 00.00 00.00 00.00 00.00
2es 00.00 40.00 40.00 26.67
Table 4.18: For the IMDb Experiment Set 1, percentage of individual results that beat the
average baseline result: when restricted to a single tracked metric, and overall.
classifier is doing the heavy lifting.
4.2.4 Experiment Set 2: BiLSTM-last
Experimental Details
The setup for the second set of experiments is similar to those discussed in Section 4.2.3. There
are two differences. A BiLSTM-last architecture is used instead of an LSTM-last architecture
and based on the poor results of double layer enrichment in Section 4.2.3 matching the results
of Section 4.1.7, only Single Layer experiments are performed.
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Experimental Results
Tables 4.19 and 4.20 show the best average and best trial results. Table 4.21 shows a high
level comparison of average results. Tables 4.22 and 4.23 compare individual enriching results
versus the best baseline result and the best baseline average result.
Best Average of 5 Results Comparison
Test Category Accuracy Macro-F1 Metric Tracked Enriching Code
Baseline 87.45 87.45 Accuracy 0e
Single Layer 87.56 87.56 Loss/MF1 1l
Table 4.19: The best average of five results of each category of experiment from IMDb Exper-
iment Set 2.
Best of 5 Results Comparison
Test Category Accuracy Macro-F1 Metric Tracked Enriching Code
Baseline 87.53 87.53 MF1 0e
Single Layer 87.62 87.62 MF1 1l
Table 4.20: The best of five results of each category of experiment from IMDb Experiment Set
2.
High level Average of 5 Results Comparison
Test Category Accuracy Macro-F1 Loss All Metrics
Single Layer 100.0 100.00 100.00 100.00
Table 4.21: From IMDb Experiment Set 2, the percentage of model’s average result that beat
the best baseline average result: when restricted to a single tracked metric, and overall.
All Results Compared to Best Baseline
Test Category Enriching Code Accuracy Macro-F1 Loss All Metrics
Single Layer
1e 40.00 40.00 40.00 40.00
1l 40.00 80.00 80.00 53.33
1s 40.00 40.00 40.00 40.00
Table 4.22: For the IMDb Experiment Set 2, percentage of individual results that beat the best
baseline results: when restricted to a single tracked metric, and overall.
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All Results Compared to Best Baseline Average
Test Category Enriching Code Accuracy Macro-F1 Loss All Metrics
Single Layer
1e 80.00 80.00 80.00 80.00
1l 80.00 100.0 100.0 93.33
1s 60.00 80.00 80.00 73.33
Table 4.23: For the IMDb Experiment Set 2, percentage of individual results that beat the
average baseline result: when restricted to a single tracked metric, and overall.
Summary
Again the best result and the best average results come from a self-enriching architecture.
Further, all models that use self-enriching layers perform better on average than the baseline
with the ’1l’ architecture being better than the best baseline average result 93% of the time.
Compared to Experiment Set 1, the enriching layers perform consistently better. The BiLSTM-
last architecture seems to learn a more robust set of features that seem to be linearly related, and
the positive results with the self-enriching layers suggest that each of the two implicit feature
bases are nearly aligned explicitly by the (||,*) operation.
4.2.5 Experiment Set 3: BiLSTM-max
Experimental Details
The experimental details for Experiment Set 3 are the same as those in Section 4.2.3, only a
BiLSTM-max architecture is used instead of a BiLSTM-last architecture. Additionally, based
on the results of the ’1l’ architecture in Experiment Set 2, a ’1L’ architecture is also tested.
Experimental Results
Tables 4.24 and 4.25 show the best average and best trial results. Table 4.26 shows a high
level comparison of average results. Tables 4.27 and 4.28 compare individual enriching results
versus the best baseline result and the best baseline average result.
Best Average of 5 Results Comparison
Test Category Accuracy Macro-F1 Metric Tracked Enriching Code
Baseline 88.46 87.46 MF1 0e
Single Layer 89.13 89.13 Accuracy 1l
Table 4.24: The best average of five results of each category of experiment from IMDb Exper-
iment Set 3.
Chapter 4. Experiments 60
Best of 5 Results Comparison
Test Category Accuracy Macro-F1 Metric Tracked Enriching Code
Baseline 88.59 88.59 Loss 0e
Single Layer 89.26 89.25 MF1 1L
Table 4.25: The best of five results of each category of experiment from IMDb Experiment Set
3.
High Level Average of 5 Results Comparison
Test Category Accuracy Macro-F1 Loss All Metrics
Single Layer 100.0 100.00 100.00 100.00
Table 4.26: From IMDb Experiment Set 3, the percentage of model’s average result that beat
the best baseline average result: when restricted to a single tracked metric, and overall.
All Results Compared to Best Baseline
Test Category Enriching Code Accuracy Macro-F1 Loss All Metrics
Single Layer
1e 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
1L 100.0 100.0 100.0 100.0
Table 4.27: For the IMDb Experiment Set 3, percentage of individual results that beat the best
baseline results: when restricted to a single tracked metric, and overall.
All Results Compared to Best Baseline Average
Test Category Enriching Code Accuracy Macro-F1 Loss All Metrics
Single Layer
1e 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
1L 100.0 100.0 100.0 100.0
Table 4.28: For the IMDb Experiment Set 3, percentage of individual results that beat the
average baseline result: when restricted to a single tracked metric, and overall.
Summary
The baseline results are themselves better than Experiment Sets 1 and 2. The BiLSTM-max
architecture can see every time step directly, and this helps to mitigate the problem of long term
dependencies in the “last” architectures. The enriching architectures perform exceptionally
well beating not just the best average baseline result but the best baseline result 100% of the
time. Additionally, compared to Experiment Sets 1 and 2 the reduction of errors the enriching
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layer provide is larger. These results more closely match the results from the second synthetic
dataset in Section 4.1.7, and may indicate that the spaces more closely match, noting that we
cannot compare the baselines.
4.2.6 Experiment Set 4: BiLSTM-attention
Motivated by the InferSent paper [16] discussed in Section 2.1.4, a BiLSTM that uses inner-
attention on the outputs was tested. It performed poorly as a baseline, and the enriching layers
failed to improve this result. The results mirror [16] and are not summarized.
4.2.7 IMDb Conclusions
First, we will examine the effectiveness of the enriching layers as an architecture. In all three
experiment sets we find that the single layer enriching layers provide improvements to the
downstream task. The improvement is consistent in the BiLSTM-last and BiLSTM-max cases,
and a significant improvement in the latter case. However, these results may not generalize for
many reasons. For one, the set of reviews were specifically chosen to be of high polarity, and
Table 4.29 shows that even simple bag of words architectures perform well. The downstream
task is Sentiment Analysis involving only one sentence as input, and in our case using two
embeddings. Many other NLP tasks have pairs of sentence as input and rely on a complex
understanding of the language to determine the relation between the two sentences.
Comparing the downstream task results to the synthetic datasets, we see no relation with
the SYNTH1 set of experiments. However, all of the IMDb results match the Experiment
Set 2 on the SYNTH2 dataset exactly. While double layers are only tested on the LSTM-last
architecture they perform poorly as in the SYNTH2 case. Thus we could hypothesize that
the spaces created in the IMDb Experiments tend to be similar to the spaces in the SYNTH2
Experiments. That is, The IMDb experiments creates clusters assigned to the two classes as
the set of implicit features, which are aligned by the (||,*) combination and enrichment.
To examine the results between experiments, we should note that the average review length
in this set is over 160 words. While the LSTM structure is designed to help mitigate long inputs
compared to traditional RNNs in the LSTM-last case the embedding will be biased to the end
of the review, and in the BiLSTM-last case towards the start and end. This may explain why
they perform worse as a baseline and why the enriching layer, while providing improvement,
does not offer as much improvement as in the BiLSTM-max case. In the LSTM-last case, even
if the whole review itself is positive, the ending could be varied. A single negative comment
about an actor could change the last hidden value from positive to negative. Similarly, a neutral
technical description could change it from positive to neutral, or a personal anecdote, from
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Model Accuracy
BoW-Random Forest [58] 84.4
W2Vavg-Random Forest [58] 84.0
W2Vavg-SVG [58] 85.8
W2Vavg-Logistic Regression [58] 86.6
LDA [38] 67.4
LSA [38] 84.0
SVM [38] 88.3
Naive Bayes [74] 57.2
TCNN [70] 87.9
SHTCNN [70] 87.8
HTCNN [70] 88.3
HAN* [65] 87.1
HPAN* [65] 87.0
HSAN* [65] 85.6
BERT [42] 90.6
LSTM-last 87.8
BiLSTM-last 87.6
BiLSTM-max 89.3
Table 4.29: Accuracy results on the IMDb dataset. The first section deals with miscellaneous
methods, the second section with CNNs, the third section with attention based models, and the
last section with the results from models we trained ourselves. Results were chosen so that the
datasets used are similar. *indicates that the value is a mean of multiple trials.
positive to noise. This is similar in the negative review case. And in the BiLSTM case, one
might even get an output vector that is strongly positive in the first half of the dimensions and
negative in the last half. In this case explicit features could end up being mixes of differently
categorized implicit features, or clusters of implicit features may be being divided into more
than two classes due to the start/end bias.
The BiLSTM-max case has the benefit of seeing each word in the review, and we hypoth-
esize this allows the model to learn word sentiment implicitly. This word sentiment is then
transferred to the sentence level space. The transfer from word to sentence is max-pooling,
which is non-linear and depends on the values of the explicit features, so it is not clear how
the transfer is taking place nor why the enriching layers help. It is possible that there is not
much variation of the implicit word features between time-steps, perhaps a slight wobble of the
clusters, despite the non-linear nature of the BiLSTM, and thus just a bit of “clipping” occurs
during the pooling operation. Then the enrichment layers would be smoothing out the tran-
sition from word to sentence by being able to sample all explicit dimensions of the sentence.
While we do not perform the tests here, this hypothesis is similar to what we observe in the
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SICK task experiments in Section 4.3.9.
4.3 SICK
These experiments involve the Natural Language Inference (NLI) task on the Sentences In-
volving Compositional Knowledge (SICK) dataset [9, 41]. The NLI task asks for a pair of
sentences A and B: does A entail B, does A contradict B, or are A and B neutral. This task
(referred to as SICK-E) is treated as a 3-class classification problem. Examples of these three
classes are given in Table 4.30. The SICK-E task was part of the SemEval2014 set of tasks
[40], and is a part of the SentEval toolkit [15] created by the authors of the InferSent paper
[16].
Sentence A Sentence B Entailment Label
There is no biker jumping A lone biker is jumping CONTRADICTION
in the air. in the air.
A group of people is on A group of people is NEUTRAL
a beach. on a mountain.
Some people are walking. People are walking. ENTAILMENT
Table 4.30: The Natural Language Inference task. [41]
The SICK-E task uses sentence pairs, and when using the general NLI architecture from
Figure 2.3, enrichment may be used before the sentences are joined. The architecture used
for these experiments is BiLSTM-max, motivated by the results on the IMDb experiments in
Section 4.2. The architecture is identical to that described in the InferSent paper from Section
2.1.4, save the hidden layer of the BiLSTM is 300, not 4096. Please see Figure 4.5 for more
details of one example of the architecture when using one word embedding. Experiments in
this section are of two types. The first is end-to-end training of an entire architecture: baseline,
self-enrichment at the sentence level, and self-enrichment at the word level. The second is
taking the best baseline result, extracting and freezing its BiLSTM encoder, and then testing
these fixed embeddings as done for the Synthetic datasets in Section 4.1. Finally, evaluations
on the word and sentence spaces are performed on five of the best models for comparison.
For each experiment four metrics are tracked: Loss, Accuracy, Micro-F1 score, and Macro-
F1 score. This means each experiment creates four models for each set of parameters, using
early stopping on each of the four metrics [21, 59, 60, 81]. Accuracy on the testing sets is
used to determine the best models, with Micro-F1 being the first tiebreaker, and Loss being the
second.
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Figure 4.5: The SICK experiment architecture when using one word embedding.
4.3.1 Sentences Involving Compositional Knowledge Dataset
Dataset Description
The SICK dataset was created as a benchmark for testing sentence embeddings [41]. It contains
approximately 10K English sentence pairs. First, sentences are randomly sampled from a
Flickr dataset [71] and the SemEval2012 Video Description dataset [80]. Each sentence is
then processed, and up to three new sentence are created for each original sentence. Each new
sentence is paired with it’s original to give the final set of sentence pairs.
Each sentence pair has a relatedness score, which is used in the SICK-R task and an en-
tailment label: Neutral, Contradiction, and Entailment. There are 5595 neutral pairs, 1424
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contradiction pairs, and 2821 entailment pairs.
The dataset comes with its own predefined training, validation, and testing split which is
used. The training set consists of 4439 sentence pairs: 2524 labeled neutral, 1274 labeled
entailment, and 641 labeled contradiction. The validation set consists of 495 sentences pairs:
366 neutral, 143 entailment, and 71 contradiction. The testing set consists of 4906 sentence
pairs: 2790 neutral, 1404 entailment, and 712 contradiction.
Corpus Creation
The corpus creation follows the same steps as described in 4.2.1, only different word embed-
dings are used: GloVe embeddings [57], and fastText embeddings [28].
4.3.2 Word Embeddings
GloVe Embeddings
GloVe embeddings were proposed by Pennington et al. [57] who suggest using the whole co-
occurrence matrix, the matrix that counts how often each word A appears in the context of word
B, and examining ratios of probabilities will lead to better word embeddings. See Table 4.31
for examples of probability ratios.
GLoVe vectors are trained in two stages: creating the co-occurrence matrix, and then train-
ing on the non-zero entries of the co-occurrence matrix. Similar to Word2Vec in Section 4.2.2,
both word wi and context w̄i embeddings are learned. Unlike Word2Vec, because the cost
function described in Formula 4.9 is symmetric, the final GloVe embeddings are the sum of the
word and context vectors.
Let Xi j be the (i, j) entry of the co-occurrence matrix and b and b̄ be bias vectors. Then the
Probability and Ratio k = solid k = gas k = water k = fashion
P(k|ice) 1.9 x 10−4 6.6 x 10−5 3.0 x 10−3 1.7 x 10−5
P(k|steam) 2.2 x 10−5 7.8 x 10−4 2.2 x 10−3 1.8 x 10−5
P(k|ice)/P(k|steam) 8.9 8.5 x 10−s 1.36 0.96
Table 4.31: Co-occurrence probabilities for target words “ice” and “steam” with selected con-
text words from a 6 billion token corpus. In the ratio the noise from irrelevant words cancels
out. So values much greater than 1 are similar to “ice”, and values much less than 1 are similar
to “steam”. [57]
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objective function for GloVe is defined as
J =
V∑
i, j=1
f (Xi j)(w
ᵀ
i w̄ j + bi + b̄ j − log(Xi j)) (4.9)
where
f (x) =
(x/100)
3/4, if x < 100
1, otherwise
Note that since GloVe is only trained on the non-zero entries, the logarithm is never undefined.
The specific GloVe vectors used are the 840B token set from [57].
fastText Embeddings
The original fastText architecture was proposed by Joulin et al. [28], however the word em-
beddings used are the ones created by [45]. This architecture is nearly identical to the CBOW
architecture described in Section 4.2.2. The differences are largely the use of position embed-
dings to weight the BOW calculation, and the use of a different corpus.
4.3.3 Experiment Set 1: Sentence Level End-to-End
Experimental Set 1 uses the GloVe embeddings to calculate a baseline result and the extended
set of five different single layer enrichment types at the sentence level.
Experimental Results
Table 4.32 shows the best average result and best individual result per architecture. Table 4.33
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.34 and 4.35 summarize the best average results and the best trial
results, respectively.
Summary
Only in the expected (u,v) case do the enriching layers help the downstream task performance.
Otherwise, there is consistent worsening of the downstream task result. We can say that en-
riching layers at the sentence level in this case are a marked failure at improving downstream
task performance. It is worth noting that these results do not match any previously reported
results.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 85.67 85.67 85.96 85.96
1e 80.73 80.86 81.88 82.04
1s 81.04 81.15 82.10 82.14
1l 82.27 82.40 83.00 83.11
1S 81.51 81.54 84.10 84.07
1L 83.11 83.23 83.47 83.58
(u,v,|u-v|,u*v)
0e 85.72 85.74 86.16 86.20
1e 82.80 82.97 83.53 83.68
1s 83.49 83.59 83.96 84.10
1l 82.71 82.84 83.18 83.30
1S 84.33 84.41 85.12 85.13
1L 83.07 83.16 83.37 83.45
(u,v)
0e 71.27 71.40 71.69 71.82
1e 72.67 72.80 73.81 73.81
1s 71.71 71.86 72.71 72.66
1l 71.43 71.72 72.34 72.63
1S 72.56 72.74 73.13 73.29
1L 71.43 71.53 73.03 73.24
Table 4.32: The best average results and best individual results per architecture for SICK Ex-
periment Set 1.
Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1S 0.0 0.0 0.0 0.0
1L 0.0 0.0 0.0 0.0
(u,v,|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1S 0.0 0.0 0.0 0.0
1L 0.0 0.0 0.0 0.0
(u,v)
1e 20.0 100.0 100.0 60.0
1s 20.0 100.0 100.0 100.0
1l 0.0 40.0 80.0 100.0
1S 20.0 100.0 100.0 80.0
1L 40.0 40.0 80.0 40.0
Table 4.33: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
Chapter 4. Experiments 68
Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.67 85.67 84.97 Macro-F1
(u,v,|u-v|,u*v) 0e 85.72 85.74 84.80 Accuracy
(u,v) 0e 71.27 71.40 70.83 Accuracy
(|u-v|,u*v) 1L 83.11 83.23 82.35 Micro-F1
(u,v,|u-v|,u*v) 1S 84.33 84.41 83.61 Macro-F1
(u,v) 1e 72.67 72.80 72.24 Accuracy
Table 4.34: A summary of the best baseline averages, and best enriching averages for SICK
Experiment Set 1. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.96 85.96 85.19 Macro-F1
(u,v,|u-v|,u*v) 0e 86.16 86.20 85.28 Accuracy
(u,v) 0e 71.69 71.82 71.00 Accuracy
(|u-v|,u*v) 1S 84.10 84.07 83.11 Accuracy
(u,v,|u-v|,u*v) 1S 85.12 85.13 84.38 Accuracy
(u,v) 1e 73.81 73.81 73.09 Accuracy
Table 4.35: A summary of the best baseline trials, and best enriching trials for SICK Experi-
ment Set 1. Best result in bold.
4.3.4 Experiment Set 2: Sentence Level End-to-End
Experimental Set 2 uses fastText embedding to calculate a baseline result and the extended set
of five different single layer enrichment types at the sentence level.
Experimental Results
Table 4.36 shows the best average result and best individual result per architecture. Table 4.37
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.38 and 4.39 summarize the best average results and best trial results,
respectively.
Summary
Similar to Experiment Set 1 in Section 4.3.3, we see consistently worse results in all but the
(u,v) case. It seems the enriching layers perform slightly worse comparatively using the fast-
Text embeddings as input. The best performing baseline is better than Experiment Set 1 here,
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 85.57 85.59 85.75 85.79
1e 77.92 77.88 78.86 78.72
1s 78.02 78.04 78.88 78.95
1l 78.52 78.53 79.25 79.15
1S 80.50 80.62 83.25 83.38
1L 79.31 79.30 81.47 81.59
(u,v,|u-v|,u*v)
0e 85.81 85.81 86.18 86.19
1e 80.99 81.22 82.33 82.50
1s 81.16 81.34 82.78 82.89
1l 80.88 81.05 81.90 82.06
1S 82.85 82.96 84.65 84.68
1L 80.43 80.60 80.78 80.95
(u,v)
0e 66.29 66.38 67.33 67.28
1e 68.08 68.27 68.71 68.87
1s 68.40 68.65 69.67 69.98
1l 67.05 67.29 68.18 68.33
1S 69.10 69.25 70.67 70.66
1L 66.91 67.04 68.20 68.40
Table 4.36: The best average results and best individual results per architecture for SICK Ex-
periment Set 2.
Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1S 0.0 0.0 0.0 0.0
1L 0.0 0.0 0.0 0.0
(u,v,|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1S 0.0 0.0 0.0 0.0
1L 0.0 0.0 0.0 0.0
(u,v)
1e 0.0 100.0 80.0 100.0
1s 20.0 100.0 100.0 100.0
1l 40.0 100.0 100.0 80.0
1S 20.0 100.0 100.0 100.0
1L 60.0 80.0 80.0 80.0
Table 4.37: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.57 85.59 84.92 Macro-F1
(u,v,|u-v|,u*v) 0e 85.81 85.81 84.95 Accuracy
(u,v) 0e 66.29 66.38 66.09 Accuracy
(|u-v|,u*v) 1S 80.50 80.62 78.79 Macro-F1
(u,v,|u-v|,u*v) 1S 82.85 82.96 82.01 Macro-F1
(u,v) 1S 69.10 69.25 69.12 Micro-F1
Table 4.38: A summary of the best baseline averages, and best enriching averages for SICK
Experiment Set 2. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.75 85.79 85.20 Accuracy
(u,v,|u-v|,u*v) 0e 86.18 86.19 85.38 Accuracy
(u,v) 0e 67.33 67.28 66.17 Accuracy
(|u-v|,u*v) 1S 83.25 83.38 82.76 Micro-F1
(u,v,|u-v|,u*v) 1S 84.65 84.68 83.94 Micro-F1
(u,v) 1S 70.67 70.66 70.39 Micro-F1
Table 4.39: A summary of the best baseline trials, and best enriching trials for SICK Experi-
ment Set 2. Best result in bold.
but both the (|u-v|,u*v) and (u,v) combination cases have worse results than Experiment Set 1.
4.3.5 Experiment Set 3: Word Level End-to-End
Experiment Set 3 uses GloVe embeddings and does the extended five sets of single layer en-
riching architectures at the word level. Two-layer Transformer style enriching layers are also
tested, but they provide worse results and are not reported.
Experimental Results
Table 4.40 shows the best average result and best individual result per architecture. Table 4.41
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.42 and 4.43 summarize the best average results and best trial results,
respectively.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 85.67 85.67 85.96 85.96
1e 85.01 85.00 85.59 85.56
1s 84.84 84.84 85.20 85.19
1l 85.38 85.39 85.73 85.71
1S 85.00 84.95 85.30 85.23
1L 85.60 85.60 85.73 85.75
(u,v,|u-v|,u*v)
0e 85.72 85.74 86.16 86.20
1e 85.63 85.62 86.18 86.19
1s 85.63 85.62 86.22 86.20
1l 85.65 85.67 86.12 86.09
1S 85.28 85.27 85.69 85.66
1L 86.01 86.02 86.30 86.33
(u,v)
0e 71.27 71.40 71.69 71.82
1e 74.51 74.76 75.52 75.76
1s 75.37 75.55 76.09 76.29
1l 74.90 75.09 75.64 75.79
1S 76.20 76.41 76.76 76.96
1L 74.81 75.01 75.54 75.72
Table 4.40: The best average results and best individual results per architecture for SICK Ex-
periment Set 3.
Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1s 20.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 20.0
1S 0.0 0.0 0.0 0.0
1L 60.0 40.0 40.0 20.0
(u,v,|u-v|,u*v)
1e 60.0 40.0 60.0 20.0
1s 40.0 20.0 60.0 40.0
1l 20.0 40.0 80.0 40.0
1S 40.0 0.0 60.0 20.0
1L 60.0 100.0 100.0 80.0
(u,v)
1e 100.0 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1S 100.0 100.0 100.0 100.0
1L 100.0 100.0 100.0 100.0
Table 4.41: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.67 85.67 84.97 Macro-F1
(u,v,|u-v|,u*v) 0e 85.72 85.74 84.80 Accuracy
(u,v) 0e 71.27 71.40 70.83 Accuracy
(|u-v|,u*v) 1L 85.60 85.60 84.95 Accuracy
(u,v,|u-v|,u*v) 1L 86.01 86.02 85.13 Accuracy
(u,v) 1S 76.20 76.41 75.82 Accuracy
Table 4.42: A summary of the best baseline averages, and best enriching averages for SICK
Experiment Set 3. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.96 85.96 85.19 Macro-F1
(u,v,|u-v|,u*v) 0e 86.16 86.20 85.28 Accuracy
(u,v) 0e 71.69 71.82 71.00 Accuracy
(|u-v|,u*v) 1L 85.73 85.75 85.08 Accuracy
(u,v,|u-v|,u*v) 1L 86.30 86.33 85.54 Accuracy
(u,v) 1S 76.76 76.96 76.33 Accuracy
Table 4.43: A summary of the best baseline trials, and best enriching trials for SICK Experi-
ment Set 3. Best result in bold.
Summary
At the word level we have a different story as compared to Sections 4.3.3 and 4.3.4. Enrich-
ment at the word level now provides consistent improvements to the downstream task results,
especially architectures with the 1L code, but in the (u,v,|u-v|,u*v) case overall. Possible rea-
sons for the difference between the results at the sentence level versus the word level will be
discussed in the conclusion section of these experiments.
4.3.6 Experiment Set 4: Word Level End-to-End
Experiment Set 4 uses fastText embeddings and does the extended five sets of single layer
enriching architectures at the word level. Two-layer Transformer style enriching layers are
also tested, but they provide worse results and are not reported in this section.
Experimental Results
Table 4.44 shows the best average result and best individual result per architecture. Table 4.45
summarizes how well each architecture with fixed parameters does versus the corresponding
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 85.57 85.59 85.75 85.79
1e 84.72 84.78 85.26 85.27
1s 84.64 84.66 84.94 84.95
1l 85.00 85.01 85.22 85.24
1S 84.10 84.13 84.45 84.39
1L 85.37 85.39 85.57 85.60
(u,v,|u-v|,u*v)
0e 85.81 85.81 86.18 86.19
1e 85.82 85.82 86.10 86.07
1s 85.72 85.72 86.30 86.27
1l 85.99 85.96 86.22 86.15
1S 85.75 85.71 85.92 85.89
1L 86.16 86.15 86.38 86.40
(u,v)
0e 66.29 66.38 67.33 67.28
1e 74.62 74.75 74.81 74.93
1s 74.93 75.14 75.81 75.86
1l 73.61 73.80 74.17 74.21
1S 75.01 75.22 76.01 76.24
1L 72.47 72.64 72.91 73.03
Table 4.44: The best average results and best individual results per architecture for SICK Ex-
periment Set 4.
baseline average. Tables 4.46 and 4.47 summarize the best average results and best trial results,
respectively.
Summary
Again, the experiments mirror each other when using different word embeddings as input.
Similarly to Section 4.3.5, the word enrichment provides the best result and consistent im-
provements in the (u,v,|u-v|,u*v) case. Interestingly not even the best (u,v,|u-v|,u*v) enriching
architecture provides consistent improvement in the (|u-v|,u*v) case. Again, the discussion of
why sentence level fails and word level succeeds will be discussed in the conclusion to these
experiments. We should note that while the best result listed is 86.38 a model trained with the
same parameters but a different random seed achieved an accuracy of 86.53. It is not reported
in the results, though, as it is not part of the original experiment. However, as the original
model was lost, this is the best word level model used in Sections 4.3.7 and 4.3.8.
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Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1S 0.0 0.0 0.0 0.0
1L 0.0 40.0 40.0 0.0
(u,v,|u-v|,u*v)
1e 40.0 60.0 80.0 80.0
1s 60.0 40.0 40.0 60.0
1l 40.0 80.0 80.0 100.0
1S 40.0 20.0 20.0 60.0
1L 60.0 40.0 40.0 100.0
(u,v)
1e 100.0 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1S 100.0 100.0 100.0 100.0
1L 80.0 100.0 100.0 100.0
Table 4.45: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.57 85.59 84.92 Macro-F1
(u,v,|u-v|,u*v) 0e 85.81 85.81 84.95 Accuracy
(u,v) 0e 66.29 66.38 66.09 Accuracy
(|u-v|,u*v) 1L 85.37 85.39 84.65 Accuracy
(u,v,|u-v|,u*v) 1L 86.16 86.15 85.27 Macro-F1
(u,v) 1S 75.01 75.22 75.15 Accuracy
Table 4.46: A summary of the best baseline averages, and best enriching averages for SICK
Experiment Set 4. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 85.75 85.79 85.20 Accuracy
(u,v,|u-v|,u*v) 0e 86.18 86.19 85.38 Accuracy
(u,v) 0e 67.33 67.28 66.17 Accuracy
(|u-v|,u*v) 1L 85.57 85.60 84.94 Accuracy
(u,v,|u-v|,u*v) 1L 86.38 86.40 85.52 Macro-F1
(u,v) 1S 76.01 76.24 76.09 Accuracy
Table 4.47: A summary of the best baseline trials, and best enriching trials for SICK Experi-
ment Set 4. Best result in bold.
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4.3.7 Experiment Set 5: Fixed Representations Sentence Level
Experiment Set 5 takes the best performing baseline overall: the 0e fastText architecture from
Section 4.3.6. Using the BiLSTM encoder from this architecture, fixed sentence level em-
beddings are created. Then these embeddings are run through the same experiments as the
synthetic dataset from Section 4.1 to compare results.
Experimental Results
Table 4.50 shows the best average result and best individual result per architecture. Table 4.51
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.48 and 4.49 summarize the best average results and best trial results,
respectively. Note: Tables have a different ordering than other sections for formatting reasons.
Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 84.50 84.51 84.03 Accuracy
(u,v,|u-v|,u*v) 0e 86.05 86.08 85.45 Macro-F1
(u,v) 0e 63.11 62.02 60.14 Loss
(|u-v|,u*v) 1l 83.80 83.82 83.41 Loss
(u,v,|u-v|,u*v) 1l 84.17 84.24 83.62 Accuracy
(u,v) 1e 63.03 61.83 60.31 Micro-F1
Table 4.48: A summary of the best baseline averages, and best enriching averages for SICK
Experiment Set 5. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 84.63 84.63 84.12 Accuracy
(u,v,|u-v|,u*v) 0e 86.18 86.21 85.60 Accuracy
(u,v) 0e 63.39 62.42 60.59 Loss
(|u-v|,u*v) 1l 84.10 84.13 83.72 Accuracy
(u,v,|u-v|,u*v) 1l 84.33 84.37 83.73 Accuracy
(u,v) 1s 63.39 62.27 60.90 Loss
Table 4.49: A summary of the best baseline trials, and best enriching trials for SICK Experi-
ment Set 5. Best result in bold.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 84.50 84.51 84.63 84.63
1e 83.45 83.47 83.69 83.72
1l 83.80 83.82 84.10 84.13
1s 83.18 83.20 83.45 83.48
2ee 80.35 80.36 81.19 81.22
2el 82.54 82.57 83.06 83.08
2es 77.08 77.07 78.01 78.01
2le 82.25 82.27 82.65 82.68
2ll 83.20 83.23 83.47 83.48
2ls 80.33 80.34 81.21 81.22
2se 77.43 77.43 79.11 79.10
2sl 80.91 80.93 81.43 81.46
2ss 74.72 74.72 75.99 76.04
(u,v,|u-v|,u*v)
0e 86.05 86.08 86.18 86.21
1e 83.93 83.99 84.26 84.34
1l 84.17 84.24 84.33 84.37
1s 83.60 83.65 83.96 84.01
2ee 79.51 79.56 80.00 80.05
2el 82.19 82.25 82.51 82.58
2es 75.82 75.88 76.56 76.62
2le 82.12 82.19 82.37 82.42
2ll 83.30 83.38 83.69 83.78
2ls 79.23 79.27 79.76 79.83
2se 76.10 76.15 76.80 76.84
2sl 79.97 80.02 80.78 80.83
2ss 73.40 73.45 73.87 73.93
(u,v)
0e 63.11 62.02 63.39 62.42
1e 63.03 61.83 63.29 62.26
1l 62.87 60.99 63.17 61.78
1s 63.01 61.71 63.39 62.27
2ee 62.59 60.17 63.00 61.58
2el 62.87 60.97 63.19 60.19
2es 62.68 59.55 62.96 59.78
2le 62.77 60.88 63.13 60.73
2ll 62.89 60.08 63.23 61.16
2ls 62.57 60.51 62.90 58.91
2se 62.60 59.97 63.00 58.86
2sl 62.78 60.39 63.05 61.25
2ss 62.63 59.82 63.00 59.25
Table 4.50: The best average results and best individual results per architecture for SICK Ex-
periment Set 5.
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Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
2ee 0.0 0.0 0.0 0.0
2el 0.0 0.0 0.0 0.0
2es 0.0 0.0 0.0 0.0
2le 0.0 0.0 0.0 0.0
2ll 0.0 0.0 0.0 0.0
2ls 0.0 0.0 0.0 0.0
2se 0.0 0.0 0.0 0.0
2sl 0.0 0.0 0.0 0.0
2ss 0.0 0.0 0.0 0.0
(u,v,|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
2ee 0.0 0.0 0.0 0.0
2el 0.0 0.0 0.0 0.0
2es 0.0 0.0 0.0 0.0
2le 0.0 0.0 0.0 0.0
2ll 0.0 0.0 0.0 0.0
2ls 0.0 0.0 0.0 0.0
2se 0.0 0.0 0.0 0.0
2sl 0.0 0.0 0.0 0.0
2ss 0.0 0.0 0.0 0.0
(u,v)
1e 35.0 100.0 63.3 36.7
1l 23.3 90.0 41.7 21.7
1s 25.0 100.0 68.3 38.3
2ee 5.0 98.3 16.7 5.0
2el 11.7 100.0 31.7 13.3
2es 3.3 100.0 13.3 5.0
2le 13.3 95.0 26.7 15.0
2ll 25.0 98.3 28.3 10.0
2ls 0.0 91.7 13.3 3.3
2se 1.7 98.3 18.3 3.3
2sl 3.3 95.0 13.3 8.3
2ss 1.7 96.7 23.3 6.7
Table 4.51: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Summary
Perhaps, interestingly we see that fixing the representations of the baseline at the sentence level
and mirroring the experiments of Section 4.1 we achieve results that are not comparable. The
results of these experiments mirror the results of the End-to-End experiments of Section 4.3.4.
This suggests that the spaces created by the end-to-end training using sentence level enrich-
ment mirror these spaces, and there is something about the explicit features of the sentence
embedding that does not want to be transformed linearly before the sentences are combined.
4.3.8 Experiment Set 6: Fixed Representations Word Level
Experiment Set 6 takes the best performing baseline overall: the 0e fastText architecture from
Section 4.3.6. Using the BiLSTM encoder from this architecture, fixed word level embeddings
are created. Then these embeddings are run through the same experiments as the synthetic
dataset from Section 4.1 to compare results.
Experimental Results
Table 4.52 shows the best average result and best individual result per architecture. Table 4.53
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.54 and 4.55 summarize the best average results and best trial results,
respectively.
Summary
The results here, perhaps surprisingly, mirror the results of the previous example in Section
4.3.7. Fixing the word level representation and performing the enriching experiments did not
give results that match the End-to-End word level enrichment experiments. This suggests that
it is not only the enrichment architecture itself that improves results at the word level, but also
the way that the word level enrichment interacts with the BiLSTM structure during end-to-end
training that matters.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 84.53 84.53 84.73 84.73
1e 82.91 82.94 83.20 83.22
1l 83.25 83.26 83.61 83.62
1s 82.90 82.91 83.25 83.26
2ee 80.81 80.77 81.23 81.22
2el 81.63 81.63 81.96 81.95
2es 78.65 78.51 79.76 79.69
2le 81.81 81.82 82.06 82.06
2ll 82.27 82.28 82.55 82.56
2ls 81.23 81.20 81.59 81.58
2se 78.18 78.03 79.66 79.57
2sl 80.73 80.69 81.19 81.19
2ss 76.75 76.57 78.29 78.20
(u,v,|u-v|,u*v)
0e 86.04 86.06 86.20 86.22
1e 84.49 84.54 84.81 84.86
1l 84.71 84.77 85.08 85.13
1s 84.11 84.18 84.39 84.44
2ee 81.54 81.59 82.33 82.36
2el 83.18 83.23 83.49 83.53
2es 77.75 77.73 79.62 79.61
2le 83.35 83.40 83.67 83.71
2ll 84.04 84.09 84.28 84.34
2ls 81.88 81.92 82.53 82.57
2se 77.45 77.42 78.70 78.74
2sl 81.80 81.83 82.33 82.40
2ss 72.44 72.23 75.46 75.32
(u,v)
0e 63.25 62.23 63.39 62.33
1e 63.24 60.73 63.62 60.87
1l 63.40 61.33 63.68 61.81
1s 63.32 60.62 63.55 60.98
2ee 62.31 55.62 62.62 56.31
2el 62.51 56.70 62.94 59.80
2es 62.19 56.38 62.60 58.28
2le 62.56 57.33 62.88 59.06
2ll 62.75 59.06 63.07 58.83
2ls 62.49 57.06 62.76 58.36
2se 62.05 56.74 62.33 57.95
2sl 62.37 55.97 62.62 56.64
2ss 61.99 54.99 62.54 57.40
Table 4.52: The best average results and best individual results per architecture for SICK Ex-
periment Set 6.
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Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
2ee 0.0 0.0 0.0 0.0
2el 0.0 0.0 0.0 0.0
2es 0.0 0.0 0.0 0.0
2le 0.0 0.0 0.0 0.0
2ll 0.0 0.0 0.0 0.0
2ls 0.0 0.0 0.0 0.0
2se 0.0 0.0 0.0 0.0
2sl 0.0 0.0 0.0 0.0
2ss 0.0 0.0 0.0 0.0
(u,v,|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
2ee 0.0 0.0 0.0 0.0
2el 0.0 0.0 0.0 0.0
2es 0.0 0.0 0.0 0.0
2le 0.0 0.0 0.0 0.0
2ll 0.0 0.0 0.0 0.0
2ls 0.0 0.0 0.0 0.0
2se 0.0 0.0 0.0 0.0
2sl 0.0 0.0 0.0 0.0
2ss 0.0 0.0 0.0 0.0
(u,v)
1e 70.0 93.3 80.0 70.0
1l 81.7 98.3 93.3 73.3
1s 56.7 96.7 66.7 61.7
2ee 0.0 81.7 0.0 0.0
2el 0.0 91.7 10.0 3.3
2es 0.0 41.7 0.0 0.0
2le 0.0 95.0 3.3 1.7
2ll 8.3 90.0 23.3 11.7
2ls 0.0 91.7 1.7 0.0
2se 0.0 21.7 0.0 0.0
2sl 0.0 68.3 1.7 0.0
2ss 0.0 25.0 1.7 0.0
Table 4.53: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
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Best Averages Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 84.53 84.53 84.04 Accuracy
(u,v,|u-v|,u*v) 0e 86.04 86.06 85.43 Loss
(u,v) 0e 63.25 62.23 60.39 Loss
(|u-v|,u*v) 1l 83.25 83.26 82.76 Loss
(u,v,|u-v|,u*v) 1l 84.71 84.77 84.14 Loss
(u,v) 1l 63.40 61.33 59.61 Loss
Table 4.54: A summary of the best baseline averages, and best enriching averages for SICK
Experiment Set 6. Best result in bold.
Best Trials Summary
Combination Type Enriching Code Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 84.73 84.73 84.23 Accuracy
(u,v,|u-v|,u*v) 0e 86.20 86.22 85.61 Accuracy
(u,v) 0e 63.39 62.33 60.50 Loss
(|u-v|,u*v) 1l 83.61 83.62 83.08 Loss
(u,v,|u-v|,u*v) 1l 85.08 85.13 84.49 Loss
(u,v) 1l 63.68 61.81 60.22 Loss
Table 4.55: A summary of the best baseline trials, and best enriching trials for SICK Experi-
ment Set 6. Best result in bold.
4.3.9 Word Self-Similarity and Intra-Sentence Similarity
This section deals with the similarity metrics described in Section 3.8.1. We choose 5 models
to compare based on the average similarity metrics and the adjusted average similarity metrics:
see Table 4.56 for an explanation of the models chosen. These results are testing the explicit
features of the spaces, i.e., the actual values in each vector dimension, to glean information
about the implicit features.
In Table 4.57 we report the results of the average word similarity, average word similarity
for words in different sentences (i.e., different contexts), the average similarity of words in the
same sentence with the mean pooled vector for that sentence, the average similarity of the same
word in all contexts, the average similarity of words in the same sentence with the max pooled
vector for that sentence, the adjusted average similarity of words in the same sentence with the
mean pooled vector for that sentence, and the adjusted average similarity of the same word in
all contexts.
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Model Enriching Type Combination Type Experiment Set Accuracy
M1 0e (|u-v|,u*v) 2 and 4 85.75
M2 0e (u,v,|u-v|,u*v) 2 and 4 86.18
M3 0e (u,v) 2 and 4 67.33
M4 1S (u,v,|u-v|,u*v) 2 84.65
M5 1L (u,v,|u-v|,u*v) 4 86.53*
Table 4.56: A description of the five models involved in the word embedding level analysis.
* means this model was retrained with the same parameters of the given experiment set as the
original was lost.
Avg Sim Avg Sim IntraSent SelfSim IntraSim IntraSim* SelfSim*
Dif Context Max
M1 0.3568 0.3567 0.7452 0.9020 0.2614 0.6039 0.8476
M2 0.5574 0.5574 0.8288 0.9300 0.1144 0.6133 0.8418
M3 0.6503 0.6503 0.8581 0.9382 0.1521 0.5942 0.8232
M4 0.2419 0.2419 0.6791 0.9138 0.2572 0.5767 0.8863
M5 0.6417 0.6417 0.8757 0.9512 0.3201 0.6530 0.8638
Table 4.57: Comparison of the five chosen models. The measures compared are: the average
word similarity, average word similarity for words in different sentences (i.e., different con-
texts), the average similarity of words in the same sentence with the mean pooled vector for
that sentence, the average similarity of the same word in all contexts, the average similarity of
words in the same sentence with the max pooled vector for that sentence, the adjusted average
similarity of words in the same sentence with the mean pooled vector for that sentence, and the
adjusted average similarity of the same word in all contexts.
Summary
The results here are more straightforward than the experimental results reported previously,
and we will be looking at the average similarity, the adjusted results, and IntraSim-max. Inter-
estingly, the spaces with the highest average similarity are the best and worst reporting results.
As well, even though model M1 has a comparable result to model M2, the average similarities
are quite different. Also, we now see how the final explicit spaces differ between sentence and
word embeddings.
Having the lowest average intra-sentence similarity, the sentence level M4 embedding
seems to let each word in a sentence have a more independent meaning relative to the other
words in the same sentence. On the other hand M5, enriching at the word level, tends for words
in a sentence to be more similar, giving a more distinct meaning to the sentence. In fact we see
that besides sentence level enrichment, there is a correlation between IntraSim* and Accuracy.
As we are examining the results of spaces in a downstream task, as opposed to the paper
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that originated these metrics [20] which was looking at language models, we would expect that
categorizing each pair of sentences would be easier if the meaning of each sentence was better
defined. At the word level things are different. Both enriching architectures give each word a
better defined meaning in the context of the downstream task. In fact the best baseline result
has the second worst average word self-similarity.
For the most telling metric we look at the average similarity between the words in the
sentence and the sentence vector itself. Firstly, we see that the best baseline case, M2, has
the worst IntraSim-max value meaning the word embeddings for a sentence and the final sen-
tence embedding strongly disagree on explicit features. This is contrasted by the relatively
high IntraSim-mean value which indicates that the word embeddings of a sentence on average
have similar explicit features. Secondly, we see that in fact the (|u-v|,u*v) operation does, as
suggested, make each dimension more independent without the enriching layers. Finally, we
can also see that something different is happening with M4 and sentence enriching. M4 has a
similar IntraSim-Max to M1, and the highest average word SelfSim, however it has the lowest
sentence IntraSim score. More information on this particular case will be explored in the SNLI
transfer tasks in Section 4.5.
4.3.10 Word Importance Comparison
Using the same five models described in Table 4.56, we perform the frequency histogram com-
parisons described in Section 3.8.2. Table 4.58 shows the average cosine similarity between
sentence histograms, and Table 4.59 shows the average Pearson Correlation Coefficient.
Summary
Here the average cosine similarity between frequency histograms is fairly high, with M3 dis-
agreeing the most. More information is observed in the Pearson Correlation Coefficients. We
see that M3 is the least linearly correlated with the other models, and in fact, there is a corre-
lation between being more linearly related to model M5 and accuracy. Besides the M3 models
M1 M2 M3 M4 M5
M1 1.0000 0.9825 0.9518 0.9868 0.9798
M2 0.9825 1.0000 0.9666 0.9825 0.9853
M3 0.9518 0.9518 1.0000 0.9568 0.9470
M4 0.9868 0.9825 0.9568 1.0000 0.9788
M5 0.9798 0.9853 0.9470 0.9788 1.0000
Table 4.58: The average cosine similarity between the given models.
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M1 M2 M3 M4 M5
M1 1.0000 0.9416 0.8132 0.9478 0.9317
M2 0.9416 1.0000 0.8830 0.9415 0.9504
M3 0.8132 0.8830 1.0000 0.8347 0.8123
M4 0.9478 0.9415 0.8347 1.0000 0.9281
M5 0.9317 0.9504 0.8123 0.9281 1.0000
Table 4.59: The average Pearson Correlation Coefficient between the given models.
the variations here are small. This contrasts with the data in the previous section for M2. While
M2 agrees with the word importance of each word, its sentence embeddings disagree the most
with the word embedding themselves.
4.3.11 SICK Conclusions
In terms of downstream task performance we see that enriching at the sentence level provides
consistent losses, contrasting with the last two datasets. However, the newly tested word level
enrichment continues to provide improvements giving the best downstream results. The fixed
embedding experiments mirror the end-to-end sentence level experiments, telling us that those
spaces are potentially the same, and showing us it is the effect that enriching has on the full
End-to-End training that provides the improvements.
While both types of enrichment cause each word embedding for each word to have a more
similar meaning, as seen in Table 4.57, sentence level enrichment gives words a more singular
meaning only seeing the dimensions that make it to the sentence embedding. However, word
level enrichment, seeing all the word distributions, better aligns the output embeddings of
words in a sentence, creating a better correspondence between the dimensions of the sentence
and the word. Word level enriching contrasts sentence level enrichment and the (|u-v|,u*v)
baseline by also giving each sentence a more distinct meaning.
This all might suggest that in the baseline and sentence enriching case, the sentence’s ex-
plicit features have a non-linear relation. If the explicit features had a more linear relation,
then we would expect at least the fixed sentence level representation tests to perform as well
as the baseline, but instead they have similar results to the end-to-end testing. Secondly, we
see from Table 4.57 that adding sentence enriching does align the word embedding and output
dimensions, but at the cost of making the meaning of each word in a sentence less similar, thus
adding more variation to the final sentence’s explicit features before enrichment. Lastly, and
perhaps more obviously, sentence level enrichment comes after max-pooling, a function that
is non-linear. Unless the word level dimensions are well-partitioned and consistently aligned,
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as we suspect is the case in the IMDb experiments, the output of the pooling will be highly
non-linear in general.
If the features of the best baseline architecture were linearly related, we would expect to
get the results we see in the word enrichment case. The results at the word level case suggest
the the features of the word embedding space are linearly related at an implicit level, that is,
we are learning the same implicit features for each word. Adding the enrichment layers gives
the same word in different contexts a more coherent meaning reducing the noise created by the
BiLSTM layer. Lastly, the downstream improvement results match the synthetic data results,
suggesting the words space created by the BiLSTM have a similar structure, though likely with
many more features.
As max-pooling comes after the word space has been transformed by enrichment, the model
gets to keep the non-linear relations that better model the NLI task, similar to the baseline.
We would expect that if we added sentence-level enrichment to the word-level enrichment
architecture, we would see a similar drop in accuracy for the reasons above. In addition to the
poor performance of NLI with BOW models, this leads us to believe that the non-linearity is
key for our architectures to learn NLI in the first place. Lastly, we finally have data, not based
on downstream task performance, that shows that the (|u-v|,u*v) performs as hypothesised:
better aligning the implicit feature in the explicit dimensions, in this case, of the word space,
even without enriching layers.
4.4 SNLI
These experiments involve the Natural Language Inference (NLI) task on the Stanford Natural
Language Inference (SNLI) dataset [12]. The NLI task asks for a pair of sentences A and B:
does A entail B, does A contradict B, or are A and B neutral. This task (referred to as SICK-E)
is treated as a 3-class classification problem. Examples of these three classes are given in Table
4.60.
The SNLI task uses sentence pairs, and when using the general NLI architecture from Fig-
Sentence A Sentence B Entailment Label
There is no biker jumping A lone biker is jumping CONTRADICTION
in the air. in the air.
A group of people is on A group of people is NEUTRAL
a beach. on a mountain.
Some people are walking. People are walking. ENTAILMENT
Table 4.60: The Natural Language Inference task. [41]
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Figure 4.6: The SNLI experiment architecture when using one word embedding.
ure 2.3, self-enrichment may be used before the sentences are joined. The architecture used
for these experiments is BiLSTM-max, motivated by the results on the IMDb and SICK exper-
iments in Section 4.2 and 4.3. The architecture is identical to that described in the InferSent
paper from Section 2.1.4, save the hidden layer of the BiLSTM is 300, not 4096. Please see
Figure 4.6 for more details of one example of the architecture when using one word embedding.
Two sets of experiments are done in this section: sentence level enrichment, and word
level enrichment. The smaller number of direct experiments on SNLI is due to its large size.
For each experiment four metrics are tracked: Loss, Accuracy, Micro-F1 score, and Macro-F1
score. This means each experiment creates four models for each set of parameters, using early
stopping on each of the four metrics [21, 59, 60, 81]. Accuracy on the testing sets is used to
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determine the best models, with Micro-F1 being the first tiebreaker, and Loss being the second.
4.4.1 Stanford Natural Language Inference Dataset v1.0
Dataset Description
The SNLI corpus is a collection of 570K human-written, manually labeled English sentence
pairs that has created to serve as a benchmark for NLI and as a resource for NLP of any kind
[12]. The training set is quite large at 550K pairs, with the validation and testing sets being
10K pairs each.
Corpus Creation
The corpus creation follows the same steps as described in 4.2.1, only different word embed-
dings are used: fastText embeddings [28].
4.4.2 Word Embeddings
The word embeddings used are the same as described in Section 4.3.2, with the difference
being that out of vocabulary words are not ignored, but instead are replaced with a random
word from N(0, 1).
4.4.3 Experiment Set 1: Sentence Level End-to-End
This set of experiments involves sentence level enriching using the standard set of one-layer
architectures on the SNLI dataset.
Experimental Results
Table 4.61 shows the best average result and best individual result per architecture. Table 4.62
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.63 and 4.64 summarize the best average results and best trials
respectively.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 81.20 81.23 81.52 81.55
1e 80.80 80.80 81.13 81.17
1l 80.88 80.85 81.14 81.12
1s 80.58 80.57 80.96 80.88
(u,v,|u-v|,u*v)
0e 84.07 84.09 84.18 84.21
1e 82.59 82.59 82.85 82.85
1l 82.71 82.72 82.86 82.87
1s 82.46 82.46 82.85 82.82
(u,v)
0e 79.62 79.58 79.89 79.85
1e 78.42 78.39 78.77 78.71
1l 78.72 78.66 79.08 79.03
1s 77.96 77.90 78.29 78.25
Table 4.61: The best average results and best individual results per architecture for SNLI Ex-
periment Set 1.
Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
(u,v,|u-v|,u*v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
(u,v)
1e 0.0 0.0 0.0 0.0
1l 0.0 0.0 0.0 0.0
1s 0.0 0.0 0.0 0.0
Table 4.62: The percentage of trials that performed better than the 0e baseline based on enrich-
ing code and metric tracked. Trials are only compared to baselines with the same parameters
otherwise.
Summary
The results of sentence level enriching at the sentence level on the SNLI dataset match those
of the similar SICK experiments in Sections 4.3.3 and 4.3.4, only in this case the baseline
(u,v) architecture performs relatively better than in the SICK case, and the (u,v) enrichment
architectures now show consistent worse performance.
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Best Averages Summary
Enriching Code Loss Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 81.20 81.23 81.21 Macro-F1
(u,v,|u-v|,u*v) 0e 84.07 84.09 84.06 Accuracy
(u,v) 0e 79.62 79.58 79.55 Macro-F1
(|u-v|,u*v) 1l 80.88 80.85 80.82 Loss
(u,v,|u-v|,u*v) 1l 82.71 82.72 82.68 Macro-F1
(u,v) 1l 78.72 78.66 78.63 Loss
Table 4.63: A summary of the best baseline averages, and best enriching averages for SNLI
Experiment Set 1. Best result in bold.
Best Trials Summary
Enriching Code Loss Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 81.52 81.55 81.53 Loss
(u,v,|u-v|,u*v) 0e 84.18 84.21 84.18 Accuracy
(u,v) 0e 79.89 79.85 79.82 Micro-F1
(|u-v|,u*v) 1l 81.14 81.12 81.09 Loss
(u,v,|u-v|,u*v) 1l 82.86 82.87 82.84 Micro-F1
(u,v) 1l 79.08 79.03 78.99 Accuracy
Table 4.64: A summary of the best baseline trials, and best enriching trials for SNLI Experi-
ment Set 1. Best result in bold.
4.4.4 Experiment Set 2: Word Level End-to-End
This set of experiments involves word level enriching using the extend set of one-layer architec-
tures on the SNLI dataset. Two-layer enriching at the word level that mimics the Transformer
architecture (Section 2.1.5) are tested, but perform poorly and are not reported on.
Experimental Results
Table 4.65 shows the best average result and best individual result per architecture. Table 4.66
summarizes how well each architecture with fixed parameters does versus the corresponding
baseline average. Tables 4.67 and 4.68 summarize the best average results and best trials
respectively.
Summary
The results here match those in the similar SICK experiments in Sections 4.3.5 and 4.3.6. The
enrichment at the word level provides consistent downstream task improvement.
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Combination Type Enriching Code Best Average Best Trial
Acc F1 Acc F1
(|u-v|,u*v)
0e 81.20 81.23 81.52 81.55
1e 82.24 82.25 82.62 82.64
1l 82.48 82.52 82.76 82.80
1s 82.04 82.05 82.28 82.28
1S 81.14 81.09 81.42 81.33
1L 82.26 82.31 82.39 82.43
(u,v,|u-v|,u*v)
0e 84.07 84.09 84.18 84.21
1e 84.10 84.13 84.43 84.48
1l 84.12 84.13 84.43 84.44
1s 83.88 83.88 84.14 84.16
1S 83.36 83.35 83.79 83.79
1L 84.04 84.08 84.55 84.58
(u,v)
0e 79.62 79.58 79.89 79.85
1e 82.04 81.98 82.43 82.41
1l 82.20 82.19 82.45 82.44
1s 82.128 82.073 82.34 82.32
1S 80.65 80.60 81.53 81.46
1L 82.15 82.13 82.65 82.61
Table 4.65: The best average results and best individual results per architecture for SNLI Ex-
periment Set 2.
Combination Type Enriching Code Loss Accuracy Micro-F1 Macro-F1
(|u-v|,u*v)
1e 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
1S 60.0 20.0 20.0 20.0
1L 100.0 100.0 100.0 100.0
(u,v,|u-v|,u*v)
1e 80.0 40.0 60.0 60.0
1l 80.0 40.0 40.0 40.0
1s 40.0 20.0 20.0 20.0
1S 0.0 0.0 0.0 0.0
1L 40.0 20.0 20.0 20.0
(u,v)
1e 100.0 100.0 100.0 100.0
1l 100.0 100.0 100.0 100.0
1s 100.0 100.0 100.0 100.0
1S 100.0 100.0 100.0 100.0
1L 100.0 100.0 100.0 100.0
Table 4.66: This table shows, based on enriching code and metric tracked, the percentage of
trials that performed better than the 0e baseline. Trials are only compared to baselines with the
same parameters otherwise.
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Best Averages Summary
Enriching Code Loss Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 81.20 81.23 81.21 Macro-F1
(u,v,|u-v|,u*v) 0e 84.07 84.09 84.06 Accuracy
(u,v) 0e 79.62 79.58 79.55 Macro-F1
(|u-v|,u*v) 1l 82.48 82.52 82.50 Macro-F1
(u,v,|u-v|,u*v) 1l 84.12 84.13 84.10 Loss
(u,v) 1l 82.20 82.19 82.16 Macro-F1
Table 4.67: A summary of the best baseline averages, and best enriching averages for SNLI
Experiment Set 2. Best result in bold.
Best Trials Summary
Enriching Code Loss Accuracy Micro-F1 Macro-F1 All
(|u-v|,u*v) 0e 81.52 81.55 81.53 Loss
(u,v,|u-v|,u*v) 0e 84.18 84.21 84.18 Accuracy
(u,v) 0e 79.89 79.85 79.82 Micro-F1
(|u-v|,u*v) 1l 82.76 82.80 82.78 Loss
(u,v,|u-v|,u*v) 1L 84.55 84.58 84.55 Accuracy
(u,v) 1L 82.65 82.61 82.58 Accuracy
Table 4.68: A summary of the best baseline trials, and best enriching trials for SNLI Experi-
ment Set 2. Best result in bold.
4.4.5 SNLI Conclusions
There is not much to be said here that was not said during the conclusion of the SICK experi-
ments in Section 4.3. Sadly, due to the large size of the SNLI corpus the intrinsic analysis was
not performed. However, based on the pattern of downstream task results we can call these
experiments another data point supporting the claims in the SICK conclusions which we recall
here. Sentence level enriching tries to linearly correlate non-linear terms and makes the re-
sults worse. The word embedding space has a similar structure to the synthetic datasets, and is
made up of implicit features. The features in the word embedding space become more distinct
and partitioned after word level enrichment, in a way that meaningfully improves downstream
task performance. And the sentence embedding spaces of the NLI experiments do not match
those of the IMDb experiments. Finally, non-linearity is important for good downstream task
performance on the NLI task.
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4.5 Transfer Learning From SNLI
In this section we will discuss all of the transfer learning experiments done on the three best
SNLI models: the best baseline, the best sentence level enriching, and the best word level
enriching. We perform three types of transfer learning: directly onto the SICK dataset, the
transfer learning tasks from the SentEval toolkit [15], and the probing tasks from the SentEval
toolkit [17].
4.5.1 Direct Transfer Onto SICK
We perform the three tasks described in Section 3.7: no additional training, transferring the
BiLSTM and training a new classifier, and complete transfer and training. The best trial results
are summarized in Table 4.69 and are compared to the results of the original SNLI paper [12].
Summary
Here we see an inversion of results. Where the baseline model beats the sentence level model
on the SNLI data, on all three transfer learning tasks the sentence enrichment model performs
better than the sentence level model. The word level model that preformed best on SNLI
does perform the best on two of the tasks, only losing to the sentence enrichment architecture
slightly when a new classifier is trained. This, with the results of the intrinsic analysis in
Section 4.3.9 perhaps suggests that there is more happening with the sentence level enrichment
than is obvious from downstream task performance.
Best Trials Summary
Model No Additional Transfer and Complete
Training New Classifier Transfer
SNLI 46.7 - 80.8
baseline 50.33 87. 88.08
sentence 51.41 87.97 88.25
word 52.24 87.93 88.44
Table 4.69: The results of three transfer learning tasks from models trained on the SNLI dataset
to the SICK dataset. The result from the model labeled SNLI are from [12].
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4.5.2 SentEval Transfer Tasks
Here we example the results of our three models on 15 of the SentEval toolkit transfer tasks
described in Section 3.7. Please see Table 4.70 for an explanation of the shorthand used in
the results tables. For comparison we include the unique results from Conneau et al. [15, 16].
Tables 4.71 and 4.72 show the results of the relatedness and classification tasks, respectively.
Summary
We include the full set of previously obtained results from Conneau et al. [15, 16] to provide
context for our related work. We see that our best model performs comparably in the classifi-
Name N Task Description
MR 11K Sentiment Analysis Movie Reviews
CR 4K Sentiment Analysis Product Reviews
SUBJ 10K Subjectivity Analysis Subjectivity/Objectivity
MPQA 11K Opinion Polarity Are they positive or negative
TREC 6K Question Type Classifying question type
SST-2 70K Sentiment Analysis Binary Movie Reviews
SST-5 12K Sentiment Analysis Fine Grained Movie Reviews
SICK-E 10k NLI Sentence Entailment
SICK-R 10k Semantic Similarity How similar is each sentence pair
MPRC 5.7K Paraphrase Detection Is Sentence A paraphrasing Sentence B
STS12-16 - Semantic Similarity How similar are each sentence pair
Table 4.70: The types of transfer learning tasks in the SentEval Toolkit. [15].
Model STS12 STS13 STS14 STS15 STS16 SICK-R STS-B
Represntation Learning (transfer)
GloVe BoW[15] 52.1 49.6 54.6 56.1 51.4 79.9 64.7
fastText BoW[15] 58.3 57.9 64.9 67.6 64.3 82.0 70.2
SkipThought-LN[29] 30.8 24.8 31.4 31.0 - 85.8 72.1
InferSent[16] 59.2 58.9 69.6 71.3 71.5 88.3 75.6
Char-phrase[15] 66.1 57.2 74.7 76.1 - - -
Our Models
Baseline (SNLI) 63.4 55.3 68.6 70.3 70.0 87.6 77.7
Sentence Level (SNLI) 66.3 49.5 65.4 68.7 68.8 87.2 76.9
Word Level (SNLI) 62.7 57.3 70.0 74.5 73.4 88.7 76.4
Supervised methods trained directly (no transfer)
- 60.0 56.8 71.3 74.8 - 86.8 -
Table 4.71: Transfer learning results from the SentEval Toolkit similarity tasks. Best transfer
results both ours and not ours are in bold. Best overall results are underlined. Directly trained
results are from STS [78], SICK-R [69].
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Model MR CR SUBJ MPQA SST-2 SST-5 TREC MRPC SICK-E
Unsupervised representation training (unordered sentences)
Ungram-TFDIF[16] 73.7 79.2 90.3 82.4 - - 85.0 73.6/81.7 -
ParagraphVec[32] 60.2 66.9 76.3 70.7 - - 59.4 72.9/81.1 -
SDAE[24] 74.6 78 90.8 86.9 - - 78.4 73.7/80.7 -
SIF (GloVE + WR)[6] - - - - 82.2 - - - 84.6
word2vec BOW[16] 77.7 79.8 90.9 88.3 79.7 - 83.6 72.5/81.4 78.7
fastText BOW[16] 78.3 81 92.4 87.8 81.9 - 84.8 73.9/82.0 78.3
GloVe BOW[16] 78.7 78.5 91.6 87.6 79.8 - 83.6 72.1/80.9 78.6
GloVe-PE[16] 78.3 77.4 91.1 87.1 80.6 - 83.3 72.5/81.2 77.9
BiLSTM-Max[16] 77.5 81.3 89.6 88.7 80.7 - 85.8 73.2/81.6 83.4
Unsupervised representation training (ordered sentences)
FastSent[24] 70.8 78.4 88.7 80.6 - - 76.8 72.2/80.3 -
FastSent+AE[24] 71.8 76.7 88.8 81.5 - - 80.4 71.2/79.1 -
SkipThought[29] 76.5 80.1 93.6 87.1 82.0 - 92.2 73.0/82.0 82.3
SkipThought-LN[29] 79.4 83.1 93.7 89.3 82.9 - 88.4 - 79.5
Supervised Representation training
CaptionRep (bow)[16] 61.9 69.3 77.4 70.8 - - 72.2 73.6/81.9 -
DictRep (bow)[16] 76.7 78.7 90.7 87.2 - - 81.0 68.4/76.8 -
NMT En-to-Fr[16] 64.7 70.1 84.9 81.5 - - 82.8 69.1/77.1 -
Paragram-phrase[16] - - - - 79.7 - - - 83.1
InferSent (SST)[16] - 83.7 90.2 89.5 - - 86.0 72.7/80.9 83.1
InferSent (SNLI)[16] 79.9 84.6 92.1 89.8 83.3 - 88.7 75.1/82.3 86.3
InferSent (AllNLI)[16] 81.1 86.3 92.4 90.2 84.6 - 88.2 76.2/83.1 86.3
Representation Learning (transfer)
GloVe LogReg[15] 77.4 78.7 91.2 87.7 80.3 44.7 83.0 72.7/81.0 78.5
GloVe MLP[15] 77.7 79.9 92.2 88.7 82.3 45.4 85.2 73.0/80.9 79
fastText LogReg[15] 78.2 80.2 91.8 88.0 82.3 45.1 83.4 74.4/82.4 78.9
fastText MLP[15] 78.0 81.4 92.9 88.5 84.0 45.1 85.6 74.4/82.3 80.2
Our Models
Baseline (SNLI) 75.9 81.0 90.0 87.5 81.1 43.7 84.2 73.3/81.2 85.3
Sentence Level (SNLI) 75.3 80.2 88.8 87.7 79.3 42.4 79.4 73.9/81.6 85.6
Word Level (SNLI) 78.2 82.9 91.9 88.4 82.1 44.2 90 74.7/82.5 86.0
Supervised methods trained directly (no transfer)
- 83.1 86.3 95.5 93.3 89.5 52.4 96.1 80.4/85.9 86.5
Table 4.72: Transfer learning results from the SentEval Toolkit classification tasks. Best trans-
fer results both ours and not ours are in bold. Best overall results are underlined. Directly
trained results are from MR, CR, SUBJ, MPQA [82], SST-2, SST-5, TREC [84], MRPC [27],
and SICK-E (ours).
cation tasks, but loses out to the best of InferSent and SkipThought. In the similarity tasks, our
best models have some of the best performing results.
Looking only at the results of our own models, we observe that the comparative transfer
learning task results tend to match the comparative downstream task results. This contrasts
with the results in Section 4.5.1 where the sentence level enrichment model did quite well
despite poor downstream task performance. The best performing model, the word enrichment
Chapter 4. Experiments 95
model, performs the best of all our models on all downstream classification tasks, and most
similarity tasks. Interestingly, the results of the SICK-E have the sentence level enrichment
model beat the baseline, and the results of the SICK-R have the baseline beating the sentence
level model by only 0.4. In almost all other tasks the sentence level is worse than the baseline,
as expected.
4.5.3 SentEval Probing Tasks
In this section we evaluate all three SNLI trained models on the SentEval probing tasks [17],
described in Table 4.73, and compare the results. Each task has a training set of 100K examples
and a testing set of 10K examples.
Name Task
SentLen Predicting sentence length
WC Predicting if a word will appear in a sentence
TreeDepth Predicting the depth of the syntactic tree
TopConst Predicting constituent sequences
BShift Predicting if a bigram has been shifted
Tense Predicting the tense of the main verb
SubjNum Predicting the arity of the subject of the main clause
ObjNum Predicting the arity of the object of the main clause
SOMO Predicting if a sentence has had a noun or verb replaced
CoordInv Asking if two coordinated clausal conjoins have been inverted
Table 4.73: The types of probing tasks in the SentEval Toolkit. [17]
Model SentLen WC TreeDepth TopConst BShift Tense SubjNum ObjNum SOMO CoodInv
Baseline (SNLI) 68.5 83.8 30.5 69.1 54.1 85.1 79.4 75.5 51.5 61.3
Sentence (SNLI) 66.9 73.9 29.9 65.8 54.5 83.8 80.2 77.0 51.2 59.7
Word (SNLI) 74.0 93.0 34.2 75.2 57.8 87.7 80.7 79.8 51.0 63.4
Table 4.74: Probing task results on our three SNLI trained models.
Summary
These probing tasks are quite informative and give us an idea of the kinds of implicit features
that are being created in our spaces. We see that the word level model performs the best on
nearly all tasks, creating an embedding that is richer in information. We see that the sentence
level model performs the worst in almost all categories. Sentence embeddings from all archi-
tectures tend to encode the same content as well: sentence length; the word content of the
sentence, that is which words are in the sentence; constituent sequences; the tense of the verbs;
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the arity of the subject; and the arity object. These are things that we would also consider
important for NLI using human reasoning.
Some things that humans might find important, but are not well encoded into these vectors,
are whether two words have been shifted, or if a noun or verb has been replaced by a similar
word. The SOMO task result is likely a result of the construction of the dataset: nouns and
verbs that have a similar frequency with their context words are the ones chosen to be replaced
[17]. This means the vector in the input embedding space will tend to be similar, which means
the network will process it similarly. The lack of good bigram shift results is likely that ex-
amples in which bigram shifting can change the entailment values of pairs of sentences do not
appear in the SNLI dataset.
4.5.4 Transfer Learning Conclusions
First, looking at the performance of the sentence enrichment model compared to the baseline
on the SICK-E transfer task, we see that the sentence model, performing worse on SNLI, per-
forms better in four different experiments. This suggests that the sentence model is learning
NLI, but the enrichment layers after the non-linear pooling layer are causing the model to
poorly fit the SNLI dataset. When introduced to a new NLI task with different biases in the
dataset, the sentence enrichment model then outperforms the baseline which has fit to the bi-
ases of the original data more closely. However, as the sentence enrichment model performs
comparatively poorly on all other tasks, we could hypothesis that it is creating a “task specific
regularization” while training on SNLI. This would also explain the high average word similar-
ity in the sentence enrichment model, with low intra-sentence similarity: the word embeddings
are more NLI specific, not SNLI specific.
Next, looking at the results of the probing task, we see the potential implicit features that
are in our sentence level space. Perhaps surprising is the word content task. As seen in Section
4.3.9, the sentence embeddings in the baseline case have very poor average similarity with
the corresponding word embeddings, and yet, the sentence vector alone accurately predicts the
words it contains 83% of the time. The reason for this is unclear, but it suggests that much
information about the word space can be encoded into the explicit sentence space even if those
spaces disagree about explicit representations.
Regardless, the word enrichment model has an accuracy of 93% reducing over half of the
errors over the baseline. This makes sense with the data seen in Section 4.3.9 as the word
enrichment explicitly makes the sentence vector more like the words it contains. Additionally,
even though our best SNLI model beats InferSent on the SNLI task, we see that we only have
comparable results in the relatedness tasks and the SICK-E tasks, suggesting that InferSent
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learns a much more transferable set of representations with its much larger dimension.
Chapter 5
Discussion, Conclusions, and Future Work
In this chapter we will discuss the experiments and evaluations that have been performed,
restate and try to summarize the conclusions we have found in our analysis, and discuss sug-
gestions for the direction of future work.
5.1 Discussion and Conclusions
The thesis looks to find effective tools to both improve the downstream task results of machine
learning in NLP, and also make the models more explainable and easier to interpret. To this end
we introduce the notion of explicit features, the actual values of an n dimensional embedding,
and implicit features, concepts as features learned by the model and encoded into the embed-
ding spaces. We suggest a hypothetically ideal way in which implicit features directly create
the explicit feature space in Section 3.3, and then create two synthetic datasets that match this
suggested space.
We then introduce the notion of Self-Enriching layers. These layers are feed-forward net-
works that are linear or linear product preserving. Hopefully, they will interact favourably with
our ideal space: both increasing downstream task performance based on the results of Trans-
former architectures [72], giving us a tool to vary a fixed architecture for a more fine grained
analysis, and in the ideal cases, better separating the implicit feature clusters and partitioning
of the implicit features into more distinct explicit features. Additionally, we suggest varying
the way pairs of sentences are combined to provide further results for one fixed model. Finally,
for end-to-end training, we fix on the BiLSTM-max architecture, introduced in Section 2.1.4.
For downstream task performance we find that in the synthetic dataset we consistently get
better results when Self-Enriching layers are used. In the IMDb sentiment analysis task at the
sentence level, we also get consistent improvements. Only at the word level does enrichment
provide consistent improvement on the Natural Language Inference (NLI) tasks, with sentence
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level enrichment providing worse results. This leads us to believe that the IMDb sentence space
and the NLI word spaces are similar to the implicit space of the synthetic datasets, based on
the pattern of improvement provided by the linear enrichment layers. The poor results of NLI
with sentence level enrichment, along with the poor results of BoW models on NLI, lead us
to believe that the sentence level spaces in the NLI case are not as simple as the spaces in the
synthetic datasets or the proposed hypothetical space. It may be the case that there are non-
linear relations between the explicit dimensions, i.e., comparing x1 and x22, or the dimensions
are related through inequalities, i.e., if x1 < x2 and x3 > .5. We just know that the experimental
comparisons show the NLI sentence level spaces are unlike the synthetic dataset spaces.
Transfer learning tasks give us a different look at sentence enrichment in NLI. The sentence
level enrichment on SNLI, performs worse than baseline on SNLI alone, but better on most
transfer tasks onto the SICK dataset. This along with the results reported in the intrinsic space
analysis in Section 4.3.9 lead us to believe that sentence level enrichment creates a word space
that is more specific to NLI in general, while also limiting the bias learned from the SNLI
dataset. The data in Section 4.3.9 also shows that word level enrichment also makes the model
perform better on almost all transfer tasks when compared to the baseline. Thus in terms
of downstream tasks, we have found that enriching layers at the word or sentence level can
improve direct results and transfer results.
For more direct space analysis and comparisons we expand upon the methodology of
K. Ethayarajh [20], use the SentEval probing tasks [17], and examine relative word impor-
tance. We do the similarity tasks on five of the best performing models in category on the
SICK dataset: the best performing baseline with varying sentence combination, the best per-
forming sentence level model, and the best performing word level model. These results show
us both that enriching layers are learning NLI specific word spaces, and we observe a pos-
itive correlation between contextual word embeddings in a sentence being more similar and
downstream task performance.
Most telling of our results is our expanded analysis of the average word similarity with the
actual sentence vector. This metric gives us non-experimental results that suggest both that
the word embedding spaces in NLI are similar to the ideal space, and that enriching layers
and the (|u-v|,u*v) combination do in fact improve the partitioning of implicit features in the
explicit features. This metric also gives us the surprising result that the best baseline model has
the worst average similarity between a sentence and its words. This is surprising as the best
baseline agrees with the best model on word importance, but produces a sentence vector that
obviously doesn’t match the explicit features of its word space.
Combining this analysis with the probing tasks tells us more about these spaces. In the
sentence enrichment case we find that the implicit features learned are much more specific to
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the NLI task than the vectors in the baseline architecture, and translate worse to the human
concept of features. The word embedding case is the opposite. Not only do the vectors align
better in the explicit dimensions, they also adapt better to human concepts we expect to be
important in NLI: word content, verb tense, subject and object arity. Hopefully, this represents
a trend in that enriching layers can be used to learn spaces that can be better explained with
probing tasks.
5.2 Future Work
The thesis has shown that we can gain insight into an architecture’s space using both exper-
imental analysis and comparison of the intrinsic properties of the model’s vector spaces. It
is likely that future work should not focus as much on maximizing general downstream task
performance. Downstream task performance, at its core, seems like a problem separate from
the task of gaining information about the embedding spaces. Additionally, most state of the art
machine learning results seem to focus on model size, with the GPT-3 model being 175 billion
parameters [13]. While examining these spaces is of course of interest, the huge model sizes
of even some of the older BERT [18] models can be cumbersome. Thus, we would not likely
be dealing with the best performing models anyway.
We do need to be mindful that the performance of models that we are testing does not
drop when transformed by our methodology. There is no point to making the space 100%
explainable if, experimentally, it is a completely different space. Also, going forward we can
look at model choice. Many models that aren’t BiLSTM-max have sentence and word output
embedding spaces. These models are compatible with all of our original methodology and may
further enlighten the problem as a whole.
It is also likely that different methods of analysis are necessary, both for variations and
intrinsic analysis. The results that we have only show, comparatively, what the sentence space
for the baseline of NLI is not, and lets us hypothesize about its potential space. Using a larger
variety of synthetic datasets and more specific variations of architecture might give us a better
idea of the actual structure of the sentence level NLI space. One could be more fine grained in
sentence combination: focusing on all the combinations of (u,v), (|u-v|), and (u*v); or adding
new combination such as (|u-v|2). Additionally, one could use more specific transformations
than the general enriching architecture such as random transpositions, rotational matrices, or
learning an enriching architecture using methods besides the downstream task optimization.
Lastly, more metrics to explore the spaces directly would give us a better understanding of
the spaces. Cosine similarity is a good metric to examine the embeddings as vectors, but also
how the embeddings as points are distributed. While it is more computationally expensive,
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examining the average L2 or L1 norm of embeddings gives us a different picture compared to
simply looking at the angle between the vectors. Also, instead of just investigating the average
results, what does the distribution of results look like. Finally, we can run the analysis on a
larger number of models so we have more data points to compare.
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