Primordial non-Gaussianity of local type is known to produce a scale-dependent contribution to the galaxy bias. Several classes of multi-field inflationary models predict non-Gaussian bias which is stochastic, in the sense that dark matter and halos don't trace each other perfectly on large scales. In this work, we forecast the ability of next-generation Large Scale Structure surveys to constrain common types of primordial non-Gaussianity like fNL, gNL and τNL using halo bias, including stochastic contributions. We provide fitting functions for statistical errors on these parameters which can be used for rapid forecasting or survey optimization. A next-generation survey with volume V = 25h −3 Gpc 3 , median redshift z = 0.7 and mean bias bg = 2.5, can achieve σ(fNL) = 6, σ(gNL) = 10 5 and σ(τNL) = 10 3 if no mass information is available. If halo masses are available, we show that optimally weighting the halo field in order to reduce sample variance can achieve σ(fNL) = 1.5, σ(gNL) = 10 4 and σ(τNL) = 100 if halos with mass down to Mmin = 10 11 h −1 M are resolved, outperforming Planck by a factor of 4 on fNL and nearly an order of magnitude on gNL and τNL. Finally, we study the effect of photometric redshift errors and discuss degeneracies between different non-Gaussian parameters, as well as the impact of marginalizing Gaussian bias and shot noise.
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I. INTRODUCTION
The study of the statistical properties of the primordial fluctuations beyond the power spectrum has enormous constraining power on inflationary models. While single field slow roll inflation predicts Gaussian fluctuations [50, 51] , for which all of the information lies in the primordial power spectrum, a wealth of alternative models (in particular multifield models) can produce detectable non-Gaussianity.
At the time of writing the best constraints come from measurements of the Cosmic Microwave Background radiation (CMB) [1, 2] . However these measurements are already close to being cosmic-variance limited since the CMB is produced on a two dimensional surface, and small scales are suppressed by Silk damping (although future measurements of E-mode polarization may improve statistical errors by a factor ≈ √ 2). With the ability of extracting 3D information and smaller scale modes, Large Scale Structure (LSS) has the potential of soon reaching and improving CMB constraints. The simplest forms of primordial local non-Gaussianity have been shown to leave a very distinctive imprint in the halo power spectrum, in the form of a scale-dependent bias proportional to k −2 [23, 24] . This has been recently generalized [5, 6, 41] to arbitrary inflationary models. In some multifield models, non-Gaussian halo bias can be stochastic: the halo and matter fields are not 100% correlated on large scales [6, 36, 40] . This is an important observational signature which can be used to discriminate between models which do and do not predict stochastic bias.
Analysis of existing LSS datasets yield constraints that are comparable to the ones from WMAP [13, 27, 30, 31, 42, [45] [46] [47] , with almost all of them being limited by spurious large-scale power due to systematics (extinction, stellar contamination, imperfect calibration, etc. [25, 26] ). Recently developed techniques such as mode projection and extensions [25, [27] [28] [29] or weights method [30, 31] are very promising ways to reduce the impact of systematics.
The k −2 scaling makes the signal largest on the very largest scales, which are affected by cosmic variance. In [7, 8, 16] , it was observed that cosmic variance may be partially cancelled by splitting the sample in bins of different halo mass, and taking a linear combination of halo fields such that the Gaussian bias terms (b g δ m ) nearly cancel, but non-Gaussian bias terms of the form (b N G δ m /k 2 ) do not cancel. A related idea for reducing statistical errors, proposed in [17, 18] , is to reduce Poisson variance by taking a different linear combination of mass bins (essentially mass weighting) whose Poisson variance is lower than the naive (1/n) expectation due to mass conservation.
Previous work [8-12, 14, 15, 44] has used the Fisher matrix formalism to forecast constraints on primordial nonGaussianity through halo bias. Here we revisit the Fisher matrix calculation and provide analytically motivated fitting functions that are intended to be convenient for rapid forecasting or survey optimization. We study some issues which are observationally relevant like the impact of marginalizing Gaussian bias and shot noise, and the impact of photometric redshift errors. We then extend the multi-tracer method of [8, 11, 14, 48] to include the effects of stochastic bias and to distinguish f N L from g N L , which are completely degenerate when only a single tracer population is available. Finally, we discuss separating the non-Gaussian parameters f N L , g N L , and τ N L , clarifying results in the literature and giving quantitative forecasts.
The paper is organized as follows: In Section II we introduce our notation and formalism, as well as discuss possible consequences of the recent claims of the BICEP2 collaboration about the amplitude of primordial tensor modes. The single-tracer case is treated analytically and numerically in detail in Section III, while in Section IV, we discuss the effect of marginalization and redshift errors on our forecasts. In Section V we show how constraints can be improved by using mass information. The (partial) degeneracy between models is discussed in Section VI, followed by discussion and conclusions in Section VII.
II. DEFINITIONS AND NOTATION
A. Primordial non-Gaussianity and Large Scale Structure
The statistical properties of the primordial potential Φ(k) = (3/5)ζ(k) can be completely characterized by its N -point connected correlation function, which we will denote by ξ
It is customary to define the potential power spectrum
Φ (k, −k) and the dimensionless power spectrum ∆
We shall consider a model with primordial bispectrum and trispectrum parametrized by two parameters f N L and τ N L , which here we will assume to be independent
This can be realized for example in the curvaton model [6, 35, 36] , in which the non-Gaussian gravitational potential Φ is expressed in terms of two uncorrelated Gaussian fields φ and ψ, with power spectra that are proportional to each other
where f N L and Π = P φ (k)/P ψ (k) are free parameters. In this case, we can check that τ N L = (
The matter overdensity δ m (k, z) is related to the primordial potential Φ(k) through the Poisson equation,
Here we have defined α(k, z) by
where D(z) is the linear growth function normalized so that D(z) = 1/(1 + z) in matter domination (so that D(z) ≈ 0.76 at z = 0) and T (k) is the transfer function normalized to 1 at low k. It can be shown that in presence of non-zero f N L or τ N L , the halo matter and halo-halo power spectra acquire a scale dependent bias on large scales [6, 36, 41] :
1 It can be shown on general grounds that they have to satisfy the Suyama-Yamaguchi [33, 34] 
f N L ) 2 . Specific theories of inflation will predict particular relations between f N L and τ N L .
Here, b g is the Eulerian halo bias, and β f is a non-Gaussian bias parameter which can be expressed exactly as a derivative of the tracer density n with respect to the power spectrum amplitude: β f = 2∂ ln n/∂ ln ∆ Φ . Throughout this paper, we will use the alternate expression β f = 2δ c (b g − 1), which is exact in a barrier crossing model with barrier height δ c and is a good (≈ 10% accurate) fit to N -body simulations. We will take δ c = 1.42, as appropriate for the Sheth-Tormen [32] halo mass function. The 1/n eff term enters as a Poisson shot noise term in P hh due to the discrete nature of tracers. The value of n eff is only approximately equal to the number density of tracers n and marginalization over a constant contribution to P hh will be discussed in Section III.
We note that if τ N L > ( Another model that we will study is one that is cubic in the potential:
Here it is easy to show [5, 6, 41, 43] that for low k:
where β g = 3∂ ln n/∂f N L is the derivative of the tracer density with respect to f N L . In this case, the barrier crossing model prediction for β g does not agree well with N -body simulations, and for numerical work we use fitting functions for β g from Section 5.3 of [43] . Currently the best limits on f N L and τ N L are from the Planck satellite [1] , which constrains (local) f N L = 2.7 ± 5.8 and τ N L < 2800 (95% CL). Regarding g N L , an independent analysis of WMAP9 data has found g N L = (−3.3 ± 2.2) × 10 5 [22] , while the Planck Fisher matrix forecast is σ(g N L ) = 6.7 × 10 4 [22] . Throughout the paper we will assume a flat ΛCDM model as our fiducial cosmology with parameters from the Planck (2013) data release: Ω m h 2 = 0.14, Ω Λ = 0.69, h = 0.68, ln(10 10 A s ) = 3.09, τ = 0.09 and n s = 0.96.
B. Fisher Matrix analysis
The Fisher information matrix for a multivariate random variable π which depends on parameters
where the expectation value is taken over random realizations of π for a fixed fiducial set of parameters θ α . We specialize Eq. (12) to the case where π = (δ 1 (k), · · · , δ N (k)) represents all k-modes of a set of Gaussian fields δ i , and the N -by-N covariance matrix C ij (k) = P δiδj (k) depends on the parameters θ α . In this case, we have:
which leads to the Fisher matrix:
and every term is evaluated around the fiducial cosmology (usually
αα (no sum), while the error on θ α fixing all other parameters to their fiducial values is σ α = (F αα ) −1/2 (again no sum). Similarly, the covariances are given by Cov(θ α ,θ β ) = (F −1 ) αβ . For a 3D Large Scale Structure survey with volume V , we replace the mode sum k by:
where k min = 2π/V 1/3 is the fundamental mode and k max will be specified in context. In the single-tracer case where the random variable is the halo overdensity δ h , the fiducial covariance is the 1-by-1 matrix C(k) = b 2 g P mm (k) + 1/n and the derivative terms are (assuming that 1/n eff is approximately independent of the non-gaussian parameters):
Recent advances in sensitivity of CMB polarization experiments have allowed the detection of B-modes at degree angular scale by the BICEP2 collaboration [3] . If the amplitude of the signal is entirely attributed to primordial tensor modes 2 , it would correspond to a tensor-to-scalar ratio r = 0.2
+0.07
−0.05 . In this section, we comment on the implications of a detection of r on local primordial non-Gaussianity.
For simplicity, assume that the inflaton produces Gaussian scalar curvature perturbation ζ inf = (5/3)φ, and that there is a second 'curvaton' field contributing to the scalar perturbations by an amount ζ cur , but that is not driving inflation and is allowed to generate large non-Gaussianity.
If the inflaton and curvaton are uncorrelated, the total scalar perturbation is ∆
. By definition of r this is:
Here ∆ 2 t = 8(H I /2π) 2 is the tensor power spectrum and H I is the Hubble parameter during inflation. The portion produced by the inflaton is
is one of the slow roll parameters. This means that the fraction of the scalar power generated by the inflaton is
Since slow-roll inflation requires 1, or more typically ∼ 0.01, a detection of r ∼ 10 −2 or larger would imply that Q 2 is not 1, i.e. a sizable fraction of the scalar perturbations must be produced by the inflaton (see also [4] ). Detectable non-Gaussianity is still possible in this model, but requires (modest) tuning, since the power spectra of ζ inf and ζ cur must be comparable. A sharper conclusion we can draw is that τ N L cannot be close to its minimal value ( (20) in this model. Rephrasing, if r 10 −2 , an appreciable fraction of the non-Gaussian halo bias must be stochastic.
III. SINGLE TRACER FORECASTS
In this Section, we forecast f N L and τ N L constraints obtained without use of multi-tracer techniques. The survey will be characterized by (V, z, b g , 1/n, k max ), where b g represents the mean (number weighted) bias of the sample. Our model for P hh (k) is the following:
where we have taken the fiducial value of n eff to be n. First of all we note that f N L and τ N L are not (completely) degenerate in P hh , since they generate a different scale dependence, so it's possible to distinguish them even with a single tracer population. We defer further discussion about correlations between parameters to Section VI. From here we can calculate a 4-by-4 Fisher matrix whose rows correspond to the parameters (f N L , τ N L , b g , 1/n eff ), and compute statistical errors on each parameter, with various choices for which other parameters are marginalized.
A. Some definitions
Since the Φ power spectrum is nearly scale invariant, we can write
. For our fiducial cosmology based parameters from the Planck 2013 release, we find A Φ ≈ 1.56×10 −8 , measured at k 0 = 0.05 Mpc −1 . We define k eq , the scale of matter-radiation equality, to be (aH) evaluated at a = Ω r /Ω m . Numerically, k eq ≈ 0.0154h Mpc −1 . We will express our final results in terms of a comoving distance R 0 (z) and comoving tracer number density n 0 (z) defined by:
The length R 0 (z) is equal to the comoving Hubble length 1/(aH), times some z-dependent factors of order unity. A survey with tracer density n is sample variance limited at the Hubble scale if (n/n 0 ) k eq R 0 ≈ 50, and Poisson limited on all scales if (n/n 0 )
1. Numerically, R 0 (z) = 3214 h −1 Mpc and n 0 (z) = 3.87 × 10
B. Factoring the Fisher matrix
Let F αβ denote the 4-by-4 Fisher matrix with parameters (f N L , τ N L , b g , 1/n). In this Section, we will show that F and its inverse can be factored in the form
This simplifies attempts to find a fitting function, since we can fit the two factors separately. Since the inverse Fisher matrix also factors, this simplification also works for bias-marginalized statistical errors. To derive the factorization (23) , write the Fisher matrix as:
Now rewrite the halo-halo power spectrum in the form:
and note that the parameter derivative ∂ α P hh (k, z) can be factored as f α (z)g α (k), where α denotes any of the parameters {f N L , τ N L , b g , 1/n}, and the quantities f, g are defined by:
We plug the above expressions into the Fisher matrix (24) to obtain:
where we have defined
Since F αβ and its inverse only depend on {k min , k max , b 2 g n/n 0 (z)}, we have now derived the factorization (23). It will be convenient to specialize the above factorization to the cases α = β = f N L and α = β = τ N L . If we do not marginalize either b g or 1/n (and set τ N L = 0 when forecasting f N L and vice versa), the statistical errors on f N L and τ N L are given by:
where:
To marginalize over b g and/or 1/n, we would replace matrix elements of F in Eq. (29) by matrix elements of an appropriate inverse Fisher matrix.
C. Sample Variance and Poisson limits; qualitative behavior
As an illustration of the factorization in the previous Section, let's derive approximate expressions for σ(f N L ), σ(τ N L ) in the sample variance dominated limit n/n 0 (z) k eq R 0 (z) and Poisson dominated limit n/n 0 (z) 1, without bias marginalization (and setting n s = 1 for this subsection). First we take limits of Eq. (29), obtaining:
where we have defined the dimensionless number
Plugging into Eq. (29) to get parameter errors, and taking k min = 2π/V 1/3 , we get the following approximate limits:
As we expected, the statistical errors are independent of tracer density n in the sample variance limited case, while they scale as 1/n in the Poisson limit. This behavior becomes very clear in the numerical results shown in Figure 1 .
We also notice the errors often depend on volume in a way which differs from the usual V −1/2 scaling. This happens when the k-integral for the Fisher matrix element diverges at low-k, so that most of the statistical weight comes from the survey scale k min = 2π/V 1/3 . This divergence always occurs for τ N L , so the τ N L constraint is always dominated by the largest-scale modes in the survey (i.e. a few modes). For f N L this depends on the level of Poisson noise; in the sample variance limit the statistical weight is dominated by the largest scale modes, but in the Poisson dominated limit the statistical weight is distributed over a range of scales between k min and k eq .
We also note that in the Poisson dominated case, the last line of (32) can be rewritten:
i.e. σ(τ N L ) only depends on n, V through the total number of tracers (nV ) in the Poisson-dominated case. 
Statistical errors on fNL (bottom) and τNL (middle) and gNL (top) for varying tracer density n, for our fiducial survey with volume V = 25 h −3 Gpc 3 , redshift z = 0.7, tracer bias bg = 2.5 and maximum wavenumber kmax = 0.1 h Mpc −1 . The 'marginalized' case (dashed lines) refers to marginalization over Gaussian bias and a 20% Gaussian prior on 1/n eff around the fiducial value 1/n eff = 1/n. When forecasting each parameter {fNL, τNL, gNL}, the other two parameters are set to zero. Constraining gNL is discussed in Section III E, while degeneracies and their covariance are discussed in Section VI.
The analytic results in this subsection are approximate (we have assumed n s = 1 and T (k) = 1) and shouldn't be used in forecasting. In Figure 1 we show the numerical results and in the next subsection we give fitting functions which work at the few percent level and include the effect of non-trivial n s and T (k).
D. Fitting functions
Motivated by the analytically discussion of the previous Section, here we present fitting functions for σ(f N L ) and σ(τ N L ) as functions of (V, z, b g , n), while fixing all of the parameters of the background cosmology to the Planck 2013 values, as explained in Section II. Moreover, we take k max = 0.1h Mpc −1 throughout. As a first step, we define the quantity
To make our fitting functions self-contained, we note that the linear growth factor D(z) is well fit by [49] :
where Ω m (z) and Ω Λ (z) are defined by
Our fitting functions for σ(f N L ) and σ(τ N L ) will be sums of sample variance and Poisson terms as follows:
Note these are just fitting functions, and we are making no claims about the true variance decomposing into separate contributions. Following the analytic results of Section III C, we fit the individual terms with the functional forms:
where V 0 = 5h −3 Gpc 3 and values of the remaining parameters depend on whether we are marginalizing over bias or not. As in the previous discussion we will consider the two cases: (i) when no marginalization is performed, and (ii) when we marginalize over the gaussian bias b g and assume a 20% Gaussian prior on the shot noise 1/n eff . Best-fit parameter values in these two cases are given by: for f N L : (A S , S , µ S , A P , P , µ P ) = 
This completes the description of our fitting functions for σ(f N L ) and σ(τ N L ). With the above definitions, we find that our fitting functions are accurate to better than 10% for 0.5 ≤ (V / h −3 Gpc 3 ) ≤ 50 and arbitrary (b, n). (Note that k max = 0.1 has been assumed throughout; we will study the effect of varying k max in Section IV A.) From this we read off the following: A sample variance limited survey with comoving volume V = 25h −3 Gpc 3 and b g = 2.5 has statistical errors σ(f N L ) ≈ 6 and σ(τ N L ) ≈ 1000, comparable to Planck. Therefore, the only way to improve statistical errors beyond Planck is to measure a larger volume or to use a multi-tracer analysis, as described later.
E. Forecasts for gNL
As we have briefly mentioned in Section II, the large scale bias in presence of primordial g N L is approximately given by
where β g = 3∂ ln n/∂f N L . In [43] we have found a fitting function for β g :
where: 
and use results from the previous subsection. Numerical results for our fiducial survey are shown in Figure 1 . As we will show in Sections V and VI, multiple tracer populations with different mass (or equivalently Gaussian bias), can allow us to distinguish between f N L and g N L , thanks to the different dependence of the scale dependent correction on the Gaussian bias b g .
IV. GENERAL CONSIDERATIONS WHEN CONSTRAINING fNL FROM LARGE SCALE STRUCTURE A. How much do statistical errors degrade when marginalizing bias and Poisson noise?
When analyzing data from a real survey, the values of b g and n eff must be measured together with the non-Gaussian parameters, and it is important to understand the amount of information lost in doing so. In this Section, we quantify this by forecasting statistical errors on f N L and τ N L when the parameters b g and (1/n eff ) are marginalized, and discuss our results as a function of k max .
We first note that (1/n eff ) is only approximately equal to (1/n), where n is the number density of tracers. In addition to the (1/n) term expected from Poisson statistics, there are several effects which contribute constant power on large scales: non-linear galaxy bias, halo exclusion [21] , tidal tensor bias [19, 20] , and contributions from the HOD. Throughout this section, when we marginalize (1/n eff ), we assign a Gaussian prior around the fiducial value (1/n) with width equal to 20% of the value itself.
In Figure 2 , we compare statistical errors on f N L and τ N L in the cases with no marginalization, or marginalization over b g and with a 20% prior on n eff . It is seen that marginalizing b g can make a large difference in σ(f N L ), e.g. in the sample variance limited case with k max 0.1h Mpc −1 . This is because the non-Gaussian correction to the bias scales as
Hence, the non-Gaussian part of the bias becomes nearly degenerate with the Gaussian bias b g for k k eq . For τ N L , marginalization makes practically no difference and the statistical power increases very slowly going to higher k.
Based on these plots, we note that statistical errors on f N L and τ N L are approximately saturated at k max ∼ 0.1h Mpc −1 , if Gaussian bias is properly marginalized. Therefore we take k max = 0.1h Mpc −1 as our fiducial value in this paper.
B. Redshift Errors and 3D → 2D projection
Most observational constraints on non-Gaussianity reported in the literature have made use of projected angular correlation functions, rather than using redshift information. In this Section we discuss the effect of projecting three-dimensional measurements into one or more radial bins. This will quantify the information lost by 3D → 2D projection, and will also indicate how accurate photometric redshifts must be in order to avoid losing information relative to an ideal 3D survey.
We use a formalism which neglects curved-sky corrections, boundary effects, and redshift evolution, but is selfconsistent given these approximations. Consider a rectangular 3D box with periodic boundary conditions, and treat one of the three dimensions as the 'radial' direction, and the other two dimensions as 'transverse'. Let A ⊥ be the transverse area of the box, and let L be the length of the box in the radial direction. We divide our 3D survey in N bins radial slices and project the 3D halo field onto the closest slice. The case N bins = 1 corresponds to neglecting any redshift information (i.e. a purely 2D survey), while the limit N bins → ∞ corresponds to an ideal 3D survey with perfect redshifts.
Suppose that the halo field in the box is a 3D field δ 3D with power spectrum where the Gaussian bias b g , redshift, and number density n are assumed constant throughout the box. We divide the box into N bins radial bins and project the 3D halo field into N bins two-dimensional fields δ 1 , · · · , δ N bins . We then use the 2D Fisher matrix formalism to forecast the statistical error on σ(f N L ), and study the dependence of σ(f N L ) on N bins . For Fisher forecasting, we will need to compute power spectra P ij (l) of the 2D fields δ i . We will avoid using the Limber approximation since we will be interested in the limit N bins → ∞ in which the Limber approximation becomes arbitrarily bad (note that we are making the flat sky approximation throughout, but the flat sky and Limber approximations are independent). In real space, the 3D → 2D projection is given by
where (x, y) are transverse coordinates, χ is the radial coordinate, and χ i is the central χ-value of the i-th bin. In Fourier space, the 3D → 2D projection is given by:
where (l x , l y ) is a 2D wavevector of modulus l = (l 2 x + l 2 y ) 1/2 and sinc(x) = (sin x)/x. It follows that the N bins -by-N bins matrix of 2D projected power spectra is:
We will compute 2D Fisher matrices to maximum wavenumber l max = 0.1 h Mpc −1 , but take the upper limit of the l χ integral in Eq. (46) large enough that the integral converges. Note that the 2D Fisher matrix is given by
with P = P ij (l) given by Eq. (46) . In Figure 3 we show the dependence of σ(f N L ) on N bins , in both Poisson and sample variance limited cases. We see that completely neglecting redshift information significantly degrades the amount of information available; the statistical error on f N L in a 2D analysis (i.e. N bins = 1) is larger than the 3D case by a factor close to 3. However, binning in redshift bins with with redshift spread ∆z ∼ 0.1 or smaller is sufficient to capture almost all of the 3D information.
We can also comment briefly on the effect of photometric redshift uncertainties. Photometric redshifts from a multiband instrument such as LSST are several times smaller than ∆z ∼ 0.1, and therefore we expect that photometric redshift uncertainties should not significantly degrade statistical errors on f N L . A caveat to this analysis is that a small fraction of catastrophic photometric redshift errors may add large-scale power; this case should be studied separately. (For a different approach to the study of photometric redshift errors and the closely related issue of redshift space distortions, see [12, 15] .) 
V. MULTI-TRACER FORECASTS -OPTIMAL WEIGHTING
In this Section, we will consider multiple tracers with different Gaussian bias and show how to combine them optimally for the best constraining power on primordial non-Gaussianity. Here we will assume that all halos above some minimum mass M min have been detected, and use the halo model prediction (with Sheth-Tormen mass function) for the number density and bias. Thus the parameters of our forecasts will be (V, z, M min ).
Following the formalism of [8] , we can divide the halo overdensity into N 1 mass bins δ h = (δ 1 , . . . , δ N ) T . The number of bins will be determined by the finite mass resolution of the survey. Assuming halos to be locally biased and stochastic tracers of the underlying density field, we can write
where is the residual (Poisson-like) noise field, with zero mean and uncorrelated with the matter density δ. Here b i is the mean (number weighted) Gaussian bias of tracers in bin i:
The halo covariance matrix
where E ij = i j is the error matrix. This has been studied analytically and with N -body simulations in several earlier papers (see for example [8, 18] ). They find that E is approximately scale independent on the range of k considered, and that the dependence on f N L is pretty weak and will be neglected here.
We will use the halo model prediction for E at low k, which has been shown to be a pretty good approximation to N -body simulations [18] :
In the last line, we have taken the limit k → 0 of the halo model predictions. Here we have defined
Note that the two-halo contribution to E ij cancels entirely. The off-diagonal components have a contribution from the one-halo term, while the on-diagonal components are a sum of the usual Poisson-like term 1/n i and onehalo contribution. It is possible to construct an estimator that weighs each halo bin optimally, which is going to be a compromise between reduction of Poisson shot noise (which would correspond to pure mass weighing) and cancellation of cosmic variance. As shown in [7] , the Fisher Matrix formalism already includes these effects.
In Figure 4 , we show forecasted statistical errors σ(f N L ), σ(τ N L ) and σ(g N L ) from optimal weighting, for varying minimum halo mass M min . For high M min we are in the Poisson limited regime and the constraints from halo bias are not competitive with those from Planck. As M min decreases, the statistical errors decrease rapidly, then plateau near M min ∼ 5 × 10 13 h −1 M , then decrease more slowly. This "sample variance plateau" region can be interpreted as the range of M min where the tracer density is high enough to be sample variance limited, but not high enough that sample variance cancellation is effective. The sample variance plateau is important when thinking about survey optimization. Once a survey is deep enough to reach the sample variance plateau, further improvements in survey depth do not significantly improve constraints on primordial non-Gaussianity, unless the improvement is large enough ( 3 magnitudes) to go past the plateau. Pushing to lower M min 4 × 10 12 h −1 M , cancellation of sample variance becomes effective with a moderate effect on f N L or g N L , and a much larger one on τ N L , since for the latter case, most of the signal-to-noise comes from the very largest scales, which are the ones that are most affected by cosmic variance.
From Figure 4 , we see that a future generation with V = 25 h 
. We can quantify this by using the Fisher matrix formalism to compute the correlation coefficient
3 We find that our forecasts for σ(
in this section are nearly unchanged if we use the Poisson approximation E ij ≈ δ ij /n i to Eq. (51), except for a ∼ 10% increase in the errors on the sample variance plateau. 4 This assumption is not strictly consistent for the case of f N L , since τ N L must satisfy the inequality τ N L ≥ ( 6 5 f N L ) 2 on general grounds. However, we find that σ(τ N L )
σ(f N L ) 2 for all forecasts considered in this paper, which implies that assuming τ N L = 0 when forecasting σ(f N L ) is a good approximation to assuming the 'minimal' value τ N L = ( where the minus sign appears because the covariance matrix is the inverse of the Fisher matrix.
An analytic calculation along the lines of Section III C suggests that there should always be a moderate negative correlation between f N L and τ N L in the single-tracer case. Figure 5 shows the numerical results for our fiducial survey. Note that having to marginalize over b g and 1/n eff makes f N L and τ N L more degenerate and harder to distinguish.
B. Multiple tracer
The multi-tracer case is more interesting since f N L and g N L are no longer degenerate due to the different dependence of β f and β g on halo mass (or equivalently on Gaussian bias). Following Section V, we assume perfect measurements of all halos above some minimum mass M min , and use the Fisher matrix formalism to compute the correlation coefficients
. Numerical results are shown in Figure 6 .
Let's consider the f N L − τ N L case first. In the region with high M min the tracer density is low and we are deeply in the Poisson dominated regime, with correlation coefficient close to −0.5, in agreement with Figure 5 . Decreasing M min allows more tracers to be included and the correlation becomes more negative, as expected from the previous discussion. As soon as M min reaches the sample variance plateau, f N L and τ N L start to decorrelate, reaching nearly zero correlation at M min ∼ 10 10 h −1 M . Joint constraints on f N L , τ N L were also studied in [11] , who found poor prospects for distinguishing the two, and generally weak constraints on τ N L , if the stochastic bias from τ N L is not included. We therefore conclude that stochastic bias is a very powerful observational probe of τ N L .
In the f N L − g N L case, the two are completely degenerate in the Poisson limit of high M min and are therefore observationally indistinguishable using halo bias. Close to the sample variance plateau they decorrelate partially, to become highly negatively correlated again in the region of sample variance cancellation. We conclude that f N L , g N L are not perfectly degenerate in a multi-tracer analysis, but are always significantly correlated (see also [10] for a detailed discussion of the degeneracy between f N L and g N L ). 
VII. DISCUSSION AND CONCLUSIONS
A detection of primordial non-Gaussianity would have very profound consequences for our understanding of the early Universe. Non-Gaussianity of the local type has been shown to leave an imprint on the large scale distribution of halos and galaxies in the form of a scale-dependent correction to the bias. Looking for this effect is one of the most promising ways to improve on the already tight bounds obtained by the Planck satellite.
In this work we have consider the effects of the scale-dependent bias on the power spectrum of halos and obtained forecasts applicable to upcoming Large Scale Structure surveys. Below we summarize our conclusions:
• If no mass information or other proxy for the bias of individual objects is available, a 'single tracer' analysis is used. A survey volume V = 25h −3 Gpc 3 , median redshift z = 0.7 and mean bias b g = 2.5, can achieve σ(f N L ) = 6, σ(g N L ) = 10 5 and σ(τ N L ) = 10 3 , if enough objects are resolved that the survey is sample variance limited.
• • When constraining primordial non-Gaussianity from large-scale structure, it is always important to marginalize over Gaussian bias b g (and to a lesser extent, Poisson noise 1/n eff ) In particular, if b g is not marginalized in the sample variance dominated case, small increases in k max can appear to produce a large improvement on statistical errors. This is not the case when proper bias marginalization is performed, since in this regime and for k 10 −1 h Mpc −1 , Gaussian bias and non-Gaussian corrections become nearly degenerate.
• Neglecting redshift information in large-scale structure degrades statistical errors on primordial non-Gaussianity by a factor close to 3. However, redshift uncertainties of order ∆z ≈ 0.1 increase the errors by ≈ 1.4 compared to the knowing the redshifts perfectly. Therefore a next generation photometric survey will be able to extract most of the information.
• A single-tracer sample variance limited survey with V = 25h −3 Gpc 3 has a statistical power comparable to Planck. Improvement over CMB experiments would require either a larger volume or the use of multi-tracer techniques. If the mass or bias of individual objects is known, it is possible to combine different populations optimally in order to partially cancel sample variance and decrease the error. This mechanism becomes effective when resolving halos with M min • f N L and τ N L can be distinguished even with a single tracer, due to the different scale dependence of the bias on large scales (k −2 vs k −4 ), but there is a significant correlation in the single tracer case. They can be decorrelated by using a multi-tracer analysis and pushing to M min 10 13 h −1 M . f N L and g N L are indistinguishable in the single-tracer case since the clustering signature produced by f N L = 0 is identical to the that produced by g N L = (β f /β g )f N L . The multi-tracer case can make use of the fact that the non-Gaussian bias depends on the Gaussian bias in different ways to distinguish the two. However, the correlation coefficient is always close to −1.
• Finally we briefly comment on survey optimization for primordial non-Gaussianity. For most cases of practical interest the 'sample variance plateau' makes it very hard to reach the regime in which sample variance cancellation becomes effective. So the most effective way of reducing the statistical errors is to increase the survey area (and hence the total volume), unless already resolving halos with masses at the lower end of the plateau (M min ∼ 10 13 h −1 M with our fiducial volume), in which case a deeper survey will also correspond to a significant improvement of statistical power.
