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Abstract
The traditional technique for the dynamic modelling of helicopters and their
systems involves the collection of flight data and aircraft specifications from
which physics-based theoretical equations are generated and validated. It is a
time consuming process that requires the availability of a significant amount
of data. The data required is often proprietary or commercial in confidence.
The suggestion of a black box approach using machine learning techniques
may provide the answer for a more simplistic method of simulation. This
would only require data that is readily available to the owner of the helicopter
platform. The application of Support Vector Machines (SVMs) as a machine
learning technique for helicopter simulation is chosen for this investigation.
A high fidelity model of a SH-2G(A) Super Seasprite helicopter is initially
developed and validated in the FLIGHTLAB simulation environment. This
includes a new servo flap component designed using Chopra and Shen’s quasi-
steady adaption of the Theodorsen model. This flight model provides a basis
of noise free flight data from which a number of SVM models are produced
to simulate the longitudinal pitch dynamics of a helicopter in hover. Subse-
quently, the best performing SVM configuration is trained using real flight
data and compared to the simulation results.
The SVM results show significant promise in the ability to represent aspects
of a helicopter’s dynamics at a high fidelity, provided that the following is
established. Firstly, it is important to provide the machine with knowl-
edge of past inputs that encompass the delay characteristics of the helicopter
dynamic system. Secondly, the relationship, rather than the mechanics, be-
tween the significant variables that represent the dynamic system must be
well understood.
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Chapter 1
Introduction
The basis of the following research has stemmed from the growing levels of
complexity required from simulators to represent the rotary wing platforms
in use by the Australian Defence Force (ADF). The ADF is in the unique po-
sition of currently acquiring and transitioning into service multiple helicopter
platforms including Kaman’s SH-2G(A) Super Seasprite1, Eurocopter’s ARH
Tiger, and NHIndustries’ MRH 90, all of which will need simulation sup-
port. Some of this support is provided by the Australian Defence Science
& Technology Organisation (DSTO). DSTO uses flight dynamic simulators
to perform Human Machine Interface (HMI) studies, and to assist in acci-
dent investigation. A primary example is that of the 2006 ADF Black Hawk
accident in Fiji 2006 [1, 2, 3].
At present, the traditional technique for the dynamic modelling of helicopters
and their systems involves the collection of flight data and aircraft specifi-
cations from which physics-based theoretical equations are generated and
validated. It is a time consuming process that requires the availability of a
significant amount of data. The data required is often proprietary or com-
mercial in confidence, which can result in less than optimal simulations.
The suggestion of a black box approach using machine learning techniques
may provide the answer for a more simplistic method of simulation. Specif-
1The SH-2G(A) Super Seasprite acquisition has since been cancelled.
1
ically, that for a given set of inputs one can generate an expected set of
outputs without explicitly knowing the relationship between input and out-
put. This would only require data that is readily available to the owner of
the helicopter platform.
The application of Support Vector Machines (SVM) as a machine learning
technique for helicopter simulation is chosen for this investigation. SVMs
arise from the area of statistical learning theory [4] and were originally pro-
posed by V.N. Vapnik [5] in the early 1990s for the application of pattern
classification. Since his significant original work, SVMs have been utilised
for a number of applications and undergone various transformations. Still
primarily used in the domain of classification, of particular interest are their
use in regression applications.
The aim of this research is to determine whether Support Vector Regression,
as means of a machine learning language, can represent to a sufficient fi-
delity the dynamics of a helicopter for Human In the Loop (HIL) simulation
and accident investigation. To realise this aim, the following objectives are
defined:
1. To design and develop a helicopter flight dynamic model using tradi-
tional modelling techniques. This model will provide a base of compar-
ison and unlimited training data for subsequent machine learning.
2. To define a SVM network configuration capable of representing a heli-
copter response to a control input. This SVM will be trained, tested,
and compared with the original flight dynamic model. Subsequently,
the SVM will be verified using real flight data.
Using data available to the ADF, the scope of this research is limited to
the modelling of the Australian specification SH-2G(A) Super Seasprite heli-
copter with its unique servo-flap control system. Both traditional and SVM
models are produced and compared, where the SVM model is limited to the
hover based representation of longitudinal pitch dynamics.
The following dissertation is split into two main parts following the defined
objectives, each incorporating background, design and result chapters:
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• Part I - A high fidelity Super Seasprite helicopter model. The Super
Seasprite and helicopter modelling techniques are introduced in Chap-
ter 2. With the use of the FLIGHTLAB2 simulation environment, a
high fidelity SH-2G(A) Super Seasprite helicopter is designed and mod-
eled in Chapter 3. Special consideration is given here to a new servo
flap model designed for use in FLIGHTLAB. Finally, Chapter 4 dis-
cusses the tuning process and results of the validation against real flight
data.
• Part II - A support vector representation of the Super Seasprite heli-
copter. The background and use of SVMs as a machine learning tech-
nique is presented in Chapter 5. Chapter 6 presents the development
and definition of an SVM network configuration for the modelling of
helicopter pitch dynamics. Chapter 7 assesses the qualities of this con-
figuration by training an SVM using the FLIGHTLAB model as a basis
of unlimited noise free flight data. An additional SVM model is then
created using the optimal configuration to train with real SH-2G(A)
flight data. In conclusion, a comparison is made between all the mod-
els.
Part III completes the investigation with a discussion in Chapter 8 for the
implications of the results presented. Finally, the dissertation is concluded in
Chapter 9 with a recap of the major findings and conclusions. The appendices
include detailed parameter lists for the servo flap model as well as additional
validation.
2FLIGHTLAB is a registered trademark of Advanced Rotorcraft Technology, Inc.
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Part I
A High Fidelity Super Seasprite
Helicopter Model
4
Chapter 2
Background - Simulation and the
Super Seasprite
2.1 Introduction
The SH-2G(A) Super Seasprite is a twin engined, multi-role ship based heli-
copter specifically configured for the Royal Australian Navy (RAN). It is a
unique helicopter in that it uses the servo flap method of main rotor control.
The Super Seasprite is chosen for this flight dynamic simulation task for two
reasons.
Firstly, at the commencement of this project, the Super Seasprite was transi-
tioning into RAN service. Any new platform within the ADF needs support
in terms of modelling and simulation for HMI studies and assistance in ac-
cident investigations. The author is currently employed by the DSTO which
provides such assistance to the ADF.
Secondly, the Super Seasprite uses the unconventional servo flap method of
main rotor control which provides an interesting challenge for flight dynamic
modelling. FLIGHTLAB is the current helicopter modelling environment
used by DSTO, however it does not currently provide the capability to model
servo flaps as a control technique.
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The following chapter will provide an overview of the SH-2G(A) Super Sea-
sprite and its servo flap control system. A brief description of modern
helicopter flight modelling techniques is given with an introduction to the
FLIGHTLAB environment. Finally, the issue and methods of flight model
validation are discussed.
2.2 The SH-2G(A) Super Seasprite
The SH-2 Seasprite originally began service as a single engine aircraft with
the United States Navy in the early 1960s. Designed and built by the Kaman
Aerospace Corporation, the Seasprite was designed as a ship based multi-
role helicopter. Since its introduction the Seasprite has seen many airframe
upgrades over its lifetime, including the addition of an additional engine,
systems, and external stores.
The RAN was to acquire the medium weight twin-engined SH-2G(A) con-
figuration, also known as the Kaman Super Seasprite Helicopter (shown in
Figure 2.1). This version includes upgrades to the avionic systems and en-
gines, as well as a new digital Automatic Flight Control System (AFCS) and
new Composite Main Rotor Blades (CMRB) that replace the existing ana-
logue AFCS and metal 101 rotors used by the US Navy SH-2G [6, 7]. This
version was specifically developed to allow a two man crew, rather than the
original three, to operate and co-ordinate onboard sensors and weapon sys-
tems. Original planned roles for the aircraft included surface and undersea
warfare; visit, board, search and seizure operations; naval gunfire support;
utility operations; and conversion training.
The SH-2 series of helicopters employs a servo flap control system. Kaman is
the only manufacturer using servo flaps on its complete range of helicopters,
including the intermeshing counter rotating blades of the K-MAX helicopter
[9].
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Figure 2.1: The Royal Australian Navy SH-2G(A) Super Seasprite helicopter
[8].
2.2.1 The Servo Flap System
The Super Seasprite uses the servo flap method of main rotor control. The
servo flap is a small secondary airfoil placed at a short distance aft of the
blade trailing edge (see Figure 2.2). The servo flap is a variation of what
is commonly known as a trailing edge flap. The trailing edge flap class also
includes the plain flap, which is integrated into the blade like an aileron on
a wing.
Trailing edge flaps are used on rotary wing vehicles to achieve control over
main blade cyclic pitch variation. They produce a positive or negative pitch-
ing moment around the blade, dependent on their deflection. The blade pitch
variation caused by the pitching moment is the same function achieved by
a swashplate, thus helicopters using trailing edge flaps do not make use of
conventional swashplate systems.
Due to their location and interaction with blade aerodynamics, trailing edge
flaps provide lower vibration [10], and lower actuation control loads [11] com-
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pared to a traditional swashplate and feathering rotor system. The main
drawback of current servo flap components is that they are aerodynamically
dirty. This is a result of the servo mechanisms placed in the blade airflow,
and is addressed by the use of modern plain flaps.
Figure 2.2: The Super Seasprite Composite Main Rotor Blade (CMRB).
The servo flap requires the blade system to be torsionally weak in order
to produce the desired pitch needed for flight. This can be achieved by two
means, the first of which is to employ a torsionally soft blade. The alternative
is to implement a relatively rigid blade, which at the root is restrained about
its pitch bearings by a very soft torsional spring.
In the case of torsion springs, the angle of the blade at which the root spring
produces no moment force is called the index angle. Blade pitch index angle
is important in defining the range of deflection required by the servo flaps
at various points during flight [12]. In a hover, the indexing of the Super
Seasprite CMRB is such that the servo flap needs to produce an upward load
(nose down pitching moment) to maintain the correct blade pitch. Compared
to the older Super Seasprite metal 101 blade, which at hover needs a down-
ward load (nose up pitching moment) to achieve correct main blade pitch,
the CMRB is more efficient in hover.
The control angle input to the servo flap, δ, as a function of blade rotary
position, ψ, is given by
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δ(ψ) = δ0 − δb1ssinψ − δa1scosψ (2.1)
where the collective deflection, δ0, and cyclic deflections, δb1s and δa1s are
provided by the control system.
The final blade pitch on a servo flap rotor consists of the blade index angle,
θindex, and the elastic pitch induced by the servo flap control angle inputs,
θroot(ψ), as given by
θ(ψ) = θindex + θroot(ψ) (2.2)
2.2.2 Servo Flap Modelling Software
Current helicopter servo flap modelling and investigations are mostly based
in either the UMARC or CAMRAD simulation environments.
The University of Maryland Advanced Rotorcraft Code (UMARC) uses the
Hariharan-Leishman model [13] updated by Shen & Chopra [14] for its trailing-
edge flap studies [15].
The Comprehensive Analytical Model of Rotorcraft Aerodynamics and Dy-
namics (CAMRAD) software is also widely used in the area of rotorcraft anal-
ysis and simulation [16]. Straub, Hassan and Charles modified the Johnson
Aeronautics version, CAMRAD/JA, to account for aerodynamics of blade
sections with a trailing edge flap. These flaps were modelled using either
the approximation of potential flow thin airfoil theory or a 2D airfoil section
look-up table.
The current version of CAMRAD, CAMRADII, models the fully coupled
blade/flap aerodynamics and dynamics. The steady flap aerodynamics are
modelled using 2D airfoil look-up tables. Incompressible unsteady loads are
modelled using a modified classical 2D airfoil/flap theory. Studies have shown
that CAMRADII is more accurate than CAMRAD/JA, but the latter still
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produces good results [14]. It is noted that unsteady aerodynamics are more
representative over the transient flow, whereas steady aerodynamics are easier
to model and simulate.
There is very little published work relating to flight dynamic modelling of
the Seasprite. Seasprite flight modelling has been completed by Kaman,
who developed uncoupled SH-2F analytical models of limited fidelity [6, 7].
Kaman has also produced two comprehensive, non-linear models (labelled as
STI and NASA models) of the SH-2F in support of the US Navy.
Previous SH-2G(A) models include the identification of an open loop aircraft
plant model using Comprehensive Identification from Frequency Responses
(CIFER) [6]. Model identification was performed at 3 speeds (hover, 60
knots, and 100 knots) with interpolation used in the closed loop model for
other airspeeds. This was developed for use in the Kaman AFCS develop-
ment task. No models of the SH-2G(A) developed for the FLIGHTLAB
environment have been identified in available literature.
2.3 Modelling Helicopter Flight Dynamics
To provide a complete mathematical simulation of a helicopter’s flight dy-
namics, one needs to represent the aerodynamic, structural and internal dy-
namic effects that once combined, are influenced by the pilot controls and by
external atmospheric disturbances [17]. Helicopter behaviour is dominated
by the main and tail rotors, but limited by local effects that grow in influence
at the limits of the flight envelope. These include, but are not limited to,
blade stall, power limits, and control limits.
The helicopter is typically modelled by the combination of a large number
of subsystem models. The equations governing the behaviour of these sys-
tems are all developed from physical laws. These commonly take the form of
non-linear differential equations. Other forms of modelling techniques are ob-
served that can be used for certain subsystems or even the helicopter system
as a whole, such as:
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• Look-up Tables: These are simply tables of data that are either inter-
polated or extrapolated to provide an output based on a set of inputs.
Look-up tables can have multiple dimensions and are most popular for
the provision of aerodynamic data.
• Parameter estimation: This is a model reduction method in which
measured aircraft responses are essentially inverted to extract a subset
of the system model. These methods are applied either in the time or
frequency domains.
• Machine-learning: Also referred to as black box modelling, it can be ap-
plied where the internal dynamics of the system are unknown. Through
knowledge of the related variables, a machine can be taught to represent
certain outputs when a defined set of inputs is given. Neural networks
have been the primary method for machine learning to date, yet the
advent of Support Vector Machines shows much promise and these are
the prime interest of this investigation.
Padfield [17] has published a concise introduction and derivation for the sim-
ulation and dynamics of helicopter flight. He describes the three fundamental
solutions of flight dynamics: trim, stability and response. The solutions to
these are traditionally solved in the following way:
Trim. The zero of a nonlinear function, f(xe,ue) = 0, such that the
controls, ue, define a state of equilibrium, xe. It is noted that the
number of states prescribed in the trim routine is limited to the
number of controls used.
Stability. The stability of a system is traditionally solved with a linearised
state of the flight model about a defined trimmed flight condition.
The stability is then determined by solving the eigenvalue, λ,
problem det
[
λI − (∂f
∂x
)
xe
]
= 0.
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Response. This is represented by the solution of the integral of a forcing
function, x(t) = x(0)+
∫ t
0
f(x(τ),u(τ), τ)dτ . This is highly likely
to be a complex non-linear system such that an analytical solution
is not easily available, therefore it is solved numerically.
2.3.1 Introduction to FLIGHTLAB
FLIGHTLAB is the current helicopter modelling environment used by DSTO.
This is a commercial tool developed by Advanced Rotorcraft Technology Inc.
(ART), for rotorcraft modelling and analysis.
FLIGHTLAB is based on the Scope environment. This is an interpretive
language that uses MATLAB [18] syntax together with new language con-
structs for building and solving non-linear dynamic models. FLIGHTLAB
provides a large range of aerospace and dynamics related components, which
are used to develop flight models using object oriented design.
FLIGHTLAB uses multi-body dynamics to simulate real-time models. Generic
modelling components are assigned specific values and parameters defining
the aircraft. Each component is a self-contained dynamic entity that is in-
terconnected to all other components through a child and parent structure.
Solution components then take care of the kinematic and force interactions
throughout the model. Figure 2.3 describes the overall interactions typical
in a FLIGHTLAB model [19].
FLIGHTLAB users can develop these highly complex, non-linear vehicle sys-
tems using predefined sets of library components accessed through an X-
Windows based Graphical User Interface (GUI). The three main GUIs used
here are FLIGHTLAB Model Editor (FLME), Control System Graphical
Editor (CSGE) and Xanalysis.
FLME is a subsystem model editor and its objective is to allow the user to
construct models from higher-level primitives such as airframes and rotors.
The user can select and configure the subsystem of interest by inputting data
in a hierarchical structure, and choosing the level of sophistication from a
range of fidelity options.
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Figure 2.3: FLIGHTLAB model architecture.
CSGE is a component level editor that can provide schematic representation
of the desired control system model. For example, the control system of
the helicopter may be modelled by selecting various predefined components
and connections to produce a similar look to the actual control system block
diagrams.
Script files in FLIGHTLAB’s Scope language can then be generated and
linked within FLME to produce a complete helicopter model. This heli-
copter model, also generated using the Scope language syntax, can be loaded
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for analysis using Xanalysis which is a GUI interface for the Scope environ-
ment. Figure 2.4 summarises how a typical helicopter model can be built
and analysed using the various GUIs provided.
FLIGHTLAB does not currently provide the capability to model servo flaps
as a control technique, and there have been no identified models of the SH-
2G(A) developed for this environment. Therefore a new servo flap component
with appropriate scripts will be created.
Figure 2.4: FLIGHTLAB process for building a typical helicopter model
using GUIs.
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2.4 Flight Model Validation
The amount and type of validation that a simulation model undertakes de-
pends largely on the fidelity it is trying to achieve. Two kinds of fidelity are
defined [17]; functional fidelity and physical fidelity.
Functional fidelity refers to how well the whole system achieves its original
functional goals. For example, does it allow the pilot to perform certain
mission tasks in a simulator? Can it be used for flight path reconstruction
in accident investigations?
In contrast, physical fidelity refers to how accurately each sub system is able
to represent the underlying physics. Is the flow interaction between the main
and tail rotors represented?
For HIL simulation, the fidelity leans more towards a functional fidelity rather
than a physical one. Hence, the desired simulation needs to correctly rep-
resent the loads that cause displacement in the aircraft’s path, i.e the high
amplitude and low vibration region of the dynamic system. This area pri-
marily includes the zeroth and first harmonic motions and loads of the rotor
system. Generally, higher harmonics transmit "zero" mean vibration to the
dynamic system and are more important in the domain of vibration and
fatigue analysis, rather than flight path simulation and handling qualities.
The definition of an acceptable functional fidelity for HIL simulation is very
much a qualitative assessment; one that is a field of research outside the scope
of this thesis. Here it shall simply be defined as an appropriate representation
of frequency and response throughout the flight envelope. This includes
hover, forward flight, climb, descent, and level turns.
With an understanding of the fidelity one would like to achieve, the validation
method must be chosen accordingly. Validation can be viewed in two forms:
qualitative validation, and quantitative validation.
Qualitative validation of a piloted simulation is a difficult and inconclusive
process. Simulation technologies such as wide fields of view, motion plat-
forms, and vibration techniques all provide false cues in one form or another.
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False cues occur when there is a mismatch of expected responses by the pi-
lot, such as perceived motions not quite matching the visual cues. False cues
aren’t necessarily from the provision of false information, but also from the
lack of information.
The difficulty of false cues highlights the importance of good quantitative and
objective measures, as one cannot rely solely on qualitative and subjective
methods. This is observed in the current methods of assessment for the
flying and handling qualities of physical helicopters, such as the ADS-33
standard [20]. ADS-33 defines the response types required to achieve a certain
Cooper-Harper rating [21] under different task elements with varying usable
cue environments. Here, the Cooper-Harper scale represents a definition of
multiple levels that describe how well an aircraft performs based on a set
of defined parameters. Test pilots use this standard to objectively measure
what can be seen as a qualitative process.
The ADS-33 standard can be applied to flight simulations as a comparison
with real aircraft [22]. ADS-33 will not be used in this investigation, in-
stead the author will limit the scope to purely quantitative validation. The
three fundamental solutions of flight dynamics provide three distinct areas
for quantitative validation. Using trim, control positions provide comparison
with various states of steady flight. Stability provides areas of comparison
using root loci and stability derivatives, while response provides comparison
between short term input response, and frequency analysis.
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2.5 Summary
The Australian specification SH-2G(A) Super Seasprite helicopter and its
servo flap control system has been introduced and described in this chapter.
A number of Seasprite flight models are identified, but none is available in the
FLIGHTLAB framework. As the software platform of choice for the mod-
elling and simulation of helicopters at DSTO, FLIGHTLAB is introduced.
It is a component based modelling tool that does not currently implement
servo-flap controlled rotors. Finally, the importance of modelling fidelity as
a driver for the type of validation is discussed.
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Chapter 3
Research Design - FLIGHTLAB
SH-2G(A) Super Seasprite Model
3.1 Introduction
The object of the following flight model development is twofold. Firstly it
will provide DSTO with greater capability through a high fidelity simulation
model of the Super Seasprite and its servo flap control system. Secondly it
will provide the ideal basis for training a Support Vector Machine in heli-
copter flight modelling.
Fortunately, physical data for the Seasprite helicopter existed in both pub-
lished data and ADF sources. This is not the case for newly acquired aircraft
such as the ARH tiger and MRH 90. For such aircraft, detailed high fidelity
models may take many years to achieve a usable simulation at the fidelity
required for HIL simulation and accident investigation.
The SH-2G(A) flight model is designed using the tools provided by the
FLIGHTLAB development environment. This is a relatively simple pro-
cess, provided all the data needed is available. The user simply decides on
the appropriate level of modelling fidelity through the choice of subsystem
components, for example whether the blade should be rigid or flexible.
18
The significant challenge in this Seasprite implementation is the development
of a servo flap component. The FLIGHTLAB framework does not implement
servo flap control, therefore one must be created. There is also a significant
lack of aerodynamic data for the Super Seasprite airframe, hence tuning
techniques and assumptions are based on the availability of flight test data.
The following chapter defines the SH-2G(A) flight model design, with par-
ticular interest in the servo flap implementation. Finally, the control system
design is presented and described.
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3.2 Design of the SH-2G(A) Model
A full six Degree of Freedom (DoF) model is created within the FLIGHTLAB
development environment.
The main rotor model is built up through a number of steps. Firstly a Disk
Rotor Model is created, modelling a reasonably simple rotor system. This is
then extended into a fully articulated blade element model. A rigid blade is
assumed for simplicity. Rotor aerodynamics are approximated using a linear
unsteady airload model based on thin aerofoil theory, and a Peters/He six
state induced flow model. Finally, a fully articulated blade element model
with a Servo Flap model is created.
The tail rotor is modelled as a Bailey rotor. The fuselage is represented
as a full non-linear six rigid body degrees of freedom model. The tail plane
and vertical aerodynamic surfaces are modelled using uniform look-up tables.
Finally, the turboshaft engine uses a quasi-steady thermodynamics model.
The physical data used is that received and collated from public and defence
sources [32], however there remained insufficient aerodynamic information
for the main and tail rotors, and other lifting surfaces. As a result, data
from similar aircraft is used where Seasprite data is not available. Emphasis
is always placed on determining the correct position and direction of forces
on the aircraft. This includes the physical properties of mass, inertia, and
the placement of rotors and lifting surfaces.
This design overview is based on version 5.4 of the SH-2G(A) servo-flap based
FLIGHTLAB model.
3.2.1 Dimensions
The main dimensions of the SH-2G(A) are described in Figure 3.1. These
are obtained from multiple sources [6, 32, 63].
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Figure 3.1: Aircraft Dimensions.
3.2.2 Main Rotor
The main rotor is composed of four blades, four blade retention assemblies
and a rotor hub. The rotor hub is bolted to the transmission rotor shaft.
The main rotor is modelled as a fully articulated blade element system that
rotates in a counter-clockwise direction when viewed from above. Rotor
aerodynamics are approximated using a linear unsteady airload model based
on thin aerofoil theory. A Peters-He [24] six state induced flow model is used.
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Blade articulation is controlled using a servo flap model.
Primary rotor specifications are based on SH-2G(A) documentation and re-
ports [6, 9, 11]. Unfortunately, the lead-lag and flap hinge parameters for the
rotor system are not provided. Using knowledge of the frequencies for the
significant rotor modes, the selection for the parameters are obtained using
a similar method as described in [25].
The non-dimensional flap hinge and lag hinge offset ratios are given by:
eβ = eζ =
e
R
(3.1)
The spring constants, Kβ and Kζ are determined by solving the expression
for the first flap and first lag frequency ratio of the flap motion:
λ2β = 1 +
eβ
Iβ
Mβ +
Kβ
IβΩ2
(3.2)
λ2ζ =
eζ
Iζ
Mζ +
Kζ
IζΩ2
(3.3)
A linear lag damper model is chosen due to the lack of relevant data for
this rotor system. The method of selection for the damping term follows
the gross approximation provided by [25], in that frequency dependence is
negated. The non-dimensional damping coefficient is defined in Equation 3.4,
where the term K ′′d2/ω is the equivalent viscous damping from the damper
at frequency ω.
Ceq =
K ′′d2
ωIζΩ
(3.4)
Using a damping coefficient, Ceq, of 0.075, the damping term is obtained:
Cζ =
K ′′d2
ω
= 0.075 · IζΩ (3.5)
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3.2.3 Tail Rotor
The tail rotor is modelled using the Bailey method [26] which only considers
rotor coning as a control. The method determines thrust and torque by
integrating the airloads over the rotor blade span and averaging them over the
azimuth. Dimensions are aircraft accurate, although aerodynamic properties
were not available. The blade twist and rotor speed are adjusted to provide
appropriate directional control power for the control system. The tail rotor
nominal speed is approximated based on the ratio between the main and
tail rotor radius and comparison to other aircraft. This value of rotor speed
provides adequate control response for the flight model when compared to
steady-state flight data.
3.2.4 Fuselage
The airframe is modelled as a rigid fuselage.
Weight and balance are based on a total 13,438 lbm aircraft with Centre
of Gravity (CG) located at 170.7 inches aft and -1.0 inch starboard with
reference to SH-2G(A) waterline and aircraft stations [23]. The model is a
total force, large angle representation in six rigid body degrees of freedom.
Fuselage airloads are modelled using a non-linear airload look-up table with
forces acting through the fuselage CG. Due to lack of aerodynamic data,
variation in fuselage aerodynamic coefficients will follow the typical trends
outlined by Padfield [17]. Assuming a symmetrical fuselage and based on the
area exposed to the flow field (wetted area) it is assumed that the following
force and moment coefficients are related to the fuselage angle of attack, α,
and sideslip, β:
• CXf (drag force) is dependent on both α and β
• CYf (side force) is dependent on β, but independent of α
• CZf (lift force) is dependent on α but independent of β
• CLf (roll moment) is dependent on β but independent of α
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• CMf (pitch moment) is dependent on both α and β
• CNf (yaw moment) is dependent on β but independent of α
The extremities of the coefficients are based on flow around a Cylinder [27]
within a Reynolds number typical of a flight up to 150 knots, in International
Standard Atmosphere (ISA) conditions. Dimensional values are adjusted
by varying the reference area and lengths appropriately. The airloads are
computed in body axes.
3.2.5 Tail Plane
The horizontal stabilators and vertical tail are modelled as symmetrical aero-
foil sections with appropriate dimensions [23]. These are aerodynamically
modelled using a simple uniform look-up table.
3.2.6 Landing Gear
The landing gear is modelled by a two-stage strut and tyre model. This
includes two front wheels and a tail wheel. The positions and orientations
are estimated using SH-2G(A) dimensions and drawings [23]. Damping and
stiffness coefficients are left as FLIGHTLAB defaults which represent that of
a S-70A Black Hawk helicopter. It is noted that these default values are not
appropriate for use in any landing analysis and will need to be updated.
3.2.7 Propulsion
The SH-2G(A) Super Seasprite is powered by two General Electric T700-
GE-401 engines [6] mounted above the cabin, aft of the cockpit. These are
modelled as a couple of high fidelity T700 turboshaft systems using a quasi-
steady thermodynamic model, based on the original Black Hawk FLIGHT-
LAB model that uses the same engines. They include ECU and HMU control
systems as well as drivetrain limits based on SH-2G(A) limits.
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3.3 Design of the SH-2G(A) Servo Flap Rotor
Model
The servo flaps on the SH-2G Super Seasprite helicopter are used to change
the pitch of the rotor blades, which are relatively stiff in torsion. The servo
flaps are located at approximately 75% of the radius of the rotors, and each
blade is restrained about pitch bearings at its root by a very soft torsional
spring (tension-torsion straps).
Whereas several different types of blades have been fitted to Seasprites, the
SH-2G(A) airframe uses the CMRB. From a modelling perspective it is worth
noting that as a complete data set was not available, various properties from
the older metal 101 blade have been used where CMRB properties were not
available.
The CMRB is ideally modelled in FLIGHTLAB by assuming a rigid blade
connected to a torsion spring. Described previously, the rotor is initially
modelled as an articulated rotor system and then modified to include a servo
flap airfoil segment on each blade. Further to this, the swashplate component
is connected to the servo flap airfoil, rather than the root of the blade, and
the blade root is in turn linked to a torsional spring component. Figure 3.2
describes the implementation.
Note that FLIGHTLAB continues to use a swashplate component to model
the required servo tab feathering. This is in keeping with servo tab kinematics
as defined by Equation 2.1.
To complete the servo flap rotor model within the FLIGHTLAB environment,
trimmed flight is achieved by balancing the torsional spring and the servo flap
induced forces. The torsional spring stiffness is adjusted such that mean servo
flap load remains positive until 120 knots where it crosses into a negative
value (as defined in reference [28]).
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(a) Pre-Servo flap implementation
(b) Post-Servo flap implementation
Figure 3.2: Servo flap implementation in FLIGHTLAB.
A more detailed FLIGHTLAB component diagram is available in Appendix
A.
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3.3.1 Servo Flap Model
Three possible methods are identified in the literature for the modelling of a
servo flap component in the FLIGHTLAB environment. These include:
1. Table look-up model based on flight data
2. The Hariharan-Leishman model [13]
3. Chopra-Shen [14] quasi-steady adaption of the Theodorsen model
Aerodynamic data for the CMRB servo flaps is not readily available, therefore
a table look-up model is not appropriate.
The Hariharan-Leishman model is based on the indicial method with com-
pressibility and unsteady effects. The model can predict sectional lift, drag
and pitching moment, as well as hinge moment coefficient in terms of blade
and servo flap deflections, velocities and accelerations.
Chopra and Shen’s adaptation [14] of Theodorsen’s theory [29] is not as com-
prehensive as that of the Hariharan-Leishman model, although it is ideal due
to its ease of implementation and modelling. This quasi-steady model is
also better matched in fidelity with the quasi-steady modelling of the other
helicopter system components and is therefore adopted in this thesis. The in-
cremental lift, 4CL, incremental pitching moment, 4CM , and trailing-edge
flap hinge moment, CH , coefficients are expressed in the blade coordinate sys-
tem. These forces are expressed in terms of blade and servo flap deflections,
velocities and accelerations. These equations are given as non-dimensional:
∆CL = Clδf · δf · U2t + Clδ˙f · δ˙f · Ut + Clδ¨f · δ¨f (3.6)
∆CM = Cmδf · δf · U2t + Cmδ˙f · δ˙f · Ut + Cmδ¨f · δ¨f (3.7)
CH = Chδf · δf · U2t + Chδ˙f · δ˙f · Ut + Chδ¨f · δ¨f + Chh˙ · (−w˙) · Ut
+Chh¨ · (−w¨) + Chα · (−Ut · Up)
+Chα˙ · (θ˙0 + ˙ˆφ) · Ut + Chα¨ · (θ¨0 + ¨ˆφ) (3.8)
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The coefficients are provided using Theodorsen theory for aerodynamically
balanced flaps. The T function coefficients are provided in Appendix B.
Clδ = 2 · (T10 − l · T21) (3.9)
Clδ˙ = c · l · (−T10 −
√
1− e2) + 1
2
c · (T11 − T4) (3.10)
Clδ¨ =
1
4
c2 · (l · T4 − T1) (3.11)
Cmδ = (−1
2
)(l · T22 + T15) (3.12)
Cmδ˙ = (−
1
4
)c · (l · T23 + T16) (3.13)
Cmδ¨ = (−
1
8
)c2 · (l · T24 + 2T13) (3.14)
Chα = l · T20 − 1
2
T12 (3.15)
Chα˙ =
1
4
c · [l · (2T20 − T25)− T17 − T12] (3.16)
Chα¨ =
1
8
c2 · (−l · T24 − 2T13) (3.17)
Chh˙ = l · T20 −
1
2
T12 (3.18)
Chh¨ =
1
4
c · (T1 − l · T4) (3.19)
Chδ = −( 1
pi
)l2 · (1
2
T28 + T20T21) + (
1
2pi
)l · (T12T21 − T26 + 2T20T10)
−( 1
2pi
) · (T18 + T12T10) (3.20)
Chδ˙ = (
1
4pi
)c · [l2 · (−2T20T10 − T29) + l · (T12T10 − T27 + T20T11)
−T19 − 1
2
T12T11] (3.21)
Chδ¨ = (
1
8pi
)c2 · (l2 · T5 − l · 2T2 + T3) (3.22)
The physical quantities are non-dimensionalised by the reference parameters
given in Table 3.1, as done in [14].
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Table 3.1: Parameter non-dimensionalisation.
Physical Quantity Reference Parameter
Length R
Time 1/Ω
Mass/Length m0
Velocity ΩR
Acceleration Ω2R
Force m0Ω2R2
Moment m0Ω2R3
where m0 is defined as:
m0 = 3
Ib
R3
(3.23)
Theodorsen’s theory is based on potential flow and small disturbances. It
does not include compressibility, drag, or inertial forces. Inertial forces are
dealt with in FLIGHTLAB by the modelling of a point mass representing the
servo flap. Drag of the main rotor is adjusted to represent that of the servo
flap system. Also, the theory does not include the leak of fluid between the
servo flap and main blade, i.e the gap is sealed. This particular implemen-
tation includes non-circulatory loadings only and is based in the frequency
domain.
3.4 Design of the Control System
Due to the aerodynamics and structure of the rotor system [30], the dynamic
behaviour of a helicopter results in coupled responses to control inputs.
Firstly, rotor flapping and rotor hinge offset are primary factors in the re-
sponse of the rotor tip path plane [27]. It is the tilting of this plane that
produces changes in forces and moments at the rotor hub, and hence defines
the stability and control characteristics of the rotor system.
Secondly, hinge offset and asymmetric airloads, as a result of advancing and
retreating blades in forward flight, are prime contributors to the coupled
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control response of a helicopter [27]. In other words a longitudinal control
response in forward flight will also result in a smaller response in the lateral
axis.
A key role of the control system is to reduce pilot workload in flying the
aircraft. At the lowest level, it will achieve this by reducing coupling in the
dynamic response to control and provide improved stability.
The Super Seasprite control system provides a Stability Augmentation Sys-
tem (SAS) with control mixing. Using traditional control system techniques
[17] with proportional-integral (PI) control [31], and DSTO expertise as guid-
ance [32], a control system diagram for the SH-2G(A) is produced. This
representation does not include any of the higher level functionality of the
AFCS, blade tracking, or the trim force actuators. It is limited only to basic
flight control and mixing with SAS availability.
The control system is implemented by a 4-channel FLIGHTLAB CSGE
model. These channels are provided here in their simplified representation.
They do not match those of the real aircraft, but are similar in functionality.
Actual SH-2G(A) gain values [33] were initially used before being tuned to
match flight data responses (see Chapter 4).
Longitudinal (Figure 3.3), lateral (Figure 3.4), pedal (Figure 3.5), and collec-
tive (Figure 3.6) channels are presented. Mixing between collective and roll
control is provided by a coupler (Figure 3.4), similar to that of the SH-2G(A).
The pilot controls are converted from a percentile range to inches within the
servo position conversion block. Outputs to the servo flap swashplate are
converted to radians and adjusted for control range within the servo flap
correction block.
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Figure 3.3: Longitudinal actuator with SAS.
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Figure 3.4: Lateral actuator with SAS.
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Figure 3.5: Pedal actuator with SAS.
33
Figure 3.6: Collective actuator.
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3.5 Summary
A SH-2G(A) Super Seasprite helicopter model has been designed and im-
plemented using the FLIGHTLAB framework. This includes a new servo
flap component designed using Chopra and Shen’s quasi-steady adaption of
the Theodorsen model. The control system is also implemented following
SH-2G(A) specifications. It includes basic SAS functionality.
The flight model has been designed to a functional fidelity for application in
HIL simulation and accident investigation. It will provide the ideal platform
for the training of an SVM model in Part II. However first, the model needs
to be tuned and validated, as will be outlined in the following chapter.
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Chapter 4
Results - Validation of the Super
Seasprite Model
4.1 Introduction
The previous chapter set out the design of the SH-2G(A) within FLIGHT-
LAB, now it must be tuned and validated. The objectives of this model are
to train the SVM machine, provide a capability for flight path reconstruc-
tion in accident investigation studies, and to provide representative flight
response in HIL studies. A high level of functional fidelity is therefore re-
quired such that the dynamic response to a control input is representative of
the SH-2G(A) Super Seasprite helicopter.
There are three distinct areas for validation. These include trimmed con-
ditions, dynamic stability, and dynamic response. Quantifying the model’s
level of fidelity is achieved through comparison between simulated and ac-
tual flight test data [32, 33]. Appropriate changes are made based on these
validations to achieve the fidelity described above.
The following chapter describes the tuning process to achieve the required
functional fidelity and then compares simulation results to the real world
trim and response of the Super Seasprite. Both the SAS on and off control
responses are compared.
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4.2 Model Tuning
The design of the flight model is based on multiple sources of data [7, 9,
23, 28, 32, 33, 63]. Little of this data includes aerodynamic values, there-
fore best estimates need to be made. Assuming all the physical properties,
specifications, and inflow models are representative of the helicopter, then
the aerodynamic assumptions can be tuned to provide appropriate response
characteristics. This is an iterative process involving systematic modification
and validation as displayed in Figure 4.1.
Figure 4.1: Model tuning process.
Sufficient data is available to tune the fuselage drag forces, rotor aerody-
namic coefficients, and control system parameters. Unfortunately there is
not sufficient data for a confident estimation of the fuselage moments and
lateral forces.
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The major parameters that needed to be defined, and the scenario in which
they were tuned, are described below. The tuning process is a manual one.
It is achieved in the order given, with multiple iterations through the list.
1. Servo flap indexing: The torsional spring stiffness is adjusted such
that mean servo flap load remains positive until it reaches 120 knots,
as defined in reference [28].
2. Main rotor drag: The main rotor drag coefficient is increased until the
required torque for Out of Ground Effect (OGE) hover matches that
given in the hover performance charts [23]. Transmission losses are
included, although torquemeter accuracy of the performance charts is
unknown and therefore assumed correct.
3. Control system characteristics: The control system is tuned at OGE
hover conditions. The initial gain values are set to those of the SH-
2G(A). Gains are then increased to match amplitude response. SAS
gains are decreased to reduce noise and high frequency oscillations. Lag
is increased through the transfer function to match frequency response.
Bias values are adjusted using known stick versus servo flap positions
[7].
4. Fuselage forces: Frontal reference area is adjusted such that torque and
collective requirement represents that of the flight data.
It is noted that the control system specifications needed adjusting from those
defined for the SH-2G(A) [32]. There are three possible reasons for this.
Firstly, the aerodynamic properties of the blade may not represent the CM-
RBII completely due to the use of a linear airload model. Secondly, automatic
blade tracking is not represented, which may modify the vibration charac-
teristics of the response. And finally, the servo flap representation does not
model drag or unsteady effects which may also modify control response.
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4.3 Results - SAS Off
The following set of results compares dynamic response of the FLIGHT-
LAB model against real SH-2G(A) flight data. In this case flight data from
AMAFTU [33] is used. Results are provided (figures 4.2 and 4.3) without
control inputs to prevent characteristics of SH-2G(A) performance being dis-
closed. The configuration of the FLIGHTLAB model is such that the SAS of
the control system is turned off. Similarly, the flight data is from Seasprites
with their SAS system disengaged. Comparison of hover response with the
SAS off is important as it represents a validation of the rotor and servo flap
dynamic response without intervention from SAS or forward flight aerody-
namics. A good comparison here will increase the confidence of the rotor and
servo flap modelling with the absence of detailed rotor dynamic validation.
Unfortunately, SAS off flight data is only available for cyclic control response
in hover.
Throughout results the FLIGHTLAB weight and balance configuration is
kept constant at 13,440 lbs and 170.7 inches. These values are chosen due
to a limited range of inertia data available. The flight data sets chosen for
comparison were therefore those most similar to the current FLIGHTLAB
weight and balance configuration; however these do not match the FLIGHT-
LAB values exactly.
Although not ideal, the flight data available is that of an aircraft approxi-
mately 5% lighter with differing balance configuration. It is suggested that
the following comparison in a hover is adequate as the observed weight and
balance variation have a minimal effect on this aircraft’s response in a hover.
This comment is based on pilot feedback and other flight test results from
AMAFTU [33]. The flight data results were also presented using pressure
altitude, therefore atmospheric conditions are assumed to be ISA. Further
results are available in Appendix C.
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4.3.1 Response - Longitudinal
Figure 4.2 represents a longitudinal doublet control response at hover with
the SAS turned off. The model is flown OGE at sea level, similarly to the
flight data. It is noted that the flight data was originally recorded at 10 Hz
and has been interpolated to 180 Hz for this comparison.
The FLIGHTLAB response compares very well with the flight data. The
amplitude and frequency are well represented, as well as the initial pitch
conditions. The phase of the response begins to differ after the second control
reversal at 3 seconds.
4.3.2 Response - Lateral
Figure 4.3 represents a lateral doublet control response at hover with the SAS
turned off. Conditions are identical to the previous longitudinal response.
The lateral response compares well with the flight data. The amplitude
and frequency are again well represented, although this time the initial roll
conditions differ. The phase is shifted, but it is not significant and the overall
response characteristics are adequate for the functional fidelity required.
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(a) Pitch response
(b) Pitch rate response
Figure 4.2: Control response at hover - Longitudinal doublet control input -
SAS OFF.
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(a) Roll response
(b) Roll rate response
Figure 4.3: Control response at hover - Lateral doublet control input - SAS
OFF.
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4.4 Results - SAS On
The following set of results compare trimmed and dynamic response of the
FLIGHTLAB model against real SH-2G(A) flight data [32]. The configura-
tion of the FLIGHTLAB model is such that the SAS of the control system is
turned on. Similarly, the flight data is from Seasprites operating with SAS
engaged. The aircraft is primarily flown with SAS on, as it provides the most
assistance for the flying task.
Throughout results, the FLIGHTLAB weight and balance configuration is
kept constant at 13,440 lbs and 170.7 inches due to limited available inertia
data. The flight data sets chosen for comparison were therefore those most
similar to the current FLIGHTLAB weight and balance configuration; how-
ever these do not match the FLIGHTLAB values exactly. Unlike the SAS on
comparison at hover, matching weight and balance is critical to a comparison
in forward flight. The flight data presented here has a balance configuration
within an inch of the FLIGHTLAB model. The flight data results were
also presented using pressure altitude, therefore atmospheric conditions are
assumed to be ISA.
4.4.1 Presentation of Results
A large subset of the flight data is proprietary, therefore only error and
deviation is used to present the validation. Figure 4.4 represents an example
of the method used to obtain the error deviation results using arbitrary data.
In this example a number of identical flights (A to G) represent the collective
position in forward flight. A line of best fit (LBF) is created to represent the
mean trend. Using Equation 4.1, the deviation between the flight data LBF
and the FLIGHTLAB simulation results is determined.
deviation = (estimate− actual) (4.1)
Figure 4.4 (b) represents the deviation between the simulation and the real
flight data trends. Presentation of data in the format of Figure 4.4 (b) pro-
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vides an indication of how well the FLIGHTLAB model represents available
flight data without revealing the flight data or its trends.
The deviation results can be interpreted in the following way:
1. Overestimation by the simulation is shown by a positive deviation and
vice versa.
2. Correct representation of flight data trends is shown by a horizontally
flat deviation curve.
An acceptable match for our purposes is one that does not deviate more than
10 percent from the flight data results.
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(a) Collective position
(b) Deviation in Collective position
Figure 4.4: Arbitrary Data - Collective position in Forward Flight.
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4.4.2 Trim - Forward Flight
Figures 4.5 to 4.6 represent a comparison of cyclic, collective and pedal po-
sitions of the aircraft for trim and forward flight. The FLIGHTLAB model
is independently trimmed from -30 knots to 120 knots in 10 knot intervals.
The model is flown OGE at 1000 ft, similarly to the flight data.
Cyclic stick positions compare favourably to the flight data in Figure 4.5.
Longitudinal cyclic is overestimated for rearward flight, and the inflexion at
30 knots is not quite accentuated enough. The lateral cyclic flight data is
quite wide ranging, which is most likely due to cyclic latching and migration
issues with the control system at the time. Despite this, the FLIGHTLAB
lateral cyclic threads neatly through the middle of the test data.
Both collective and pedal position also compare favourably. The FLIGHT-
LAB results overestimate pedal position above 80 knots. This is believed to
be the result of the fuselage aerodynamic model which represents the biggest
assumption in the flight model due to the complete lack of data1. This shall
be corroborated throughout the results shown.
Finally, Figure 4.6 displays aircraft pitch angle in forward flight. Here the
trends are very similar, except that the model underestimates by a constant
value throughout the range. This value is not excessive and may represent
a differing point of reference, although the exact position of the aircraft’s
inertial body axis was unavailable to confirm this.
1Current DSTO work investigating CFD analysis of helicopter fuselage aerodynamics
for ARH Tiger and MRH 90 provides a future capability in this area.
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Figure 4.5: Forward Flight - Control position deviation.
Figure 4.6: Forward Flight - Pitch angle deviation.
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4.4.3 Trim - Lateral Flight
Figures 4.7 to 4.8 represent a comparison of cyclic, collective and pedal po-
sitions of the aircraft for trim and lateral flight. The FLIGHTLAB model is
independently trimmed from -35 knots to 35 knots, left to right, in 2 knot
intervals. The model is flown OGE at sea-level, similarly to the flight data.
Cyclic stick positions compare very favourably to the flight data in Figure
4.7. Collective position also shows satisfactory response.
Pedal position matches well in flight to the left, although it is overestimated
flying right.
Finally, Figure 4.8 displays aircraft pitch and roll in pure lateral flight. Here
the pitch angle trends are very similar to the flight data, except the underes-
timation of roughly 2 degrees observed from the forward flight comparison is
evident. The major discrepancy observed so far is that of roll angle in lateral
flight. Here the FLIGHTLAB values are significantly different. Fuselage lat-
eral drag is assumed to be the correct order of magnitude, otherwise differing
amounts of lateral cyclic are expected. This discrepancy is most likely the
result of the aerodynamic moments not being accurately represented on the
fuselage, i.e the value of CLf . Unfortunately, insufficient data was available
to tune this value with confidence.
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Figure 4.7: Lateral Flight - Control position deviation.
Figure 4.8: Lateral Flight - Attitude deviation.
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4.4.4 Trim - Coordinated Turn
Figures 4.9 to 4.13 represent a comparison of cyclic, collective and pedal
positions of the aircraft against angle of bank for a trim and level turn. The
FLIGHTLAB model is independently trimmed from 40 knots to 120 knots,
at 40 knot intervals. The model is flown OGE at 2000 ft, similarly to the
flight data. FLIGHTLAB performs a zero-sideslip balanced turn, whereas it
is unknown what cue is used by the pilot to coordinate the turn in the flight
test data.
Cyclic stick positions and collective compare very favourably to the flight
data in Figures 4.9, 4.10 and 4.11. Discrepancies include the underestimation
of longitudinal cyclic at 40 knots, the lack of lateral cyclic reversal at a
bank angle of 30 deg, and the overestimation of collective for angles greater
than 30 deg in both directions. These discrepancies may be related to the
FLIGHTLAB control system which has omitted, for simplicity, the feedback
related to heading rate and sideslip for the lateral control as defined in the
SH-2G(A) specifications [32].
Large discrepancies are evident in the pedal position for left hand turns
as shown in Figure 4.12. A few reasons may account for this. Firstly, no
interference between the main and tail rotor is modelled, therefore power
requirements of the tail rotor may vary. The amount and type of interference
changes with the flight profile, and hence varies between left and right hand
turns due to the rotation of the rotor wake and the position of the tail rotor
on one side of the aircraft.
Secondly, the issue of inaccurate fuselage aerodynamics cannot be forgotten.
The rear fuselage will have significant directional influence in addition to
the tail plane. The fuselage will have lateral force and moment characteris-
tics that provide a weathercock effect [30] and in turn reduce the tail rotor
requirements to achieve trimmed flight.
Thirdly, the Bailey model for tail rotor aerodynamic response is of limited
fidelity and may influence the results.
Finally, it is uncertain that the flight data represents true zero-sideslip bal-
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anced turns like those conducted in FLIGHTLAB. The reasoning behind
this rationale is from the trimmed climb and descent results (Chapter 4.4.5)
where measurements showing significant sideslip are provided by the flight
test data.
Pitch angle is adequately represented in Figure 4.13, only significantly un-
derestimating for left turns at 40 knots.
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Figure 4.9: Level Turn - Longitudinal cyclic position deviation.
Figure 4.10: Level Turn - Lateral cyclic position deviation.
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Figure 4.11: Level Turn - Collective position deviation.
Figure 4.12: Level Turn - Pedal position deviation.
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Figure 4.13: Level Turn - Pitch angle deviation.
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4.4.5 Trim - Climb & Descent
Figures 4.14 to 4.19 represent a comparison of cyclic, collective and pedal
positions of the aircraft against trimmed rate of climb and descent. The
FLIGHTLAB model is independently trimmed from 40 knots to 120 knots,
at 40 knot intervals. The model is flown OGE at 2000 ft, similarly to the
flight data.
Cyclic stick positions and pedals all compare favourably to the flight data
in Figures 4.14, 4.15 and 4.17. Discrepancies include the underestimation of
lateral cyclic in descending flight, and slight underestimation of pedal con-
trol in climb. Differences may be due primarily to the lack of interference
between rotors and fuselage, particularly for cyclic control at higher decent
rates where rotor inflow is increasingly influenced by the fuselage. It is also
true for tail rotor authority in level forward climb, where tail rotor inflow
is influenced by the movement of the main rotor wake [30]. Fuselage aero-
dynamic forces may again be the reason, although from current results the
longitudinal aerodynamics seem to behave well, it is more likely the lateral
aerodynamic moments that need further investigation.
Collective trim in Figure 4.16 follows the same trends as the flight data but is
overestimating by a small fraction. Again, a lack of interference and fuselage
aerodynamics may be the issue. Pitch attitude in Figure 4.18 shows the same
small discrepancy described by previous results.
Of most particular interest is Figure 4.19 which displays the deviation in
sideslip with the recorded flight data. Here it is noted that most of the flight
data is under significant sideslip, whereas the FLIGHTLAB results are all at
zero sideslip. Therefore this may be a prime reason for certain discrepancies,
in particular the lateral cyclic positions. It is not evident how much sideslip
occurs in all the other trimmed flight data results as the information was not
available.
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Figure 4.14: Climb & Descent - Longitudinal cyclic position deviation.
Figure 4.15: Climb & Descent - Lateral cyclic position deviation.
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Figure 4.16: Climb & Descent - Collective position deviation.
Figure 4.17: Climb & Descent - Pedal position deviation.
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Figure 4.18: Climb & Descent - Pitch angle deviation.
Figure 4.19: Climb & Descent - Sideslip angle deviation.
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4.4.6 Response - Longitudinal
Figures 4.20 to 4.23 represent the power spectral density of the pitch rate
response to a longitudinal control input from hover to 120 knots in 40 knot
intervals. The model is flown OGE from a sea level hover to 1000 ft, simi-
larly to the flight data. Table 4.1 presents pitch response deviation and lag
time between simulation and actual flight data. The results are presented in
this form to prevent disclosure of proprietary data while providing a useful
comparison between frequency, damping, and response characteristics.
The FLIGHTLAB amplitude and frequency of the pitch rate response at
hover compares very well to the flight data, as shown in Figure 4.20. In
particular the reversal and consequent short term pitch stabilisation of the
original flight data is well represented. The initial pitch response and its lag
characteristics for the hover case is well represented too (Table 4.1).
The modal frequencies of the response at higher forward velocities (figures
4.21 to 4.23) are generally acceptable; though their energy, and hence damp-
ing, vary greatly. The pitch response characteristics (Table 4.1) fluctuate
from greatly overestimating at 40 knots to greatly underestimating at 120
knots. This is correlated by the energy of the modal frequency responses.
Although the lag time characteristics are better matched than the hover case.
During the tuning process of the fuselage reference area, it was noticed that
the fuselage aerodynamics have some effect on the short term stabilisation
response in forward flight. Inaccurate fuselage aerodynamics is suggested as
a prime reason for the errors shown here. This again highlights that further
work in improving the fidelity of the FLIGHTLAB model should be focused
on representation of SH-2G(A) fuselage aerodynamics.
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Table 4.1: Pitch response comparison - Longitudinal control input - SAS ON
Indicated Airspeed Maximum pitch
response deviation
Time deviation to
63% of maximum
pitch rate
Hover 4.76 % 0.0722 sec
40 kts 37.51 % -0.0056 sec
80 kts -12.96 % -0.0500 sec
120 kts -27.52 % -0.0278 sec
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Figure 4.20: Power Spectral Density of the pitch rate response at hover -
Longitudinal control input - SAS ON.
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Figure 4.21: Power Spectral Density of the pitch rate response at 40 knots -
Longitudinal control input - SAS ON.
62
Figure 4.22: Power Spectral Density of the pitch rate response at 80 knots -
Longitudinal control input - SAS ON.
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Figure 4.23: Power Spectral Density of the pitch rate response at 120 knots
- Longitudinal control input - SAS ON.
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4.5 Summary
The functional fidelity of this flight model must be sufficient to provide an
accurate representation of the dynamic response in flight. Model variables
representing the most significant assumptions were first tuned to match per-
formance characteristics. The model was then validated against real flight
test data representing various flight profiles and control responses. Both SAS
on and off results were compared.
The results showed a good representation throughout the flight envelope.
The prime area lacking in fidelity is the representation of fuselage aerody-
namics and interference, specifically with the lateral moment forces. This
was evident in the level turn and pure lateral flight results where the fuse-
lage aerodynamics had an impact on the aircraft attitude and pedal control
authority.
This Super Seasprite flight model will now be used to investigate the heli-
copter dynamic modelling capability of an SVM.
65
Part II
A Support Vector Representation
of the Super Seasprite Helicopter
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Chapter 5
Background - Support Vector
Regression as a Machine Learning
Technique
5.1 Introduction
The major aim of this study is to investigate whether aspects of a helicopter
dynamic model, such as the Super Seasprite, can be represented as a black
box using machine learning techniques. The use of machine learning provides
some significant advantages over traditional modelling techniques. The key
to these advantages lies within the theoretical ability to represent a complex
system by learning from examples.
A black box model can be defined as a machine with known or specified
performance characteristics but whose constituents and means of operation
are not necessarily known or specified to the user. Machine learning, using
methods such as Neural Networks (NNs) and more recently Support Vector
Machines (SVMs), is a popular method for the implementation of black box
modelling.
The choice of using SVMs for this investigation rather than other techniques
based on neural networks is due to the increased exposure and promised
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advantages of SVMs as described in the current literature. The following
chapter will describe the background and theory of support vector machines
and their application to representing complex regression models.
5.2 Support Vector Machines - Overview
Support vector machines arise from the area of statistical learning theory
[4] and were originally proposed by V.N. Vapnik [5] in the early 1990s for
the application of pattern classification. Since his significant original work,
SVMs have been applied to a multitude of applications and undergone var-
ious transformations. Still primarily used in the domain of classification, of
particular interest are their use in regression applications.
As a similar concept to neural networks, SVMs act as a black box, in that
for a given set of inputs they generate an expected set of outputs without
generating an explicit relationship between input and output. In order to
achieve this, the inputs are mapped to a higher dimensional, so-called feature
space in which a decision surface lies. The support vectors themselves exist
in the feature space of the SVM process and dictate the geometry of the
decision surface. It is this decision surface that classifies each of the inputs
in relation to the corresponding output, and it is the ability of the system to
correctly classify previously unseen data, otherwise known as its ability to
generalise, that dictates its usefulness.
Although classification is an effective tool for many problems, for the pur-
poses of this investigation, Support Vector Regression (SVR) is of more im-
portance for the modelling of a dynamic system. SVR differs from classifi-
cation by approximating a function for the continuous output rather than
that of a discrete response. Throughout this investigation, the term SVM
will refer to the regression method unless otherwise specified.
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5.3 Support Vector Machines - A Comparison
with Other Techniques
Since its inception, SVMs have been quite successful in solving real life prob-
lems and lifting the interest in statistical learning theory. Applications vary
from face recognition [34] and text categorisation [35] to predicting stock
market indices [36] and modelling aerodynamic data [37].
Scholkopf et al [38] provided one of the original comparisons for classification
between an SVM with Gaussian kernel, a Support Vector (SV) method hybrid
with backpropagation, and a classical Radial Basis Function (RBF) machine.
The results show that the SVM reached highest accuracy in the application of
handwritten digits recognition. One of the first SVM regression comparisons
was conducted by Mukherjee et al [39]. Various approximation techniques
including NNs and RBFs were applied to a chaotic time series. The SVM
algorithm showed excellent performance here as well, outperforming other
functions in most cases.
SVMs have performed favourably when compared to neural networks through-
out the literature [36]. One of the more relevant comparisons for this inves-
tigation is that of Fan et al [37] who compare the generalisation ability of
SVMs and NNs in the field of modelling aerodynamic data. This research
extends the topic by modelling a flight vehicle, a helicopter, which is bounded
by aerodynamic principles.
The key performance differences between SVMs and NNs relate to the min-
imisation principles [40] which they are based on. SVMs are based on Struc-
tural Risk Minimisation (SRM) which minimises an upper bound of the gen-
eralisation error, whereas NNs are based on Empirical Risk Minimisation
(ERM) which minimises the error on the training data. ERM can lead to
local minima and over-fitting issues that need to be addressed by elaborate
learning techniques. In contrast SRM generates a unique solution. This
makes the application of SVMs in the real world a much easier prospect by
removing the art required by NNs to successfully train for general perfor-
mance.
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5.4 Theory
A brief overview of SVM theory is presented below. More thorough derivation
is available from Vapnik’s original work [5, 40], as well as tutorials, examples
and overviews available in the literature [4, 41, 42, 43, 44, 45].
5.4.1 Support Vector Classification
Given a set of N training points, where each example consists of an input
vector, xi, and a label, yi, such that:
xi ⊆ R (5.1)
yi = {−1,+1} (5.2)
the object is to find a classification function Φˆ(x) = y that can approximate
any new examples with the same underlying probability distribution P (x, y).
To allow for nonlinear classification functions, the training points are mapped
from the current input space X to a much higher dimensional feature space
Z using a nonlinear mapping ϕ. A linear hyperplane is defined as a decision
surface for separating the points in this feature space. The function Φˆ is now
defined by:
Φˆ(x) = sign(w · ϕ(x) + b) (5.3)
where w is the normal vector of the separating hyperplane.
To deal with noisy data, slack-variables ζi are introduced to relax the hard
margin constraints and allow for some classification errors:
yi(w · ϕ(xi) + b) ≥ 1− ζi (5.4)
The SVM solution can then be found by solving the primal Quadratic Pro-
gramming problem (QP):
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minw,b,ζ
[
1
2
‖w‖2 + C
N∑
i=1
ζi
]
(5.5)
subject to , i = 1, . . . , N
Conceptually, the first term achieves maximal margin for the hyperplane
such that there is maximum distance between the points of each class. The
second term penalises the presence of any misclassified points using the slack
variables ζi. The constant C defines the trade-off between the two terms.
The problem above represents a convex function with a unique minimum
constrained to lie within a cube, although this solution occurs in the higher
dimensional feature space due to the vector w. Another formulation known
as the dual QP problem is defined to constrain the solution to the input
space, which is much simpler to compute.
Firstly, using Lagrangian multipliers, αi, leads to the formulation:
minα
1
2
N∑
i,j=1
αiαjyiyjϕ(xi)ϕ(xj)−
N∑
i=1
αi (5.6)
subject to 0 ≤ αi ≤ C,
N∑
i=1
αiyi = 0, and w =
N∑
i=1
αiyiϕ(x)
which allows us to write Φˆ using the dual variables
Φˆ(x) = sign(
N∑
i=1
αiyiϕ(xi)ϕ(x) + b) (5.7)
Secondly, suppose that the kernel k(xi,xj) is chosen such that the dot product
in the feature space is equivalent to the kernel function in input space:
k(xi,xj) = ϕ(xi) · ϕ(xj) (5.8)
using this kernel trick leads to the final dual formulation:
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maxα
N∑
i=1
αi − 1
2
N∑
i,j=1
αiαjyiyjk(xi,xj) (5.9)
subject to 0 ≤ αi ≤ C, and
N∑
i=1
αiyi = 0
By solving the dual QP problem for αi, the function for Φˆ is now known:
Φˆ(x) = sign(
N∑
i=1
αiyik(x,xi) + b) (5.10)
The constant b is left to be determined. Using the Karush-Kuhn-Tucker
(KKT) conditions that suggest for all support vectors xi with 0 < αi < C,
the slack variable ζi is zero, then the following equality holds:
N∑
j=1
αjyjk(xi,xj) + b = yi (5.11)
Thus b can be found by
b =
1
|I|
∑
i∈I
(
yi −
N∑
j=1
αjyjk(xi,xj)
)
(5.12)
5.4.2 Support Vector Regression
The derivation method for support vector regression is similar to that for
classification above. This time the object is to find a regression function
Φˆ(x) = y, given example sets consisting of a vector, xi, and a result, yi, such
that:
xi ⊆ R (5.13)
yi ⊆ R (5.14)
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The regression function Φˆ is defined to have at most ε deviation from the
obtained targets yi for all the training data, where the constant ε is chosen
by the user. In other words, all the training points must lie within ε > 0 of
the following linear hyperplane in feature space:
Φˆ(x) = w · ϕ(x) + b (5.15)
Slack-variables ζi and ζ∗i are introduced similar to classification. The prime
difference is that they only penalise points outside the ε region. This corre-
sponds to dealing with an ε- insensitive loss function defined by:
|ζ|ε =
0 if |ζ| ≤ ε|ζ| − ε otherwise
The primal formulation is defined as:
minw,b,ζ
[
1
2
‖w‖2 + C
N∑
i=1
(ζi + ζ
∗
i )
]
(5.16)
subject to ,
yi − w · ϕ(xi)− b ≤ ε+ ζi
w · ϕ(xi) + b− yi ≤ ε+ ζ∗i
ζi, ζ
∗
i ≥ 0
Again by using Lagrangian multipliers αi and α∗i with the kernel trick, the
dual formulation is defined:
maxα

−1
2
N∑
i,j=1
(αi − α∗i )(αj − α∗j )k(xi,xj)
−ε
N∑
i=1
(αi + α
∗
i ) +
N∑
i=1
yi(αi − α∗i )
(5.17)
subject to 0 ≤ {αi, α∗i } ≤ C, and
N∑
i=1
(αi − α∗i ) = 0
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Conceptually, the optimisation problem above corresponds to finding the
flattest function in the feature space. By solving for αi and α∗i , the regression
function for Φˆ is now known:
Φˆ(x) =
N∑
i=1
(αi − α∗i )k(x,xi) + b (5.18)
5.4.3 Kernel Functions
The constraint on the choice of kernel function in the SVM is to enable op-
erations to be performed in the input space rather than the potentially high
dimensional feature space. Specifically, the kernel k(xi,xj) chosen must sat-
isfy the property such that the dot product in the feature space is equivalent
to the kernel function in input space:
k(xi,xj) = ϕ(xi) · ϕ(xj) (5.19)
This provides a way of addressing the curse of dimensionality which states
that the difficulty of an estimation problem increases drastically with the
dimension, Z, of the space.
Smola and Scholkopf [4] describe the theorems and relevant corollaries used
to characterise such kernels. Several well known functions that can be used
as kernels are provided in the Table 5.1. Other possible kernel types in-
clude Splines, closed form B Splines, additive summing of kernels and Tensor
products.
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Table 5.1: List of commonly used SVM kernels.
Kernel Function, k(xi,xj) Comments
Polynomial (xi · xj + 1)d Becomes a linear kernel
when d = 1
Radial Basis (Gaussian) exp
(
−‖xi−xj‖2
2σ2
)
Commonly referred to as
the Gaussian function
Radial Basis (Exponential) exp
(
−‖xi−xj‖
2σ2
)
Commonly referred to as
the radial basis function
(RBF)
Multi - Layer Perceptron tanh(ρ(xi · xj) + ϑ) This is representative of
the equivalent Neural
Network equivalent
Fourier Series sin(N+
1
2
)(xi−xj)
sin( 1
2
(xi−xj)) Defined on the interval
[−(pi
2
), (pi
2
)]
5.4.4 Kernel Function and Parameter Selection
The choice of kernel function has a crucial effect on the performance of the
SVM. No single accepted method of kernel selection exists, and so selec-
tion processes typically follow heuristic rules. The literature describes three
common means of hyper-parameter selection [46, 43]:
1. Bayesian learning methods: This method is more common in the train-
ing and understanding of neural networks. Statistical inference is used
to infer the hyper-parameters of the SVM. More detail can be found in
Van Gestel et al work [47].
2. VC bounds, statistical learning theory: This is computed by solving an
additional quadratic programming problem. The hyper-parameters are
chosen such that the upper bound of the VC (Vapnik-Chervonenkis)
dimension is minimised.
3. Cross-validation and bootstrapping methods: These are the most com-
monly used methods in the literature. The simplest involves the defi-
nition of a training set, validation set and test set. Training occurs on
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the training set, hyper-parameters are chosen by minimising the error
with the validation set, and finally the model is independently tested
on the test set. The method of cross-validation or bootstrapping is
more thorough. Here, the training set is divided into n disjoint sets
{S1, . . . , Sn} of equal size. For each subset, Si, training occurs on the
other subsets {S /∈ Si}and then tested on the current set Si. This is it-
eratively continued for all subsets (i = 1, . . . , n), and the average error
determined. The hyper-parameters are selected such that the average
error is minimized.
5.4.5 Optimisation Techniques for Support Vector Ma-
chines
The solution to the dual QP formulation can become very computationally
expensive for larger training data sets. A training set with 80,000 examples
will produce a matrix of 6.4 billion elements to be solved. This can lead to
significant training times and memory usage requiring substantial computing
effort.
One method is to use specially tailored algorithms that allow for fast con-
vergence with minimum memory requirements. These algorithms can be
grouped into decomposition methods and Sequential Minimal Optimisation
(SMO) methods. Another indirect method is to take advantage of incremen-
tal learning as discussed later.
Decomposition Methods
These methods involve decomposing a large QP problem into smaller more
manageable ones. Vapnik suggested an approach now known as chunking
that reduces the QP matrix to that of approximately the number of nonzero
αi values, discarding all rows and columns corresponding to zero αi. This
iterative method makes use of sparsity and the KKT condition, but is still
limited by the maximum number of support vectors one can handle.
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Osuna et al [48] suggest another method where the QP matrix is decom-
posed into a smaller, constant size, iterative sub-problem. This is achieved
by adding and deleting examples at every time step following specific KKT
criteria until convergence is achieved. The convergence is quite a slow pro-
cess that can be sped greatly using various heuristics to select and remove
examples [49].
Sequential Minimal Optimisation (SMO)
SMO is an iterative process similar to Osuna’s method. The primary dif-
ference is that the smallest possible quadratic problem of size two is solved
at each iteration. This is done analytically rather than numerically, greatly
speeding up the overall solution. Platt [42] provides a positive comparison
where an SMO can be up to 1000 times faster than a Projected Conjugate
Gradient (PCG) chunking method.
5.4.6 Incremental and Decremental Learning
Most SVM implementations [50] in use today use batch learning as their
training process. In other words, the training samples are defined a priori
and then learned as a batch by the SVM training algorithm. If any new data
samples are added or removed from the original training set, then a new
SVM must be trained using the new modified batch. This in itself is a very
time-consuming process for any sort of dynamic sample set, particularly if
that data set is large.
The solution to this is to implement an incremental and decremental learning
process. Rather than re-training using batches, the current SVM is optimized
for each sample that is removed or added to the training set. Cauwenberghs
and Poggio [51] provide the original incremental support vector classifica-
tion algorithm. Ma et al [52] extend on Cauwenberghs work by developing
an Accurate On-line Support Vector Regression (AOSVR) which updates a
trained SVR function whenever a sample is added or removed.
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The methods proposed above are ideal in applications where the training
data is dynamic, although they are still quite computationally intensive.
Tax and Laskov [53] limit the resources needed by providing a fixed-memory
algorithm for online classification that is ideal for very large unsupervised
dynamic learning. Laskov et al [50] improve the method further with an
even more efficient method to implement online learning.
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5.5 Modelling Helicopter Flight Dynamics
The method of modelling or extracting helicopter system dynamics or char-
acteristics from flight test data is known as system identification. Machine
learning techniques are a form of system identification when applied in this
context.
There is little available in the literature on the use of SVMs for the system
identification of a helicopter. Of most relevance is the very recent work done
by Bhandari et al [54] where an RBF kernel is investigated for the function
estimation of a small scale helicopter. A few non-coupled models are devel-
oped to predict the longitudinal, lateral and tail rotor control inputs needed
to achieve a desired flight trajectory, i.e. the inverse of a flight model. Flight
data was initially post-processed through a Butterworth filter to reduce noise.
Three data sets of 120 Hz resolution were constructed for training, validation
and test purposes. These data sets relate control input directly to the appro-
priate angular rate of the aircraft. The initial SVR results look promising,
although the extent of how well the model generalises is unclear.
Bhandari also developed a SVR model to predict pitch rate directly from
longitudinal cyclic control, similar to this investigation. The testing and
validation mean square errors are much higher than for the inverse problem
above, yet the results show the correct trends. It is again unclear how well the
model generalises or how the SVM was trained. For example, no information
was available on whether more than one historical input was provided per
data training sample.
More progress with machine learning techniques is evident with the use of
neural networks for helicopter system identification, particularly with the
work of Mudigere, Kumar et al [55, 56]. The predicted response of various
models to control inputs have been satisfactory, though of most interest to
the application of SVMs is that of the network architecture used to pro-
vide the dynamic system. The models are based on the Nonlinear Auto
Regressive eXogenous input (NARX) network architecture for the identifi-
cation and control of dynamical systems, first proposed by Narendra et al.
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[57]. The NARX architecture introduces dynamics to an otherwise static
network model by feeding past outputs and past inputs as inputs to the cur-
rent model. Figure 5.1 depicts the architecture of a Multi-Layer Perceptron
neural network (MLP) that is capable of modelling dynamics when trained
using back propagation. The number of past values that are fed back into a
NARX model is not defined and depends on an understanding of the order
and degree of the system being identified.
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Figure 5.1: The NARX architecture to modelling system dynamics.
A NARX model is based on the multi-layer perceptron neural network (MLP)
where Tapped-Delay-Lines (TDL) link past inputs and outputs to the current
inputs of the system. This NARX model is typically trained using a back
propagation algorithm. The predicted output from this model is fed back
into the inputs for further prediction.
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5.6 SVM Software
There are SVM software libraries available in the literature that are a popular
resource for implementing SVM applications. Table 5.2 suggests a collection
of the most widely referenced in the literature. These libraries are very often
used by other software frameworks that provide a wrapping and/or GUI
interface. A popular framework for implementing SVM applications is the
MATLAB1 software environment. Table 5.3 provides a list of many SVM
toolboxes available for MATLAB.
Table 5.2: Popular SVM libraries.
Library Authors Links
SVMTorch [58] Ronan Collobert http://bengio.abracadoudou.com/
projects/SVMTorch.html
Available as C++ source
SVMLight Thorsten Joachims http://svmlight.joachims.org/
Available as C source
LIBSVM [59] Chih-Chung Chang
and Chih-Jen Lin
http://www.csie.ntu.edu.tw/
~cjlin/libsvm/
Available as C++ and Java
source with multiple interfaces
1MATLAB is a registered trademark of The MathWorks, Inc.
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Table 5.3: Popular SVM toolbox’s for MATLAB.
Toolbox Authors Links
Online SVR Francesco Parrella http://www.onlinesvr.altervista.org/
MATLAB 7.0, and MATLAB 2006b
SVM Toolbox Steve R. Gunn http://www.isis.ecs.soton.ac.uk/
resources/svminfo/
The Spider Jason Weston,
Andre Elisseeff ,
Gökhan BakIr ,
& Fabian Sinz
http://www.kyb.tuebingen.mpg.de/
bs/people/spider/index.html
Available for MATLAB 13+
Incremental and
decremental
SVM learning
G. Cauwenberghs http://bach.ece.jhu.edu/pub/gert/
svm/incremental/
LS-SVM Lab Kristiaan
Pelckmans
et al
http://www.esat.kuleuven.ac.be/
sista/lssvmlab/
Available for MATLAB 6+
Shogun S. Sonnenburg, G.
Raetsch, C.
Schaefer and B.
Schoelkopf
http://www.fml.tuebingen.mpg.de/
raetsch/projects/shogun
5.7 Summary
An introduction to Support Vector Machines as a machine learning technique
was provided in this chapter. Based on structural risk minimisation, and
kernel techniques, they provide implementation and performance advantages
over neural networks.
Since Vapnik’s original work, SVMs have been applied in many applications,
yet very few are identified for the modelling of helicopter dynamics. The
NARX network concept, primarily used for modelling dynamics within neural
networks, is identified as a method applicable to SVMs.
The popular software framework MATLAB is identified as a method for pro-
totyping SVMs. This will also be the choice for this research, in conjunction
with FLIGHTLAB and the Spider SVM toolbox.
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Chapter 6
Research Design - SVM
Representation of Helicopter
Dynamics
6.1 Introduction
The aim of this chapter is to describe the process in which an SVM based
helicopter flight dynamic model may be trained. Ideally, a complete high
fidelity model representing the majority of the flight envelope is envisioned.
For this research the scope will be limited to modelling the pitch response
of the Super Seasprite helicopter in the hover case. From this, a description
of how a complete model may be produced is described in the discussion
chapter.
The SH-2G(A) FLIGHTLAB model designed in the previous chapters is
ideal for the training of the SVM. The FLIGHTLAB model represents a
high-fidelity, non-linear, noise free dynamic system that can provide any
magnitude of flight data for training and validation process of the SVM.
The following chapter will describe the process above to achieve an SVM rep-
resentation of the longitudinal pitch dynamics for a helicopter flight dynamic
model.
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6.2 SVM Training and Validation Process
The following process [60] is typical for the training and testing of an SVM.
Given a data set, the steps are briefly described as follows:
1. Transform the data: The data to be trained is transformed into the
appropriate format for the SVM software.
2. Scale the data: It is recommended that all data be scaled such that
bias during training is avoided.
3. Choose a kernel : A kernel is chosen for the SVM. This choice is made
either arbitrarily or on performance measures through a validation pro-
cess.
4. Choose the hyper-parameters : These are chosen on performance mea-
sures using a validation process such as cross-validation.
5. Train the SVM : The SVM is trained using the kernel parameters and
hyper-parameters chosen in the previous steps.
6. Test the SVM : Testing is performed on a data set that the SVM has not
previously seen. This testing will identify the generalisation properties
of the SVM. Unsatisfactory results will lead to repeating the kernel and
hyper-parameter selection with an improved validation process.
Before the process above can be implemented, or any data chosen, the con-
figuration of the SVM plant must be defined.
6.3 Choice of Plant Configuration
The plant is defined as the configuration of inputs to outputs of the SVM.
An SVM can either be configured as single input with single output (SISO),
or multiple input with single output (MISO). A multiple input with multiple
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output (MIMO) SVM model is represented by a group of interlinked SISO or
MISO plants. This research will limit the scope to SISO and MISO models
only.
The SVM plant needs to represent the dynamics of helicopter in flight re-
sponding to pilot control inputs. The SVM will only be as good as the data
that it is trained on. This data in turn needs to best represent the dynamic
forces acting on the aircraft. Therefore before a training data set is chosen,
the configuration of variables that best represents a helicopters dynamics
needs to first be identified.
The main dynamic forces that act on a helicopter arise from the following:
• Gravity
• Aerodynamics
• Control surface changes
• Propulsion
The above is influenced and represented by the following variables typical in
most helicopter flight dynamic models:
• Attitude (φ, θ)
• Angular rates (p, q, r)
• Angular accelerations (p˙, q˙, r˙)
• Velocities (u, v, w)
• Normal accelerations (u˙, v˙, w˙)
• Gravity, g
• Atmospheric temperature, pressure and density (T , Patm, and ρ)
• Engine torque and power (Q, P )
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• Control positions (Xa, Xb, Xc and Xp)
• Time, t
Similar to the linear equation based modelling methods, one first simplifies
the problem at hand before tackling the non-linear case.
The scope of this SVM model will be limited to the prediction of the pitch
response at hover resulting from the longitudinal control of a SH-2G(A) Super
Seasprite helicopter with its SAS system turned off. Cross coupling is ignored
for this initial proof of concept. Gravitational and atmospheric conditions
are assumed constant. Out of ground effect hover is assumed with no mass
change in the aircraft. Rotor speed and torque are also assumed constant.
This leaves us with the following subset of variables that describe the hover
based, longitudinal case:
• Pitch attitude, θ
• Angular rate, q
• Angular acceleration, q˙
• Longitudinal control, Xb
• Time, t
A dynamic plant model can now be represented through the implementation
of a NARX network configuration (Figure 5.1). Unfortunately, this config-
uration can lead to a very large amount of inputs to the plant depending
on the length of history to be provided. SVM learning requires significantly
more computer resources as the data set becomes large, unless online or
optimisation routines are employed.
The provision of Input/Output (I/O) history to a plant is important for the
modelling of time influenced dynamics. An example includes the lag and
delays present within the control system. The I/O history must be such that
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all aerodynamic, control, and propulsive system lags are embodied within the
time sample provided. Using a plant iterating at 180 Hz, with four primary
input variables and a maximum system lag of half a second, one would require
in the order of 360 inputs for the plant configuration.
A simulation network configuration similar to NARX is proposed (Figure
6.1). The prime configuration difference is the emphasis on optimising the
amount of inputs to the plant without sacrificing too much information.
The choice of variables is as follows. Angular rate, rather than acceleration, is
chosen as the output variable as it is a compromise that allows both angle and
acceleration to be determined with minimum error through integration and
differentiation respectively. Angular rates are also often provided after being
noise filtered by flight data recorders, providing better training opportunities
for the machine.
Input variables are represented by the longitudinal cyclic, Xb, pitch attitude,
θ, and angular rate, q. The I/O history is represented by additional single
variables for each input respectively. Each history variable represents the
mean variation from the current value over a past time interval. It is es-
sentially a statistical I/O representation over a pre-defined time range. The
longitudinal control and angular rate histories are defined as:
4Xbt = Xbt −
t∑
i=t−n
Xbi/n (6.1)
4qt = qt −
t∑
i=t−n
qi/n (6.2)
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Figure 6.1: Network configuration of the plant model.
Not all input variables have been included. Angular acceleration and pitch
history are redundant because similar dynamic information can be obtained
from the history and value of q.
Finally, from assuming no cross-coupling and only longitudinal motion, pitch
attitude and angular rate are defined as:
q ≈ θ˙ (6.3)
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θt+1 = θt +4q · 4t (6.4)
qt+1 = qt +4q (6.5)
For this investigation, the proposed network configuration is broken down
into eight plants as defined in Figure 6.2. This is done to determine the
influence and optimal configuration of variables to represent the helicopter
dynamic system. The plants are split into groups A and B. Group A varies
the availability of history without knowledge of the current pitch angle. In
other words the assumption of Equation 6.3 is removed. Group B is identical
to A with the addition of pitch attitude. It is noted that Plant A1 is similar
to that use by Bhandari et al [54], and Plant B4 represents the complete
configuration provided by Figure 6.1. For all the plant type definitions, a
time history of half a second is arbitrarily chosen and assumed to incorporate
most lags of the dynamic system.
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Figure 6.2: Plant type definitions.
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6.4 Data Selection
It is useful to have an understanding of the amount of unique data that can
be presented to an SVM in training. Take Plant B1 as an example with
inputs for longitudinal control, pitch, and angular rate. They each have a
range of possible values and fidelity. Table 6.1 proposes some possible limits
on this data. Data range is limited by the user or the envelope of the dynamic
system, whereas fidelity may be limited by many factors. Noise levels and
data recording frequency are primary factors in defining data fidelity. For
this example arbitrary values that represent a high fidelity are chosen in
Table 6.1. Based on these values, the maximum number of unique data sets
that can be trained as inputs is 3.24 billion. This is not a trivial amount of
information.
Table 6.1: Plant B1 - Possible data input range and fidelity.
Variable type Range Fidelity
Longitudinal Control, Xb 0→ 100% 0.1%
Pitch, θ −90→ 90deg 0.1deg
Angular rate, q −90→ 90deg/s 0.1deg/s
It is therefore important that the training, validation and testing data to-
gether represent a broad selection of the possible envelope. This is crucial in
determining the performance and generalisation capability of the plant.
The feasible input range representing the longitudinal pitch dynamics in a
hover is expected to be smaller than that depicted in Table 6.1. Ideally the
data input should not represent a significant change in velocity away from
the hover over a small period of time (roughly 5 seconds). For the case of
the Seasprite, an impulse doublet control input may represent a 30% control
range with peak pitch rates up to 20 deg/s without deviating significantly
from hover. Alternatively, a constant 5% control input will cause significant
velocity deviation over 5 seconds. Data input range is hence determined by
the control input profile, as well as the response characteristics of the aircraft.
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6.5 Scaling the Data
The training data needs to be scaled to avoid the machine learning from
biased data. This is particularly important when input variables have vastly
different ranges, such as angles in radians and velocity in knots. For this task
variables are scaled to represent a mean of zero and standard deviation of 1:
xscaled =
x− x
σx
(6.6)
Any further validation and test data is scaled using the mean and standard
deviation of the original training data of the machine.
6.6 Choice of Kernel and Hyper-Parameters
Four common kernels are chosen and tested to determine if significant differ-
ence exists in their ability to model helicopter dynamics.
Table 6.2: Kernel selections.
Kernel Function, k(xi,xj)
Linear (xi · xj + 1)
Polynomial (xi · xj + 1)d
Gaussian exp
(
−‖xi−xj‖2
2σ2
)
RBF exp
(
−‖xi−xj‖
2σ2
)
Other than choice of kernel, there is also a range of parameters to be defined.
These are grouped into kernel parameters and hyper-parameters defined as
follows:
1. Kernel parameters : d or σ
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2. Hyper-parameters :
(a) regularisation coefficient, C
(b) insensitivity parameter, ε
The kernel parameter varies the function output, potentially providing an
unlimited number of possible kernel choices.
The regularisation coefficient, C, controls the trade off between training error
and model complexity. A small value will increase the training errors, while
a large value will lead to minimal training errors and a stronger correlation
with the training data at the expense of generalisation (referred hereon as
hard margin behaviour). It is noted from the literature [61] that the value
of C seems to have negligible effect when the insensitivity factor, ε, is well
chosen. Values of C are varied from 5 to 100.
The insensitivity parameter, ε, determines the level of training accuracy for
the SVM by controlling the width of the ε-insensitive zone. If ε is larger
than the range of the target values, then fewer support vectors are chosen.
If ε is set to zero, hard margin behaviour is expected. Generally, the value of
ε should increase when greater noise levels are present in the data. A good
initial selection is to set ε to the accuracy desired. Values of ε are varied
from 0.1 to 0.001 in this task.
There is no single accepted method for the selection of the kernel and hyper-
parameters. The most widely used method is to perform an iterative valida-
tion process in order to select optimal values. This process is used for this
task.
It is worth noting that the data source provided by the FLIGHTLAB model
is clean and noise free. It is possible that the best kernel choice may vary in
future when real world noise is added to the data stream.
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6.7 Validation and Testing
Two forms of validation are used for optimising the SVM. The first one is a 10-
fold cross-validation using the training data set. As described previously, the
training set is divided into 10 disjoint sets {S1, . . . , S10} of equal size. For each
subset, Si, training occurs on all other subsets {S /∈ Si}and then tested on
the current set Si. This is iteratively continued for all subsets (i = 1, . . . , 10),
and the average error determined. The parameters are selected such that the
average error is minimized.
The second form of validation is performed using a validation data set that is
previously unseen by SVM. Initial conditions and an input profile are chosen
to begin the simulation. The initial conditions are used to begin the SVM
prediction process where every subsequent time step builds upon the previous
prediction of the machine. The results are then compared to the dynamic
response of the FLIGHTLAB flight model which also began with the same
initial conditions and input profile.
Final training is accomplished with the optimal kernel and hyper-parameters
chosen through the validation process. Following this, a final test is per-
formed on a test data set following the same method described for the vali-
dation set.
Performance comparison between the models is measured using a mean linear
or quadratic loss function over the flight profile. These are defined by:
Mean linear loss =
1
N
N∑
i=1
|Pactuali − Ppredictedi | (6.7)
Mean quadratic loss =
1
N
N∑
i=1
|Pactuali − Ppredictedi |2 (6.8)
where N represents total number of data values, and P represents the output.
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6.8 Software Architecture
The MATLAB environment is chosen to implement and develop SVMmodels.
This is achieved using the Spider SVM toolbox with LIBSVM as the primary
code for the regression algorithms.
The FLIGHTLAB environment has the capability to produce FLIGHTLAB
Code generated Models (FCM) that can be loaded and run in other environ-
ments using the FLIGHTLAB library and license server.
The SH-2G(A) FLIGHTLAB model, developed in Part I of this thesis, is
incorporated into the MATLAB Software using a MEX function. A MEX
function is MATLAB’s framework of running and interacting with external
code. A new FLIGHTLAB MEX function is written in C code using [62]
as guidance. This function is capable of loading, iterating, and controlling a
FLIGHTLAB FCM model using the FLIGHTLAB software library.
FLIGHTLAB, MATLAB, and Spider come together as shown in Figure 6.3
and Table 6.3 to provide a powerful framework for training and validating
SVM flight dynamic models. The software is run in the Fedora Core 4 Op-
erating System on a Mac MINI desktop computer with 1.83GHz Intel Core
Duo processor.
Table 6.3: Software versions.
Software Version
MATLAB 7.5
Spider SVM 1.71
LibSVM 2.8
FLIGHTLAB 3.1
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Figure 6.3: Software architecture.
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6.9 Summary
An SVM network configuration is proposed which represents the pitch dy-
namics of a helicopter in hover. This network represents a specific optimisa-
tion of the NARX concept. The defined SVM configuration is split into eight
plants to determine the influence and optimal configuration of variables that
represent the helicopter dynamic system.
The typical training and validation process of an SVM has been outlined. The
training data is scaled to represent a mean of zero and standard deviation
of one. Quantitative validation will occur by measuring mean linear and
quadratic loss functions on comparisons with FLIGHTLAB and flight test
data. Validation is used as a method of both kernel selection and performance
testing.
The following chapter will train and test these plants using the FLIGHTLAB
Super Seasprite model inside the MATLAB framework. A comparison will
also be made using real flight test data.
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Chapter 7
Results - SVM Regression of the
SH-2G(A) Super Seasprite
7.1 Introduction
The following chapter presents the SVM simulation results of the longitudinal
pitch dynamics for a helicopter in hover. Results are shown without control
inputs to prevent characteristics of SH-2G(A) performance being disclosed.
The eight SVM plant configurations defined in the previous design chapter
(Figure 6.2) are trained and validated using the SH-2G(A) Super Seasprite
FLIGHTLAB model. These plants are then tested and compared to deter-
mine which best represents the pitch response in hover flight.
The plant that best represented the FLIGHTLAB model is then re-trained
using a set of real SH-2G(A) flight data. The generated SVM machine is
then tested and compared to its FLIGHTLAB trained counterparts.
7.2 Results - Trained with FLIGHTLABModel
The following set of results represent the SVM plant responses that have
been trained and tested using the high fidelity, non linear SH-2G(A) Super
Seasprite FLIGHTLAB model.
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7.2.1 Training and Validation Data Sets
The training data set is chosen such that the plant is taught aspects of pos-
itive and negative pitch response over a wide range of pitch angles. Simple
negative and positive step responses are ideal as they are commonly used dur-
ing flight tests of real aircraft. Figure 7.2 represents the step input responses
chosen for the training set.
The validation data set is chosen such that the generalisation capability of
the SVM Plant is tested. The key of a good validation data set is to be
significantly different to that of the training set, yet still excite a broad range
of dynamics. In this case the sinusoidal doublet response defined in Figure
7.1 is of different magnitude and shape, yet it also forces both positive and
negative pitch rates. The data set also represents control and response within
the range of data provided for training. A plant that accurately reproduces
these dynamics will exhibit good generalisation within the bounds of the
training data, or in other words good interpolation qualities.
Figure 7.1: Validation data set - FLIGHTLAB.
Response to a 5% sinusoidal doublet. Resolution is 180hz, with a total of
540 data samples.
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(a) Response for a 10 percent positive step input
(b) Response for a 10 percent negative step input
Figure 7.2: Training data set - FLIGHTLAB.
Independent responses to a positive (a) and negative (b) 10% step input.
Resolution is 180hz, with a total of 1080 data samples.
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7.2.2 Kernel and Hyper-Parameter Selection
Initially a 10-fold Cross-Validation (CV) method is used to determine the
best performance from a range of kernels and hyper-parameters. The kernels
chosen for comparison are a subset of those defined in Table 5.1, as defined
below:
Table 7.1: Kernel selections.
Kernel Function, k(xi,xj)
Linear (xi · xj + 1)
Polynomial (xi · xj + 1)d
Gaussian exp
(
−‖xi−xj‖2
2σ2
)
RBF exp
(
−‖xi−xj‖
2σ2
)
A final validation, using the validation data set (Figure 7.1), on the kernel
selections from the CV results is conducted (Appendix D). These results
show poor generalisation and indicate an incorrect choice in kernel param-
eters. It is believed the CV process on the training data resulted in hard
margin behaviour.
Another kernel parameter selection process is therefore used. The parameters
are now chosen such that the quadratic loss of the plant is minimised when
tested on the validation data set. This obviously improves the results, though
significantly it also improves the generalisation, as will be shown in final
testing (Chapter 7.2.4).
From observations of the initial CV process, kernel hyper-parameters of ε =
0.01 and C = 5 were set. These hyper-parameters provide a good compromise
between training speed and accuracy. They may need to be adjusted in future
if the noise characteristics of the training data is significantly changed.
Plant B4 is selected in Table 7.2 as a comparison of kernel parameter and
hyper-parameter results from the validation.
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Table 7.2: Plant B4 - SVM kernel comparison.
Kernel Type Kernel Time (sec) Quadratic Loss No. of SVs
ε = 0.01, C=5 parameter Train Test
Linear N/A 2.8 1.2 0.0024 319
Poly 2 9.3 1.0 0.1015 313
RBF 9 0.4 1.2 0.0064 330
Gaussian 2 2.5 1.2 7.8827 319
It can be seen that the linear and RBF kernels performed the best on the
validation comparison. The linear kernel demonstrated surprisingly good
results. The Gaussian kernel consistently performed poorly when compared
to the other kernels. It is important to note that all kernels performed better
than real time in the simulation process. For the remainder of the modelling
and comparisons, the RBF kernel is selected. Further results from the linear
kernel are available in Appendix E.
7.2.3 Plant Selection
The RBF kernel with hyper-parameters of ε = 0.01 and C = 5 is chosen
for a comparison of the performance between all eight SVM plants. Table
7.3 presents the performance results of the plants when tested against the
FLIGHTLAB validation data set (Figure 7.1). Group A and group B plants
are also compared in Figures 7.3 and 7.4.
Consider first the group A responses. Plant A1 represents the simplest form
of SVM represented here. It is observed that the phase of the initial response
is inaccurate and the following reversal is overdamped. It is clear that the
plant cannot represent the lags in the system. The difficulty in generalisa-
tion is also evident by the number of support vectors (SV) required when
compared to the other plants.
Plant A2 improves on the response from A1 significantly. Here the addition of
pitch rate history to the plant configuration reduces the phase and amplitude
deviation of the response. Some response lag is still absent, yet the control
reversal is well modeled.
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Plant A3 includes the addition of control history over the Plant A1 config-
uration. Here the phase matching is better than A2, yet the reversal is still
overdamped.
Plant A4 includes the additions of both A2 and A3. Here the phase, ampli-
tude and reversal are all very well represented by the plant. The improvement
in generalisation is evident by the reduction of support vectors required when
compared to the other plants.
Group B displays the same trends as group A, with improved results. The
addition of pitch angle to the plant B configurations improves the fidelity of
the control response. This added knowledge is believed to help represent the
varying aerodynamic properties of the fuselage and rotor system at varying
angles of attack. The response at higher pitch angles, particularly if this is
repeated for forward flight, should increase the fidelity gains of the group B
plants over group A.
Plant B4, representing the original configuration concept, is clearly the best
performing of all the plants. The error loss for Plant B4 is one magnitude
lower than the next best result provided by plant A4. It is able to achieve
this with a significantly lower amount of support vectors.
Table 7.3: Plant response comparison with RBF kernel.
Plant Type Kernel Time (sec) Quadratic Loss No. of SVs
ε = 0.01, C=5 parameter Train Test
A1 10 0.8 1.3 1.9196 1020
A2 10 0.6 1.8 0.0700 640
A3 9 0.7 1.3 0.3511 793
A4 9 0.5 1.3 0.0217 517
B1 14 0.8 1.3 0.8327 982
B2 11 0.6 1.6 0.0651 692
B3 9 0.6 1.6 0.0459 667
B4 9 0.4 1.5 0.0064 330
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(a) Pitch rate response
(b) Pitch angle response
Figure 7.3: Validation of Plant A - RBF kernel.
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(a) Pitch rate response
(b) Pitch angle response
Figure 7.4: Validation of Plant B - RBF kernel.
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7.2.4 Final Testing
Final testing is done using the best of the RBF kernel results (Table 7.3),
represented by Plant B4 with a kernel parameter of 9 and hyper-parameters
ε = 0.01, C = 5.
The final test data sets are chosen such that the plant is excited outside
the ranges of its training data. In other words, where the validation data
assessed the interpolation within the training data boundaries, the testing
data is assessing the extrapolation qualities of the plant.
Two test data sets are chosen. Set A represents a sinusoidal doublet control
response (Figure 7.5). Here the control input is double the magnitude of the
training set, and double the frequency of the validation set. Set B represents
a sinusoidal sweep control response (Figure 7.6). Here the frequency response
ranges from 0 to 5 Hz compared to the less than 1 Hz excitation of the training
set.
The control responses of the plant are compared to those provided by the
actual FLIGHTLAB model (Figures 7.5 and 7.6). Quadratic loss to the
FLIGHTLAB response for Set A and Set B are 0.4375 and 0.06512 respec-
tively. It is seen again that the plant generalises well to untrained conditions.
The amplitude of the doublet response is a under predicted, yet the frequency
and shape of the response are very well matched. The sine-sweep results
highlight the limitations of the plant in accurately predicting the amplitude
and phase of unseen higher frequency responses. The amplitude is poorly
matched, though the frequency of the output oscillations is similar in both
cases. In both the test and validation results, it is encouraging how well
the plant generalises to unseen data when it has only been trained with
independent positive and negative step responses.
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(a) Pitch response
(b) Pitch rate response
Figure 7.5: Test data set A - Sinusoidal doublet control response - Plant B4
with RBF kernel trained by FLIGHTLAB.
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(a) Pitch response
(b) Pitch rate response
Figure 7.6: Test data set B - Sinusoidal sweep control response - Plant B4
with RBF kernel trained by FLIGHTLAB.
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7.3 Results - Trained with SH-2G(A) Flight
Data
The following set of results represent the SVM plant responses that have been
trained and tested using flight data from real SH-2G(A) Super Seasprite flight
tests [33]. This is the same data that was used to validate the FLIGHTLAB
model.
7.3.1 Training and Validation Data Sets
Unlike the training data provided by the FLIGHTLAB model, the choice
of real flight data to provide for training is limited. Two sets of control
responses at a hover representing a positive and a negative control response
have been chosen (Figure 7.7). They are chosen from similarly weighted
Super Seasprites with the SAS turned off. The data is originally provided at
10 Hz and is interpolated to provide the 180 Hz data set, hence the noise in
the data set is very low and on par with that provided by FLIGHTLAB.
The validation data sets (Figure 7.8) represent flight data that has previously
been used to validate the FLIGHTLAB model (Chapter 4 and Appendix C).
7.3.2 Hyper-Parameter Selection
For later comparison purposes, the kernel and plant are chosen to be the
same as that for Plant B4. To avoid confusion, this new B4 configured plant
is referred to as Plant C4. Plant C4 is represented by an RBF kernel with a
parameter of 9 and hyper-parameters ε = 0.01, C = 5.
For validation purposes, the mean quadratic loss is compared with various
kernel parameters when tested against the validation data sets depicted in
Figure 7.8. Table 7.4 states the quadratic loss results as a function of kernel
parameter when tested with the specified validation data set. It is observed
that the kernel parameter choice from the FLIGHTLAB learning results
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(shown in bold) falls within the lowest error results and therefore an ade-
quate choice for Plant C4. A performance comparison of Plant C4 against
all these data sets (figures 7.7 and 7.8) is provided in Chapter 7.4.
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(a) Positive doublet response from a SH-2G(A) GW: 13,111 lbs CG: 168.4"
(b) Negative doublet response from a SH-2G(A) GW: 13,037 lbs CG: 168.3"
Figure 7.7: Training data set - SH-2G(A) flight data.
Independent responses to a positive (a) and negative (b) step input. Reso-
lution is 180hz, with a total of 2160 data samples.
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(a) Negative doublet response from a SH-2G(A) GW: 12,792 lbs CG: 167.5"
(b) Negative doublet response from a SH-2G(A) GW: 12,764 lbs CG: 167.5"
Figure 7.8: Validation data sets - SH-2G(A) flight data.
Independent responses to a longitudinal cyclic input. Resolution is 180hz,
with a total of 1080 data samples each.
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Table 7.4: Plant C4 - RBF kernel comparison with validation data.
RBF kernel with hyper-parameters ε = 0.01, and C=5.
SH-2G(A) Kernel Quadratic Loss
Validation Data Set parameter
Figure 7.8 a) 1 168.5949
2 27.6082
3 12.5418
4 12.1750
5 13.6359
6 14.1588
7 14.1619
8 13.8729
9 13.8830
10 13.7915
11 13.7004
12 13.9038
13 15.0054
14 15.3444
15 15.9151
16 15.7739
17 15.8667
18 16.5462
19 16.7055
20 17.8518
Figure 7.8 b) 1 57.3017
2 766.7747
3 1331.4452
4 163.9335
5 19.9758
6 9.6844
7 4.3092
8 3.1596
9 2.8382
10 2.7372
11 2.6774
12 2.7318
13 2.7763
14 2.8722
15 2.9616
16 3.1286
17 3.2922
18 3.4484
19 3.4771
20 3.5280
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7.4 Comparison
A comparison between the SH-2G(A) FLIGHTLAB model, SVM Plant B4,
and SVM Plant C4 against real SH-2G(A) flight data is provided here.
Four flight data sets labeled from A to D are used. Flight data sets A and
B represent the training data sets for Plant C4 in Figure 7.7. Flight data
sets C and D represent a couple of validation sets previously used to test the
FLIGHTLAB model in Chapter 4. They have not been seen previously by
either Plant B4 or Plant C4.
Table 7.5 displays the quadratic loss for each model against the SH-2G(A)
flight data. Figures 7.9 to 7.12 present a comparison of the dynamic control
response with flight data sets A to D respectively.
Understandably, plant C4 performs very well with flight data sets A and
B which represent its training data. Surprisingly, plant B4 performs better
than FLIGHTLAB, it’s training source, throughout the flight data sets. It
is also evident in Figure 7.12 which data sources the SVM plants have been
trained from.
All the models compared here perform well with respect to the flight data.
The FLIGHTLAB model has a tendency to over estimate the amplitude
response from control reversals. It is important to remember that FLIGHT-
LAB is the only fully cross-coupled and non-linear model here. Neither of
the SVM plant models have a representation of the effects of cross-coupling
or forward motion. Despite this, it is remarkable how well the SVM performs
when predicting unseen motion.
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Table 7.5: Comparison of flight models with SH-2G(A) flight data sets.
The SVM plants use RBF kernels with hyper-parameters σ = 9, ε = 0.01,
C=5.
SH-2G(A) Model Type Quadratic Loss No. of SVs
Flight Data Set
A FLIGHTLAB 10.258355 N/A
SVM Plant B4 8.775844 330
SVM Plant C4 3.073681 1745
B FLIGHTLAB 25.476968 “
SVM Plant B4 13.763950 “
SVM Plant C4 4.246388 “
C FLIGHTLAB 16.137935 “
SVM Plant B4 14.483929 “
SVM Plant C4 13.882985 “
D FLIGHTLAB 25.302639 “
SVM Plant B4 16.744629 “
SVM Plant C4 2.838153 “
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(a) Pitch response
(b) Pitch rate response
Figure 7.9: Flight data set A - RBF kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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(a) Pitch response
(b) Pitch rate response
Figure 7.10: Flight data set B - RBF kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
118
(a) Pitch response
(b) Pitch rate response
Figure 7.11: Flight data set C - RBF kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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(a) Pitch response
(b) Pitch rate response
Figure 7.12: Flight data set D - RBF kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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7.5 Summary
A number of SVM models were produced to simulate the longitudinal pitch
dynamics of a SH-2G(A) Super Seasprite helicopter in hover. Defined as
Plants B4 and C4, they were trained using both the FLIGHTLAB model
and the flight data. Results were achieved using an RBF kernel.
Having tested eight versions of a configuration where the significant input
variables and input history were varied, the optimal network configuration of
these two plants corresponded to that of the original proposal in Figure 6.1.
This configuration comparison demonstrated the importance of providing a
history of past inputs to the SVM.
Both Plant B4 and C4 do not represent the effects of cross-coupling or forward
motion. Regardless, the SVMs performed remarkably well when predicting
unseen motion. They were trained only with independent positive and neg-
ative step responses, and tested with longitudinal pitch responses from an
OGE hover.
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Part III
Discussion and Conclusions
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Chapter 8
Discussion
8.1 The FLIGHTLAB Model
A high functional fidelity SH-2G(A) Super Seasprite flight model was de-
veloped using the FLIGHTLAB framework. The Seasprite uses a servo flap
control system that was not available as an existing modelling option in
FLIGHTLAB, therefore such a system was developed. This provides a prime
example of the effort and knowledge required to achieve sufficient fidelity for
HIL simulation. Although a generous amount of data and specifications were
available for the Seasprite in the literature, many assumptions were needed
in the domain of aerodynamics.
Good results were obtained for the SH-2G(A) flight model. Validation of
the model showed adequate performance within a generous flight envelope.
In other words, the functional fidelity of the helicopter is such that a pilot
can perform a wide range of aircraft manoeuvres where the response is rep-
resentative of the real aircraft. In terms of HIL simulation, the flight model
only represents one component of a large system involving avionics, image
generator, and physical cockpit models. Ultimately a complete system vali-
dation will be required involving qualitative feedback from pilots, similar to
the ADS-33 standard used on real helicopters. The use of ADS-33 for the
validation of helicopter simulations is a separate area of research in itself.
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Dynamic response of the SH-2G(A) model at hover conditions is very good.
Both the SAS on and off results provide a high level of confidence in the rep-
resentation of the servo flap modelling and control system. Further validation
is required to ascertain the fidelity of coupled dynamic responses to control
inputs, such as those shown in the level turn comparisons (Chapter 4.4.4).
This will require more flight data. Ideally, one should also perform validation
of the servo flap model using an isolated rotor with comparison to CAMRAD
and UMARC models. Additionally, a stability analysis can be achieved by
linearising the FLIGHTLAB model at chosen airspeeds and then comparing
the stability derivatives with those from the CIFER SH-2G(A) model.
The prime area lacking in fidelity is the representation of fuselage aerodynam-
ics and interference, specifically the lateral moment forces. This is evident
in the level turn and pure lateral flight results where the fuselage aerody-
namics have a greater impact on the aircraft attitude and pedal control au-
thority. Fidelity of the fuselage forces can be improved through the use of
Computational Fluid Dynamics (CFD) as a modelling tool. This in itself is
another field of modelling that needs a substantial amount of effort, time,
and knowledge to achieve high fidelity standards. DSTO currently has a re-
search program using CFD that intends to improve modelling capability in
the future.
8.2 The SVM Model
A number of SVM models were produced to simulate the longitudinal pitch
dynamics of a SH-2G(A) Super Seasprite helicopter in hover. Defined as
Plants B4 and C4, they were trained using the FLIGHTLAB model and the
flight data respectively. Having tested eight versions of a configuration where
significant input variables and input history were varied, the optimal network
configuration of these two plants correspond to that of the original proposal
in Figure 6.1.
Plants B4 and C4 outperformed the other configurations. Although they rep-
resent the most complex plant configurations tested in terms of the number
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of input variables, the result is a significant reduction in both the training
time and the number of support vectors generated (see Table 7.3 in Chapter
7.2.3). The SVM plant required a lower number of support vectors to achieve
a higher accuracy, which can be directly attributed to the selection of plant
input variables. Hence a proper choice of variables relating to the dynamic
system is important.
Neither the SVM plant models represent the effects of cross-coupling or for-
ward motion. Regardless, it is remarkable how well the SVM performs when
predicting unseen motion. It is impressive how well they generalise after only
being trained with independent positive and negative step responses.
The comparison of SVM configuration results (Chapter 7.2.3) demonstrates
the importance of time and history, specifically the history of past inputs.
The optimal SVM configuration can be described as an optimised NARX
network. A significant number of network inputs is avoided by the repre-
sentation of past input history within a single value. It is possible to use
any number of methods to define this history, but for this research it was
represented by a statistical mean of the past half a second. The key is to
represent enough history such that primary system lags and delays are repre-
sented within that time frame. For example, in the recent work by Bhandari
et al [54] an SVM which predicts pitch rate directly from longitudinal cyclic
control is described. They do not appear to have included any input history
into their SVM model, hence their results exhibit phase shifting similar to
that of Plant A1.
Not shown here, but evident during prototyping was the significant increase
in computational effort required when the training set became substantially
large. Without significant optimising or use of on-line methods, the SVM
model can quickly reach a size where it takes longer than real time for sim-
ulation.
Practical aspects of teaching an SVM to predict a delta change, such as
pitch rate, is that it can be run at larger timesteps. As long as the original
training frequency is known, in this case it was 180 Hz, the SVM can be run
at a slower rate such as 30 Hz. It is noted that the input variables must
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still represent the same amount of past history. This can greatly improve
time of prediction in the situation where computational power and or time
for simulation is limited.
8.3 Comparison of Techniques
The difficulty in equation based modelling is obtaining all the data needed to
create and apply these equations. Traditional modelling requires a thorough
understanding of the underlying physical and dynamical concepts. In the case
of a helicopter, this represents a complex interaction of system components.
Each component requires a certain level of validation and fidelity such that
together they achieve a successful representation of the helicopter platform.
The Seasprite is now an old airframe. With the current generation of heli-
copter platforms entering ADF service, such as the Eurocopter built ARH
Tiger, the availability of technical and aerodynamic specifications is very lim-
ited. Such modelling becomes an expensive process in both time and effort
to the point where specific data and models may need to be purchased from
the manufacturer.
An understanding of the system dynamics is also required for building a
successful SVM model. Though critically, this understanding is qualita-
tive rather than quantitative, as demonstrated in Chapter 6.3. The knowl-
edge needed is that of significant variables and their relation to each other.
Through an educated choice of input variables and input history, the fidelity
of an SVM then becomes only limited by the quality and type of training
data available. Actual specifications of the helicopter are irrelevant in this
case.
The major advantage of traditional modelling over SVMs is the ability for
reconfiguration, prototyping, understanding, and research. It is not simply
the representation of aircraft flight, but the interaction of all the system
components that can each be individually modified and analysed without
need for a new set of flight data.
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SVMs provide significant promise in the ability to represent aspects of a
helicopter’s dynamics at a high fidelity. Yet, they exhibit one major disad-
vantage in comparison to traditional modelling and even neural networks.
In its current form, a single SVM model is at best only a MISO system. A
complete non-linear helicopter flight dynamic model will require many indi-
vidually trained SVMs linked together as sub systems to provide the outputs
which define a flight path.
It is likely that the most efficient method of developing a high fidelity flight
model in future will be one that is a combination of both SVMs and tra-
ditional modelling techniques. For reference, Table 8.1 summaries the re-
sources, advantages and disadvantages of each technique.
Table 8.1: Comparison between helicopter flight dynamic modelling tech-
niques.
Traditional Modelling Machine Learning
Resources - Knowledge of the
relationship and mechanics
of significant variables.
- Knowledge of the
relationship between
significant variables.
- Knowledge of detailed
dimensions and
specifications.
- Flight data representing a
subset of the flight envelope.
- Flight data representing a
subset of the flight envelope.
Advantages - A thorough understanding
of the underlying physical
concepts.
- Only flight data is required.
- The ability to reconfigure
sub-systems both for
research and prototyping.
- Can potentially be
automated.
Disadvantages - The complexity of
modelling and validating
system components.
- May require a complex
network of sub-system
models
- Time and effort required. - The model is only as good
as its flight data.
- Not reconfigurable outside
the training data available.
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8.4 Applications and Future Work
Beyond the improvements outlined above to improve the fidelity of the FLIGHT-
LAB model, a substantial amount of work lies in the domain of SVM heli-
copter modelling. This investigation has shown the capability of SVMs to
model aspects of a helicopter at a high fidelity. Specifically the longitudinal
pitch dynamics at a hover. The next logical step is to advance this modelling
into other areas of the flight envelope.
As discussed previously, the SVM model is limited to a MISO system. Fur-
ther work will involve the networking of SVM components to represent the
helicopter system as a whole, including the effects of cross coupling. Similar
techniques to this investigation will need to be followed to determine the
critical relationships between variables.
Other aspects for further work include investigating the simulation perfor-
mance of an SVM when appreciable noise is evident in the data stream.
Additionally, one can investigate the qualities of introducing SVM system
components to a standard equation based flight model.
Ultimately, the SVM training process can potentially be automated through
the use of online SVMmethods and optimisation techniques. This will lead to
training using real-time flight data, possibly on an unmanned aerial vehicle,
using SVM routines to update a smart control system live during opera-
tions. As rotary wing research has traditionally been beyond the boundary
of machine learning applications, the possibilities for the use of SVMs in this
context are many and varied.
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Chapter 9
Conclusions
A SH-2G(A) Super Seasprite helicopter model has been designed and im-
plemented using the FLIGHTLAB framework. This includes a new servo
flap component designed using Chopra and Shen’s quasi-steady adaption of
the Theodorsen model. The control system was created using SH-2G(A)
specifications and includes basic SAS functionality. The flight model was
designed to a functional fidelity for application in HIL simulation and acci-
dent investigation. Validation of the FLIGHTLAB model exhibited a good
representation throughout the flight envelope. It is suggested that further
work be completed to improve the fidelity of the fuselage aerodynamics and
aerodynamic interference.
A number of SVM models were produced to simulate the longitudinal pitch
dynamics of an SH-2G(A) Super Seasprite helicopter in hover. They were
trained using both the FLIGHTLAB model and real SH-2G(A) flight data.
The optimal SVM configuration is described as an optimised NARX network
where past history of an input variable is represented by a single value.
A comparison of the SVM results with flight data and FLIGHTLAB re-
sponses showed significant promise in the ability to represent aspects of a
helicopter’s dynamics. A high fidelity can be achieved provided that the fol-
lowing is established. Firstly, it is important to provide the machine with
knowledge of past inputs that encompass the delay characteristics of the
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helicopter dynamic system. Secondly, the relationship, rather than the me-
chanics, between the significant variables that represent the dynamic system
must be well understood.
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Part IV
Appendices
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Appendix A
Servo Flap - Detailed Component
Implementation
A.1 Servo Flap - FLIGHTLAB Rotor Compo-
nent Diagram
Figures A.1 and A.2 represent a detailed FLIGHTLAB component diagram
of the servo flap implementation. A single rigid rotor blade with 6 structural
elements and 5 aerodynamic elements is described. The rotor hub or bearing
components are not shown. Scope language scripts are written to modify the
standard rotor (Figure A.1) into a servo flap rotor (Figure A.2). The scripts
are not presented here due to segments of copyrighted code.
132
Figure A.1: FLIGHTLAB rigid rotor component diagram.
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Figure A.2: FLIGHTLAB rigid rotor component diagram with Servo flap
implementation.
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A.2 Servo Flap - Component Code
The code representing the Servo Flap component is presented below.
Listing of servoflap.cdf
#
#Fi l e : s e r v o f l a p . cd f
#Desc : Super s e a s p r i t e component f i l e , S .Manso Oct . 2007
##
SERVOFLAP =
{
desc = "2−D Servo f l ap aerodynamic loads " ,
npn = 1 , ncn = 0 ,
f i e l d s = {
u = {rows=3, c o l s = 1 , connect=cont io , in , desc = " Input
vec to r (+ve down) o f s e r v o f l a p pos i t i on , r a t e and
a c c e l e r a t i o n " } ,
v e l = {rows=3, c o l s = 1 , desc = "Local segment v e l o c i t y " } ,
c l = { s i z e =1, desc = "Delta l i f t c o e f f i c i e n t " } ,
cd = { s i z e =1, desc = "Delta drag c o e f f i c i e n t " } ,
cm = { s i z e =1, desc = "Delta p i t ch moment c o e f f i c i e n t " } ,
ch = { s i z e =1, desc = "Hinge p i t ch moment c o e f f i c i e n t " } ,
p f r l = { rows=9, c o l s =1,connect=framel } ,
p f ra = { rows=9, c o l s =1,connect=framea } ,
p f r t = { rows=3, c o l s =3,connect=framet } ,
pfo = { rows=6, c o l s =1, export=fo rce , out } ,
}
methods = {
f o r c e={func t i on=" s e r v o f l a p f " , lang=C, export=model ,
inputs={u , vel , p f r l , pfra , p f r t } ,
outputs={c l , cd , cm, ch , pfo } ,
args={u , vel , p f r l , pfra , p f r t , c l , cd , cm, ch , pfo }
}
}
}
#end of f i l e
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Listing of servoflap.c
/∗
∗ SERVO f l a p component
∗ F l i g h t l a b 3.1
∗
∗ Sy lva in MANSO
∗ October 2007
∗
∗ Inputs : p f r l , pfra , p f r t
∗ Outputs : c l , cd ,cm, ch , pfo
∗
∗ Fi l e : s e r v o f l a p . c
∗ Desc : Super s e a s p r i t e component f i l e
∗
∗ −Computes the aerodynamic f o r c e s from the servo f l a p d e f l e c t i o n .
∗ −Does not compute the i n e r t i a l f o r c e s o f the servo f l a p .
∗ −Control d e f l e c t i o n inpu t s are converted in to the frequency domain .
∗
∗ Method : : f o r c e
∗
∗/
#include <math . h>
stat ic double R = 22 . 1 7 ; // b lade rad ius ( f t )
stat ic double r = 3 ; // servo f l a p l eng t h ( f t )
stat ic double rho = 0 .002378 ; // atmospheric dens i t y ( s l u g s / f t ^3) .
Assumed constant . Should be l i n k ed to FLIGHTLAB in fu tu r e .
stat ic double Omega = 31 . 4 ; // r o t a t i o n a l speed ( rad/s ) . Assumed
constant .
stat ic double e = 0 . 5104 ; // f l a p lead ing−edge l o c a t i on a f t o f
midchord , in semichords (ND)
stat ic double e0 = −0.6921; // b lade p i t c h i n g ax i s l o c a t i on forward
o f midchord , in semichords (ND)
stat ic double a = 5 . 7 4 4 ; // l i f t curve s l ope (ND)
stat ic double l = 0 . 1 274 ; // o f f s e t o f f l a p hinge from f l a p
l ead ing edge , in semichords (ND)
stat ic double Gamma = 4 . 8 7 6 ; // l o ck number (ND)
stat ic double Rflap ; // servo f l a p r a d i a l p o s i t i on ( f t )
stat ic double chord ; // ro tor b lade chord , i n c l ud ing servo
f l a p ( f t )
stat ic double c ; // ro tor b lade chord , i n c l ud ing servo
f l a p (ND)
stat ic double U_p; // downwash v e l o c i t y (ND)
stat ic double U_t ; // t an g en t i a l v e l o c i t y (ND)
stat ic double de l ta_f ; // f l a p d e f l e c t i o n ( p o s i t i v e f l a p down ,
rad )
stat ic double delta_f_dot ; // CONVERTED INTO THE FREQUENCY DOMAIN
. . . need to doub le check
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stat ic double delta_f_ddot ;
stat ic double pi = 3 . 14159 ;
stat ic double T0 , T1 ,T2 ,T3 ,T4 ,T5 ,T6 ,T7 ,T8 ,T9 , T10 ;
stat ic double T11 , T12 , T13 , T14 , T15 , T16 , T17 , T18 , T19 , T20 ;
stat ic double T21 , T22 , T23 , T24 , T25 , T26 , T27 , T28 , T29 ;
stat ic double C_ldelta , C_ldelta_dot , C_ldelta_ddot ;
stat ic double C_mdelta , C_mdelta_dot , C_mdelta_ddot ;
stat ic double C_halpha , C_halpha_dot , C_halpha_ddot ;
stat ic double C_hdelta , C_hdelta_dot , C_hdelta_ddot ;
stat ic double C_hh_dot , C_hh_ddot ;
stat ic double w_dot , w_ddot ;
stat ic double theta0_dot , theta0_ddot ;
stat ic double phihat_dot , phihat_ddot ;
stat ic double e_prime , e2 , Nxc ;
stat ic double Delta_CL , Delta_CM , CH, L , M;
stat ic double Ib , m0, l i f t_d imens i ona l , moment_dimensional ;
stat ic double downwash , a i r speed , T;
void s e r v o f l a p f (double ∗u , double ∗ vel , double ∗ p f r l , double ∗pfra , double ∗
pf r t , double ∗ c l , double ∗cd , double ∗cm, double ∗ch , double ∗pfo )
{
a i r sp e ed = ve l [ 1 ] ∗ (−1.0) ;
downwash = ve l [ 2 ] ;
i f ( a i r sp e ed > 2000 .0 ) a i r sp e ed = 2000 ;
i f ( a i r sp e ed < −2000.0) a i r sp e ed = −2000;
i f (downwash > 2000 .0 ) downwash = 2000 ;
i f (downwash < −2000.0) downwash = −2000;
chord = (1 . 92 + 0.147 + 0 . 67 ) ;
c = chord/R;
Rflap = 0.75∗R;
U_p = downwash/(Omega∗R) ; // v e l [ 2 ] = downwash , z
p o s i t i v e down , ( v e l [ 0 ] , v e l [ 1 ] , v e l [ 2 ] )
U_t = a i r spe ed /(Omega∗R) ; // v e l [ 1 ] = t an g en t i a l v e l o c i t y
, y p o s i t i v e forward
T = 1.0/Omega ; // per iod
de l ta_f = u [ 0 ] ∗ ( 1 . 0 ) ; // f l a p d e f l e c t i o n ( p o s i t i v e
f l a p down , rad )
delta_f_dot = u [ 1 ] ∗ ( 1 . 0 ) ∗ T; // ∗ T to conver t in to
frequency domain
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delta_f_ddot = u [ 2 ] ∗ ( 1 . 0 ) ∗ T ∗ T; // ∗ T ∗ T
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
w_dot = 0 ;
w_ddot = 0 ;
theta0_dot = 0 ;
theta0_ddot = 0 ;
phihat_dot = 0 ;
phihat_ddot = 0 ;
e2 = e∗e ;
// Theodorsen T func t i ons
e_prime = (0 .25∗ l ) + e ; // chosen based on Theodorsen
recommendation
Nxc = (1 − ( e_prime∗e ) − ( s q r t (1−(e_prime∗e_prime ) ) ∗ s q r t (1 − e2 )
) ) / ( e_prime − e ) ;
T0 = e∗ s q r t (1 − e2 ) ∗ acos ( e ) − (1 − e2 ) ;
T1 = (−1.0/3 .0) ∗(2 + e2 ) ∗ s q r t (1 − e2 ) + ( e∗ acos ( e ) ) ;
T2 = e ∗(1 − e2 ) − ( (1 + e2 ) ∗ s q r t (1 − e2 ) ∗ acos ( e ) ) + ( e∗pow( acos
( e ) ,2 ) ) ;
T3 = (−1.0/8 .0) ∗(1 − e2 ) ∗(5∗ e2 + 4) + (1 . 0 / 4 . 0∗ e ∗(7 + (2∗ e2 ) ) ∗
s q r t (1 − e2 ) ∗ acos ( e ) ) − ( ( 1 . 0 / 8 . 0 + e2 ) ∗pow( acos ( e ) , 2 ) ) ;
T4 = e∗ s q r t (1 − e2 ) − acos ( e ) ;
T5 = (−1) ∗(1 − e2 ) + (2∗ e∗ s q r t (1 − e2 ) ∗ acos ( e ) ) − pow( acos ( e )
, 2 ) ;
T6 = T2 ;
T7 = ( 1 . 0 / 8 . 0 ) ∗e ∗(7 + (2∗ e2 ) ) ∗ s q r t (1 − e2 ) − ( ( 1 . 0 / 8 . 0 + e2 ) ∗
acos ( e ) ) ;
T8 = (−1.0/3 .0) ∗(1 + (2∗ e2 ) ) ∗ s q r t (1 − e2 ) + ( e∗ acos ( e ) ) ;
T9 = ( 1 . 0 / 2 . 0 ) ∗ ( 1 . 0 /3 . 0∗pow((1 − e2 ) , ( 3 . 0 / 2 . 0 ) ) + ( e0∗T4) ) ;
T10 = sq r t (1 − e2 ) + acos ( e ) ;
T11 = (2 − e ) ∗ s q r t (1 − e2 ) + ((1 − (2∗ e ) ) ∗ acos ( e ) ) ;
T12 = (2 + e ) ∗ s q r t (1 − e2 ) − ( (1 + (2∗ e ) ) ∗ acos ( e ) ) ;
T13 = (−1.0/2 .0) ∗(T7 + ( ( e − e0 ) ∗T1) ) ;
T14 = (1 . 0 / 1 6 . 0 ) + (1 . 0 /2 . 0∗ e0∗e ) ;
T15 = T4 + T10 ;
T16 = T1 − T8 − ( ( e − e0 ) ∗T4) + (1 . 0 /2 . 0∗T11) ;
T17 = (−2∗T9) − T1 + ( ( e0 − 1 . 0 / 2 . 0 ) ∗T4) ;
T18 = T5 − (T4∗T10) ;
T19 = (−1.0/2 .0) ∗T4∗T11 ;
T20 = (−1)∗ s q r t (1 − e2 ) + acos ( e ) ;
T21 = sq r t ( (1 + e ) /(1 − e ) ) ;
T22 = 2∗ s q r t (1 − e2 ) − s q r t ( (1 + e ) /(1 − e ) ) ;
T23 = (−1 − (2∗ e ) + (2∗ e0 ) ) ∗ s q r t (1 − e2 ) ;
T24 = (−2∗T9) ;
T25 = T4 − ( (1 − e ) ∗ s q r t (1 − e2 ) ) ;
T26 = 2∗ s q r t (1 − e2 ) ∗T20 + (T4∗ s q r t ( (1 + e ) /(1 − e ) ) ) ;
T27 = (T4∗T10) − ( s q r t (1 − e2 ) ∗T11) ;
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T28 = 2∗(1 + e + log (Nxc) ) ;
T29 = 2∗ s q r t (1 − e2 ) ∗T10 ;
// Theodorsen c o e f f i c i e n t s
C_ldelta = 2∗(T10 − ( l ∗T21) ) ;
C_ldelta_dot = c∗ l ∗(−T10 − s q r t (1 − e2 ) ) + (1 . 0 /2 . 0∗ c ∗(T11 − T4)
) ;
C_ldelta_ddot = ( 1 . 0 / 4 . 0 ) ∗pow( c , 2 ) ∗ ( ( l ∗T4) − T1) ;
C_mdelta = (−1.0/2 .0) ∗ ( ( l ∗T22) + T15) ;
C_mdelta_dot = (−1.0/4 .0) ∗c ∗ ( ( l ∗T23) + T16) ;
C_mdelta_ddot = (−1.0/8 .0) ∗pow( c , 2 ) ∗ ( ( l ∗T24) + (2∗T13) ) ;
C_halpha = ( l ∗T20) − ( 1 . 0 / 2 . 0∗T12) ;
C_halpha_dot = ( 1 . 0 / 4 . 0 ) ∗c ∗( l ∗(2∗T20 − T25) − T17 − T12) ;
C_halpha_ddot = ( 1 . 0 / 8 . 0 ) ∗pow( c , 2 ) ∗((− l ∗T24) − (2∗T13) ) ;
C_hh_dot = ( l ∗T20) − ( 1 . 0 / 2 . 0∗T12) ;
C_hh_ddot = ( 1 . 0 / 4 . 0 ) ∗c ∗(T1 − ( l ∗T4) ) ;
C_hdelta = (−1.0/ p i ) ∗pow( l , 2 ) ∗ ( 1 . 0 /2 . 0∗T28 + (T20∗T21) ) +
( ( 1 . 0 / ( 2∗ pi ) ) ∗ l ∗(T12∗T21 − T26 + (2∗T20∗T10) ) ) − ( ( 1 . 0 / ( 2∗ pi ) ) ∗(
T18 + (T12∗T10) ) ) ;
C_hdelta_dot = (1 . 0/ (4∗ pi ) ) ∗c ∗( l ∗ l ∗(−2∗T20∗T10 − T29) + ( l ∗(T12∗
T10 − T27 + (T20∗T11) ) ) −T19 − ( 1 . 0 / 2 . 0∗T12∗T11) ) ;
C_hdelta_ddot = (1 . 0/ (8∗ pi ) ) ∗c∗c ∗( l ∗ l ∗T5 − ( l ∗2∗T2) + T3) ;
// incrementa l l i f t ( p o s i t i v e up )
Delta_CL = (( C_ldelta∗ de l ta_f ∗pow(U_t, 2 ) ) + ( C_ldelta_dot∗
delta_f_dot∗U_t) + (C_ldelta_ddot∗delta_f_ddot ) ) ;
// incrementa l p i t c h i n g moment ( p o s i t i v e a i r f o i l l e ad ing edge up )
Delta_CM = ((C_mdelta∗ de l ta_f ∗pow(U_t, 2 ) ) + (C_mdelta_dot∗
delta_f_dot∗U_t) + (C_mdelta_ddot∗delta_f_ddot ) ) ;
// f l a p hinge moment ( p o s i t i v e f l a p down)
CH = (C_hdelta∗ de l ta_f ∗pow(U_t, 2 ) + (C_hdelta_dot∗delta_f_dot∗U_t) +
(C_hdelta_ddot∗delta_f_ddot ) + (C_hh_dot∗(−w_dot) ∗U_t) + (
C_hh_ddot∗(−w_ddot) ) + (C_halpha∗(−U_t∗U_p) ) + (C_halpha_dot∗(
theta0_dot + phihat_dot ) ∗U_t) + (C_halpha_ddot∗( theta0_ddot +
phihat_ddot ) ) ) ;
L = Delta_CL ∗ 0 .5 ∗ rho ∗ pow( ( Rflap ∗ Omega) ,2 ) ∗ r ∗ chord ∗ 1 . 0 ;
M = Delta_CM ∗ 0 .5 ∗ rho ∗ pow( ( Rflap ∗ Omega) ,2 ) ∗ r ∗ chord ∗
chord ∗ 1 . 0 ;
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
// Export data
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// pfo ( x , y , z , l ,m, n)
//
// Co−ord ina te system i s very vague , i t seems to match the one
de sc r i b ed below when you observe the forces ,
// but does not match the system tha t d e s c r i b e s the ro tor with x
outboard and y towards l ead ing edge .
// I have modi f ied below fo r b e s t f i t . To be checked at l a t e r date .
Could be an i s su e with the " counter c l o c kw i s e ro tor " model
d e f i n i t i o n .
pfo [ 0 ] = 0 ; // x inboard
pfo [ 1 ] = 0 ; // y t r a i l i n g edge
pfo [ 2 ] = L ∗ (−1.0) ; // z up
pfo [ 3 ] = M;
pfo [ 4 ] = 0 ;
pfo [ 5 ] = 0 ;
∗ c l = Delta_CL ;
∗cd = 0 ;
∗cm = Delta_CM ;
∗ch = CH;
}
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Appendix B
Servo Flap - T Functions
Nomenclature
a - blade pitching axis location forward of mid-chord, in semi-chords
c - flap leading-edge location aft of mid-chord, in semi-chords
The T functions used from Theodorsen’s theory[29] are presented here using
the nomenclature described above.
N(c, c′) =
∣∣∣∣1− cc′ −√1− c2√1− c′2c′ − c
∣∣∣∣
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T0 = c
√
1− c2 cos−1 c− (1− c2)
T1 = −1
3
(2 + c2)
√
1− c2 + c cos−1 c
T2 = c(1− c2)− (1 + c2)
√
1− c2 cos−1 c+ c(cos−1 c)2
T3 = −1
8
(1− c2)(5c2 + 4) + 1
4
c(7 + 2c2)
√
1− c2 cos−1 c− (1
8
+ c2)(cos−1 c)2
T4 = c
√
1− c2 − cos−1 c
T5 = −(1− c2) + 2c
√
1− c2 cos−1 c− (cos−1 c)2
T6 = T2
T7 =
1
8
c(7 + 2c2)
√
1− c2 − (1
8
+ c2) cos−1 c
T8 = −1
3
(1 + 2c2)
√
1− c2 + c cos−1 c
T9 =
1
2
[
1
3
(1− c2)3/2 + aT4]
T10 =
√
1− c2 + cos−1 c
T11 = (2− c)
√
1− c2 + (1− 2c) cos−1 c
T12 = (2 + c)
√
1− c2 − (1 + 2c) cos−1 c
T13 = −1
2
(T7 + (c− a)T1)
T14 =
1
16
+
1
2
ac
T15 = T4 + T10
T16 = T1 − T8 − (c− a)T4 + 1
2
T11
T17 = −2T9 − T1 + (a− 1
2
)T4
T18 = T5 − T4T10
T19 = −1
2
T4T11
T20 = −
√
1− c2 + cos−1 c
142
T21 =
√
1 + c
1− c
T22 = 2
√
1− c2 −
√
1 + c
1− c
T23 = (−1− 2c+ 2a)
√
1− c2
T24 = −2T9
T25 = T4 − (1− c)
√
1− c2
T26 = 2
√
1− c2T20 + T4
√
1 + c
1− c
T27 = T4T10 −
√
1− c2T11
T28 = 2(1 + c+ logN(c, c
′))
T29 = 2
√
1− c2T10
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Appendix C
Flight Model Validation
More FLIGHTLAB SH-2G(A) flight model results are presented here with
comparison to flight test data. Various SAS off results are shown that com-
plement the results and comments made in Chapter 4.
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C.1 Response - Longitudinal, SAS Off
(a) Pitch response
(b) Pitch rate response
Figure C.1: Control response at hover - Longitudinal control input - SAS
OFF.
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(a) Pitch response
(b) Pitch rate response
Figure C.2: Control response at hover - Longitudinal control input - SAS
OFF.
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C.2 Response - Lateral, SAS Off
(a) Roll response
(b) Roll rate response
Figure C.3: Control response at hover - Lateral control input - SAS OFF.
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(a) Roll response
(b) Roll rate response
Figure C.4: Control response at hover - Lateral control input - SAS OFF.
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Appendix D
SVM Cross Validation Results
Table D.2 represents a comparison of the best linear loss values from a 10-
fold CV. The validation of the RBF kernel is chosen for comparison in Table
D.1. For consistency, hyper-parameters ε = 0.01 and C = 5 are chosen. The
quadratic loss indicates poor generalisation when compared to the results
from Table 7.3. The poor generalisation is more evident by viewing the test
responses for Plant A and B represented in Figures D.1 and D.2 respectively.
Table D.1: Plant response comparison with RBF kernel.
Plant Type Kernel Time (sec) Quadratic Loss No. of SVs
ε = 0.01, C=5 parameter Train Test
A1 0.125 0.7 1.4 15.0850 387
A2 0.5 0.2 1.5 7.5064 50
A3 0.125 0.8 1.4 8.7176 475
A4 2 0.3 1.2 0.9408 105
B1 0.5 0.3 1.4 10.6925 101
B2 0.5 0.3 1.9 7.6282 55
B3 2 0.3 1.4 0.1846 241
B4 2 0.3 1.7 4.1036 91
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Table D.2: Comparison of best of 10-fold cross validation.
Plant Kernel Hyper-parameters 10-fold C.V. Validation
Type kernel parameter epsilon C Linear Loss Quadratic Loss
A1 Linear N/A 0.1 5 0.51791 2.1069
Poly 3 0.001 5 0.37404 6.6579
RBF 0.125 0.001 100 0.15829 15.1628
Gaussian 40 0.1 5 0.88780 9.4362
A2 Linear N/A 0.001 5 0.083464 0.0838
Poly 3 0.01 100 0.028667 3.3788
RBF 0.5 0.01 5 0.026294 7.5064
Gaussian 20 0.01 100 0.88672 8.7415
A3 Linear N/A 0.1 5 0.29608 0.3322
Poly 3 0.01 10 0.23797 1.0464
RBF 0.125 0.001 5 0.16405 8.7610
Gaussian 40 0.01 5 0.88721 8.9818
A4 Linear N/A 0.001 100 0.057391 0.0287
Poly 3 0.01 10 0.024349 8.3586
RBF 2 0.001 100 0.027112 1.2705
Gaussian 5 0.001 100 0.84376 39.7244
B1 Linear N/A 0.1 100 0.32167 0.8677
Poly 3 0.001 100 0.029045 81.1579
RBF 0.5 0.001 100 0.027011 11.6033
Gaussian 20 0.01 100 0.88748 9.1064
B2 Linear N/A 0.1 5 0.080486 0.1212
Poly 4 0.001 100 0.025997 390.9358
RBF 0.5 0.001 5 0.026634 7.6950
Gaussian 5 0.01 100 0.81621 9.6152
B3 Linear N/A 0.01 5 0.089201 0.0413
Poly 3 0.01 100 0.02526 3.7889
RBF 2 0.001 100 0.025669 0.8507
Gaussian 40 0.01 10 0.88708 9.1741
B4 Linear N/A 0.001 5 0.040520 0.0026
Poly 3 0.01 5 0.025817 6.1736
RBF 2 0.001 100 0.027162 5.8942
Gaussian 40 0.1 100 0.8870 9.0552
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(a) Pitch rate response
(b) Pitch angle response
Figure D.1: Comparison of Plant A - RBF kernel.
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(a) Pitch rate response
(b) Pitch angle response
Figure D.2: Comparison of Plant B - RBF kernel.
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Appendix E
SVM Linear Kernel Results
A number of SVM models were produced to simulate the longitudinal pitch
dynamics of a SH-2G(A) Super Seasprite helicopter in hover. Results using
a linear kernel are presented here.
Section E.1 presents the results of Plant A and Plant B trained with the
FLIGHTLAB model. Validation of the linear kernel is shown in Table E.1,
and as responses in Figures E.1 and E.2. These results are very comparable
to the RBF kernel in Chapter 7.2.3.
The Plant B4 linear kernel delivers a quadratic loss of 0.091938 (Figure E.3)
and 0.055589 (Figure E.4) on test data set A and B respectively. These are
better than the equivalent RBF kernel results.
When the linear kernel is trained with real flight data, similar to that in
Chapter 7.4, Plant C4 does not generalise as well as the equivalent RBF
kernel results. A comparison between linear kernel plants B4 and C4, and
FLIGHTLAB is presented in Section E.2.
It is expected that the linear kernel perform less well than an RBF kernel
when significant non-linearity exists in a data set. The performance of the
linear kernel when trained with FLIGHTLAB hover data is however surpris-
ing. This suggests there exists certain linearity in the data set, possibly due
to the small time step of the flight data.
153
E.1 Results - Trained with FLIGHTLABModel
Table E.1: Plant response comparison with Linear kernel.
Plant Type Time (sec) Quadratic Loss No. of SVs
ε = 0.01, C=5 Train Test
A1 1.5 0.9 1.9592 1012
A2 2.9 1.3 0.0889 640
A3 2.1 1.2 0.3433 810
A4 3.5 1.1 0.0282 513
B1 1.8 1.1 0.8589 982
B2 2.7 1.2 0.0741 707
B3 3.1 0.9 0.0413 684
B4 2.8 1.2 0.0024 319
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(a) Pitch rate response
(b) Pitch angle response
Figure E.1: Validation of Plant A - Linear kernel.
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(a) Pitch rate response
(b) Pitch angle response
Figure E.2: Validation of Plant B - Linear kernel.
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(a) Pitch response
(b) Pitch rate response
Figure E.3: Test data set A - Sinusoidal doublet control response - Plant B4
with Linear kernel trained by FLIGHTLAB.
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(a) Pitch response
(b) Pitch rate response
Figure E.4: Test data set B - Sinusoidal sweep control response - Plant B4
with Linear kernel trained by FLIGHTLAB.
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E.2 Results and Comparison with SH-2G(A)
Flight Data
Table E.2: Comparison of flight models with SH-2G(A) flight data sets.
The SVM plants use Linear kernels with hyper-parameters ε = 0.01, C=5.
SH-2G(A) Model Type Quadratic Loss No. of SVs
Flight Data Set
A FLIGHTLAB 10.258355 N/A
SVM Plant B4 12.113024 319
SVM Plant C4 3.805147 1845
B FLIGHTLAB 25.476968 “
SVM Plant B4 24.674285 “
SVM Plant C4 8.206218 “
C FLIGHTLAB 16.137935 “
SVM Plant B4 19.354242 “
SVM Plant C4 16.724138 “
B FLIGHTLAB 25.302639 “
SVM Plant B4 27.889717 “
SVM Plant C4 4.553968 “
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(a) Pitch response
(b) Pitch rate response
Figure E.5: Flight data set A - Linear kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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(a) Pitch response
(b) Pitch rate response
Figure E.6: Flight data set B - Linear kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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(a) Pitch response
(b) Pitch rate response
Figure E.7: Flight data set C - Linear kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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(a) Pitch response
(b) Pitch rate response
Figure E.8: Flight data set D - Linear kernel comparison with FLIGHTLAB
and SH-2G(A) flight data.
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