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QUIVERS AND THREE DIMENSIONAL LIE ALGEBRAS
JEFFREY PIKE
Abstract. We study a family of three-dimensional Lie algebras Lµ that depend on a
continuous parameter µ. We introduce certain quivers, which we denote by Qm,n (m,n ∈ Z)
and Q∞×∞, and prove that idempotented versions of the enveloping algebras of the Lie
algebras Lµ are isomorphic to the path algebras of these quivers modulo certain ideals in the
case that µ is rational and non-rational, respectively. We then show how the representation
theory of the quivers Qm,n and Q∞×∞ can be related to the representation theory of quivers
of affine type A, and use this relationship to study representations of the Lie algebras Lµ.
In particular, though it is known that the Lie algebras Lµ are of wild representation type,
we show that if we impose certain restrictions on weight decompositions, we obtain full
subcategories of the category of representations of Lµ that are of finite or tame representation
type.
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Introduction
In the late 20th century, the mathematician Pierre Gabriel discovered a beautiful rela-
tionship between the root systems of Lie algebras and the representations of quivers [4],
which are directed graphs. This result fuelled further research of the connection between Lie
theory and quivers, as the correspondence between the two allows for a more intuitive and
geometric means of studying Lie algebras. In the present work, we study the representation
theory of a particular collection of Lie algebras by first relating them to certain quivers.
When working over the complex numbers, one can completely classify all Lie algebras of
dimension three, up to isomorphism. The possibilities are (see for example [2, Chapter 3]):
(1) the three-dimensional abelian Lie algebra,
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(2) the direct sum of the unique nonabelian two-dimensional Lie algebra with the one-
dimensional Lie algebra,
(3) the Heisenberg algebra,
(4) the Lie algebra sl2(C),
(5) the Lie algebra with basis {x, y, z} and commutation relations [x, y] = y, [x, z] = y+z,
[y, z] = 0.
(6) the Lie algebras Lµ, µ ∈ C
∗ = C \ {0} (see Section 1).
The representation theory of the first four Lie algebras in the above list is well understood,
while the representation theory of the last two is less so. In particular, for generic µ, very
little is known about the representation theory of the Lie algebras Lµ, and so in order to
obtain a better understanding of the representation theory of three-dimensional Lie algebras
over the complex numbers, we first require a better understanding of this particular family.
Due to a result of Makedonskyi [6, Theorem 3], it is known that the Lie algebras Lµ are
of wild representation type. However, in the current paper, we will exploit the relationship
between quivers and Lie algebras, to draw several conclusions about the representations of
these Lie algebras.
The Euclidean group is the group of isometries of R2 having determinant 1, and the
Euclidean algebra is the complexification of its Lie algebra. The Euclidean group is one of the
oldest and most studied examples of a group: it was studied implicitly even before the notion
of a group was formalized, and it has applications not only throughout mathematics but in
quantum mechanics, relativity, and other areas of physics as well. In [7, Theorem 4.1], it is
shown that the category of representations of the Euclidean algebra admitting weight space
decompositions is equivalent to the category of representations of the preprojective algebras
of quivers of type A∞. In the current paper, we show that the category of representations of
Lm
n
(m,n ∈ Z, n 6= 0) admitting weight space decompositions can be embedded inside the
category of representations of the preprojective algebra of the affine quiver of type A
(1)
m+n,
where by convention A
(1)
0 denotes the quiver of type A∞. It can be shown that the Euclidean
algebra is isomorphic to the Lie algebra L−1, and so if µ = −1 then m = −n so that
this agrees with what is presented in [7]. Thus the current work can be thought of as a
generalization of some of the results of that paper. Analogous to the rational case, we also
show how the representations with weight space decompositions of Lµ, µ ∈ C \ Q, form a
subcategory of the category of representations of the preprojective algebra of the quiver of
type A∞.
We begin by defining the modified enveloping algebras of the Lie algebras Lµ, denoted
U˜µ, and we note that category of representations of U˜µ is equivalent to the category of
representations of Lµ admitting weight space decompositions. We then introduce certain
quivers, denoted Qm,n (m,n ∈ Z) and Q∞×∞, and show that the algebras U˜µ are isomorphic
to the path algebras of Qm,n and Q∞×∞ modulo certain ideals in the case that µ is rational
and non-rational, respectively (see Proposition 4.2). We use the theory of quiver morphisms
to relate the representation theory of the quivers Qm,n and Q∞×∞ to the representation
theory of affine quivers of type A, which is well understood. In the case that µ ∈ Q, the
main result is the following (Theorems 4.5 and 4.6):
Theorem. Let m,n ∈ Z, gcd(m,n) = 1, and let a, b ∈ Z be such that 0 ≤ b − a < m.
Let Cm,na,b denote the full subcategory of U˜µ -Mod consisting of modules V such that Vk = 0
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whenever k < a or k > b, where Vk denotes the k
th weight space of V . Then Cm,na,b is of finite
representation type when n 6= 1, and Cm,1a,b is of tame representation type.
When µ ∈ C\Q, we introduce a Z action on U˜µ -Mod and our main result is the following
(Corollary 4.13):
Theorem. Let A be a finite subset of Z with the property that A does not contain any five
consecutive integers. Then there are a finite number of Z-orbits of isomorphism classes of
indecomposable U˜µ-modules V such that Vij = 0 whenever i − j /∈ A, where Vij denotes the
(i, j) weight space of V .
The organization of the paper is as follows. In Section 1 we introduce the family Lµ of
3-dimensional Lie algebras that will be studied in the rest of the paper. We then describe the
(modified) universal enveloping algebras U˜m,n and U˜µ associated with the Lie algebras Lµ. In
Section 2 we recall some basic notions from the theory of quivers and their representations,
and in Section 3 we develop the theory of morphisms between quivers. Finally, in Section 4,
we establish a relationship between the representation theory of the Lie algebras Lµ and the
representation theory of the quivers Qm,n and Q∞×∞, and use some of the results of Section
3 to study these quivers.
Acknowledgements. The research for this paper began in the Summer of 2012 at the
University of Ottawa under the supervision of Alistair Savage. We would like to thank
him not only for introducing us to the topics of this paper, but also for all the interesting
discussions and for his insightful guidance over the course of this project.
Notation. Throughout this paper, all vector spaces and linear maps will be over C.
Given a C-algebra A, we will take the term module over A to mean left module over A. The
category of (left) modules over A is denoted A -Mod. By the usual abuse of language, we
will use the terms module and representation interchangeably.
1. The Lie Algebras Lµ
In this section we introduce the reader to the family of three-dimensional Lie algebras
that will be the main focus of this paper. Given a complex number z ∈ C, we will denote
by zR the real part of z and by zI the imaginary part.
Let µ ∈ C∗ = C \ {0} and let Lµ denote the three-dimensional Lie algebra with basis
{α1, α2, β} and commutation relations
(1.1) [β, α1] = α1, [β, α2] = µα2, [α1, α2] = 0.
It is straightforward to check that Lµ ∼= Lν if and only if µ = ν or µ = ν
−1. We will separate
our discussion of this family of Lie algebras into two cases: µ ∈ Q∗ and µ ∈ C\Q.
Let µ ∈ Q∗, say µ = m
n
for m,n ∈ Z with n 6= 0 and gcd(m,n) = 1. We will change bases
so that the commutation relations become
(1.2) [β, α1] = mα1, [β, α2] = nα2, [α1, α2] = 0.
Then for any indecomposable Lµ-module V in which β acts semisimply, β will act with
eigenvalues from a set of the form γ + Z for some γ ∈ C with 0 ≤ γR < 1. We will write
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Vλ to represent the eigenspace of β with eigenvalue λ. This gives the following eigenspace
decomposition:
(1.3) V =
⊕
k∈Z Vk, Vk = {v ∈ V | β · v = (γ + k)v}.
Let Um,n be the universal enveloping algebra of Lµ and let U
0, U1, U2 be the subalgebras
generated by β, α1, α2 respectively. Then, by the PBW Theorem, we have
(1.4) Um,n ∼= U
1 ⊗ U0 ⊗ U2 (as vector spaces).
From (1.2) we obtain the following relations in the universal enveloping algebra:
(1.5) βα1 − α1β = mα1, βα2 − α2β = nα2, α1α2 = α2α1.
Following [7, Section 2] we will consider the modified enveloping algebra U˜m,n of Lµ by
replacing U0 with a sum of 1-dimensional algebras:
(1.6) U˜m,n = U
1 ⊗
(⊕
k∈ZCak
)
⊗ U2.
Multiplication in the modified enveloping algebra is given by
akaℓ = δkℓak,
α1ak = ak+mα1, α2ak = ak+nα2,(1.7)
α1α2ak = α2α1ak,
where k, ℓ ∈ Z. The element ak is an idempotent that will act on any module V as projection
onto the k-th weight space Vk. For γ ∈ C with 0 ≤ γR < 1, denote by wt-repγ(Um,n) the
category of representations of Um,n on which β acts semisimply with eigenvalues from the
set γ + Z. Then we have an equivalence of categories wt-repγ(Um,n)
∼= rep(U˜m,n).
When µ ∈ C \ Q, β will act on indecomposable Lµ-modules V admitting weight space
decompositions with eigenvalues of the form γ+ k for some γ ∈ C with 0 ≤ γR < min(1, µR)
and 0 ≤ γI < µI , where k ∈ Z+ Zµ. Therefore, we have the weight space decomposition
(1.8) V =
⊕
i+jµ∈Z+Zµ
Vij, Vij = {v ∈ V | β · v = (γ + i+ jµ)v}.
When µ ∈ C \ Q, we get the same decomposition of the universal enveloping algebra as
found in (1.4). However, the relations found in (1.5) become
(1.9) βα1 − α1β = α1, βα2 − α2β = µα2, α1α2 = α2α1.
Again we consider the modified enveloping algebra, U˜µ, in this case given by
(1.10) U˜µ = U
1 ⊗
(⊕
k∈Z+µZCak
)
⊗ U2.
Multiplication in this modified enveloping algebra is given by
akaℓ = δkℓak,
α1ak = ak+1α1, α2ak = ak+µα2,(1.11)
α1α2ak = α2α1ak,
QUIVERS AND THREE DIMENSIONAL LIE ALGEBRAS 5
where k, ℓ ∈ Z + µZ. Since µ ∈ C \ Q, we have Z + µZ ∼= Z × Z, so we can reindex the
projections ak by defining aij = ai+jµ. In this notation the modified enveloping algebra has
the form
(1.12) U˜µ = U
1 ⊗
(⊕
i,j∈ZCaij
)
⊗ U2.
The multiplication is given by:
aijast =
{
aij , if i = s, j = t,
0, otherwise,
α1aij = a(i+1)jα1, α2aij = ai(j+1)α2,(1.13)
α1α2aij = α2α1aij .
Remark 1.1. The importance of this reindexing is that we have eliminated any dependence
on µ. This shows that when µ ∈ C \ Q the modified enveloping algebras of all the Lie
algebras Lµ are isomorphic.
Let Uµ denote the universal enveloping algebra of Lµ, and for any γ ∈ C with 0 ≤
γR < min(1, µR) and 0 ≤ γI < µI , denote by wt-repγ(Uµ) the category of representations
of Uµ on which β acts semisimply with eigenvalues from the set γ + Z + Zµ. Then we
have an equivalence of categories wt-rep(Uµ) ∼= rep(U˜µ). Note that the categories of weight
representations of Lµ are all equivalent whenever µ ∈ C \Q (see Remark 1.1).
2. Quivers and the Path Algebra
In this section we recall some basic notions related to quivers. We introduce quivers,
the path algebra of a quiver, and representations of quiver, and mention the equivalence of
categories between modules over the path algebra and representations of a quiver.
A quiver Q is a 4-tuple (X,A, t, h), where X and A are sets, and t and h are functions
from A to X . The sets X and A are called the vertex and arrow sets respectively. If ρ ∈ A,
we call t(ρ) the tail of ρ, and h(ρ) the head. We can think of an element ρ ∈ A as an arrow
from the vertex t(ρ) to the vertex h(ρ). We will often denote a quiver simply by Q = (X,A),
leaving the maps t and h implied.
Example 2.1 (The quiver Qm,n). Let m,n ∈ Z be nonzero integers and consider the quiver
Qm,n = (Z, A
m,n) where Am,n = {ρkj | k ∈ Z, j = 1, 2} is the arrow set. We define a map
σ : {1, 2} → {m,n} such that σ(1) = m and σ(2) = n. Then ρkj is an arrow whose tail, t(ρ
k
j ),
is the vertex k and whose head, h(ρkj ), is the vertex k+σ(j). If gcd(m,n) 6= 1, then the quiver
Qm,n decomposes into a disjoint union of quivers of the form Qm′,n′, where gcd(m
′, n′) = 1.
Thus we may assume when dealing with the quivers Qm,n that gcd(m,n) = 1.
Example 2.2 (The quiver Q∞×∞). We now consider the quiver Q∞×∞ = (Z × Z, A∞×∞)
where the set of arrows is A∞×∞ = {ρ
ij
d | d ∈ {1, 2}, (i, j) ∈ Z × Z}. We define the map
θ : {1, 2} → {(1, 0), (0, 1)} by θ(1) = (1, 0) and θ(2) = (0, 1). Then ρkd is the arrow whose
tail, t(ρijd ), is the vertex (i, j) and whose head, h(ρ
ij
d ), is the vertex (i, j) + θ(d).
A path in a quiver Q is a sequence τ = ρnρn−1 · · · ρ1 of arrows such that h(ρi) = t(ρi+1)
for each 1 ≤ i ≤ n − 1. We define t(τ) = t(ρ1) and h(τ) = h(ρn). The path algebra of Q
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Figure 2. The Quiver Q∞×∞
is the C-algebra whose underlying vector space has for basis the set of paths in Q and with
multiplication given by:
τ2 · τ1 =
{
τ2τ1, if h(τ1) = t(τ2),
0, otherwise,
where τ2τ1 denotes the concatenation of the paths τ1 and τ2. We denote the path algebra of
Q by CQ. For any vertex x ∈ X we let ex denote the trivial path starting and ending at x
and with multiplication given by exτ = δh(τ)xτ and τex = δt(τ)xτ for any path τ .
Let V(X) denote the category of X-graded vector spaces over C with morphisms being
linear maps that respect the grading. We denote by V (x) the x-component of an object
V ∈ V(X) for any x ∈ X . Then a representation of a quiver Q = (X,A) is an object
V ∈ V(X) along with a linear map V (ρ) : V (t(ρ)) → V (h(ρ)) for every ρ ∈ A. For a path
τ = ρn · · · ρ1, we define V (τ) = V (ρn) · · ·V (ρ1). If we let rep(Q) denote the category of
representations of Q, then there is an equivalence of categories CQ -Mod ∼= rep(Q).
A relation in a quiver Q is an expression of the form r =
∑k
i=1 aiτi, where ai ∈ C and τi
is a path in Q for all i = 1, ..., k. We say a representation V ∈ rep(Q) satisfies the relation r
if
∑k
i=1 aiV (τi) = 0. If R is a set of relations, we denote by rep(Q,R) the full subcategory of
rep(Q) consisting of representations that satisfy the relations R. There is an equivalence of
categories CQ/IR -Mod ∼= rep(Q,R), where IR is the two-sided ideal of CQ generated by R.
3. Quiver Morphisms
In this section we establish some theory on quiver morphisms. In particular, we recall
the definition of a covering morphism of quivers. We then discuss several functors, induced
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by such morphisms, between categories of quiver representations. These functors have many
nice properties that will play important roles in Section 4.
If Q = (X,A, t, h) and Q′ = (X ′, A′, t, h) then a quiver morphism ϕ ∈ Hom(Q,Q′) consists
of a pair of maps ϕ1 : X → X
′ and ϕ2 : A→ A
′ such that ϕ1 ◦ t = t ◦ϕ2 and ϕ1 ◦ h = h ◦ϕ2.
Example 3.1. Let Q∞ denote the quiver (Z, ρi, ρ¯i), where t(ρi) = i = h(ρ¯i+1), and h(ρi) =
i + 1 = t(ρ¯i+1), where indices are considered mod s. If Q∞×∞ denotes the quiver from
Example 2.2, consider the morphism f ∈ Hom(Q∞×∞, Q∞) given by f1(i, j) = i − j,
f2(ρ
(i,j)
1 ) = ρi−j , and f2(ρ
(i,j)
2 ) = ρ¯i−j for all (i, j) ∈ Z × Z. It is easy to check that f is
indeed a quiver morphism.
Example 3.2. For all s ∈ N, define the quiver Q̂s = (Z/sZ, ρi, ρ¯i), where t(ρi) = h(ρ¯i+1) = i
and h(ρi) = t(ρ¯i+1) = i + 1. Note that when s = 0 we retrieve the quiver Q∞ of Example
3.1 above. Let m,n ∈ Z with gcd(m,n) = 1. Then we have gcd(m,m + n) = 1 and so for
all k ∈ Z there is a unique integer 0 ≤ jk < m+ n such that k ≡ jkm mod (m+ n). Then
we have a morphism g ∈ Hom(Qm,n, Q̂m+n), where Qm,n denotes the quiver of Example 2.1,
given by g1(k) = jk, g2(ρ
k
1) = ρjk , and g2(ρ
k
2) = ρ¯jk for all k ∈ Z.
1 2
3
Figure 3. The quiver Q̂3
For the most part, we will be interested in quiver morphisms satisfying a certain property,
known as covering morphisms, which we introduce now.
Definition 3.3 (Covering Morphism). Let Q = (X,A) and Q′ = (X ′, A′) be quivers and
let ϕ ∈ Hom(Q,Q′). Then ϕ will be said to be a covering morphism if for every x ∈ X
and every path τ ′ in Q′ such that h(τ ′) = ϕ(x) there exists a unique path τ in Q such that
h(τ) = x and ϕ(τ) = τ ′.
One easily verifies that the morphisms g and f of Examples 3.2 and 3.1 are covering
morphisms.
Given a quiver morphism ϕ : Q → Q′, there are three important functors one can use to
study the relationship between the representations of the two quivers.
Definition 3.4. Let Q = (X,A) and Q′ = (X ′, A′) be two quivers and let ϕ ∈ Hom(Q,Q′).
(i) The restriction functor of ϕ is the functor ϕ∗ : rep(Q′) → rep(Q) defined for all V ∈
rep(Q′) as follows:
(a) For any x ∈ X , ϕ∗(V )(x) = V (ϕ(x)).
(b) For any ρ ∈ A, ϕ∗(V )(ρ) = V (ϕ(ρ)).
If V, U ∈ rep(Q) and f ∈ HomQ(V, U), then the morphism ϕ
∗(f) is defined by
ϕ∗(f)(x) = f(ϕ(x)) for every x ∈ X .
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(ii) If ϕ is a covering morphism, then the right extension functor of ϕ is the functor
ϕ∗ : rep(Q)→ rep(Q
′) defined for all V ∈ rep(Q) as follows:
(a) For any x′ ∈ X ′, ϕ∗(V )(x
′) =
∏
x∈ϕ−1(x′) V (x), where by convention we take the
empty product to be the zero vector space.
(b) For any ρ′ ∈ A′, ϕ∗(V )(ρ
′) =
∏
ρ∈ϕ−1(ρ′) V (ρ).
If V, U ∈ rep(Q′) and f ∈ HomQ′(V, U), then the morphism ϕ∗(f) is defined by
ϕ∗(f)(x
′) =
∏
x∈ϕ−1(x′) f(x).
(iii) If ϕ is a covering morphism, then the left extension functor of ϕ is the functor ϕ! : rep(Q)→
rep(Q′) defined for all V ∈ rep(Q) as follows:
(a) For any x′ ∈ X ′, ϕ!(V )(x
′) =
⊕
x∈ϕ−1(x′) V (x), where by convention we take the
empty coproduct to be the zero vector space.
(b) For any ρ′ ∈ A′, ϕ!(V )(ρ
′) =
⊕
ρ∈ϕ−1(ρ′) V (ρ).
If V, U ∈ rep(Q′) and f ∈ HomQ′(V, U), then the morphism ϕ!(f) is defined by
ϕ!(f)(x
′) =
⊕
x∈ϕ−1(x′) f(x).
We will use the above functors to study the representation theory of the quivers Qm,n and
Q∞×∞ of Examples 2.1 and 2.2. It turns out that the functors in Definition 3.4 are closely
related.
Proposition 3.5 ([1, Theorem 4.1]). Let Q,Q′ be two quivers and let ϕ ∈ Hom(Q,Q′) be a
covering morphism. Then ϕ∗ is left adjoint to ϕ∗ and right adjoint to ϕ!.
Proof. In [1, Theorem 4.1] it is shown explicitly that ϕ∗ is left adjoint to ϕ∗. The proof that
ϕ∗ is right adjoint to ϕ! is completely dual to the argument presented there. 
Corollary 3.6. The functors ϕ∗, ϕ∗, and ϕ! are additive. Moreover, ϕ
∗ is exact, ϕ∗ is left
exact, and ϕ! is right exact.
Proof. The first statement follows from Theorem 3.5 and the that fact that adjoint functors
between additive categories are necessarily additive. The second statement follows from
Theorem 3.5 and the fact that a left (resp. right) adjoint functor is always right (resp. left)
exact. 
We will now focus on other properties of these functors.
Lemma 3.7. Let Q,Q′ be quivers and let ϕ ∈ Hom(Q,Q′) be a covering morphism. Then
both ϕ∗ and ϕ! are faithful.
Proof. Let V, U ∈ rep(Q) and consider the map
(ϕ!)V U : Homrep(Q)(V, U)→ Homrep(Q′)(ϕ!(V ), ϕ!(U)).
We wish to show that this map is injective. Since it is a group homomorphism, it is enough
to consider the preimage of the morphism 0: ϕ!(V ) → ϕ!(U). This morphism is defined
by the linear maps 0(x′) : ϕ!(V )(x
′) → ϕ!(U)(x
′) for every x′ ∈ X ′. So if ϕ!(ς) = 0, then∐
x∈ϕ−1(x′) ς(x) = 0 for every x
′, and it follows that ς(x) = 0 for every x ∈ X . Hence σ = 0.
To show that ϕ∗ is faithful is similar. 
Lemma 3.8. Let Q,Q′ be quivers and let ϕ ∈ Hom(Q,Q′) be a covering morphism. Then
both ϕ∗ and ϕ! are exact.
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Proof. By Corollary 3.6, we need only show that ϕ∗ is right exact and ϕ! is left exact.
Since the categories rep(Q) and rep(Q′) are abelian, it is enough to show that ϕ∗ preserves
cokernels and ϕ! preserves kernels.
Let V, U ∈ rep(Q) and ς ∈ Homrep(Q)(V, U). The vector spaces of the representation
ϕ∗(coker σ) are defined by ϕ∗(coker ς)(x
′) =
∏
x∈ϕ−1(x′) U(x)/ im ς(x). However, the map
ϕ∗(ς)(x
′) : ϕ∗(V )(x
′)→ ϕ∗(U)(x
′) is given by
∏
x∈ϕ−1(x′) ς(x). Hence
coker(ϕ∗(ς))(x
′) = ϕ∗(U)(x
′)/ imϕ∗(ς)(x
′)
=
∏
x∈ϕ−1(x′)
U(x)/
∏
x∈ϕ−1(x′)
im ς(x)
∼=
∏
x∈ϕ−1(x′)
U(x)/ im ς(x)
= ϕ∗(coker ς)(x
′).
It is now clear that for any arrow ρ′ ∈ A′ the maps ϕ∗(coker ς)(ρ
′) and coker(ϕ∗(ς))(ρ
′) will
be equal, and hence ϕ∗ preserves cokernels.
The representation ϕ!(ker ς) ∈ rep(Q) has vector spaces given by
ϕ!(ker ς)(x) =
⊕
x∈ϕ−1(x′)
(ker ς)(x) =
⊕
x∈ϕ−1(x′)
ker(ς(x))
for all x ∈ X . On the other hand, the morphism ϕ!(ς) ∈ Homrep(Q)(ϕ!(V ), ϕ!(U)) is defined
by ϕ!(ς)(x
′) =
⊕
x∈ϕ−1(x′) ς(x) and hence
ker(ϕ!(ς))(x
′) = ker
 ⊕
x∈ϕ−1(x′)
ς(x)
 = ⊕
x∈ϕ−1(x′)
ker(ς(x)).
Thus ϕ!(ker ς)(x
′) = ker(ϕ!(ς))(x
′) for all x′ ∈ X ′. Again, it is easy to see that for any ρ′ ∈ A′
the maps ϕ!(ker ς)(ρ
′) and ker(ϕ!(ς))(ρ
′) will also coincide, and so ϕ! preserves kernels. 
Any quiver morphism ϕ : Q→ Q′ induces an algebra homomorphism ϕ : CQ→ CQ′, and
so for any set of relations R′ in Q′ we can consider the preimage
ϕ−1(R′) =
{
k∑
j=1
ajτj |
k∑
j=1
ajϕ(τj) ∈ R
′
}
.
We will now show that if ϕ is a covering morphism and R′ is a set of relations in Q′ then
the functors ϕ∗,ϕ∗, and ϕ! restrict naturally to the subcategories of representations satisfying
the relations R′ and ϕ−1(R′). First we recall that if ϕ : Q→ Q′ is a covering morphism and
τ ′ is a path in Q′, then for any y ∈ X with ϕ(y) = h(τ ′) there is a unique path τ in Q ending
at y with ϕ(τ) = τ ′. We will denote this unique path τ by ϕ−1(τ ′)y.
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Lemma 3.9. Let ϕ : Q→ Q′ be a covering morphism. Then for any path τ ′ in Q′ and any
representation V ∈ rep(Q) we have
ϕ!(V )(τ
′) =
⊕
y:h(τ ′)=ϕ(y)
V (ϕ−1(τ ′)y), and(3.1)
ϕ∗(V )(τ
′) =
∏
y:h(τ ′)=ϕ(y)
V (ϕ−1(τ ′)y).(3.2)
Proof. We begin by noting that since ϕ is a covering morphism, for any path τ ′ in Q′ there
is a bijection between paths τ in Q with ϕ(τ) = τ ′ and vertices x ∈ X with ϕ(x) = h(τ ′)
given by x↔ ϕ−1(τ ′)x. Let τ
′ be a path in Q′. We will proceed by induction on the length
of τ ′, which we denote by n. If n = 0, then the path τ ′ is a trivial path at some vertex y′ in
Q′. Then for any vertex y ∈ ϕ−1(y′), ϕ−1(τ ′)y is the trivial path at y. Hence we have
ϕ!(V )(τ
′) = idϕ!(V )(y′) =
⊕
y∈ϕ−1(y′)
idV (y) =
⊕
y:h(ρ′)=ϕ(y)
V (ϕ−1(ρ′)y).
Now let n ≥ 1 and write τ ′ = α′ρ′, where α′ is a path in Q′ of length n − 1 and ρ′ ∈ A′.
Then if we assume the result is true for the path α′, we have
(3.3) ϕ!(V )(α
′)ϕ!(V )(ρ
′) =
⊕
y:h(α′)=ϕ(y)
V (ϕ−1(α′)y)
⊕
x:h(ρ′)=ϕ(x)
V (ϕ−1(ρ′)x).
Since ϕ is a covering morphism, |{α | ϕ(α) = α′}| = |{τ | ϕ(τ) = τ ′}| as both sets are in
bijection with the set of vertices in X that get mapped to h(α′) = h(τ ′). Moreoever, for any
y ∈ X with ϕ(y) = h(τ ′), if we let x = t(ϕ−1(α′)y) then we have ϕ
−1(τ ′)y = ϕ
−1(α′)yϕ
−1(ρ′)x.
It follows that each ϕ−1(τ ′)y shows up exactly once in the decomposition (3.3) above. On
the other hand, if x ∈ X is a vertex such that the arrow ϕ−1(ρ′)x cannot be extended to a
path which maps to τ ′ under ϕ, then in the decomposition (3.3) V (x) is mapped to 0. We
can therefore ignore such components, and we arrive at (3.1). To prove that (3.2) holds is
similar. 
Proposition 3.10. Let Q,Q′ be quivers, R′ a set of relations in Q′, and ϕ : Q → Q′ a
covering morphism.
(i) If V ∈ rep(Q′, R′), then ϕ∗(V ) ∈ rep(Q,ϕ−1(R′)).
(ii) If V ∈ rep(Q,ϕ−1(R′)) then ϕ!(V ), ϕ∗(V ) ∈ rep(Q
′, R′).
Proof. (i) Let
∑k
j=1 ajτ
′
j ∈ R
′. Then since V ∈ rep(Q′, R′), we have
∑k
j=1 ajV (τ
′
j) = 0.
Hence for any y ∈ X with ϕ(y) = h(τ ′j) we have
k∑
j=1
ajϕ
∗(V )(ϕ−1(τ ′j)y) =
k∑
j=1
ajV (τ
′
j) = 0.
It follows that ϕ∗(V ) ∈ rep(Q,ϕ−1(R′)).
(ii) Once again, suppose
∑k
j=1 ajτ
′
j ∈ R
′. Let V ∈ rep(Q,ϕ−1(R′)) and letH = {h(τ ′j) | j =
1, . . . , k}. Then using Lemma 3.9 we get:
k∑
j=1
ajϕ!(V )(τ
′
j) =
k∑
j=1
aj
⊕
y∈ϕ−1(τ ′
j
)
V (ϕ−1(τ ′j)y) =
⊕
y∈ϕ−1(H)
k∑
j=1
ajV (ϕ
−1(τ ′j)y) = 0.
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It follows that ϕ!(V ) ∈ rep(Q
′, R′). To show that ϕ∗(V ) ∈ rep(Q
′, R′) is similar.

We will denote by ϕ∗R′ the restriction of the functor ϕ
∗ to the subcategory rep(Q′, R′).
Similarly, we denote by ϕR
′
! and ϕ
R′
∗
the restrictions of the functors ϕ! and ϕ∗ to the subcat-
egory rep(Q,ϕ−1(R′)). For any set of relations R′ in Q′ the functors ϕ∗R′ , ϕ
R′
! , and ϕ
R′
∗
are
all additive, exact, and both ϕR
′
! and ϕ
R′
∗
are faithful. Moreover, Theorem 3.5 implies that
ϕ∗R′ is left adjoint to ϕ
R′
∗
and right adjoint to ϕR
′
! .
4. Representations of Lµ
In this section we will obtain some results concerning the representation theory of the Lie
algebras Lµ. First we will establish relationships between the modified enveloping algebras
introduced in Section 1 and the path algebras of the quivers Qm,n and Q∞×∞ introduced
in Section 2. More specifically, we will show that the modified enveloping algebras are
isomorphic to the path algebras of Qm,n (for µ =
m
n
, where m,n ∈ Z with n 6= 0) and
Q∞×∞ (µ ∈ C \Q) modulo certain ideals. We will then be able to use the theory of quiver
morphisms of Section 3 to relate these quivers to simpler ones, and we conclude with some
statements regarding representations of the Lie algebras Lµ.
4.1. Relation to the Lie Algebras Lµ. Consider the linear map ϕ determined by:
ϕ : CQm,n → U˜m,n,
ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1 7→ αjs · · ·αj1ak.(4.1)
Lemma 4.1. The map ϕ is a homomorphism of algebras.
Proof. Since ϕ is linear, it suffices to show that it commutes with the multiplication. Let
ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1 , ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · ·ρℓi1 ∈ CQm,n.
Then
(ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1) · (ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · · ρℓi1)
=
{
ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · ·ρℓi1 if ℓ+ σ(i1) + · · ·+ σ(ir) = k
0 otherwise
=⇒ ϕ
(
(ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1) · (ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · · ρℓi1)
)
=
{
αjs · · ·αj1αir · · ·αi1aℓ if ℓ+ σ(i1) + · · ·+ σ(ir) = k,
0 otherwise.
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On the other hand,
ϕ
(
ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1
)
ϕ
(
ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · ·ρℓi1
)
= (αjs · · ·αj1ak)(αir · · ·αi1aℓ)
= αjs · · ·αj1αirak−σ(ir)αir−1 · · ·αi1aℓ
= αjs · · ·αj1αirαir−1ak−σ(ir)−σ(ir−1)αir−2 · · ·αi1aℓ
...
= αjs · · ·αj1αir · · ·αi1ak−σ(ir)−···−σ(i1)aℓ
=
{
αjs · · ·αj1αir · · ·αi1aℓ if ℓ = k − σ(i1)− · · · − σ(ir),
0 otherwise.
And hence
ϕ
(
(ρ
k+σ(j1)+···+σ(js−1)
js
· · ·ρkj1) · (ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · · ρℓi1)
)
= ϕ
(
ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1
)
ϕ
(
ρ
ℓ+σ(i1)+···+σ(ir−1)
ir
· · · ρℓi1
)
. 
We now establish a precise relationship between the path algebra CQm,n and the modified
enveloping algebra U˜m,n.
Proposition 4.2. For anym,n ∈ Z∗ there is an isomorphism of algebras U˜m,n ∼= CQm,n/I
m,n,
where Im,n is the two-sided ideal generated by the elements ρk+n1 ρ
k
2 − ρ
k+m
2 ρ
k
1 for k ∈ Z.
Proof. We claim that Im,n ⊆ kerϕ. Indeed:
ϕ(ρk+n1 ρ
k
2 − ρ
k+m
2 ρ
k
1) = ϕ(ρ
k+n
1 ρ
k
2)− ϕ(ρ
k+m
2 ρ
k
1)
= α1α2ak − α2α1ak
= α1α2ak − α1α2ak(by (1.7))
= 0
Thus ϕ induces a morphism
ϕ¯ : CQm,n/I
m,n → U˜ , x+ I 7→ ϕ(x) ∀x ∈ CQm,n.
We will also consider the linear map determined by:
ψ : U˜ → CQm,n/I
m,n
α1
rakα2
s 7→ ρ
k+(r−1)m
1 · · · ρ
k
1ρ
k−n
2 · · ·ρ
k−sn
2 + I.
We will show that ψϕ¯ and ϕ¯ψ are identity maps. Seeing as both maps are linear, it will suffice
to show that this is the case for basis elements. Let ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1 + I ∈ CQ/I
m,n.
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Then
(ψϕ¯)
(
ρ
k+σ(j1)+···+σ(js−1)
js
· · · ρkj1 + I
)
= ψ
(
ϕ¯(ρ
k+σ(j1)+···+σ(js−1)
js
· · ·ρkj1 + I)
)
= ψ
(
ϕ(ρ
k+σ(j1)+···+σ(js−1)
js
· · ·ρkj1)
)
= ψ(αjs · · ·αj1ak)
= ψ(αr1α
t
2ak), for some r + t = s
= ψ(αr1ak+tnα
t
2)
= ρ
k+tn+(r−1)m
1 · · · ρ
k+tn
1 ρ
k+(t−1)n
2 · · · ρ
k
2 + I
= ρ
k+σ(j1)+···+σ(js−1)
js
· · ·ρkj1 + I
=⇒ ψϕ¯ = id : CQm,n/I
m,n → CQm,n/I
m,n.
In the last line of the computation we used the relation ρk+n1 ρ
k
2 − ρ
k+m
2 ρ
k
1 ∈ I
m,n to reorder
the terms into a new member of the same equivalence class.
Now let α1
rakα2
s ∈ U˜ . Then
(ϕ¯ψ)(α1
rakα2
s) = ϕ¯ (ψ(α1
rakα2
s))
= ϕ¯
(
ρ
k+(r−1)m
1 · · · ρ
k
1ρ
k−n
2 · · · ρ
k−sn
2 + I
)
= ϕ
(
ρ
k+(r−1)m
1 · · · ρ
k
1ρ
k−n
2 · · · ρ
k−sn
2
)
= α1
rα2
sak−sn
= α1
rakα2
s
=⇒ ϕ¯ψ = id : U˜ → U˜ .
Combining this result with Lemma 4.1, we see that ϕ¯ is a bijective homomorphism of
algebras, which completes the proof. 
By Proposition 4.2, there is an equivalence of categories U˜m,n -Mod ∼= rep(Qm,n, Rm,n),
where Rm,n is the set of relations of the form ρ
k+n
1 ρ
k
2 − ρ
k+m
2 ρ
k
1, k ∈ Z, in Qm,n. One
can show similarly that when µ ∈ C\Q there is an equivalence of categories U˜µ -Mod ∼=
rep(Q∞×∞, R∞×∞), where R∞×∞ denotes the set of relations of the form ρ
i,j+1
1 ρ
ij
2 − ρ
i+1,j
2 ρ
ij
1 ,
i, j ∈ Z, in Q∞×∞.
4.2. The Quiver Qm,n. Let µ =
n
m
, gcd(m,n) = 1. We define Q̂s as in Example 3.2. If we
also define R̂m+n = {ρ¯i+1ρi − ρi−1ρ¯i | i ∈ Z/sZ}, then we can study the representations of
U˜m,n by relating the category rep(Qm,n, Rm,n) to the category rep(Q̂m+n, R̂m+n). This is an
interesting connection, and moreover much is known about the category rep(Q̂m+n, R̂m+n),
see [3] for example.
Let V = (V (k), V (ρki )) ∈ rep(Qm,n) and let j ∈ Z/(m+n)Z. If k ∈ Z, we will write k ≡ j
mod (m+ n) simply as k ≡ j. Then if g ∈ Hom(Qm,n, Q̂m+n) is the morphism described in
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Example 3.2, the representation g!(V ) has vector spaces given by
g!(V )(j) =
⊕
k≡jm Vk.
The linear maps of the representation are given by g!(V )(ρj) =
⊕
k≡jm V (ρ
k
1) and g!(V )(ρ¯j) =⊕
k≡jm V (ρ
k
2). Note that g!(V )(ρj) maps g!(V )(j) to g!(V )(j + 1), and g!(V )(ρ¯j) maps
g!(V )(j) to g!(V )(j − 1). Moreover, if V, U ∈ rep(Qm,n) and ϕ ∈ HomQm,n(V, U) then
g!(ϕ) = {g!(ϕ)(j) : g!(V )(j)→ g!(U)(j)}, where g!(ϕ)(j) =
⊕
k≡jm ϕk.
Let V, U ∈ rep(Qm,n). Then g!(V ) ≇ g!(U) ⇒ V ≇ U since g! is a functor. Further, it
follows from Corollary 3.6 that if g!(V ) is indecomposable then V is indecomposable, since
additive functors preserve finite coproducts.
Note that the preimage of the relations R̂m+n in Q̂m+n under g! are exactly the relations
Rm,n, that is, g
−1
! (R̂m+n) = Rm,n. Thus, by Proposition 3.10, we can restrict the functor g!
to the subcategory rep(Qm,n, R
m,n) of rep(Qm,n) to get a functor g
R̂m+n
! : rep(Qm,n, Rm,n)→
rep(Q̂m+n, R̂m+n). Furthermore, since g! is additive, faithful, and exact, so too is g
R̂m+n
! , and
we can therefore relate the categories rep(U˜m,n) and rep(Q̂m+n, R̂m+n). It is natural to ask
whether or not g
R̂m+n
! gives an equivalence of categories, and it turns out that this is true
only when µ = −1, in which case g! is the identity functor. When µ 6= −1, the functor g
R̂m+n
!
is neither full nor essentially surjective, as the following examples illustrate:
Example 4.3. Let V ∈ rep(Qm,n, Rm,n) be the representation given by V0 = Vn+m = C,
and Vi = 0 for all other i ∈ Z. The endomorphism space of V is HomQm,n(V, V )
∼=
Hom(C,C) ⊕ Hom(C,C) ∼= C2. The representation g
R̂m+n
! (V ) ∈ rep(Q̂m+n, R̂m+n) is the
representation such that g
R̂m+n
! (V )0 = C
2, and all other vector spaces are zero. Thus
HomQ̂m+n(g
R̂m+n
! (V ), g
R̂m+n
! (V ))
∼= Hom(C2,C2) ∼= Mat2×2(C). Since the dimension of the
endomorphism space of g
R̂m+n
! (V ) is greater than the dimension of the endomorphism space
of V , the map g
R̂m+n
!V V is not surjective. Hence g
R̂m+n
! is not full.
Example 4.4. Let U ∈ rep(Qm,n, Rm,n). Then if U is finite dimensional, there are only
finitely many nonzero Uk, and so there exists some t ∈ Z such that
U(ρk+tm1 ρ
k+(t−1)m
1 · · · ρ
k
1) = 0
for any k ∈ Z. Then
⊕
k≡jmU(ρ
k+tm
1 ρ
k+(t−1)m
1 · · · ρ
k
1) = 0, and so there is a path in the
representation g
R̂m+n
! (U) ∈ rep(Q̂m+n, R̂m+n) that acts by zero. Consider the representation
V ∈ rep(Q̂m+n, R̂m+n) defined by (Vi, xi, x¯i) = (C, λ, 1) for all i ∈ Z/(m+n)Z, where λ ∈ C
∗.
Suppose there were some representation U ∈ rep(Qm,n, R
m,n) such that g
R̂m+n
! (U)
∼= V . Then
since V is finite dimensional, U must also be finite dimensional. However, since there are no
paths in the representation V that act by zero, this is a contradiction. Hence g
R̂m+n
! is not
essentially surjective.
While the category rep(Qm,n, Rm,n) can be quite difficult to study in general, if we restrict
our attention to representations which are supported on certain numbers of vertices, we can
obtain some results about the representation theory of the Lie algebras Lµ. For any m,n ∈ Z
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and any a, b ∈ Z with a < b, we will denote by Cm,na,b the full subcategory of U˜m,n -Mod
consisting of modules V such that Vk = 0 whenever k < a or k > b (see (1.3)).
Theorem 4.5. Let m ∈ Z and let a, b ∈ Z be such that 0 ≤ b − a ≤ m. Then Cm,1a,b is of
tame representation type.
Proof. Note that any representation V ∈ rep(Qm,1) which is supported on at most m + 1
consecutive vertices automatically satisfies the relations Rm,1 in a trivial way. Thus we may
identify representations V ∈ Cm,na,b with representations of a quiver whose underlying graph
is an extended Dynkin diagram of type Aˆm. Quivers with underlying graphs of type Aˆm are
of tame representation type, so the result then follows from the equivalence U˜m,1 -Mod ∼=
rep(Qm,1, Rm,1). 
Theorem 4.6. Let m,n ∈ Z, gcd(m,n) = 1, n 6= 1. Let a, b ∈ Z be such that 0 ≤ b−a ≤ m.
Then Cm,na,b is of finite representation type.
Proof. As previously noted, any such representation V trivially satisfies the relations Rm,n.
Thus we may identify V with a representation of a quiver whose underlying graph is a
Dynkin diagram of type A, and so the result follows from the equivalence U˜m,n -Mod ∼=
rep(Qm,n, Rm,n). 
4.3. The Quiver Q∞×∞. When µ ∈ C \ Q we are interested in representations of the
quiver Q∞×∞ introduced in Example 2.2. In order to study the representations of Q∞×∞ we
will relate the category rep(Q∞×∞) to the category rep(Q∞). Here Q∞ denotes the quiver
from Example 3.1. We will then be able to relate the category rep(Q∞×∞, R∞×∞) to the
category rep(Q∞, R∞), where R∞ = {ρ¯i+1ρi − ρi−1ρ¯i | i ∈ Z}. We will obtain a relationship
between these two categories which is similar to the relationship we studied in Section 4.2.
The representation theory of the quiver Q∞ subject to relations R∞ has been studied in [7,
Section 4].
Remark 4.7. Given any representation V ∈ rep(Q∞×∞, R∞×∞) and any i ∈ Z, we can
consider the representation of the quiver of type A∞ given by the i
th row of V , that is, the
representation Vi ∈ rep(A∞) with Vi(j) = V (i, j). Then the fact that V satisfies the relations
R∞×∞ implies that the collection {V (ρ
ij
2 ) | j ∈ Z} defines a morphism of A∞ representations
Vi → Vi+1. Thus we may think of elements of rep(Q∞×∞, R∞×∞) as chains of representations
of the quiver of type A∞.
Let V be a representation of the quiver Q∞×∞ and let f ∈ Hom(Q∞×∞, Q∞) be the
morphism described in Example 3.1. Then the functor f! has vector spaces given by
f!(V )(k) :=
⊕
i−j=k V (i, j).
The linear maps between these spaces are given by f!(V )(ρk) =
⊕
i−j=k V (ρ
ij
1 ) and
f!(V )(ρ¯k) =
⊕
i−j=k V (ρ
ij
2 ). Note that f!(V )(ρk) maps f!(V )(k) to f!(V )(k + 1) and f!(ρ¯k)
maps f!(V )(k) to f!(V )(k − 1). The functor f! acts on morphisms of rep(Q∞×∞) as fol-
lows: if ϕ = {ϕ(i, j)} is a morphism between two representations V and U of Q∞×∞, where
ϕ(i, j) : V (i, j)→ U(i, j), then f!(ϕ) = {f!(ϕ)(k)}, where f!(ϕ)(k) =
⊕
i−j=k ϕ(i, j).
Once again Corollary 3.6 implies that f! is an additive functor. If two objects f!(V ), f!(U) ∈
rep(Q∞) are non-isomorphic, the objects V, U ∈ rep(Q∞×∞) must be non-isomorphic. Also,
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if an object f!(V ) ∈ rep(Q∞) is indecomposable, then the object V ∈ rep(Q∞×∞) is also
indecomposable, as in the rational case.
The relations R∞ are the Gelfand-Ponomarev relations in Q∞. The functor f! can be
restricted to the subcategory rep(Q∞×∞, R∞×∞) of rep(Q∞×∞) to yield a functor f
R∞
! :
rep(Q∞×∞, R∞×∞) → rep(Q∞, R∞), and this restricted functor is additive, faithful, and
right exact. However, the following examples illustrate that fR∞! is neither full nor essentially
surjective:
Example 4.8. Consider the following representation V ∈ rep(Q∞×∞, R∞×∞):
0 −−−→ Cx x
C −−−→ 0,
where all vector spaces not shown in the diagram are zero, and V (0, 0) = V (1, 1) = C. The
endomorphism space of V is given by HomQ∞×∞(V, V )
∼= Hom(C,C)⊕Hom(C,C) ∼= C2. The
object fR∞! (V ) is the representation of Q∞ such that f
R∞
! (V )0 = C
2, and all other vertices are
0. The endomorphism space of this representation, however, is HomQ∞(f
R∞
! (V ), f
R∞
! (V ))
∼=
Hom(C2,C2) ∼= Mat2×2(C). Since the dimension of HomQ∞(f
R∞
! (V ), f
R∞
! (V )) is greater than
the dimension of HomQ∞×∞(V, V ), the induced functor f
R∞
!V V is not surjective, and hence f
R∞
!
is not full.
Example 4.9. Next, consider the representation V ∈ rep(Q∞, R∞) given by (V (i), V (ρi), V (ρ¯i)) =
(C, λ, 1) for all i ∈ Z, where λ ∈ C is nonzero. Suppose V ∼= fR∞! (U) for some U ∈
rep(Q∞×∞, R∞×∞). Recall that the vertical maps U(ρ
ij
2 ) of the representation U correspond
to the leftward maps V (ρ¯i) of V . Since each V (i) is one-dimensional, and each V (i) maps
to each V (i− 1) through the identity map, all nonzero U(i, j) must lie along the same col-
umn. Relabelling if necessary, we may assume it’s the first column. Then we must have
U(1, j) ∼= V (j) and U(ρ
1j
2 )
∼= 1. A similar argument shows that all nonzero U(i, j) must lie
along the first row, with U(i, 1) ∼= V (i) and U(ρi11 )
∼= λ. Clearly, no such U exists, and hence
fR∞! is not essentially surjective.
We will now consider an example which shows that the representation theory of the quiver
Q∞×∞ is at least of tame type. To do this, we will show that there exists a family of pairwise
nonisomorphic indecomposable representations of Q∞×∞ which depend upon a continuous
parameter.
Example 4.10. Let Vλ ∈ rep(Q∞×∞, R∞×∞) denote the following representation, where all
vector spaces and maps not displayed are assumed to be zero.
C
1
−−−→ C
1
x x(1 1)
C −−−→
(1 0)T
C2
(1 λ)
−−−→ C
(0 1)T
x x1
C −−−→
1
C
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We will assume that Vλ(0, 0) = C
2, and label all other vertices accordingly. First we will
show that Vλ is indecomposable for all λ ∈ C. Suppose Vλ = U ⊕W . Then we may assume
U(−1, 1) = C. Since Vλ(ρ
−1,1
1 ) = Vλ(ρ
−1,0
2 ) = 1, we must have U(0, 1) = U(−1, 0) = C. We
then have (1 λ)(1 0)T (C) =⊆ U(0, 1), and it follows that U(0, 1) = C. But then U(0,−1) =
U(1,−1) = C since Vλ(ρ
0,−1
1 ) = Vλ(ρ
1,−1
2 ) = 1. Finally, we have (1 0)
T (C) ⊆ U(0, 0) and
(0 1)T (C) ⊆ U(0, 0), and we conclude that U = Vλ, so Vλ is indecomposable.
Now suppose Vλ ∼= Vµ. Then there exists an invertible 2×2 matrix A and nonzero complex
numbers z1, z2, z3, z4 ∈ C such that the following equations hold:
(1 0)T z1 = A(1 0)
T ,
(0 1)T z2 = A(0 1)
T ,
z3(1 1) = (1 1)A,
(1 µ)A = z4(1 λ).
The first two equations insist that A is a diagonal matrix. The third equation then implies
that it is a scalar matrix, and then the fourth equation forces λ = µ. Hence when λ 6= µ, Vλ
and Vµ are nonisomorphic. One can show in a similar manner that the images of these repre-
sentations under the functor fR∞! gives a family of indecomposable pairwise nonisomorphic
representations in rep(Q∞, R∞).
While we have seen that it is neither full nor essentially surjective, the functor fR∞! can
still be used to study the category rep(Q∞×∞, R∞×∞). First, we note that the group Z acts
on the vertices and arrows of Q∞×∞ via
z · (i, j) = (i+ z, j + z), z · ρij1 = ρ
(i+z)(j+z)
1 , z · ρ
ij
2 = ρ
(i+z)(j+z)
2 .
Given any representation V ∈ rep(Q∞×∞, R∞×∞), we denote by V
(z) the representation
obtained from V by twisting with the action of Z. More precisely, the representation V (z) is
defined by
V (z)(i, j) = V (i+ z, j + z), V (z)(ρij1 ) = V (ρ
(i+z)(j+z)
1 ), V
(z)(ρij2 ) = V (ρ
(i+z)(j+z)
2 ).
Lemma 4.11. Let a, b ∈ Z be integers such that 0 < b− a ≤ 4. Let V ∈ rep(Q∞, R∞) be a
finite dimensional representation such that V (k) = 0 whenever k < a or k > b. Then V is
isomorphic to fR∞! (U) for some U ∈ rep(Q∞×∞, R∞×∞), which is unique up to translation
U 7→ U (z) by the group Z.
Proof. Since the functor fR∞! is additive, we may assume that V is indecomposable. Any
indecomposable representation V ∈ repfd(Q∞, R∞) such that V (k) = 0 whenever k < a or
k > b is supported on at most 5 vertices, and hence may be thought of as a representation
of the preprojective algebra of the quiver of type A5. The lemma then follows from [5,
Lemma 9.1], which states a similar result in the case of preprojective algebras of type An for
2 ≤ n ≤ 5. 
The translation V 7→ V (z) by Z on representations of Q∞×∞ induces an action of Z
on the collection of isomorphism classes of representations of Uµ admitting a weight space
decomposition via the equivalences rep(Q∞×∞, R∞×∞) ∼= wt-repγ(Uµ)
∼= U˜µ -Mod. We then
have the following result:
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Proposition 4.12. For a, b ∈ Z with 0 ≤ b− a ≤ 3, there are a finite number of Z-orbits of
isomorphism classes of indecomposable U˜µ-modules V such that Vij = 0 whenever i− j < a
or i− j > b.
Proof. By [7, Theorem 4.3], there are a finite number of isomorphism classes of indecompos-
able modules V ∈ rep(Q∞, R∞) such that V (k) = 0 for k < a or k > b. The proposition
then follows from the equivalence rep(Q∞×∞, R∞×∞) ∼= U˜µ -Mod and Lemma 4.11. 
Corollary 4.13. Let A be a finite subset of Z with the property that A does not contain any
five consecutive integers. Then there are a finite number of Z-orbits of isomorphism classes
of indecomposable U˜µ-modules V such that Vij = 0 whenever i− j /∈ A.
References
[1] Edgar E. Enochs and Ivo Herzog, A homotopy of quiver morphisms with applications to representations,
Canad. J. Math. 51 (1999), no. 2, 294–308. MR 1697145 (2000f:16021)
[2] Karin Erdmann and Mark J. Wildon, Introduction to Lie algebras, Springer Undergraduate Mathematics
Series, Springer-Verlag London Ltd., London, 2006. MR MR2218355 (2007e:17005)
[3] Igor B. Frenkel and Alistair Savage, Bases of representations of type A affine Lie algebras via quiver vari-
eties and statistical mechanics, Int. Math. Res. Not. (2003), no. 28, 1521–1547. MR 1976600 (2004j:17010)
[4] Peter Gabriel, Unzerlegbare Darstellungen. I, Manuscripta Math. 6 (1972), 71–103; correction, ibid. 6
(1972), 309. MR 0332887 (48 #11212)
[5] Christof Geiss, Bernard Leclerc, and Jan Schro¨er, Semicanonical bases and preprojective algebras, Ann.
Sci. E´cole Norm. Sup. (4) 38 (2005), no. 2, 193–253. MR 2144987 (2007h:17018)
[6] E. A. Makedonski˘ı, On wild and tame finite-dimensional Lie algebras, Funktsional. Anal. i Prilozhen. 47
(2013), no. 4, 30–44. MR 3185122
[7] Alistair Savage, Quivers and the Euclidean group, Representation theory, Contemp. Math., vol. 478,
Amer. Math. Soc., Providence, RI, 2009, pp. 177–188. MR 2513274 (2010f:17012)
Department of Mathematics and Statistics, University of Ottawa, Ottawa, Ontario K1N
6N5, Canada
E-mail address : jpike061@uottawa.ca
