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Povzetek
V magistrski nalogi se osredotocam na procesiranje velikih tokov podatkov v
realnem casu. Zaradi zahtev po optimizaciji celotnega poslovnega procesa je treba
pridobiti informacije v realnem casu s cim manjso casovno zakasnitvijo. Tako se
zmanjsajo stroski poslovanja in vodenja proizvodnje. Na proizvodnem nivoju se
obdelava kompleksnih dogodkov (ang. complex event processing) uporablja za
zaznavanje napak in zagotavljanje kakovosti. Sistemi za statisticno spremljanje
velicin lahko zaznavajo nenormalne pogoje in posiljajo alarme. Obdelava kom-
pleksnih dogodkov deluje tako, da lahko sprejme razlicne tokove podatkov, od
poslovnih do proizvodnih in omogoca preproste poizvedbe na sirokem naboru po-
datkov. Poizvedbe so staticne, podatki pa dinamicni, kar pomeni, da surovih
podatkov ne shranjujemo neposredno v bazo podatkov. Tak nacin omogoca naj-
manjso casovno zakasnitev podatkov za odlocanje, procesirane podatke pa lahko
se vedno shranimo za kasnejso obdelavo v obliki podatkovnega jezera (ang. data
lake). Resitev je implementirana s platformo Microsoft StreamInsight. Podatki
so zgodovinsko in realnocasno analizirani s sistemom za upravljanje podatkov-
nih baz (ang. database management system) Microsoft SQL Server ter orodjem
za poslovno analitiko (ang. business intelligence) Power BI. Predstavljena je
resitev za zaznavanje napak z metodo PCA (ang. principal component analysis)
in DPCA (ang. dynamic principal component analysis). Nesprotni del algoritma
je izracunan v programskem jeziku Python, kjer se uporablja Jupyter Notebook.




Kljucne besede: obdelava kompleksnih dogodkov, zaznavanje napak, PCA,
DPCA, tok podatkov, podatkovno jezero, poslovna analitika, Microsoft Strea-
mInsight, Microsoft SQL Server, Power BI, Python
Abstract
This master thesis focuses on the processing of big data streams with high
throughput in real time. Because of the demands for optimization of the busi-
ness process, data has to be obtained in real time or with minimal time delay.
On the production level, complex event processing is mostly used for fault de-
tection and quality assurance. Statistical process control systems can also notify
out-of-bound conditions and send alarms. Complex event processing allows for
querying dierent types of data streams, from business to production, with rela-
tive ease. Queries are static and data is dynamic, which is a paradigm shift from
the conventional analysis of static datasets. It enables real time querying without
the delay of writing the data in the database. This kind of analysis guarantees
minimal time delay for decision making and processed data can still be stored in
the form of a data lake. The complex event processing solution is implemented
on the Microsoft StreamInsight platform. Real time and historical data is ana-
lysed in the Microsoft SQL Server database management system and Microsoft
Power BI platform for business intelligence solutions. Solution is proposed for
fault detection with the use of PCA (principal component analysis) and DPCA
(dynamic principal component analysis). Oine part of the algorithm is imple-
mented in Python with the use of Jupyter Notebook. Online part is implemented




Key words: complex event processing, fault detection, PCA, DPCA, data stre-
ams, data lake, business intelligence, Microsoft StreamInsight, Microsoft SQL
Server, Power BI, Python
1 Uvod
V danasnjem obdobju tehnologije so okolja poslovnih organizacij postala zelo
kompleksna. Zaradi razvoja interneta lahko vsak kupec preveri ponudbo razlicnih
podjetij zelo hitro in z malo truda. Ce upostevamo se globalizacijo, ki prinasa
se dodatno konkurenco, dobimo hud boj na trgu. Podjetja si prizadevajo za cim
vecjo kakovost proizvodov, hkrati pa morajo biti stroski nizki, cas proizvodnje pa
krajsi. To zahteva reorganizacijo podjetij iz obstojecih struktur v realnocasne.
Delovanje podjetij je treba avtomatizirati do najvecje mere, in sicer na vseh
nivojih. Potrebna je vertikalna integracija podatkov in povratnozancno vodenje
celotnega procesa [14] [13].
1.1 Denicija problema
Za realizacijo realnocasne podpore pri vodenju podjetij je treba agregirati in ana-
lizirati podatke z vseh nivojev. Podatki predstavljajo tok podatkov, ki ga je
treba ustrezno obdelati. Kolicina podatkov je velika, kar pomeni, da pri izbiri
neustrezne resitve dobimo nezazelene zakasnitve v sistemu. V modernih pod-
jetjih to ni zazeleno, saj za optimalno vodenje potrebujemo informacijo o do-
godku v casovnem trenutku, ko se je zgodil. To je v realnem svetu nemogoce
zagotoviti, lahko pa zakasnitve zmanjsamo do neke mere. Tezavo predstavljajo
raznovrstnost, kolicina in hitrost obdelave podatkov. Na proizvodnem nivoju
predstavljata tezavo predvsem kolicina in hitrost. Napake na napravah morajo
biti zaznane v realnem casu. Enako velja za statisticno spremljanje procesnih
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velicin, saj morajo alarmi odreagirati cim hitreje.
1.2 Opis dela
1.2.1 Cilji
Cilj magistrske naloge je izbrati primeren proces in razviti ustrezno resitev, ki
bi delovala kot realnocasna podpora pri vodenju proizvodnje. Izpolnjevala bi
kriterije, kot so:
 zmoznost obdelave raznovrstnih podatkov,
 zmoznost obdelave velike kolicine podatkov,
 zmoznost hitre obdelave podatkov z minimalnimi casovnimi zakasnitvami.
Poleg osnovnih zahtev, ki jih predstavlja problem naloge, je treba upostevati
tudi ceno platforme in cas razvoja. V okviru poslovnih resitev se vse vrti okrog
ene velicine: denarja. Podjetja z realnocasnimi sistemi hocejo zmanjsati stroske,
zato je smiselno, da upostevajo tudi ceno resitve, ki je sestavljena iz stroskov
licenciranja in casa razvoja. Ta dva pojma se pogosto izkljucujeta, saj odprto-
kodne resitve potrebujejo daljsi cas razvoja, licencirani proizvodi pa obratno. S
prakticnega vidika bi morali upostevati tudi vzdrzevanje in integracijo resitve v
trenutni proces vodenja podjetja.
1.2.2 Metode
V naslednjih tockah je prikazan sistematicen koncept vseh korakov pri pisanju
magistrske naloge:
1. Studij literature in umestitev obdelave kompleksnih dogodkov v
strukturo podjetja
Analiziranje obstojece literature na temo strukture podjetij in realnocasne
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podpore pri vodenju podjetij. Cilj je jasna predstava arhitektur obeh sis-
temov in ugotavljanje, kje v arhitekturi je umescena obdelava kompleksnih
dogodkov in kako je uporabljena.
2. Izbira platforme za obdelavo kompleksnih dogodkov
Iskanje obstojecih platform za obdelavo kompleksnih dogodkov. Izbira plat-
forme glede na cas razvoja in ceno.
3. Izbira platforme za shranjevanje, prikaz in analizo podatkov
Izbira platforme za shranjevanje in analizo realnocasnih ter zgodovinskih
podatkov glede na zahtevnost integracije med razlicnimi platformami.
4. Izvedba agregacije in analize podatkov na empiricnih podatkih
Izvedba testnega primera na izbrani platformi. Dolocitev tezavnosti upo-
rabe platforme in cas razvoja aplikacije.
5. Izvedba zaznavanja napak
Ucenje modela za zaznavanje napak z metodo PCA in DPCA. Uporaba
modela v sklopu obdelave kompleksnih dogodkov.
6. Analiza izvedene resitve
Dolocitev dobrih in slabih lastnosti resitve. Iskanje predlogov za izboljsave.
Dolocitev smernic in priporocil za nadaljnje delo.
1.3 Struktura naloge
V uvodu je denirano ozadje problema in tematike. Dolocene so metode dela in
zastavljeni cilji naloge.
V 2. poglavju je primerjava med nivojsko sestavo podjetij in realnocasno pod-
poro pri vodenju podjetij. Primerjani so programerski in arhitekturni koncepti
porazdeljenih racunalniskih sistemov. Opisana je denicija kompleksnih dogod-
kov, obdelave kompleksnih dogodkov, oblaka dogodkov in toka dogodkov.
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V 3. poglavju je predstavljeno teoreticno ozadje zaznavanja napak na pro-
izvodnem nivoju. Opisana je obdelava podatkov z metodo PCA in DPCA ter
statisticno sklepanje na podlagi hipotez.
V 4. poglavju je predstavljena platforma Microsoft StreamInsight. Opisane so
lastnosti, arhitektura in programerski koncepti. Na primerih so prikazane funkcije
jezika LINQ in koncepti obdelave tokov podatkov (oknenje).
V 5. poglavju je opis arhivskih testnih podatkov Tennessee Eastman in pred-
stavljena resitev zaznavanja napak. Izbrani so parametri metod obdelave podat-
kov PCA in DPCA. Primerjani so rezultati metod obdelave podatkov PCA in
DPCA ter testnih statistik Hotelling in Q.
V 6. poglavju je predstavljen primer uporabe obdelave kompleksnih dogod-
kov pri spremljanju ucinkovitosti proizvodnega procesa Tennessee Eastman. Na
simulacijskih podatkih procesa Tennessee Eastman ob normalnem delovanju je
razvit model za zaznavanje napak. Na platformi Microsoft StreamInsight je rea-
lizirano sprotno zaznavanje napak na proizvodnem nivoju. Denirani so vsi po-
samezni deli resitve, od posrednika podatkov (ang. message broker) do simulacije
proizvodnih podatkov, streznika Microsoft StreamInsight, podatkovnega jezera,
zaznavanja napak in vizualizacije podatkov na platformi za poslovno analitiko
Power BI.
2 Struktura realnocasne podpore
vodenju podjetij
Podjetja so zaradi zahtev trga postala zelo kompleksna. Delovanje se je razclenilo
v nivoje. Najvisji nivoji se ukvarjajo z dolgorocnimi resitvami, medtem ko srednji
nivo skrbi za povezavo in izvrsitev ukazov visjih nivojev. Najnizji nivo predstavlja
proizvodnjo.
2.1 Arhitekturna sestava podjetij
Slika 2.1 predstavlja strukturo realnocasne podpore pri vodenju podjetij. Najvisji
nivo predstavlja vodenje podjetja. Vanjo spadajo sistemi, kot so ERP (ang. en-
terprise resource planning), SCM (ang. supply chain management), CRM (ang.
customer relationship management). Sistemi WMS (ang. workow manage-
ment systems) skrbijo za izvedbo odlocitev najvisjih nivojev na nizjih nivojih.
Odlocitve pogosto sprejemajo ljudje in niso avtomatizirane. Na srednjem nivoju
se izpolnjujejo odlocitve najvisjega nivoja, ta nivo pa skrbi tudi za vodenje pro-
izvodnje (SCADA (ang. supervisory control and data acquisition), MES (ang.
manufacturing execution systems)). Proizvodnja je na najnizjem nivoju, kjer so
naprave, ki posiljajo podatke v realnem casu (PLK (ang. programmable logic
controller)).
Na najvisjem nivoju obstajajo aplikacije, ki omogocajo horizontalno integra-
cijo podatkov v sloju (med CRM, ERP in SCM). Tudi na srednjem nivoju ob-
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Slika 2.1: Arhitekturna sestava vodenja kompleksnih organizacij [18]
stajajo sistemi (MES), ki omogocajo doloceno vertikalno integracijo in povra-
tnozancno vodenje proizvodnje. Vendar je aplikacij, kjer je integracija podatkov
horizontalna in vertikalna skozi celotno podjetje, zelo malo. Odlocitve se po na-
vadi sprejemajo s pomocjo deniranih pravil, ki pa tezko omogocajo integracijo
podatkov z vseh nivojev podjetja [14].
2.2 Realnocasna podpora pri vodenju podjetij
2.2.1 Denicija
Realnocasna podpora pri vodenju podjetij je koncept upravljanja podjetij v re-
alnem casu ali blizu tega. Realnocasna podpora pri vodenju podjetij spremlja,
zajame in analizira vzroke ter dogodke, ki so kriticni za uspeh, takoj, ko se zgodijo.
Realnocasna podpora pri vodenju podjetij prepozna nove priloznosti, se izogiba po-
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tencialnim problemom in minimizira zakasnitve v poslovnem procesu. Obdelava
dogodkov se izvaja za odkrivanje potencialnih nevarnosti in priloznosti. Povra-
tnozancno vodenje je zato znotraj takega podjetja izvedeno proaktivno namesto
reaktivno [13]. V [13] D. Metz denira koncepte realnocasne podpore pri vode-
nju podjetij z naslednjimi pravili:
 Informacija, kreirana ob dolocenem casu (ang. point of creation), je takoj
dostopna v tocki odlocanja (ang. point of action). To zahteva realizacijo
toka informacije v (skoraj) realnem casu. Koncept ponudnik-odjemalec je
predlagana resitev.
 Informacija mora biti pridobljena avtomatsko iz informacijskih sistemov
(ERP), programirljivih logicnih krmilnikov (PLK) itn.
 Realnocasni sistemi se izogibajo informacijskim medpomnilnikom.
 Semantika skozi celoten sistem se mora ujemati. Predlagana je standardi-
zacija.
 Realnocasni sistemi morajo izbrati le relevantno informacijo, ki je dostopna
tocki akcije. Pridobljena informacija mora biti ltrirana, agregirana in do-
stavljena v dolocenem casovnem oknu. Samo pomembna podmnozica vseh
stanj je posredovana naprej za namene vodenja.
 Odlocitve se sprejemajo v tocki odlocanja brez minimalnega cloveskega po-
sredovanja oz. z njim.
V realnocasni podpori pri vodenju podjetij se obdelava kompleksnih dogodkov
uporablja vertikalno skozi vse nivoje vodenja. Na poslovnem nivoju nivoju se
jo uporablja za agregacijo podatkov iz nizjih nivojev in sprejema avtomatske
daljnorocne odlocitve. Na proizvodnem nivoju se zbirajo podatki proizvodnih
linij ter sprejemajo optimizacijske in prediktivne odlocitve s stalisca vodenja. Na
procesnem nivoju se zbirajo podatki, racunajo statisticne agregacije in zaznavajo
napake. Podatki se posiljajo vertikalno od nizjih do visjih slojev.
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2.2.2 Struktura
Pri strukturiranju informacijskega sistema je pomembno, da izlocimo dele
odlocanja, ki so implementirani z logiko pravil (ang. rule based sistems). Ti
so zamenjani z orodjem, ki omogoca obdelavo kompleksnih dogodkov, kot prika-
zuje slika 2.2.
Slika 2.2: Integracija podatkov realnocasne podpore vodenju podjetij [14]
2.2.3 Koncepti programiranja porazdeljenih sistemov
Za realizacijo realnocasne podpore pri vodenju podjetij je potreben informacijski
sistem, ki je porazdeljen. Potrebna je izbira pravilne arhitekture informacijskega
sistema.
2.2.3.1 Storitvena arhitektura
Sistemi storitvene arhitekture (ang. service oriented architectures - SOA) so se
prebili v ospredje z razvojem spletnih storitev (ang. web service). Spletne storitve
2.2 Realnocasna podpora pri vodenju podjetij 13
so le del vecje slike, ki jo predstavlja SOA. V arhitekturo so vnesle dolocene
karakteristike in prednosti:
 neodvisnost od platforme,
 porazdeljenost,
 formalno locitev ponudnika in odjemalca.
SOA je programerski koncept, arhitektura sistema. Realizirana je lahko tudi brez
spletnih storitev, ki pa v praksi sestavljajo velik delez.
Slika 2.3: Arhitektura SOA [1]
Arhitekturo SOA sestavljajo trije nivoji, kot prikazuje slika 2.3:
 aplikacijski nivo,
 storitveni nivo,
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 komponentni nivo.
Aplikacijski nivo predstavlja poslovno resitev, ki integrira podatke od enega ali
vec ponudnikov in jih vkljuci v poslovni proces. Storitveni nivo predstavlja most
med implementacijo in porabniki. Sestavlja ga logicna mnozica storitev, ki je
dostopna porabnikom prek vmesnika API (ang. application programming inter-
face). Komponentni nivo denira implementacijo [22].
2.2.3.2 Dogodkovna arhitektura
Programerski koncept dogodkovne arhitekture (ang. event driven architecture
{ EDA) je sestavljen iz ponudnika dogodkov (ang. producer), ki generira tok
podatkov, in odjemalca (ang. consumer) dogodkov, ki caka na njih in jih ustrezno
obdela. Arhitektura koncepta je prikazana na sliki 2.4. Zaznani dogodki so
sprejeti v (skoraj) realnem casu, tako da lahko odjemalci takoj ustrezno reagirajo.
Odjemalci so loceni od ponudnikov, kar pomeni, da ponudnik ne ve, kdo od
odjemalcev poslusa. Tudi odjemalci so loceni med seboj. To pomeni, da vsak
izmed njih sprejme vse dogodke za razliko od sistemov, kjer se dogodki pisejo
v vrsto, vsak pa je prebran samo enkrat (ang. competing customer). EDA na
strani streznika lahko uporablja dva tipa modelov:
1. Posreduj/naroci: infrastruktura sporocil sledi vsem moznim narocenim
odjemalcem. Ko je dogodek objavljen, ga poslje vsem odjemalcem. Ko je
dogodek sprejet, ne more biti poslan se enkrat. Odjemalec ne vidi tega
dogodka.
2. Tok dogodkov: dogodki so zapisani v dnevnik in ustrezno razvrsceni. Od-
jemalec se ne naroci na tok podatkov, temvec bere podatke kjerkoli iz toka
podatkov. Lahko se pridruzi kadarkoli in prebere ze prej poslane podatke.
Na uporabniski strani se obicajno uporabljajo naslednji trije tipi procesiranja
podatkov:
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Slika 2.4: Arhitektura EDA [13]
1. Obdelava preprostih dogodkov: dogodek takoj sprozi akcijo pri upo-
rabniku.
2. Dogodkovna obdelava toka podatkov ESP (ang. event stream
processing): uporaba platforme, ki bere tok podatkov in ga preoblikuje
za nadaljnje uporabnike.
3. Obdelava kompleksnih dogodkov: uporabnik obdela mnozico dogodkov
in isce vzorce.
Ta koncept programiranja se uporablja, ko morajo stevilni podsistemi obde-
lati iste tokove podatkov. Primeren je za realnocasne aplikacije s cim manjsim
casovnim zamikom. Zelo hitro lahko obdela veliko kolicino podatkov. Primeren
je tudi za racunanje razlicnih agregacij skozi casovna okna [25]. Prednosti so
predvsem:
 neodvisnost ponudnikov in odjemalcev,
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 enostavno dodati novega odjemalca,
 majhne casovne zakasnitve,
 lahka moznost razsiritve,
 porazdeljenost,
 podsistemi imajo drugacen pogled na tok podatkov.
Ce iscemo razlike med SOA in EDA, vidimo, da oba koncepta omogocata porazde-
ljen sistem, kjer locimo porabnika od ponudnikov. Vendar je SOA bolj uporaben
z vidika procesov, kjer so koraki pod kontrolo, tok informacije pa tece sinhrono.
Eden izmed takih primerov je vertikalna integracija podatkov. Podatki potujejo
z nacinom poizvedbe, ta pa vrne rezultat (ang. ad-hoc). Na ta nacin so razlicni
nivoji se vedno odvisni drug od drugega. Za cisto neodvisnost je primeren EDA,
ki deluje z asinhronim pristopom. Primeren je za sisteme, ki imajo dolocen potek
dela { horizontalno integracijo podatkov [23].
2.2.4 Obdelava kompleksnih dogodkov
2.2.4.1 Denicija dogodka
Preden se posvetim konceptu obdelave kompleksnih dogodkov, bom predstavil
denicijo dogodka. V Slovarju slovenskega knjiznega jezika je dogodek deniran
kot: kar se zgodi. V realnem svetu poznamo vec razlicic dogodkov.
Dogodki, ki se omenjajo v kontekstu poslovnih procesov, se imenujejo poslovni
dogodki. Denirani so kot vse, kar spremeni stanje poslovanja na neki nacin [13].
Vpliv dogodka se zelo razlikuje od konteksta okolja, v katerem se je dogodek
zgodil. Lahko je nepomemben, kot je prihod novega sporocila v nabiralnik elek-
tronske poste, ali pa zelo pomemben, kot je preklic narocila stranke. Tudi cas, ko
se dogodek pojavi, je pomemben. Napaka na stroju v proizvodnji je relevantna
takoj, ko se napaka zgodi, ne pa mesece kasneje.
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Etzion in Niblett denirata dogodek kot pojav znotraj sistema ali domene;
nekaj, kar se je, ali se smatra, kot da se je zgodilo [19]. Vsak dogodek tudi ni
neposredno opazljiv, saj lahko manjkajo podatki (npr. pomanjkanje senzorjev v
proizvodnji). Luckham razlikuje tudi dejanski in virtualni dogodek. Virtualni
dogodek denira kot dogodek, ki se smatra, kot da se je zgodil [11]. Vsi ti
dogodki so denirani v sirsem smislu.
Statisticno gledano je dogodek vsak pojav, ki se v verjetnostnem poskusu
lahko zgodi. Dogodek lahko zapisemo kot mnozico izidov, ki so zanj ugodni kot
prikazuje enacba (2.1):
A = fa1; a2; a3; a4; a5g
B = fb1; b2; b3; b4; b5g
C = fc1; c2; c3; c4; c5g
(2.1)
kjer so A, B, C dogodki, ai, bi, ci pa izidi, ki so za ta dogodek ugodni. Ce imamo
verjetnostni poskus, ki ima vse izide enakovredne, potem je verjetnost dogodka





kjer je NA stevilo ugodnih, N pa stevilo vseh moznih izidov.
V okviru vodenja so dogodki denirani v smislu casovno diskretnega oz. digi-
talnega vodenja. Signali se na svoji poti vsaj delno prenasajo v digitalni obliki.
Signali so diskretizirani, po navadi z enakomernimi casovnimi presledki. Sku-
pno vsem sistemom digitalnega vodenja je dejstvo, da vodenje ne deluje ves cas,
temvec se novi ukazi posljejo le ob diskretnih casovnih trenutkih, ki jih doloca
prihod nove informacije o stanju v vodenem sistemu [2].
Dogodki v informacijskem svetu so predstavljeni kot dogodkovni objekti. Ti
objekti so zapisi dejavnosti v sistemu, ki imajo naslednje lastnosti:
 Oblika dogodka je objekt, ki povezuje lastnosti in podatkovne komponente.
Ceprav je dogodek deniran v smislu racunalniskega procesiranja, ni nujno
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predmet objektnega programiranja.
 Dejavnost, ki jo dogodek opisuje, se imenuje pomembnost dogodka. La-
stnosti objekta so uporabljene za opis dejavnosti.
 Dejavnost, ki jo opisuje dogodek, ima po navadi povezavo z ostalimi dejav-
nostmi. Iz tega sledi, da so tudi dogodki povezani med seboj.
Tehnisko zdruzenje organizacij dogodkovnega procesiranja EPTS (ang. event
processing technical society) je deniralo dogodek kot [12]:
 dogodek je karkoli se zgodi oz. se steje, da se je zgodilo;
 dogodkovni objekti so objekti, ki predstavljajo dogodek za potrebe
racunalniske obdelave.
2.2.4.2 Oblak dogodkov in tok dogodkov
V danasnji digitalni dobi je podatkov cedalje vec. Vec podatkov pomeni tudi
vec dogodkov. Ti lahko prihajajo tudi iz razlicnih okolij in niso vezani le na
eno poslovno organizacijo. V primeru avtomatskega proizvodnega procesa lahko
programirljivi logicni krmilniki proizvedejo veliko kolicino podatkov. Vsi ti po-
datki so zbrani v oblaku dogodkov, kot ga prikazuje slika 2.5. Dogodki so lahko
razlicnih tipov in razsirjeni skozi vec organizacij. Zelo verjetno je tudi, da niso
linearno urejeni po casu. Oblak dogodkov je deniran kot delno urejena mnozica
dogodkov, omejena ali neomejena, kjer je delna urejenost pogojena s casovnim,
kavzalnim ali kaksnim drugim razmerjem. Tok dogodkov pa je, za razliko od
oblaka dogodkov, linearno urejeno zaporedje dogodkov. Po navadi so ti dogodki
urejeni po casu. Za sistem, ki opazuje dogodkovne objekte, je cas zelo pomemben
podatek. Tok dogodkov je lahko del oblaka dogodkov, ali pa je poseben oblak
dogodkov, kjer so dogodki linerno urejeni po casu [13].
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Slika 2.5: Oblak dogodkov, ki ga predstavljajo razlicni tipi in razmerja med njimi
[13]
2.2.4.3 Kompleksni dogodki
Omenjena razlika med oblakom dogodkov in tokom dogodkov locuje obdelavo
kompleksnih dogodkov ter obdelavo dogodkovnega toka podatkov.
ESP deluje na zelo hitrih poizvedbah podatkov, ki so urejeni po casu, ker tako
prihranimo prostor v pomnilniku. Nasprotno CEP uposteva bolj kompleksna raz-
merja med dogodki, kot jih prikazuje slika 2.6. Dogodki v oblaku imajo lahko
razlicna razmerja. Najbolj pogosta so cas, kavzalnost in agregacija. Denicija
kompleksnega dogodka pravi, da je kompleksni dogodek tisti, ki povzame, pred-
stavlja ali oznacuje mnozico drugih dogodkov.
Resitve obdelave kompleksnih dogodkov delujejo na konceptu stojecih podat-
kovnih poizvedb, ki delujejo kot sito, ki ltrira in agregira podatke. Podatke
zagotovimo iz virov, ki jih posiljajo v realnem casu. Obdelani podatki se naprej
posiljajo odjemalcem, ki jih prikazujejo, shranijo ali opozarjajo uporabnike. V
sistemih obdelave kompleksnih dogodkov nas bolj zanimajo dogodki in agregacije
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Slika 2.6: Enostavni in kompleksni dogodki ter razmerja med njimi [13]
na podatkih kot pa podatki [15]. Poizvedbe na podatkih so staticne, podatki pa
dinamicni, saj konstantno prihajajo v sistem. Tak sistem je prikazan na sliki 2.7.
V klasicnih sistemih so podatki staticni, poizvedbe pa se izvajajo posamezno.
Na poslovnem nivoju vodenja se obdelava kompleksnih dogodkov uporablja
za odkritje problema kakovosti izdelka, ce je bilo stevilo vrnjenih izdelkov vecje
od dolocene meje. Spremljati je mogoce stevilo koncanih serij in tako dolociti
konec proizvodnje. Avtomatizirati je mogoce nabavo materiala. Zaznavamo lahko
neizvedene preventivne akcije pri vzdrzevanju in porast popravil na napravah.
Tako se lahko odlocimo za obnovitev produkcijske linije. Zaznavamo lahko tudi
porast porabe energije v podjetju in glede na to ustrezno odreagiramo [6].
Na proizvodnem nivoju zaznavamo napake na produkcijskih linijah glede
na stevilo neustreznih izdelkov. Avtomatsko lahko sprozimo nov zahtevek za
razvrscanje, ce se dolocena naprava pokvari. Glede na povecanje stevila proizve-
denih izdelkov lahko preventivno opravljamo vzdrzevanje naprav. Spremljamo
lahko standardno deviacijo porabe energije na produkcijskih linijah in sporocamo
informacijo visjem nivoju. Avtomatsko lahko izkljucimo naprave, ki niso v obra-
tovanju [6].
Na procesnem nivoju vodenja predvsem zbiramo podatke v realnem casu.
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Slika 2.7: Upravljanje sistema tokov podatkov [10]
Spremljamo lahko parametre za zagotavljanje kakovosti proizvedenih izdelkov.
Vodimo evidenco stevila operacij za koncanje izdelka. Iz statisticnih parametrov
naprav dolocimo normalne meje obratovanja. Posiljamo lahko opozorila, ko so
parametri izven normalnih mej obratovanja. Izklapljamo lahko dolocene dele
naprav, ce niso uporabljene, in tako zmanjsamo energijsko porabo [6].
V magistrski nalogi bo poudarek predvsem na proizvodnem in procesnem
nivoju vodenja. V srediscu zanimanja bo spremljanje kazalnikov ucinkovitosti
podjetja in ugotavljanje napak na napravah. Namen je odkrivanje potencialnih
priloznosti za zmanjsevanje stroskov proizvodnje.
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3 Zaznavanje napak z metodo PCA
Zaznavanje napak na proizvodnem nivoju je pomembno in siroko razvojno-
raziskovalno podrocje. Cilj je zagotavljanje ucinkovite proizvodnje. Pri zaznava-
nju napak spremljamo podatke in zelimo preprosto ter zanesljivo metodo zazna-
vanja sprememb skozi cas. V vsakem trenutku zelimo podatek, ali je trenutno
stanje normalno ali pa se je pomaknilo izven normalnih statisticnih okvirjev pro-
cesa [21]. V principu obstajata dva nacina odkrivanja napak. Odkrivanje, ki
temelji na modelu procesa, in odkrivanje s pomocjo merjenih podatkov, kjer mo-
dela procesa ni pomembno poznati vnaprej [26]. Z razvojem racunalniskih in
informacijskih sistemov se je povecalo stevilo podatkov, ki jih lahko shranimo in
obdelamo, zato so te metode postale zelo priljubljene.
3.1 Obdelava podatkov
Velika kolicina podatkov predstavlja veliko tezavo pri metodah, ki temeljijo na
podatkih, ceprav so drugace bolj preproste od tistih, ki temeljijo na modelu. Apli-
kacija detekcije nad vsemi podatki je nesmiselna in racunalnisko zelo potratna.
Merjenih velicin velikih industrijskih procesov je lahko na tisoce, zato je treba v
prvem koraku podatke obdelati in poenostaviti.
3.1.1 Metoda PCA
Metoda PCA je linearna transformacija, ki zmanjsa dimenzije originalnega pro-
stora. Deluje kot nenadzorovano ucenje in nam pomaga identicirati vzorce v
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podatkih, ki temeljijo na korelaciji med spremenljivkami. PCA isce smer najvecje
variance in jo projicira v podprostor z enakim ali manjsim stevilom dimenzij. Or-
togonalne osi podprostora se lahko interpretirajo kot smer maksimalne variance
pod omejitvijo, da so nove osi pravokotne med seboj, kot to prikazuje slika 3.1.
Slika 3.1: Transformacija originalnega prostora z metodo PCA [24]
Naj ima proces m merjenih spremenljivk in N meritev, ki so opisane z matriko
X, ki jo prikazuje enacba (3.1).
X =
26664




xN1 : : : xNm
37775 (3.1)
PCA je zelo obcutljiv na skaliranje podatkov, zato je treba podatke najprej stan-
dardizirati in tako pripisati enako pomembnost vsem merjenim spremenljivkam





kjer je i = 1; : : : ; N in j = 1; : : : ;m. Naslednji korak je izracun kovariancne ma-
trike . To je simetricna matrika mm, kjer je m stevilo merjenih spremenljivk
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in shranjuje kovarianco med pari merjenih spremenljivk. Kovarianca med dvema






(xij   j)(xik   k) (3.3)
kjer sta j in k povprecji vzorca merjenih spremenljivk j in k. Pozitivna kovari-
anca med dvema merjenima spremenljivkama pomeni, da spremenljivki narascata
ali padata skupaj, negativna pa obratno sorazmernost [26]. Kovariancna matrika
je denirana z matriko , ki jo prikazuje enacba (3.4).
 =
26664




j1 : : : jk
37775 (3.4)
Nad kovariancno matriko nato izvedemo singularni razcep, kot prikazuje enacba
(3.5):
 = PP T (3.5)
kjer je  = diag(1; : : : ; m) in 1  : : :  m  0. Matrika P je transforma-
cijska matrika. V naslednjem koraku izberemo stevilo osnovnih komponent l po





kjer sta pc = diag(1; : : : ; l) in res = diag(l+1; : : : ; m). Transformacijska






kjer velja Ppc 2 <ml in Pres 2 <m(m l). Spremenljivke so v novem prostoru
denirane s transformacijo, ki jo prikazuje enacba (3.8):
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Z 0 = ZPpc (3.8)
3.2 Statisticno sklepanje s testiranjem hipotez
Statisticno testiranje hipotez se po navadi izvede v 8 korakih. V prvem koraku
je treba denirati problem. Pri primeru v nalogi je to zaznavanje motenj na
proizvodnem procesu Tennessee Eastman.
V drugem koraku je treba postaviti nicelno hipotezo, ki pravi, da sta vektorja
povprecij dveh vzorcev enaka. Pri primeru v nalogi je to primerjava med ucnimi
podatki in zivim vzorcem, na katerem razpoznavamo motnjo, kot prikazuje enacba
(3.9):
H0 : [1; 2; : : : ; l] = [z1; z2; : : : ; zl] (3.9)
kjer je i povprecje merjenih signalov na ucni mnozici in z vzorec, ki ga razpo-
znavamo.
V tretjem koraku je treba denirati tudi alternativno hipotezo, ki pravi, da
je merjeni vektor vecji ali enak povprecju vektorja ucnega vzorca, in jo prikazuje
enacba (3.10).
H1 : [1; 2; : : : ; l]  [z1; z2; : : : ; zl] (3.10)
V cetrtem koraku je treba izbrati stopnjo tveganja ob potrditvi hipoteze  = 0:01.
V petem koraku je treba denirati testno statistiko. Pri primeru v nalogi je
uporabljena testna statistika Hotelling in Q. V sestem koraku je treba dolociti
kriticno obmocje na podlagi tveganja . V sedmem koraku se preveri, ali testna
statistika presega kriticno obmocje.
V osmem koraku se zavrne ali potrdi nicelna hipoteza. Slika 3.2 prikazuje
verjetnostno porazdelitev testne statistike Hotelling za prostostni stopnji d1 = l
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in d2 = N   1, kjer l predstavlja stevilo spremenljivk in N predstavlja stevilo
merjenih vzorcev. Vertikalna crta prikazuje kriticno vrednost za stopnjo tveganja
 = 0:05. Ce testna statistika presega mejo kriticne vrednosti, lahko nicelno
hipotezo zavrnemo s stopnjo tveganja . V razdelkih 3.2.1 in 3.2.2 sta prikazana
izracuna testne statistike in kriticnega obmocja.
Slika 3.2: Verjetnosta porazdelitev Hotelling s kriticno vrednostjo
3.2.1 Statistika Hotelling
Testna statistika Hotelling je multivariabilna porazdelitev, proporcialna porazde-
litvi F. Je posplositev statistike Student, ki se uporablja za testiranje multivari-
abilnih podatkov. Porazdelitev je denirana z enacbo (3.11):
T 2 =
p(N   1)(N + 1)
N2   pN F;p;N p (3.11)
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kjer je N stevilo merjenih vzorcev, p stevilo merjenih spremenljivk in F;p;n p
porazdelitev F s stopnjo tveganja  ter stevilom prostostnih stopenj p, n p [21].
Ce za stevilo merjenih vzorcev vzamemo N , stevilo merjenih spremenljivk po
transformaciji z metodo PCA l, se kriticna vrednost izracuna po enacbi (3.12):
T 2KR =
l(N   1)(N + 1)
N2   lN F0:01;l;N l (3.12)
kjer F0:01;l;N l predstavlja porazdelitev F s stopnjo tveganja  = 0:01 in prostno-
stnimi stopnjami l in N  l. Testna statistika se izracuna s pomocjo metode PCA
z enacbo (3.13):





kjer je z 2 <m in predstavlja vzorec, ki ga razpoznavamo. PPC je transformacijska
matrika metode PCA,  1PC pa inverz diagonalne matrike lastnih vrednosti.
3.2.2 Statistika Q
Testna statistika Q oz. SPE (ang. squared prediction error) je denirana z
izracunom kvadratne predikcije napake. Je zelo uporabna, saj je obcutljiva na
posebne dogodke, ki jih podprostor PCA ne zajame [21]. Izracuna se z enacbo
(3.14):
Q = eT e = (x  x)T (x  x) = xT (I   PP T )x (3.14)
kjer je x projekcija opazovanega vzorca v podprostor PCA, x opazovani vzo-
rec in P transformacijska matrika metode PCA. Kriticna vrednost se izracuna z















ij; i = 1; 2; 3 (3.16)
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h0 = 1  213
222
(3.17)
kjer je l stevilo merjenih spremenljivk po transformaciji z metodo PCA, m stevilo
vseh merjenih spremenljivk in c spremenljivka standardne porazdelitve, ki pri-
pada zgornjemu 1{ percentilu.
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4 Obdelava kompleksnih dogodkov z
orodjem Microsoft StreamInsight
Microsoft StreamInsight je platforma, ki omogoca razvoj aplikacij za obdelavo
kompleksnih dogodkov. Je del Microsoftovega SQL Server-ja, deluje pa tudi kot
samostojna aplikacija. Zaradi dejstva, da deluje kot del Microsoft SQL Serverja
je bila za obdelavo kompleksnih dogodkov tudi izbrana platforma Microsoft Stre-
amInsight. Celotni sistem od vizualizacije podatkov, shranjevanja podatkov do
obdelave podatkov je tako realiziran na produktih podjetja Microsoft, ki omogoca
enostavno integracijo podatkov med svojimi produkti. Za shranjevanje podatkov
na Microsoft SQL Server in obdelavo kompleksnih dogodkov s platformo Microsoft
StreamInsight potrebujemo isto licenco. Microsoft SQL Server podpira platformo
Microsoft StreamInsight od leta 2012 naprej.
4.1 Lastnosti orodja Microsoft StreamInsight
Za obdelavo kompleksnih dogodkov je potrebna hitra obdelava velike kolicine
podatkov in hiter odziv pri procesiranju tokov podatkov. Microsoft StreamInsight
omogoca hitro implementacijo pri uporabnikih, ki so seznanjeni s platformo .NET.
Najvecje prednosti orodja Microsoft StreamInsight so:
 optimizirano delovanje in sposobnost obdelave podatkov,
 razvojno okolje .NET,
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 razlicni nacini uporabe,
 moznost upravljanja [32].
Microsoft StreamInsight je sposoben paralelnega procesiranja razlicnih poizvedb
na toku podatkov. Za spomin uporablja predpomnilnike, racunanje izhoda pa
se izvaja inkrementalno. Mogoce je tudi upravljanje dogodkov, ki niso linearno
urejeni po casu. Ker je programerjev, ki uporabljajo platformo .NET, zelo veliko,
lahko brez vecjega truda in novega znanja razvijajo aplikacije. Za poizvedbe se
uporablja Microsoftov jezik LINQ (ang. language-integrated query). Razvijalci
z znanjem jezika SQL lahko hitro adaptirajo svoje razmisljanje in razvijajo poi-
zvedbe. Microsoft StreamInsight lahko uporabljamo v treh nacinih. Prvi nacin je
integracija v aplikacijo skozi gostujoco knjiznico DLL (ang. dynamic-link library).
Drugi je implementacija kot samostojna instanca, na kateri je vec aplikacij in upo-
rabnikov, ki si delijo streznik. V tretjem nacinu lahko streznik tece v ovojnici kot
izvrsna datoteka ali kot storitev Windows. Streznik ima vgrajen vmesnik za upra-
vljanje in diagnostiko. Omogoca tudi samostojno namestitev razhroscevalnika
dogodkov, s katerim lahko analiziramo, diagnosticiramo in odpravljamo tezave
na podatkovnih poizvedbah v aplikacijah Microsoft StreamInsight [32].
4.2 Arhitektura orodja Microsoft StreamInsight
Platforma Microsoft StreamInsight je na najvisjem nivoju sestavljena iz:
 streznika Microsoft StreamInsight,
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 povezav (ang. binding).
Arhitektura je predstavljena na sliki 4.1. Streznik Microsoft StreamInsight skrbi
za nalaganje poizvedb podatkov, vira podatkov in ponora podatkov. Na njem se
denira tudi aplikacija Microsoft StreamInsight, ki sluzi kot logicni zabojnik, kjer
se shranjujejo subjekti (vir podatkov, ponor podatkov). Vir podatkov deniramo
sami in je lahko predstavljen kot tok podatkov ali pa so podatki zgodovinski.
Ponor podatkov sluzi za obdelavo izhoda aplikacije Microsoft StreamInsight. Po-
datkovne poizvedbe so staticne, skozi njih prihajajo dinamicni podatki, ki so
ltrirani in agregirani. Povezave sluzijo za povezovanje podatkovnih poizvedb na
razlicne ponore podatkov [16] [7].
Slika 4.1: Arhitektura platforme Microsoft StreamInsight [37]
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4.3 Programerski koncepti orodja Microsoft StreamInsi-
ght
4.3.1 Dogodki
Podatki, ki se posredujejo iz kode .NET v aplikacijo Microsoft StreamInsight in
iz nje, so genericni. Vsebujejo casovne podatke, kot so zacetek in konec dogodka
ter nosilec podatkov (ang. payload). Microsoft StreamInsight pozna tri tipe
objektov:
 PointEvent<T>: dogodek s samo enim casovnim zigom. Uporabljeni so
za dogodke, ki se zgodijo natanko enkrat in nimajo casa trajanja. Vizualno
bi take dogodke predstavili s tocko.
 IntervalEvent<T>: dogodek z dvema casovnima zigoma, cas zacetka do-
godka in cas konca dogodka. Razlika med casovnima zigoma mora biti vecja
od 0.
 EdgeEvent<T>: dogodek z dvema casovnima zigoma. Razlika v primer-
javi z IntervalEvent<T> je v tem, da poznamo casovni zig zacetka, cas
tece, koncnega ziga pa ne poznamo.
Microsoft StreamInsight uporablja tudi posebne dogodke CTI (ang. current time
increments), ki so predstavljeni na sliki 4.2. Te dogodke potrebuje za analiziranje
toka podatkov in morajo biti konstantne casovne dolzine. Razvijalec mora sam
dolociti, kako bodo dogodki vstavljeni v tok podatkov.
Slika 4.2: Dogodki CTI [16]
Microsoft StreamInsight potrebuje CTI zaradi naslednjih razlogov:
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 Obdelave toka dogodkov: CTI denira dolzino casovnega okna za obde-
lavo. Microsoft StreamInsight procesira dogodke znotraj okna. Vsi dogodki,
ki pripadajo oknu, vendar ga zamudijo, so izpusceni.
 Sinhronizacije toka dogodkov: ce analiziramo vec razlicnih tokov po-
datkov, jih Microsoft StreamInsight sinhronizira glede na pripadajoce CTI.








Denirati je treba konguracijo in razred Factory ter s poizvedbo na Microsoft
StreamInsight zahtevati adapter iz razreda Factory (ang. factory design pattern).
4.3.2.2 Koncept Interface
Za razliko od zgornjega je ta nacin preprostejsi za bolj izkusene programerje.
Vsebuje veliko vmesnikov, zato je potrebno predznanje in izkusnje z njihovim
upravljanjem. Glavni gradniki so razdeljeni v tri skupine vmesnikov:
 IEnumerable<T>/IQueryable<T>,
 IObservable<T>/IQbServable<T>,
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 IQStreamable<T>.
Vmesnik IEnumerable se uporablja za opis stevne zbirke podatkov. Uporabljajo
ga vse standardne zbirke podatkov, kot so seznami, tabele in mnozice.
Slika 4.3: Razredi za nacin Interface [16]
IQueryable je dualen vmesniku IEnumerable. Razlika lezi v implementaciji.
IQueryable se uporablja za dostop do oddaljene zbirke podatkov. Je abstrak-
cija funkcionalnosti IEnumerable in je projicirana na oddaljeni sistem. Vme-
snik IObservable se uporablja za implementacijo posreduj-naroci. Z njim lahko
posiljamo podatke med opazovalcem in opazovalnim objektom. IQbservable je
podoben IObservable, kot je IQueryable podoben IEnumerable. To pomeni, da
lahko implementira koncept posreduj-naroci na oddaljenem sistemu.
IQStreamable je vmesnik, ki ga Microsoft StreamInsight uporablja za reprezen-
tacijo toka podatkov. Microsoft StreamInsight ponuja razsiritvene metode, ki
omogocajo ustvariti objekt IQStreamable iz kateregakoli drugega vmesnika. To
pomeni, da moramo preoblikovati svoj vir podatkov v objekt IEnumerable, ce
zelimo koncept izvleci (ang. pull), in v IObservable za koncept potisni (ang.
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Slika 4.4: Implementacija razredov glede na nacin uporabe [17]
Slika 4.5: Razsiritvene metode platforme Microsoft StreamInsight [40]
push), kot je prikazano na sliki 4.4. Vmesnika lahko potem z razsiritveno me-
todo zlahka spremenimo v IQStreamable. Na sliki 4.3 so prikazani vsi razredi in
razredi, ki jih dedujejo. Slika 4.5 prikazuje metode za prehod med njimi.
4.4 Poizvedbe na toku podatkov z jezikom LINQ
Podatki, ki pridejo v aplikacijo Microsoft StreamInsight, morajo biti obdelani.
Ker so poizvedbe staticne, podatki pa dinamicni, se obdelave konstantno izvajajo
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in generirajo denirane izhode. Staticne poizvedbe so izvedene s programskim
jezikom LINQ, ki je popolnoma integriran v programski jezik C#. Ker Microsoft
StreamInsight uporablja LINQ, je zelo povezan s programskim jezikom C# in v
trenutni razlicici ni podprt noben drug programski jezik.
4.4.1 Funkcionalne lastnosti jezika LINQ
Za prikaz funkcionalnih lastnosti jezika LINQ bo uporabljen naslednji pri-
mer. Naj obstajata dva toka podatkov, ki posredujeta senzorske podatke
in tok cene elektricne energije. Nosilca podatkov sta denirana s kodo
4.1 in 4.2. Pri senzorskih podatkih TokPodatkovID locuje med dvema
razlicnima tokoma podatkov in je celostevilskega tipa. NapravaID locuje
senzorske meritve razlicnih strojev in je tudi celostevilskega tipa. Casovni
zig predstavlja cas, ob katerem so bile meritve zajete. Vrednosti senzor-
jev so zajete v V rednostSenzorja1, V rednostSenzorja2, V rednostSenzorja3,
V rednostSenzorja4 in so realnostevilskega tipa. StatusSenzorja je statusna
spremenljivka, ki opisuje, ali so bile meritve ustrezno zajete, in je binarnega tipa.
Tok podatkov o ceni elektricne energije je povezan s tokom senzorskih podatkov




public int TokPodatkovID { get; set; }
public int NapravaID {get; set; }
public DateTime CasovniZig { get; set; }
public double VrednostSenzorja1 { get; set; }
public double VrednostSenzorja2 { get; set; }
public double VrednostSenzorja3 { get; set; }
public double VrednostSenzorja4 { get; set; }
public Boolean StatusSenzorja { get; set; }
}
Koda 4.1: Nosilec podatkov za senzorske podatke
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public class CenaEnergije
{
public int CenaEnergijeID { get; set; }
public DateTime CasovniZig { get; set; }
}
Koda 4.2: Nosilec podatkov za podatke o ceni energije
Tokovi podatkov v tabelah 4.1, 4.2 in 4.3 so denirani s kodo 4.3. Tabele 4.1,
4.2 in 4.3 predstavljajo vhodne podatke, ki jih bomo potrebovali za poizvedbe,
ki bodo predstavljene v naslednjih razdelkih.
var senzorskiTokPodatkov1 =
enumerable.ToPointStream(application , e =>
PointEvent <SenzorskiPodatki >. CreateInsert(new
DateTimeOffset(e.TimeStamp , TimeSpan.Zero), e),
AdvanceTimeSettings.IncreasingStartTime);
var senzorskiTokPodatkov2 =
enumerable.ToPointStream(application , e =>
PointEvent <SenzorskiPodatki >. CreateInsert(new
DateTimeOffset(e.TimeStamp , TimeSpan.Zero), e),
AdvanceTimeSettings.IncreasingStartTime);
var cenaElektricneEnergijeTokPodatkov =
enumerable.ToPointStream(application , e =>
PointEvent <SenzorskiPodatki >. CreateInsert(new
DateTimeOffset(e.TimeStamp , TimeSpan.Zero), e),
AdvanceTimeSettings.IncreasingStartTime);
Koda 4.3: Denicija tokov podatkov v jeziku LINQ
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Tabela 4.2: Tok senzorskih podatkov 1
TokPodatkovID NapravaID Casovni zig VrednostSenzorja1 VrednostSenzorja2 VrednostSenzorja3 VrednostSenzorja4 StatusSenzorja
1 1 9:42:40 AM 9.53 7.84 9.52 2.29 False
1 1 9:42:50 AM 5.07 2.4 3.93 7.47 True
1 4 9:43:00 AM 3.5 8.32 5.35 1.96 False
1 2 9:43:10 AM 2.72 8.55 3.27 7.28 True
1 3 9:43:20 AM 2.85 5.49 2.37 3.2 True
1 3 9:43:30 AM 7.14 9.93 4.75 1.68 True
1 4 9:43:40 AM 2.06 8.82 1.17 6.08 False
1 3 9:43:50 AM 7.54 5.51 7.56 5.17 True
1 3 9:44:00 AM 7.5 1.77 9.96 3.55 True
1 2 9:44:10 AM 8.48 4.92 9.27 9.27 True
1 4 9:44:20 AM 5.27 4.99 2.58 8.79 False
1 3 9:44:30 AM 7.64 9.75 9.91 8.25 True
1 2 9:44:40 AM 8.94 7.05 3.61 9.23 True
1 4 9:44:50 AM 3.08 7.62 8.83 2.91 True
1 1 9:45:00 AM 8.47 9.25 2.94 8.95 False
Tabela 4.3: Tok senzorskih podatkov 2
TokPodatkovID NapravaID CasovniZig VrednostSenzorja1 VrednostSenzorja2 VrednostSenzorja3 VrednostSenzorja4 StatusSenzorja
2 2 9:42:40 AM 5.9 8.58 2.2 3.1 True
2 1 9:42:50 AM 9.81 4.84 1.06 9.93 True
2 3 9:43:00 AM 1.33 9.63 9.17 8.6 True
2 3 9:43:10 AM 6.75 4.48 4.87 8.65 False
2 3 9:43:20 AM 7.37 6.08 1.44 5.47 True
2 3 9:43:30 AM 9.32 9.48 2.45 6.08 False
2 3 9:43:40 AM 3.59 6.75 3.39 7.93 False
2 2 9:43:50 AM 6.4 1.47 4.22 9.88 False
2 3 9:44:00 AM 7.33 2.01 1.48 9.23 True
2 3 9:44:10 AM 1.16 4.54 3.54 5.26 False
2 3 9:44:20 AM 7.61 4.62 6.96 5.36 False
2 2 9:44:30 AM 7.89 7.15 2.26 7 False
2 2 9:44:40 AM 4.32 4.59 9.22 7.42 True
2 1 9:44:50 AM 5.82 3.2 4.45 1.66 True
2 1 9:45:00 AM 6.6 4.85 9.05 1.48 True
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4.4.1.1 Projekcija podatkov
Uporablja se za izvajanje izracunov nad individualnimi dogodki kot del transfor-
macije v izhodne dogodke. Projekcija se vedno izvaja, ko se uporablja izbiralna
(ang. select) operacija. Koda 4.4 prikazuje implementacijo projekcije podatkov v
jeziku LINQ. Tabela 4.4 prikazuje izhod projekcije nad vhodnim tokom senzorskih
podatkov 1.
var projiciraneVrednosti = from e in senzorskiTokPodatkov1
select e;
Koda 4.4: Projekcija podatkov v jeziku LINQ
Tabela 4.4: Izhod projekcije nad tokom senzorskih podatkov 1
TokPodatkovID NapravaID CasovniZig VrednostSenzorja1 VrednostSenzorja2 VrednostSenzorja3 VrednostSenzorja4 StatusSenzorja
1 1 9:42:40 AM 9.53 7.84 9.52 2.29 False









2 3 9:43:30 AM 9.32 9.48 2.45 6.08 False









1 4 9:44:50 AM 3.08 7.62 8.83 2.91 True
1 1 9:45:00 AM 8.47 9.25 2.94 8.95 False
4.4.1.2 Filtriranje podatkov
Filtriranje podatkov se izvede, ko uporabljamo operacijo where. Filter se izvaja
na toku podatkov in vrne enak tip. Koda 4.5 prikazuje implementacijo ltrira-
nja podatkov v jeziku LINQ. Tabela 4.5 prikazuje izhod ltriranja nad vhodnim
tokom senzorskih podatkov 1.
var filtriraneVrednosti = from e in senzorskiTokiPodatkov1
where e.NapravaID == 2
select e;
Koda 4.5: Filtriranje podatkov v jeziku LINQ
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Tabela 4.5: Izhod ltriranja nad tokom senzorskih podatkov 1
TokPodatkovID NapravaID CasovniZig VrednostSenzorja1 VrednostSenzorja2 VrednostSenzorja3 VrednostSenzorja4 StatusSenzorja
1 2 9:43:10 AM 2.72 8.55 3.27 7.28 True
1 2 9:44:10 AM 8.48 4.92 9.27 9.27 True
1 2 9:44:40 AM 8.94 7.05 3.61 9.23 True
4.4.1.3 Grupiranje podatkov
Grupiranje podatkov se izvede glede na dolocen vhodni parameter. Nad pod-
mnozico se lahko izvede uporabnisko denirana agregacija ali vgrajena funkcija
jezika LINQ. Koda 4.6 prikazuje implementacijo grupiranja podatkov v jeziku
LINQ. Denirano je casovno okno dolzine 1 minute. Izracun je vsota vrednosti
senzorja 1. Tabela 4.6 prikazuje izhod grupiranja nad vhodnim tokom senzorskih
podatkov 1.
var grupiraniPodatki = from p in senzorskiTokPodatkov1
group p by p.NapravaID into g




NapravaID = g.Key ,
Vsota = win.Sum(p => p.VrednostSenzorja1),
CasovniZig = win.Min(p => p.CasovniZig)
};
Koda 4.6: Grupiranje podatkov v jeziku LINQ
Tabela 4.6: Izhod grupiranja glede na napravo nad tokom senzorskih podatkov 1
TokPodatkovID NapravaID CasovniZig Vsota
1 1 9:42:40 AM 14.6
1 2 9:43:10 AM 2.72
1 3 9:43:20 AM 17.53
1 4 9:43:00 AM 5.56
1 1 9:45:00 AM 8.47
1 2 9:44:10 AM 17.42
1 3 9:44:20 AM 15.14
1 4 9:42:40 AM 8.35
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4.4.1.4 Sortiranje podatkov in omejena projekcija
Podatki so lahko sortirani po padajocem ali narascajocem zaporedju. Izbiro lahko
omejimo na denirano stevilo dogodkov. Koda 4.7 prikazuje implementacijo sorti-
ranja in omejevanja podatkov v jeziku LINQ. Tabela 4.7 prikazuje izhod sortiranja
in omejevanja nad izhodom grupiranja (tabela 4.6).
var urejeniPodatki = (from win in grupiraniPodatki
.TumblingWindow(TimeSpan.FromMinutes (1),
DateTime.MinValue.ToUniversalTime ())
from e in win
orderby e.Vsota descending
select e).Take (1);
Koda 4.7: Sortiranje in omejevanje podatkov v jeziku LINQ
Tabela 4.7: Izhod sortiranja in omejevanja nad grupiranim tokom podatkov 1
(tabela 4.6)
TokPodatkovID NapravaID CasovniZig Vsota
1 1 9:42:40 AM 14.6
1 3 9:43:20 AM 17.53
1 2 9:44:10 AM 17.42
1 1 9:45:00 AM 8.47
4.4.1.5 Povezovanje podatkov
Povezovanje podatkov je korelacija podatkov razlicnih tokov podatkov. Uporablja
se operacija join. Operacija join primerja vsak dogodek z vhoda toka podatkov z
enim ali vec vhodi na drugih tokih podatkov. Ce se casovna intervala prekrivata in
pogoj join drzi, operacija vrne izhod. Koda 4.8 je primer povezovanja senzorskega
toka s tokom cene elektrike. Primer uporabe bi bil izracun kazalnikov proizvodnje,
ki bi potreboval trenutno ceno elektricne energije.
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var povezaniPodatki = from left in senzorskiTokPodatkov1
from right in cenaElektricneEnergijeTokPodatkov
where left.CasovniZig == right.CasovniZig
select new InnerJoinOutput
{
CasovniZig = left.CasovniZig ,
NapravaID = left.NapravaID ,
VrednostSenzorja1 = left.VrednostSenzorja1 ,
CenaEnergije = right.CenaEnergije
};
Koda 4.8: Povezovanje podatkov v jeziku LINQ
Tabela 4.8 prikazuje izhod povezovanja podatkov med senzorskim tokom 1 in
tokom cene elektricne energije.
Tabela 4.8: Izhod povezovanja podatkov med senzorskim tokom 1 in tokom cene
elektricne energije
NapravaID CasovniZig VrednostSenzorja1 CenaElektrike
1 9:42:40 AM 9.53 0.061





3 9:43:30 AM 7.14 0.089





4 9:44:20 AM 5.27 0.055
3 9:44:30 AM 7.64 0.055
4.4.1.6 Zdruzitev podatkov
Operacija Union vzame dva vhoda toka podatkov in zdruzi dogodke v enoten
izhodni tok dogodkov. Deluje na dveh tokih podatkov in jih zdruzi v enega.
Koda 4.9 je primer zdruzevanja dveh tokov senzorskih podatkov v jeziku LINQ.
Tabela 4.9 prikazuje zdruzen izhod toka senzorskih podatkov 1 in 2.
var zdruzeniPodatki = from e in
senzorskiTokPodatkov1.Union(senzorskiTokPodatkov2)
select e;
Koda 4.9: Unija podatkov v jeziku LINQ
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Tabela 4.9: Izhod unije podatkov med senzorskim tokom 1 in 2
TokPodatkovID NapravaID CasovniZig VrednostSenzorja1 VrednostSenzorja2 VrednostSenzorja3 VrednostSenzorja4 StatusSenzorja
1 1 9:42:40 AM 9.53 7.84 9.52 2.29 False









2 3 9:43:30 AM 9.32 9.48 2.45 6.08 False









1 4 9:44:50 AM 3.08 7.62 8.83 2.91 True
2 2 9:44:40 AM 4.32 4.59 9.22 7.42 True
4.4.2 Oknenje
Pri obdelavi kompleksnih dogodkov se po navadi racunajo agregacije na mnozici
podatkov, ki je dolocena s casovnim oknom. V Microsoft StreamInsight je to
omogoceno s pomocjo oknenja. Okno vsebuje dogodkovne podatke skozi cas, ki
ga denira. Slika 4.6 prikazuje koncept racunanja vsote skozi oknenje. Obstajajo
trije tipi oknenja, ki so opisani v naslednjih razdelkih.
Slika 4.6: Racunanje vsote skozi oknenje [41]
4.4.2.1 Okno tipa Count
Okno tipa Count je oknenje, ki nima denirane konstantne velikosti okna. Deni-
rano je s stevilom dogodkov, ki jih vsebuje. Mnozica dogodkov N , ki jih vsebuje
okno tipa Count, je denirana kot vsi casovni intervali, ki vsebujejo N zaporednih
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in razlicnih zacetnih casovnih zigov, kjer je N vsaj 1. Okna se premikajo skozi
cas tako, da imajo vsa unikatne zacetne zige oken in so si zaporedna.
Ce ima stevilo dogodkov N tudi toliko unikatnih casovnih zigov zacetkov,
potem bo tako okno vsebovalo natancno N dogodkov. V nasprotnem primeru
jih bo vsebovalo vec. Slika 4.7 prikazuje primer okna tipa Count z dogodki,
ki so le tocka v casu. Slika 4.8 prikazuje primer z dogodki, ki so intervali v
casu. V smislu parametra N , ki denira stevilo dogodkov v oknu, se dogodki,
denirani z istim casom kreacije, stejejo kot en dogodek. Koda 4.10 prikazuje
implementacijo okna tipa Count v jeziku LINQ. Ker trenutno okno tipa Count
ne podpira vgrajenih agregacij, je uporabljen uporabnisko deniran agregator,
ki je predstavljen v razdelku 4.4.3.2. Tabela 4.10 prikazuje izhod uporabnisko
deniranega agregatorja standardne deviacije nad oknom tipa Count (senzorski
tok podatkov 1).
Slika 4.7: Primer okna tipa Count z dogodki kot tocke v casu [28]
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Slika 4.8: Primer okna tipa Count z dogodki kot intervali v casu [28]




stdDev = w.StandardDeviation ()
};
Koda 4.10: Primer okna tipa Count z izracunom standardne deviacije senzorskega
toka podatkov 1
Tabela 4.10: Izhod uporabnisko denirane agregacije nad oknom tipa Count
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4.4.2.2 Okno tipa Hopping
Okno tipa Hopping denira podskupine dogodkov, ki so se zgodili v doloceni pe-
riodi casa in na katerih lahko izvajamo razlicne operacije oz. agregacije. Od oken
tipa Snapshot (opisan v razdelku 4.4.2.3) se razlikujejo po tem, da casovno os
delijo na konstantne intervale neodvisno od zacetnih in koncnih casov dogodkov.
Dopuscajo moznost prekrivanj oken in tudi casovnih lukenj med dvema oknoma.
Okno je denirano z dvema parametroma: zamikom H (ang. hop size) in sirino
okna S (ang. window size). Za vsako enoto H je ustvarjeno novo okno s parame-
trom S. Koncept oknenja tipa Hopping je prikazan na sliki 4.9. Ce je parameter
H manjsi od sirine okna S, se bodo okna prekrivala. V takem primeru bodo
dogodki vsebovani v vec oknih, cetudi so dogodki tocke v casu in ne intervali. To
je tipicen scenarij, kjer vsakih 30 sekund izracunamo povprecje vseh dogodkov za
zadnjo minuto.
Ce sta si parametra S in H enaka, dobimo posebno verzijo okna Hopping, ki
ga imenujemo okno tipa Tumbling. Prikazano je na sliki 4.10. Zaradi prirocnosti
obstaja za ta tip posebna razsiritvena metoda. Poudariti je treba, da je treba
denirati tudi zacetni trenutek oknenja. V vseh primerih te naloge je za zacetek
oknenja uporabljen UNIX zacetni cas stetja. Implementacija izracuna vsote nad
oknom tipa Hopping je predstavljena v kodi 4.11, nad oknom tipa Tumbling pa v
kodi 4.12. Tabeli 4.11 in 4.12 predstavljata izhod izracuna vsote nad vrednostmi
senzorja 1 za tok podatkov 1.
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Slika 4.9: Koncept oknenja tipa Hopping [30]
Slika 4.10: Koncept oknenja tipa Tumbling [30]
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Vsota = w.Sum(e => e.VrednostSenzorja1)
};
Koda 4.11: Primer poizvedbe vsote z oknenjem tipa Hopping






Vsota = w.Sum(e => e.VrednostSenzorja1)
};
Koda 4.12: Primer poizvedbe vsote z oknenjem tipa Tumbling
Tabela 4.11: Izhod vgrajene agregacije nad oknom tipa Hopping








Tabela 4.12: Izhod vgrajene agregacije nad oknom tipa Count
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4.4.2.3 Okno tipa Snapshot
Okno tipa Snapshot denira podmnozico dogodkov v casovni periodi, nad kate-
rimi lahko izvajamo razlicne operacije ali agregacije. Okna tipa Snapshot razdelijo
casovnico na podlagi zacetnih in koncnih casov dogodkov ter so zato dinamicna.
Slika 4.11: Okno tipa Snapshot [35]
Slika 4.11 prikazuje intervalne dogodke e1, e2 in e3 skozi cas. Spodaj so prikazana
okna, ki so denirana z zacetnimi in koncnimi casi intervalnih dogodkov. Prvi
vsebuje samo dogodek e1, medtem ko se e1 in e2 prekrivata in sta zato oba
vsebovana v naslednjem.
Okna Snapshot so mocan konstruktor in se lahko uporabijo za denicijo oken
tipa Sliding. To so okna, ki se skozi cas premikajo z dogodki namesto konstan-
tne casovne periode. Prednost takega oknenja je, da prilagodijo svojo velikost
vhodnim dogodkom. To je zelo uporabno pri agregaciji znotraj skupin podatkov.
Koda 4.13 prikazuje implementacijo okna tipa Snapshot. V tabeli 4.13 so predsta-
vljeni rezultati vgrajene agregacije nad vrednostmi senzorja 1 pri toku podatkov
1.
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Vsota = w.Sum(e => e.VrednostSenzorja1)
};
Koda 4.13: Primer poizvedbe vsote z oknom tipa Snapshot
Tabela 4.13: Izhod vgrajene agregacije nad oknom tipa Snapshot
















Agregacije so operacije oz. kalkulacije nad mnozico podatkov. Mnozice so deni-
rane kot okna oz. grupirani dogodki skozi cas. Po deniciji lahko agregacije izva-
jamo le nad casovnim oknom in ne nad navadnim tokom podatkov. Na platformi
Microsoft StreamInsight so implementirane kot razsiritvene metode. Rezultati
agregacij so skalarne stevilke.
4.4.3.1 Vgrajene funkcije
Platforma podpira naslednje vgrajene funkcije:
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 avg { povprecje numericnega vhoda,
 sum - vsoto numericnega vhoda,
 min - minimalni vhodni element,
 max - maksimalni vhodni element,
 count - stevilo vhodnih dogodkov.
Avg, sum, min in max vzamejo en parameter, ki predstavlja vrednost za agrega-
cijo. Po navadi je to referenca na polje, ki ga vsebuje dogodek. Vhodni parameter
je podan z izrazom lambda. Izraz lambda predstavlja anonimno funkcijo, ki nima
denicije v kodi. Obstaja samo v dolocenem casu, ko se izvaja del kode. Agrega-
cija Count sesteje vse dogodke v casovnem oknu in zato ne potrebuje vhodnega
parametra [27]. Koda 4.14 prikazuje implementacijo vgrajenih funkcij. Tabela
4.14 predstavlja izhod vgrajenih funkcij nad oknom tipa Hopping.
var agregacije = from win in
senzorskiTokPodatkov1.HoppingWindow
(TimeSpan.FromMinutes (1), TimeSpan.FromSeconds (30))
select new { sum = w.Sum(e => e.VrednostSenzorja1),
avg = w.Avg(e => e.VrednostSenzorja1),
count = w.Count ()}
Koda 4.14: Vsota, povprecje in stevilo dogodkov skozi okno tipa Hopping
Tabela 4.14: Izhod vgrajene agregacije nad oknom tipa Hopping
Zaporedna stevilka okna Vsota vrednosti senzorja 1 Povprecje vrednosti senzorja 1 Stevilo dogodkov zajetih v oknu
1 14.6 7.30 2
2 23.67 4.73 5
3 25.81 4.30 6
4 37.99 6.33 6
5 40.91 6.81 6
6 28.13 7.03 4
7 8.47 8.47 1
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4.4.3.2 Uporabnisko denirane agregacije in operatorji
Za agregacije, ki so bolj kompleksne od vgrajenih in so prilagojene specicnemu
problemu, lahko na platformi Microsoft StreamInsight deniramo uporabniske
razsiritvene metode. Metode so denirane za delovanje nad casovnimi okni
in vrnejo nic ali vec izhodnih dogodkov. Poznamo dva tipa taksnih metod,
uporabnisko denirane agregacije (UDA) in uporabnisko denirane operatorje
(UDO). Uporabnisko denirane agregacije vzamejo za vhod okno CEP (rezultat
oken tipa Hopping, Snapshot, Count), ki vsebuje neko mnozico dogodkov in za
izhod vrne samo eno vrednost. Tako lahko deniramo bolj kompleksne funkcije
kot preproste vgrajene implementacije, kot so count, sum, average [39]. Kodi 4.16
in 4.15 prikazujeta implementacijo standardne deviacije kot uporabnisko deni-
rano agregacijo. Tabela 4.15 prikazuje izhod uporabnisko denirane agregacije
nad senzorskim tokom podatkov 1.
public class StandardDeviationUDA :






var sum = 0.0;
var count = 0;





var mean = sum / count;
sum = 0.0;
foreach (var q in SenzorskiPodatki)
{
sum += (q.VrednostSenzorja1 - mean) *
(q.VrednostSenzorja1 - mean);
}




Koda 4.15: Denicija uporabnisko denirane agregacije
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var stdDev = from p in senzorskiTokPodatkov1
group p by p.NapravaID into g




NapravaID = g.Key ,
stdDev = win.StandardDeviation (),
CasovniZig = win.Min(p => p.CasovniZig)
};
Koda 4.16: Klic uporabnisko denirane agregacije
Tabela 4.15: Izhod uporabnisko deniranega agregatorja nad oknom tipa Hopping









Za razliko od uporabnisko deniranih agregacij uporabnisko denirani operatorji
za vhod vzamejo mnozico dogodkov, vrnejo pa podmnozico ali en dogodek. Take
operacije so uporabne, ko potrebujemo za izracun celotne dogodke. Primer bi bil,
ko potrebujemo za izracun agregacije podatkov dodatni parameter. V primeru
senzorskega toka bi bilo lahko to racunanje povprecja glede na statusni parame-
ter. Ce je statusni parameter vrednosti False, se za povprecje vzame samo prva
senzorska meritev: V rednostSenzorja1. Drugace bi vzeli vse senzorske meritve,
od 1 do 4, in racunali tekoce povprecje. Kodi 4.18 in 4.17 prikazujeta imple-
mentacijo uporabnisko deniranega operatorja. Podati moramo tudi razsiritveno
metodo, ki omogoca avtorju poizvedb dostop do agregacije. Metoda je prikazana
v kodi 4.19. Tabela 4.16 prikazuje izhod uporabnisko deniranega agregatorja
nad oknom tipa Tumbling.
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public class CalculateMeanUDO :
CepOperator <SenzorskiPodatki , UDOoutput >
{






double sum = 0;
double count = 0;
DateTime lastDate = DateTime.MinValue;




sum += s.VrednostSenzorja1 + s.VrednostSenzorja2












var mean = sum / count;
var output = new UDOoutput ();
output.Value = mean;
output.CasovniZig = lastDate;








Koda 4.17: Denicija uporabnisko deniranega operatorja
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var senzorskiTokPodatkov1 =
enumerable.ToPointStream(application , e =>
PointEvent <SenzorskiPodatki >. CreateInsert(new
DateTimeOffset(e.CasovniZig , TimeSpan.Zero),
e), AdvanceTimeSettings.IncreasingStartTime);





Koda 4.18: Klic uporabnisko deniranega operatorja
Tabela 4.16: Izhod uporabnisko deniranega operatorja nad oknom tipa Tum-
bling









Podati moramo tudi razsiritveno metodo, ki omogoca avtorju poizvedb dostop
do operatorja. Metoda je prikazana v kodi 4.19.
public static class ExtensionMethods
{
[CepUserDefinedAggregate(typeof(StandardDeviationUDA))]
public static double StandardDeviation(this





public static UDOoutput CalculateMeanUDO(this





Koda 4.19: Razsiritvena metoda uporabnisko denirane agregacije in operatorja
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5 Zaznavanje napak na arhivskih
testnih podatkih Tennessee Eastman
V tem poglavju so predstavljeni arhivski testni podatki Tennessee Eastman. Iz-
vedena je bila primerjava dveh metod za obdelavo podatkov. Primerjani sta dve
testni statistiki za zaznavanje napak. Ugotovitve tega poglavja bodo upostevane
v sprotni resitvi zaznavanja napak s platformo StreamInsight.
5.1 Arhivski testni podatki Tennessee Eastman
Proces Tennessee Eastman je simulacija industrijske proizvodne skupine East-
man Chemical Company. Model je sestavljen v programskem jeziku Matlab &
Simulink. Ceprav so bile komponente, kemijska kinetika, procesi in operacijski
pogoji modicirani zaradi zascite podjetja, proces temelji na realnem modelu.
Simulacija je primerna za izvajanje primerov procesnega vodenja in spremljanja
proizvodnje. Proces proizvaja 2 produkta iz 4 reaktantov. Prisotni so tudi stran-
ski proizvodi, kar skupaj nanese 8 komponent A, B, C, D, E, F , G in H [5].
Kemijske reakcije so opisane z enacbo (5.1):
A(g) + C(g) +D(g)! G(liq)
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kjer sta G(liq) in H(liq) produkta, F (liq) pa stranski produkt. Komponente v
procesu lahko nastopajo v tekocem (liq) ali plinastem stanju (g). Proces je se-
stavljen iz 5 vecjih komponent: mesalnega reaktorja, hladilnika, separatorja pare
in tekocine, povratnega kompresorja in cistilnika produkta. V reaktor so pripe-
ljani plinski reaktanti, kjer se formira tekocina. Plinski del reakcije se katalizira.
Reaktor ima interno hlajenje za odvod toplote iz reakcije. Proizvodi zapustijo
reaktor kot para. Katalizator ostane v reaktorju. Produkti grejo skozi hlajenje
v separator pare in tekocine. Nekondenzirane komponente se reciklirajo nazaj
skozi centrifugalni kompresor v reaktor. Kondenzirane komponente se posljejo v
odstranjevalec izdelka, ki odstrani preostale reaktante. Ostaneta produkta G in
H.
Slika 5.1: Zgradba testnega problema Tennessee Eastman [5]
Iz simulacije procesa so bili ustvarjeni arhivski testni podatki. Arhivski testni po-
datki so bili ustvarjeni z namenom, da bi vsi raziskovalci uporabljali iste podatke.
Tak nacin raziskovanja omogoca ponovljivost rezultatov, najpomembnejse pa je,
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da omogoca primerjavo rezultatov. Raziskovalci uporabljajo arhivske testne po-
datke predvsem za diagnostiko in zaznavanje dolocenih napak na proizvodnem
nivoju ter za razvoj in studijo metod za vodenje.
Sestavljeni so iz datotek d00.dat, ki vsebujejo podatke za ucenje, in d00 te.dat,
ki vsebujejo testne podatke pod normalnim obratovanjem. Dodane so se dato-
teke d01.dat, d02.dat, ..., d21.dat, ki jim pripadajo se d01 te.dat, d02 te.dat ...,
d21 te.dat. Prva skupina vsebuje ucne podatke za testiranje 20 razlicnih motenj,
ki so opisane v tabeli 5.3. Pripadajoce datoteke vsebujejo testne podatke za te-
stiranje motenj. Podatki so vzorceni na 3 minute. Motnja pri testnih podatkih
nastopi po 8 urah delovanja. Opazovani vzorec je v dolocenem trenutku de-
niran kot X=[XMEAS(1), XMEAS(2), . . . ,XMEAS(41), XMV (1) , . . . , XMV (11)], kjer
je XMEAS(n) n-ta zvezna merjena procesna spremenljivka za n = 1; : : : ; 22 in je
opisana v tabeli 5.1. Za ostale n je XMEAS(n) izpeljana vzorcena spremenljivka
in je opisana v tabeli 5.2. XMV (n) je n-ta vhodna spremenljivka.
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Tabela 5.1: Merjene velicine [3]
Spremenljivka Opis Enota
XMEAS(1) Vir A (tok 1) kscmh
XMEAS(2) Vir D (tok 2) kg/hr
XMEAS(3) Vir E (tok 3) kg/hr
XMEAS(4) Vir A in C (tok 4) kscmh
XMEAS(5) Reciklirni pretok (tok 8) kscmh
XMEAS(6) Dovod v reaktor (tok 6) kscmh
XMEAS(7) Pritisk v reaktorju kPa
XMEAS(8) Nivo reaktorja %
XMEAS(9) Temperatura reaktorja Deg C
XMEAS(10) Hitrost prepihovanja (tok 9) kscmh
XMEAS(11) Temperatura separatorja Deg C
XMEAS(12) Nivo separatorja %
XMEAS(13) Pritisk separatorja kPa
XMEAS(14) Podtok separatorja (tok 10) m3/hr
XMEAS(15) Nivo cistilnika %
XMEAS(16) Pritisk cistilnika kPa
XMEAS(17) Podtok cistilnika (tok 11) m3/hr
XMEAS(18) Temperatura cistilnika Deg C
XMEAS(19) Pretok pare cistilnika kg/hr
XMEAS(20) Moc kompresorja kW
XMEAS(21) Temperatura hladilne tekocine reaktorja Deg C
XMEAS(22) Temperatura hladilne tekocine separatorja Deg C
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Tabela 5.2: Nastavljive velicine [3]
Spremenljivka Opis
XMV (1) Pretok vira D (tok 2)
XMV (2) Pretok vira E (tok 3)
XMV (3) Pretok vira A (tok 1)
XMV (4) Pretok vira A in C (tok 4)
XMV (5) Ventil kompresorja za recikliranje
XMV (6) Ventil za prepihovanje (tok 9)
XMV (7) Pretok tekocine v separator (tok 10)
XMV (8) Pretok tekocine cistilnika
XMV (9) Ventil za paro cistilnika
XMV (10) Pretok hladilne tekocine v reaktorju
XMV (11) Pretok hladilne tekocine hladilnika
XMV (12) Pretok mesala
Tabela 5.3: Testne motnje [3]
Napaka Opis
IDV (1) Razmerje pretoka vira A/C, sestava konstantne komponente B, stopnica
IDV (2) Sestava komponente B, konstanta razmerja A/C, stopnica
IDV (3) Temperatura vira D, stopnica
IDV (4) Temperatura hladilne tekocine v reaktorju, stopnica
IDV (5) Temperatura hladilne tekocine v kondenzatorju, stopnica
IDV (6) Izguba na viru A, stopnica
IDV (7) Izguba pritiska na viru A, stopnica
IDV (8) Sestava A, B, C, nakljucno spreminjanje
IDV (9) Temperatura vira D, nakljucno spreminjanje
IDV (10) Temperatura vira C, nakljucno spreminjanje
IDV (11) Temperatura hladilne tekocine v reaktorju, nakljucno spreminjanje
IDV (12) Temperatura hladilne tekocine v kondenzatorju, nakljucno spreminjanje
IDV (13) Pocasno lezenje reakcijske kinetike
IDV (14) Napaka na ventilu za dovod hladilne tekocine v reaktor
IDV (15) Napaka na ventilu za dovod hladilne tekocine v hladilnik
IDV (16) Neznana napaka
IDV (17) Neznana napaka
IDV (18) Neznana napaka
IDV (19) Neznana napaka
IDV (20) Neznana napaka
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5.2 Zaznavanje napak
V tem podpoglavju so prikazani rezultati zaznavanja napak na arhivskih testnih
podatkih Tennessee Eastman. Nesprotni in sprotni del algoritma na arhivskih
testnih podatkih sta bila zgrajena v programskem okolju Python, natancneje s
knjiznico Sciki-Learn. Nesprotni del algoritma se uporablja za gradnjo modela,
sprotni pa za zaznavanje napak. Za razvojno okolje je bil izbran Jupyter No-
tebook, ki omogoca sprotno izvrsitev kode in prikaz vizualizacij, zaradi cesar
postaja zelo priljubljen pri uporabnikih, ki se ukvarjajo s podatkovno znanostjo.
Za potrebe koncne resitve sprotnega zaznavanja napak s platformo Microsoft
StreamInsight na simulacijskih podatkih Tennessee Eastman sta bili primerjani
dve metodi za obdelavo vhodnega regresorja in dve testni statistiki za zaznava-
nje napak. Za obdelavo vhodnega regresorja sta dve moznosti, PCA in DPCA.
Namen je izbrati eno od njiju za sprotno resitev na platformi Microsoft Stre-
amInsight, kjer potrebujemo kompromis med velikostjo vhodnega regresorja in
uspesnim delovanjem algoritma.
Zaznavanje napak je lahko izvedeno s testno statistiko Hotelling, testno stati-
stiko Q ali pa kombinirano. Namen je primerjati obe testni statistiki in ugotoviti,
ali sta sposobni odkrivati razlicne tipe napak. Ce je tako, je potem v koncni resitvi
sprotnega zaznavanja napak s platformo Microsoft StreamInsight najbolje upo-
rabiti kombinirano metodo, kjer se izracunata obe testni statistiki, in v primeru,
ko ena od njiju presega kriticno vrednost, zaznamo motnjo. Metodi sta ocenjeni
z dvema kriterijema, FDR (ang. fault detection rate) in FAR (ang. false alarm
rate). Kriterija sta denirana z enacbama (5.2) in (5.3):
FDR = 100 N(J > Jthjf 6= 0)
N(f 6= 0) (5.2)
FAR = 100 N(J > Jthjf = 0)
N(f = 0)
(5.3)
kjer je N(J > Jthjf 6= 0) stevilo, kjer testna statistika J (Hotelling ali Q) presega
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mejo kriticne vrednosti Jth za case, kjer se je motnja dejansko zgodila. N(J >
Jthjf = 0) je stevilo, kjer testna statistika J (Hotelling ali Q) presega mejo
kriticne vrednosti Jth za case, kjer se motnja dejansko ni zgodila. N(f 6= 0) in
N(f = 0) sta stevili vseh vzorcev, kjer se napaka je oz. ni zgodila.
5.2.1 Metoda PCA
Regresor je bil sestavljen iz 22 merjenih procesnih (XMEAS(n)) in 11 vhodnih
spremenljivk (XMV (n)). Zajetih je bilo 500 meritev. Deniran je z matriko X, ki
je prikazana z enacbo (5.4):
X =
26664




xN1 : : : xNm
37775 (5.4)
kjer je m stevilo parametrov in N stevilo meritev. Regresor je bil nato standar-
diziran, kot prikazuje enacba (3.2). Stevilo spremenjivk je bilo zmanjsano na l z
metodo PCA, kot je opisano v razdelku 3.1.1. Izracunani sta bili testni statistiki
Hotelling in Q ter kriticno obmocje s stopnjo tveganja , kot je opisano v raz-








Metoda DPCA je dinamicni PCA, kar pomeni, da regresor vkljucuje tudi zaka-
snjene spremenljivke. S tem modeliramo tudi dinamicne lastnosti sistema. Pri
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tem je treba opozoriti, da z vecanjem regresorja vecamo tudi racunsko zahtev-
nost izracuna testne statistike. Dolociti moramo tudi en parameter vec { stevilo
zakasnitev. Regresor je bil sestavljen iz 22 merjenih procesnih (XMEAS(n)) in 11
vhodnih spremenljivk (XMV (n)). Zajetih je bilo 500 meritev s stevilom zakasnitev
j = 3. Regresor je prikazan z enacbama (5.6) in (5.7):
X =
h









x(N k+1)1 : : : x(N k+1)m
37775 (5.7)
kjer je m stevilo parametrov, N stevilo meritev, Xk regresor zakasnitve in j
stevilo zakasnitev. Regresor je bil nato standardiziran, kot prikazuje enacba (3.2).
Stevilo spremenljivk je bilo zmanjsano na l z metodo PCA, kot je prikazano v
razdelku 3.1.1. Izracunani sta bili testni statistiki Hotelling in Q ter kriticno
obmocje s stopnjo tveganja , kot je opisano v razdelku 3.2.1 in 3.2.2. Vrednosti








Osnovna predpostavka za aplikacijo metod PCA in DPCA je, da so merjeni si-
gnali porazdeljeni z Gaussovo porazdelitvijo. Standardizacija igra glavno vlogo
pri uporabi teh metod. Metodi se glede preobdelave podatkov in testne statistike
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ne razlikujeta. Razlikujeta se samo v sestavi vhodnega regresorja, kjer DPCA
vsebuje se zakasnjene merjene spremenljivke. Metodi zelo dobro izlocita medse-
bojno korelirane signale. Tabeli 5.4 in 5.5 prikazujeta FAR in FDR za metodi
PCA ter DPCA s testno statistiko Hotelling in Q. Testna statistika Q se je v
vecini primerov izkazala za boljso. Eden od takih primerov je prikazan na slikah
5.6 in 5.7, vendar ima rahlo vecji delez zaznanih laznih alarmov. Deleza laznih
alarmov z metodo PCA znasata 1,25 % za testno statistiko Hotelling in 1,88 %
za Q, medtem ko z metodo DPCA znasata 1,25 % za testno statistiko Hotelling
in 2,50 % za Q na podatkih v normalnem delovanju.
Tabela 5.4: FDR in FAR za razpoznavanje motenj s testno statistiko Hotelling
in Q ter metodo PCA
T 2 Q
Napaka FDR [%] FAR [%] FDR [%] FAR [%]
IDV (1) 99.25 1.25 99.88 2.50
IDV (2) 98.25 1.25 98.75 0.62
IDV (3) 7.88 0.62 5.75 2.50
IDV (4) 14.37 1.88 100.00 2.50
IDV (5) 27.62 1.88 27.38 2.50
IDV (6) 99.50 0.00 100.00 1.25
IDV (7) 66.88 1.25 100.00 1.88
IDV (8) 97.00 0.62 96.25 1.88
IDV (9) 4.75 14.37 4.00 5.62
IDV (10) 46.12 1.25 37.75 1.88
IDV (11) 33.88 2.50 76.75 1.25
IDV (12) 98.00 1.25 96.75 1.25
IDV (13) 94.12 0.00 95.25 0.62
IDV (14) 90.00 0.00 100.00 3.75
IDV (15) 8.75 0.00 6.75 3.12
IDV (16) 31.62 13.75 39.88 4.38
IDV (17) 79.62 1.25 94.25 4.38
IDV (18) 89.50 0.62 90.25 3.12
IDV (19) 2.25 0.00 40.50 1.88
IDV (20) 42.75 0.00 55.38 3.75
IDV (21) 35.38 0.00 50.88 6.25
Prikaz zaznavanja motnje za normalno delovanje je prikazan na slikah 5.2 in
5.3. Metodi odlicno prepoznavata motnje IDV (1), IDV (2), IDV (4),IDV (6), IDV (7),
IDV (8), IDV (12), IDV (13), IDV (14) in IDV (17). Sliki 5.4 in 5.5 prikazujeta uspesno
prepoznavanje IDV (2). Obe metodi se zelo slabo izkazeta pri zaznavanju motenj
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IDV (3), IDV (5), IDV (9), IDV (15). To je prikazano na slikah 5.8 in 5.9. Metodi
srednje dobro prepoznavata motnje IDV (10), IDV (11), IDV (16), IDV (19), IDV (20) in
IDV (21), kjer ima boljso prepoznavanje motenj metoda DPCA. Taki motnji sta
predstavljeni na slikah 5.10, 5.11, 5.12 in 5.13.
Tabela 5.5: FDR in FAR za razpoznavanje motenj s testno statistiko Hotelling
in Q ter metodo DPCA
T 2 Q
Napaka FDR [%] FAR [%] FDR [%] FAR [%]
IDV (1) 99.25 0.62 100.00 1.88
IDV (2) 98.24 1.25 99.37 2.50
IDV (3) 5.90 1.25 4.89 2.50
IDV (4) 68.63 1.25 100.00 2.50
IDV (5) 27.85 1.25 29.99 2.50
IDV (6) 99.50 0.62 100.00 2.50
IDV (7) 100.00 1.88 100.00 2.50
IDV (8) 97.24 0.00 95.98 1.88
IDV (9) 5.90 10.00 4.77 5.62
IDV (10) 45.04 1.88 59.60 2.50
IDV (11) 60.60 1.88 67.13 5.00
IDV (12) 98.49 1.88 94.98 3.12
IDV (13) 94.35 0.00 95.61 1.25
IDV (14) 100.00 1.25 99.62 1.25
IDV (15) 7.65 0.00 10.92 2.50
IDV (16) 30.24 12.50 53.58 5.62
IDV (17) 85.07 1.25 96.49 3.12
IDV (18) 89.59 2.50 90.59 3.12
IDV (19) 15.81 0.00 36.01 1.25
IDV (20) 43.29 0.62 64.12 1.25
IDV (21) 43.41 1.88 57.21 6.25
Napaki IDV (16) in IDV (19) predstavljata klasicni napaki, kjer se metodi ne odrezeta
najbolje. Testna statistika Hotelling se ne izkaze vedno za slabso metodo, zato
lahko sklepamo, da bi bilo zaznavanje napak najbolje realizirano s kombinacijo
obeh testnih statistik. V tem primeru bi motnjo zaznali, ko bi katerakoli od
testnih statistik presegala svojo kriticno mejo. Omeniti velja tudi, da se rezultati
z obdelavo podatkov PCA in DPCA zelo malo razlikujejo. Zaradi kompleksnosti
modela in stevila vhodnih spremenljivk se bo zato za realizacijo zaznavanja napak
na platformi Microsoft StreamInsight uporabljala metoda PCA.
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Slika 5.2: Zaznavanje motnje na podatkih v normalnem delovanju z metodo PCA
Slika 5.3: Zaznavanje motnje na podatkih v normalnem delovanju z metodo
DPCA
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Slika 5.4: Zaznavanje motnje na podatkih za motnjo IDV (2) z metodo PCA
Slika 5.5: Zaznavanje motnje na podatkih za motnjo IDV (2) z metodo DPCA
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Slika 5.6: Zaznavanje motnje na podatkih za motnjo IDV (4) z metodo PCA
Slika 5.7: Zaznavanje motnje na podatkih za motnjo IDV (4) z metodo DPCA
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Slika 5.8: Zaznavanje motnje na podatkih za motnjo IDV (9) z metodo PCA
Slika 5.9: Zaznavanje motnje na podatkih za motnjo IDV (9) z metodo DPCA
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Slika 5.10: Zaznavanje motnje na podatkih za motnjo IDV (16) z metodo PCA
Slika 5.11: Zaznavanje motnje na podatkih za motnjo IDV (16) z metodo DPCA
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Slika 5.12: Zaznavanje motnje na podatkih za motnjo IDV (19) z metodo PCA
Slika 5.13: Zaznavanje motnje na podatkih za motnjo IDV (19) z metodo DPCA
6 Primer uporabe obdelave
kompleksnih dogodkov na simulacijskem
primeru
6.1 Arhitektura resitve
Arhitekturna resitev obdelave kompleksnih dogodkov bo demonstrirana na simu-
lacijskem modelu procesa Tennessee Eastman. Ta posilja proizvodne podatke na
streznik RabbitMQ, ki deluje kot posrednik sporocil. Streznik Microsoft Strea-
mInsight je povezan na streznik RabbitMQ prek izmenjav (ang. exchange). Tok
podatkov s streznika RabbitMQ je vhod v instanco streznika Microsoft Strea-
mInsight, kjer se podatki obdelajo in vpisejo v bazo podatkov na Microsoft SQL
Server. Microsoft StreamInsight deluje kot poslusalec toka podatkov, zato je
resitev arhitekturno zasnovana s konceptom EDA. To pomeni, da prejema le tok
podatkov od trenutka, ko je zacel poslusati na denirani izmenjavi z RabbitMQ.
Nad bazo podatkov deluje orodje za poslovno analitiko PowerBI, ki skrbi za prikaz
podatkov. Celotna arhitektura resitve je prikazana s sliko 6.1.
6.2 Posrednik sporocil RabbitMQ
RabbitMQ je odprtokodni posrednik sporocil (ang. message broker), ki je origi-
nalno implementiral AMQP (ang. advanced message queuing protocol). AQMP
je odprtokodni internetni protokol na aplikacijskem nivoju, ki skrbi za posiljanje
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Slika 6.1: Celotna arhitektura resitve
sporocil med aplikacijami. Uporabniske knjiznice so denirane za vse bolj upo-
rabljene programske jezike [34]. Je klasicni posrednik sporocil, ki podpira vec
nacinov komunikacije (tocka do tocke (ang. point to point), zahtevaj/odgovori
(ang. request/reply), posreduj/naroci). Uporablja nacin pametni posredni-
k/neumni odjemalec in tezi k zagotavljanju dostave sporocil z isto hitrostjo, kot
lahko sam belezi stanja odjemalcev. Komunikacija lahko poteka sinhrono ali asin-
hrono. Ponudniki podatkov (Matlab/Simulink) posiljajo sporocila na izmenjave,
odjemalci jih berejo iz podatkovnih vrst. S tem locijo ponudnike od vrst in tako
zagotovijo, da ponudnikom ni treba lastnorocno skrbeti za usmerjanje podatkov.
Arhitektura posrednika RabbitMQ je prikazana s sliko 6.2.
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Slika 6.2: Arhitektura posrednika RabbitMQ
6.3 Simulacija procesa Tennessee Eastman
Za razliko od analize metod za zaznavanje motenj, kjer smo uporabljali arhivske
testne podatke, v tem primeru uporabljamo sprotne podatke, ki jih pridobivamo
iz simulacije procesa Tennessee Eastman v okolju Simulinku. Stevilo merjenih in
vhodnih spremenljivk je enako arhivskim testnim podatkom. Za potrebe naloge
sta bili v simulacijo dodani komponenti posiljanje podatkov na RabbitMQ in
shranjevanje kazalnikov v Microsoft SQL Server. Modula se imenujeta mqPublish
in DBwrite, kot prikazuje slika 6.3.
Podatki se v simulaciji zajemajo sinhrono. Casi zajema so za skupino po-
datkov enaki in jih opisemo s spremenljivko TSimulink. Merjeni podatki se na
RabbitMQ posiljajo z nakljucnim casovnim zaostankom TD. Tako je dosezena
asinhronost podatkov, ki je v praksi pri obdelavi kompleksnih dogodkov vedno
prisotna. Skupina podatkov, zajeta v simulaciji Simulink, je denirana z mnozico
YSimulink, ki jo prikazuje enacba (6.1):
YSimulink = fyTSimulink1 ; yTSimulink2 ; : : : ; yTSimulink41 g (6.1)
kjer yn doloca dogodek v casu. Dogodki so poslani na posrednik sporocil Ra-
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Slika 6.3: Shema simulacije procesa Tennessee Eastman v okolju Simulink
bbitMQ ob casu T , kot prikazuje enacba (6.2):
T = TSimulink + TD (6.2)
kjer je casovna zakasnitev TD realizirana z nakljucno Gaussovo spremenljivko, ki








Dogodki so na posredniku sporocil RabbitMQ sprejeti ob casu T . Skupina po-
datkov, sprejeta na posredniku, je denirana z enacbo (6.4).
YRabbitMQ = fyT1 ; yT2 ; : : : ; yT41g (6.4)
Podatki, ki jih sprejme streznik Microsoft StreamInsight prek posrednika sporocil
RabbitMQ, tako niso sinhroni. Spremenljivka je lahko sprejeta v oknu zakasnitve
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Tabela 6.1: Casi posiljanja podatkov iz simulacije Simulink
TSimulink [s] Casovna zakastnitev - TD [s] Cas posiljanja - T [s]
y1 5 8 13
y2 5 6 11
y3 5 7 12
y4 5 1 6
y5 5 4 9
TD, kar pomeni, da ni mogoce vedno zagotoviti sprejem vseh dogodkov v skupini,
ce imamo okno koncne casovne dolzine na strezniku Microsoft StreamInsight.
Tabela 6.1 prikazuje case potovanja dogodkov y1; : : : ; y5 od simulacije v okolju
Simulink, posrednika sporocil RabbitMQ in do koncnega odjemalca na strezniku
Microsoft StreamInsight. Velja omeniti, da je cas, v katerem je dogodek poslan
iz simulacijskega okolja Simulink, prakticno enak casu sprejema na posredniku
sporocil RabbitMQ in casu sprejema na koncnem odjemalcu na strezniku Micro-
soft StreamInsight.





kjer je kazalnik produktivnosti deniran s procesno meritvijo y17, ki predstavlja
kolicino proizvoda, ki zapusca proces skozi odtocno cev iz cistilnika proizvoda.
Kakovost procesa je ocenjena z meritvijo spektrometra y40, ki meri molsko maso
proizvoda G v odvodni cevi za proizvod. Kazalnik stroskov predstavlja oceno
predvidenih enournih stroskov proizvodnje glede na trenutne procesne meritve in
je prikazan z enacbami (6.5) do (6.9). Sestavljen je iz stroska porabljene pare
{ C1, stroska delovanja kompresorja - C2, stroska izgub komponent D, E, F v
odvodni cevi proizvoda { C3 in stroska izgub vsake posamezne komponente, ki
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zapusca proces v odvodni cevi za necistoce { C4. Skupen strosek obratovanja je
izrazen v enotah $/h in je sestavljen iz sestevka vseh delnih stroskov.
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C = C1 + C2 + C3 + C4 (6.9)
6.4 Streznik Microsoft StreamInsight
6.4.1 Nosilci podatkov




Response.cs je zadolzen za shranjevanje trenutnih podatkov, pridobljenih z Ra-
bbitMQ. Struktura je prikazana s kodo 6.1. KPI.cs shranjuje izracunane kazalnike
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na toku podatkov in je prikazan s kodo 6.2. Fault.cs se uporablja za prenos po-
datkov do opazovalca za zaznavanje motenj. Prikazan je s kodo 6.3. Response so
surovi podatki, ki prihajajo iz toka podatkov, KPI in Fault pa izpeljani.
public class Response
{
public int ID {get; set; }
public string Value { get; set; }
public string State { get; set; }
public DateTime TimeStamp { get; set; }
}
Koda 6.1: Nosilec podatkov Response
public class KPI
{
public double C1 { get; set; }
public double C2 { get; set; }
public double C3 { get; set; }
public double C4 { get; set; }
public int ID { get; set; }
public int Count { get; set; }
public DateTime TimeStamp { get; set; }
public double C { get; set; }
}
Koda 6.2: Nosilec podatkov KPI
public class Fault
{
public string input { get; set; }
}
Koda 6.3: Nosilec podatkov Fault
6.4.2 Programerski vzorec Opazovalec
Programerski vzorec Opazovalec (ang. Observer design pattern) je eden izmed
osnovnih programerskih vzorcev, kjer opazovanec (ang. observable) vodi evidenco
odvisnih opazovalcev (ang. observer) in jih avtomatsko obvesca o spremembah
stanja s klicanjem ene izmed metod na opazovancu. Uporabljen je za implemen-
tacijo dogodkovnega koncepta programiranja. Omogoca preprosto nadgradnjo
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sistema, kjer za nov vir podatkov preprosto deniramo novega opazovanca, kot je
prikazano na sliki 6.4. Preprosto dodajamo tudi funkcionalnosti prek dodajanja
novih opazovalcev. Tako ni treba spreminjati ze obstojece kode, temvec se na
tocno dolocenem mestu ustvari nov objekt. Opazovanec je v mojem primeru Ob-
servable.cs, ki sprejema podatke z RabbitMQ in jih posreduje vsem opazovalcem,
ki so nanj naroceni.
Slika 6.4: Osnovni koncept programerskega vzorca Opazovalec
6.4.2.1 Vir podatkov s posrednika podatkov RabbitMQ
V resitvi je deniran samo en vir podatkov. Arhitekturno vir predstavlja opazo-
vanca in skrbi za branje podatkov s posrednika podatkov RabbitMQ. Opazovalci
se narocijo nanj in dobijo posredovane podatke takoj, ko jih opazovanec pridobi.
Koda 6.4 prikazuje skeleton kode opazovanca. Observable deduje iz razreda IOb-
servable. Metoda Observable() se zazene ob novi instanci objekta. Ta poklice
metodo Start(), ki denira parametre za povezavo na posrednika podatkov Ra-
bbitMQ in vzpostavi povezavo. Odpre komunikacijski kanal in denira vrste,
izmenjave ter njihove lastnosti. Vrste in izmenjave pripne na kanal ter bere po-
datke s posrednika podatkov RabbitMQ. Na koncu poklice metodo Notify(),
ki vsem narocenim opazovalcem posreduje nosilec podatkov Response tako, da
poklice metodo onNext() na oddaljenem opazovalcu. IDisposable Subscribe()
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naroci novega opazovalca. Razred Unsubscriber deduje iz razreda IDisposable in
denira metodi Unsubscriber() in Dispose(), ki skrbita za odstranitev opazoval-
cev.






public IDisposable Subscribe ()
{
}









public void Start ()
{
}




Koda 6.4: Skeleton kode opazovanca
6.4.2.2 Vpis zgodovinskih podatkov
Vpis zgodovinskih podatkov arhitekturno predstavlja opazovalca in je deni-
ran s kodo 6.5. Narocen je na vir podatkov s posrednika podatkov Ra-
bbitMQ. Izracuna kazalnike ucinkovitosti procesa Tennessee Eastman in jih shra-
njuje v podatkovno jezero na strezniku Microsoft SQL. Inicializacijska metoda
Observer Write2SQL() kongurira in odpre povezavo na streznik Microsoft
SQL. Metoda OnCompleted() zapre povezavo na streznik, OnError() pa vrne
napako. Metoda OnNext() je poklicana iz oddaljenega opazovanca in vstavi
podatke v podatkovno jezero.
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public void OnCompleted ()
{
}
public void OnError ()
{
}




Koda 6.5: Opazovalec Observer Write2SQL
6.4.2.3 Realnocasno posiljanje kazalnikov na Power BI
Realnocasno posiljanje kazalnikov arhitekturno predstavlja opazovalca in je de-
nirano s kodo 6.6. Opazovalec je narocen na vir podatkov s posrednika podat-
kov RabbitMQ. Podobno kot za vpis zgodovinskih podatkov izracuna kazalnike
ucinkovitosti procesa Tennessee Eastman, vendar jih namesto shranjevanja na
streznik Microsoft SQL Server poslje na storitev API Power BI. Inicializacijska
metoda Observer Stream() denira povezavo za posiljanje podatkov na stori-
tev Power BI. Metoda OnCompleted() zapre povezavo na storitev, OnError()
pa vrne napako. Metoda OnNext() je poklicana iz oddaljenega opazovanca in
poslje realnocasne kazalnike na storitev API Power BI prek protokola HTTP.
Kazalniki so poslani kot znakovni niz v obliki, kot je prikazana s kodo 6.7.
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public void OnCompleted ()
{
}
public void OnError ()
{
}















Koda 6.7: Struktura kazalcnih podatkov poslanih na storitev API Power BI
6.4.2.4 Realnocasno zaznavanje napak in posiljanje podatkov na Po-
wer BI
Realnocasno zaznavanje napak arhitekturno predstavlja opazovalca in je opisano
s kodo 6.8. Opazovalec je narocen na vir podatkov s posrednika podatkov Ra-
bbitMQ. Ta modul skrbi za zaznavanje napak in posiljanje trenutnega stanja na
storitev API Power BI. Inicializacijska metoda Observer Fault Detection() de-
nira povezavo za posiljanje podatkov na storitev Power BI in odpre povezavo na
streznik Microsoft SQL. Metoda OnCompleted() zapre povezavi na storitev Po-
wer BI in streznik Microsoft SQL, OnError() pa vrne napako. Metoda OnNext()
je poklicana iz oddaljenega opazovanca.
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public void OnCompleted ()
{
}
public void OnError ()
{
}




Koda 6.8: Opazovalec Observer Fault Detection
Nesprotni del algoritma ni realiziran z modulom za realnocasno zaznavanje napak
in posiljanje podatkov na Power BI. Realiziran je v programskem okolju Python
s knjiznico Scikit-Learn. Za razvojno okolje je bil uporabljen Jupyter Notebook.
Ucenje modela je bilo narejeno na enak nacin kot pri arhivskih testnih podatkih
v razdelku 5.2.1. Iz simulacije procesa Tennessee Eastman so bili generirani
podatki v normalnem obratovanju. Vhodni regresor je deniran z matriko X, ki
je prikazana z enacbo (6.10).
X =
26664




xN1 : : : xNm
37775 (6.10)
Iz ugotovitev v razdelku 5.2.3 je bila za obdelavo vhodnega regresorja izbrana






kjer je m stevilo merjenih spremenljivk, N stevilo meritev pri normalnem obra-
tovanju, l stevilo spremenljivk po obdelavi s PCA,  pa stopnja tveganja pri
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izracunu kriticne vrednosti testne statistike. Omeniti velja, da se arhivski testni
in simulacijski podatki razlikujejo po vhodnih spremenljivkah XMV (n). Pri si-
mulacijskih podatkih je vhod konstanten, pri testnih pa ne. Zaradi tega vhodni
podatki niso bili izbrani v vhodni regresor tako kot pri arhivskih testnih podat-
kih iz poglavja 5. Vhodni regresor je tako deniran z 22 merjenimi procesnimi
spremenljivkami XMEAS(n).
Rezultat nesprotnega dela algoritma sta kriticni vrednosti testnih statistik
Hotelling in Q ter model, ki je sestavljen iz transformacijske matrike PPC , diago-
nalne matrike  = diag(1; : : : ; m), povprecja ucne mnozice v normalnem obra-
tovanju X = [ X1 X2 : : : X22] in variance ucne mnozice v normalnem obratovanju
 = [12 : : : 22]. Model je zapisan v podatkovnem jezeru v tabeli FaultDetec-
tionModel. Vsak stolpec predstavlja parameter modela. Podatki so zapisani kot
besedilni niz. Denicija tabele je predstavljena v razdelku 6.5.2.
Metoda OnNext() iz kode 6.8 skrbi za izvajanje sprotnega dela algoritma pri
zaznavanju napak. Sprotni del algoritma je realiziran v programskem jeziku C#
znotraj platforme Microsoft StreamInsight. Uporablja se knjiznica za linearno
algebro LinearAlgebra, ki je le del matematicne knjiznice MathNet. Model se
prebere iz podatkovnega jezera iz tabele FaultDetectionModel. Ko pride vhodni
podatek z vsemi merjenimi procesnimi spremenljivkami, ki jih potrebujemo, opa-
zovanec posreduje podatek opazovalcu za zaznavanje napak in posiljanje podatkov
na Power BI. Enako kot pri arhivskih testnih podatkih se vhodni podatek najprej
standardizira s povprecjem in varianco ucnega vzorca, kot prikazuje enacba (3.2).
Vhodni podatki se projicirajo v podprostor PCA, kot je opisano v razdelku 3.1.1,
in izracuna se testna statistika Hotelling ter Q, ki sta opisani v razdelkih 3.2.1
in 3.2.2. Ce ena od njiju presega svojo kriticno vrednost, se zazna motnja. Re-
alnocasni podatki za zaznavanje motenj se posljejo na storitev API Power BI prek
protokola HTTP. Kazalniki so poslani kot znakovni niz v obliki, ki je prikazan s
kodo 6.9.











Koda 6.9: Struktura podatkov za zaznavanje motnje poslanih na storitev API
Power BI
Omeniti velja, da bi bil lahko tudi sprotni del realiziran v programskem jeziku
Python. Potrebovali bi le klic na spletno storitev, ki bi nam vrnila rezultat za-
znavanja napak. To bi preprosto realizirali z denicijo novega opazovalca. Brez
poseganja v obstojeco kodo bi npr. lahko dodali tudi posiljanje sporocil, ko pride
do tezav pri proizvodnji. Tu se predvsem pokaze prednost modularne arhitekture
streznika Microsoft StreamInsight, ki preprosto omogoca denicijo novega opazo-
valca. Resitev je zato zelo lahko horizontalno razsiriti, saj pusca veliko odprtih
moznosti za nadgradnjo sistema v prihodnosti.
6.4.3 Konguracija
Za konguracijo je bil uporabljen modul System.Conguration. V datoteki, kjer
se nahaja glavni program, je denirana konguracija v obliki dokumenta XML.
Nov konguracijski podatek se doda v obliki kljuca in vrednosti.
<?xml version="1.0" encoding="utf -8" ?>
<configuration >
<appSettings >
<add key ="Kljuc" value="Vrednost"/>
</appSettings >
</configuration >
Koda 6.10: Konguracijski dokument
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6.4.4 Glavni program
Glavni program skrbi za zagon in izbris povezave na streznik Microsoft Strea-
mInsight. Kreira nove instance opazovancev in opazovalcev ter ustvari in zazene
podatkovne poizvedbe, ki jih pripne opazovancem. Okna denira kot okno tipa
Hopping z zamikom 10 sekund in sirine 30 sekund. Denira tudi uporabnisko de-
nirana operatorja utezenaStanja in faultDetection. Operator utezenaStanja
izracuna kazalnike procesa Tennessee Eastman, faultDetection pa preoblikuje
vhodne podatke in jih posreduje opazovalcu za zaznavanje motnje.
static void Main(string [] args)
{
}
public class utezenaStanja :
CepTimeSensitiveOperator <Response , KPI >
{
}
public class faultDetection :
CepTimeSensitiveOperator <Response , Fault >
{
}
Koda 6.11: Glavni program
6.5 Podatkovno jezero
6.5.1 Streznik Microsoft SQL
Za podatkovno jezero je bila uporabljena platforma Microsoft SQL Server. Mi-
crosoft SQL Server je sistem za upravljanje z relacijskimi bazami podatkov. Je
proizvod, katerega primarna funkcija je shranjevanje in pridobivanje podatkov
prek programov na istem strezniku ali prek oddaljenega dostopa. Uporabljena je
bila verzija 2014 Developer.
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6.5.2 Resitev izvedbe podatkovnega jezera






DimKPI je dimenzija za razlicne tipe kazalnikov (C1, C2, C3, C4, C). Date je da-
tumska dimenzija, ki omogoca casovno granulacijo podatkov po letu, mesecu ter
dnevu in se vecinoma uporablja za ltriranje podatkov. DimSource se uporablja
za razlicne vire podatkov (Simulink, Microsoft StreamInsight). FactMeasure-
ments je tabela, kjer se shranjujejo dejanski podatki. Za shemo baze podatkov
se uporablja arhitektura zvezde, ki je prikazana na sliki 6.5. V tem primeru je
FactMeasurements glavna tabela, ki prek kljucev referencira dimenzijske tabele.
Zgoraj omenjene tabele sestavljajo model za shranjevanje zgodovinskih podat-
kov. Tabela FaultDetectionModel ni vsebovana v shemi zvezde in je samostojna.
Vsebuje model za zaznavanje napak, pridobljen iz podatkov normalnega obrato-
vanja procesa Tennessee Eastman. Stolpci tabele denirajo parametre modela.
Vsebuje eno vrstico v kateri so parametri modela zapisani v obliki znakovnega
niza. Denicije tabel so opisane v tabelah 6.2 in 6.3.
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Tabela 6.2: Denicija tabel za shranjevanje zgodovinskih podatkov
Date DimKPI DimSource FactMeasurements
Stolpec Tip Stolpec Tip Stolpec Tip Stolpec Tip
DateID bigint KpiID bigint SourceID bigint MeasurementID bigint
Date datetime KpiLabel nvarchar(50) SourceLabel nvarchar(50) KpiID bigint
Year int SourceID bigint
Month int DateID bigint
Day int Value decimal(18,8)
Hour int Timestamp datetime
QuarterNumber int









Slika 6.5: Shema zvezde v podatkovnem skladiscu
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6.6 Vizualizacija podatkov za kazalnike procesa Tennessee
Eastman
6.6.1 Power BI
Za vizualizacijo podatkov je bila uporabljena Microsoftova storitev Power BI.
Uporablja se predvsem za podrocje poslovne analitike. Mogoca je uporaba v
dveh nacinih: kot namizna aplikacija in storitev v oblaku. Uporabljena je bila
kot storitev v oblaku, kjer vizualizacije gradimo v delovnem prostoru (ang. Wor-
kspace).
Zavihek Nabori podatkov omogoca povezave na staticne vire podatkov, kot so
podatkovne baze, Excel itn. Omogoca tudi tri denicije povezave na tok podat-
kov: analitika tok, API in PubNub. Prvi se uporablja za nastavitev povezave
na storitev Azure Stream Analytics. Zadnji se uporablja za uporabnike omrezja
PubNub. Pri drugem se denirajo parametri, ki kasneje posiljajo na storitev Po-




Nabora podatkov vsebujeta denicije podatkov, ki se posiljajo s streznika Micro-
soft StreamInsight.
Zavihek Porocila omogoca kreacije porocil z uporabo staticnih podatkov. Ka-
sneje se porocila pripnejo v nadzorne plosce, za ogled katerih dobijo pravico ljudje
znotraj ali zunaj podjetja.
Kreiranje nadzornih plosc omogoca zavihek Nadzorne plosce. Vizualizacija
koncne resitve je predstavljena z nadzorno plosco Tennessee Eastman { KPI in
zaznavanje napak, kot prikazuje slika 6.7.
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Slika 6.6: Zavihek Nabori podatkov v storitvi Power BI
Slika 6.7: Zavihek Nadzorne plosce v storitvi Power BI
6.6.2 Vizualizacija
Za prikaz podatkov je zgrajena nadzorna plosca Tennessee Eastman { KPI in
zaznavanje napak. Prikazuje realnocasne podatke kazalnikov C1, C2, C3, C4 in C.
Prikazuje tudi zgodovino meritev v zadnjih 5 minutah. Mozno je tudi spremljanje
testne statistike Hotelling in Q ter njunih kriticnih vrednosti za zaznavanje napak.
V primeru, da ena ali druga testna statistika preseze svojo kriticno vrednost, se
spremlja tudi zaznavanje napak, ki vraca parameter 1 za napako in 0, ko napake
ni. Sliki 6.8 in 6.9 prikazujeta nadzorno plosco. Enkrat je prikazano stanje ob
normalnem delovanju procesa Tennessee Eastman in enkrat z napako IDV (2).
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Slika 6.8: Nadzorna plosca ob normalnem delovanju procesa Tennessee Eastman
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Slika 6.9: Nadzorna plosca ob motnji IDV (2) procesa Tennessee Eastman
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7 Zakljucek
Razvit je bil sistem za obdelavo kompleksnih dogodkov s platformo Micro-
soft StreamInsight, posrednikom sporocil RabbitMQ, shranjevanjem podatkov
v Microsoft SQL Server in vizualizacijo z orodjem poslovne analitike Power BI.
Streznik Microsoft StreamInsight s pomocjo oknenja agregira in obdeluje po-
datke, prejete iz simulacije procesa Tennessee Eastman, ki jih posreduje posre-
dniku sporocil RabbitMQ. V realnem casu se izracunava 5 merilnikov kakovosti
procesa C1, C2, C3, C4 in C. Na nadzorni plosci storitve Power BI se prikazujejo
tako realnocasne vrednosti kot tudi zgodovina vseh meritev za zadnjih 5 minut.
Podatki so shranjeni v podatkovno jezero na streznik Microsoft SQL.
Resitev je bila razsirjena z zaznavanjem napak na proizvodnem nivoju. Na ar-
hivskih testnih podatkih je bil razvit model z metodo PCA in DPCA za 21 motenj.
Napaka se zaznava s statisticnim sklepanjem s testiranjem hipotez. Uporabljeni
sta bili testni statistiki Hotelling in Q. Metodi zelo dobro zaznavata dolocene mo-
tnje, vendar nekaterih nista sposobni prepoznati. Te so ravno ene izmed najbolj
znacilnih napak, zato imata metodi kot taki omejeno prakticno uporabnost.
Streznik Microsoft StreamInsight se je izkazal za zelo uporabnega, saj omogoca
raznovrstne metode oknenja in povezovanja podatkov. Implementirati je mogoce
zelo kompleksne poizvedbe, ki jih je z dobro urejeno dokumentacijo relativno
lahko izvesti. Slabo lastnost predstavlja cena licence, saj potrebujemo za upo-
rabo streznika Microsoft StreamInsight licenco streznika Microsoft SQL. Za lazjo
integracijo med platformami je bila za vizualizacijo izbrana storitev Power BI,
saj je tudi Microsoftov proizvod. Celotna resitev je tako sestavljena s produkti
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podjetja Microsoft, ki omogoca enostavno povezovanje med svojimi resitvami.
Podjetje Microsoft kot storitev ponuja tudi svojo aplikacijo Azure Stream
Analytics. Deluje na oblaku Azure in je sposobna paralelnega procesiranja kom-
pleksnih dogodkov. Omogoca tudi enostavno povezovanje s storitvijo Microsoft
Power BI. Storitev Azure Stream Analytics za realnocasni prikaz ne uporablja
storitve API Power BI, ki je trenutno v verziji beta in se ni produkcijsko stabilna.
To na trenutke povzroca tezave pri sprejemanju podatkov s streznika Microsoft
StreamInsight.
S produkcijsko verzijo storitve Power BI bi sistem predstavljal prototip za
realnocasno analizo na toku podatkov, kjer je preprosto dodajati nove funkcio-
nalnosti. Zmozen je zaznavati motnje v realnem casu. Delu za prepoznavanje
motenj je mogoce preprosto dodati nove metode in funkcionalnosti ter tako iz-
boljsati prepoznavanje motenj.
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