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ABSTRACT
DYNAMICS AND KINETICS OF MODEL BIOLOGICAL
SYSTEMS
SEPTEMBER 2012
STEPHEN MIRIGIAN
B.S., UNIVERSITY OF MASSACHUSETTS - AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Murugappan Muthukumar
In this work we study three systems of biological interest: the translocation of a
heterogeneously charged polymer through an infinitely thin pore, the wrapped of a
rigid particle by a soft vesicle and the modification of the dynamical properties of a
gel due to the presence of rigid inclusions.
We study the kinetics of translocation for a heterogeneously charged polyelec-
trolyte through an infinitely narrow pore using the Fokker-Planck formalism to com-
viii
pute mean first passage times, the probability of successful translocation, and the
mean successful translocation time for a diblock copolymer. We find, in contrast to
the homopolymer result, that details of the boundary conditions lead to qualitatively
different behavior. Under experimentally relevant conditions for a diblock copolymer
we find that there is a threshold length of the charged block, beyond which the prob-
ability of successful translocation is independent of charge fraction. Additionally, we
find that mean successful translocation time exhibits non-monotonic behavior with
increasing length of the charged fraction; there is an optimum length of the charged
block where the mean successful translocation time is slowest and there can be a sub-
stantial range of charge fraction where it is slower than a minimally charged chain.
For a fixed total charge on the chain, we find that finer distributions of the charge
along the chain leads to a significant reduction in mean translocation time compared
to the diblock distribution.
Endocytosis is modeled using a simple geometrical model from the literature. We
map the process of wrapping a rigid spherical bead onto a one-dimensional stochastic
process described by the Fokker-Planck equation to compute uptake rates as a func-
tion of membrane properties and system geometry. We find that simple geometrical
ix
considerations pick an optimal particle size for uptake and a corresponding maxi-
mal uptake rate, which can be controlled by altering the material properties of the
membrane.
Finally, we use a mean field approximation, neglecting correlations among the
embedded particles, to examine the effect of inclusions in a viscoelastic medium on the
effective macroscopic properties of the gel. We find an essentially linear dependence
of both components of the complex shear modulus up to arbitrary volume fractions
of the inclusions, in contradiction to experimental observations. We conclude that
the incorporation of correlations among the particles is needed in order to explain
experiments, in analogy with the elastic case.
x
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CHAPTER 1
TRANSLOCATION OF A HETEROGENEOUS POLYMER
1.1 Introduction
The movement of a linear, flexible polymer through a small channel is a phe-
nomenon of fundamental interest in biology as well as having significant potential for
technological applications. Experimental work by Kasianowicz and coworkers[2] and
Bezrukov and coworkers[3] demonstrated the feasibility of monitoring single molecule
translocation with ionic currents. Subsequent work has refined this technique in the
context of both biological[4, 5, 6, 7, 8, 9, 10] and synthetic nanopores[11, 12, 13, 14, 15,
16, 17], revealing a rich dependence of translocation behavior on many factors such as
the tertiary structures of the polymer[18, 19, 20, 8, 21, 17], salt concentration[22, 23],
field strength[16], and pH[24, 10]. The experimental literature in this field continues
to expand rapidly[25].
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The complex phenomenology of polymer translocation has attracted significant
theoretical work[25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42]. By
assuming that the ends of the chain are in equilibrium throughout the translocation
process, the large number of degrees of freedom of the polymer can be captured by a
one dimensional free energy landscape, thereby mapping the process of translocation
to a one dimensional diffusion process along the length of the chain[26, 27, 28]. The
local nature of the interaction between the chain and the pore is usually accounted for
by a kinetic parameter[28, 29] in order to correctly capture experimentally observed
scaling behavior. The basic assumption in this free energy landscape picture is that
the translocation time is long enough to allow equilibration of chain conformations
at all stages of the translocation process. If this condition is not satisfied, nonlinear
effects on the translocation kinetics set in[30, 31].
In efforts to address nonuniversal features of polymer translocation, subsequent
computational and theoretical work has sought to capture the effects of details of the
pore geometry[32, 33], interactions between the chain and pore/membrane[32, 34, 35],
and heterogeneities along the chain[36, 37, 38]. Such heterogeneous systems have
been studied using a variety of computational techniques, notably via 2-D Langevin
2
dynamics simulation by Luo and coworkers[39] and via Monte Carlo and numerical
methods by Gauthier and Slater[40, 41, 42] and Slutsky and coworkers[34]. Interest
in heterogeneous chains has been intensified due to interest in methods to obtain
additional control over the process of translocation[43, 44, 45, 46] by a variety of
means. One possibility of particular interest in this paper is to manipulate the kinetics
of translocation of a charged molecule via the addition of an uncharged tag[47, 43]
or a tag with differing chemical potential driving force across the pore[48, 49]. The
resulting system is then modeled as the translocation of a partially charged diblock
copolymer across the entropic barrier of the pore. Here we use exact analytic methods
based on the theory of Muthukumar[28, 50] within the model pictured in Fig. 1.1,
to study the kinetics and success rates of translocation for a heterogeneously charged
polymer. We also use these theoretical techniques to explore the kinetic behavior of
the sequences shown in Fig. 1.2.
Previous theoretical calculations[50, 36] of the translocation kinetics for a ho-
mopolymer have predicted qualitatively similar behavior whether, once having over-
come the nucleation barrier, the chain is allowed to retract unsuccessfully back to the
cis chamber or whether such a motion is forbidden. Theoretical studies of hetero-
3
geneous systems by Muthukumar[32] and Mohan and coworkers[37] have made the
assumption that the chain is forbidden from retracting back into the cis chamber. We
find that for non-uniformly charged chains such considerations lead to significantly
different qualitative predictions of the translocation behavior as a function of the to-
tal charge on the chain. As discussed below, in the theory there are two conditions
corresponding to absorbing/absorbing boundary conditions and reflecting/absorbing
boundary conditions on the chain. The words “reflecting” and “absorbing” refer to
the behavior of the monomers on either end of the chain. If the end monomer is able
to pass through the pore it is “absorbed” by the pore; if it cannot pass through the
pore but is pushed back into the chamber where it came from, it is “reflected” by
the pore. Absorbing/absorbing boundary conditions are physically natural in both
experiment and simulation. A reflecting/absorbing boundary condition often allows
for computational convenience in theoretical calculation as well as allowing for more
efficient simulation. The effects of differing boundary conditions will be studied pri-
marily for a diblock copolymer consisting of one block of charged monomers and a
second block of uncharged monomers.
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The role of charge distribution along the chain backbone is studied by fixing the
total charge and varying the placement of charged monomers according to figure 1.2.
The sequences have been ordered according to the total number of blocked monomers
along the backbone. Thus, sequence 1 is a diblock with 2 blocks of monomers, one
charged block and one uncharged block. Similarly, sequence 11 is a multiblock with
seven blocks of monomers, four charged blocks and three uncharged blocks.
We have organized the remainder of the chapter as follows: in section 1.2 we
define our theoretical model, giving relevant parameter values and assumptions. In
section 2.3 we give results for these models, with comparison between theory and
simulation. Simulation data is due to Wang[1]. In light of the issues outlined above,
we organize our results according to the relevant boundary conditions. Thus, we first
discuss translocation for systems experiencing with a reflecting/absorbing boundary
condition. Within this context we explore the effect of charge distribution along
the backbone. We then impose the more physically natural absorbing/absorbing
boundary conditions and focus on a simple diblock copolymer with one leading block
of charged monomers and a second block of uncharged monomers. We calculate the
probability of successful translocation, the average time for successful translocation,
5
and the average dwell time of such a chain in the pore as functions of field strength
and length of the charged block. Unexpectedly, we find that there is an finite optimum
length of the charged block where the mean translocation time will be slowest. Finally,
we close with brief concluding remarks in section 1.4.
1.2 Model
1.2.0.1 Free Energy Landscape
Theoretically, we consider a long heterogeneous polymer of length N moving
through an infinitely thin pore as shown in figure 1.1. The polymer is driven through
the pore by an electrochemical gradient, which the mth monomer experiences as
µm = µ
′
m,trans − µ′m,cis. Uncharged monomers will have µm = 0. Borrowing stan-
dard results from the theory of random walks[51], a chain of n segments in a half
space will have Zn = e
−µnnγ−1 possible configurations, where γ is a critical exponent
describing the quality of the solvent. For theta solvent, γ = 0.5; electrolyte solutions
give γ ≈ 0.69 at high salt and γ = 1 at low salt. We may use this result to write the
free energy of one section of the chain in one compartment as
Fn
kBT
= (1− γ) lnn+
∑
i
µ′i , (1.1)
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where µ′i is the chemical potential of the monomer in the solution. Considering figure
1.1, it is clear that when m monomers are in the trans chamber the free energy of the
entire chain is given by the sum of the two half chains on either side of the pore[28]
Fm = (1− γtrans) lnm+ (1− γcis) ln(N −m) +
m∑
i
µi . (1.2)
Free energy and chemical potential are in units of kBT . Here µi has the meaning
of a chemical potential difference for the ith monomer moving from the cis to the
trans chamber as defined above. The logarithmic terms in equation (1.2) give rise
to an entropic barrier for translocation such that a critical number of monomers,
m∗, must nucleate into the trans chamber before translocation becomes a downhill
processT˙he number of monomers corresponding to the nucleation barrier is given by
∂mFm = 0. Even for modest driving potentials of 1kBT (∼ 25mV ), this gives m∗ on
the order of a single monomer. Therefore, the kinetics in overcoming this barrier are
not significantly affected by the distribution of charges along the chain, provided that
the initial monomer into the pore is charged. We refer the reader to previous work[50]
regarding the homopolymer problem for details.
7
Using the free energy landscape of equation (1.2) we make a familiar mapping of
the translocation process onto a one-dimensional random walk problem[28], controlled
by the Fokker-Planck equation
∂
∂t
Wm(t) =
∂
∂m
[
km
kBT
∂Fm
∂m
Wm(t) +
∂
∂m
kmWm(t)
]
. (1.3)
In making this mapping, we assume that the translocation kinetics are slow enough
that the chain is in equilibrium throughout the process. Here Wm(t) is the prob-
ability of m monomers being in the trans chamber at time t, related to a general
transition probability(which satisfies a similar Fokker-Planck equation) by Wm(t) ≡
P (m, t;m0, 0) through the initial condition Wm(t0) = P (m, t0;m0, t0) = δ(m −m0).
This relation shows the dependence of Wm(t) on the initial monomer, m0. km is a
frictional coefficient encapsulating the local interaction of the mth monomer and the
pore due to, e.g., hydrodynamics or details of charge interactions. In making com-
parisons with simulation and experimental results, it is important to recognize that
km is a parameter which must be fitted to the data within this model.
We wish to draw attention to the fact that the driving electrochemical potential
drop µi for a given monomer is modeled to occur only across the pore. The free
8
energy landscape is a function only of the number of monomers in the trans chamber,
and assumes that anchored chain on either side of the membrane freely assume all
available conformations. This picture is closely analogous to the field configuration
E1 discussed above in the simulations. The equilibrium assumption will be a good
one so long as the relaxation time for the chain tails in the cis and trans chamber are
shorter than the typical dwell time for a single monomer in the pore.
A primary quantity of interest will be the mean dwell time given by
τ(m0) =
∫ N
0
dm
∫ ∞
0
dt tW˙m(t) . (1.4)
It can be shown to obey a differential equation(related to the Backward Fokker-Planck
equation[52])
km0
kBT
∂Fm0
∂m0
∂
∂m0
τ(m0) + km0
∂2
∂m2
τ(m0) = −1 . (1.5)
Imposing appropriate boundary conditions equations (1.3) and (1.5) can be solved
for various quantities of physical interest. Here we simply quote results and refer the
reader to the Appendix B as well as references by Muthukumar[25] and Gardiner[52]
for details of the solutions.
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1.2.0.2 Reflecting Chain
A polymer which is physically prohibited from exiting the pore into the cis cham-
ber is described using a reflecting boundary condition at the first monomer through
the pore and an absorbing boundary condition at the N th monomer to solve equa-
tion (1.3). This type of process can be created artificially in experiments[53, 21, 17],
as under these conditions all translocation attempts are ultimately successful. The
primary quantity of interest is the mean first passage time, which is identical to the
dwell time of the polymer in the pore. From equation (1.5) it can be shown[25] for
reflecting-absorbing boundaries that
τ(m0) =
∫ N
m0
dy
1
ψ(y)
∫ y
0
dz
ψ(z)
kz
, (1.6)
with
ψ(y) = exp
[
− 1
kBT
∫ y
0
dx
∂Fm
∂m
∣∣∣∣
x
]
. (1.7)
We assume the polymer has already overcome the nucleation barrier discussed above
and begins with m0 monomers threaded through the pore. In the case of a reflecting
boundary condition all translocation attempts are successful and m0 may be as small
as we wish. A system of particular interest experimentally[43] is that of a charged
10
block affixed to an uncharged “drag tag” used to manipulate the kinetics of the
composite molecule. Taking a diblock polymer with charged block 1 of length f which
experiences a chemical potential difference µ1 across the pore and an uncharged block
2 of length N − f we assign frictional coefficients k1 and k2, take m0 → 0 and obtain
τ =
1
µ1k1
[
f − 1
µ1
(
1− e−µ1f)]+ 1
µ1k1
(N − f) (1− e−µ1f)+ 1
2k2
(N − f)2 . (1.8)
This has an intuitive physical interpretation: the first and third terms represent the
mean first passage times for the first, charged, block and for the second, uncharged,
block to pass through the pore, respectively. In the limit of a completely charged
chain, f → N , we recover drift dominated behavior such that τ ∼ N while in the
limit of no driving force(either f → 0 or µ → 0), we recover a diffusion dominated
process where τ ∼ N2. The total passage time is the first moment of the convolution
of the underlying distribution of times to translocate over each block. The second
term in equation (1.8) is a cross-term arising from this convolution of underlying
distributions. It is insufficient to simply add mean first passage times of different
stages of the translocation process in order to arrive at a time for the entire process.
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Using equations (1.6) and (1.7) exact expressions for the mean first passage time
have been computed for arbitrary distributions of charge along the chain. These full
expressions are given in Appendix A and are used to compute expected mean first
passage times for the sequences shown in figure 1.2.
1.2.0.3 Absorbing Chain
If the chain is allowed to escape from the pore in either direction then we must
impose absorbing-absorbing boundary conditions on equations (1.3) and (1.5). The
probability that the chain will “successfully” translocate into the trans chamber, given
that m0 monomers are initially nucleated through the pore is[25]
pi+(m0) =
Ψ(0,m0)
Ψ(0, N)
, (1.9)
with
Ψ(x, y) =
∫ y
x
dz
1
ψ(z)
, (1.10)
where ψ(z) captures information about the free energy landscape and is given by
equation (1.7). For a diblock copolymer with one block of length f charged and the
remaining N − f monomers uncharged, we obtain
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pi+(m0) =

(1−e−µ1m0)
(1−e−µ1f)+µ1µ2 e
µ1f(1−e−µ2(N−f)) f > m0,
(1−e−µ1f)+µ1µ2 e
−µ1f(1−eµ2(m0−f))
(1−e−µ1f)+µ1µ2 e
−µ1f(1−e−µ2(N−f)) f < m0.
(1.11)
The mean time taken for the chain to complete a successful translocation, where
events in which the chain exits back into the cis chamber are not counted, is given
by[25]
τ+(m0) =
Ψ(0,m0)φ+(m0, N)− φ+(0,m0)Ψ(m0, N)
Ψ(0,m0)Ψ(0, N)
, (1.12)
with Ψ(x, y) given in equation (1.10) and φ+(x, y) given by
φ+(x, y) =
∫ y
x
dp
1
ψ(p)
∫ p
0
dq
ψ(q)Ψ(0, q)
kq
. (1.13)
The expressions for Ψ(x, y) and φ+(x, y) yield a final expression for τ+(m0, f), which
is omitted here as its exact form is unwieldy. The relevant expressions are included
in Appendix A for completeness.
Also of interest is the mean first passage time, defined as the mean time for the
chain to exit the pore in either direction, which is given by[25]
τ(m0) =
∫ N
m0
dy 1
ψ(y)
∫ m0
0
dy′ H(y
′)
ψ(y′) −
∫ m0
0
dy 1
ψ(y)
∫ N
m0
dy′ H(y
′)
ψ(y′)∫ N
0
dy 1
ψ(y)
, (1.14)
13
where ψ(y) is given in equation (1.7) and the function H(x) is given by
H(x) = −
∫ x
0
dy
ψ(y)
ky
. (1.15)
We have again computed exact analytical expressions and they are included in Ap-
pendix A.
1.3 Results and Discussion
1.3.1 Reflecting/Absorbing Boundary Conditions
1.3.1.0.1 Field across the pore We show in figure 2.2 histograms for a simple
diblock copolymer using field configuration E1. The chain is composed of one block
of f charged monomers which passes through the pore first and a second block of
N − f uncharged monomers, with N = 60 the total length of the chain. We assume
that the friction coefficient is constant within each block and assign the values k1 to
monomers in the charged block and k2 to those in the uncharged block. By fitting
the first moment of the distribution of passage times for a completely charged chain
shown in figure 2.2a to the theoretical expression given in equation (B.14) we obtain
in reduced LJ units k1 = 0.023. Similarly we find k2 = 0.043 using the distribution
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shown in figure 2.2d for the completely uncharged chain. We note that translocation
of a completely uncharged chain is meaningful only because of the reflecting bound-
ary condition, which forces the chain to translocate through the entire pore. The
translocation is simply a diffusive random walk near a wall in this case. Using the
values of k1 and k2 obtained through this procedure, theoretical expectations for the
distribution of translocation times for different lengths of the charged block have been
computed and are shown overlaid on the simulation data in figure 2.2.
From distributions like those shown in figure 2.2 we extract the first moment,
which is the mean translocation time. These mean times are plotted in figure 2.3
as a function of the length of the charged block and compared to theoretically com-
puted values from equation (1.8). By the definition of k1 and k2 discussed above the
times for the homopolymer cases at f = 0 and f = 60 are identically equal. The
theoretical values for intermediate values of f involve no additional fitting. We find
good agreement between simulation and theoretical expectations. Our results are in
keeping with the physically intuitive expectation that an increase in the amount of
charge along the backbone decreases translocation time monotonically.
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We find that charge distribution along the chain can have a large effect on the
mean translocation time. In order to explore the effect of different distributions of
charge along the backbone we fix the total number of charged monomers to be f = 45
for a chain of total length N = 60. These charges are distributed along the backbone
according to the schematic shown in figure 1.2. The mean translocation times for
each sequence are shown in figure 2.4 in comparison with theoretical predictions from
equation (A.1). The sequence labels along the x-axis correspond to labels in figure 1.2
and are grouped first according to the total number of blocks of similar monomers in
the sequence and secondarily arranged according to the number of uncharged blocks in
the sequence. Thus, sequence 1 has two total blocks, one charged and one uncharged.
Sequences 2, 3, 4, 5, and 6 have three blocks of monomers. Sequences 7 and 8 have
four blocks while sequences 9 and 10 have five blocks and sequence 11 has seven
blocks. Within these groupings, we have further ordered the individual sequences
according to the number of uncharged blocks. As an example, within the grouping
of sequences comprised of three total blocks, sequences 2 and 3 have one uncharged
block while sequences 4, 5, and 6 have two uncharged blocks.
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This ordering makes evident that a finer distribution of charge leads to faster
translocation, in good agreement with theory. This effect can be quite significant, as
a comparison of the slowest average translocation time for sequence 1 to the fastest for
sequence 11 shows an almost 80% reduction due to a finer distribution of charge. Some
sequences additionally show a significant effect from the direction of translocation,
as in the case of sequences 1, 4, and 5. This asymmetry appears to be correlated to
the chain having uncharged endcaps. Nonetheless, the effect is muted for sequences 6
and 10. This effect is not predicted by the theory, and its origin is unclear at present.
However, we note that the translocation of a chain with an uncharged initial monomer
in the pore relies on an artificially imposed reflecting boundary condition, and will
be difficult to realize experimentally. We have included these configurations to make
the overall trend of faster translocation with finer charge distributions evident. When
only experimentally relevant sequences are considered the agreement between theory
and simulation is excellent.
This trend can be intuitively understood by considering that a block of monomers
with no charge of length n will have a mean translocation time proportional to n2,
as alluded to briefly in the discussion of equation (1.8). The total number of un-
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charged monomers for all sequences in figure 1.2 is 15. Thus for the diblock, sequence
1, the contribution to the mean translocation time of the uncharged block will be
proportional to 152 = 225. In contrast, sequence 11 presents three blocks of five
uncharged monomers, which contribute to the mean translocation time proportional
to 52 + 52 + 52 = 75. Clearly, the cross-term of equation (1.8)(or the equivalent terms
in equation (A.1)) complicates this picture. However, this simple intuitive argument
captures the general trend.
1.3.2 Absorbing/Absorbing Boundary Conditions
In order to make contact with realistic experimental and biological systems we
must allow the chain to escape from the pore in either direction, whether back into
the cis chamber or forward into the trans chamber. This physical situation is de-
scribed theoretically by imposing absorbing/absorbing boundary conditions on equa-
tions (1.3) and (1.5). Here, it is important to note that the mean first passage time
is the mean time taken for the chain to exit the pore in either direction and is more
accurately thought of as a “dwell” time for the chain in the pore. A calculation of the
mean first passage time will therefore include both “successful” and “unsuccessful”
events(where unsuccessful means exit into the cis chamber and successful means exit
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into the trans chamber). We will therefore refer to this time, τ , as the mean dwell
time. Further, because the chain can exit the pore in either direction, we wish to
know the probability of “successful” translocation, which we define as the quantity
pi+. Finally, we wish to know the mean first passage time in the event of a successful
translocation. We define this quantity to be τ+, which is the average dwell time for
the chain in the pore given that the chain exits into the trans chamber. We will refer
to this time as the successful translocation time. In this section we will limit ourselves
to the case of a simple diblock copolymer, composed of f charged monomers, which
thread through the pore first, followed by N − f uncharged monomers. We assume
that the chain has already nucleated m0 monomers into the trans chamber.
1.3.2.0.1 Probability of successful translocation Given this initial threading,
we can compute the probability of successful translocation, using equation (1.9). In
figure 2.6a we show the probability of successful translocation for a diblock copolymer
against the length of the charged fraction of the chain for various values of the initially
nucleated length. We find that the probability of successful translocation exhibits a
distinct shoulder when plotted against the length of the charged block, shown in
figure 2.6. As exemplified for a driving force of µ = 0.7kBT , the probability of
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successful translocation of a chain which is ∼ 25% charged is nearly equal to that
of a fully charged homopolymer. Increasing the length of the charged block beyond
∼ 25% of the chain length does not significantly increase the probability of successful
translocation. Further, the value of f at which the probability saturates is shown in
figure 2.6a to be independent of the details of the initial nucleation into the trans
chamber as the location of the shoulder in the probability remains unchanged with
changing values of m0/N . As expected, the probability of successful translocation
increases along with the initially nucleated length, shown by the upward shift of the
curves in figure 2.6a with increasing m0/N .
We have also marked a point on each curve in figure 2.6a at a value of f we define
to be f ∗. As will be discussed below, this corresponds to a maximum in the average
successful translocation time. For the present discussion we note that f ∗ corresponds
closely with the value of f at which additional charge along the backbone has a
decreasing effect on the probability of successful translocation.
In figure 2.6b we have plotted the probability of successful translocation against
the charged fraction of the chain for various values of the driving potential. Clearly,
the saturation value of f does depend on the strength of the driving potential. At a
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driving potential of 2kBT , the probability saturates at only 10% of the chain being
charged. At room temperature this corresponds to a driving voltage of 50mV , the
lower range of experimental voltages reported in the literature. Thus, we expect
this saturation in the probability of successful translocation(and the corresponding
maximum in successful translocation time, discussed below) to be evident at low
experimental voltages and short lengths of the charged block relative to the overall
length of the chain. In the limit of an infinite driving force we recover the reflecting
case, where pi+ = 1 identically for all lengths of the charged block.
1.3.2.0.2 Average successful translocation time Given that the chain suc-
cessfully translocates through the pore, the average translocation time is plotted in
figure 2.7a. Theoretical curves are plotted from explicit analytical formulas given
in Appendix A and data from simulations are shown for comparison. We find good
agreement. We note that no fitting has been done between simulation and theory,
values of k1 and k2 in the theoretical formula have been taken from those measured
in homopolymer simulations with reflecting boundary conditions, as described above.
The black dashed line is to guide the eye and represents the mean successful translo-
cation time for an uncharged chain. For absorbing/absorbing boundary conditions,
21
this quantity is a purely theoretical construct and is not experimentally accessible. In
a more practical sense, it may be thought of as the mean time for a minimally charged
chain. As the simulation data show, even a chain with 3% of the backbone length
being charged will experience successful translocation events. We have included this
black dashed line to show that the mean translocation time for a diblock is larger
than that of a minimally charged(or, theoretically, an uncharged) chain up to a sig-
nificant fraction of the chain being charged. As an example, for a driving potential of
2kBT (≈ 50mV ), the chain on average will be slower than a minimally charged chain
for fractions of the charged block up to nearly 50% of the chain.
We find a maximum in the successful translocation time with increasing length of
the charged block length, f , evident from figure 2.7a. We define the location of this
maximum to be f ∗. The existence of a maximum implies the counterintuitive fact that
at small lengths of the charged fraction of the chain, f < f ∗, increasing the amount of
charge along the backbone(and therefore increasing the fraction of the chain that feels
a driving force across the pore) leads to an increase in the average time taken for a
successful translocation. The location of this maximum is controlled by the strength
of the driving potential across the pore, shown in figure 2.7b. f ∗ is inversely related to
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the driving potential. At very large values of the driving potential, f ∗ approaches 0.
In such a case, essentially all translocation events will be successful and we recover a
reflecting-like boundary on the charged end of the chain as the energy barrier required
to retract even one monomer unsuccessfully into the cis chamber becomes very large.
In the limit of an infinite µ, the mean successful translocation time becomes identical
to the mean dwell time as with a reflecting boundary condition. In this limit the
plots shown in figure 2.7a become identical to that shown in figure 2.3, corresponding
to f ∗ → 0. The presence of the maximum in the mean successful translocation time
will be most evident experimentally for low driving voltages or short lengths of the
charged block.
The existence of this maximum in figure 2.7a implies that at a short, fixed length
of the charged fraction an increase in the driving potential leads to an increase in the
mean successful translocation time. This behavior is illustrated in figure 1.7c where we
plot the mean successful translocation time against the driving potential for various
lengths of the charged block. At a high enough driving voltage, all chains approach
a saturation value for τ+, where further increases in the driving potential no longer
appreciably change the successful translocation time. The time taken to translocate
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over the length of the uncharged block is unaffected by changes in the driving potential
so that its length entirely dominates τ+ at these high driving potentials, where the
contribution from the charged block to successful translocation time is minimized.
For short lengths of the charged block, e.g. f/N = .05 and f/N = .1, Fig 1.7c
shows that increasing the driving potential leads to a monotonic increase in the
mean translocation time up to a maximum translocation time. For a longer values of
the charged block, f/N = .25 and f/N = .5, a maximum is evident with increasing
driving potential. For driving potentials below the location of this maximum, an
increase in potential “captures” translocation events that would have quickly exited
the pore unsuccessfully into the cis chamber, forcing them instead to translocate
over their entire length through the pore, a much longer time process. We also note
that as the length of the charged block is increased, the position of this maximum
moves to lower driving potentials until it vanishes for the homopolymer, f/N = 1.
This conversion of short time translocation events into longer time events is discussed
below with regard to the maximum in successful translocation time with increasing
f/N shown in figure 2.7a. The discussions are entirely parallel, and we could replace
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the definition of f ∗ with a value of the driving potential, µ∗ instead. We choose to
focus here on alteration of f and simply note the parallel.
In order to understand the origin of this counterintuitive maxima in successful
translocation time, we have marked the position of f ∗ in figure 2.6a with a dot on
each pi+ curve to show the relationship between f
∗ and the value of f at which
the probability of successful translocation saturates. As discussed above, addition
of charge along the backbone when f < f ∗ leads to an increase in the probability
of successful translocation. This increase in the probability of success means that
additional charged length captures translocation events that would otherwise retract
unsuccessfully into the cis chamber for a shorter length of the charged block. This
effect is illustrated more clearly in figure 2.8a which shows the theoretically computed
unnormalized distributions of successful translocation time. The total area under the
histogram is the probability of successful translocation plotted in figure 2.6a. For
f < f ∗, the lengthening of the charged block leads to an increase in the total area
under the curve in going from, e.g., f/N = 0.05 to f/N = 0.15. This increase in the
total area under the curve occurs disproportionately in the tail of the distribution,
as events which otherwise would have quickly exited the pore in the unsuccessful
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direction are “captured” by the additional length of the charged block and then diffuse
over the entire length of the chain. This capturing of additional long time events leads
to the first moment of the distribution being pulled towards longer times.
When f > f ∗, a competing effect emerges. Above f ∗, the probability shown in
figure 2.6a does not change, implying that the total area under the histogram in
figure 2.8a is conserved and that addition of charged length does not capture addi-
tional events. Instead, the length of the uncharged block is decreased with additional
charged length. Thus monomers which experience no driving force across the pore
are exchanged for monomers which experience a potential drop across the pore. Long
time events in the tails of the distribution are reduced and take less time because
they experience a drift force over more of their length, leading to thinner tails in the
distribution and pushing the first moment back towards shorter times. This dynamic
is evident in going from, e.g. f/N = 0.15 to f/N = 0.25. figure 2.8b compares the
theoretically predicted histogram to that computed in a simulation for a half charged
chain of length N = 60, f = 20. We find good agreement, as expected.
1.3.2.0.3 Mean dwell time Even for a chain which is initially threaded into the
pore, some translocation events will end with the chain retracting unsuccessfully into
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the cis chamber. The average time the chain is in the pore before exiting in either
direction, defined to be the mean dwell time τ , is given in Fig 1.9a as a function of
the length of the charged block.
The mean dwell time of a completely charged chain is only slightly longer than
that of a minimally charged chain. Partially charged chains have average dwell times
longer than either the minimally charged chain or the fully charged chain.
The mean dwell time also exhibits a maximum value at a certain value of f .
Examination of the histograms in figure 1.9b shows that its origin is similar to that
discussed above for τ+, but is more pronounced. At small values of f , increasing the
length of the charged block, e.g. in going from f/N = .01 to f/N = .05, captures
events that would quickly exit the pore into the cis chamber and converts them to
successful events. Because a successful event requires the entire chain to pass through
the pore, these events are longer time events and increase the weight of the long-time
tails of the distribution, pulling the first moment towards longer times. At f/N = .15,
two distinct peaks are evident, one at τ ≈ 0 representing unsuccessful events which
very quickly withdraw from the pore into the cis chamber while the second, broader
peak has a very long time tail representing successful translocation events. Above
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the value of f where the peak in τ occurs, the shortening length of the uncharged
block begins to compensate for this capturing of additional successful events, so that
events which are successful experience a drift force over a long enough section of
chain that the time taken for translocation does not increase the width of the tails
of the distribution. In figure 1.9c we show a simulation histogram of dwell times for
f/N = 0.5, µ = 0.7kBT , and m0/N = 0.05 and find good agreement.
1.4 Conclusion
We have investigated the translocation of a sequenced linear polymer through a
narrow pore using theoretical tools and Langevin dynamics simulation. Imposing a
reflecting boundary condition at one end of the chain, such that retraction into the
cis chamber is forbidden, we have explored the translocation kinetics of a partially
charged diblock and have found good agreement between theoretical predictions for
event time distributions and mean first passage times. At a constant charged fraction
of the chain, a finer distribution of charge leads to lower mean translocation times.
This has an intuitive basis in the τ ∼ N2 scaling law for free translocation, as we have
discussed in the text. We note that the theory presented here is based on the key
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assumption that the chain conformations are equilibrated throughout the process of
translocation, thus allowing the use of the free energy landscape in the calculation of
various features of the kinetics. The agreement we find between theory and simulation
results gives confidence that this assumption is well founded for the chain lengths and
field strengths we have investigated.
Removal of the reflecting boundary condition leads to qualitatively different pre-
dictions for a partially charged diblock copolymer, which are born out by simulation.
We find that the probability of successful translocation saturates at a threshold length
of the charged block independent of nucleation details and well below the length of
the entire chain. Below this length of the charged block, additional charge leads to
an increase in the mean successful translocation time and probability of successful
translocation. Above this threshold length of the charged block, additional charge
leads to a decrease in the mean time for successful translocation, but does not increase
the probability of successful translocation. This maximum in the mean translocation
time with increasing length of the charged block can also be understood by consid-
ering a diblock with a fixed length of charge and fixed overall length. If the ratio of
the length of the charged block is below the saturation value in the probability, an
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increase in the driving potential will lead to an increase in the mean translocation
time. Both of these effects have their origin in the saturation of the probability. Be-
low the saturation value of f , increasing f at fixed µ(or vice versa) “captures” events
that would otherwise quickly exit the pore and converts them into long time events
which must slowly diffuse over the entire length of the chain, thus pulling the average
time upward while also increasing the probability of successful translocation.
We are at present not aware of a systematic experimental study of the effect of the
length of the charged fraction on the translocation of a diblock copolymer and hope
that the present work will stimulate further experimental investigation. We note that
these effects will be most evident at low driving strengths and short lengths of the
charged block.
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Figure 1.1: Theoretical model of translocation through infinitely thin pore.
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Figure 1.2: Distributions of charge. All chains have f = 45 charged monomers.
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Figure 1.3: Histograms of normalized number of translocation events with passage
time τ for diblock copolymers with various lengths of the charged block f , compared
against theoretical prediction. Total length of the chain, N = 60. Simulation data
with thanks to Yanbo Wang[1].
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Figure 1.4: Mean first passage time of a diblock copolymer for various lengths of the
charged block. N = 60. Simulation data with thanks to Yanbo Wang[1].
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Figure 1.5: Mean first passage times for a fixed total charge f = 45 distributed
according to sequences shown in figure 1.2. Open symbols are theoretical predictions,
closed symbols are simulation results. Squares represent translocation from end A
to end B, circles from end B to end A, stars are the average of the simulated times.
Simulation data with thanks to Yanbo Wang[1].
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Figure 1.6: Probability of successful translocation for a diblock with various lengths
of the charged fraction. Simulation data with thanks to Yanbo Wang[1].
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Figure 1.7: Mean successful translocation time. Simulation data with thanks to
Yanbo Wang[1].
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Figure 1.8: Histograms for mean successful translocation times. Simulation data with
thanks to Yanbo Wang[1].
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normalized histogram with simulation data
Figure 1.9: Mean dwell time and associated histograms. Simulation data with thanks
to Yanbo Wang[1].
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CHAPTER 2
KINETICS OF PARTICLE WRAPPING
2.1 Introduction
Endocytosis is a ubiquitous process in biological systems and over a century of
research, dating from the Nobel prize winning work of Metchnikoff[54], has given birth
to a richly detailed picture of this cellular function [55, 56, 57, 58, 59]. In addition to its
intrinsic importance as a fundamental biological process, interest in the mechanics[60,
61, 62, 63, 64] and kinetics[65, 66, 67] of the wrapping process has intensified in light
of technological applications in drug delivery[64, 66, 68, 69, 70, 71, 72, 73, 74], gene
delivery[75, 76] and the design of nanoreactors[77, 78, 79, 80, 81, 82, 83, 84, 85, 86]
which would allow for highly controllable reaction conditions.
While a variety of biochemical mechanisms and pathways fall under the heading
of “endocytosis”[55], certain generic physical features of the process are inescapable.
Dietrich and coworkers[65] made steps towards elucidating these features by studying
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the adhesion of latex spheres to “giant lipid vesicles” with sizes in the range of 10 to
100 microns. Using light microscopy they observed through time four steps in the pas-
sive engulfment of the latex bead: adhesion, ingestion, explusion and recapture. They
were able to qualitatively model the observed behavior with a simple, single parame-
ter, geometric model that accounted only for the interplay between membrane tension
and the adhesion energy between the vesicle and bead. Deserno and Gelbart[60] sub-
sequently extended this model with the addition of a second parameter, considering
the balance of membrane curvature, tension and adhesion. This allowed them to pre-
dict the behavior of smaller bead sizes, an inadequacy of the earlier theory. Using this
model they constructed a phase diagram in terms of the relative size of the vesicle
and the particle. A key finding was the importance of a softened “shoulder” in the
neighborhood of the adhered particle allowing for the passage of much smaller beads
than in the earlier model of Dietrich, et al.
Previous work has shown an optimal particle size for wrapping in biological, re-
ceptor mediated endocytosis on the basis of a competition between the entropy loss
from diffusion of receptors on the membrane surface to the particle and the adhesion
energy gain in wrapping the particle[64]. We show here that such an optimal particle
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size is a generic feature even of a single particle wrapping and generic particle/vesicle
interaction, due only to the competition of bending and stretching energies with the
attractive energy of the particle, without regard to the dynamics of receptors. Re-
cent experimental[87, 67] and simulational[77] work has focused on the mechanics of
wrapping at the single particle level, and our work will be relevent to the kinetics of
such processes.
Additionally, Wang and Muthukumar have recently computed the free energy for
a polyelectrolyte chain inside a rigid spherical cavity[88]. They have found that for
sufficiently large attractive energies between the chain and the confining membrane
there exists an optimal size of the vesicle dictated by the balance between chain
confinement and attractive interactions. When the attractive energy is lowered, this
energy dominated regime crosses over to an entropy dominated regime, wherein the
optimal size of the confining cavity becomes infinite.
We consider here the inverse problem to that of Wang and Muthukumar: the
wrapping of a rigid particle by a flexible vesicle. We consider the vesicle to possess a
bending and stretching modulus and to wrap the particle at constant volume. We find
that the bending and stretching moduli of the membrane dictate a range of particle
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sizes over which wrapping will occur, with an intermediate particle size at which the
rate of wrapping is maximized. The ability to design synthetic vesicles able to uptake
soft particles such as a polymer will rely on the ability to match the energy and length
scales of the vesicle to those of the particle.
In the remainder of the chapter we compute the kinetics of passage rate using a
simple geometrical ansatz for the vesicle shape. In the next section we give a geomet-
rical model for the vesicle shape as the particle is wrapped, originally introduced by
Deserno and Gelbart[60]. Following their work, we use this geometric ansatz to com-
pute free energy landscapes for the process of encapsulation. Deserno and Gelbart
previously used these free energy landscapes to compute thermodynamic phase dia-
grams for encapsulation. We extend their work by considering the process of wrapping
as a stochastic process over these free energy landscapes, controlled by the Fokker-
Planck equation. In the third section we show example free energy landscapes and
their associated passage rates. We find that even the simplified model presented here
predicts that the vesicle preferentially chooses an optimal particle size and dictates a
maximum passage rate as a function of the relative size of the vesicle and bead and
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as a function of vesicle material properties. Finally we close with brief concluding
remarks in the final section.
2.2 Model
2.2.1 Geometry
During the process of encapsulation of a rigid spherical bead by a closed vesicle,
as in figure 2.1, the resistance of the vesicle membrane to bending and stretching
changes must be overcome by the free energy gain in the system due to adhesion of
the bead to the membrane. The free energy penalty of these factors can be imposed
by means of Lagrange multipliers conserving global curvature and area[89].
∆F = −wAcontact + κ
2
∫
Ω
(2H − c0)2 + λ∆A
2
2A0
(2.1)
The meanings of the moduli w, κ, and λ are: the energy penalty (or gain) for contact,
bending and stretching, respectively. In typical physical systems the time scale of
volume change is much larger than that for bending and stretching of the membrane
so that we take the volume to be constant in our model. The second term is the well
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known Helfrich free energy[90], including a spontaneous curvature for the membrane,
c0. H is the local mean curvature of the membrane.
At any point in the process of encapsulation, we assume the membrane will have
three sections: the contact region, the shoulder region, and the bulk region. We show
a cross section of such an axisymmetric complex in figure 2.1. Following Deserno and
Gelbart[60], we model the contact region as a spherical cap, shoulder as a toroidal
section, and the bulk region as a partial sphere. A well known result from the geom-
etry of surfaces states that a sphere encloses a maximum volume with the minimum
possible surface area[91]. This result suggests a definition of the excess area of a
closed vesicle in the following way[60]. Define a radius, R0 which is proscribed by the
volume enclosed in the vesicle according V0 = 4/3piR
3
0. The lipids(or other material)
making up the vesicle will, in equilibrium, span an area A1. The excess area will be
given by the difference between this area and the area of a sphere with radius R0:
∆A = A1 − 4piR20. If ∆A > 0 the relaxed membrane will have more area than neces-
sary to enclose its volume and will therefore be flaccid. In this regime, the deviation
from our model geometry is large and the full shape equations[61, 92] must be solved
numerically to arrive at an accurate understanding of the complexation. However, if
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∆A < 0 then the membrane will be under tension and take a spherical shape. It is
in this regime that our model will be most useful.
Using the ansatz shown in figure 2.1 for the geometry of the complex we can write
down analytic expressions for each term in the free energy of equation (2.1). It is
assumed that in the contact region the membrane shape will conform to the bead
with radius a, while the bulk region will remain in the shape of a sphere with radius
R. To allow for analytical calculation, the shoulder region is assumed to be in the
shape of a torus. With these assumptions, the shape of the complex is completely
determined by three parameters: φ, the wrapping angle, b, the inner radius of the
toroidal shoulder, and R, the radius of the bulk region of the vesicle, as illustrated
in figure 2.1. R is determined in terms of b and φ by assuming that the enclosed
volume of the vesicle is conserved. As the bead is encapsulated by the vesicle φ will
take on values from 0, signifying that the bead is just tangentially in contact with
the vesicle, to some final value where the free energy is minimized. In the case of full
encapsulation, the global free energy minimum will occur when φ is pi. The model
does not incorporate the rupture of the vesicle wall as the final stage.
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Within this model the adhesion energy will be simply proportional to the area
of the contact region between the vesicle and the bead. This can be calculated in a
straight forward way as
F contad = −w
∫
dAcont = −2pi
∫ φ
0
dψa2 sinψ
= −2piwa2(1− cosφ) (2.2)
It is easily shown that the mean curvature of a sphere is the inverse of the radius.
We may plug this into the Helfrich free energy to obtain the bending contribution to
the free energy due to bending in the contact region
F contb = κ
∫
dAcont(H − c0)2
= 2piκa2(1− cosφ)(1
a
− c0)2
(2.3)
where we have usedH = 1/a for a sphere of radius a and c0 is a spontaneous curvature.
The bending penalty for the toroidal region is
F torb =κ
∫
dAtor(2H − c0)2
pi
2
κb
∫ θ
−φ
dψ
sin2 ψ
(a+ b) sinφ− b sinψ − 2(cos θ + cosφ)
(
1
b
)
+ [(a+ b)(θ + φ) + b(cos θ + cosφ)]
(
1
b
+ c0
)2
(2.4)
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The bending energy of the bulk region is
F bulkb = 2piκR
2
(
1
R
− c0
)2
(1 + cos θ) (2.5)
The stretching energy penalty at a given wrapping angle is taken to be harmonic
in the change of area:
Fstretch = λ
[A− A0]2
2A0
(2.6)
The area of the vesicle geometry is the sum of the areas of the contact, toroidal,
and bulk region and can be computed using differential geometry. For the contact,
toroidal, and bulk regions we obtain.
Acont = 2pia2(1− cosφ) (2.7a)
Ator = 2pib[(a+ b) sinφ(θ + φ) + b(cos(θ) + cos(φ))] (2.7b)
Abulk = 2piR2(1 + cos(θ)) (2.7c)
Inserting these expressions giving the geometry of the complex into equation (2.1)
we arrive at an expression for the free energy of the complex as a function of the
wrapping angle, inner radius of the toroidal shoulder, and radius of the bulk region.
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F (φ, b) =− 2piwa2 (1− cosφ) + 2piκa2(1− cosφ)(1
a
− c0)2
+ piκ
{
b
2
∫ φ
−θ
dψ
sin2 ψ
(a+ b) sinφ− b sinψ + b
(
1
b
+ c0
)
(cos θ − cosφ)
+
b
2
(
1
b
+ c0
)2
[(θ + φ) (a+ b) sinφ+ b (cos θ − cosφ)]
+2R2
(
1
R
− c0
)2
(1 + cos θ)− 4
}
+ 2piλ
{
a2 (1− cosφ) + b [ (a+ b) sinφ (θ + φ)
+b (cosφ− cos θ)] +R2 (1 + cos θ)− 2R20
}2
/(2R0)
2
(2.8)
Here, θ is not independent, but is related to R, b, a, and φ by the relation (a +
b) sinφ = (R− b) sin θ.
R is determined by the fixed volume constraint
∆V =
4
3
piR30−{
2
3
piR3(1 + cos θ)− 2
3
pia3(1− cosφ)
+
1
3
pi(a+ b)2 sin2 φ
[
(R− b) cos θ + (a+ b) cosφ]
+ pib2
[
(θ + φ)(1 + b) sinφ+
2
3
b(cosφ− cos θ)]}
= 0
(2.9)
Using this equality, R can be eliminated from equation (2.8) so that the free energy
of the complex is a function only of φ and b. By then minimizing this free energy with
respect to b at each value of φ, we construct a free energy landscape over φ for an
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equilibrium process of encapsulation, following Dietrich and Angelova[65] and Deserno
and Gelbart[60]. The equation is physically transparent in light of equation (2.1).
Each term in brackets contains geometrical information about the configuration of the
complex and is then multiplied by the appropriate modulus. As was originally pointed
out by Dietrich and Angelova[65], for large particle sizes, the bending contribution
can be neglected and the toroidal shoulder reduces to a sharp kink, so that the process
of encapsulation is purely a competition between adhesion energy and the stretching
energy. The relative strengths of these contributions are characterized by the ratio of
their moduli, ζ = w/λ.
Further physical insight into the free energy can be had by examining the limit of
full wrapping, where φ→ pi, following Deserno and Gelbart. Taking this limit it can
be shown that the free energy reduces to[60]
F
kBT
= 2piλR0

[(
1 +
a
R0
3
)2/3
+
(
a
R0
)2
− 1
]2
− 2ζ
(
a
R0
)2
+ 4.603ζ
κ
w
1
R20

(2.10)
The first term of this equation arises due to membrane stretching and the second
term from the adhesion energy contribution. The last term of this equation contains
a prefactor 4.603, which comes from taking the limit of φ→ pi in the toroidal shoulder.
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There is also a multiplying factor κ
w
in the last term, which suggests the definition
of a length scale lc =
√
κ/w. Its significance can be understood by expanding this
limiting equation for small particle radii. Doing this, Deserno and Gelbart argued
that the minimal vesicle size to wrap a particle of radius a is given by[60]
R0
√
ζ/lc =
a/lc√
2− 4.603(lc/a)2
(2.11)
They point out that this expression diverges when a ≈ 1.52lc; that is, the minimum
vesicle size to wrap such a particle becomes infinite, so that there is no vesicle size
which can wrap particles smaller than this radius. The value of this minimum radius
is controlled entirely by lc =
√
κ/w depending on the adhesion strength and bending
modulus and being insensitive to the stretching modulus. Further, they suggest that
the wrapping of large particles is controlled primarily by stretch in the membrane,
characterized by the dimensionless parameter
√
ζ from equation (2.11), while the
wrapping of small particles is controlled by bending, characterized relative to the
adhesion energy by the length scale lc. Thus, at small particle sizes, wrapping behavior
is dictated by bending of the membrane, while at large particle sizes wrapping is
dictated by stretching of the membrane.
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2.2.2 Kinetics
At a given wrapping angle, we consider thermal fluctuations of the membrane will
cause the area of contact to change in a stochastic way, so that φ can be treated
as a stochastic variable moving from 0 to pi with some drift due to the free energy
gradient in equation (2.8). Drawing an analogy with nucleation theory[93], we define
the probability of the membrane being wrapped to angle φ at time t to be W (φ, t).
At any given time, the probability that the wrapping angle will transition to some
different wrapping angle at φ± dφ will obey a master equation,
∂
∂t
W (φ, t) = kφ−dφW (φ− dφ, t)− k′φW (φ, t)− kφW (φ, t) + k′φ+dφW (φ+ dφ, t) (2.12)
Here kφ is the transition rate between a wrapping angle φ to an incrementally larger
wrapping angle φ + dφ while k′φ is the transition rate in the other direction, from φ
to φ − dφ. Invoking detailed balance k′φ+dφ can be written in terms of kφ so that in
the continuous limit we obtain[28]
∂
∂t
W (φ, t) =
∂
∂φ
[
k
kBT
∂F (φ)
∂φ
W (φ, t) + k
∂
∂φ
W (φ, t)
]
(2.13)
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where we have additionally assumed that the transition rate kφ ≡ k is constant
throughout the wrapping process. k sets a fundamental time scale for the stochastic
process of wrapping and is determined by nonuniversal features of the membrane such
as hydrodynamic interactions with the particle, the relaxation of the small lipids, and
other microscopic details of the wrapping. The mapping of the wrapping process to
the Fokker-Planck equation makes the important assumption that the encapsulation
process is slow compared to the relaxation of the small lipid molecules within the
membrane, so that the vesicle equilibrates fully at each wrapping angle. If this as-
sumption does not hold, memory effects in the membrane will become important and
our approach will be invalid.
Viewing the wrapping angle as a stochastic variable means that the encapsulation
of the particle will occur over a distribution of times, related to the full probability
distribution, W (φ, t)[52]. The average time at which the wrapping angle first equals
pi (full encapsulation) is defined to be the mean first passage time and is given by
τ =
∫ ∞
0
dt tW˙ (φ, t) (2.14)
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The mean first passage time can be shown to obey the equation(related to the back-
ward Fokker-Planck equation)[52]
k
kBT
∂Fm0
∂φ0
∂
∂φ0
τ(φ0) + k
∂2
∂φ20
τ(φ0) = −1 (2.15)
Assuming the particle does not disengage the vesicle complex during the process of
ecapsulation, this equation can be solved to give an expression for the mean first
passage time of the particle into the vesicle.
τ =
1
k
∫ 2pi
0
dφ1
∫ φ1
0
dφ2e
[F (φ1)−F (φ2)]/kBT (2.16)
Our primary quantity of interest will be the uptake rate of the particle which we
define to be the inverse of the mean first passage time, 1/τ . We wish to understand
how the adhesion between the particle and the vesicle, the bending and stretching
moduli of the vesicle, and particle and vesicle sizes affect this quantity.
2.3 Results
2.3.1 Free Energy Landscapes
A typical set of free energy landscapes over φ are shown in figures 2.2 and 2.3.
All plots in figure 2.2 show a typical set of free energy landscapes for a small particle,
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a = 10nm, while all plots in figure 2.3 are for a large particle with a = 75nm. The size
of the vesicle in these figures is taken to be 1µm. Within each figure, the subfigures
have been arranged for easy comparison between them, so that, e.g. figure 2.2a is
comparable to figure 2.3a save for a different bead size and so on for each figure.
Our findings here are in keeping with previous results of Deserno and Gelbart[60],
although here we have presented explicit free energy landscapes. We have done this
to elucidate several features of the free energy landscape.
In both figures 2.2a and 2.3a we see that for small attractive energies w, between
the vesicle and particle, the free energy is a minimum at φ = 0, indicating the
particle will remain completely unwrapped. As the attractive energy is increased, the
fully wrapped φ = pi state becomes the equilibrium configuration. At intermediate
strengths of the attractive interaction the global minimum occurs at an intermediate
value of φ, indicating that a partially wrapped state is the equilibrium configuration.
The depth of this intermediate minimum is much shallower for the small particle
shown in figure 2.2a, in keeping with expression (2.2), which shows that the attractive
energy is a function not only of the adhesion strength but also of the area of contact.
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A larger bead presents a larger area of contact, resulting in the deeper minimum in
figure 2.3a.
Figures 2.2b and 2.3b show the effect of changes in the bending modulus on the free
energy landscape for small (figure 2.2b) and large (figure 2.3b) particles. In contrast
to changes in the adhesion energy, which effected a transition from unwrapped to fully
wrapped equilibrium states for both particle sizes, changes in the bending modulus
of the membrane have only a muted effect on the free energy landscape for large
particle sizes and a typical range of experimental bending moduli[94], shown in figure
2.3b. For the small particle size, shown in figure 2.2b, decreasing the bending modulus
results in a transition from an equilibrium unwrapped state(e.g., for κ = 35kBT ) to an
equilibrium wrapped state(e.g., for κ = 5kBT ). The marked difference in the effect
of changing the bending modulus for different particle sizes is in keeping with the
previous discussion of the length scale lc, which arises in the limit of small particles.
When a >> lc, κ does not significantly affct the free energy. This can be further
intuitively justified by considering that equations (2.3) and (2.5) are (when c0 = 0)
independent of the bead size, while equation (2.4) goes like a. Thus, the bending
contribution to the free energy only increases linearly with increasing particle size.
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Equations (2.2) and (2.6) show that the adhesion and stretching energies increase with
particle size like a2. Thus, for small particle size, the bending contribution to the free
energy is significant, and therefore changing the bending modulus has a significant
effect on the free energy landscape. For large particle sizes bending is still present,
but the adhesion and stretching contributions dominate the bending contribution.
The converse of this behavior due to the bending contribution is demonstrated
in figures 2.2c and 2.2d compared to figures 2.3c and 2.3d. These figures show the
effects of changing the stretching modulus and initial vesicle size. These variables
are analogous to one another in controlling the stretching contribution to the free
energy landscape. For small particle sizes, the overall stretching penalty is small, and
changing the initial vesicle size or the stretching modulus has only a small effect on
the overall free energy landscape, as can be seen in figures 2.2c and 2.2d. In contrast,
the stretching needed to engulf a large particle while maintaining a constant volume is
large so that changes to the stretching contribution leads to very different free energy
landscapes. In figures 2.3c and 2.3d we see that an increase in the stretching modulus
is analogous to shrinking the initial size of the vesicle. As the stretching modulus
is increased, the equilibrium state of the complex changes from a full wrapped to
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partially wrapped state. Stretching of the membrane is very small at small wrapping
angles, and partial wrapping is forbidden only in the limit of an infinitely stiff vesicle.
An increase in the stretching contribution to the free energy, whether via a decrease of
the initial particle size or an increase in the stretching modulus, will never completely
forbid at least some minimal partial wrapping for suitable values of the adhesion
energy and particle size.
This change in the profile of the free energy in going from small particles to larger
particle sizes is illustrated explicitly in figure 2.4 where we have plotted the free energy
as a function of φ for various particle sizes ranging from a = 10nm to a = 100nm,
holding all other features of the system constant. As we have just discussed, at small
particle sizes, increasing the particle size increases the area of contact between the
particle and vesicle, increasing the contact energy between them. For a 1µm vesicle
with w = .25kBT/nm
2, κ = 20kBT , and λ = 50kBT/nm
2 shown in figure 2.4, this
is seen by comparing the blue curve for a = 10nm, which will remain completely
unwrapped to the green curve for a = 30nm, which will be completely wrapped due
to the greater adhesion energy from the great contact area with the larger particle.
As the size of the particle is further increased from , e.g. a = 50nm to a = 80nm, the
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stretching energy due to the area change necessary to fully encapsulate the particle
causes the free energy of the fully wrapped state to become large and a minimum forms
in the free energy at an intermediate wrapping angle. The equilibrium configuration
of the complex is partially wrapped. Previous work by Deserno and Gelbart has
mapped the phase diagram for differing vesicle/bead sizes[60] and differing stretching
and adhesion energies[61].
2.3.2 Kinetics of Wrapping
We use free energy profiles such as those show in figures 2.2 to 2.3 to compute
uptake rates from equation (2.16). Figure 2.5 shows the effect of vesicle size and
stretching modulus on the uptake rate of particles. The uptake rate is non-zero only
within a range of particle sizes, defining a range of selectivity of the vesicle. As an
illustrative example, at a particle size of a = 10nm, the uptake rate shown in figure
2.5a is zero for all vesicle sizes. For a vesicle size of 1µm, this corresponds to the blue
curve in figure 2.4, which monotonically increases and shows a minimum at φ = 0,
giving a completely unwrapped equilibrium configuration. Choosing now a = 50nm,
figure 2.5 shows an uptake rate of 1/kτ ≈ 100. This uptake rate corresponds to the
red free energy profile shown in figure 2.4 for a = 50nm. Further increase in the size
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of the particle leads to a sharp dropoff in the uptake rate to zero, corresponding to
the appearance of a partially wrapped minimum in the free energy profile of figure
2.4. The sharpness of this dropoff is a function of the large values of the free energy
involved, on the order of 105kBT . Thus, the depth of the free energy minimum
increases beyond 1kBT very quickly with further increases in the size of the particle.
The sharpness of the dropoff means that the range of allowed particle sizes that will
become fully wrapped corresponds closely to those particle sizes previously computed
by Deserno and Gelbart[60]. As expected from the above discussion of the free energy
landscapes, we see that only the upper limit of this allowed range is controlled by these
two features of the complex. This arises because the stretching contribution to the
free energy enters primarily for large particle sizes. The wrapping for small particles
is controlled primarily by the balance between bending and adhesion energies, and is
therefore not affected by the vesicle size or the stretching modulus.
The uptake rates in figure 2.5 show a maximum at a particle size which we define
as a∗ with a corresponding uptake rate 1/τ ∗. The optimum particle size lies close to
the upper cutoff particle size, and therefore is largely controlled by this boundary.
As discussed above, this implies that it is largely controlled by the onset of the
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intermediate minimum in the free energy profile due to an increase in the stretching
penalty for wrapping larger particles. In figure 2.6a we show this optimal particle size
as a function of vesicle size. We find a∗ grows linearly with R0, with a slope controlled
by the strength of the attractive energy. For w = .125 we find a∗ = .038 ∗ R0,
w = .25 gives a∗ = .053 ∗ R0, and w = .5 gives a∗ = .072 ∗ R0. The competition
between stretching and adhesive energies can be characterized by the ratio of the
adhesive energy and the stretching modulus[65] as discussed above. We find that
increasing the vesicle size increases the optimal particle size with a slope roughly
given by
√
ζ =
√
w/λ so that a∗ ∼ √ζ ∗R0. This is a direct consequence of a∗ being
determined primarily by the stretching penalty and the sharp cutoff in the uptake rate
in figure 2.5 and was previously reported by Deserno and Gelbart[60] with reference
to the maximum allowable particle size. It is important to emphasize that in principle
the maximum allowable size for encapsulation and the optimum size can in principle
be quite different, as is the case for some biological model of endocytosis emphasizing
diffusion of membrane receptors[73]. This picture is also consonent with the behavior
of a∗ as λ is increased. Figure 2.6b shows a∗ falling off ∼ 1/√λ, in keeping with this
relationship.
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The presence of an optimal particle size corresponds with a maximal uptake rate
for particles of that size, which we have defined to be 1/τ ∗. In figures 2.6b and 2.6d
we have plotted this maximal uptake rate as a function of vesicle size and stretching
modulus, respectively. As an example, we take w = .25kBT in figure 2.6a and see
that the vesicle will preferentially uptake particles with a radius of ∼ 75nm. This
corresponds in figure 2.6b to a maximal uptake rate of 1/τ ∗ ≈ 175 in units of the rate
constant, k. It is important to realize that each data point in figure 2.6b (and figures
2.6d, 2.8b, and 2.8d) are computed for a different size of the particle, and therefore
has a unique free energy landscape associated with it. For this reason, analytical
results are not available. From this free energy landscape (chosen to maximize the
uptake rate), we have computed 1/τ ∗ via equation (2.16).
Figure 2.6b shows that below a certain minimum size of the vesicle, all uptake of
particles is inhibited; i.e. for w = .25kBT this is near R0 = 250nm. This lower limit on
vesicle size arises because of an interplay between the attractive energy and stretching
energy. As has been previously discussed, the attractive energy driving wrapping is
proportional to the area of contact between the particle and the vesicle so that in order
for the particle to be wrapped by the membrane, it must be large enough that the
60
attractive energy creates a negative slope in the free energy. However, small vesicles
have a great sensitivity to increasing particle size, as even small increases in particle
size necessitate large stretching energies to wrap. At some minimum initial size of
the vesicle, the particle size necessary to drive the downhill attractive force creates
a stretching penalty too large to allow full wrapping, and the uptake rate falls to
zero. Increasing R0 above this minimum vesicle size initially leads to a rapid increase
in uptake rate. As the vesicle size is further increased, the uptake rate ceases to be
signifcantly affected by the stretching penalty and further increases in the vesicle size
do not increase the maximal uptake rate.
When the stretching modulus is increased it has the inverse effect to that of
increasing the vesicle size, as was previously seen through the relation a∗ ∼ √ζR0.
Thus, increasing 1/
√
λ has the same effect as increasing R0. This is seen in figure
2.6d, where decreasing the stretching modulus decreases the stretching penalty for
wrapping, increasing the uptake rate in an analogous way to that discussed above
for increasing vesicle size. At a sufficiently large stretching modulus, the uptake rate
would drop to zero. However, we have not included these points as these values are
beyond those seen in typical experimental systems.
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In figure 2.7 we have plotted uptake rates as a function of particle size for various
attractive energies and bending moduli of the membrane. In contrast to the uptake
rate curves shown in figure 2.5, manipulation of the bending modulus of the membrane
controls size selectivity by moving the lower particle size limit towards larger particles,
shown in figure 2.7a. Thus, a vesicle with bending modulus κ = 5kBT has a minimum
particle radius of near 6nm, in agreement with the estimate 1.52lc = 6.79nm provided
by Deserno and Gelbart[60]. Changing the bending modulus to κ = 60kBT gives a
minimum particle size of 29nm against 1.52lc = 23.5nm and κ = 90kBT gives a
minimum particle size of 40nm against a corresponding estimate of 1.52lc = 29nm.
This difference between the estimate of minimum particle size from the phase diagram
and that predicted by the uptake kinetics serves to emphasize that the selectivity
of particle sizes predicted by the uptake kinetics are not identical with the phase
diagram boundaries. Although significantly smaller particles are predicted to bind to
the vesicle in equilibrium, the rate of uptake will be vanishingly slow. Nonetheless,
the general feature in figure 2.7a is that the selectivity is controlled through the
bending modulus mainly by excluding smaller particles from uptake and different
bending moduli will have little effect on the upper size limit of particles that can be
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wrapped. As with uptake curves shown in figure 2.5, the uptake curves for different
bending moduli shown in figure 2.7a a sharp dropoff near the maximum particle size,
originating from the same formation of an intermediate minimum in the free energy
landscapes of figure 2.4 as discussed above. The position of the optimum particle
size (corresponding to the maximum in uptake rate) is quite close to this maximal
particle size.
Figure 2.7b shows the uptake rate as a function of particle size for a fixed vesicle
size at varying values of the adhesion energy. The adhesion energy is the driving
force for wrapping of both small and large particles, characterized by lc =
√
κ/w
and ζ = w/λ, respectively. In keeping with this observation, we see that both the
upper and lower limit on particle size is controlled by changes in the adhesion energy.
Again examining the lower bound on particle size for w = .125kBT/nm
2 we see that
the uptake rate will vanish for a ≈ 10nm, against an estimate of 1.52lc = 19.2nm.
Likewise, for w = .375kBT/nm
2, the uptake rate vanishes below a = 17nm while
1.52lc = 11.1nm. At maximal particle sizes the estimate provided by
√
ζR0 follows
the trend of increasing with increasing w as well. The uptake curves again show the
sharp dropoff after the optimal particle as a consequence of the onset of a intermediate
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minimum with increasing particle size, as shown in figure 2.4 and discussed above. We
note that the adhesion energy is unique in controlling the selectivity of particle size
by excluding both upper and lower allowable particle sizes, whereas all other features
of the system - i.e. vesicle size, bending modulus, and stretching modulus - control
either the upper or lower limit alone.
The uptake rates plotted in figure 2.7 show a maximum with increasing particle
size, which we defined above to be a∗, with a corresponding maximal uptake rate,
which is defined as 1/τ∗. Figure 2.8 shows these optimal particle sizes and maximal
uptake rates as functions of the bending modulus and adhesion strength. In figure
2.8a the optimal particle size is plotted against the bending modulus. As previously
observed, the optimal particle size follows the trend of the maximum allowable particle
size due to the extremely sharp dropoff in the uptake rate as an intermediate minimum
is formed in the free energy. Because the bending modulus has only a minimal effect on
the uptake of a large particle, the change in the optimal particle size is correspondingly
weak. However, the maximal uptake rate in figure 2.8b shows a marked dependence
on the bending modulus, falling off smoothly to zero with increasing bending modulus.
For sufficiently large κ, all uptake will be prohibited. This occurs for a .5µm vesicle
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at a bending stiffness of 60kBT , for example. This behavior can be rationalized from
the plot of uptake kinetics in figure 2.7a. As the bending modulus increases, the lower
allowed particle size increases in a manner roughly proportional to lc =
√
κ/w, while
the maximal allowed particle size does not change, not being controlled by the bending
modulus. Eventually, the bending modulus can be made stiff enough that lc is of the
same order of
√
ζR0 (the quantity controlling the upper cutoff), and the range of
allowed particle sizes goes to zero. It is noteworthy that the Fokker-Planck formalism
predicts that this falloff occurs smoothly and is not simply a sudden dropoff. This
allows for the possibility to tune the properties of a membrane in order to optimize
particle size selectivity and uptake rate over a range of rates, and not simply tune
the system to wrap or not wrap a particle in a binary way.
Figure 2.8c shows the optimal particle size as a function of the adhesion energy.
In keeping with the above discussion, the optimal particle size follows closely with
the maximal allowed particle size, which increases like
√
ζR0 ∼
√
wR0. The corre-
sponding maximal uptake rate as a function adhesion energy is shown in figure 2.8d.
Clearly, as expected, below some value of the adhesion energy, no uptake will occur.
Increasing the adhesion energy initially leads to a rapid increase in uptake rate, which
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tapers off at larger and larger values of w. At large values of the adhesion energy, the
wrapping process occurs so quickly that the incremental increase in adhesion energy
does not proportionally increase the speed of the wrapping process.
2.4 Conclusion
We have used a minimal model based on geometric considerations to compute the
kinetics of wrapping a particle by a vesicle. The wrapping process is controlled by the
interplay between adhesion energy of the particle to the vesicle and the bending and
stretching penalties from changing the geometry. On the basis of these competing
factors, the material properties of the membrane dictate a range of particle size which
can be wrapped by the membrane. Particles with sizes outside this range will not be
wrapped. The lower particle size limit is controlled by the adhesion between the par-
ticle and the membrane and the bending stiffness of the membrane and is independent
of the stretching modulus or size of the vesicle. An upper limit on the particle size is
controlled by the stretching modulus of the membrane(or, equivilently, the size of the
vesicle). Within the range of allowed particle sizes we have found an optimum particle
size, which we have called a∗ at which the uptake rate is maximized. The maximum
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uptake rate can be manipulated via changing the properties of the membrane such as
bending stiffness, stretching modulus, size of the vesicle and adhesion energy between
the vesicle and particle. We find that increase of the stretch modulus or bending
stiffness slows down the rate of uptake smoothly to zero. Increasing adhesion energy
or the vesicle size increases uptake rate smoothly only up to a point, beyond which
additional increases in these parameters have a diminishing effect.
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Figure 2.1: Assumed bead vesicle complex geometry.
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Figure 2.2: Free energy landscapes for a small particle, a = 10nm.
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Figure 2.3: Free energy landscapes for a large particle, a = 75nm.
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Figure 2.5: Uptake rate for changing vesicle size and stretching modulus.
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Figure 2.7: Uptake rate for changing vesicle size and stretching modulus.
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CHAPTER 3
DYNAMICS OF INCLUSIONS IN A VISCOELASTIC GEL
3.1 Introduction
The use of a probe particle to explore material properties is a well documented
phenomena with a rich history of investigation dating back to the earliest work of
Robert Brown observing the motion pollen grains on the surface of water. The un-
derlying physics waited nearly a hundred years for the genius of Einstein to un-
cover. His discovery of the fluctuation-dissipation theorem connected Brown’s obser-
vations of the particle motion with the material properties of the fluid. In following
work, Einstein showed that the presence of inclusions not only provides informa-
tion about the material properties, but also modifies the effective material prop-
erties, given in his famous formula for the reduced viscosity in the dilute limit:
[η] = 5
2
φ, where φ is the volume fraction of the particles. The use of microscopic
probes to explore the properties of more complex fluids goes back to at least the
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1920’s[95, 96, 97, 98, 99, 100] and has more recently been widely developed in a more
sophisticated way[101, 102, 103, 104, 105, 106].
Mason and Weitz introduced[106] introduced in a phenomenological way the gener-
alized Stokes-Einstein relation(GSER), a time dependent generalization of the classic
result. This subsequently motivated Levine and Lubensky to examine the theoreti-
cal underpinnings of the GSER[107] in the context of a two fluid model for the gel.
They found that the GSER had a frequency range of validity, below which the elastic
effects of compressibility became important, and above which the inertial effects of
the interstitial fluid dominate the dynamics.
There is a sizable literature related to viscoelastic polymer melts in the context of
nanocomposites[108, 109, 110, 111, 112, 113, 114] and a diverse array of biologically
relevent systems[115, 116]. Classic work by Hashin and Shtrikman[117, 118] and
Mori and Tanaka[119] on elastic composites have been extended to the viscoelastic
regime with some success[120]. We employ a single fluid constitutive equation used
by Tanaka, et al.[121] to describe the motion of the gel and compute the modification
of the material properties up to arbitrary loading fraction for ghost particles. In
the zero frequency limit, our model reduces to that of an elastic solid[122], making
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it suitable for describing a permanently crosslinked gel. Because the motion of the
interstitial fluid is not explicitly accounted for, we expect our results to be valid only
for frequencies below the upper limit of the GSER given by Levine and Lubensky.
3.2 Model
We begin with the equation of motion for a viscoelastic gel[121] in the presence
of inclusions
ρu¨(r, t)−µ∇2u(r, t)−(λ+ µ)∇∇·u(r, t) = F(r, t)−f u˙(r, t)+
∑
i
∫
dr τi(r, t) (3.1)
Here µ and λ are the usual Lame´ constants of a rubber, while f gives the viscous
damping due to the presence of solvent and ρ is the density of the medium. On the
right hand side, F is an externally applied force field, while τi is the force applied
to the medium by the ith inclusion. Naturally, this force will be applied only at the
surface of the inclusion and, in the case of spherical inclusions with which we are
primarily concerned in this paper, we may write
∫
drτi(r, t) =
∫
dΩiτ(Ri) where Ri
is the position of a point on the surface of the bead and Ωi is the corresponding solid
angle with reference to the center of the bead. The solution of this equation is given
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by
u(r, t) =
∫
dr′dt′G(r− r′, t− t′) · F(r′, t′) +
∫
dΩdt′G(r− Ω′, t− t′)τi(Ω, t′)
+
∑
j 6=i
∫
dΩ′dt′G(r− Ω′, t− t′)τj(Ω′, t′) (3.2)
with G(r, t) given by
G(r, t) =
∫
d3k
(2pi)3
dω
2pi
exp(ik · r) exp(iωt)G(k, ω) (3.3)
where
G(k, ω) =
I− kˆkˆ
−ρω2 − iωf + µk2 +
kˆkˆ
−ρω2 − iωf + (λ+ 2µ)k2 (3.4)
and kˆ is a unit vector in the k direction.
The form of equation (3.2) has the following intuitive interpretation: a force im-
pinging on the medium at a point r′ at time t′ is communicated by the tensor G to
the point r resulting in a displacement u at time t. When inclusions are present, the
imposed force will also result in a displacement field at the boundary of the particle.
This displacement of the embedding matrix is communicated to the particle itself via
boundary conditions, resulting in a force on the bead. This force gives rise to a dis-
placement of the points on the beads surface which is then communicated to a force
79
on the matrix, which is then communicated to the ultimate point r via G contribut-
ing to the resulting displacement at time t. Thus there are two contributions to the
ultimate displacement: one directly communicated via G and a second contribution
coming from scattering off of the inclusion. The scattering off of a single particle is
communicated via the scattering tensor, which we will name T and which we shall
explore presently. Of course, in the presence of multiple inclusions we must include
not only single scattering events, but scattering from two particles, three particles
and so on to all orders, giving rise to a series in powers of T.
In order to calculate the scattering operator, we recall the displacement of the
bead is controlled by the displacement of the gel at the surface of the bead and the
boundary condition. In general at the boundary of the ith particle we will have
u(Ri, t) = A · xi(Ω, t) (3.5)
For the present we limit our considerations to stick boundary conditions, for which
the tensor A is simply the identity. x is the displacement of a point on the surface of
the bead. Solving equation (3.1) utilizing equation (3.29) at the surface of the bead
and plugging in equation (3.5) we obtain
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x(Ω, t) =
∫
dr′dt′G(R(Ω)− r′, t− t′) · F(r′, t′)
+
∫
dΩ′dt′G(R(Ω)−R(Ω′)) · τi(Ω′, t′)
+
∑
j 6=i
∫
dΩ′dt′G(Ri(Ω)−Rj(Ω′), t− t′) · τj(Ω′, t′) (3.6)
In order to solve for τi(Ω, t) we define the inverse Green’s function on the surface of
the ith bead by
∫
dΩ′′dt′′G−1(Ri(Ω)−Ri(Ω′′), t− t′′) ·G(Ri(Ω′′)−Ri(Ω′), t′′ − t′)
= δ(Ri(Ω)−Ri(Ω′))δ(t− t′) (3.7)
Applying equation (3.7) to equation (3.6) we find
τi(Ω, t) =
∫
dΩ′dt′G−1Ω,Ω′(t− t′) · xi(Ω′, t′)
−
∫
dΩ′dr′′dt′dt′′G−1Ω,Ω′(t− t′) ·G(R(Ω′)− r′′, t′ − t′′) · F(r′′, t′′)
−
∑
j 6=i
∫
dΩ′dΩ′′dt′dt′′G−1Ω,Ω′ ·G(Ri(Ω′)−Rj(Ω′′), t′ − t′′) · τj(Ω′′, t′′) (3.8)
We must now solve for the position of the bead xi(Ω, t) using the equation of motion
of the bead, given by Newton’s second law
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mx¨0i (t) = −
∫
dΩ τi(Ω, t)− Fext,i(t) (3.9a)
Iθ¨i(t) = −
∫
dΩ ai(Ω)× τi(Ω, t)−Next,i (3.9b)
x0i (t) is the displacement of the center of the bead and θi(Ω, t) is the angular dis-
placement, while ai(Ω) is the vector from the center to a point on the surface, so that
the total displacement of a point on the surface is xi(Ω, t) = x
0
i (t) + θi × ai(Ω, t).
Fext,i and Next,i are the externally applied force and torque to the bead by, e.g., laser
tweezers or a magnetic pulse. Now applying equations (3.9a) and (3.9b) to equation
(3.8) and ignoring the inertia of the bead we obtain
∫
ζTT (t− t′) · x0i (t′) +
∫
ζTR(t− t′) · θi(t′)
=
∫
G−1Ω,Ω′(t− t′) ·G(Ri(Ω′)− r′′, t′ − t′′) · F(r′′, t′′)− Fext,i
(3.10)
∫
ζRT (t− t′) · x0i (t′) +
∫
ζRR(t− t′) · θi(t′)
=
∫
aΩ,i ×G−1Ω,Ω′(t− t′) ·G(Ri(Ω)− r′′, t′ − t′′) · F(r′′, t′′)−Next,i
(3.11)
The variables over which the integration occurs should be evident and we have
dropped them for clarity. The ζ coefficients are defined by
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ζTT (t− t′) =
∫
dΩdΩ′G−1Ω,Ω′(t− t′) (3.12a)
ζTR(t− t′) =
∫
dΩdΩ′G−1Ω,Ω′(t− t′)× a(Ω′) (3.12b)
ζRT (t− t′) =
∫
dΩdΩ′ a(Ω)×G−1Ω,Ω′ (3.12c)
ζRR(t− t′) =
∫
dΩdΩ′ a(Ω)×G−1Ω,Ω′ × a(Ω′) (3.12d)
For spherical inclusions ζTR = ζRT = 0 by symmetry. In the absence of a force field
applied to the gel(F(r, t) = 0) we see that ζTT is the response function of a single
bead to an externally applied force. Solving equations (3.10) for x0i and θi we may
replace xi in equation (3.8)to obtain
τi(Ω, t) = −
∫ {
G−1Ω,Ω′(t− t′)−
∫
dΩpdΩqG−1Ω,Ωp(t− t′)ζ−1TT (t′ − t′′)G−1Ωq ,Ω′(t′′ − t′′′)
−
∫
dΩpdΩqG−1Ω,Ωp(t− t′′)× a(Ωp) · ζ−1RR(t′′ − t′′′) · a(Ωq)×G−1Ωq ,Ω′(t′′′ − t′)
}
·
∫
G(R(Ω′)− rp, t′ − tp) · F(rp, tp)
−
∑
j 6=i
∫
G−1Ωi,Ω′i ·GΩ′i,Ωj(t
′ − t′′) · τj(Ωj, t′′) (3.13)
Integrations that are not specified are taken over all repeated arguments. By using the
boundary conditions and the equation of motion for the bead, we have now obtained
an expression for τ in terms of the force field imposed on gel, the Green’s function and
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it’s inverse. When we plug this into equation (3.29) we obtain a solution to equation
(3.1) in the presence of inclusions.
u(r, t) =
∫
G(r− r′, t− t′) · F(r′, t′)
+
∫
G(r− r′, t− t′) · Ti(r′ − r′′, t′ − t′′) ·G(r′′ − r′′′, t′′ − t′′′) · F(r′′′, t′′′)
−
∑
j 6=i
G−1Ωi,Ω′i(t− t
′) ·GΩ′i,Ωj(t′ − t′′) · τj(Ωj, t′′) (3.14)
The scattering operator is defined by
Ti(r− r′, t− t′) = −
∫
δ[r−R(Ω)]Ti(Ωi,Ω′i; t− t′)δ[r−R(Ω′)] (3.15)
and
Ti(Ωi,Ω′i; t−t′) = G−1Ωi,Ω′i(t−t
′)−
∫
dΩ
(p)
i dΩ
(q)
i G
−1
Ωi,Ω
(p)
i
(t−t′′)·ζ−1TT (t′′−t′′′)·G−1Ω(q)i ,Ω′i(t
′′′−t′)
−
∫
dΩ
(p)
i dΩ
(q)
i G
−1
Ωi,Ω
(p)
i
(t− t′′)× a(Ω(p)i ) · ζ−1RR(t′′ − t′′′) · a(Ω(q)i )×GΩ(q)i ,Ω′i(t
′′′ − t′)
(3.16)
By iterating this procedure for all the τj the solution of equation (3.14) is written as
a scattering sequence
〈u(r, t)〉 =
∫
G
[
I+
∑
i
〈Ti〉+
∑
i,j 6=i
〈TiGTj〉+
∑
i,j 6=i,k 6=j
〈TiGTjGTk〉+ ...
]
GF (3.17)
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We have dropped all variables in order to highlight the character of the scattering
sequence. The angular brackets denote an average taken over the positions of the
inclusions since it is an ensemble average displacement field which we are interested
in. Thus we see that the displacement field involves the correlations of all the particles
to all orders of concentration.
3.2.1 Self Energy
3.2.1.1 Material Properties
In order to calculate the modification of material properties due to the presence
of inclusions, we return to equation (3.1). Averaging over the positions of all the
inclusions, we define the self energy tensor Σ by
∫
dr′dt′Σ(r− r′, t− t′) · 〈u(r′, t′)〉 =
〈∑
i
∫
dr δ(r−Ri)τ(r, t)
〉
(3.18)
The averaged equation of motion then becomes
ρ〈u¨〉+ f〈u˙〉 − µ∇2 · 〈u〉 − (λ+ µ)∇∇ · 〈u〉 = F + Σ ∗ 〈u〉 (3.19)
Where the ∗ represents the appropriate convolution integral and we have dropped
function arguments for the sake of clarity. Translating into Fourier space and fre-
85
quency we have
−ρω2 ˜〈u〉 − iωf ˜〈u〉+ µk2I · ˜〈u〉+ (λ+ µ)k2 kˆkˆ · ˜〈u〉 − Σ˜ · ˜〈u〉 = F˜ (3.20)
A tilde simply denotes the Fourier transform in space and time, given by equation
(3.3). We rewrite the equation as the superposition of terms parallel and perpendic-
ular to k
(−ρω2−iωf+µk2−Σ⊥)(I−kˆkˆ)·u˜+(−ρω2−iωf+(λ+2µ)k2−Σ‖) kˆkˆ ·u˜ = F˜ (3.21)
Expanding Σ(k, ω) in powers of k we see that in the limit k → 0 the corrections
to the moduli of the gel will be given by the k2 term in the series.
µ− µ(ω) = lim
k→0
d
dk2
Σ⊥(k, ω) (3.22a)
λ− λ(ω) = lim
k→0
d
dk2
[Σ‖(k, ω)− 2Σ⊥(k, ω)] (3.22b)
3.2.1.2 Computation of the Self Energy
The solution to equation (3.21) is given by
〈u(r, t)〉 =
∫
G ∗ F(r′, t′) +
∫
G ∗ Σ ∗ u (3.23)
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By iterating this equation we obtain a different scattering solution for 〈u〉
〈u〉 = [I+G ∗ Σ +G ∗ Σ ∗G ∗ Σ + ...] ∗G ∗ F (3.24)
Thus we obtain a “top down” scattering series for the averaged displacement field
in the gel. We wish to compare this solution with the “bottom up” solution arrived
at in equation (3.17) in order to make a connection between the self energy and
the scattering operator. To do this, we note that the self energy tensor will include
contributions from all scattering orders, inviting us to write it as the sum of these
contributions
Σ =
∑
p
ap (3.25)
Where ap is the contribution due to p scattering events. In equation (3.17) each T
operator represents one scattering event, and so the number of scattering events is
simply given by the number of operators in each term. By inserting equation (3.25)
into equation (3.24) and comparing terms with the same number of scattering events
we obtain
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a1 =
∑
i
〈Ti〉
a2 =
∑
i
∑
j 6=i
〈TiGTj〉 − 〈Ti〉G〈Tj〉
a3 =
∑
i
∑
j 6=i
∑
k 6=j
〈TiGTjGTk〉 − 〈Ti〉G〈TjGTk〉 − 〈TiGTj〉G〈Tk〉+ 〈Ti〉G〈Tj〉G〈Tk〉
...
(3.26)
In the dilute limit, which will be important later, Σ ≈ a1 =
∑
i〈Ti〉 = N〈Ti〉, where
the last step is true for identical particles.
In order compute the modulus at higher concentrations we must expand the self
energy in a virial series of the form
Σ = b0 + b1c+ b2c
2 + ... (3.27)
Examining the ai’s in equation (3.26) it is clear that the first virial coefficient(scattering
from a single particle) will simply be b1 = a1. The second order virial coefficient will
contain terms from all ai with i > 1 involving only two particles, the third order term
all ai involving three particles and so on, so that for example
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b2 =
∑
α
∑
β 6=α
〈TαGTβ〉 − 〈Tα〉G〈Tβ〉+ 〈TαGTβGTα〉 − 〈TαGTβ〉G〈Tα〉 − ... (3.28)
We may compute the contribution to the self energy of arbitrarily large orders in
concentration by performing the indicated cluster integrals in equation (3.28) and
summing the infinite series. In practice, this is laborious. We will introduce a further
assumption later to extend our results to arbitrary filling fraction. We begin by
further examining the scattering operator T.
3.2.2 Scattering Operator
For the present we consider only one particle so that the solution to (3.1) is
u(r, t) =
∫
dr′dt′G(r− r′, t− t′) · F(r′, t′) +
∫
dΩdt′G(r−R(Ω)) · τ(Ω, t′) (3.29)
Performing the mathematical manipulations of the first section and explicitly writ-
ing the average over particle positions while going to Fourier space, we find from
equation (3.16)
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T(k, ω) = −
∫
d(r− r′)d(t− t′)
{
1
V
∫
dR0
∫
dΩdΩ′δ[r− (R0 + a(Ω))]
× T(Ω,Ω′; t− t′)δ[r′ − (R0 + a(Ω′))]
}
× exp[ik · (r− r′)] exp[iω(t− t′)]
= − 1
V
∫
dΩdΩ′ exp[ik · (a(Ω)− a(Ω′))]T(Ω,Ω′;ω)
(3.30)
We may now expand the two parts of this integrand in terms of the surface harmonics
ofthe inclusion, in our case spherical harmonics and spherical bessel functions[123].
We use the expansions
exp[ik · a(Ω)] = 4pi
∑
pq
ipjp(ka)Y
∗
pq(Ω)Ypq(Ωk) (3.31)
and
T(Ω,Ω′;ω) =
∞∑
l,l′=0
l,l′∑
m=−l
m′=−l′
Ylm(Ω)Y
∗
l′m′(Ω
′)Tlm;l′m′(ω) (3.32)
Inserting these expansions into equation (3.30) gives
T(k, ω) = −(4pi)
2
V
∑
lm;l′m′
(−1)l′il+l′jl(ka)jl′(ka)Tlm;l′m′(ω)Ylm(Ωk)Yl′m′(Ωk) (3.33)
The spherical symmetry of the problem allows us to choose k = kzˆ in an isotropic
medium so that we are concerned only with the m = m′ = 0 coefficients[123]. A
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further simplification is realized by recalling that we are interested only in the k2 term
and so only terms with l + l′ ≤ 2 contribute due to the spherical bessel functions.
Accounting for numerical factors we find up to order k2
T(k, ω) = −4pi
V
{
j20(ka)T00;00(ω)− i
√
3j0(ka)j1(ka)T00;10(ω)
−
√
5j0(ka)j2(ka)T00;20(ω) + 3j21(ka)T10;10(ω)
+i
√
3j1(ka)j0(ka)T10;00(ω)−
√
5j2(ka)j0(ka)T20;00(ω)
}
(3.34)
We must now compute these coefficients. Expanding G(k, ω) as in equation (3.32)
and recalling the definition of T we find that
Tlm;l′m′(ω) = G−1lm;l′m′(ω)−G−1lm;00(ω) · ζ−1TT (ω) ·G−100;l′m′(ω)
+
1∑
µ,µ′≥−1
(
G−1lm;1µ(ω)× Y∗µ
) · ζ−1TT (ω) · (Yµ′ ×G−11µ′;l′m′) (3.35)
where Ylm is defined by
Ylm =
∫
dΩ a(Ω)Ylm(Ω)
=
√
2pi
3
aδl1
[
(δm,−1 − δm1)xˆ− i(δm,−1 + δm1)yˆ +
√
2δm0zˆ
]
≡ δ1lYm
(3.36)
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In order to compute the necessary coefficients in equation (3.34) we must compute the
expansion coefficients of G and then invert these tensor quantities and insert them
into equation (3.35) to obtain the frequency dependent moduli of the gel via equation
(3.22). We also note that the response function of the inclusion to an external force
or torque is given by the inverses of
ζTT (ω) = 4piG−100;00(ω) (3.37)
and
ζRR(ω) =
1∑
µ,µ′≥−1
Yµ ×G−11µ;1µ′(ω)× Y∗µ′ (3.38)
3.2.2.1 Computation of the coefficients
Expanding G on the surface of the inclusion as in equation (3.32), the coefficients
are given by
Glm;l′m′(ω) =
∫
dΩdΩ′G(R(Ω)−R(Ω′);ω)Y ∗lm(Ω)Yl′m′(Ω′) (3.39)
Inserting equation (3.31) into equations (3.4) and (3.3) this becomes
Glm;l′m′(ω) = (−1)l′il+l′ 2
pi
∫
dkdΩk k
2G(k, ω)jl(ka)jl′(ka)Y ∗lm(Ωk)Yl′m′(Ωk) (3.40)
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InsertingG(k, ω) from equation (3.4) and expanding the tensor kˆkˆ = 1
3
I+
∑2
p=−2 IpY2p(Ωk)
gives
Glm;l′m′(ω) =
1
µa
[αll′(ω)+
1
3
βll′(ω)]δll′δmm′I+
1
µa
βll′(ω)
2∑
p=−2
Ip
∫
dΩkY2p(Ωk)Y
∗
lm(Ωk)Yl′m′(Ωk)
(3.41)
The angular integral over the triple spherical harmonics imposes the constraint that
|l − l′| ≤ 2 and that m−m′ = p. The tensors Ip are defined by[124]
I0 = −2
3
√
pi
5

1 0 0
0 1 0
0 0 −2

I1 = −
√
2pi
15

0 0 1
0 0 −i
1 −i 0

I2 = −
√
2pi
15

−1 i 0
i 1 0
0 0 0

(3.42)
and I−p = (−1)pI∗p. The functions αll′(ω) and βll′(ω) are given by
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αll′(ω) = µa(−1)l′il+l′
∫ ∞
0
dk jl(ka)jl′(ka)
k2
−ρω2 − iωf + µk2 (3.43)
≈ (−1)l′il+l′
∫ ∞
0
dx jl(x)jl′(x)
x2
−iωτ + x2 (3.44)
βll′(ω) = µa(−1)l′il+l′
∫ ∞
0
dk jl(ka)jl′(ka)
(λ+ µ)k4
(−ρω2 − iωf + µk2)(−ρω2 − iωf + (λ+ 2µ)k2)
(3.45)
≈ (−1)l′il+l′ λ+ µ
λ+ 2µ
∫ ∞
0
dx jl(x)jl′(x)
x4
(−iωτ + x2)(−iωτ ′ + x2) (3.46)
The modes of the system are given by the poles of the integrands in equations (3.43).
These are given by ω =
−if∓
√
−f2+Gk2ρ
2ρ
where G is the appropriate modulus. The
system will be overdamped when f >
√
Gk2ρ. Dropping the inertial terms amounts
to assuming that the system is overdamped. For typical experimental systems ρ ≈
20mg/mL, µ ≈ 1Pa, and k ≈ 1/a ≈ .5µm[125] so that our approximation will be
valid for f < 9 × 106kg/m3s. In practice f is difficult to measure but we note that
the characteristic frequency multiplying the inertial term is
√
µ
ρa2
, which is minimally
on the order of hundreds of KHz, a full order of magnitude beyond what is currently
probed experimentally in microrheological experiments[125, 106]. Macrorheological
measurements occurs at lower frequencies still. In the above equation τ = fa
2
µ
and
τ ′ = fa
2
λ+2µ
= µ
λ+2µ
τ are the time scales associated with the dissipative modes and will
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dominated the behavior in the over damped system. The relationship between the
shear and compressive time scales can be rewritten in terms of the zero frequency
Poisson ratio of the material using the relation λ
µ
= 2ν
1−2ν .
Computation of the translational response function via equation (3.37) is now
straightforward. The integral over triple spherical harmonics in equation (3.41) can
be expressed in terms of the Wigner 3j symbols, familiar from quantum mechanical
angular momentum coupling. This integral is identically 0 for l = l′ = 0 and so
equation (3.37) gives
ζ−1TT =
4pi
µa
[α00(ω) +
1
3
β00(ω)]I (3.47)
It is straightforward to calculate α00 = I 1
2
(ωτ)K 1
2
(ωτ), where Iν(z) and Kν(z) are
the special bessel functions, but the function β00(ω) is more complicated. We show
the response function plotted in figure 3.1.
The computation of the rotational response function involves higher order coef-
ficients of the inverse of G. Working out equation (3.7) we see that these are given
by
∞∑
l′′=−∞
l′′∑
m′′=−l′′
G−1lm;l′′m′′ ·Gl′′m′′;l′m′ = δll′δmm′I (3.48)
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Because Glm;l′m′ contains off-diagonal terms where l 6= l′ the inverse G−1lm;l′m′ in equa-
tion (3.38) will have contributions from all orders in 1. Instead of calculating G
to all orders of l we make the following approximation, following Muthukumar and
Freed[126, 127]. Any matrix may be decomposed into its diagonal and off-diagonal
parts as G = GD +GOD. Multiplying from the right by G
−1 and from the left by G−1D
and rearranging we get G−1 = G−1D − G−1D GODG−1. We use this result to make the
approximation G−11m;1m′ ≈ (G1m;1m′)−1. Equation (3.41) can then be used to compute
the elements of G1m;1m′ . The result is shown in table3.1. Each component of table 3.1
is a 3x3 matrix. In order to facilitate the inversion, it is convenient to take a coordi-
nate transform from x, y, z to the spherical coordinate basis x+ iy, x− iy, z. G1m;1m′
can then be put into a block diagonal form wherein the inversion is straightforward(in
contrast to the Stokes problem in a viscous fluid, there are no 0 eigenvalues due to the
compressiblity of the gel). Returning to cartesian coordinates, the resulting inverse
is given in tables 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7.
The shorthand D(x) = α11 +xβ11 simply denotes linear combinations of the α and
β functions. The remaining components are given by G1m;1m′ = G∗1m′;1m, the complex
conjugate. Computing the rotational response function from equation (3.38) we find
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Table 3.1: µaG1m;1m′
m’ = 1 m’ = 0 m’ = -1
m = 1 D(1
3
I−
√
1
20pi
β11I0
√
3
20pi
β11I1 −
√
3
10pi
β11I2
m = 0
√
3
20pi
β11I∗1 D(13)I+
√
1
5pi
β11I0 −
√
3
20pi
β11I1
m = -1 −
√
3
10pi
β11I∗2 −
√
3
20pi
β11I∗1 D(13)I−
√
1
20pi
β11I0
Table 3.2: µaG11;11(ω)
x y z
x 1
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
+ 1
D( 2
5
)
− i
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
− 1
D( 2
5
)
0
y − i
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
− 1
D( 2
5
)
1
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
+ 1
D( 2
5
)
0
z 0 0
D( 1
5
)
D( 1
5
)2− 1
25
β211
Table 3.3: µaG11;10
x y z
x 0 0 1√
2
1
5
α11β11
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
y 0 0 − i√
2
1
5
α11β11
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
z 1√
2
1
5
α11β11
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
− i√
2
1
5
α11β11
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
0
Table 3.4: µaG11;1−1
x y z
x
1
5
β11D(
1
2
)
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
−i 15β11D( 12 )
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
0
y −i 15β11D( 12 )
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
1
5
β11D(
1
2
)
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
0
z 0 0 0
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Table 3.5: µaG10;10
x y z
x
D( 1
5
)
D( 1
5
)2− 1
25
β211
0 0
y 0
D( 1
5
)
D( 1
5
)2− 1
25
β211
0
z 0 0
D( 4
5
)
D( 3
5
)D( 4
5
)− 2
25
β211
Table 3.6: µaG10;1−1
x y z
x 0 0 − 1
5
√
2
β11
D( 1
5
)2− 1
25
β211
y 0 0 i
5
√
2
β11
D( 1
5
)2− 1
25
β211
z − 1
5
√
2
α11β11
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
i
5
√
2
α11β11
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
0
Table 3.7: µaG−11−1;1−1
x y z
x 1
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
+
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
2
− i
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
− i α11[D( 35 )D( 45 )- 225β211]
2
0
y − i
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
− i α11[D( 35 )D( 45 )- 225β211]
2
1
2
D( 3
5
)D( 2
5
)− 1
25
β211
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
+
α11[D(
3
5
)D( 4
5
)- 2
25
β211]
2
0
z 0 0
D( 1
5
)
D( 1
5
)2− 1
25
β211
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ζ−1RR = −
3
8pia2
α11(ω) (3.49)
Finally, we wish to compute the frequency dependent moduli that the bead expe-
riences. Equation (3.34) demands that we calculate T00;00, T10;00, T20;00, T10;10, T00;10
and T00;20. Examining equation (3.35) shows that T20;00 = T00;20 = 0 and within the
diagonal approximation for G made above T00;00 = T10;00 = T00;10 = 0. Thus we are
left to calculate only T10;10(ω) in order to find T(k, ω) to order k2. This is straight-
foward to do using the results of tables 3.2-3.7 and equation (3.35). Substituting
j1(ka) ≈ 13(ka)2 in equation (3.34) we find
T(k, ω) = −4pia
3
3V
µ
[
1
D(2
5
)
(I− kˆkˆ) + D(
4
5
)
D(3
5
)D(4
5
)− 2
25
β211
(kˆkˆ)
]
(3.50)
Thus, recalling equation (3.22) we see that
1− µ(ω)
µ
= ρ
1
D(2
5
)
(3.51)
and
1− λ(ω)
λ
= ρ
µ
λ
{[
D(4
5
)
D(3
5
)D(4
5
)− 2
25
β211
]
− 2
D(2
5
)
}
(3.52)
Results for the shear modulus are shown in figure 3.2
99
3.3 Self-consistent approximation
As we have stated before, the effects of higher volume fractions of inclusions can
be considered by computing the cluster integrals indicated in equation (3.28) up to
an arbitrary order of concentration. In practice this is laborious and we instead
introduce the self consistent medium approximation in the following way. Returning
to equation (3.1), we introduce an approximation to the total self energy, which we
will call W . This approximate term gives the contributions to the self energy of all
the particles except for one, leading to an equation which now has the appearance of
(3.19) with an extra force term, representing the presence of a single(dilute) inclusion.
ρ〈u¨〉+ f〈u˙〉 − µ∇2 · 〈u〉 − (λ+ µ)∇∇ · 〈u〉 = F +W ∗ 〈u〉+
∫
dΩτ(Ω) (3.53)
Bringing W over to the left hand side of the equation and separating the transverse
and parallel components as in equation (3.4) leads to an effective propagator
G(k, ω) = I− kˆkˆ−ρω2 − iωf + µk2 −W⊥(k, ω) +
kˆkˆ
−ρω2 − iωf + (λ+ µ)k2 −W‖(k, ω)
(3.54)
Utilizing this propagator, we may impose the boundary conditions and the equation
of motion on the particle in exactly the same way as before, obtaining a scattering
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operator T which now depends on the self energy of the effective mediumW . We again
make the dilute solution approximation, only now our scattering operator depends on
W so that we have a self consistent equation which can be solved for the self energy
of the medium.
〈W − T [W ]〉 = 0 (3.55)
As we are only interested in W to order k2, we may write W ≈ W0 + W1(ka)2. At
length scales smaller than the diameter of the particle, a, the self energy must be a
constant and so W1 = 0, ka > 1/2, while at large distances, we expect the effects
of screening in the effective medium to be negligible, so that W0 = 0. At ka = 1/2
we demand W be continuous, leading to the boundary condition W1 = 4W0 ≡ 4W .
Thus we find
G =

I−kˆkˆ
−iωf+µk2+4W⊥(ka)2 +
kˆkˆ
−iωf+µk2+4W‖(ka)2 , ka <
1
2
I−kˆkˆ
−iωf+µk2+W⊥ +
kˆkˆ
−iωf+µk2+W‖ , ka >
1
2
(3.56)
Using this ansatz for the self energy leads to new functions α and β in equation (3.43)
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αll′ = α
in
ll′ + α
out
ll′ (3.57)
≈ (−1)l′il+l′
[∫ ∞
1/2
dx jl(x)jl′(x)
x2
−iωτ + x2 + g⊥
4
+
∫ 1/2
0
x2
−iωτ + (1 + g⊥)x2
]
(3.58)
βll′(ω) = β
in
ll′ + β
out
ll′ (3.59)
≈ (−1)l′il+l′ µ
λ+ µ
[∫ ∞
1/2
dx jl(x)jl′(x)
x2
−iωτ ′ + x2 + g‖
4
+
∫ 1/2
0
x2
−iωτ ′ + (1 + g‖)x2
]
− αll′
(3.60)
Here τ and τ ′ carry the same significance as before. We have defined g⊥ ≡ 4Wa2µ and
g‖ ≡ 4Wa2µ+λ . The form of the self energy in equation (3.16) is exactly the same, yielding
four equations for the real and imaginary part of the parallel and perpendicular
components with these new functions α and β.
g⊥ − ρ1
2
1
α11 +
2
5
β11
= 0 (3.61)
g‖ − ρ µ
λ+ µ
α11 +
4
5
β11
(α11 +
3
5
β11)(α11 + β11)
= 0 (3.62)
This set of equations can be solved for the real and imaginary components of g⊥ and
g‖ using a nonlinear numerical solver of choice. We have used MINPACK’s hybrd
and hybrj algorithm implemented through the fsolve routine available in the Scipy
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package of Python. Having obtained the value of g⊥ and g‖ we may plug them back
into equations (3.37) and (3.38) via the α and β functions contained therein in order to
obtain the modified response of the particles. Modification to the real and imaginary
parts of the response function are plotted in figures 3.4 and 3.5.
The shear modulus of the gel as a function of particle loading density is shown
in figure 3.6. Within the effective medium approximation, the dependence appears
to be essentially linear. This arises from the nature of the approximation made in
equation (3.53), but does not seem to describe experimental results well[128, 111].
The nature of the approximation made in equation (3.53) can be better understood
by returning to equation (3.28). Taking the correlations between particles to be 0,
the series for Σ is a geometric series in 〈T〉 which can be explicitly summed. This is
the random phase approximation. Summing the series we find
Σ =
I
I−G〈T〉 (3.63)
Taking the effective composite to be dilute in particle concentration, as in equation
(3.55), and assuming the particles are uncorrelated, the self energy for N particles
reduces to a multiple of the self energy for a single particle in the effective medium so
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that ΣN(k, ω) =
N−1
V
Σ1(k, ω), where Σ1 is the self energy due to one particle and ΣN
is the self energy of the entire composite from N particles. Here, Σ1 is a functional
of the effective medium propagator, as shown in equation (3.63). This self consistent
relation leads to equation (3.61). When equation (3.61) is solved we find that the
contribution of this leading multiplier in the concentration of particles dominates
over corrections due to higher order terms contained in the self-consistent ΣN and we
obtain a nearly linear dependence over the range of inclusion volume fractions.
Significant work has been done to incorporate the effects of inclusion correlations
on bulk properties of elastic composites[129, 130, 131, 132] as well as in composites
with viscoelastic matrices or inclusions[133, 7, 134, 120]. Nanocomposites have addi-
tionally shown a rich dependence on the conditions of particle loading to the exact
microstructure and resulting effective macroscopic properties[111, 112, 128, 113, 114,
135, 136]. Understanding the relationship between this microstructure (captured by
correlations among the inclusions) and the macrorheological and elastic properties of
these composites remains a significant challenge. In light of the above calculations,
however, we see that incorporation of these effects into the multiple scattering picture
is crucial to capture experimentally observed behavior.
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3.4 Conclusion
We have calculated the response of a spherical inclusion in a permanently crosslinked
gel at arbitrary loading fractions of particles. Further we have found that the depen-
dence of the measured modulus of the gel on loading fraction follows an approximately
linear law up to the percolation limit of the inclusions. In calculating up to arbitrary
volume fractions we have ignored correlations between particles. We have instead
replaced the complicated problem of accounting for the scattering off all particles to
all orders of scattering with the much simpler problem of a dilute composite in an
effective medium. The effective medium properties are chosen in such a way as to
account for the scattering of all higher orders in a mean field way.
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Figure 3.2: Freqency dependent shear modulus.
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APPENDIX A
EXPRESSIONS FOR MEAN FIRST PASSAGE TIME
AND SUCCESS RATES OF TRANSLOCATION
A.1 Reflecting/Absorbing Boundary Condition
For reflecting/absorbing boundary conditions, we consider a chain of length N
broken into imax blocks, the i
th block being of length li and having monomers which
experience a chemical potential difference µi across the pore and friction coefficient
ki. Using Eqs. (1.6) and (1.7) we obtain for m0 < l1
τ(m0) =
1
µ1k1
[
(f −m0)− 1
µ1
(
e−µ1m0 − eµ1l1)]+ imax∑
i=2
1
µiki
[
li − 1
µi
(
1− e−µili)]
+
imax−1∑
i=1
imax∑
j=i+1
1
µiµjki
[(
1− e−µili) e−∑j−1k=i+1 µklk (1− e−µj lj)] . (A.1)
For a diblock copolymer with m0 → 0, µ1 → µ, and µ2 → 0, this reduces to Eq.
(1.8).
112
A.2 Absorbing/Absorbing Boundary Condition
In order to compute τ+ and τ from Eqs. (1.14) and (1.12) for a diblock copolymer
with the first block of length f and the second block of length N − f experiencing
driving potentials across the pore of µ1 and µ2 and friction coefficients k1 and k2 we
require the functions Ψ(x, y) and φ+(x, y) in three regimes: x < y < f , x < f < y
and f < x < y. For a diblock copolymer Ψ(x, y) is given by evaluating Eq. (1.10) as
Ψ(x, y) =

1
µ1
(e−µ1x − e−µ1y) x < y < f
1
µ1
(
e−µ1x − e−µ1f)+ 1
µ2
e−µ1f
(
1− e−µ2(y−f)) x < f < y
1
µ2
e(µ2−µ1)f (e−µ2x − e−µ2y) f < x < y,
(A.2)
The limit µ2 → 0 discussed in the text is straightforward.
Likewise, computing the integrals in Eq. (1.13) for a diblock copolymer gives for
x < y < f
φ+(x, y) =
1
µ21k1
[
(y − x) + 2
µ1
(
e−µ1y − e−µ1x)+ (ye−µ1y − xe−µ1x)] . (A.3)
For x < f < y, we obtain
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φ+(x, y) =
1
µ21k1
[
(f − x)− 2
µ1
(
e−µ1x − e−µ1f)− (xe−µ1x − fe−µ1f)]
+
1
µ1µ2k1
e−µ1f
(
1− e−µ2(y−f)) [ 1
µ1
(
eµ1f − 1)− f]
+
1
µ1µ2k2
(
1− e−µ1f) [(y − f)− 1
µ2
(
1− e−µ2(y−f))]
+
1
µ22k2
e−µ1f
[
(y − f)− 2
µ2
(
1− e−µ2(y−f))+ (y − f)e−µ2(y−f)] .
(A.4)
Finally, for f < x < y we have
φ+(x, y) =
1
µ1µ2k1
e−µ1feµ2f
(
e−µ2x − e−µ2y) [ 1
µ1
(
eµ1f − 1)− f]
+
1
µ1µ2k2
[
(y − x)− 1
µ2
eµ2f
(
e−µ2x − eµ2y)] (1− e−µ1f)+ y − x
µ22k2
e−µ1feµ2f
+
1
µ22k2
e−µ1feµ2f
[
f
(
e−µ2x − e−µ2y)− 2
µ2
(
e−µ2x − e−µ2y)− (xe−µ2x − ye−µ2y)] .
(A.5)
In the limit µ2 → 0, φ+(x, y) becomes
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φ+(x, y)→

1
µ21k1
[
(y − x) + 2
µ1
(e−µ1y − e−µ1x) + (ye−µ1y − xe−µ1x)
]
x < y < f
1
µ21k1
[
(f − x)− 2
µ1
(
e−µ1x − e−µ1f)− (xe−µ1x − fe−µ1f)]
− y − f
µ1k1
[
fe−µ1f − 1
µ1
(
1− e−µ1f)]
+
(y − f)2
2µ1k2
(
1− e−µ1f)+ (y − f)3
6k2
e−µ1f
x < f < y
(y − x)
µ1k1
e−µ1f
[
1
µ1
(
eµ1f − 1)− f]
+
(y2 − x2)
2µ1k2
(
1− e−µ1f)− y − x
µ1k1
f
(
1− e−µ1f)
+
(y3 − x3)
6k2
e−µ1f − y
2 − x2
2k2
fe−µ1f +
y − x
2k2
f 2e−µ1f
f < x < y.
(A.6)
In order to compute the mean dwell times five separate integrals are required in
Eq. (1.14). We use the definitions of H(y) and ψ(y) given in Eqs. (1.15) and (1.7),
respectively. For m0 < f , the required integrals are
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I1 ≡
∫ N
m0
dy
1
ψ(y)
=
1
µ1
(
e−µ1m0 − e−µ1f)+ 1
µ2
e−µ1f
(
1− e−µ2(N−f)) (A.7a)
I2 ≡
∫ m0
0
dy
H(y)
ψ(y)
=
1
µ1k1
[
1
µ1
(
1− e−µ1m0)−m0] (A.7b)
I3 ≡
∫ m0
0
dy
1
ψ(y)
=
1
µ1
(
1− e−µ1m0) (A.7c)
I4 ≡
∫ N
m0
dy
H(y)
ψ(y)
= 1µ1k1
[
1
µ1
(
e−µ1m0 − e−µ1f)− (f −m0)] (A.7d)
+
1
µ1µ2k1
eµ2f
(
1− e−µ1f) (e−µ2N − e−µ2f)
+
1
µ2k2
[
1
µ2
(
1− e−µ2(N−f))− (N − f)]
I5 ≡
∫ N
0
dy
1
ψ(y)
=
1
µ1
(
1− e−µ1f)+ 1
µ2
e−µ1f
(
1− e−µ2(N−f)) . (A.7e)
For m0 > f , they are
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I1 ≡
∫ N
m0
dy
1
ψ(y)
=
1
µ2
e−µ1f
(
e−µ2(m0−f) − e−µ2(N−f)) (A.8a)
I2 ≡
∫ m0
0
dy
H(y)
ψ(y)
=
1
µ1k1
[
1
µ1
(
1− e−µ1f)− f] (A.8b)
− 1
µ1µ2k1
(
1− e−µ1f) (1− e−µ2(m0−f))
− 1
µ2k2
[
(m0 − f)− 1
µ2
(
1− e−µ2(m0−f))]
I3 ≡
∫ m0
0
dy
1
ψ(y)
=
1
µ1
(
1− e−µ1f)+ 1
µ2
e−µ1f
(
1− eµ2(m0−f)) (A.8c)
I4 ≡
∫ N
m0
dy
H(y)
ψ(y)
=
1
µ1µ2k1
(
1− e−µ1f) (e−µ2(N−f) − e−µ2(m0−f)) (A.8d)
− 1
µ2k2
[
(N −m0)− 1
µ2
(
e−µ2(m0−f) − e−µ2(N−f))]
I5 ≡
∫ N
0
dy
1
ψ(y)
=
1
µ1
(
1− e−µ1f)+ 1
µ2
e−µ1f
(
1− e−µ2(N−f)) . (A.8e)
From Eq. (1.14) the mean first passage time for absorbing/absorbing boundary
conditions is given by
τ =
I1I2 − I3I4
I5
, (A.9)
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APPENDIX B
DISTRIBUTION OF MEAN TRANSLOCATION TIMES
The full probability distribution for the position of the diblock chain in the pore
at any time t given that at time t = 0 the chain is at the mth0 monomer is obtained by
solving the Fokker-Planck equation, Eq. (1.3), subject to the boundary conditions of
interest. The solution can be written as a sum of eigenfunctions
P (m, t;m0, t0) =
∑
λ
Aλ(m0)Pλ(m)exp[−λ(t− t0)], (B.1)
with Pλ(x) satisfying the equation
∂m[Q(m)Pλ(m)] + ∂
2
m [kmPλ(m)] = −λPλ(m), (B.2)
where for a diblock with a charged block of length f , Q(m) is given by
Q(m) =

−kµ m < f
0 m > f.
(B.3)
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B.1 Absorbing/Absorbing Boundary Conditions
For absorbing boundary conditions at both ends of the chain Pλ(m) is given by
Pλ(m) =

e
µ
2
m sin[βλm] m < f
e
µ
2
f sin[βλf ]
sin[γλ(f−N)] sin [γλ(m−N)] m > f,
(B.4)
where γ2λ ≡ λ/k and β2λ ≡ γ2λ −
(
µ
2
)2
for convenience. The allowed modes are deter-
mined by the condition at f on the discontinuity in the derivative
∆∂mPλ|f = −µPλ|f . (B.5)
This gives
[
γλ +
µ
2
tan [γλ(f −N)]
]
tan (βλf) = βλ tan [γλ(f −N)] . (B.6)
It can be shown generally[52] that enforcing the initial condition P (m, t;m0, t0) =
δ(m−m0) gives Aλ(m0) = [ps(m0)]−1Pλ(m0), where ps is the steady state solution to
the equation with reflecting boundary conditions. It is given by
ps(m0) =

eµm0 m0 < f
eµf m0 > f.
(B.7)
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This gives
Aλ(m0) =

e−
µ
2
m0 sin[γλm0] m0 < f
e−
µ
2
f sin[
√
γ2−(µ
2
)2f]
sin[γλ(f−N)] sin [γλ(m0 −N)] m0 > f.
(B.8)
Combining Eqs. (B.8) and (B.4) into Eq. (B.1) and summing over solutions to Eq.
(B.6) gives the solution to Eq. (1.3).
The distribution of exit times from either end of the pore is given by the flux at
that boundary, where J(m, t;m0, t0) = Q(m)P (m, t;m0, t0) + ∂m[kmP (m, t;m0, t0)].
Evaluating this at the boundary m = N gives the expected distribution of successful
passage times as
g+(m0, t) =
∑
λ
kγλAλ(m0)e
µ
2
f sin [βλf ]
sin [γλ(f −N)]e
−λ(t−t0), (B.9)
with Aλ(m0) given by Eq. (B.8). This distribution is plotted in Fig. 2.8. A similar
calculation accounting for exit at both ends of the chain gives the distribution of dwell
times plotted in Fig. 1.9:
g(m0, t) =
∑
λ
Aλ(m0)λ
{
4βλ
γ2λ
[
1− eµ2 f cos(βλf)
]
+ e
µ
2
f sin[βλf ]
tan[γλ(f −N)]
}
e−λt.
(B.10)
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As alluded to in the text discussion of absorbing/absorbing boundary conditions,
for small values of f increasing the length of the charged block leads to an increase
in the number of diffusion dominated long time events in the far right tails of the
distributions, counterintuitively moving the experimentally measured first moment of
the distribution towards longer times. As the length of the charged block is increased
further(and the length of the uncharged block decreased), the overall translocation
process become progressively more drift dominated and the tails of the distribution
shrink once again, with a coincident decrease in the translocation time.
B.2 Reflecting/Absorbing Boundaries
Following the same procedure as above, we impose a reflecting boundary condition
at m = 0 in equation by requiring the flux evaluated there to be zero: J |m=0 =
−kµPλ + k∂mPλ = 0. We obtain
Pλ(m) =

sin[αλm] +
αλ
µ−γ2λ
cos[αλm] m < f
(sin[γλm]− tan[γλN ] cos[γλm])
sin[αλf ]+
αλ
µ−γ2
λ
cos[αλf ]
sin[γλf ]−tan[γλN ] cos[γλf ] m > f,
(B.11)
where we have defined γ2λ ≡ λk for convenience as above. Using the same relation for
Aλ as for absorbing/absorbing boundaries we obtain
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Aλ(m0) =

e−µm0
(
sin[αλm0] +
αλ
µ−γ2λ
cos[αλm0]
)
m0 < f
e−µf (sin[γλm0]− tan[γλN ] cos[γλm0])
sin[αλf ]+
αλ
µ−γ2
λ
cos[αλf ]
sin[γλf ]−tan[γλN ] cos[γλf ] m0 > f.
(B.12)
αλ is given by solutions to the equation
γλ [(1 + tan[γλN ] tan[γλf ]) + µ (tan[γλf ]− tan[γλN ])]
[
tan[αλf ] +
αλ
µ− γ2λ
]
= αλ
(
1− αλ
µ− γ2λ
tan[αλf ]
)
(tan[γλf ]− tan[γλN ]) .
(B.13)
Solving Eq. (B.13) gives αλ for each λ = 0, 1, 2... and combining Eqs. (B.12)
and (B.11) in Eq. (B.1) then summing over λ = 0, 1, 2... gives the full probability
distribution. The unnormalized distribution of exit times is given by the flux at the
absorbing boundary, m = N :
g(m0, t) =
∑
λ
kγλAλ(m0) (cos[γλN ] + tan[γλN ] sin[γλN ])
×
sin[αλf ] +
αλ
µ−γ2λ
cos[αλf ]
sin[γλf ]− tan[γλN ] cos[γλf ]e
−λt.
(B.14)
This equation is plotted in Fig. 1.9.
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