We propose a static analysis technique that computes upper bounds of virtual machine usages in a concurrent language with explicit acquire and release operations of virtual machines. In our language it is possible to delegate other (ad-hoc or third party) concurrent code to release virtual machines (by passing them as arguments of invocations). Our technique is modular and consists of (i) a type system associating programs with behavioural types that records relevant information for resource usage (creations, releases, and concurrent operations), (ii) a translation function that takes behavioural types and return cost equations, and (iii) an automatic off-the-shelf solver for the cost equations. A soundness proof of the type system establishes the correctness of our technique with respect to the cost equations. We have experimentally evaluated our technique using a cost analysis solver and we report some results. The experiments show that our analysis allows us to derive bounds for programs that are better than other techniques, such as those based on amortized analysis.
Introduction
The analysis of resource usage in a program is of great interest because an accurate assessment could reduce energy consumption and allocation costs. These two criteria are even more important today, in modern architectures like mobile devices or cloud computing, where resources, such as virtual machines, have hourly or monthly rates. In fact, cloud computing introduces the concept of elasticity, namely the possibility for virtual machines to scale according to the software needs. In order to support elasticity, cloud providers, * Partly funded by the EU project FP7-610582 ENVISAGE: Engineering Virtualized Services.
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While it is relatively easy to estimate worst-case costs for simple code examples, extrapolating this information for fully reallife complex programs could be cumbersome and highly errorsensitive. The first attempts about the analysis of resource usage dates back to Wegbreit's pioneering work in 1975 [21] , which develops a technique for deriving closed-form expressions out of programs. The evaluation of these expressions would return upperbound costs that are parametrised by programs' inputs.
Wegbreit's contribution has two limitations: it addresses a simple functional languages and it does not formalize the connection between the language and the closed-form expressions. A number of techniques have been developed afterwards to cope with more expressive languages (see for instance [4, 9] ) and to make the connection between programs and closed-form expressions precise (see for instance [10, 15] ). A more detailed discussion of the related work in the literature is presented in Section 8.
To the best of our knowledge, current cost analysis techniques always address (concurrent) languages featuring only addition of resources. When removal of resources is considered, it is used in a very constrained way [6] . On the other hand, cloud computing elasticity requests powerful acquire operations as well as release ones. Let us consider the following problem: given a pool of virtual machine instances and a program that acquires and releases these instances, what is the minimal cardinality of the pool guaranteeing the execution of the program without interruptions caused by lack of virtual machines? A solution to this problem, under the assumption that one can acquire a virtual machine that has been previously released, is useful both for cloud providers and for cloud customers. For the formers, it represents the possibility to estimate in advance the resources to allocate to a specific service. For the latter ones, it represents the possibility to pay exactly for the resources that are needed.
It is worth to notice that, without a full-fledged release operation, the cost of a concurrent program may be modeled by simply aggregating the sets of operations that can occur in parallel, as in [5] . By full-fledged release operation we mean that it is possible to delegate other (ad-hoc or third party) methods to release resources (by passing them as arguments of invocations). For example, consider the following method -it may be -2 when x and y are different and active;
-it may be -1 when x and y are equal and active -consider the invocation double_release(x,x);
-it may be 0 when the two machines have been already released.
In this case, one might over-approximate the cost of double_release to 0. However this leads to disregard releases and makes the analysis (too) imprecise.
In order to compute a precise cost of methods like double_release, in Section 4 we associate methods with abstract descriptions that carry information about resource usages. These descriptions are called behavioural types and are formally connected to the programs by means of a type system.
The analysis of behavioural type is defined in Section 5 by translating them in a code that is adequate for an off-the-shelf solverthe CoFloCo solver [11] . As discussed in [7] , in order to compute tight upper bounds, we have two functions per method: a function computing the peak cost -i.e. the worst case cost for the method to complete -and a function computing the net cost -i.e. the cost of the method after its completion. In fact, the functions that we associate to a method are much more than two. The point is that, if a method has two arguments -see double_release -and it is invoked with two equal arguments then its cost cannot be computed by a function taking two arguments, but it must be computed by a function with one argument only. This means that, for every method and every partition of its arguments, we define two cost functions: one for the peak cost and the other for the net cost. The translation of behavioural types into CoFloCo input code has been prototyped and we are therefore able to automatically compute the cost of programs. It is worth to notice that our technique (and, consequently, our prototype) allows us to derive bounds for programs that are better than other techniques, such as those based on amortized analysis. We address this topic in Section 8.
Our technique targets a simple concurrent language with explicit operations of creation and release of resources. The language is defined in Section 2 and we discuss restrictions that ease the development of our technique in Section 3. In Section 6 we outline our correctness proof of the type system with respect to the cost equations. Due to page constraints, the details of the proof are omitted and appear in the full paper. In Section 9 we deliver concluding remarks.
In this paper we use the metaphor of cloud computing and virtual machines. We observe that our technique may be also used for resource analysis of concurrent languages that bear operations of acquire (or creation) and release (such as heaps).
The language vml
The syntax and the semantics of vml are defined in the following two subsections; the third subsection discusses a number of examples.
Syntax.
A vml program is a sequence of method definitions T m(T x){ F y ; s }, ranged over by M , plus a main body {F z ; s }. In vml we distinguish between simple types T which are either integers Int or virtual machines Vm, and types F , which also include future types Fut<T >. These future types let asynchronous method invocations be typed (see below). The notation T x denotes any finite sequence of variable declaration T x. The elements of the sequence are separated by commas. When we write T x ; we mean a sequence T1 x1 ; · · · ; Tn xn ; when the sequence is not empty; we mean the empty sequence otherwise.
The syntax of statements s, expressions with side-effects z and expressions e of vml is defined by the following grammar:
| release e z ::= e | e!m(e) | e.get | new Vm e ::= this | se | nse A statement s may be either one of the standard operations of an imperative language plus the release x operation which marks the virtual machine x for disposal.
An expression z may change the state of the system. In particular, it may be an asynchronous method invocation that does not suspend caller's execution: when the value computed by the invocation is needed then the caller performs a non blocking get operation: if the value needed by a process is not available then an awaiting process is scheduled and executed. Expressions z also include new Vm that creates a new virtual machine. The intended meaning of operations taking place on different virtual machines is that they may execute in parallel, while operations in the same virtual machine interleave their evaluation (even if in the following operational semantics the parallelism is not explicit). The execution of method invocations and creations and releases of machines always returns an erroneous value when executed on a released machine.
A (pure) expression e are the reserved identifier this, the virtual machines identifiers and the integer expressions. Since our analysis will be parametric with respect to the inputs, we parse integer expressions in a careful way. In particular we split them into size expressions se, which are expressions in Presburger arithmetics (this is a decidable fragment of Peano arithmetics that only contains addition), and non-size expressions nse, which are the other type of expressions. The syntax of size and non-size expressions is the following: In the whole paper, we assume that sequences of declarations T x and method declarations M do not contain duplicate names. We also assume that that return statements have no continuation.
Semantics. vml semantics is defined as a transition relation between configurations, noted cn and defined below
Configurations are sets of elements -therefore we identify configurations that are equal up-to associativity and commutativity -and are denoted by the juxtaposition of the elements cn cn; the empty configuration is denoted by . The transition relation uses two infinite sets of names: vm names, ranged over by o, o , · · · and future names, ranged over by f , f , · · · . The function fresh() returns either a fresh vm name or a fresh future name; the context will disambiguate between the twos. We also use l to range over maps from variables to values. The map l also binds the special name destiny to a future value.
Runtime values v are either integers or vm and future names, or two distinct special values denoting a machine alive ( ) or dead (⊥), or an erroneous value err.
The elements of configurations are -virtual machines vm(o, a, p, q) where o is a vm name; a is either or ⊥ according to the machine is alive or dead, p is either {l | }, representing a terminated statement, or is the active process {l | s}, where l returns the values of local variables and s is the continuation; q is a set of processes to evaluate.
-future binders fut(f, v). When the value v is ⊥ then the actual value of f has still to be computed.
-method invocation messages invoc(o, f, m, v).
The following auxiliary functions are used in the semantic rules (we assume a fixed vml program):
-dom(l) returns the domain of l. 
where T m(T x){T z; s} belongs to the program.
The transition relation rules are collected in Figure 1 . They define transitions of virtual machines vm(o, a, p, q) according to the shape of the statement in the active process p. The rules are almost standard, except those about the management of virtual machines and the method invocation, which we are going to discuss.
(NEW-VM) creates a virtual machine and makes it active -rule (NEW-VM). If the virtual machine executing new Vm has been already released, then the operation returns an error -rule (NEW-VM-ERR). A virtual machine is disposed by means of the operation release x: this amounts to update its state a to ⊥ -rules (RELEASE-VM) and (RELEASE-VM-SELF). If instead the virtual machine executing the release has been already released, then the operation has no effect -rule (RELEASE-BOT).
Rule (ASYNC-CALL) defines asynchronous method invocation x = e!m(e). This rule creates a fresh future name that is assigned to the identifier x. The evaluation of the called method is then transferred to the callee virtual machine -rule (BIND-MTD) -and the caller progresses without waiting for callee's termination. If the caller has been already disposed then the invocation returns errrule (ASYNC-CALL-ERR) The invocation binds err to the future name when either the caller has been released -rule (ASYNC-CALL-ERR) -or the callee machine has been disposed -rule (BIND-MTD-ERR). Rule (READ-FUT) allows the caller to retrieve the value returned by the callee.
The initial configuration of a vml program with main function {F x ; s} is
where start is a special virtual machine and fstart is a fresh future name. As usual, let −→ * be the reflexive and transitive closure of −→.
Examples. In order to illustrate the features of vml we discuss few examples. For every example we also examine the type of output we expect from our cost analysis. We begin with two methods computing the factorial function: The method fact is the standard definition of factorial with the recursive invocation fact(n-1) always performed on the same machine. That is, to compute fact(n) one needs one virtual machine. On the contrary, the method costly_fact performs the recursive invocation on a new virtual machine z. The caller waits for its result, let it be m, then it releases the machine z and delivers the value m*n. Notice that every vm creation occurs before any release operation. As a consequence, costly_fact will create as many virtual machines as the argument n. That is, if the application has only k virtual machines then costly_fact cab compute factorials up-to k − 1 (1 is the virtual machine executing the method).
The analysis of costly_fact has been easy because the release operation is applied on a locally created virtual machine. Yet, in vml, release may also apply to method arguments and the presence of this feature in concurrent codes is the major source of difficulties for the analysis. A paradigmatic example is the double_release method discussed in Section 1 that may have either a cost of -2 or of -1 or of 0. It is worth to observe that, while over-approximations (e.g not counting releases) return (too) imprecise costs, under-approximations may return wrong costs. For example, the following method creates two virtual machines and releases the second one with this!double_release(x,x) before the recursive invocation. We notice that fake_method(n) should have cost n. However -an under-approximation of double_release (cost -2) gives 0 as cost of fake_method(n).
The aim of the following sections is to define a technique for determining the cost of method invocations that makes these costs depend on the identity and on the state of method's arguments, as well as on those arguments that are released.
Determinacy of releases of method's arguments
Our cost analysis of virtual machines uses abstract descriptions that carry informations about method invocations and creations and removals of virtual machines. In order to ease the compositional reasonings, method's descriptions also defines the arguments the method releases upon termination. In this contribution we stick to method descriptions that are as simple as possible, namely we assume that the arguments a method releases upon termination are a set. In turn, this requires that methods' behaviours are deterministic with respect to such releases. To enforce this determinacy, we constrain the language vml as follows.
Restriction 1: the branches in a method body always release the same set of method's arguments. For example, methods like if (n = 0) return 0 ; else { release x ; return 0; } } cannot be handled by our analysis because the else-branch releases the argument x while the then-branch does not release anything.
Restriction 2: method invocations are always synchronized within caller's body. In this way every effect of a method is computed before its termination. For example, methods like Int foo2(Vm x, Vm y) { this!double_release(x,y) ; return 0 ; } cannot be handled by our analysis because it is not possible to determine that the arguments x and y of foo2 will be released or not upon its termination because the invocation to double_release is asynchronous. Restriction 3: machines that are executing methods that release arguments must be alive. (This includes the carrier machine, e.g. method bodies cannot release the this machine.) Here (we are at static time) "alive" means that the machine is either the caller or has been locally created and has not been/being released. For example, in foo3
Int simple_release(Vm x) { release x; return 0; } Int foo3(Vm x) { Vm z ; Fut<Int> f ; z = new Vm ; f = z!simple_release(x) ; release z ; f.get ; return 0; } the machine z is released before the synchronisation with the simple_release -statement f.get. This means that the disposal of x depends on scheduler's choice, which means that it is not possible to determine whether foo3 will release x or not. A similar issue arises when the callee of a method releasing arguments is itself an argument. For example, in foo4
Int foo4(Vm x, Vm y) { Fut<Int> f ; f = x!simple_release(y) ; f.get ; return 0 ; } it is not possible to determine whether y is released or not because the state of x cannot be determined. In this case it is not possible to determine whether the value of z is x or err and, therefore, it is not clear whether the cost of release z is 0 or -1. The problem is identity, which returns the argument that is going to be released by a parallel method. The Restriction 4 bans methods like identity because it does not return a fresh machine. In fact, such machines cannot be released by a parallel method.
Restrictions 1, 3, and 4 are enforced by the type system in Section 4, in particular by rules (T-METHOD), (T-INVOKE) and (T-RELEASE), and (T-INVOKE) and (T-RETURN), respectively. Restriction 2 is a programming constraint; it may be released by using a continuation passing style that entangles a lot both the type system and the analysis (see [12] for a possible solution that has been designed for deadlock analysis).
The behavioural type system of vml
Behavioural types are abstract codes highlighting the features of vml programs that are relevant for the cost analysis in Section 5. These types support compositional reasonings and are associated to programs by means of a type system that is defined in this section.
The syntax of behavioural types uses vm names α, β, γ, · · · , and future names f , f , · · · . Sets of vm names will be ranged over by S, S , R, · · · , and sets of future names will be ranged over by F, F , · · · . The syntactic rules are presented in Figure 2 .
Behavioural types express creations of virtual machines (να)
and their removal (α ), method invocations (νf : m α(s) → o) and the corresponding retrieval of the value (f ), and the conditionals (respectively (se){c} + (¬se){c } or c + c , according to whether the boolean guard is a size expressions that depends on the arguments of a method or not). We will always shorten the type
In order to have a more precise type of continuations, the leaves of behavioural types are labelled with environments, ranged over by Γ, Γ , · · · . Environments are maps from method names m to terms α(r) : o, R, from variables to extended values x, from future names to future values, and from vm names to extended values Ft, which are called vm states in the following. These environments occurring in the leaves are only used in the typing proofs and are dropped in the final types (method types and the main statement type).
Vm states Ft are a collection of future names F plus the value t of the virtual machines. This F specifies the set of parallel methods that are going to release the virtual machine; t defines whether the virtual machine is alive , or it has been already released (⊥) or, according to scheduler's choices, it may be either alive or released (∂). Vm values also include terms α and α↓. The value α is given to the argument machines of methods (they will be instantiated by the invocations -see the cost analysis in Section 5), the value α↓ is given to argument values that are returned by methods and can be released by parallel methods (α↓ will be also evaluated in the cost analysis). Vm values are partially ordered by the relation ≤ defined by
In the following we will use the partial operation t t returning, whenever it exists, the greatest lower bound between t and t . For example ⊥ = ∂, but ∂ α ↓ is not defined. The type system uses judgments of the following form:
-Γ e : x for pure expressions e, Γ f : z for future names f , and Γ m α(r) : o, R for methods. -Γ S z : x, c Γ for expressions with side effects z, where x is the value, c is the behavioural type for z and Γ is the environment Γ with updates of variables and future names.
-Γ S s : c, in this case the updated environments are inside the behavioural type Γ , in correspondence of every branch of its.
Since Γ is a function, we use the standard predicates x ∈ dom(Γ) or x ∈ dom(Γ) and the environment update
With an abuse of notation (see rule (T-RETURN)), we let Γ[ → x] def = Γ (because does not belong to any environment). We will also use the operation and notation below:
-Ft ⇓ is defined as follows:
-the multihole contexts C[ ] defined by the following syntax:
The type system for expressions is reported in Figure 3 . It is worth to notice that this type system is not standard because (size) expressions containing method's arguments are typed with the expressions themselves. This is crucial in the cost analysis of Section 5.
The type system for expressions with side effects and statements is reported in Figure 4 .
We discuss rules (T-INVOKE), (T-GET), (T-RELEASE), and (T-NEW).
Rule (T-INVOKE) types method invocations e!m(e) by using a fresh future name f that is associated to the method name, the vm name of the callee and the arguments. The relevant point is the value of f in the updated environment. This value contains the returned value, the vm name of the callee and its state, and the set of the arguments that the method is going to remove. The vm state of the callee will be used when the method is synchronized to update the state of the returned object, if any (see rule (T-GET)). It is important to observe that the environment returned by (T-INVOKE) is updated with information about vm names released by the method: every such name will contain f in its state. Next we discuss the constraints in the second line and third line of the premise of (T-INVOKE). Assuming that the callee has not been already released (Γ(α) = F⊥), there are two cases: (i) either Γ(α) = ∅ or α is the caller object α : namely the callee is alive because it has been created by the caller or it is the caller itself,
(ii) or Γ(α) = ∅ : this case has two subcases, namely either (ii.a) the callee is being released by a parallel method or (ii.b) it is an argument of the caller method -see rule (T-METHOD).
While in (i) we admit that the invoked method releases vm names, in case (ii) we forbid any release, as we discussed in Restriction 3 in Section 3. We observe that, in case (ii.b), being α an argument of the method, it may retain any state when the method is invoked and, for reasons similar to (ii.a), it is not possible to determine at static time the exact subset of R that will be released. This constraint enforces Restriction 3 in Section 3. The constraint in the third line of the premise of (T-INVOKE) enforces Restriction 3 to the other invocations in parallel and to the object executing e!m(e). Rule (T-GET) defines the synchronisation with a method invocation that corresponds to a future f . Let (o, α, Ft, R) be the value of f in the environment. Since R defines the resources of the caller that are released, we record in the returned environment Γ that these resources are no more available. Γ also records the state of the returned vm name. If the returned value is a virtual machine that has been created by the method of f , its state is the same of the callee vm name (which may have been updated since the invocation), namely the value of t (Γ(α) ⇓). 
or Γ e 2 : or op ∈ { * , /} Γ e 1 op e 2 : Rule (T-RELEASE) models the removal of a vm name α. The premise in the second line verifies that the disposal do not address machines that are executing methods, as discussed in Restriction 3 of Section 3.
The type system of vml is completed with the rules for method declarations and programs, given in Figure 5 .
Without loss of generality, rule (T-METHOD) assumes that formal parameters of methods are ordered: those of Int type occur before those of Vm type. We observe that the environment typing the method body binds integer parameters to their same name, while the other ones are bound to fresh vm names (this lets us to have a more precise cost analysis in Section 5). We also observe that the returned value o may be either or a fresh vm name (o / ∈ {α} ∪ β) as discussed in Restriction 4 of Section 3. The constraints in the third line of the premises of (T-METHOD) implement Restriction 1 of Section 3. We also observe that (Γi(γ) = Γj(γ)) i,j∈1..n, γ∈S∪fv(o) guarantees that every branch of the be- Figure 5 . Behavioural typing rules of method and programs.
havioural type creates a new vm name and, by rule (T-RETURN), the state of the chosen vm name must be always the same. We display behavioural types examples by using codes from Sections 1 and 2. Actually, the following types do not abstract a lot from codes because the programs of the previous sections have been designed for highlighting the issues of our technique.
The behavioural types of fact and costly_fact are the following ones
and it is worth to highlight that the type of costly_fact records the order between the recursive invocation and the release of the machine.
The behavioural type of double_release is the following one
It is worth to notice that the releases β and γ in double_release are conditioned by the values of β and γ when the method is invoked.
The analysis of behavioural types
The types returned by the system in Section 4 are used to compute the resource cost of a vml program. This computation is performed by an off-the-shelf solver -the CoFloCo solver [11] -that takes in input a set of so-called cost equations. CoFloCo cost equations are terms
where m is a (cost) function symbol, exp is an expression that may contain (cost) function symbols applications (we do not define the syntax of exp, which may be derived by the following equations; the reader is referred to [11] ), and se is a size expression whose variables are contained in x.
Basically, our translation maps method types into cost equations, where
• method invocations are translated into function applications,
• virtual machine creations are translated into a +1 cost,
• virtual machine releases are translated into a -1 cost, There are two function calls for every method invocation: one returns the maximal number of resources needed to execute a method m, called peak cost of m and noted mpeak, and the other returns the number of resources the method m creates without releasing, called net cost of m and noted mnet. These functions are used to define the cost of sequential execution and parallel execution of methods. For example, omitting arguments of methods, the cost of the sequential composition of two methods m and m is the maximal value between mpeak, mnet + m peak , and mnet + m net ; while the cost of the parallel execution of m and m is the maximal value between mpeak + m peak , mnet + m peak , mnet + m peak , and mnet + m net .
There are two difficulties that entangle our translation, both related to method invocations: the management of arguments' identities and of arguments' values. We notice that, in the type of m, there is not enough information to determine whether γ will have a cost equal to -1 or 0. In fact, while in typing rules of methods the arguments are assumed to be pairwise different -see rule (T-METHOD) -, it is not the case for invocations. For instance, if m is invoked with two arguments that are equal -β = γ -then γ is going to be released by the invocation free(β) and therefore it counts 0. To solve this problem of arguments' identity, we refine even more the translation of a method type, which now depends on an equivalence relation telling which of the vm names in parameter are actually equal or not. Hence, the above method m is translated in four cost functions: m
Arguments' identities. Consider the code
(x, y), which correspond to the invocations where x = y, and m { 1,2 } peak (x) and m { 1,2 } net (x), which correspond to the invocations where x = y. (The equivalence relation in the superscript never mention this, which is also an argument, because, in this case this cannot be identified with the other arguments, see below.)
The following function EqRel computes the equivalence relation corresponding to a specific method call; EqRel takes a tuple of vm names and returns an equivalence relation on indices of the tuple:
EqRel(α0, · · · , αn) = i∈0..n { {j | αj = αi} } Let EqRel(α0, · · · , αn)(β0, · · · , βn) be the tuple (βi 1 , · · · , βi k ), where i1, · · · , i k are canonical representatives of the sets in EqRel(α0, · · · , αn) (we take the vm name with the least index in every set). We observe that, by definition, EqRel(α0, · · · , αn)(α0, · · · , αn) is a tuple of pairwise different vm names (in α0, · · · , αn).
Without loosing in generality, we will always assume that the canonical representative of a set containing 0 is always 0. This index represents the this object and we remind that, by Restriction 3 in Section 3, such an object cannot be released. This is the reason why, in the foregoing discussion about the method m, we did not mentioned this. Additionally, in order to simplify the translation of method invocations, we also assume that the argument this is always different from other arguments (the general case just requires more details).
(Re)computing argument's states. In Section 4 we computed the state of every machine in order to enforce the restrictions in Section 3. In this section we mostly compute them again for a different reason: obtaining a (more) precise cost analysis. Of course one might record the computation of vm states in behavioural types. However, this solution has the drawback that behavioural types become unintelligible because they carry informations that is needed by the analyser.
Let a translation environment, ranged over Ψ, Ψ , be a mapping from vm names to vm states and from future names to triples (Ψ , R, m β(se, β) → o), where Ψ is a translation environment defined on vm names only, called vm-translation environment. We define the following auxiliary functions -let Ψ be a vm-translation environment. Then
-the update of a vm-translation environment Ψ with respect to f and Ψ , written Ψ f Ψ , returns a vm-translation environment defined as follows:
This operation Ψ f Ψ updates the vm-translation environment Ψ of a method invocation, which is stored in the future f , with respect to the translation environment at the synchronisation point. It is worth to observe that, by definition of our type system and the following translation function, the values of Ψ(α) and Ψ (α) are related. In particular, if t = α then t can be either α or α↓ (the machine is released by a method that has been invoked in parallel) or ⊥ (the machine has been released before the get operation on the future f ); if t = then t can be either or ∂ (the machine is released by a method that has been invoked in parallel) or ⊥ (the machine has been released before the get operation).
-the merge operation, noted Ψ(∆), where Ψ is a vm-translation environment and ∆ is an equivalence relation, returns a substitution defined as follows. Let
for every α ∈ dom(Ψ). The operator ⊗ α has not been defined on vm values as ∂ or because we merge vm names whose image by Ψ can be either Fβ or Fβ↓ or F⊥. As a notational remark, we observe that Ψ(∆) is noted as a map
These two notations are clearly equivalent: we prefer the former one because it will let us to write Ψ(∆)(α) or even Ψ(∆)(α1, · · · , αn) with the obvious meanings.
To clarify the reason for a merge operator, consider the atom f within a behavioural type that binds f to foo α(β, γ). Assume to evaluate this type with ∆ = {β, γ}. That is, the two arguments are actually identical. What are the values of β and γ for evaluating foo ∆ peak and foo ∆ net ? Well, we have 1. to select the representative between β and γ: it will be ∆(β) (which is equal to ∆(γ);
2. to take a value that is smaller than Ψ(β) and Ψ(γ) (but greater than any other value that is smaller);
3. to substitute β and γ with the result of 2.
For instance, let Ψ = [α → ∅α, β → ∅β↓, γ → ∅γ] and ∆(β) = ∆(γ) = β. We expect that a value for the item 2 above is ∅β↓ and the substitution of the item 3 is { ∅β↓, ∅β↓ / β, γ }. Formally, the operation returning the value for 2 is ⊗ β and the the substitution of item 3 is the output of the merge operation.
The translation function. The translation function, called translate, is structured in three parts that respectively correspond to simple atoms, full behavioural types, and method types and full programs. translate carries five arguments:
1. ∆ is the equivalence relation on formal parameters identifying those that are equal. We assume that ∆(x) returns the unique representative of the equivalence class of x. Therefore we can use ∆ also as a substitution operation.
2. Ψ is the translation environment which stores temporary information about futures that are active (unsynchronised) and about the state of vm names; 3. α is the name of the virtual machine of the current behavioural type;
4. e is the sequence of (over-approximated) costs of the current execution branch;
5. the behavioural type being translated; it may be either a, c or C.
In the definition of translate we use the two functions
The left-hand side function is used when a virtual machine is created. It returns 1 or 0 according to the virtual machine that is executing the code can be alive (α = ⊥) or not, respectively. The right-hand side function is used when a virtual machine is released (in correspondence of atoms β ). The release is effectively computed -value -1 -only when the virtual machine that is executing the code is alive (α = ). Finally, we will assume the presence of a lookup function lookup that takes method invocations m α(r, β) and returns tuples c : o, R. This function is left unspecified.
The definition of translate follows. We begin with the translation of atoms. 
In the definition of translate we always highlight the last expression in the sequence of costs of the current execution branch (the fourth input). This is because the cost of the parsed atom applies to it, except for the case of f . In this last case, let e; e be the expression. Since the atom expresses the synchronisation of f , e; e will have occurrences of f . In this case, the function translate has to compute two values: the maximum number of resources used by (the method corresponding to) f during its execution -the peak cost used in the substitution σ -and the resources used upon the termination of (the method corresponding to) f -the net cost used in the substitution σ . In particular, this last value has to be decreased by the number of the resources released by the method. This is the purpose of the addend γ∈∆(R),Θ(γ)=Ft,F =∅ CREL(t) that remove machines that are going to be removed by parallel methods (the constraint F = ∅) because the other ones have been already counted both in the peak cost and in the net cost. We observe that the instances of the method mpeak and mnet that are invoked are those corresponding to the equivalence relation of the tuple (β, β).
The of behavioural types is given by composing the definitions of the atoms. In this case, the output of translate is a set of cost equations. The translation of method types and behavioural type programs is given below. Let P be the set of partitions of 1..n. Then
Let (C1 . . . Cn, c) be a behavioural type program and let
As an example, we show the output of translate when applied to the behavioural type of double_release computed in Section 4. Since double_release has two arguments, we generate two sets of equations, as discussed above. In order to ease the reading, we omit the equivalence classes of arguments that label function names: the reader may grasp them from the number of arguments. For the same reason, we represent a partition {{1}, {2}, {3}} corresponding to vm names α1, α2 and α3 by [α1, α2, α3] and {{1}, {2, 3}} by [α1, α2] (we write the canonical representatives). For simplicity we do not add the partition to the name of the method.
To highlight a cost computation concerning double_release, consider the following two potential users 
The translations of the foregoing types give the set of equations
If we compute the cost of user 1peak(α) and user 1net(α) we obtain 2 and 0, respectively. That is, in this case, double_release being invoked with two different arguments has cost -2. On the contrary, the cost of user 2peak(α) and user 2net(α) is 1 and 0, respectively. That is, in this case, double_release being invoked with two equal arguments has cost -1.
Outline of the proof of correctness
The proof of correctness of our technique is long even if almost standard (see [12] for a similar proof). In this section we overview it by highlighting the main difficulties.
The first part of the proof addresses the correctness of the type system in Section 4. As usual with type systems, the correctness is represented by a subject reduction theorem expressing that if a configuration cn of the operational semantics is well typed and cn → cn then cn is well-typed as well. It is worth to observe that we cannot hope to demonstrate a statement guaranteeing typepreservation because our types are "behavioural" and change during the evolution of the systems. However, it is critical for the correctness of the cost analysis that there exists a relation between the type of cn, let it be c, and the type of cn , let it be c . Therefore, a subject reduction for the type system of Section 4 requires The proof of this theorem is by case on the reduction rule applied and it is usually not complex because the relation mimics the vml transitions in Section 2.
The second part of the proofs relies on the definition of the notion of direct cost of a behavioural type (of a configuration), which is the number of virtual machines occurring in the type. The basic remark here is that the number of alive virtual machines in a configuration is identical to the direct cost of the corresponding a behavioural type. This requires 3. the extension of the function translate to compute the cost equations for behavioural types of configurations. These equations allow us to compute the peak cost of a behavioural type (of a configuration).
The proofs of the following two properties are preliminary to the correctness of our technique: Lemma 6.2 (Basic Cost Inclusion). The direct cost of a behavioural type of a configuration is less or equal to its peak cost. It is important to observe that the proofs of Lemmas 6.2 and 6.3 are given using the (theoretical) solution of cost equations in [11] . This lets us to circumvent possible errors in implementations of the theory, such as CoFloCo [11] or PUBS [1] . Given the basic cost and reduction cost inclusions, we can demonstrate the correctness theorem for our technique. The proof outline is as follows. Since the cost of the initial configuration cn is the direct cost of c then, by Lemma 6.2, this value is less or equal to the peak cost of c. Let n be a solution of this cost. The argument proceeds by induction on the number of reduction steps:
• for the base case, when the program doesn't reduce, it turns out that n ≥ 1;
• for the inductive case, let cn → cn . By applying Theorem 6.1 and Lemma 6.3, one derives that n is bigger than the peak cost of the behavioural type of cn . Thus, by Lemma 6.2, we have that n is larger than the number of alive virtual machines in cn .
Integration with a cost analysis tool
We briefly discuss technical details about the translation of the recurrence relations in Section 5 into the CoFloCo analyser [11] and we examine the outputs obtained by running examples of this paper.
In order to comply with usual input formats of tools, we need to define encodings for vm values and for the functions CNEW and CREL. We therefore define -is modelled by 1, ∂ is modelled by 2, ⊥ is modelled by 3, and α by α. As regards α ↓, it is modelled by the conditional
-the auxiliary functions CNEW and CREL are translated in recurrence relations as follows:
We begin our experiments with the translation of double_release when used by user1. In this case, the arguments of double_release are all different, therefore we use double releasepeak(α1, α2, α3) and double releasenet(α1, α2, α3). We write these functions in CoFloCo as doubleRelease123_peak(A,B,C) and doubleRelease123_net(A,B,C). The input code for the cost analyser is omitted. The following table report the output of CoFloCo When double_release is invoked used by user2 then its arguments are equal. That is double releasepeak(α1, α2) and double releasenet(α1, α2) are used, which are written in CoFloCo as doubleRelease12_peak(A,B) and doubleRelease12_net(A,B). The table below shows the output of the cost analyzer for the given equations, where, again, we consider only the case when the first argument is alive, that is, it is equal to 1. 
Related Work
After the pioneering work by Wegbreit in 1975 [21] that discussed a method for deriving upper-bounds costs of functional programs, a number of cost analysis techniques have been developed. Those ones that are closely related to this contribution are based either on cost equations (solvers) or on amortized analysis.
The techniques based on cost equations address cost analysis in three steps by: (i) extracting relevant information out of the original programs by abstracting data structures to their size and assigning a cost to every program expression, (ii) converting the abstract program into cost equations, and (iii) solving the cost equations with an automatic tool. Recent advances have been done for improving the accuracy of upper-bounds for cost equations [1, 4, 9, 11, 13] and we refer to [11] for a comparison of these tools. The main advantage of these techniques is that cost equations may carry Presburger arithmetic conditions thus supporting a precise cost analysis of conditional statements. The main drawback is that they extract control flow graphs from programs to perform their analysis, using abstract interpretations and control flow refinement techniques [4, 5] . It turns out that the above techniques do not provide the alias analysis and the name identity management that we have done in Section 4, which are essential for function or procedure abstraction, thus jeopardising compositional reasoning when large programs are considered.
The techniques based on amortized analysis [20] associate socalled potentials to program expressions by means of type systems (these potential determine the resources needed for each expression to be evaluated). The connection between the original program and the cost equations can be indeed demonstrated by a standard subject-reduction theorem [10, [15] [16] [17] [18] . While the techniques based on types are intrinsically compositional and, more importantly, type derivations can be seen as certificates of abstract descriptions of functions, type based methods do not model the interaction of integer arithmetic with resource usage, thus being less accurate in some cases. An emblematic example is the following function: which recursively invokes itself 2*n times, and half the times executes the second branch -the case (n>m) -with cost 1 and half the times executes the else branch (with cost 2). The techniques based on amortized analysis give a cost for the function foo that is 2*(2*n)=4*n -without recognizing that the most costly branch is executed only half of the times -because they always assign the same cost to every branch. On the contrary, a more accurate analysis should derive that the actual cost of foo is 2*n + n = 3*n. In fact, this is the case of solvers based cost equations, such as [11] .
The technique proposed in this paper combines the advantages of the two approaches discussed above. It is modular, like the techniques based on cost equations, our one also consists of three steps, and it extracts the relevant information of programs by means of a behavioural type system, like the technique based on amortized analysis. Therefore, our technique is compositional and can be proved sound by means of a standard subject-reduction theorem. At the same time it is accurate in modelling the interaction of integer arithmetic with resource usage.
A common feature of cost analysis techniques in the literature is that they analyze cumulative resources. That is, resources that do not decrease during the execution of the programs, such as execution time, number of operations, memory (without an explicit free operation). As already discussed, this assumption eases the analysis because it permits to compute over-approximated cost. On the contrary, the presence of an explicit or implicit release operation entangles the analysis. In [2] , a memory cost analysis is proposed for languages with garbage collection. It is worth to say that the setting of [2] is not difficult because, by definition of garbage collection, released memory is always inactive. The impact of the release operation in the cost analysis is thoroughly discussed in [7] by means of the notions of peak cost and net cost that we have also used in Section 5. It is worth to notice that, for cumulative analysis, this two notions coincide while, in non-cumulative analysis (in presence of a release operation), they are different and the net cost is key for computing tight upper bounds.
Recently [6] has analysed the cost of a language with explicit releases. We observe that the release operation studied in [6] is used in a very restrictive way: only locally created resources can be released. This constraint guarantees that costs of functions are always not negative, thus permitting the (re)use of non-negative cost models of cumulative analysis.
We conclude by discussing cost analysis techniques for concurrent systems, which are indeed very few [3, 5, 14] . In order to reduce the imprecision of the analysis caused by the nondeterminism, [3, 5] use a clever technique for isolating sequential code from parallel code, called may-happen-in-parallel [8] . We notice that no one of these contributions consider a concurrent language with a powerful release operation that allows one remove the resources taken in input. In fact, without this operation, one can model the cost by simply aggregating the sets of operations that can occur in parallel, as in [5] , and all the theoretical development is much easier.
Conclusion
This paper presents the first (to the best of our knowledge) static analysis technique that computes upper bound of virtual machines usages in concurrent programs that may create and, more importantly, may release such machines. Our analysis consists of a type system that extracts relevant information about resource usages in programs, called behavioural types; an automatic translation that transforms these types into cost expressions; the application of solvers, like CoFloCo [11] , on these expressions that compute upper bounds of the usage of virtual machines in the original program. A relevant property of our technique is its modularity. For the sake of simplicity, we have applied the technique to a small language. However, by either extending or changing the type system, the analysis can be applied to many other languages with primitives for creating and releasing resources. In addition, by changing the translation algorithm, it is possible to target other solvers that may compute better upper bounds.
For the future, we consider at least two lines of work. First, we intend to alleviate the restrictions introduced in Section 3 on the programs we can analyse. This may be pursued by retaining more expressive notations for the effect of a method, i.e. by considering R as a set of sets instead of a simple set. Such a notation is more suited for modelling nondeterministic behaviours and it might be made even more expressive by tagging all the different effects in R with a condition specifying when such effect is yielded. Clearly, the management of these domains becomes more complex and the trade-off between simplicity and expressiveness must be carefully evaluated. Second, we intend to implement our analysis targeting a programming language with a formal model as ABS [19] , of which vml is a very basic sub-calculus. The current prototype translates a behavioural type program into cost equations and we expect to define an inference system that returns behavioural types in the same style of [12] .
