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ENUMERATION OF 2-LEVEL POLYTOPES
ADAM BOHN1, YURI FAENZA2, SAMUEL FIORINI3, VISSARION FISIKOPOULOS4, MARCO MACCHIA5,
AND KANSTANTSIN PASHKOVICH6
Abstract. A (convex) polytope P is said to be 2-level if for every direction of hyperplanes which
is facet-defining for P , the vertices of P can be covered with two hyperplanes of that direction. The
study of these polytopes is motivated by questions in combinatorial optimization and communication
complexity, among others. In this paper, we present the first algorithm for enumerating all combi-
natorial types of 2-level polytopes of a given dimension d, and provide complete experimental results
for d 6 7. Our approach is inductive: for each fixed (d− 1)-dimensional 2-level polytope P0, we enu-
merate all d-dimensional 2-level polytopes P that have P0 as a facet. This relies on the enumeration
of the closed sets of a closure operator over a finite ground set. By varying the prescribed facet P0,
we obtain all 2-level polytopes in dimension d.
1. Introduction
A polytope P ⊆ Rd is said to be 2-level if every hyperplane H that is facet-defining for P has a
parallel hyperplane H ′ that contains all the vertices of P which are not contained in H. In particular,
if P is empty or a point, it is 2-level.
Some well known families of polytopes turn out to be 2-level. For instance, cubes and cross-polytopes
(more generally, Hanner polytopes [22]), Birkhoff polytopes [3] (more generally, polytopes of the form
P = {x ∈ [0, 1]d | Ax = b} where A ∈ Zm×d is totally unimodular and b ∈ Zm), order polytopes [34],
stable set polytopes of perfect graphs [6] and their twisted prisms, the Hansen polytopes [23], and
spanning tree polytopes of series-parallel graphs [20] all are 2-level polytopes. Interestingly, it seems
that there are only very few further examples of 2-level polytopes known beyond this short list. This
is in constrast with the fact that 2-level polytopes appear, as we show next, in different areas of
mathematics and theoretical computer science.
Motivations. Let V ⊆ Rd be a finite set and k be a positive integer. A polynomial f(x) ∈ R61[x] of
degree at most 1 is said to be (1, k)-SOS on V if there exist polynomials g1(x), . . . , gn(x) ∈ R6k[x] of
degree at most k such that
f(x) =
n∑
i=1
g2i (x) for every x ∈ V .
The k-th theta body of V is the convex relaxation of the convex hull of V defined by the linear
inequalities f(x) > 0 where f(x) is (1, k)-SOS on V . The theta rank of V is defined as the smallest
k such that this relaxation is exact, that is, the smallest k such that for every valid linear inequality
f(x) > 0, the affine form f(x) is (1, k)-SOS on V . These notions were introduced by Gouveia, Parrilo
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and Thomas [15]. Answering a question of Lova´sz [26], they proved that a finite set has theta rank 1
if and only if it is the vertex set of a 2-level polytope.
By virtue of this result and of the connection between sum-of-squares and semidefinite programming
(see, e.g., [4] for more details), 2-level polytopes are particularly well behaved from the point of view
of optimization: any linear optimization problem over a 2-level polytope in Rd can be reformulated
as a semidefinite programming problem over (d + 1) × (d + 1) symmetric matrices. More precisely,
it is known that 2-level polytopes have minimum positive semidefinite rank (or positive semidefinite
extension complexity) among all polytopes of the same dimension. In other words, 2-level d-polytopes
have positive semidefinite rank equal to d+ 1 [14]. For example, stable set polytopes of perfect graphs
are one of the most prominent examples of 2-level polytopes. To our knowledge, the fact that these
polytopes have small positive semidefinite rank is the only known reason why one can efficiently find
a maximum stable set in a perfect graph [21].
Moreover, 2-level polytopes are also of interest in communication complexity since they provide
interesting instances to test the log-rank conjecture [27], one of the fundamental open problems in the
area. This conjecture asserts that every 0/1-matrix M can be computed by a deterministic communica-
tion protocol of complexity at most polylog(rk(M)), which implies that the nonnegative rank of every
0/1-matrix M is at most 2polylog(rk(M)). Since every d-dimensional 2-level polytope has a slack matrix
that is a 0/1-matrix of rank d+ 1 (see Section 2.3), the log-rank conjecture implies that every 2-level
d-polytope has nonnegative rank (or linear extension complexity) at most 2polylog(d). This is known
for stable set polytopes of perfect graphs [37], but appears to be open for general 2-level polytopes.
There are more reasons to study 2-level polytopes beyond those given above, in particular, in the
context of volume computation and Erhart theory in which 2-level polytopes originally appeared, see,
e.g, [33], and in statistics [35].
Contribution and outline. In this paper we study the problem of enumerating all combinatorial
types of 2-level polytopes of a fixed dimension d. This is equivalent to enumerating all 2-level polytopes,
up to affine equivalence, see Lemma 5. For a definition of affine and combinatorial equivalence, see [38,
Chapter 0]. Since every 2-level polytope is affinely equivalent to a 0/1-polytope, one might think to
compute all 2-level polytopes of a given dimension simply by enumerating all 0/1-polytopes of that
dimension and discarding the polytopes which are not 2-level. However, the complete enumeration of
d-dimensional 0/1-polytopes has been implemented only for d 6 5 [1]. The author of the same paper
has enumerated all 6-dimensional 0/1-polytopes having up to 12 vertices, but the complete enumeration
even for this low dimension is not expected to be feasible: the output of the combinatorial types alone
is so huge that it is not currently possible to store it or search it efficiently [39]. Thus for all but
the lowest dimensions, there is no hope of working with a pre-existing list of 0/1-polytopes, and it is
desirable to find an efficient algorithm which computes 2-level polytopes from scratch. We present the
first algorithm to enumerate all combinatorial types of 2-level polytopes of a given dimension d. The
algorithm uses new structural results on 2-level polytopes which we develop here.
Our starting point is a pair of full-dimensional embeddings of a given 2-level d-polytope defined in
Section 2. In one embedding, which we refer to as the H-embedding, the facets have 0/1-coefficients.
In the other —the V-embedding— the vertices have 0/1-coordinates. The H- and V-embeddings are
determined and linked by a structure, which we call a simplicial core (see Section 2.2).
We describe the enumeration algorithm in detail in Sections 3, 4 and 5. It computes a complete list
Ld of non-isomorphic 2-level d-polytopes using the list Ld−1 of 2-level (d−1)-polytopes. The algorithm
is based on the fact that Ld is the union of Ld(P0) for P0 ∈ Ld−1, where Ld(P0) is the collection of
all 2-level d-polytopes that have P0 as a facet. Indeed, every facet of a 2-level polytope is 2-level
(see Lemma 6 below) and thus the above union equals Ld. Our enumeration strategy is illustrated in
Figure 1.
For every polytope P0 ∈ Ld−1, we perform the following steps. First, we embed P0 in the hyperplane
{x ∈ Rd |x1 = 0} ' Rd−1 (using a H-embedding). Then, we compute a collection A of point sets
2
1 2
4
3
12
8
4
8
4
41
50
7
44
17
12
24
21
19
5
10
14
19
18
9
7
12
10
5
Figure 1. (Rotated) Hasse diagram of the poset of combinatorial types of 2-level
polytopes with respect to inclusion. In the figure, an edge between the combinatorial
types of the polytopes P and F indicates that P has a facet that is isomorphic to F .
Combinatorial types of a fixed dimension are sorted top to bottom lexicographically
by their f -vector. Thus the first type is always that of the simplex. Labels on the
nodes of the diagram are the number of times a given combinatorial type appears as
a facet of another type.
A ⊆ {x ∈ Rd |x1 = 1} such that for each 2-level polytope P ∈ Ld(P0), there exists A ∈ A with P
isomorphic to conv(P0 ∪A). For each A ∈ A, we compute the slack matrix of Q := conv(P0 ∪A) and
add Q to the list Ld, provided that it is 2-level and not isomorphic to any of the polytopes already
generated by the algorithm.
The efficiency of this approach depends greatly on how the collection A is chosen. Here, we exploit
the H- and V-embeddings to define a proxy for the notion of 2-level polytopes in terms of closed sets
with respect to a certain closure operator and use this proxy to construct a suitable collection A.
Moreover, we develop tools to compute convex hulls combinatorially and avoid resorting to standard
convex hull algorithms (see Section 6.1), providing a significative speedup in the computations.
We implement this algorithm and run it to obtain Ld for d 6 7. The outcome of our experiments
is discussed in Section 6.2. In particular, our results show that the number of combinatorial types of
2-level d-polytopes is surprisingly small for low dimensions d. We conclude the paper by discussing
research questions inspired by our experiments, see Section 7.
Previous related work. The enumeration of all combinatorial types of point configurations and
polytopes is a fundamental problem in discrete and computational geometry. Latest results in [9]
report complete enumeration of polytopes for dimension d = 3, 4 with up to 8 vertices and d = 5, 6, 7
with up to 9 vertices. For 0/1-polytopes this is done completely for d 6 5 and d = 6 with up to 12
3
vertices [1]. In our approach, we use techniques from formal concept analysis, in particular we use a
previously existing algorithm to enumerate all concepts of a relation, see [11, 25].
Regarding 2-level polytopes, Grande and Sanyal [20] give an excluded minor characterization of
2-level matroid base polytopes. Grande and Rue´ [19] give a O(cd) lower bound on the number of
2-level matroid d-polytopes. Finally, Gouveia et al. [16] give a complete classification of polytopes
with minimum positive semidefinite rank, which generalize 2-level polytopes, in dimension d = 4.
Conference versions. A first version of the enumeration algorithm together with the experimental
results for d 6 6 appeared in [5]. An improvement of the algorithm that yielded enumeration results
in d = 7 appeared as part of [8]. We point out that this paper is missing one 2-level polytope for
d = 7, see [8, Table 2]. The correct number of 2-level 7-polytopes is provided here, see Table 3
below. Besides this correction, the present paper contains a full correctness proof for the enumeration
algorithm. Moreover, compared to [8], the algorithm was further optimized. The two main differences
are: the more drastic reductions we perform on the ground set, and the fact that we bypass convex
hull computations completely. These are replaced by a combinatorial polytope verification procedure.
More details can be found in Section 6.1.
2. Embeddings
In this section, after fixing some notation, we discuss the notion of simplicial core. This is then
used to define the two types of embeddings that we use for 2-level polytopes. Finally, we establish
important properties of these embeddings that are used later in the enumeration algorithm.
2.1. Notations. For basic notions on polytopes that do not appear here, we refer the reader to [38].
We use vert(P ) to denote the vertex set of a polytope P . Let d denote a positive integer, which we
use most of the time to denote the dimension of the ambient space. A d-polytope is simply a polytope
of dimension d. We let [d] := {1, . . . , d}. For x ∈ Rd and E ⊆ [d], we let x(E) := ∑i∈E xi.
2.2. Simplicial cores. We introduce the structural notion of simplicial core of a polytope, which will
be used in the enumeration algorithm to ease the counting of combinatorial types of 2-level polytopes.
Definition 1 (Simplicial core). A simplicial core for a d-polytope P is a (2d+ 2)-tuple (F1, . . . , Fd+1;
v1, . . . , vd+1) of facets and vertices of P such that each facet Fi does not contain vertex vi but contains
vertices vi+1, . . . , vd+1.
v4
v2
v1
v3
F1
F2 F3F4
Figure 2. Some simplicial core (F1, F2, F3, F4; v1, v2, v3, v4) for the 3-dimensional cube.
The concept of simplicial core appeared in relation with 2-level polytopes already in [33] and with
polytopes of minimum nonnegative rank in [17].
The following lemma proves the existence of simplicial cores. Although this is known (see [17,
Proposition 3.2]), we provide a proof for completeness.
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Lemma 2. For every d-polytope P there exist facets F1, . . . , Fd+1 and vertices v1, . . . , vd+1 of P
such that (F1, . . . , Fd+1; v1, . . . , vd+1) is a simplicial core for P .
Proof. The proof is by induction on the dimension. For a 1-polytope P := conv({v1, v2}) we can take
F1 := {v2} and F2 := {v1}. For the induction step, let P ′ be a facet of P . Thus P ′ is a (d−1)-polytope.
By the induction hypothesis, there are facets F ′2, . . . , F ′d+1 and vertices v2, . . . , vd+1 of P ′ such that
(F ′2, . . . , F ′d+1; v2, . . . , vd+1) is a simplicial core for P ′. Now let F1 := P ′ and, for i, 2 6 i 6 d + 1, let
Fi be the unique facet of P that contains F ′i and is distinct from F1. Let v1 be any vertex of P which
does not belong to the facet F1.
By construction, each Fi contains vi+1, . . . , vd+1. Moreover, F1 does not contain v1 and, for i ≥ 2,
facet Fi does not contain vi because otherwise F ′i = F1 ∩ Fi would contain vi, contradicting our
hypothesis. 
We point out that the proof of Lemma 2 gives us more than the existence of simplicial cores: for
every polytope P , every facet F1 of P and every simplicial core Γ′ := (F ′2, . . . , F ′d+1; v′2, . . . , v′d+1) of
F1, there exists a simplicial core Γ := (F1, F2, . . . , Fd+1; v1, v2, . . . , vd+1) of P extending Γ′ in the sense
that F ′i = F1 ∩ Fi and v′i = vi for i > 2.
Finally, we make the following observation. Let (F1, . . . , Fd+1; v1, . . . , vd+1) be a simplicial core of
some polytope P . For each i, the affine hull of Fi contains vj for j > i, but does not contain vi.
Therefore, the vertices of a simplicial core are affinely independent. That is, v1, . . . , vd+1 form the
vertex set of a d-simplex contained in P .
2.3. Slack matrices and slack embeddings.
Definition 3 (Slack matrix [37]). The slack matrix of a polytope P ⊆ Rd with m facets F1, . . . , Fm
and n vertices v1, . . . , vn is the m× n nonnegative matrix S = S(P ) such that Sij is the slack of the
vertex vj with respect to the facet Fi, that is, Sij = gi(vj) where gi : Rd → R is any affine form such
that gi(x) > 0 is valid for P and Fi = {x ∈ P | gi(x) = 0}.
The slack matrix of a polytope is defined up to scaling its rows by positive reals. Notice that
simplicial cores for P correspond to (d + 1) × (d + 1) submatrices of S(P ) that are invertible and
lower-triangular, for some ordering of rows and columns.
The slack matrix provides a canonical way to embed any polytope, which we call the slack embedding.
This embedding maps every vertex vj to the corresponding column Sj ∈ Rm+ of the slack matrix
S = S(P ). The next lemma shows that every polytope is affinely isomorphic to the convex hull of the
columns of its slack matrix.
Lemma 4. Let P be a d-polytope having facet-defining inequalities g1(x) > 0, . . . , gm(x) > 0, and
vertices v1, . . . , vn. If σ denotes a map from the affine hull aff(P ) of P to Rm defined by σ(x)i := gi(x)
for all x ∈ aff(P ), then the polytopes P and σ(P ) are affinely equivalent.
Proof. The map σ : aff(P )→ Rm is affine, and injective because it maps the vertices of any simplicial
core for P to affinely independent points. The result follows. 
By definition, a polytope P is 2-level if and only if S(P ) can be scaled to be a 0/1 matrix. Given
a 2-level polytope, we henceforth always assume that its facet-defining inequalities are scaled so that
the slacks are 0/1. Thus, the slack embedding of a 2-level polytope depends only on the support1 of
its slack matrix, which only depends on its combinatorial structure. As a consequence, we have the
following result:
Lemma 5. Two 2-level polytopes are affinely equivalent if and only if they have the same combinatorial
type.
1The support of a matrix M is the collection of all pairs (i, j) such that Mi,j 6= 0.
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Proof. The result follows directly from Lemma 4 and the fact that, since the slack matrix of a 2-level
polytope P is the facet vs. vertex non-incidence matrix of P , it depends only on the combinatorial
type of P . 
For the sake of completeness, we state the following basic result about 2-level polytopes, which
easily follows from our discussion of slack matrices (see also [15, Corollary 4.5 (2)]).
Lemma 6. Each face of a 2-level polytope is a 2-level polytope.
Proof. Let S = S(P ) ∈ {0, 1}m×n be the slack matrix of some 2-level polytope P , and let F be any
face of P . If F is empty or a point, then F is 2-level by definition. Otherwise, the slack matrix of F
is a submatrix of S, which implies that F is 2-level. 
2.4. H- and V-embeddings. Although canonical, the slack embedding is never full-dimensional,
which can be a disadvantage. To remedy this, we use simplicial cores to define two types of embeddings
that are full-dimensional. Let P be a 2-level d-polytope with m facets and n vertices, and let Γ :=
(F1, . . . , Fd+1; v1, . . . , vd+1) be a simplicial core for P . Since v1,. . . , vd+1 are affinely independent, the
images of v1,. . . , vd+1 uniquely define an affine embedding of P .
The slack matrix S(P ) is a 0/1 matrix. Moreover, we assume that the rows and columns of the
slack matrix S(P ) are ordered compatibly with the simplicial core Γ, so that the i-th row of S(P )
corresponds to facet Fi for 1 6 i 6 d + 1 and the j-th column of S(P ) corresponds to vertex vj for
1 6 j 6 d+ 1.
Definition 7 (H-embedding). The H-embedding of P with respect to the simplicial core Γ :=
(F1, . . . , Fd+1; v1, . . . , vd+1) is defined by mapping vj , 1 6 j 6 d to the unit vector ej of Rd and
mapping vd+1 to the origin.
Definition 8 (V-embedding). Let S := S(P ) be the slack matrix of P . The V-embedding of P with
respect to the simplicial core Γ := (F1, . . . , Fd+1; v1, . . . , vd+1) is defined by mapping vj , 1 6 j 6 d+ 1
to the point of Rd whose i-th coordinate is Sij for 1 6 i 6 d.
Equivalently, the V-embedding can be defined by the mapping x 7→ Mx, where M = M(Γ) is the
top left d × d submatrix of S(P ) and x ∈ Rd is a point in the H-embedding. In fact, the matrix M
maps the vertices of the simplicial core to the columns of the slack-matrix of P , that are precisely the
vertices of P in the V-embedding. The next lemma provides the main properties of these embeddings.
Lemma 9. Let P be a 2-level d-polytope and Γ := (F1, . . . , Fd+1; v1, . . . , vd+1) be some simplicial core
for P . Then the following properties hold:
• in the H-embedding of P with respect to Γ, all the facets are of the form x(E) 6 1 or x(E) > 0 for
some nonempty E ⊆ [d].
• in the V-embedding of P with respect to Γ, the i-th coordinate of a vertex is the slack with respect
to facet Fi of the corresponding vertex in P . In particular, in the V-embedding all the vertices have
0/1-coordinates.
Proof. Let g(x) := a0 +
∑d
i=1 aixi > 0 be a facet defining inequality in the H-embedding. Since P is
2-level, we may assume that g(x) takes 0/1 values on the vertices of the H-embedding. That is, on ej ,
1 6 j 6 d and the origin. Thus, g(x) has either the form
∑
i∈E xi or the form 1 −
∑
i∈E xi for some
nonempty E ⊆ [d].
Consider the V-embedding with respect to Γ and fix i, 1 6 i 6 d arbitrarily. The i-th coordinate of a
point in the V-embedding and the map computing the slack with respect to the facet Fi are two affine
forms on aff(P ), and their value coincide on the vertices v1, . . . , vd+1 ∈ P . The statement follows,
since the affine hull of v1, . . . , vd+1 equals aff(P ). 
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We use the notation M = M(Γ) for the top d × d submatrix of S(P ), and we call this submatrix
the embedding transformation matrix of Γ. Note that every embedding transformation matrix M is
unimodular. Indeed, M is an invertible, lower-triangular, 0/1-matrix. Thus det(M) = 1.
Below, we use the shorthand M ·X for the set {Mx | x ∈ X} where M is a d× d matrix and X is
a subset of Rd.
Corollary 10. Let P be the H-embedding of a 2-level d-polytope with respect to a simplicial core Γ.
Then vert(P ) = P ∩M−1 · {0, 1}d = P ∩ Zd ⊆ Zd, where M = M(Γ) is the embedding transformation
matrix of Γ.
Proof. The transformation matrix M is unimodular, thus it maps integer vectors to integer vectors.
For this reason vert(P ) = M−1 · (vert(M ·P )) = M−1 · (M ·P ∩{0, 1}d) since M ·P is a 0/1-polytope.
From this identity, vert(P ) = P ∩M−1 · {0, 1}. In the same fashion, using again the unimodularity of
M and the fact that M · P is integral, vert(P ) = M−1 · (M · P ∩ Zd) = P ∩M−1 · Zd = P ∩ Zd. 
It follows from Lemma 9 that any H-embedding of a 2-level d-polytope is of the form P (H) := {x ∈
Rd | 0 6 x(E) 6 1 for each E ∈ E}, for some hypergraph H = (V, E), with V = [d]. Observe that
P (H) is 2-level if and only if it is integral. For every hyperedge E ∈ E , we refer to a pair of inequalities
0 6 x(E) 6 1 as a pair of hyperedge constraints.
Finally, we prove a surprising structural result for 2-level polytopes: the local information of having
a simple vertex has a huge impact on the entire structure of the polytope since it forces the polytope
to be isomorphic to the stable set polytope of a perfect graph. We use this later in Section 6.2 to
recognize stable set polytopes of perfect graphs among 2-level polytopes.
Lemma 11. Let P be some 2-level polytope. If P has a simple vertex, then it is isomorphic to the
stable set polytope of a perfect graph.
Proof. Let v be some simple vertex of P . Assuming that P is d-dimensional, v is contained in d edges
of P . We denote by [v, vi], i ∈ [d], the d edges containing v. There exist facets F1, . . . , Fd+1 of P such
that Γ := (F1, . . . , Fd+1; v1, . . . , vd, vd+1 := v) is a simplicial core. The first d facets are determined by
the choice of v since they are all the facets of P containing v, while Fd+1 is any facet not containing
v. By construction, M(Γ) = Id.
Consider the H-embedding of P with respect to Γ, which has the form P (H) = {x ∈ Rd | 0 6
x(E) 6 1 for each E ∈ E}, for some hypergraph H = (V, E) with V = [d]. Since M(Γ) is the d × d
identity matrix, the H- and V-embeddings with respect to Γ coincide. For this reason, P (H) = P+(H),
where P+(H) := P (H) ∩ Rd+.
Since P is 2-level, P (H) = P+(H) is integral. By [7, Theorem 3.4], we conclude that P+(H) is the
stable set polytope of some perfect graph. The result follows. 
3. The enumeration algorithm
In this section, we provide a high-level description of the enumeration algorithm. At this stage, we
omit some details, which we postpone to Sections 4 and 5, and convey the main ideas.
Suppose that we are given a list Ld−1 of 2-level polytopes of dimension d−1, each stored with some
simplicial core. More precisely, each polytope in Ld−1 is represented by its slack matrix, with rows and
columns ordered in such a way that the top left d× d submatrix corresponds to the chosen simplicial
core.
Now pick P0 ∈ Ld−1, and let Γ0 denote its stored simplicial core. Let Md−1 := M(Γ0) be the
corresponding embedding transformation matrix. Thus Md−1 is the top left (d−1)×(d−1) submatrix
of the slack matrix of P0.
We would like to enumerate all 2-level d-polytopes P which have a facet isomorphic to P0, together
with a simplicial core Γ, up to isomorphism. From Lemma 6 we know that, by varying P0 ∈ Ld−1, we
are going to enumerate all combinatorial types of 2-level d-polytopes.
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Consider a 2-level d-polytope P having a facet isomorphic to P0. For the sake of simplicity, we
assume that P0 is actually a facet of P . Then we can find a simplicial core Γ of P that extends the
chosen simplicial core Γ0 of P0, see the discussion after Lemma 2. In terms of slack matrices, this
implies that the corresponding embedding transformation matrix Md := M(Γ) takes the form
(1) Md = Md(c) =

1 0 · · · 0
c1
...
cd−1
Md−1
 .
A priori, we do not know the vector c ∈ {0, 1}d−1. Suppose for now that we fix c ∈ {0, 1}d−1, so that
Md is completely defined. From Corollary 10, we know that in the H-embedding of P corresponding to
Γ, we have vert(P ) ⊆M−1d ·{0, 1}d. By construction, P0 is the first facet of Γ. Hence, P0 is the facet of
P defined by x1 > 0. Since P is 2-level, we can decompose its vertex set as vert(P ) = vert(P0)∪vert(P1)
where P1 is the face of P opposite to P0, defined by x1 6 1. Notice that vert(P1) ⊆ M−1d · ({1} ×
{0, 1}d−1), and moreover e1 ∈ vert(P1), since we are considering an H-embedding of P .
Now consider the set
(2) Xfull = Xfull(P0,Γ0) :=
⋃
c∈{0,1}d−1
Md(c)−1 · ({1} × {0, 1}d−1) .
From the discussion above, we know that every 2-level polytope P that has a facet isomorphic to P0
satisfies P = conv(vert(P0) ∪A) for some A ⊆ Xfull with e1 ∈ A, in some H-embedding.
Example 12. Let d = 3, let P0 be the 2-simplex, and let Γ0 be any of its simplicial cores (there is
just one, up to symmetry). Using (2), it is easy to compute that
Xfull =
⋃
c∈{0,1}2
(
1 0 0
c1 1 0
c2 0 1
)−1
· ({1} × {0, 1}2)
=
{(
1
−1
−1
)
,
(
1
−1
0
)
,
(
1
−1
1
)
,
(
1
0
−1
)
,
(
1
0
0
)
,
(
1
0
1
)
,
(
1
1
−1
)
,
(
1
1
0
)
,
(
1
1
1
)}
.
Notice that in this case Xfull can be more compactly expressed as {1} × {−1, 0, 1}2. This leads to an
alternative way to describe Xfull in general, which is discussed in detail in Section 5.2. In Figure 3, we
represent the H-embedding of P0 in {0} × R2 with respect to Γ0 and the set Xfull.
x1
x3
x2
P00
e1
Figure 3. H-embedding of P0 in {0}×R2 with respect to its simplicial core Γ0. The
black points in {1} × R2 form the corresponding set Xfull.
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The sets A ⊆ Xfull such that conv(vert(P0)∪A) is 2-level satisfy stringent properties, such as those
arising from Lemma 9. This greatly reduces the possible choices for A. In other words, the enumeration
algorithm does not have to consider every possible subset A of Xfull, but can restrict to a much smaller
family of subsets of Xfull. The next definition formalizes this.
Definition 13. Let P0, Γ0 and Xfull be as above. A family A of subsets of Xfull is called complete with
respect to P0, Γ0 if e1 ∈ A for every A ∈ A and every 2-level d-polytope having a facet isomorphic to
P0 has an H-embedding of the form conv(vert(P0) ∪A) for some A ∈ A.
The algorithm enumerates all candidate sets A ∈ A for some complete family A and checks, for
each of them, if it yields a 2-level polytope P := conv(vert(P0) ∪ A) that we did not previously find.
In case the latter holds, the algorithm adds P to the list Ld of d-dimensional 2-level polytopes.
Clearly, the strength of the algorithm relies on how accurate is our choice A, and how efficiently we
can enumerate the sets A ∈ A. In Section 4, we are going to define A as the collection of all closed sets
for some closure operator over the ground set Xfull. Then, in Section 5, we will reduce the ground set
and prove that the same closure operator applied on the smaller ground set yields a complete family.
The pseudocode of the enumeration algorithm is presented below, see Algorithm 1. The correctness
of the algorithm is a direct consequence of the discussion above, which relies on the fact that, for each
P0 ∈ Ld−1 with simplicial core Γ0, A = A(P0,Γ0) is a complete family.
Algorithm 1: Enumeration algorithm
Input : a complete list Ld−1 of (d− 1)-dimensional 2-level polytopes, each stored with a
simplicial core
Output: a complete list Ld of d-dimensional 2-level polytopes, each stored with a simplicial core
1 Set Ld := ∅;
2 foreach P0 ∈ Ld−1 with simplicial core Γ0 := (F ′2, . . . , F ′d+1; v2, . . . , vd+1) do
3 Construct the H-embedding of P0 in {0} × Rd−1 ' Rd−1 with respect to Γ0;
4 Let Md−1 := M(Γ0);
5 Construct Xfull as in (2);
6 Let A = A(P0,Γ0) ⊆ 2Xfull be a complete family with respect to P0, Γ0 ;
7 foreach A ∈ A do
8 Let P := conv(vert(P0) ∪A);
9 if P is not isomorphic to any polytope in Ld and is 2-level then
10 Let F1 := P0 and v1 := e1;
11 for i = 2, . . . , d+ 1 do
12 Let Fi be the facet of P distinct from F1 s.t. Fi ⊇ F ′i ;
13 end
14 Add polytope P to Ld with simplicial core Γ := (F1, . . . , Fd+1; v1, . . . , vd+1);
15 end
16 end
17 end
4. Closure operators
In this section, we describe the closure operator leading to the family A that is used by our enu-
meration algorithm. First, we provide two operators, each implementing a condition that candidate
sets A ∈ A have to satisfy in order to produce 2-level polytopes. Then, the final operator is obtained
by composing these two operators.
9
Before beginning the description of our operators, we recall the definition of closure operator. Let
X be an arbitrary ground set. A closure operator over X is a function cl : 2X → 2X on the power set
of X that is
(i) idempotent: cl(cl(A)) = cl(A) for every A ⊆ X ,
(ii) extensive: A ⊆ cl(A) for every A ⊆ X ,
(iii) monotone: A ⊆ B ⇒ cl(A) ⊆ cl(B) for every A,B ⊆ X .
A set A ⊆ X is said to be closed with respect to cl provided that cl(A) = A.
The enumeration of all closed sets of a given closure operator on some finite ground set is a well-
studied problem arising in many areas, and in particular in formal concept analysis [12]. As part of
our code, we implement Ganter’s Next-Closure algorithm [10, 11], one of the best known algorithms
for the enumeration of closed sets.
4.1. Discrete convex hull. In order to motivate our first operator, consider the sets X and Y where
X := Rd and Y is the set of all (closed) halfspaces of Rd. For a set A ⊆ X , we can define H(A) as
the set of all halfspaces that contain all the points of A. Similarly, for a set B ⊆ Y, we can define
P(B) as the set of all points that are contained in all the halfspaces of B. Now consider the operator
cl : 2X → 2X with
(3) cl(A) := P(H(A)).
We recall the following well known result in formal concept analysis and provide the proof for
completeness.
Lemma 14. Consider two sets X and Y, and a relation R ⊆ X × Y. Let the operator cl : 2X → 2X
be defined as
cl(A) := {x ∈ X | xRy for every y ∈ A′},
where A′ := {y ∈ Y | aRy for every a ∈ A}. Then cl is a closure operator over 2X .
Proof. Take two sets A ⊆ C ⊆ X . The map cl is extensive since every a ∈ A verifies the property
that aRb for every b ∈ A′, thus A ⊆ cl(A). The monotonicity holds as, by construction, A′ ⊇ C ′, thus
cl(A) ⊆ cl(C).
Finally, cl is idempotent: notice that for y ∈ Y, aRy for every a ∈ A iff aRy for every a ∈ cl(A),
therefore (cl(A))′ = A′. The claim follows. 
By Lemma 14, the map in (3) is a closure operator. It is obtained by composing the convex hull
operator and the topological closure operator. In other words, we have cl(A) = conv(A) for all A ⊆ X .
Our first closure operator is inspired by this construction.
Consider a 2-level (d− 1)-polytope P0, and let Γ0 be a simplicial core of P0. As before, consider the
corresponding H-embedding of P0 in {0} × Rd−1.
In our context, the role of X is played by vert(P0) ∪ Xfull, where Xfull is defined as before, see (2).
The role of Y is played by the collection of all slabs S = S(E) := {x ∈ Rd | 0 6 x(E) 6 1}, where
E ⊆ [d] is nonempty. For A ⊆ vert(P0) ∪ Xfull, we define E(A) as the set of all hyperedges E ⊆ [d]
whose corresponding slab S(E) contains all the points of A. That is, we let
(4) E(A) := {E ⊆ [d] | E 6= ∅, 0 6 x(E) 6 1 for every x ∈ A} .
Now, for A ⊆ Xfull we let
(5) cldch(A) := {x ∈ Xfull | 0 6 x(E) 6 1 for every E ∈ E(vert(P0) ∪A)} .
In other words, cldch maps A to the subset of Xfull satisfying all pairs of hyperedge constraints that
are satisfied by vert(P0) ∪A. From the discussion above, the operator cldch is a closure operator over
the ground set Xfull. Notice that we always have e1 ∈ cldch(A) since it belongs to Xfull and satisfies all
pairs of hyperedge constraints.
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Let A ⊆ Xfull. Using Lemma 9, we see that conv(vert(P0) ∪ A) is 2-level only if A is closed for the
operator cldch.
4.2. Incompatibilities. Here, we implement a second restriction on the choice of candidate sets
A ⊆ Xfull, that uses further constraints coming from the 2-levelness of P := conv(vert(P0) ∪A).
Every facet F0 of P0 can be uniquely extended to a facet F of P distinct from P0. Since P =
conv(vert(P0) ∪A) is assumed to be 2-level, we see that the vertices of P are covered by at most two
translates of aff(F ), the affine hull of F .
In order to model this fact, we declare three points u, v, w ∈ vert(P0) ∪ Xfull to be incompatible
whenever there exists a facet F0 of P0 such that aff(F0) and its three translates containing u, v and w
respectively cannot be covered by any two parallel hyperplanes other than {0}×Rd−1 and {1}×Rd−1
(see Figure 4 for an illustration).
We use incompatibilities between triples of points in vert(P0) ∪ Xfull to define the closure operator
clinc on the power set of Xfull. For every A ⊆ Xfull, we let
(6) clinc(A) :=
{
A if vert(P0) ∪A does not contain an incompatible triple,
Xfull otherwise.
The reader can easily check that clinc is a closure operator.
x1
x3
x2
aff(F0)
P0
F0
0
a
b
c
d
e1
f
g
h
i
Figure 4. An example of incompatible triple of points. As in Example 12, P0 is the
2-simplex. The facet F0 of P0 depicted in the figure certifies that the displayed triple
{a, d, e1} is incompatible. Notice that {0, a, e1} is also incompatible.
4.3. Final closure operator. Consider the operator cl : 2Xfull → 2Xfull defined as
(7) cl(A) := (clinc ◦ cldch)(A) .
This is our final operator, which is key for the construction of the complete family used in the enu-
meration algorithm, as we explain in Section 5.3.
Lemma 15. The operator cl defined in (7) is a closure operator.
Proof. The extensivity and monotonicity of cl directly follow from the analogous properties of clinc
and cldch. Moreover, the operator cl is idempotent. Indeed, for every A ⊆ Xfull, if cl(A) = Xfull then
cl(cl(A)) = cl(A). Otherwise cl(A) = cldch(A), and cl(cl(A)) = clinc(cldch(cldch(A))) = clinc(cldch(A)) =
cl(A). 
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5. Reductions of the ground set and complete family
As we described in Section 3, the task of enumerating all 2-level d-polytopes is subdivided in the
subtasks of enumerating all 2-level d-polytopes P with a prescribed base P0, for every 2-level (d− 1)-
polytope P0. It turns out that prescribing P0 as a facet yields more constraints on the structure of the
entire polytope P .
First, in Section 5.1, we look at facets of P0, whose expression is well known (see Lemma 9), and
we point out that their possible extensions restricts the choice of points of the ground set Xfull.
Later, in Section 5.2, we introduce a subdivision of Xfull in tiles (see (9)). Then we prove that there
exists a collection of translations in the hyperplane {1} × Rd−1 that move candidate sets across tiles
(Lemma 17) and preserve the property of being closed for cldch (Lemma 21) and also for clinc (Lemma
22), thus for their composition cl.
Both these arguments lead to the construction of a reduced ground set X ⊆ Xfull, defined in (10),
which serves the purpose of the enumeration algorithm: as we prove in Section 5.3, the collection of
all closed sets for the operator cl that are contained in X is a complete family of subsets with respect
to P0 and its embedding transformation matrix. This result crucially improves the efficiency of the
enumeration algorithm, see Section 6.
5.1. Removing points that always cause incompatibilities. Consider any facet F0 of the base
P0, assuming as before that P0 is H-embedded in {0} × Rd−1 with respect to its simplicial core Γ0.
By Lemma 9, there exists some nonempty E ⊆ {2, . . . , d} such that F0 is defined by either x(E) > 0
or x(E) 6 1 (recall that x(E) :=
∑
i∈E xi for every x ∈ Rd and every E ⊆ [d]).
Now, if a set A ⊆ Xfull with e1 ∈ A contains a point u such that u(E) /∈ {−1, 0, 1} then one can
always find points v and w in vert(P0) ∪ A such that {u, v, w} is incompatible. As a matter of fact,
one can always take v = e1 and w as any vertex of P0 not on F0. Indeed, the four affine spaces
{x ∈ Rd | x(E) = 0, x1 = 0}, {x ∈ Rd | x(E) = 1, x1 = 0}, {x ∈ Rd | x(E) = 0, x1 = 1} and
{x ∈ Rd | x(E) = u(E), x1 = 1} cannot be covered by two parallel hyperplanes other than {0}×Rd−1
and {1}×Rd−1. As a consequence, such points u can be removed from the ground set of clinc without
changing the closed sets of clinc (except for the “full” closed set A = Xfull, which does not yield a
2-level polytope).
Let F = F(P0,Γ0) denote the collection of nonempty subsets E ⊆ {2, . . . , d} such that x(E) > 0 or
x(E) 6 1 defines a facet of P0. We define
(8) Xinc = Xinc(P0,Γ0) := {u ∈ Xfull | u(E) ∈ {−1, 0, 1} for every E ∈ F} .
Example 16. Let d = 3, let P0 be the 2-simplex, see Example 12. Using (8), we deduce that
Xinc =
{(
1
−1
0
)
,
(
1
−1
1
)
,
(
1
0
−1
)
,
(
1
0
0
)
,
(
1
0
1
)
,
(
1
1
−1
)
,
(
1
1
0
)}
.
Indeed, the facet x2 + x3 6 1 of P0 is such that x2 + x3 = 2 and x2 + x3 = −2 for the points(
1
1
1
)
,
(
1
−1
−1
)
∈ Xfull respectively, hence these points do not figure in Xinc. See Figure 5 for an illustration.
With this first reduction of the ground set, we are able to simplify the description of the incompat-
ibility closure operator. By construction, u(E) ∈ {−1, 0, 1} for all u ∈ Xinc and E ∈ F . Let A ⊆ Xinc.
It can be easily verified that vert(P0) ∪ A contains no incompatible triple if and only if there is no
E ∈ F and no u, v ∈ A such that u(E) · v(E) = −1. Thus we get for A ⊆ Xfull:
clinc(A) =
{
A if A ⊆ Xinc and there is no E ∈ F and no u, v ∈ A such that u(E) · v(E) = −1,
Xfull otherwise.
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x1
x3
x2
P00
e1
Figure 5. The black points in the hyperplane {1} × R2 represent Xinc when P0 is
the 2-simplex.
5.2. Removing points that can be avoided by translating the candidate set. We now establish
useful structural properties of Xfull that will lead to a different reduction of the ground set.
For each c ∈ {0, 1}d−1, we define a corresponding tile
(9) T (c) := Md(0)−1 ·
(
{1} ×
d−1∏
i=1
{0− ci, 1− ci}
)
.
Thus each tile is the vertex set of a (d− 1)-parallelepiped in {1} × Rd−1.
Lemma 17. Consider the set Xfull defined as in (2) and, for some c ∈ {0, 1}d−1 let the matrix Md(c)
be defined as in (1) and T (c) as in (9). Then T (c) = Md(c)−1 · ({1} × {0, 1}d−1). Thus Xfull is the
union of the 2d−1 tiles T (c) for c ∈ {0, 1}d−1. Moreover, Xfull = Md(0)−1 · ({1} × {−1, 0, 1}d−1).
Proof. Letting c′ := −M−1d−1 · c, we have
Md(c)−1 =

1 0 · · · 0
c′1
...
c′d−1
M−1d−1
 , and thus Md(0) ·Md(c)−1 =

1 0 · · · 0
−c1
...
−cd−1
I
 .
Hence, we have
Md(0) ·Md(c)−1 · ({1} × {0, 1}d−1) =
(
1
−c
)
+ {0} × {0, 1}d−1
= {1} ×
d−1∏
i=1
{0− ci, 1− ci} .
By applying Md(0)−1, this implies immediately that T (c) = M−1d (c) · ({1} × {0, 1}d−1). Moreover,
taking the union over all c ∈ {0, 1}d−1, we get Xfull = Md(0)−1 · ({1} × {−1, 0, 1}d−1). 
As established in the next lemma, after applying the incompatibility closure operator to any subset
of Xfull, we get a set that is either included in a tile or equal to the full ground set Xfull.
Lemma 18. Let A ( Xfull be a closed set of clinc. Then A is contained in some tile.
Proof. By contradiction, assume that A is not contained in a tile. Then A contains two points u and v
such that (Md(0) · u)i · (Md(0) · v)i = −1 for some index i > 1. But then the set E ∈ F corresponding
to the (i−1)-th facet of the simplicial core Γ0 has u(E) ·v(E) = −1. This implies that clinc(A) = Xfull,
a contradiction. 
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In the following lemma, we introduce certain translations that when applied to a tile produce another
tile.
Lemma 19. Consider the tile T (c) for some c ∈ {0, 1}d−1. Then for every a ∈ T (c), there exists
c′ ∈ {0, 1}d−1 such that T (c) + e1 − a = T (c′).
Proof. Let T = T (c) for some c ∈ {0, 1}d−1 and fix a ∈ T . We want to prove that there exists c′ such
that, for each x ∈ T , x + e1 − a ∈ T (c′). The statement then follows from the fact that each tile has
the same number of points and the translation is an invertible map. Fix x ∈ T and let b := Md(0) · a
and y := Md(0) · x. We can write bi+1 = bi − ci and yi+1 = yi − ci for i ∈ [d − 1], where b and y are
some vectors in {0, 1}d−1. Then we have
yi+1 − bi+1 = (yi − ci)− (bi − ci) = yi − bi
for i ∈ [d− 1]. It follows that y+ e1− b ∈ {1}×
∏d−1
i=1 {0− bi, 1− bi}, and thus x+ e1−a ∈ T (b). Since
b only depends on a, the thesis follows by setting c′ = b. 
Let 4 denote the usual lexicographic order on Rd: a 4 b whenever a = b or there is an index j ∈ [d]
with aj < bj and ai = bi for all i < j. Below, we will use the linear ordering 4· on Rd defined through
the linear isomorphism x 7→Md(0) · x by
a4· b ⇐⇒ Md(0) · a 4Md(0) · b .
Consider a subset A of some tile T . By Lemma 19, for every a ∈ A, the translate A′ := A+ e1 − a
is contained in some tile T ′, and thus in particular contained in Xfull. Moreover, the d-polytopes
conv(vert(P0)∪A) and conv(vert(P0)∪A′) are affinely isomorphic. In order to eliminate some redun-
dancies, we wish to choose a such that A′ is contained in a smaller portion of the ground set Xfull.
Lemma 20 proves that this can be achieved.
Lemma 20. Let A be a subset of Xfull that is contained in some tile. Then there exists a∗ ∈ A such
that A+ e1 − a∗ is contained in {x ∈ Xfull | e14·x}.
Proof. Let a∗ be the minimum of A for 4·. By Lemma 19, A + e1 − a∗ is contained in Xfull. By
contradiction, assume that there exists a ∈ A such that a+e1−a∗≺· e1. Thus Md(0)·a+e1−Md(0)·a∗ =
Md(0) · (a + e1 − a∗) ≺ Md(0) · e1 = e1. This implies that there exists an index j ∈ [d] with j > 1
such that (Md(0) · a)j < (Md(0) · a∗)j and (Md(0) · a)i = (Md(0) · a∗)i for i < j. Hence, a≺· a∗, a
contradiction. The lemma follows. 
Lemma 20 motivates the following definition of our final ground set, the one used in Algorithm 1
(see Figure 6 for an illustration):
(10) X = X (P0,Γ0) := {x ∈ Xinc | e14·x}.
We establish an invariance property of the closure operator cldch under translations, that will be
useful to prove that the closed sets of the restriction of the closure operator cl to X form a complete
family.
Lemma 21. Consider a set A ⊆ Xfull that is contained in some tile. If A is closed for cldch, then
A+ e1 − a is closed for cldch for every a ∈ A.
Proof. For convenience, define A′ := A + e1 − a. By Lemma 19, A′ is also contained in some tile. In
particular, A′ ⊆ Xfull.
First, we establish a bijection between E(vert(P0)∪A) and E(vert(P0)∪A′). For E ∈ E(vert(P0)∪A),
we let E′ := E if (e1 − a)(E) = 0 and E′ := E M {1} if (e1 − a)(E) 6= 0, where M denotes symmetric
difference. Notice that (e1 − a)(E) ∈ {−1, 0, 1}. Moreover, a(E) ∈ {0, 1} since E ∈ E(vert(P0) ∪ A).
Hence (e1− a)(E) = −1 iff 1 /∈ E and a(E) = 1, and (e1− a)(E) = 1 iff 1 ∈ E and a(E) = 0. Observe
that we always have (e1 − a)(E) = (e1 − a)(E′).
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x1
x3
x2
P00
e1 X
(a) X if P0 is a 2-simplex
x1
x3
x2
P00
e1 X
(b) X if P0 is a 2-cube
Figure 6. H-embedding of P0 in {0} × R2 with respect to its simplicial core Γ0,
together with the corresponding ground set X = X (P0,Γ0) in {1} ×R2 (indicated by
black points).
Take E ∈ E(vert(P0) ∪A). For all x ∈ Xfull, we find
(11) (x+ e1 − a)(E′) = x(E′) + (e1 − a)(E′) = x(E′) + (e1 − a)(E) = x(E) ∈ {0, 1} .
Indeed, this is obvious if (e1 − a)(E) = 0 since then E′ = E. If (e1 − a)(E) = −1 then E′ = E ∪ {1}
and x(E′) = x(E) + 1. Finally, if (e1 − a)(E) = 1 then E′ = E \ {1} and x(E′) = x(E)− 1.
Moreover, for all x ∈ vert(P0), we have
x(E′) = x(E) ∈ {0, 1}
since x ∈ vert(P0) implies x1 = 0. Therefore, E′ ∈ E(vert(P0) ∪A′).
So far, we obtained a map ψ : E(vert(P0)∪A)→ E(vert(P0)∪A′) defined as E 7→ ψ(E) := E′. This
map is injective since if E,F ∈ E(vert(P0)∪A) have ψ(E) = ψ(F ) then E∩{2, . . . , d} = F ∩{2, . . . , d}
so that (e1 − a)(E) = (e1 − a)(F ). It follows that E = F .
Since A is closed for cldch, we have e1 ∈ A and hence 2e1 − a ∈ A′. Let a′ := 2e1 − a. By applying
the reasoning above to A′ and A = A′ + e1 − a′, we know that there exists an injective map from
E(vert(P0) ∪A′) to E(vert(P0) ∪A). This implies that ψ is in fact a bijection.
Now assume that x′ ∈ cldch(A′), or in other words x′(E′) ∈ {0, 1} for all E′ ∈ E(vert(P0) ∪ A′).
Then letting x := x′ − e1 + a = x′ + e1 − a′ and using (11), we find that x(E) = x′(E′) for all
E ∈ E(vert(P0) ∪ A), and thus x(E) ∈ {0, 1} for all E ∈ E(vert(P0) ∪ A). Hence x = x′ − e1 + a ∈
cldch(A) = A. We deduce that cldch(A′) − e1 + a ⊆ A, or equivalently, cldch(A′) ⊆ A + e1 − a = A′.
Using this, we conclude that A′ is a closed set for cldch, as we desired. 
A similar property is satisfied by clinc. The proof directly follows from the definition of incompatible
triple, since vert(P0)∪A contains an incompatible triple if and only if vert(P0)∪ (A+ e1− a) contains
an incompatible triple.
Lemma 22. Consider a set A ⊆ Xfull that is contained in some tile. If A is closed for clinc, then
A+ e1 − a is closed for clinc for every a ∈ A.
Lemmas 18, 21 and 22 imply that if a set A ( Xfull is closed for the composite operator cl =
clinc ◦ cldch, then it is contained in a tile and every translate of A of the form A+ e1 − a for a ∈ A, is
closed for cl as well. This allows us to reduce the ground set for cl to the smaller set X .
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5.3. Complete family. In this section, we finally prove that the collection of all closed sets for cl
that are in X constitutes a complete family. This is the collection of subsets that the enumeration
algorithm parses and tests for 2-levelness.
Lemma 23. Let P0 be a 2-level (d − 1)-dimensional polytope and Γ0 a simplicial core of P0. Define
X as in (10). Then the collection of closed sets of cl = clinc ◦ cldch is a complete family of subsets of
X with respect to P0, Γ0.
Proof. Let A denote the collection of closed sets of cl. It suffices to show that, for each 2-level d-
polytope P having a facet isomorphic to P0, there exists some closed set A ⊆ X such that P is
isomorphic to conv(vert(P0) ∪A).
Let P be some 2-level d-polytope having a facet isomorphic to P0. For the sake of simplicity, in
order to avoid explicitly using the isomorphism between P0 and the facet of P isomorphic to P0, we
assume that P0 is a facet of P . As was discussed earlier in Section 3, there exists some simplicial core Γ
of P such that Γ extends the simplicial core Γ0 and its embedding transformation matrix Md = Md(c)
extends Md−1 according to the identity (1) for some c ∈ {0, 1}d−1
Consider the H-embedding of P defined by Γ. In order to simplify notation, we assume that
P coincides with this H-embedding. Let A denote the vertex set of the face of P opposite to P0.
In other words, A = vert(P ) \ vert(P0). By Corollary 10, we can assume that A is a subset of
Md(c)−1 · ({1} × {0, 1}d−1). By Lemma 17, the latter set is simply the tile T (c). Thus A is contained
in a tile.
By Lemma 9, the H-embedded 2-level polytope P is the intersection of slabs of the form S(E)
for some nonempty E ⊆ [d]. By Corollary 10, every point in cldch(A) is a vertex of P belonging to
{1} × Rd−1. This implies that cldch(A) ⊆ A and thus cldch(A) = A.
Since P is 2-level, vert(P0)∪A cannot contain any incompatible triple. Hence, clinc(A) = A and in
particular, A ⊆ Xinc, see the discussion in Section 5.1.
Summarizing what we proved so far: A is a closed set of cl that is contained in the tile T (c). By
Lemma 20, there exists a∗ ∈ A such that A∗ := A + e1 − a∗ is contained in {x ∈ Xfull | e14·x}. By
Lemmas 21 and 22, the set A∗ is closed for both cldch and clinc. In particular, A∗ is also contained in
Xinc. Therefore, A∗ is a closed set of cl that is contained in X . To finish, observe that P is isomorphic
to conv(vert(P0) ∪A∗). 
Notice that the family of closed sets for cl always includes Xfull itself, that clearly does not correspond
to a 2-level polytope. We point out that, for reasons of efficiency, it is desirable to restrict the operator
cl to the smaller ground set X , instead of working with cl as an operator on Xfull and filter out closed
sets which are not contained in X .
Example 24. Figure 7a represents the collection of all closed sets of the closure operator cl contained
in X = X (P0,Γ0) when P0 is the 2-simplex. The six sets in Figure 7a yield four nonisomorphic 2-level
polytopes, namely: the simplex, the square based pyramid, the triangular prism and the octahedron.
Similarly, Figure 7b represents the collection of all closed sets of the closure operator cl contained
in X = X (P0,Γ0) when P0 is the 2-cube. The five sets depicted in Figure 7b correspond to the square
based pyramid, the triangular prism, the 3-cube, the 3-cube minus one vertex. The latter is not a
2-level polytope, the remaining ones are.
6. Implementation and experimental results
6.1. Implementation. We implemented Algorithm 1 in C++, using the Boost Dynamic Bitset library
[32] for set manipulations, and the Boost uBLAS library [36] for basic linear algebra computations.
Besides this, our implementation heavily relies on the C library nauty [28]. We use nauty for rejecting
every d-polytope P = P (A) := conv(vert(P0)∪A) that is isomorphic to some already computed 2-level
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Figure 7. Exploded view of the collection of the closed sets of cl included in X , with
respect to two different bases P0. In the upper part of the figure, all points joined by
dotted lines are identified.
d-polytope P ′ ∈ Ld, and also to test whether a given d-polytope P (A) is 2-level. We provide more
detail about the implementation below.
Storing and comparing 2-level polytopes. As mentioned before, 2-level polytopes P are stored via their
0/1 slack matrices S(P ). We order the rows and columns of S(P ) in such a way that the upper left
corner of the matrix is the preferred simplicial core. Let us call two 0/1 matrices M1 and M2 isomorphic
if the rows and columns of M1 can be permuted to give M2, that is, there exist permutation matrices
L and R such that LM1R = M2. In order to detect isomorphism between two 2-level polytopes P1 and
P2, we test whether their slack matrices S(P1) and S(P2) are isomorphic. Notice that if we have any
0/1 matrix M , we can check whether it is the slack matrix of a 2-level (d− 1)-polytope by comparing
it to each S(P0), for P0 ∈ Ld−1. Similarly, we can check whether M is the slack matrix of an already
enumerated 2-level d-polytope by using Ld instead.
Isomorphism tests of two 0/1 matrices can be efficiently performed by nauty. We represent each 0/1
matrix M ∈ {0, 1}m×n by a bipartite graph G = G(M) with m+n vertices, together with a 2-coloring
of its vertex set, in the obvious way. For instance, we may let V (G) := ({0} × [m]) ∪ ({1} × [n]) and
E(G) := {{(0, i), (1, j)} | Mij = 1}. The 2-coloring is then φ : V (G) → {0, 1} : (c, k) 7→ c. Now,
two 0/1 matrices M1 and M2 are isomorphic if and only if the colored graphs G(M1) and G(M2) are
isomorphic, which can be tested by nauty.
Testing for 2-levelness. Now we describe how, for a given A ⊆ X , we check whether P := P (A) is a
2-level polytope or not. Intuitively, we build a 0/1 matrix M which is the slack matrix of P , provided
that P is 2-level. For each row of this matrix M , we extract one submatrix of M , which is the slack
matrix of the corresponding facet of P , provided that P is 2-level. Then we check that each one of
these submatrices is the slack matrix of a 2-level (d − 1)-polytope, using Ld−1. We give a formal
description in the next paragraphs.
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First, we need to recall the general notion of slack matrix of a pair polytope-polyhedron, the first
nested into the second (first defined in [30, 13]).
Definition 25 (Reduced slack matrix of a pair). Let P be a polytope and Q be a polyhedron with
P ⊆ Q ⊆ Rd. Consider an inner description P = conv({v1, . . . , vn}) and an outer description Q =
{x ∈ Rd | Ax 6 b}, where the system Ax 6 b consists of the m inequalities A1x 6 b1, . . . , Amx 6 bm.
The slack matrix of the pair (P,Q) with respect to these inner and outer descriptions is the m × n
matrix S = S(P,Q) with Sij := bi − Aivj . The matrix obtained from S by removing the rows whose
support contains the support of some other row is called reduced slack matrix of the pair, and denoted
by Sred(P,Q).
Given A ⊆ X , we define P as before and let Q be the polyhedron defined by the inequalities
x(E) > 0 and x(E) 6 1 for E ∈ E(vert(P0)∪A). Let M = M(A) := Sred(P,Q). Observe that M is the
slack matrix of a polytope if and only if P = Q. By construction, M is a 0/1 matrix. By Lemma 9, P
is 2-level iff M is the slack matrix of a polytope. Thus we can reduce testing for 2-levelness to testing
whether a 0/1 matrix is a slack matrix. This is in fact a particular case of the problem of recognizing
under what assumptions a matrix is the slack matrix of a polytope, see [14].
We do this using a non-recursive method inspired by the recursive facet system verification algorithm
described below, see Algorithm 2. In the algorithm, we write i ∼ j for distinct indices i, j ∈ [q] if there
is no index k ∈ [q] distinct from i and j such that Fi ∩ Fj ⊆ Fk.
Algorithm 2: Facet system verification algorithm fsv(P ; {F1, . . . , Fq})
Input : some polytope P with dim(P ) > 1 and an antichain {F1, . . . , Fq} of nonempty proper
faces of P
Output: ‘accept’ if {F1, . . . , Fq} is the collection of all facets of P , ‘reject’ otherwise.
1 if dim(P ) = 1 then
2 if q = 2 then
3 return ‘accept’
4 end
5 return ‘reject’
6 end
7 if q < dim(P ) + 1 then
8 return ‘reject’
9 end
10 for i = 1, . . . , q do
11 if dim(Fi) < dim(P )− 1 or fsv(Fi; {Fi ∩ Fj | i ∼ j}) = ‘reject’ then
12 return ‘reject’
13 end
14 end
15 return ‘accept’
Before describing our method, we establish the correctness of Algorithm 2. Since we use this
algorithm solely as a tool to establish the correctness of our method for testing whether a 0/1-matrix
is a slack matrix, it is not crucial to specify how the polytope P and the collection of faces {F1, . . . , Fq}
are passed to the algorithm. However, for concreteness, we may assume that P is given by the set
vert(P ) ⊆ Rd of its vertices2 and each face Fi is passed as a subset of vert(P ).
2We remark that we could have modified Algorithm 2 so that only the number of vertices and “target dimension” of
P are passed together with some abstract antichain {F1, . . . , Fq} such that | ∪i Fi| 6 n, instead of the whole vertex set
realized in some Rd. However, we refrained from doing this since it would make the proof of Lemma 26 longer.
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Lemma 26. Given a polytope P with dim(P ) > 1 and a collection {F1, . . . , Fq} of nonempty proper
faces of P , no two comparable for inclusion, Algorithm 2 correctly detects if {F1, . . . , Fq} is the collec-
tion of all the facets of P .
Proof. First, assume that {F1, . . . , Fq} is the collection of all the facets of P . We always have q >
dim(P ) + 1. If dim(P ) = 1, then q = 2 and the algorithm correctly accepts. Assume now dim(P ) > 2.
Then for each fixed i ∈ [q], {Fi ∩ Fj | i ∼ j} is the collection of all the facets of Fi (this follows from
the diamond property, see Ziegler [38]). The result follows by induction on the dimension of P .
Second, assume that {F1, . . . , Fq} is not the collection of all the facets of P . If q < dim(P ) + 1 then
the algorithm correctly rejects. Hence may assume that q > dim(P ) + 1 > 3. We may also assume
that every Fi is a facet of P , otherwise the algorithm would detect this and reject. Notice that for each
fixed i, {Fi ∩ Fj | i ∼ j} is an antichain of proper nonempty faces of Fi. Now pick i such that some
facet F of P adjacent to Fi is missing from {F1, . . . , Fq}. Thus Fi ∩ F is a facet of Fi, not contained
in any Fj for j 6= i. Hence, {Fi ∩ Fj | i ∼ j} is missing a facet of Fi, namely, Fi ∩ F . Again, we can
induct on dimension to conclude the proof. 
Our method for determining whether the 0/1 matrix M = M(A) is the slack matrix of a d-polytope
is similar to Algorithm 2, the input being the collection of faces Fi := conv({vj | Mij = 0}). Instead
of performing any recursive call, the method directly checks that {Fi ∩ Fj | i ∼ j} is the collection of
all facets of Fi, for all i ∈ [q]. This is done by computing the matrix of non-incidences between the
faces Fj with j ∼ i and the vertices of Fi, and testing whether some matrix isomorphic to that matrix
can be found in Ld−1.
If M is a slack matrix, then this test will accept for all choices of i. If M is not a slack matrix, then
this test cannot accept for all choices of i, because otherwise Algorithm 2 would also have accepted
for all choices of i. This would imply that M is a slack matrix, by Lemma 26.
We point out that this test only uses combinatorial information that can be found in the non-
incidence matrix M . Therefore there is no need to explicitly compute the convex hull of P0 and A in
order to determine whether P = P (A) is 2-level. This improves the Algorithm presented in [5] and
[8]. See Section 6.2 for the elapsed times of the new algorithm.
Generating the sets of the complete family. We implement Ganter’s Next-Closure algorithm (see, e.g.,
[12]), which we use to enumerate all closed sets of the restriction of cl, see (7), to the ground set
X ⊆ Xfull, see (10). The Next-Closure algorithm generates all the closed sets one after the other
in the lexicographic order, starting with the closure of the empty set, which is cl(∅) = {e1} in our
case, and ending with X . To find the closed set that comes right after the current closed set A, the
Next-Closure algorithm computes at most |X \ A| closures. Notice that each time we compute the
discrete convex hull closure of a set B ⊆ X , we may record the corresponding set E(vert(P0) ∪ B),
since this is information that is useful for the 2-levelness test.
Further optimizations. We discard the candidate set A if the maximum number of zeros per row of
M = M(A) is greater than the number of vertices of the base P0. In this way we avoid adding multiple
times different isomorphic copies of the same 2-level polytope to the list Ld. If there exists a facet
having more vertices than P0 and it is also 2-level, the polytope P will be constructed when that facet
will be taken as base. In particular, if the base P0 is the simplex, only simplicial polytopes are tested
for 2-levelness.
Example 27. In order to enumerate all the 3-dimensional 2-level polytopes, the enumeration algorithm
considers all the polytopes constructed using the closed sets in Figure 7a when P0 is the 2-simplex and
Figure 7b when P0 is the 2-cube. Obviously some polytopes are computed twice as the base changes,
for instance the square-based pyramid and the triangular prism. With the optimization described
above, we construct the square base pyramid, or the triangular prism only when we take the 2-cube
as base.
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A final optimization concerns the 2-levelness test: if some index i is found such that the number of
indices j such that j ∼ i is less than d, then we can safely reject the matrix M = M(A). Indeed, if M
was the slack matrix of a d-polytope, then every facet Fi would have at least d adjacent facets Fj .
6.2. Experimental results. As our main experimental result, we obtain a database of all 2-level
polytopes of dimension d 6 7, up to isomorphism3. Table 1 summarizes these results regarding the
number of 2-level polytopes and interesting subclasses.
We give the number of combinatorial types in the class of polar 2-level polytopes, those whose polar
is 2-level. In fact, 2-levelness is in general not preserved under the operation of taking polars, and data
show that the fraction of such polytopes rapidly decreases with the dimension.
A subset of polar 2-level polytopes is the class of centrally symmetric 2-level polytopes. From
the analysis of the data we noticed that, among all 2-level polytopes, the centrally symmetric ones
maximize the product of number of facets and number of vertices, see Figure 9a.
Another well known class of 2-level polytopes are the stable set polytopes of perfect graphs. Lemma
11 provides an elementary way to recognize them: they are exactly 2-level polytopes with a simple
vertex. Table 1 also shows the number of polytopes having a simplicial facet. This is a natural property
to consider, being dual to the one of having a simple vertex.
Finally, we list the number of Birkhoff polytopes, for which we refer to [29]. Birkhoff polytopes
are a classical family of 2-level polytopes, also known as perfect matching polytope of the complete
bipartite graph.
d 0/1 2-level polar CS STAB ∆-f Birk
3 8 5 4 2 4 4 4
4 192 19 12 4 11 12 11
5 1 048 576 106 40 13 33 41 33
6 - 1 150 262 45 148 248 129
7 - 27 292 3368 238 906 2 687 661
Table 1. Comparison of numbers for combinatorially inequivalent 0/1 polytopes [1],
2-level polytopes and their sub-classes. polar: 2-level polytopes whose polar is 2-level,
CS: centrally symmetric 2-level polytopes, ∆-f: 2-level polytopes with one simplicial
facet, STAB: stable set polytopes of perfect graphs, Birk: Birkhoff polytope faces
from [29].
With our latest implementation, the databases for d 6 6 were computed in a total time of about 3
minutes on a computer cluster4, which improves the computational times of our previous implementa-
tions [5, 8]. However, we remark that a direct comparison of the running times is not possible because
the code presented here is not a secondary implementation of the same one used in [5, 8]. We were
able to cut down the running time by rewriting it from scratch in C++ and using a reduced ground set,
a new closure operator (Section 4, Section 5) and a new, combinatorial 2-levelness test (Section 6.1).
The d = 7 is the first challenging case for our code. We noticed that the time to compute all 2-level
polytopes with a given base P0 is sharply decreasing as a function of the number of vertices of P0, see
Figure 8. When P0 is the simplex, the computational time is maximum and close to 56 of the total
time for d = 7.
Recall that our code discards candidate sets that give polytopes having a facet with more vertices
than the prescribed base P0. Thus the code enumerates all simplicial 2-level polytopes when P0 is a
3The complete list of all slack matrices of combinatorial inequivalent 2-level polytopes up to dimension 7 is available
online at http://homepages.ulb.ac.be/˜mmacchia/data.html
4Hydra balanced cluster: https://cc.ulb.ac.be/hpc/hydra.php with AMD Opteron(TM) 6134 2.3 GHz processors.
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simplex. In fact, it is known that the simplicial 2-level d-polytopes are the free sums of d/k simplices
of dimension k, for k a divisor of d [18]. For instance, for d = 7 there exist exactly two simplicial
2-level 7-polytopes: the simplex (obtained for k = 1) and the cross-polytope (obtained for k = 7).
We split the computation into several independent jobs, each corresponding to a certain set of
bases P0. We created jobs testing all closed sets corresponding to only 1 base for the first 100 2-
level 6-dimensional bases, corresponding to 5 bases for the bases between the 101st and the 500th,
corresponding to 20 bases for the bases between the 501st and the 1000th and to 50 bases for the bases
between the 1001st and the 1150th (bases are ordered by increasing number of vertices). In total we
submitted 208 jobs to the cluster. All jobs but the one corresponding to the 6-simplex as base, finished
in less that 3 hours. Of these jobs, all but two finished in less than 20 minutes. See Table 2 for more
details about computational times. Notice that we could use the characterization in [18] and skip the
job that corresponds to taking a simplex as the base P0.
The current implementation provided a list of all combinatorial types of 2-level polytopes up to
dimension 7 in about 53 hours. There might still be ways to further improve it, for instance generalizing
the closure operator and reducing the number of times isomorphic copies of the same 2-level polytope
is constructed.
d 2-level closed sets 2-level tests time (sec)
4 19 132 45 0.034
5 106 3 828 456 1.2
6 1 150 500 072 6 875 205.7
7 27 292 563 695 419 159 834 218 397
Table 2. Computational results of enumeration algorithm (sequential time).
6.3. Statistics. Taking advantage of the data obtained, we computed a number of statistics to un-
derstand the structure and properties of 2-level polytopes.
First, we considered the relation between the number of vertices and the number of facets in d = 7,
see Figure 9a. The results are discussed in the next section.
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Figure 8. Histogram representing the running time for the enumeration of all 2-level
7-polytopes with a base P0 as a function of the number of vertices of P0. Each bar
represents the sum of the running times for bases corresponding to the same number
of vertices.
21
��
���
���
���
���
����
����
�� ��� ��� ��� ��� ���� ����
���
���
��������
�������������������������������������������������
(a)
��
���
����
�����
�� ��� ��� ��� ��� ���� ����
����
���
�
���
���
���
��������
������������������
(b)
Figure 9. (a) Relation between number of facets and number of vertices for 2-level
7-polytopes; (b) histogram of the number of 2-level 7-polytopes as a function of the
number of vertices.
Second, we inspected the number of 2-level polytopes as a function of the number of vertices in
dimension 7, see Figure 9b. Interestingly, most of the polytopes, namely 94%, have 13 to 34 vertices.
Finally, our experiments show that all 2-level centrally symmetric polytopes, up to dimension 7,
validate Kalai’s 3d conjecture [24]. Note that for general centrally symmetric polytopes, Kalai’s con-
jecture is known to be true only up to dimension 4 [31]. Dimension 5 is the lowest dimension in which
we found centrally symmetric polytopes that are neither Hanner nor Hansen (for instance, one with
f -vector5 (12, 60, 120, 90, 20)). In dimension 6 we found a 2-level centrally symmetric polytope with
f -vector(20, 120, 290, 310, 144, 24), for which therefore f0 +f4 = 44. This is a stronger counterexample
to conjecture B of [24] than the one presented in [31] having f0 + f4 = 48.
7. Discussion
The experimental evidence we gathered leads to interesting research questions. As a sample, we
propose three conjectures.
The first conjecture is motivated by Figure 9a.
Conjecture 28. For every 2-level d-polytope P , we have f0(P )fd−1(P ) 6 d2d+1
Experiments show that this upper bound holds up to d = 7. A recent work subsequent to the
conference version of the current paper established that this conjecture is true for several infinite
classes of 2-level polytopes [2]. It is known that f0(P ) 6 2d with equality if and only if P is a cube
and fd−1(P ) 6 2d with equality if and only if P is a cross-polytope [15]. Notice that, in both of these
cases, f0(P )fd−1(P ) = d2d+1.
The second conjecture concerns the asymptotic growth of the function `(d) that counts the number
of (combinatorially distinct) 2-level polytopes in dimension d. All the known constructions of 2-level
polytopes are ultimately based on graphs (sometimes directed). As a matter of fact, the best lower
5The f -vector of a d-polytope P is the d-dimensional vector whose i-th entry is the number of (i − 1)-dimensional
faces of P . Thus f0(P ) gives the number of vertices of P , and fd−1(P ) the number of facets of P .
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bound we have on the number of 2-level polytopes is `(d) > 2Ω(d2). For instance, stable set polytopes
of bipartite graphs give `(d) > 2d2/4−o(1). This motivates our second conjecture.
Conjecture 29. The number `(d) of combinatorially distinct 2-level d-polytopes satisfies `(d) 6
2poly(d).
A suspension of a polytope P0 ⊆ {x ∈ Rd | x1 = 0} is any polytope P obtained as the convex
hull of P0 and P1, where P1 ⊆ {x ∈ Rd | x1 = 1} is the translate of some non-empty face of P0. For
instance, the prism and the pyramid over a polytope P0 are examples of suspensions. Also, any stable
set polytope is a suspension.
Analyzing our experimental data, we noticed that a majority of 2-level d-polytopes for d 6 7 are
suspensions of (d − 1)-polytopes. Let s(d) denote the number of (combinatorially distinct) 2-level
suspensions of dimension d. In Table 3, we give the values of the `(d) and s(d) coming from our
experiments, for d 6 7, see also Figure 10a.
d `(d) s(d) s(d)`(d)
3 5 4 .8
4 19 15 .789
5 106 88 .830
6 1 150 956 .831
7 27 292 23 279 .854
Table 3. Number of 2-level suspensions s(d), 2-level polytopes `(d), ratio of number
of 2-level suspensions to 2-level polytopes.
In view of Table 3, it is natural to ask what is the fraction of 2-level d-polytopes that are suspensions.
Excluding dimension 3, we observe that this fraction increases with the dimension. This motivates our
last (and most risky) conjecture.
Conjecture 30. Letting `(d) and s(d) respectively denote the number of combinatorially distinct 2-
level polytopes and 2-level suspensions in dimension d, we have `(d) = Θ(s(d)).
We conclude by proving some dependence between the above conjectures.
Proposition 31. Conjecture 30 implies Conjecture 29.
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(a) Numbers of 2-level polytopes and
2-level suspensions.
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(b) Maximum number f(d) of faces of
2-level polytopes.
Figure 10. Bounds on number of 2-level polytopes, suspensions and faces.
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Proof. Let us prove by induction that Conjecture 30 implies `(d) 6 cd3 for a sufficiently large constant
c > 1. Let c > 2 be large enough so that `(d) 6 c · s(d) for all dimensions d. Notice that the maximum
number f(d) of faces of a 2-level d-polytope satisfies f(d) 6 (2d)d = 2d2 6 cd2 since 2-level d-polytopes
have at most 2d vertices. Now using the induction hypothesis `(d− 1) 6 c(d−1)3 , we have
`(d) 6 c · s(d) 6 c · `(d− 1) · f(d− 1) 6 c · c(d−1)3 · c(d−1)2 6 cd3 ,
which proves the claim. 
Acknowledgments
We acknowledge support from the following research grants: ERC grant FOREFRONT (grant
agreement no. 615640) funded by the European Research Council under the EU’s 7th Framework
Programme (FP7/2007-2013), Ambizione grant PZ00P2 154779 Tight formulations of 0-1 problems
funded by the Swiss National Science Foundation, the research grant Semidefinite extended formula-
tions (Semaphore 14620017) funded by F.R.S.-FNRS, and the ARC grant AUWB-2012-12/17-ULB2
COPHYMA funded by the French community of Belgium.
References
1. O. Aichholzer, Extremal properties of 0/1-polytopes of dimension 5, Polytopes - Combinatorics and Computation
(G. Ziegler and G. Kalai, eds.), Birkha¨user, 2000, pp. 111–130.
2. M. Aprile, A. Cevallos, and Y. Faenza, On vertices and facets of combinatorial 2-level polytopes, 9849 (2016),
177–188.
3. G. Birkhoff, Tres observaciones sobre el algebra lineal, Univ. Nac. Tucuma´n Rev. Ser. A 5 (1946), 147–151.
4. G. Blekherman, Nonnegative polynomials and sums of squares, Journal of the American Mathematical Society 25
(2012), no. 3, 617–635.
5. A. Bohn, Y. Faenza, S. Fiorini, V. Fisikopoulos, M. Macchia, and K. Pashkovich, Enumeration of 2-level polytopes,
Algorithms – ESA 2015 (Nikhil Bansal and Irene Finocchi, eds.), Lecture Notes in Computer Science, vol. 9294,
Springer Berlin Heidelberg, 2015, pp. 191–202.
6. V. Chva´tal, On certain polytopes associated with graphs, J. Combinatorial Theory Ser. B 18 (1975), 138–154.
7. G. CornuÃľjols, Combinatorial optimization: Packing and covering, 2000.
8. S. Fiorini, V. Fisikopoulos, and M. Macchia, Building 2-level polytopes from a single facet, 2016.
9. K. Fukuda, H. Miyata, and S. Moriyama, Complete enumeration of small realizable oriented matroids, Discrete &
Computational Geometry 49 (2013), no. 2, 359–381 (English).
10. B. Ganter, Algorithmen zur Formalen Begriffsanalyse, BeitrÃďge zur Begriffsanalyse (B. Ganter, R. Wille, and K. E.
Wolff, eds.), B.I. Wissenschaftsverlag, 1987, pp. 241–254.
11. B. Ganter and K. Reuter, Finding all closed sets: A general approach, Order 8 (1991), no. 3, 283–290 (English).
12. B. Ganter and R. Wille, Formal concept analysis - mathematical foundations, Springer, 1999.
13. N. Gillis and F. Glineur, On the geometric interpretation of the nonnegative rank, Linear Algebra and its Applications
437 (2012), no. 11, 2685 – 2712.
14. J. Gouveia, R. Grappe, V. Kaibel, K. Pashkovich, R. Z. Robinson, and R. R. Thomas, Which nonnegative matrices
are slack matrices?, Linear Algebra and its Applications 439 (2013), no. 10, 2921 – 2933.
15. J. Gouveia, P. Parrilo, and R. Thomas, Theta bodies for polynomial ideals, SIAM Journal on Optimization 20 (2010),
no. 4, 2097–2118.
16. J. Gouveia, K. Pashkovich, R.Z. Robinson, and R.R. Thomas, Four dimensional polytopes of minimum positive
semidefinite rank, 2015.
17. J. Gouveia, R. Robinson, and R. Thomas, Polytopes of minimum positive semidefinite rank, Discrete & Computa-
tional Geometry 50 (2013), no. 3, 679–699.
18. F. Grande, On k-level matroids: geometry and combinatorics, Ph.D. thesis, Free University of Berlin, 2015.
19. F. Grande and J. Rue´, Many 2-level polytopes from matroids, Discrete & Computational Geometry 54 (2015), no. 4,
954–979.
20. F. Grande and R. Sanyal, Theta rank, levelness, and matroid minors, Journal of Combinatorial Theory, Series B
(2016).
21. M. Gro¨tschel, L. Lova´sz, and A. Schrijver, Geometric algorithms and combinatorial optimization, vol. 2, Springer,
1993.
22. O. Hanner, Intersections of translates of convex bodies, Mathematica Scandinavica 4 (1956), 65–87.
24
23. A. Hansen, On a certain class of polytopes associated with independence systems., Mathematica Scandinavica 41
(1977), 225–241.
24. G. Kalai, The number of faces of centrally-symmetric polytopes, Graphs and Combinatorics 5 (1989), no. 1, 389–391.
25. S. Kuznetsov and S. Obiedkov, Comparing performance of algorithms for generating concept lattices, Journal of
experimental and theoretical artificial intelligence 14 (2002), 189–216.
26. L. Lova´sz, Semidefinite programs and combinatorial optimization, Recent Advances in Algorithms and Combinatorics
(B. A. Reed and C. L. Sales, eds.), CMS Books in Mathematics, Springer, 2003, pp. 137–194.
27. L. Lovasz and M. Saks, Lattices, mobius functions and communications complexity, Proceedings of the 29th Annual
Symposium on Foundations of Computer Science (Washington, DC, USA), SFCS ’88, IEEE Computer Society, 1988,
pp. 81–90.
28. Brendan D. McKay and Adolfo Piperno, Practical graph isomorphism, II, Journal of Symbolic Computation 60
(2014), 94–112.
29. A. Paffenholz, Faces of Birkhoff polytopes, Electronic Journal of Combinatorics 22 (2015), P1.67.
30. K. Pashkovich, Extended formulations for combinatorial polytopes, Ph.D. thesis, Magdeburg Universita¨t„ 2012.
31. R. Sanyal, A. Werner, and G. Ziegler, On Kalai’s conjectures concerning centrally symmetric polytopes, Discrete &
Computational Geometry 41 (2009), no. 2, 183–198.
32. J. Siek and C. Allison, Boost 1.63 C++ libraries: Dynamic bitset 1.29.0, 2016,
http://www.boost.org/doc/libs/1 63 0/libs/dynamic bitset/dynamic bitset.html.
33. R. Stanley, Decompositions of rational convex polytopes, Annals of Discrete Mathematics (1980), 333–342.
34. , Two poset polytopes, Discrete & Computational Geometry 1 (1986), no. 1, 9–23.
35. S. Sullivant, Compressed polytopes and statistical disclosure limitation, Tohoku Mathematical Journal, Second Series
58 (2006), no. 3, 433–445.
36. J. Walter and M. Koch, Boost 1.63: Basic linear algebra library, 2016,
http://www.boost.org/doc/libs/1 63 0/libs/numeric/ublas.
37. M. Yannakakis, Expressing combinatorial optimization problems by linear programs, Journal of Computer and Sys-
tem Sciences 43 (1991), no. 3, 441–466.
38. G. Ziegler, Lectures on polytopes, vol. 152, Springer Science & Business Media, 1995.
39. , Lectures on 0/1-polytopes, Polytopes - Combinatorics and Computation (G. Kalai and G. Ziegler, eds.),
DMV Seminar, vol. 29, Springer, Birkha¨user Basel, 2000, pp. 1–41.
25
