Abstract Earthquake forecasting is one of the geophysical issues with a potentially large social and political impact. Besides the purely scientific interest, the loss of lives and the huge damage caused by seismic events in many regions of the world have led many research groups to work in this field. Until now, however, the results obtained have not been convincing and they often have been a matter of intense debates. In part, these debates are due to the ambiguous definition of key concepts, such as precursor and forecast/prediction, as well as to the lack of a clear strategy to set up and check an earthquake-forecasting model. In this article, we provide insights that might contribute to better formally defining the earthquake-forecasting problem, both in setting up and in testing the validity of the forecasting model. As an illustration, we have applied these insights to forecasting models M8 and CN based on a pattern recognition approach. We found that the forecasting capability of these algorithms is very likely significantly overestimated.
Introduction
The forecasting of large earthquakes is one of the main goals in Earth sciences. Besides the scientific interest, its primary importance is mainly linked to the social, economic, and political impact of the devastating effects caused by these natural events.
Despite many efforts devoted to forecasting earthquakes, the results obtained so far are not particularly encouraging. Studies of a variety of possible precursors have not shown a statistically significant capability to predict seismic events. In particular, most of the precursors suggested have been observed only in retrospective studies, but forward analysis has shown that they cannot be considered characteristic for the processes that are the prelude to a large earthquake. Nowadays, it is generally accepted that retrospective analyses are necessary to set up an earthquakeforecasting model (EFM), but they cannot be used to test its performance. Thus, an a posteriori claim of an earthquake forecast should not be taken as a definitive test. This is important, because a posteriori warnings carelessly amplified by mass media can increase the frustration of the people struck by the calamity.
From a scientific point of view, the lack of convincing evidence of consistent precursory phenomena, together with theoretical considerations, led to a widespread skepticism about the real possibility to forecast earthquakes (cf. Geller et al., 1997) . Some researchers, for instance, described earthquake prediction as the alchemy of our century (Geller, 1999) . Others disagree, believing that we will be able to improve significantly our ability to forecast great seismic events (e.g., Wyss, 1997) . Apart from these interesting philosophical speculations, it is unquestionable that a careful reading of the large body of literature on this issue might leave the reader with a hazy picture, typical of an undefined problem. For instance, the terms prediction and forecasting are usually, but not always, taken as synonymous. The meaning of the term precursor appears strongly subjective, embracing a vast number of diverse definitions (e.g., Kagan, 1997) . Moreover, unambiguous and generally accepted procedures to set up and test EFMs are not yet available. Also, randomness and unpredictability (of the earthquakes) are usually (and erroneously) considered as synonymous concepts.
Our purpose in this article is to provide insights to better define some of the issues mentioned previously. In particular, we focus our attention on defining an unambiguous and correct statistical procedure to evaluate the performance of any EFM. Finally, we apply it to critically evaluate two of the most interesting forecasting models reported in the literature in recent years, that is, the M8 and the CN algorithms originally proposed by Keilis-Borok and Kossobokov (1990a) and Keilis-Borok et al. (1988) .
Earthquake-Forecasting Model
As mentioned before, many researchers believe that earthquake prediction is an unachievable scientific goal. At the same time, it is obvious that we can successfully forecast some seismicity attributes. For example, at least one earth-quake of magnitude M Ն 7.0 will occur somewhere on the Earth surface in the next 10 years. However, such a forecast is not particularly useful. Therefore, here and in all related articles, it is more or less tacitly assumed that the spatiotemporal window considered for the forecasting is small enough to have some kind of practical utility. For instance, we can range from a space-time window small enough to develop rational strategies for earthquake mitigation, such as evacuations, to larger dimensions that are characteristic of the seismic hazard domain.
An EFM can be theoretical and/or empirical. Our present lack of knowledge of the earthquake source process limits drastically the use of theoretical models. (A first attempt was made recently by Parsons et al. [2000] .) Consequently, most EFMs are empirical. It is important to distinguish between two kinds of empirical information: (a) the past distribution of earthquakes of the same magnitude as the ones we want to forecast (from now on target earthquakes) and (b) the observation of precursors. Here, the term precursor is taken to mean all of the signals, seismic or not, that precede a target earthquake, except other previous target earthquakes (defined in case a). In the following, for the sake of conciseness and to distinguish models based on different information, we use the acronyms Reference Earthquake Forecasting Model (REFM) for an EFM based only on the distribution of the past target earthquakes (case a; see, for example, Kagan and Jackson, 2000) , and Precursor Earthquake Forecasting Model (PEFM) if the EFM is also based on observation of precursors (case b) that might improve the REFM to a greater or lower extent.
In general, the setting up of an EFM consists of defining the quantitative formulation of the model and estimating its parameters by using a retrospective analysis. We call this step the learning phase, borrowing the term from the literature on pattern recognition (Duda and Hart, 1973; Gelfand et al., 1976; Fukunaga, 1990) . Regardless of the nature of the EFM, it has to be clearly defined to be used correctly in any circumstances by any researcher. Although this is an obvious requirement, past experience shows that it is not always fulfilled. The Varotsos Alexopoulos Nomikos ( VAN) method is a good example (see, e.g., Mulargia and Gasperini, 1992, and references therein; Geophys. Res. Lett. Debate, 1996) .
EFM Validation
The evaluation of the forecasting capability of an EFM is a critical step in judging its scientific and practical relevance. A consensus does not yet exist on a well-defined procedure to follow. As a consequence, many of the discussions in recent years concern this issue. A general strategy consists of the application of the EFM to a new and independent data set. We call this step the voting phase. It is crucial that all the parameters of the model estimated in the learning phase are kept fixed in this phase (e.g., Mulargia, 2001; Console and Murru, 2001 ).
Even though in many cases this step is performed during a retrospective analysis (for example, by dividing the original data set in two parts, one for the learning phase, and the other for the voting phase), it is advisable to use real new data that can be obtained only by forward analysis (e.g., Rhoades and Evison, 1989; Mulargia, 2001; Console and Murru, 2001 ). Retrospective analysis, in fact, allows one to tune the parameters after the event to produce apparently high statistical significance (Geller, 1999; Mulargia, 2001) . Forward analysis prevents the parameters of the models from being chosen (consciously or not) in such a way that the model performs well in both the learning and voting phases. Subconscious tuning of a model to fit the voting phase can result in an overconfidence in the capability of the EFM, achieved only as a good faith by the researchers.
The validation of the REFMs and PEFMs is different. For the REFM, we can use the earthquakes of the voting phase to perform a goodness-of-fit test of the model (e.g., Kalbfleisch, 1985) . We can compare, for instance, the expected and the observed number of events in a chosen spatiotemporal window. In general, the PEFMs can be grouped in two broad classes: PEFMs consisting of probability maps (similar to the REFMs) that do not explicitly declare earthquake "predictions", and PEFMs providing explicit proclamations of "prediction" of events. In the first case, the comparison between REFM and PEFM can be done by matching the probabilities of the two models associated to the earthquakes of the voting phase. In the second case, the best procedure is to compare the forecasting ability of the PEFM with the forecasting ability of a REFM (cf., Stark, 1997; Evison and Rhoades, 1999; Console and Murru, 2001) . In both cases, to accomplish this goal correctly, we have to pay attention to two crucial issues: the definition of an appropriate REFM model, and the statistical procedure to compare the results obtained by the PEFM and the REFM. In this case, the REFM plays the same role as the null hypothesis in statistics, because it represents our state of knowledge of the earthquake occurrence process. If the REFM is inappropriate, a PEFM based on a set of well-defined precursors might appear statistically significant beyond its real merits (see Stark, 1997) .
PEFM Testing
If the PEFM consists of a probability map, the comparison with the REFM can be accomplished in a statistically standard way. The probabilities associated with the earthquakes of the voting phase estimated through the PEFM and REFM can be considered as two random samples of two apparently different parent distributions. In this case, we can use one standard statistical test, for instance the likelihood ratio test (e.g., Kalbfleisch, 1985) , to evaluate the type and amplitude of the differences between the two samples. If the PEFM consists of a model providing an explicit declaration of earthquake prediction, the validation is certainly less standard. Here, we focus our attention on this particular issue for different reasons. First, most of the PEFMs proposed are of this type (e.g., the VAN method and the M8 algorithm). Second, these PEFMs have a larger impact from a social point of view because of their explicit declaration of earthquake prediction. Finally, as mentioned previously, the validation of these models is still poorly defined.
The simplest way to compare the forecasting ability of a PEFM with a REFM is to examine the expected and observed number of successful forecasts. Assuming that each success or failure to forecast is independent from the others, we can use a Bernoulli trial scheme (see, e.g., Kossobokov et al., 1999a) . The statistical significance ␣ of the PEFM, that is, the probability to observe PEFM "successful forecasts" by chance, is estimated by
where n is the number of successes, N is the total number of target earthquakes, and is the probability to have a such cess by chance.
Here, all the information concerning the REFM is contained in the parameter of the binomial distribution. Thẽ h parameter is calculated by relating the spatiotemporal covh erage of the alarms with the probability provided by the
ΎΎ X where X is the total spatiotemporal coverage of the alarms, are the spatial coordinates, t is the time, and f ( , t) is the r r x x probability density function (pdf) that describes the spatiotemporal distribution of the past seismic events with magnitudes similar to the ones we want to forecast. In other words, f ( , t) is the REFM. r x An implicit assumption in calculating ␣ through equation (1) is that the parameter is exactly known, that is, wẽ h know exactly the form and the parameters of the REFM, f ( , t). On the other hand, if the REFM is not appropriate or r x it is estimated from empirical data, equation (1) provides incorrect significance levels that usually lead to overestimation of the PEFM capability. In statistical terms, if the REFM is not appropriate, the significance level is relative to a wrong null hypothesis (cf. Stark, 1997) . Let us consider, for example, a REFM formed by earthquakes that follow a spatiotemporal Poisson process over a sphere. A PEFM that is capable of capturing the tendency of past earthquakes to cluster along the plate margins will have a statistically significant success, compared with the REFM, independently of the set of precursors used.
To summarize, to estimate the real forecasting capability of a PEFM, it is necessary (1) to define a proper null hypothesis, that is, to set up the REFM by using past events of the same size as the ones we want to forecast, and (2) to account for possible uncertainties in the estimation of . h
Effects of "Incorrect" REFM An "incorrect" REFM is characterized by a pdf f *( , t) r x (the symbol * indicates an incorrect REFM) that is different from the "correct" pdf f ( , t). Independently of the kind of r x differences in the statistical distributions, we remark that the effect of the incorrect choice of REFM is almost always to overestimate the PEFM forecasting capability by underestimating the parameter . The few cases in which wrong h REFMs overestimate the parameter are linked to unrealistic h statistical distributions with sharp peaks of probability. These cases can be easily recognized because the derived REFMs forecast a number of earthquakes that is inconsistent with the parameter . h Let us consider, for example, a correct REFM consisting of a filtered map of shallow (depth Յ 70 km) seismicity with M s Ն 7.5 in the period 1900-1984 (see Fig. 1 ). The earthquakes are taken from the Pacheco and Sykes' catalog (1992) . This REFM has been chosen because it will be useful also in testing the M8 algorithm (see in the following). The filtered map has been built in two steps. In the first step we divide the earth surface into cells having approximately a square shape and equal area (A), then we count the number of earthquakes with M Ն 7.5 and depth Յ 70 km for each cell. In the second step the value for each cell has been spatially filtered by using a Gaussian bell with a standard deviation approximately equal to the linear dimensions of the cell. Finally, the values are normalized in such a way that we have a probability map; that is, we have imposed the condition that the sum over the Earth surface is 1. The resulting probability map represents a binned estimation of the marginal spatial distribution, where a probability p k is assigned to the kth cell. In Figure 1 , we show a probability map obtained by using cells with 300 ‫ן‬ 300 km. We check the stability of the results for different dimension of the cells.
A simple way to forecast earthquakes with this REFM is to select the cells with the highest probabilities and with a cumulative probability equal to the percentage of spatiotemporal coverage of alarms chosen. If we call this set of cells XЈ, we haveh
In this example we consider ‫ס‬ 0.50. These cells are conh sidered in an "alarm" state for the whole time period (cf. Kossobokov et al., 1999a) . To emphasize the bias in theh estimation performed by means of an incorrect REFM, we build other REFMs based on different information, that is, on seismicity with lower thresholds. This guarantees having REFMs with a larger dispersion of the correct REFM. Then, for each of these incorrect REFMs, we calculate the spatiotemporal coverage of alarms, that is, *, associated with thẽ h set of cells XЈ. In other words, 1900-1984* M Ն7.0, 1900-1984* M Ն6.0, 1950-1984 † M Ն5.5, 1977-1984 ‡ 0.50 0.40 0.32 0.31
We also show the threshold magnitudes and the time intervals in which the catalogs are complete for these thresholds. *Pacheco and Sykes (1992) † Perez (1999) ‡ Centroid moment tensor catalog (see Dziewonski et al., 1981; Dziewonski and Woodhouse, 1983). where p* k is the probability of the kth cell in the incorrect REFM. In Table 1 we report the values of calculated for thẽ h correct REFM and * calculated for the incorrect REFM conh sidered. Note that in all cases * Ͻ . The bias d, definedh h as˜d
ranges from 0.1 to 0.2. This means that an incorrect REFM underestimates the real spatiotemporal coverage of alarms. The effect is similar to what was observed by Kossobokov et al. (1999a) comparing the spatiotemporal coverage of alarms for a uniform space-time distribution with a spatiotemporal distribution weighted with the M Ն 4.0 seismicity. The final effect of the bias d is to introduce a related bias in the estimation of ␣ through equation (1), leading to an overestimation of the forecasting ability of the PEFM. The amplitude of this bias depends on d, , N, and n (see equatioñ h [1]).
REFM Uncertainties
In reality, we never know exactly the real REFM, but we estimate it from data. In this case, each value calculated from this estimated REFM (i.e., ) is a random variable with h an uncertainty attached that depends on the quality of our estimation of the REFM. In this section, we suggest a possible strategy to properly take into account the uncertainty in the estimation. To accomplish this goal, it is helpful to use ã h Bayesian approach (cf. Gelman et al., 1995; Geller et al., 1997) . In this view, the probability to have y successes is
where p(h) is the pdf of the parameter h that accounts for its uncertainty, and p(y|h) is the binomial distribution (cf. equa-
The form of p(h) describes our knowledge of the REFM. For instance, if we have a perfect knowledge of the REFM (of the form of f ( , t)) and its parameters, p(h) is a Dirac r x delta distribution:
In this case equation (6) Feller, 1968; Gelman et al., 1995) .
These two limiting cases represent two unrealistic extremes, that is, perfect knowledge and perfect ignorance of the REFM. In case we have an estimation of the parameter , it is more appropriate to use an unimodal pdf centered h around . It is worth pointing out that the choice of pdf is h rather subjective. This is the main "weakness" associated with the Bayesian approach, which has been a matter of hot debate in the statistical community. It is not the goal of this article to deepen this issue, but we stress that any possible bias introduced by a subjective choice of the pdf is certainly smaller than the bias obtained by using a Dirac delta distribution. The latter is actually a strongly subjective choice too. In fact, a Dirac delta distribution can be obtained by a beta distribution with a dispersion that tends toward 0. As a rule of thumb, we can overcome this problem by using different reasonable pdfs and verifying the stability of the results. Here, we suggest two possible choices. The first one is to transform the random variable h through a logit transformation
This transformation allows one to work with a continuous random variable in the domain (‫מ‬ϱ, ϱ) rather than with a random variable, h, defined in [0, 1] . This allows one to use a Gaussian distribution for p(u) in the transformed integral (see equation [6] )
Another possibility is to use a beta distribution for p(h) (Gelman et al., 1995) C
where a and b are the parameters of the beta distribution and C is the gamma function. The parameters a and b are functions of the mean and variance of the distribution
where E(h) and var(h) are, respectively, the mean and variance of h. Because the beta distribution is conjugate to the binomial distribution (see Gelman et al., 1995) , the integral of equation (6) can be solved analytically. By using equation (11), equation (6) becomes
Finally, equation (6) can be rewritten as
where a and b are estimated by equations (12) and (13). Both strategies require an estimation of the central value and dispersion of . The central value is directly given bỹ h the estimation. The dispersion can be attributed heuristih cally, according to our degree of confidence about the quality of the REFM. In practice, it is convenient to check the forecasting ability of the PEFM as a function of possible (realistic) values of the dispersion of . In general, the higher thẽ h standard deviations of p(h) and p(u) in equations (6) and (10), the higher the ␣ values (i.e., less statistically significant; see Appendix A).
To summarize, we emphasize two effects that, if not properly taken into account, tend to produce underestimation of ␣, which is overestimation of the forecasting capability of a PEFM. (1) The use of an incorrect REFM usually produces a bias in the estimation of , that is, an underestimatioñ h of the percentage of the spatiotemporal coverage of alarms; (2) the failure to account for unavoidable uncertainty in the estimation of . h
Pattern Recognition Applied to Earthquake Forecasting: M8 and CN Algorithms
Pattern recognition (PR) is a very powerful multivariate analysis technique allowing, in principle, the identification of possible repetitive schemes among the objects belonging to distinct categories. Although the usual data analysis takes into account only one variable of the process at a time, PR is able to extract information from any possible combination (linear or not) of variables that are supposed to have an influence on the process. Moreover, PR does not need the construction of a theoretical model, but it is usually based on a basic and sole hypothesis, that is, the assumption that the phenomenon under study is governed by a finite number of complex, but repetitive patterns of the variables.
These appealing features led PR to be applied with success in several and diverse disciplines that share the study of complex systems. It has been applied successfully in many fields, such as waveform analyses in engineering, brain modeling in biology and psychology, stock market behavior in economy, medical records in medicine, to mention just a few (Duda and Hart, 1973; Fukunaga, 1990) . Earth sciences, as well as most of the natural disciplines, are characterized by the ubiquitous presence of complex systems, governed by a very high number of degrees of freedom. In general, classical physical/mathematical modeling does not appear suitable to describe satisfactorily the nature of these processes, whereas PR may provide useful theoretical and empirical insights by identifying repetitive patterns that characterize the system under study.
The most common application of PR in geophysics is to forecasting geophysical events, such as strong earthquakes (e.g., Keilis-Borok et al., 1988; Keilis-Borok and Kossobokov, 1990a ) and volcanic eruptions (Mulargia et al., 1990 . In particular, the most relevant applications in earthquake forecasting are the CN and M8 codes. These algorithms have been applied systematically to forecasting worldwide seismicity since the early 1990s (e.g., KeilisBorok and Kossobokov, 1990a; Keilis-Borok and Rotwain, 1990) . The same codes have also been applied to the local seismicity in many areas of the world (e.g., Keilis-Borok et al., 1988 Gahalaut et al., 1992a,b; Kossobokov et al., 1999b; Costa et al., 1995 Costa et al., , 1996 Romachkova et al., 1998; Peresan et al., 1999) . From the outset, the models and their forecasting capability led to many debates, which are partly due to a lack of agreement on how to check the forecasting capability of a model. Because M8 and CN codes are based on the observation of seismic activity of magnitude lower than the target events (the earthquakes to be forecast), they can be classified as PEFMs (see previous discussion). Before giving a detailed description of the two codes, it is necessary to recall a few basic points. As mentioned previously, the correct setup of a PEFM needs a clear definition of the rules of the model, that should be obtained in a learning phase. Despite the obviousness of such a statement, many ambiguities come out in defining what is a rule of the model. As far as a PEFM is concerned, the rules to be determined in the learning phase are not only the parameters of the algorithm, but also external parameters such as, for example, the definition of the area under study, and the choice of the threshold magnitude (M 0 ) that defines a strong earthquake in that area.
Another important point is the way in which the learning phase has been conducted. Even though not strictly necessary (the only proper way to test the reliability of a model is through the voting phase), an objective and quantitative strategy used in the learning phase can provide further support to the reliability of the results of the model, especially when the voting dataset is not very large. In the two following paragraphs we will give a brief description of CN and M8, referring the interested reader for full formalization to Keilis-Borok et al. (1988) , and Keilis-Borok and Rotwain (1990) regarding CN, and Keilis-Borok and Kossobokov (1990a) concerning M8.
Algorithm CN CN is a code that attempts to characterize the time interval before a large earthquake. For each time interval, several variables that describe the seismicity in the area under study are measured, such as the seismic activity, quiescence, temporal rates of change of seismic activity, size of earthquakes, spatial and temporal clustering, and long-range interactions between earthquakes (Keilis- Borok et al., 1988) . The acronym CN derives from the California and Nevada states, where the learning phase of the code was performed (Keilis-Borok et al., 1988) . In the voting phase, the rules determined in the learning phase are used in the same area, as well as in many other regions of the world, to declare times of increased probability (TIPs).
The CN algorithm calls for a large number of parameters to be fixed in the learning phase. Although this is not necessarily a problem, very few efforts were devoted, or at least reported, to verify the stability of the results as a function of the subjective choices made. The arbitrariness of the learning phase is further increased by ad hoc implementations. In particular, during the formalization of the CN algorithm, it was noticed that the code produced too many false alarms. To lower their number an additional rule was introduced for the declaration of TIPs (Keilis-Borok and Rotwain, 1990) . Remarkably this new rule was not identified by the initial learning phase of the algorithm, and, surprisingly, it seemed somehow opposite to what the learning stage suggested.
More important, some parameters of the model are not determined in the learning phase, and therefore they are not kept fixed in the voting phase. These free parameters inevitably produce an overconfidence in the results of the voting phase. The choice of the area size is probably the most questionable in most of the applications of the CN code. In CN application to the Italian region, for instance, there is a series of works in which the area of forecast was progressively revised retrospectively, to improve the performance of CN Costa et al., 1995 Costa et al., , 1996 Costa et al., , 1997 Peresan et al., 1999) . Another free parameter was the number of features of a category that an object must possess in order to be classified as belonging to that category. Many works, in fact, display quite different results in the voting phase, depending on the different values used for this parameter (e.g., Keilis-Borok et al., 1988 . Table 2 Statistical Significance ␣ of the PEFM Based on the M8 Algorithm The target earthquakes are in the time interval 1992-1997 and have M Յ 7.5. The parameter d is the bias in the estimation of (see equation [5] ), h r is the uncertainty of this estimate, N is the number of target earthquakes, and n is the number of events forecast by the PEFM. The results for the MSc are in the parentheses.* *h estimated by Kossobokov et al. (1999a) ‫ס‬ 0.40 (0.13) ; N ‫ס‬ 19; n ‫ס‬ 10(5).
To summarize, in addition to a large arbitrariness in defining the rules of the PEFM, we note that in past applications of the CN, the tuning of the free parameters was done by looking for a good retrospective forecasting system, that is, the voting was performed, at least partially, on the same data as the learning (e.g., Gelfand et al., 1976; Caputo, 1987; Keilis-Borok et al., 1988; Keilis-Borok and Rotwain, 1990; Keilis-Borok and Kossobokov, 1990a,b; Kossobokov et al., 1990; Gahalaut et al., 1992a,b; Costa et al., 1995 , Costa 1997 Romachkova et al., 1998; Peresan et al., 1999; Kossobokov et al., 1999b) and not on a new and independent data set as previously recommended (see above). This aspect precludes the possibility to check statistically the real forecasting capability of the algorithm and therefore it will not be further considered here.
Algorithm M8
The acronym M8 derives from the fact that this algorithm was originally designed to declare TIPs of occurrence of earthquakes with M 0 Ն 8. M8 considers spatiotemporal windows as objects of the analysis. In particular, it scans the area of forecast by several overlapping circles whose radius depends, through an empirical function, on M 0 (Keilis-Borok and Kossobokov, 1990a) . Successively, for each circle, it takes into account seven variables (functions of time), describing the number of earthquakes above a certain magnitude that occurred inside the circle, the deviation of seismic activity from a long time trend, the concentration of main shocks, and the clustering of earthquakes.
The definition of these functions requires the choice of several arbitrary parameters, such as the magnitude threshold M 0 , the coefficients governing the relationship between M 0 and the circle radius, the duration of the time intervals, and so on. To define the rules for the M8 code, no objective learning has been performed, or at least reported. On the basis of the experience of the researchers, it was established that when a sufficient, and arbitrarily chosen, number of functions were above a fixed quantile (Keilis-Borok and Kossobokov, 1990b), a TIP had to be declared, for a period of 5 years. A further evidence of the subjectivity of the model is that most of the alarms identified by M8 are strongly dependent on the catalog used (Habermann and Creamer, 1994) .
Besides a large amount of subjectivity in the learning phase, we note that an effort has been made to provide a more objective application of the code in the voting phase. However, it is also interesting to note that further variability has been introduced into the analysis by setting up a new algorithm called Mendocino Scenario (MSc) . It requires the further scanning of each M8 circle subject to a TIP, into 265 smaller square cells. Inside each cell, the number of earthquakes with a magnitude greater than a certain threshold (often chosen as M ‫ס‬ 3, see Kossobokov et al., 1990 ) is counted to describe the seismic activity. It is then postulated that the strong earthquake forecast by the TIP is most likely to occur in the region where a sufficiently large cluster of squares experienced quiescence. In this respect, MSc acts as a further rule for M8 forecasts, and, as in CN, it is worth stressing that this accessory rule does not result from a learning process as would be required by a standard PR procedure.
In any case, the forward application of the M8 code guarantee the possibility to check the forecasting capability of this PEFM.
Test of PEFM Based on M8
M8 has been applied to many areas of the world. In recent years, it has been used in a forward application in the Circum-Pacific area. The results for the period 1985-1997 were recently published (Kossobokov et al., 1997 (Kossobokov et al., , 1999a ). Here we keep separated the time intervals 1985-1991 and 1992-1997 because a "real" forward test was made only for the latter period (cf. Kossobokov et al., 1997) . The complete list of target earthquakes is reported in Table 2 of Kossobokov et al. (1999a) .
The test of the M8 forecasts proposed by Kossobokov et al. (1999a) uses a Bernoulli trial scheme (equation [1] ) to estimate the statistical significance of such forecasts. The authors estimated through equation (2), by using the Poish son process in time, and, for the spatial domain, a nonparametric distribution built through a fit of 20 years of worldwide seismicity with M Ն 4.0. This procedure implicitly assumes that the occurrence in times of the seismic events is completely random, that two decades of seismicity with M Ն 4.0 is a reliable estimation of the spatial distribution of the earthquakes with M Ն 7.5 (the REFM), and that the parameters of the spatiotemporal distribution are exactly known. Table 3 Statistical Significance ␣ of the PEFM Based on M8 Algorithm (Same as for Kossobokov et al. (1999a) ‫ס‬ 0.36 (0.18) . N ‫ס‬ 5; n ‫ס‬ h 5(4); M Ն 8.0; time interval, 1992-1997. Actually, all these assumptions are strongly questionable, if not unacceptable. Here, since we do not have either the original REFM used by Kossobokov et al. (1999a) , or the spatial and temporal distribution of the alarms, we provide an evaluation of the M8 algorithm based on the results published in Kossobokov et al. (1997 Kossobokov et al. ( , 1999a .
First, we note that the REFM used by the authors is clearly incorrect. In addition to being set up without consideration of past earthquakes of magnitudes comparable with the target events, the forecasting capability of the REFM proposed by Kossobokov et al. (1999a) is significantly lower than what is expected from a correct REFM. Between 1985 and , the REFM proposed by Kossobokov et al. (1999a) forecasts 8 of 32 earthquakes with M Ն 7.5 and 2 of 7 with M Ն 8.0, using a 42% spatiotemporal coverage of alarms ( ‫ס‬ 0.42) . If this coverage of alarms is correct, a less thañ h 5% probability exists of having Յ8 successful forecasts out of 32 target earthquakes, whereas a correct REFM should forecast, on average, about 13-14 earthquakes with ‫ס‬ h 0.42.
To illustrate this point, we apply the REFM described earlier, which consists of a filtered map of the spatial occurrence of the earthquakes with M s Ն 7.5 and depth Յ 70 km (see preceding text). By taking the cells with the highest probabilities, whose cumulative probability is about 0.42 (see equation [3] ), we forecast, for the same time interval, 15 of 32 earthquakes with M Ն 7.5 and 6 of 7 earthquakes with M Ն 8.0 (see Fig. 1 ). These numbers match the expected value (13-14) much better than the ones reported by Kossobokov et al. (1999a) . Between 1992 and 1997, by using ‫ס‬ 0.40 we correctly forecast 12 of 19 earthquakes h with M Ն 7.5, and 4 of 5 earthquakes with M Ն 8.0. Note that these values are almost the same as reported for the PEFM based on the M8 algorithm.
To evaluate the possible effects of the incorrect REFM and of its unavoidable uncertainties, we estimate the significance level ␣ of the PEFM based on the M8 algorithm by taking into account both the bias d, and the uncertainty r (r 2 ‫ס‬ var(h)) of . For this purpose we use different reah sonable values of d (see equation [5] ) and r. The results are reported in Tables 2 and 3 . We consider only the time interval 1992-1997 because it is the only period for which a real forward analysis has been performed (see Kossobokov et al., 1997) . The results show that the capability of M8 to forecast M Ն 7.5 earthquakes is not statistically significant. This means that the M8 algorithm does not work better than the REFM. The same is valid if we take into account the MSc (see Table 2 ). If we consider the results reported by Kossobokov et al. (1999a) for the time interval 1985-1997, the forecasting ability of M8 (with and without the MSc) is not statistically significant at the 0.99 confidence level, by using d Ն 0.05 and/or r Ն 0.05. The same conclusions can be reached heuristically by looking at the forecasting capability of the REFM proposed previously.
Regarding the earthquakes with M Ն 8.0 (see Table 3 ), the forecasting ability of M8 (with and without the MSc) is not statistically significant at the 0.99 confidence level (i.e., ␣ Յ 0.01) in either of three cases: (1) Table 1 ) by comparing the correct REFM proposed here, and an incorrect REFM based on seismicity with a lower threshold, like the one suggested by Kossobokov et al. (1999a) . As far as r is concerned, we are not able to provide a realistic estimation from the data, because we do not have the REFM used by Kossobokov et al. (1999a) . We think, however, that r Ϸ 0.10 might be considered as a reasonable choice to properly account for uncertainties and possible weak nonstationarity of the process. The results reported in Tables 2 and 3 are stable if we use a beta distribution for h in equation (6), or a Gaussian distribution for u in equation (10).
To facilitate the comparison of the results in Tables 2  and 3 with those provided by Kossobokov et al. (1999a) , we note that in the latter (see also Keilis-Borok, 1999; Rotwain and Novikova, 1999) , there is an improper use of the terms confidence level (CL) and significance level (␣). Specifically, they were switched in meaning whereas they should be related as
Their meaning is only related to a rejection of a null hypothesis (e.g., Kalbfleisch, 1985) . Here, we have used the critical value of 99% of confidence level because it is a convenient choice for two main reasons: first, the higher the scientific and practical relevance in rejecting a null hypothesis is, the higher the confidence level has to be. Second, if the test is performed with few data, the inclusion or removal of each single datum may drastically change the test statistics. In this case, a conservative choice is to select a high confidence level to reject the null hypothesis.
The M8 performance displayed in Tables 2 and 3 agree with the results obtained by Minster and Williams (1998) through an independent and systematic test of M8. According to their study, in which the worldwide seismicity is used to compute the receiver operating characteristic curve, there is no difference, at a 95% confidence level, between the performance of M8 and of a random forecast based on a uniform pdf.
Conclusions
The main purpose of this article was to discuss the setup and test of an earthquake-forecasting model. We provided some new insights that can help to evaluate quantitatively the performance and reliability of any forecasting model. We have also applied this strategy to check the forecasting ability of two PR-based algorithms, M8 and CN.
In particular, we have emphasized that many debates on earthquake prediction result from lack of clear definitions of key concepts (such as the term precursor) and the strategies needed to set up a forecasting model and to evaluate its reliability. For this purpose, we have proposed a classification of earthquake-forecasting models based on the kind of information used to set them up. We have noted that the forecasting capability of any model based on the observation of supposed precursors (PEFM) must be compared with the forecasting ability of a correct reference model (REFM) that describes our knowledge of the spatiotemporal occurrence of the target events. We have shown that the use of an incorrect REFM very often leads to an overestimation of the forecasting capability of the PEFM. Overestimation also results from not properly taking into account random uncertainties in the REFM estimation.
Finally, we have applied these concepts to two forecasting models based on PR. We have suggested that the forecasting capability of the CN code cannot be objectively tested. In the M8 algorithm, we have shown that its forecasting capability as estimated by previous authors is much too optimistic, because the method used to check its performance was based on unrealistic assumptions and the use of an incorrect REFM. Taking into account possible biases and uncertainties introduced in the REFM as used by the M8 authors, we find that the forecasting capability of M8 is not statistically significant. Indeed, the successful forecasts of M8 are similar to those obtained by using a more suitable REFM. ance). The intensive exploration of the parameter space given by the conditions reported previously shows that the trend is always monotonically decreasing as the one reported in Figure 2 . This implies that, in the parameter space investigated, ␣ increases (i.e., it becomes less statistically significant) when x decreases (i.e., when the variance of the beta distribution increases). 
