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Resumen
La estimacio´n de las distribuciones de corriente a partir de registros electroencefalogra´ficos
se conoce como un problema inverso, el cual puede resolverse aproximadamente mediante
la inclusio´n de modelos dina´micos como restricciones espacio-temporales en la solucio´n. En
este trabajo, se considera la tarea de localizacio´n de fuentes de electroencefalograf´ıa, donde
se obtiene una estructura espec´ıfica para el modelo dina´mico de la distribucio´n de corriente
en el cerebro, directamente de los datos de electroencefalograf´ıa, mediante el ajuste de un
modelo autorregresivo multivariado. Mientras que otros enfoques consideran una aproxima-
cio´n de la conectividad interna de las fuentes, la metodolog´ıa propuesta toma en cuenta una
estructura realista del modelo estimada a partir de los datos, de manera que se haga posible
encontrar mejores soluciones inversas. El desempen˜o de la metodolog´ıa propuesta se valida
sobre sen˜ales simuladas de electroencefalograf´ıa, con diferentes relaciones sen˜al a ruido, don-
de la tarea de localizacio´n de fuentes se evalu´a por medio de los errores de localizacio´n y
de ajuste de datos. Por u´ltimo se demuestra que estimar estos modelos hace posible obtener
soluciones inversas de precisio´n considerable, en comparacio´n con otras soluciones inversas.
Palabras clave: EEG, MVAR, Problema inverso, Regularizacio´n, BEM, Filtro de Kal-
man, Factor de olvido. .
xAbstract
The estimation of current distributions from electroencephalographic recordings poses an
inverse problem, which can approximately be solved by including dynamical models as
spatio-temporal constraints onto the solution. In this paper is considered the electroen-
cephalography source localization task, where a specific structure for the dynamical model
of current distribution is directly obtained from the data by fitting multivariate autoregres-
sive models to electrocardiographic time series. Whereas previous approaches consider an
approximation of the internal connectivity of the sources, the proposed methodology takes
into account a realistic structure of the model estimated from the data, such that it beco-
mes possible to obtain improved inverse solutions. The performance of the new method is
demonstrated by application to simulated electroencephalographic data over several signal
to noise ratios, where the source localization task is evaluated by using the localization error
and the data fit error. Finally, it is shown that by estimating MVAR models makes possi-
ble to obtain inverse solutions of considerably improved quality, as compared to the usual
instantaneous inverse solutions.
Keywords: EEG, MVAR, Inverse problem, Regularization, BEM, Kalman filter, For-
getting factor.
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1. Preliminares
1.1. Introduccio´n
La estimacio´n de la actividad cerebral a partir de sen˜ales de electroencefalograf´ıa (EEG)
es un problema inverso mal condicionado (Infinito nu´mero de actividades internas en las
fuentes proporciona la misma sen˜al en el cuero cabelludo) que no puede resolverse sin algu´n
tipo de regularizacio´n. La localizacio´n de fuentes electroencefalogra´ficas (ESL) es una te´cnica
que consiste en inferir la configuracio´n interna del cerebro que podr´ıa explicar la actividad
electromagne´tica reflejada en el cuero cabelludo, es decir, el problema inverso en EEG. En
este sentido, un modelo parame´trico como el modelo autorregresivo multivariado (MVAR),
se puede proponer para llevar a cabo la tarea de ESL, dado que dicho modelo presenta
beneficios como la exactitud y la capacidad de seguimiento de la dina´mica en el tiempo, de
un conjunto de variables [33].
Sin embargo, la descripcio´n obtenida de la sen˜al EEG a partir de los para´metros del modelo
MVAR no corresponde a la misma actividad dentro del cerebro, por lo que estos modelos
no son suficientes para resolver o describir las dina´micas internas de las fuentes [13]. Por
esta razo´n, es necesario mejorar la representacio´n de la conectividad interna de las fuentes
directamente de los para´metros estimados. De esta manera, una te´cnica para resolver el
problema inverso en EEG es el filtrado de Kalman, porque proporciona un marco natural
para la incorporacio´n de restricciones dina´micas en el problema de localizacio´n de fuentes.
Por ser un problema mal condicionado, la tarea de localizacio´n de fuentes requiere restric-
ciones anato´micas y fisiolo´gicas para una solucio´n adecuada, razo´n por la cual, se debe tener
en cuenta un conocimiento a priori sobre la regio´n de origen para obtener una solucio´n u´ni-
ca, cuando se halla la solucio´n directamente, como en el caso esta´tico [36]. Para superar
estos inconvenientes, me´todos recientes han propuesto que se tenga en cuenta la dina´mica
fisiolo´gica de EEG basados en modelos lineales o no lineales [10], [12]. Sin embargo, la solu-
cio´n dina´mica resultante para problema inverso puede describir la interaccio´n real entre las
fuentes.
Este trabajo presenta una metodolog´ıa basada en modelos MVAR con para´metros invariantes
en el tiempo, que puede ser utilizada de forma conjunta con el filtro de Kalman para estimar la
dina´mica de las fuentes, las cuales esta´n implementadas sobre un modelo realista del cerebro
calculado con el me´todo de elementos de frontera. El desempen˜o de esta metodolog´ıa se
valida sobre sen˜ales EEG simuladas con diferentes niveles de ruido, para las cuales se evalu´a
la localizacio´n de las fuentes mediante los errores de localizacio´n y de ajuste de datos, tambie´n
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se hacen pruebas adicionales mediante ana´lisis de componentes independientes como te´cnica
de separacio´n ciega de fuentes, para reducir el nu´mero componentes que deben analizarse
con el filtro de Kalman. Finalmente, se muestra que a pesar de utilizar la pseudo-inversa
regularizada de Tikhonov, los para´metros MVAR proporcionan informacio´n suficiente para
alcanzar una localizacio´n precisa de las fuentes.
1.2. Problema de reconstruccio´n y localizacio´n de fuentes
La tarea de reconstruccio´n y localizacio´n de fuentes de EEG consta de dos problemas princi-
pales: el directo y el inverso. El problema directo, consiste en el ca´lculo de los potenciales en
los electrodos ubicados sobre el cuero cabelludo, dada una fuente dentro del cerebro. Se des-
cribe co´mo se calculan los potenciales en los electrodos y se deriva una expresio´n matema´tica
para calcular la distribucio´n de potencial causada por una fuente dipolar. El problema in-
verso consiste en estimar la fuente dentro del cerebro que mejor se ajusta al EEG medido en
la superficie.
A continuacio´n se mencionan las metodolog´ıas destacadas para resolver el problema inverso
en EEG, que se basan tanto en me´todos parame´tricos como en no parame´tricos, tambie´n
se mencionan otras metodolog´ıas como LORETA, sLORETA, VARETA, S-MAP, ST-MAP,
LAURA, FOCUS (SLF), SSLOFO, ALF y otras te´cnicas relevantes como MUSIC. En gene-
ral, la precisio´n con la que pueda resolverse el problema inverso se ve afectada principalmente
por errores en el modelado de la cabeza y el ruido del EEG (ruido de medicio´n y ruido biolo´gi-
co). La norma adoptada en [3] afirma que la precisio´n espacial debe estar dentro de 5mm y
la resolucio´n temporal debe estar dentro de los 5ms. En [36], se hace referencia al estado del
arte para la solucio´n del problema inverso en EEG.
Me´todos no parame´tricos o soluciones inversas distribuidas: Consisten en ubicar un
gran nu´mero de dipolos a trave´s del volumen total del cerebro, o en la superficie cortical. La
posicio´n de cada dipolo es fija, so´lo se deben estimar los momentos, lo que se puede hacer
al aplicar me´todos de estimacio´n lineal. Para el ajuste de dipolos el nu´mero de para´metros
desconocidos es ma´s pequen˜o que el nu´mero de datos, resultando en una solucio´n u´nica para
el modelo de la fuente. Para los modelos de fuentes distribuidas el nu´mero de para´metros es
mayor, resultando en un sistema lineal de ecuaciones sobre-determinado. Existe un nu´mero
infinito de configuraciones de la fuente que tienen una distribucio´n de potencial ide´ntica a
la distribucio´n medida. Para conseguir un espacio de solucio´n restringido, se deben impo-
ner restricciones adicionales en la solucio´n [32]. Algunas restricciones anato´micas han sido
propuestas, tales como localizar las fuentes en la superficie cortical basada en la observacio´n
de que los generadores corticales de las sen˜ales EEG esta´n localizados en la materia gris y
orientados perpendicularmente a la hoja cortical. Este enfoque, denominado fuente de co-
rriente cortical, se desarrolla para estimar la fuerza de la capa del dipolo de corriente cortical
equivalente a partir de los potenciales de superficie [27].
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Hay dos formas de reconstruir la capa del dipolo de corriente cortical equivalente. Una es
modelar la corteza como una superficie plana sin la informacio´n detallada de los surcos y
los giros con la capa del dipolo de corriente cortical equivalente definida en una superficie
muy cercana a la corteza aplanada [17], [19]. Otra es modelar la corteza como una superficie
plegada donde los surcos y los giros se preservan [1]. Se deben emplear modelos directos como
BEM y FEM ya que se requiere informacio´n anato´mica detallada. Adema´s, la integracio´n
con la resonancia magne´tica funcional (fMRI – Functional Magnetic Resonance Imaging)
esta´ disponible en las te´cnicas de corriente cortical restringidas [7].
Otra restriccio´n empleada es escoger la solucio´n con la norma mı´nima (MN –Minimum
Norm)de la energ´ıa [18]. La solucio´n MN muestra una dependencia en la profundidad que no
es deseada pues favorece las fuentes superficiales. Entonces, otras dos soluciones de ponde-
racio´n, la solucio´n de norma mı´nima con matriz diagonal ponderada (WMN–Weighted MN)
[21, 22] y la solucio´n de norma mı´nima ponderada Laplaciana (LWMN–Laplacian WMN),
tambie´n conocida como tomograf´ıa electromagne´tica del cerebro de baja resolucio´n (LORE-
TA–Low Resolution brain Electromagnetic Tomography) [35], fueron introducidas para com-
pensar ese sesgo. Adicionalmente, estas variantes de las soluciones MN se pueden representar
en la estructura Bayesiana [3]. Los me´todos iterativos, tales como el sistema de solucio´n fo-
cal indeterminado (FOCUSS –Focal Undetermined System Solution) [21], usando MN como
estimacio´n inicial, y el algoritmo de realce de auto coherencia (SCEA– Self-Coherence En-
hancement Algorithm), usando LORETA u otros como estimacio´n inicial [17], tambie´n esta´n
disponibles para encontrar las soluciones localizadas. Otros enfoques son: promedio local au-
torregresivo (LAURA–Local Autoregressive Average)[9] que incluye restricciones f´ısicas en
las soluciones y EPI-FOCUS [8] que es una solucio´n quasi-lineal inversa.
Todas las soluciones al problema inverso requieren una cantidad de suposiciones con respecto
al modelo directo subyacente. Se debe describir el volumen conductor y se debe seleccionar
un modelo de fuente espec´ıfico. Si se escoge un modelo basado en dipolo de corriente equiva-
lente, se tiene que determinar el nu´mero de dipolos en el modelo. Adema´s, se deben realizar
mu´ltiples selecciones en el procesamiento del EEG. Sigue siendo un reto basar estas selec-
ciones y suposiciones en hallazgos cient´ıficos so´lidos. A menudo las hipo´tesis ba´sicas que
subyacen la motivacio´n del experimento tienen que usarse como suposiciones para el mode-
lado de la fuente, lo que complica una evaluacio´n de los resultados del ana´lisis basados en
hipo´tesis [32].
Modelos parame´tricos o espacio–temporales de ajuste de dipolos: La estimacio´n de
fuentes basada en un modelo con una sola fuente discreta o un nu´mero pequen˜o de fuentes
discretas se conoce como me´todos parame´tricos o me´todos de dipolo de corriente equivalente
o fuentes concentradas o modelos espacio–temporales de ajuste de dipolos. En estos modelos,
el ajuste de dipolos se puede realizar en la distribucio´n espacial del EEG en un instante
de tiempo espec´ıfico o sobre un intervalo de tiempo (espacio-temporal). La inclusio´n de
informacio´n temporal en el modelo tiene la ventaja de que las fuentes pueden separarse
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ma´s fa´cilmente, si la fuerza de las diferentes fuentes var´ıa independientemente en el tiempo.
Adema´s, un nu´mero grande de puntos ofrece una ventaja en la estimacio´n de los para´metros
de la fuente, en tanto que el ruido en los datos estara´ al menos parcialmente no correlacionado
en el tiempo. El modelo de la fuente para los me´todos parame´tricos contiene un nu´mero fijo de
dipolos, donde cada dipolo tiene los para´metros posicio´n, orientacio´n y fuerza. La orientacio´n
y la fuerza del dipolo especifican su momento. Al usar el principio de superposicio´n de los
potenciales ele´ctricos, el momento del dipolo se puede solucionar usando una estimacio´n lineal
[35] resultando en una solucio´n o´ptima y directa [31]. La posicio´n del dipolo esta´ relacionada
de manera no lineal con el potencial superficial a trave´s del modelo del volumen conductor, y
se debe usar un algoritmo de optimizacio´n no lineal o de bu´squeda para los para´metros de la
posicio´n. Si el nu´mero de para´metros no lineales en un modelo dipolar es relativamente bajo,
es decir, tres para la posicio´n de un solo dipolo, los para´metros o´ptimos se pueden determinar
mediante una bu´squeda exhaustiva. El dipolo se ubica en cada posicio´n de una rejilla regular
cubriendo el cerebro entero, y para cada ubicacio´n se calcula el error entre el potencial
observado y el potencial del modelo. Subsecuentemente, la distribucio´n tridimensional del
error se puede visualizar y se puede determinar el mı´nimo.
La estimacio´n por mı´nimos cuadrados es el modelo ba´sico en los me´todos parame´tricos y con-
siste en la estimacio´n de los para´metros del dipolo [24], que pueden explicar de mejor manera
los potenciales superficiales observados. Debido a las caracter´ısticas no lineales del espacio
de los para´metros, se deben emplear procedimientos de minimizacio´n multidimensional no
lineal a expensas de un incremento en el costo computacional. Los me´todos de minimiza-
cio´n van desde bu´squedas basadas en el algoritmo s´ımplex como Levenberg—Marquardt y
Nelder—Meade hasta esquemas de optimizacio´n globales, algoritmos gene´ticos y recocido
simulado (Annealing).
Un problema comu´n con la estimacio´n de fuentes por mı´nimos cuadrados es que se deben
escoger a priori el nu´mero de fuentes. Adema´s, la no convexidad de la funcio´n de costo usada
en el algoritmo de mı´nimos cuadrados se hace ma´s severa y la bu´squeda no lineal se hace
poco pra´ctica a medida que se incrementa el nu´mero de fuentes. Las alternativas descritas a
continuacio´n evitan tales dificultades al buscar una regio´n de intere´s. Los enfoques de confor-
macio´n de haz (beamforming), realizan un filtrado espacial en los datos a partir de un arreglo
de los sensores para separar las sen˜ales entre las que llegan de una ubicacio´n de intere´s y
las que se originan en los dema´s lugares. El enfoque de varianza mı´nima restringida lineal-
mente (LCMV –Linearly Constrained Minimum Variance), provee una versio´n adaptativa en
la que se ubican ceros en la respuesta en aquellas posiciones correspondientes a fuentes de
interferencia. Otra alternativa es un grupo de me´todos denominados localizacio´n de fuentes
en subespacios tales como el algoritmo MUSIC (Multiple Signal Classification) [29], el cual
estima mu´ltiples ubicaciones de los dipolos usando una bu´squeda en 3D. El procedimiento
de los me´todos de localizacio´n de fuentes en subespacios se puede dividir en dos pasos. El
primer paso es estimar los subespacios de sen˜al y ruido a partir del EEG medido y como
segundo paso aplicar una proyeccio´n sobre el subespacio de ruido estimado con el fin de
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obtener los extremos de su funcio´n de costo. Despue´s de MUSIC, se introdujo RAP–MUSIC
(Recursively Applied and Projected MUSIC) [28], el cual tuvo mejores soluciones para las
fuentes en problemas de localizacio´n de fuentes altamente correlacionados.
1.3. Objetivos
Objetivo general: Desarrollar una metodolog´ıa para la localizacio´n de fuentes de epilepsia
focalizada, que proporcione ayuda para un mejor diagno´stico por parte del especialista,
basada en modelos parame´tricos y separacio´n ciega de fuentes.
Objetivos espec´ıficos:
– Obtener una estructura espec´ıfica para la conectividad interna de las fuentes a partir
de la sen˜al de electroencefalograf´ıa.
– Determinar mediante el ana´lisis de las densidades de corriente calculadas, los puntos
de activacio´n correspondientes a las fuentes.
– Validar la metodolog´ıa propuesta, para comprobar su funcionalidad en la localizacio´n
de fuentes electroencefalogra´ficas.
Parte I.
Marco Teo´rico
2. Contexto fisiolo´gico de la sen˜al de
Electroencefalograf´ıa
2.1. Actividad ele´ctrica y ritmos cerebrales
La cabeza humana esta´ conformada por tres capas principales, que son el cuero cabelludo, el
cra´neo, el cerebro (Tabla 2-1), y muchas otras capas delgadas en el medio. El cra´neo atenu´a
las sen˜ales de aproximadamente cien veces ma´s que el tejido blando; por otro lado, la mayor
parte del ruido se puede generar en el cerebro (ruido interno) o sobre el cuero cabelludo (el
ruido del sistema o el ruido externo). Por lo tanto, so´lo las grandes poblaciones de neuronas
activas pueden generar suficiente potencial medible con los electrodos del cuero cabelludo.
Aproximadamente 1011 neuronas se desarrollan en el nacimiento, cuando se termina la for-
macio´n del sistema nervioso central [30]. Esto hace que en promedio se tengan 104 neuronas
por mil´ımetro cu´bico, las cuales esta´n interconectadas en redes neuronales a trave´s de las
sinapsis. Los adultos tienen aproximadamente 5 × 1014 sinapsis, sin embargo, el nu´mero de
sinapsis por neurona aumenta con la edad, mientras que el nu´mero de neuronas disminuye
con la edad.
Las diferencias de potenciales ele´ctricos son causados por potenciales postsina´pticos de las
ce´lulas piramidales que crean dipolos ele´ctricos entre el soma (cuerpo de una neurona) y
las dendritas apicales, que se ramifican a partir de las neuronas, como se muestra en la
figura 2.1(a).La corriente en el cerebro se genera principalmente por el impulso de los iones
positivos de sodio, Na+, potasio, K+, el calcio, Ca++, y los iones negativos de cloro, Cl−, a
trave´s de las membranas de las neuronas.
Las sen˜ales registradas a trave´s del cuero cabelludo, en general, tienen amplitudes que oscilan
entre unos pocos µV hasta aproximadamente 100µV y un contenido de frecuencia entre 0,5
a 30− 40 Hz.
Capa Radio aproximado(cm) Resistividad (Ω)
Cuero cabelludo 9.2 2.22
Cra´neo 8.5 177
Cerebro 8 2.22
Tabla 2-1.: Principales capas cerebrales y su resistividad aproximada.
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(a) Estructura de una neurona (b) Neurona obtenida del tejido
cerebral
Figura 2-1.: Tejido neuronal
En resumen, la sen˜al EEG es una medida de las corrientes que fluyen durante las excita-
ciones sina´pticas de las dendritas de muchas neuronas en la corteza cerebral. Cuando las
neuronas se activan, se produce corriente dentro de las dendritas; esta corriente genera un
campo magne´tico que puede medirse por sistemas de electromiograf´ıa y un campo ele´ctrico
secundario sobre el cuero cabelludo que puede medirse por los sistemas de Electroencefalo-
graf´ıa. A partir de la informacio´n anterior, el EEG puede utilizarse como una herramienta
u´til para estudiar patolog´ıas neurolo´gicas y otras anomal´ıas del cuerpo humano como:
– Seguimiento de coma y muerte cerebral.
– Localizar las zonas de dan˜os despue´s de una lesio´n de cabeza, derrame cerebral, y
tumores.
– Pruebas de las v´ıas aferentes por medio de potenciales evocados.
– Monitorear la interaccio´n cognitiva (ritmo alfa).
– Producir situaciones de bio-realimentacio´n.
– Investigar la epilepsia y el origen de la localizacio´n de las crisis.
– Evaluar los efectos de los medicamentos para epilepsia.
– Ayudar en la extirpacio´n del foco epile´ptico.
– Pruebas de drogas para los efectos convulsivos.
– Investigar los trastornos del suen˜o.
– Investigar los trastornos mentales.
– En la actualidad se usa como complemento para las ima´genes me´dicas en el diagno´stico
de patolog´ıas.
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La lista anterior confirma el potencial que tiene el EEG como herramienta de diagno´stico y
proporciona adema´s la motivacio´n suficiente para abordar las te´cnicas de procesamiento de
sen˜ales EEG para la interpretacio´n me´dica.
Muchos trastornos cerebrales se diagnostican por la inspeccio´n visual de las sen˜ales de EEG.
Los expertos en neurolog´ıa esta´n familiarizados con la manifestacio´n de los ritmos cerebrales
en las sen˜ales de EEG. En adultos sanos, las amplitudes y frecuencias de las sen˜ales, cambian
de un estado a otro (estar despierto, estar dormido)y tambie´n cambian con la edad.
Hasta ahora existen 5 tipos de ondas cerebrales que se diferencian por sus respectivos rangos
de frecuencia que son:
Ritmo Delta (δ) < 4 Hz: T´ıpicamente se presenta durante el suen˜o profundo y tiene una
gran amplitud. Usualmente no se observa en un adulto normal despierto, pero puede
indicar dan˜o cerebral o la presencia de alguna enfermedad (encefalopat´ıa).
Ritmo Theta(θ) 4− 7 Hz: El ritmo theta ocurre durante el adormecimiento y durante cier-
tas etapas del suen˜o.
Ritmo Alfa (α) 8− 13 Hz: Este ritmo es el ma´s prominente en sujetos normales que esta´n
relajados y despiertos con los ojos cerrados; la actividad es suprimida cuando se abren
los ojos. La amplitud del ritmo alpha es mayor en las regiones occipitales. Este ritmo
se presenta en el cerebro cuando se resuelven tareas complejas.
Ritmo Beta (β) 14− 30 Hz: Este es un ritmo ra´pido de baja amplitud, asociado con una
corteza activada y que puede ser observada durante ciertas etapas del suen˜o. El ritmo
beta se observa principalmente en las regiones frontales y centrales.
Ritmo Gamma (γ) > 30 Hz: El ritmo gamma se relaciona con un estado activo de proce-
samiento de la corteza cerebral. Al usar un electrodo localizado sobre el a´rea sensori-
motora y utilizar una te´cnica de grabacio´n de alta sensibilidad, el ritmo gamma puede
ser observado durante los movimientos de los dedos.
Adema´s de los ritmos anteriormente mencionados, existen otros ritmos que son φ, κ, σ, τ ,
χ y λ y que se describen plenamente en [37]. Todos los ritmos previamente descritos pueden
persistir por varios minutos, mientras que otros ocurren so´lo durante unos pocos segundos, tal
como el ritmo gamma. Es importante notar que un ritmo no se presenta de forma constante,
sino que una sen˜al irregular arr´ıtmica puede prevalecer durante largos intervalos de tiempo.
2.2. Adquisicio´n no invasiva de la actividad ele´ctrica
cerebral
Diversos me´todos de adquisicio´n, representacio´n anato´mica y funcional se han desarrollado
para el estudio del cerebro de manera no invasiva. Una primera clase de me´todos registra
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(a) Oscilograma (b) Zonas cerebrales relacionadas con la ge-
neracio´n de determinados ritmos.
Figura 2-2.: Ritmos del EEG
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ima´genes estructurales (anato´micas) del cerebro de alta resolucio´n espacial e incluyen la
tomograf´ıa computarizada y la resonancia magne´tica. Otra clase de me´todos proporciona la
informacio´n funcional acerca de las regiones del cerebro, activadas en un instante de tiempo
dado. Los me´todos ma´s conocidos de mapeo funcional del cerebro incluyen la tomograf´ıa por
emisio´n de positrones y la resonancia magne´tica funcional (fMRI), que detectan los cambios
en la actividad metabo´lica [5],[2], Sin embargo, la resolucio´n en el tiempo de las te´cnicas de
tomograf´ıa por emisio´n de positrones y fMRI es limitada, debido a la demora en la respuesta
metabo´lica del cerebro, que esta´ en el rango de unos pocos segundos. Finalmente los me´todos
mas conocidos son el electroencefalograma (EEG) y el Magnetoencefalograma (MEG), los
cuales nos brindan mayor resolucio´n temporal que las ima´genes cerebrales.
Un EEG mide directamente la actividad ele´ctrica del cerebro y se caracteriza por una alta
resolucio´n temporal, que provee informacio´n sobre la dina´mica temporal de la actividad
neuronal, a costa de una menor resolucio´n espacial que en la fMRI [20]. El EEG es usado por
el 50% de los especialistas para realizar el diagno´stico de epilepsia, siendo el examen cl´ınico
complementario que contribuye con mayor peso al dictamen. De hecho, cuando se presenta
una crisis, el registro del EEG permite establecer el a´rea de inicio y la fenomenolog´ıa cl´ınica
del evento. Es por esta razo´n que actualmente se esta´n desarrollando mu´ltiples herramientas
que permitan mejorar la sensibilidad del EEG no so´lo en hallar focos epileptoge´nicos sino
tambie´n en la localizacio´n de la fuente (generador de potenciales de accio´n neuronales) de
manera ma´s precisa y que adema´s disminuyan la posibilidad de fallas atribuidas a la calidad
lector-dependiente del EEG.
Cambios fisiolo´gicos y funcionales dentro del cerebro pueden registrarse mediante las te´cnicas
mencionadas anteriormente, sin embargo, la aplicacio´n de ima´genes de resonancia magne´tica
(MRI) comparada con el EEG es limitada debido a las siguientes razones:
– La resolucio´n temporal de las secuencias de imagen de resonancia magne´tica funcional
es muy bajo.
– Muchos tipos de actividades mentales, trastornos cerebrales, y patolog´ıas cerebrales
no pueden ser registradas utilizando MRI, ya que su efecto sobre el nivel de la sangre
oxigenada es baja.
– El acceso a sistemas de resonancia magne´tica funcional (y en la actualidad a MEG) es
limitado y costoso.
Es importante mencionar adema´s que la resolucio´n espacial del EEG es limitada y gene-
ralmente se mejora cuando se incrementa el nu´mero de electrodos para la adquisicio´n del
EEG.
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2.3. Alteraciones de la actividad ele´ctrica cerebral
asociada a la epilepsia
Es un trastorno neurolo´gico, en el que lo fundamental es la brusca e imprevisible aparicio´n
de descargas ele´ctricas excesivas a partir de grupos de neuronas, descargas que muestran
tendencia a su difusio´n por el resto del cerebro.
Se manifiesta, en cualquier momento y lugar, por episodios transitorios, de aparicio´n inopi-
nada (crisis epile´pticas). En las crisis epile´pticas se produce en el cerebro un desorden bio-
ele´ctrico, durante el cual se rompe la sincron´ıa entre las descargas ele´ctricas de innumerables
neuronas, descargas que se convierten en excesivas y que interrumpen las actividades nor-
males del individuo afectado e incluso su estado de conciencia.
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Figura 2-3.: Sen˜al EEG mostrando una crisis parcial generalizada.
Epilepsia Generalizada: Es aque´lla en la que desde el inicio de la crisis el paciente pierde
la conciencia (por afectacio´n de estructuras cerebrales situadas por debajo de la corteza)
y la anormalidad bioele´ctrica es difusa y sime´trica, con implicacio´n de ambos hemisferios
cerebrales.
Es la variedad ma´s drama´tica de epilepsia, puede ser no convulsiva, y en esta variante la
epilepsia se hace aparente bajo la forma de las llamadas ausencias epile´pticas, durante las
cuales el paciente epile´ptico interrumpe bruscamente el trabajo que estuviera haciendo y
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Figura 2-4.: Sen˜al EEG mostrando el inicio de una crisis generalizada a partir de los 2 s..
aparece como totalmente desconectado de lo que le rodea, con la mirada fija, los pa´rpados
medio cerrados y la cara inexpresiva [13], [4] [10].
Epilepsia Localizada: Tambie´n denominada focal o parcial, es aquella en la que el paciente
no pierde la conciencia o esta pe´rdida es incompleta y la descarga ano´mala detectable en el
ECG queda limitada a un a´rea de la corteza cerebral, cuya extremada excitabilidad hace que
la llegada de los impulsos nerviosos normales sea capaz de desencadenar una crisis epile´ptica
[37]. Durante la crisis el paciente experimenta una combinacio´n de s´ıntomas motores, sen-
sitivos, sensoriales, ps´ıquicos y vegetativos, feno´menos de los cuales es consciente, total o
parcialmente [12].
2.4. Sistema de adquisicio´n 10− 20 (Esta´ndar 10− 20)
Este es el sistema de adquisicio´n que normalmente se utiliza para EEG, consta de 21 elec-
trodos que se colocan sobre la superficie del cuero cabelludo. Los puntos de referencia son
nasion que se encuentra en la parte superior de la nariz a la altura de los ojos e inion que
se encuentra en la l´ınea media en la parte posterior de la cabeza. A partir de estos puntos se
mide el per´ımetro del cra´neo para obtener los planos transversal y medio, posteriormente, la
localizacio´n de los electrodos se determina dividiendo esos per´ımetros en intervalos de 10% y
20%, como se muestra en la figura 2-5, otros tres electrodos se ubican de forma equidistante
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de los puntos vecinos obtenidos en la divisio´n de estos per´ımetros. Adema´s del sistema inter-
nacional 10−20, existen otras distribuciones de los electrodos para medir actividad ele´ctrica
del cerebro, dentro de las cuales sobresale el sistema Queen, que se utiliza para la grabacio´n
del patro´n de los potenciales evocados.
Figura 2-5.: Sistema 10-20
Adema´s se puede utilizar medicio´n unipolar o bipolar del EEG. En el primer me´todo se mide
la diferencia de potencial entre un par de electrodos, en el segundo, se mide el potencial de
cada electrodo y se compara bien sea con un electrodo neutro o con la media de todos los
electrodos.
3. Localizacio´n de fuentes en EEG
3.1. Separacio´n ciega de fuentes
Cuando se tiene un conjunto de datos multivariado, encontrar el modelo matema´tico que lo
ha generado es una tarea que au´n esta´ en desarrollo, particularmente si existe evidencia que
el conjunto de datos ha sido generado por la combinacio´n de diversas dina´micas. Con la sepa-
racio´n ciega de fuentes, se desea encontrar con exactitud las dina´micas que se han mezclado
para dar lugar al conjunto de datos, sin tener informacio´n a-priori de dichas dina´micas.
Ana´lisis de componentes independientes (ICA) En problemas de separacio´n ciega de fuen-
tes, los procesos de mezcla de las fuentes de entrada podr´ıa tener diferentes modelos
matema´ticos o fisiolo´gicos, dependiendo de la aplicacio´n espec´ıfica.
En el caso ma´s sencillo, m sen˜ales combinadas xi(k)(i = 1, 2, · · · , m), son combinacio-
nes lineales de n sen˜ales fuente desconocidas sj(k), estad´ısticamente independientes y
contaminadas con ruido, descritas como:
xi(k) =
n∑
j=1
hijsj(k) + υi(k) (3-1)
o en notacio´n matrical
x(k) = Hs(k) + υ(k) (3-2)
donde x(k) = [x1(k), x2(k), · · · , xm(k)]
T es el vector de sen˜ales medidas,
s(k) = [s1(k), s2(k), · · · , sn(k)]
T es el vector de fuentes, υ(k) = [υ1(k), υ2(k), · · · , υn(k)]
T
el vector de ruido aditivo, y H es la matriz m × n de mezcla desconocida. En otras
palabras, se asume que la sen˜al medida, es una suma ponderada de fuentes primarias.
Esas fuentes son comu´nmente variantes en el tiempo, de media cero, estad´ısticamente
independientes y totalmente desconocidas, como en el caso de las fuentes que generan
el EEG, como se muestra en la Figura 3-1.
Definicio´n 1. ICA temporal El vector x(k) ∈ ℜm se obtiene encontrando una matriz
de separacio´n W (n × m,m ≥ n, tal que el vector y(k) = [y1(k), y2(k), · · · , yn(k)]
T
definido por:
y(k) =Wx(k) (3-3)
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Figura 3-1.: Ana´lisis de componentes independientes en EEG.
contiene las fuentes estimadas s(k) ∈ ℜn tan independientes como es posible, evaluadas
por un criterio de la teor´ıa de la informacio´n como la divergencia deKullback−Leibler.
Definicio´n 2. Para un vector x(k), contaminado con ruido, definido por:
x(k) = Hs(k) + υ(k) (3-4)
donde H(m× n) es la matriz de mezcla, s(k) = [s1(k), s2(k), · · · , sn(k)]
T es el vector
de fuentes, y υ(k) = [υ1(k), υ2(k), · · · , υn(k)]
T el vector de ruido aditivo, y H es el
vector de te´rminos no correlacionados, las componentes independientes se obtienen se
obtiene estimando ambas, tanto H como s(k).
Definicio´n 3. La tarea de ICA se formula como una estimacio´n de todas las sen˜ales
fuente y sus nu´meros y/ o identificaciones de una matriz de mezclas Hˆ o su matriz de
separacio´n pseudo-inversa W , asumiendo solamente la independencia estad´ıstica de
las primeras fuentes y la independencia lineal de las columnas de H .
El modelo de mezclas puede ser representado como :
X =HS (3-5)
donde X = [x(1),x(2), · · · ,x(N)]T ∈ ℜ(m×N) y S = [s(1), s(2), · · · , s(N)]T ∈ ℜ(n×N)
3.2. Formulacio´n matema´tica del problema directo
En te´rminos simbo´licos, el problema directo en EEG se trata de encontrar, en un tiempo
razonable, el potencial superficial m(r, rdipi, si) en un electrodo ubicado sobre el cuero ca-
belludo en r debido a un dipolo con momento s = ses (con magnitud s y orientacio´n es),
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ubicado en la posicio´n en rdip. Esto equivale a resolver la ecuacio´n de Poisson para encon-
trar los potenciales V (r) sobre el cuero cabelludo para diferentes configuraciones de rdip y
s. Para mu´ltiples fuentes dipolares, el potencial en los electrodos debe ser:
V (r) =
∑
i
m(r, rdipi, si) =
∑
i
m(r, rdipi, esi)si (3-6)
Para N electrodos y p dipolos:
V =


V (r1)
...
V (rN)

 =


m(r1, rdip1, es1) · · · m(r1, rdipp, esp)
...
. . .
...
m(rN , rdip1, es1) · · · m(rN , rdipp, esp)




s1
...
sp

 (3-7)
V =M({rj, rdipi, esi})


s1
...
sp

 (3-8)
donde i = 1, · · · , p y j = 1, · · · , N .
Para N electrodos, p dipolos y T muestras de tiempo discreto:
V =


V (r1, 1) · · · V (r1, T )
...
. . .
...
V (rN , 1) · · · V (rN , T )

 =M({rj, rdipi, esi})


s1,1 · · · s1,T
...
. . .
...
sp,1 · · · sp,T

 (3-9)
V =M({rj, rdipi, esi})S (3-10)
donde V es la matriz de mediciones, M es la matriz de ganancia y S es la matriz de las
magnitudes de los dipolos en diferentes instantes de tiempo.
De forma ma´s general, se an˜ade una matriz de perturbacio´n ǫ,
V =MS + ǫ (3-11)
En general, para simulaciones y para medir la sensibilidad al ruido, la distribucio´n del ruido se
define como gaussiana con media cero y desviacio´n esta´ndar variable. Sin embargo, realmente
el ruido no es blanco y su distribucio´n de frecuencias depende de mu´ltiples factores como el
paciente, la configuracio´n de las mediciones, la patolog´ıa, entre otros.
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Figura 3-2.: Modelo de la cabeza basado en elementos de frontera (BEM)
3.3. Me´todo de elementos de frontera
El me´todo de elementos de frontera (BEM –Boundary Element Method) es una te´cnica
nume´rica para calcular los potenciales superficiales generados por fuentes de corriente ubi-
cadas en un volumen conductor con mu´ltiples compartimientos, cada uno con conductividad
isotro´pica y homoge´nea.
Las superficies de frontera entre los compartimientos esta´n conformadas mediante mallas de
tria´ngulos cerrados, como se muestra en la Figura 3-2. La formulacio´n del BEM ha sido
descrita en detalle en [31], [32].
El resultado principal esta´ dado por la siguiente expresio´n:
V = AV∞ (3-12)
La anterior ecuacio´n muestra la separacio´n dentro del BEM del efecto de conduccio´n del
volumen y el efecto que la fuente tiene sobre el potencial superficial V . La matriz A depende
u´nicamente de las propiedades geome´tricas y conductoras del volumen conductor. El vector
V∞ es el valor de potencial en un medio infinito de conduccio´n homoge´nea debido a una
fuente. Para calcular el potencial debido a una fuente, basta con calcular el potencial en el
medio infinito debido a esa fuente, seguido por la multiplicacio´n con la matrizA. Esta matriz
so´lo se calcula una vez, lo que facilita las evaluaciones repetitivas del potencial superficial
usando el BEM [31].
3.4. Formulacio´n Matema´tica del problema inverso
Segu´n la notacio´n de la Ecuacio´n (3-11), el problema inverso consiste en encontrar un valor
estimado de la matriz de las magnitudes de los dipolos Sˆ dadas las posiciones de los electrodos
y las mediciones en el cuero cabelludo V y usando la matriz de ganancia M calculada en
el problema directo. En lo que sigue, T = 1 sin pe´rdida de generalidad. El problema inverso
en EEG es mal condicionado debido a que para todos los voltajes de salida, la solucio´n no
es u´nica (dado que p ≫ N) y adema´s es inestable (altamente sensitiva a pequen˜os cambios
de ruido de los datos).
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Existen dos enfoques principales a la solucio´n inversa: Me´todos de optimizacio´n no pa-
rame´trica y Me´todos parame´tricos. Los primeros son tambie´n llamados modelos de fuentes
distribuidas, soluciones inversas distribuidas o me´todos de imagenolog´ıa. En estos modelos
numerosas fuentes de dipolos con ubicaciones fijas y orientaciones posiblemente fijas esta´n
distribuidas en todo el volumen del cerebro o la superficie cortical [36]. Como se asume que
las fuentes son corrientes intracelulares en los troncos dendr´ıticos de las neuronas corticales
piramidales, que tienen orientacio´n perpendicular hacia la superficie, los dipolos con orien-
tacio´n fija esta´n ubicados generalmente en alineacio´n perpendicular. Entonces es necesario
estimar las amplitudes (y direcciones) de estos dipolos. Dado que no se estima la ubicacio´n
del dipolo, el problema es lineal. Esto significa que en la ecuacio´n 3-11, rdipi y posiblemente
ei han sido determinados previamente, haciendo que p ≫ N y que por tanto el problema
sea sub-determinado. Por otro lado, en el enfoque parame´trico se asumen pocos dipolos en
el modelo cuya ubicacio´n y orientacio´n es desconocida. La Ecuacio´n (3-11) se resuelve para
S, rdipi y ei, dados V y lo que se conoce de M .
En este trabajo, se estudiara´n los me´todos parame´tricos (Particularmente Autorregresivos
multivariados MVAR).
3.5. Regularizacio´n
El propo´sito de la teor´ıa de regularizacio´n nume´rica es proveer me´todos eficientes y nume´ri-
camente estables para incluir restricciones adecuadas que conlleven a soluciones correctas,
y que provean me´todos robustos para seleccionar el peso o´ptimo dado a estas restricciones,
tales que la solucio´n regularizada sea una buena aproximacio´n de la solucio´n deseada.
En la regularizacio´n de Tikhonov, L(S) = ‖DS‖2 y se llega al siguiente problema de mi-
nimizacio´n:
mı´n
S
{‖MS − V ‖2 + α ‖DS‖2} (3-13)
donde D es una matriz de regularizacio´n cuidadosamente seleccionada que a menudo es una
aproximacio´n a un operador de derivada. Este problema de minimizacio´n se interpreta como
la bu´squeda de una solucio´n regularizada que balancee el taman˜o de los dos te´rminos de la
Ecuacio´n (3-13) [15]:
– El primer te´rmino ‖MS − V ‖2 es el cuadrado de la norma residual y mide la bondad
de ajuste de la solucio´n S. Si el residual es muy grande, entonces MS no se ajusta
muy bien a los datos V ; por otro lado, si el residual es muy pequen˜o, entonces es muy
probable que S este´ muy influenciado por el ruido en los datos.
– El segundo te´rmino ‖DS‖2 se denomina el te´rmino de regularizacio´n e involucra una
norma de suavizado. Esta norma es la norma L2 de la solucio´n cuando D es igual a la
matriz identidad. Se escogeD de forma tal que el te´rmino de regularizacio´n sea pequen˜o
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cuando S cumpla con las expectativas de comportamiento de una solucio´n de buena
calidad. Dado que la inversio´n de la componente de ruido es la que destruye la calidad
de la reconstruccio´n, D se debe escoger de forma que el te´rmino de regularizacio´n sea
grande cuando la reconstruccio´n contiene una gran componente de ruido invertido.
La solucio´n del problema de minimizacio´n expuesto en 3-13 esta´ dada por:
Sˆ = (MTM + αDTD)−1MTV (3-14)
El factor α controla el balance entre la minimizacio´n de estas dos cantidades y existen
mu´ltiples me´todos para seleccionar este factor. Si α es muy pequen˜o, entonces se pone mu-
cho e´nfasis en el primer te´rmino, y S estara´ muy influenciada por el ruido en los datos. Por
otro lado, si α es muy grande, se pone mucho e´nfasis en el segundo te´rmino y la solucio´n
obtenida es muy suave y con pocos detalles.
Me´todos de seleccio´n del para´metro de regularizacio´n.
Los me´todos de regularizacio´n requieren de un balance entre los errores de perturbacio´n y
de regularizacio´n. Dicho balance debe proporcionarse mediante una seleccio´n adecuada del
para´metro de regularizacio´n. Normalmente, esto implica hacer suposiciones adicionales que
facilitan los co´mputos pero pueden comprometer el rango de aplicabilidad.
Los me´todos de seleccio´n de para´metros se dividen principalmente en las siguientes cate-
gor´ıas:
– Aquellos que requieren algu´n conocimiento del taman˜o de la perturbacio´n presente en
las mediciones V ǫ = V + ǫ.
– Aquellos que no requieren una estimacio´n de ‖ǫ‖.
El me´todo de discrepancia de Morozov es el ma´s importante de los me´todos basados en
‖ǫ‖. Se escoge α tal que la norma residual de la solucio´n regularizada satisface la siguiente
condicio´n:
‖MSα − V
ǫ‖ = ‖ǫ‖
Existen otros me´todos de estimacio´n del para´metro de regularizacio´n y estos se encuentran
dentro de la segunda categor´ıa. Estos son:
L-curva. Provee una gra´fica en escala log-log de la seminorma ‖DSα‖ de la solucio´n re-
gularizada contra la norma residual correspondiente ‖MSα − V
ε‖ (Figura 3-3). La curva
resultante tiene la forma de una L, de ah´ı su nombre, y muestra claramente el compromiso
entre la minimizacio´n de estas dos cantidades. Para valores de α cercanos al origen, ‖DSα‖
decae ra´pido cuando α crece. Cuando ‖DSα‖ ya es pequen˜o, obliga a ‖MSα−V
ε‖ a crecer
ra´pido. Por lo tanto, el balance ha de estar cerca de la esquina de la L, punto caracterizado
como el de mayor curvatura [15]
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Figura 3-3.: L-curva.
Validacio´n cruzada generalizada. El principio de validacio´n cruzada examina la capacidad
de la seleccio´n α0 por su capacidad para predecir datos que se remueven de la informacio´n. La
validacio´n cruzada generalizada (GCV –Generalized Cross Validation) [16] es una extensio´n
de ese principio.
El me´todo determina el para´metro α que minimiza la funcio´n GCV,
G(α) =
‖MSα −V
ε‖2
(traza(I−MM#))2
(3-15)
donde M# es la inversa regularizada de M. Por lo tanto, el numerador mide la discrepancia
entre la sen˜al estimada y la sen˜al medidaV mientras que el denominador mide la discrepancia
entre la matriz MM# y la matriz identidad.
CRESO. El para´metro de regularizacio´n estimado mediante el me´todo CRESO (Composite
Residual and Smoothing Operator) [6] es el que maximiza la derivada de la diferencia entre
la norma residual y la seminorma, es decir la derivada de B(α):
B(α) = α2‖DSα‖
2 · ‖MSα −V
ε‖2 (3-16)
Producto m´ınimo. Este me´todo busca minimizar el l´ımite superior y del residual si-
multa´neamente. En este caso el para´metro de regularizacio´n o´ptimo es el correspondiente al
valor mı´nimo de la funcio´n P (α) dada por el producto entre la norma de la solucio´n y la
norma del residual [25]:
P (α) = ‖DSα‖ · ‖MSα −V
ε‖
Cruce por cero. El me´todo de cruce por cero [6] busca el para´metro de regularizacio´n
o´ptimo al resolver B(α) = 0 donde B esta´ definido en la ecuacio´n (3-16). Entonces el cruce
por cero es ba´sicamente otra forma de encontrar la esquina de la L-curva.
4. Modelos parame´tricos para el ana´lisis
de biosen˜ales
Con el fin de desarrollar me´todos automatizados de asistencia diagno´stica a partir del ana´lisis
de biosen˜ales, es necesario obtener modelos con los cuales se pueda describir de forma precisa
la dina´mica de las mismas. Esta tarea se ha llevado a cabo utilizando modelos parame´tricos
y modelos no parame´tricos, sin embargo en este trabajo se han preferido los modelos pa-
rame´tricos debido a la precisio´n y la capacidad de seguimiento de la dina´mica de variables
en el tiempo [33], adema´s con los coeficientes del modelado parame´trico se pueden describir
comportamientos patolo´gicos, determinar conexiones fisiolo´gicas relevantes en el cerebro y
adema´s encontrar relaciones de intere´s entre los electrodos [13]. Los para´metros de estos
modelos codifican las dependencias secuenciales del sistema de una manera sencilla y eficaz;
adema´s pueden interpretarse como conectividades efectivas dentro del sistema que las genera
[23].
En general cuando se utilizan modelos parame´tricos deben tenerse en cuenta dos tareas
principales:
– La estimacio´n de para´metros del modelo.
– Seleccio´n adecuada del orden del modelo.
4.1. Modelos Autorregresivos Multivariados
Sea una serie de tiempo multivariada estacionaria y[k] =
[
y1[k] y2[k] · · · yn[k]
]T
, y ∈
R
n, donde yj[k] es la j−e´sima serie de tiempo que compone el vector y[k], siendo n, el nu´mero
de canales que conforma la sen˜al multivariada. Un modelo MVAR para la serie de tiempo
y[k], se define como [38]:
y[k] =
p∑
i=1
Aiy[k − i] + η[k] (4-1)
donde Ai ∈ R
(n×n), i = 1, . . . , p es la i-e´sima matriz de para´metros del modelo MVAR, que
se define como, Ai = {a
(i)
uv : u, v = 1, · · · , n}, mientras η[k] es un vector aleatorio no correla-
cionado con media cero y matriz de covarianza Cη ∈ R
(n×n), cuya distribucio´n comu´nmente
se asume gaussiana. Para el modelo MVAR se puede definir un vector de para´metros x, tal
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que x = [a
(1)
11 · · · a
(1)
1n · · · a
(1)
n1 · · · a
(1)
nn | · · · |a
(p)
11 · · · a
(p)
1n · · · a
(p)
nn ]T de forma que el modelo MVAR
descrito en (4-1) puede re-escribirse de forma alternativa como:
y[k] =W[k]x+ η[k] (4-2)
donde W[k] es una matriz de taman˜o n2 × pn2 en la que se encuentran los p valores previos
de la serie de tiempo y[k], siendo W[k] = [W1[k] · · ·Wp[k]], con elementos:
Wi[k] =


y[k − i] 0 · · · 0
0 y[k − i] · · ·
...
...
. . .
...
0 0 · · · y[k − i]


La Ec. (4-2) considera el modelo MVAR como una relacio´n lineal simple entre el vector
de para´metros x y la serie de tiempo multivariada y[k], dada a trave´s de la matriz de
medicio´n W[k] que contiene la informacio´n de los valores pasados de y[k]. Existen dos
tareas usualmente relacionadas con el modelo MVAR, definido en (4-1) o´ (4-2): el primero,
denominado problema directo, en el cual se conoce tanto la realizacio´n del ruido del proceso
η[k], el valor inicial de la serie de tiempo y[0], como las matrices para´metros A1, · · · ,Ap
y se desea obtener una realizacio´n del proceso aleatorio multivariado y[k]; y el segundo,
denominado problema inverso o problema de estimacio´n, en el cual se conoce la realizacio´n
del proceso aleatorio multivariado y[k], y se quiere conocer el orden del modelo MVAR(p), las
matrices de para´metros A1, · · · ,Ap y, eventualmente, las propiedades del ruido del proceso
η[k].
El problema directo puede resolverse aplicando de forma iterativa cualquiera de las Ecs.
(4-1) o´ (4-2) bajo la condicio´n inicial dada y[0]. El problema inverso se ha resuelto utilizando
me´todos de estimacio´n basados en mı´nimos cuadrados como el descrito en [36]. No obstante,
La minimizacio´n directa de la funcio´n de costo de mı´nimos cuadrados generalmente hace
necesaria la operacio´n sobre matrices de taman˜o muy elevado, que en el caso particular de
registros EEG multivariados, puede hacer imposible la estimacio´n de los para´metros. Una
aproximacio´n alternativa consiste en la estimacio´n iterativa del vector de para´metros x, con
me´todos como mı´nimos cuadrados recursivos o el filtro de Kalman [41]. En este caso, el
modelado debe considerar que el vector de para´metros evolucione de forma restringida a lo
largo del tiempo hasta que converja en un tiempo k finito.
No obstante, en el modelado MVAR se deben tener en cuenta dos problemas: primero, la
seleccio´n del orden adecuado del modelo; y segundo, la estimacio´n de sus para´metros o´ptimos.
En cuanto al u´ltimo problema, la estimacio´n con me´todos cla´sicos, como Yule-Walker o Burg,
acarrea inconvenientes como la precisio´n, el manejo de matrices de alto orden y el costo
computacional excesivo [40]. Los filtros de Kalman han sido utilizados como estimadores de
para´metros en problemas de alto orden, debido a que permiten minimizar el funcional de
mı´nimos cuadrados, mediante la estimacio´n recursiva de un modelo en espacio de estados
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[39]. Adema´s, se toma ventaja en la representacio´n mediante espacio de estados y el a´lgebra
matricial para mejorar el procedimiento de estimacio´n de para´metros.
4.2. Estimacio´n de para´metros mediante el filtro de
Kalman
El filtro de Kalman es un estimador que traslada al espacio de estados lo que se conoce como
el problema cuadra´tico lineal, el cual consiste en estimar el estado instanta´neo de un sistema
dina´mico lineal perturbado con ruido blanco, usando medidas linealmente relacionadas con el
estado. El estimador resultante es estad´ısticamente o´ptimo con respecto a cualquier funcio´n
cuadra´tica de estimacio´n de error [14] y puede utilizarse tanto en ambientes estacionarios
como en no estacionarios [39].
Considere el sistema dina´mico lineal descrito por:
x[k] = F [k]x[k − 1] + ν[k] (4-3)
y[k] =H [k]x[k] + η[k] (4-4)
El filtro de Kalman puede definirse como :

xˆ−[k] = F xˆ[k − 1]
P−[k] = FP [k − 1]F⊤ +BQB⊤
K[k] = P−[k]H⊤
(
HP−[k]H⊤ +R
)−1
xˆ[k] = xˆ−[k] +K[k] (y[k]−Cxˆ−[k])
P [k] = (I −K[k]H)P−[k]
(4-5)
4.3. Adaptacio´n de covarianza
La adaptacio´n de covarianza dentro del filtro de Kalman se realiza para acelerar la conver-
gencia del estimador, manteniendo un ruido de proceso diferente de cero; con el cual se evite
la divergencia de la actualizacio´n de las nuevas covarianzas [39].
A continuacio´n se describen la ecuaciones de dos te´cnicas comu´nmente empleadas:
Annealing (Recocido simulado): Afecta directamente el tiempo de convergencia del filtro
de Kalman y se enfoca directamente en la capacidad de seguimiento a cambios bruscos
dentro del estimador.
R = σ2I (4-6)
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Factor de olvido: Hace al filtro ma´s flexible frente a los datos nuevos y los datos actualiza-
dos, convirtiendo el Filtro de Kalman en un estimador ma´s sensible a los datos nuevos,
con datos estimados ma´s precisos.
R[k] = (λ−1 − 1)P[k − 1] (4-7)
donde λ < 1 se define como el factor de olvido del estimador.
En [39] se describe completamente el proceso de adaptacio´n de covarianza.
4.4. Seleccio´n del orden del modelo
La seleccio´n del modelo orden se refiere a la estimacio´n del orden del modelo adecuado
dentro de una metodolog´ıa seleccionada, como por ejemplo un modelo MVAR. La seleccio´n
del orden se basa generalmente en pruebas de ensayo y error o en la optimizacio´n del modelo
completo. Sin embargo, la seleccio´n del orden del modelo debe hacerse teniendo en cuenta una
minimizacio´n de una funcio´n objetivo, o una maximizacio´n de una funcio´n de probabilidad.
Algunos criterios de informacio´n se han elaborado bajo estos principios, entre ellos los mas
conocidos son el Criterio de Informacio´n Bayesiano (BIC) y el criterio de informacio´n de
Akaike (AIC), que se basan en la funcio´n de informacio´n Kullback-Leibler, que mide la
cantidad de informacio´n que se comparte entre dos funciones de probabilidad.
En general, las reglas de seleccio´n de orden del modelo son de la forma:
δ(k) = ln(|Rˆk|) + Cnk (4-8)
donde n es el nu´mero de muestras, Cn es el factor de penalizacio´n, k es el orden del modelo
y Rˆk es un estimado de maxima verosimilitud de R bajo la suposicio´n que MVAR(k) es el
modelo correcto.
Las funciones objetivos para los criterios AIC y BIC son:
– AIC:
δ(k) = ln |Rˆk|+
2km2
n
(4-9)
– BIC:
δ(k) = n ln[|Rˆk|+m] +
(
m2k +m
(
m+ 1
2
))
lnn (4-10)
Parte II.
Marco Experimental
5. Metodolog´ıa general de localizacio´n
de fuentes
La metodolog´ıa general para obtener una estimacio´n de las magnitudes de los dipolos S se
muestra en la Figura 5-1.
Sen˜al EEG V
Configuracio´n
de electrodos
Modelo de la
fuente
Modelo de la
cabeza
M
MVAR Regularizacio´n
Filtro de
Kalman
S
Figura 5-1.: Metodolog´ıa general para la localizacio´n de fuentes.
En este trabajo se desarrollaron los procedimientos descritos a continuacio´n :
Modelo Autorregresivo multivariado (MVAR) para EEG : el modelado se hace para las
sen˜ales simuladas, la estimacio´n de los para´metros del modelo se hace mediante el filtro
de Kalman, Factor de olvido y Annealing como me´todos de adaptacio´n de covarianza.
El modelo de la cabeza empleado se ha construido mediante el me´todo BEM y las
fuentes se distribuyen sobre la superficie del cerebro.
Regularizacio´n : Se emplea el esquema de regularizacio´n de Tikhonov.
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Solucio´n inversa : Para mejorar la representacio´n de conectividad interna de las fuentes
obtenida con los para´metros del modelo MVAR, se utiliza el Filtro de Kalman (KF),
porque proporciona un marco natural para la incorporacio´n de restricciones dina´micas
en el problema de localizacio´n de fuentes. Adema´s del filtro de Kalman, se utilizaron las
adaptaciones de covarianza de Recocido simulado (Simulated Anealing (SA)) y factor
de olvido (FF).
Evaluacio´n de diferentes soluciones inversas = Para la evaluacio´n se emplean datos EEG
simulados en 32 electrodos ubicados de acuerdo con el esta´ndar 10–20, la distribucio´n
de las fuentes en el espacio solucio´n se hace mediante una rejilla rectangular al interior
de la corteza. Se comparan las soluciones obtenidas con el filtro de Kalman y sus
adaptaciones de covarianza, tambie´n se utiliza el modelado ARFIT propuesto en [38]
y la metodolog´ıa propuesta en [13], donde se acoplan tanto los modelos MVAR, como
el ana´lisis de componentes independientes (Sera´ llamado ICA-MVAR)y finalmente la
solucio´n para el caso esta´tico con regularizacio´n. El ana´lisis se realiza para el modelo
esfe´rico de tres capas as´ı como para el modelo BEM.
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5.1. Modelado MVAR
Considere una sen˜al EEG y[k] = [y1[k], y2[k] · · · yn[k]]
T, y ∈ Rn×1; donde n es el nu´mero de
canales en el instante de tiempo k. Es posible representar la serie de tiempo y[k] a trave´s de
un modelo dina´mico multivariado definido como:
y[k] =
p∑
i=1
Aiy[k − i] + η[k]
= A1y[k − 1] + · · ·+Apy[k − p] + η[k] (5-1)
donde Ai ∈ R
n×n, i = 1, . . . , p, representa las matrices de para´metros MVAR, el vector
η[k] ∼ N(0, Cη) representa las caracter´ısticas no modeladas del sistema, es decir, ruido de
observacion, con matriz de covarianza Cη ∈ R
n×n. En este trabajo, las matrices de para´metros
asociadas con el comportamiento dina´mico descrito en (5-1) se estiman directamente de la
sen˜al EEG.
La relacio´n entre la sen˜al EEG y la actividad neuronal del cerebro puede definirse como:
y[k] =Mx[k] + η[k] (5-2)
donde x[k] ∈ R3m×1 es la densidad de corriente asociada con la actividad neuronal, siendo
m el nu´mero de fuentes distribuidas dentro del cerebro. Adema´s, la matriz de campo o de
Medida (Lead Field)M ∈ Rn×3m relaciona la densidad de corriente del cerebro con la sen˜al
EEG medida y[k] y puede calcularse mediante las ecuaciones de Maxwell para un modelo
espec´ıfico de la cabeza.
Por otra parte, es posible asumir que el comportamiento dina´mico asociado con x[k] esta´ re-
lacionado con el presentado en y[k]. Por lo tanto, aplicando la relacio´n (5-2) en (5-1), el
modelo MVAR para x[k] puede reescribirse como :
Mx[k] =
p∑
i=1
AiMx[k − i] (5-3)
La inversa regularizada de M definida como M−1 ∈ R3m×n, mediante la regularizacio´n de
Tikhonov definida como :
M−1 =
(
MTM + λ2I
)−1
MT (5-4)
donde el para´metro de regularizacio´n λ se elige utilizando algu´n criterio de seleccio´n, por
ejemplo el metodo L-curva. Sin embargo, cuandoM es mal condicionada, este enfoque puede
llevar a la disminucio´n de la estabilidad nume´rica de la solucio´n inversa. Para tal razo´n la
factorizacio´n QR es empleada en la regularizacio´n de Tikhonov para obtener soluciones con
mayor estabilidad nume´rica.
Utilizando la inversa regularizada, es posible reformular la ecuacio´n (5-3) como:
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x[k] =
p∑
i=1
M−1AiMx[k − i] + ε[k]
y definir las matrices de para´metros Fi = M
−1AiM , siendo ε[k] ∈ R
3m×1 una variable
aleatoria aditiva definida como ε[k] ∼ N(0,M−1CηM).
como resultado, el modelo dina´mico lineal asociado con la actividad neuronal se define como:
x[k] =
p∑
i=1
Fix[k − i] + ε[k] (5-5)
Por consiguiente, un problema directo par la generacio´n de EEG puede formularse utilizando
dos ecuaciones: una ecuacio´n de medida como se define en (5-2) y la ecuacio´n dina´mica de
espacio de estados propuesta en (5-5). La ventaja de esta metodolog´ıa es que el modelo
dina´mico es obtenido directamente de los datos de EEG y[k], y se relaciona a trave´s de M
con la actividad neuronal x[k].
Las ecuaciones (5-2) y (5-5) pueden ser reformuladas como un modelo de primer orden como
:{
z[k] = Fz[k − 1] +Bε[k]
y[k] =Mez[k − 1] + η[k]
(5-6)
donde z[k − 1] = [x[k − 1]T,x[k − 2]T, · · · ,x[k + p− 1]T]T,
B = [I, 0, · · · , 0]T,Me = [M , 0, · · · , 0] y
F =


F1 F2 · · · Fp
I 0 · · · 0
...
...
. . .
...
0
. . . I 0


La Ecuacio´n (5-6) es ampliamente usada en la formulacio´n del problema inverso dina´mico,
como se propone en [12].
5.2. Problema inverso dina´mico
La ecuacio´n (5-6) se convierte en la versio´n dina´mica mal condicionada del problema inverso
para el caso lineal, que es equivalente al ma´ximo a posteriori (MAP) estimado cuando la
estad´ısticas son Gaussianas [11], de forma que :
zˆ[k] = argma´x
z[k]
{ρz[k]|y[1],...,y[k]} (5-7)
donde ρz[k]|y[1],...,y[k] es una densidad condicional. La estimacio´n MAP busca la estimacio´n
actual zˆ[k] que es mas probable, dado tanto el modelo F como el conjunto de medidas
y[1], . . . ,y[k]. La solucio´n a la Eq. (5-7) se puede obtener mediante el filtro de Kalman.
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5.3. Pruebas
Modelado MVAR: Cuando se utiliza un modelo MVAR se deben resolver dos tareas prin-
cipales que son la estimacio´n de para´metros y la seleccio´n del orden del modelo. Con
respecto a la estimacio´n de para´metros, se ha utilizado un filtro de Kalman cla´sico,
debido a la precisio´n de la reconstruccio´n que se alcanza con los para´metros MVAR
obtenidos con este estimador [26]. Respecto a la segunda tarea, se han tenido en cuenta
los criterios AIC y BIC, los cuales se pueden ver en las figuras 6.1(a) y 6.1(b).
Generacio´n de registros EEG sinte´ticos: Una tarea muy importante con respecto a la lo-
calizacio´n de focos epile´pticos, es la evaluacio´n de los resultados obtenidos, porque la
localizacio´n de las fuentes no esta´ disponible sobre las sen˜ales EEG reales. El enfoque
ma´s comu´n para resolver esta tarea es usar registros EEG sinte´ticos, en los cuales se
conozca la actividad interna de las fuentes.
En este trabajo, se sugiere que la dina´mica temporal sea simulada utilizando un modelo
lineal de segundo orden que contiene una funcio´n senoidal, la cual se aplica en a la
fuente en el ritmo alfa (10 Hz). Espec´ıficamente, la dinamica cerebral simulada se ha
simulado utilizando la siguiente estructura del modelo :
xk = A1x[k − 1] +A2x[k − 2] + ε[k] (5-8)
donde el ruido de proceso ε[k] tiene la funcio´n armo´nica artificial con frecuencia de
muestreo de 1 kHz, A1 = a1I + b1L y A2 = a2I, siendo I ∈ R
3N×3N la amtriz
identidad. La notacio´n L ∈ R3N×3N representa la matriz de la interaccio´n espacial entre
las fuentes. Los siguientes para´metros se asumen como para´metros iniciales: a1 = 1,2,
b1 = 0,05, a2 = −0,9, los cuales han sido fijados en [12]. Adema´s, de acuerdo con el
modelo de medida dado en Eq. (5-8), 20 registros sinte´ticos EEG de un segundo de
duracio´n son generados, a partir de las densidades simuladas en Eq. (5-8), multiplicando
por la matriz de lead field M . Para dar robustez a la metodolog´ıa, el ruido aditivo
ε se presenta para diferentes relaciones sen˜al a ruido (SNR) (5, 10, 15, 20, 25, and 30
dB) [34].
Antes de calcular una solucio´n inversa, un espacio de solucio´n discretizado es definido
como una rejilla regular de dimensio´n 10 × 10 × 10, distribuida uniformemente en el
cerebro. En cada fuente, la densidad de corriente se asigna, como es usual, se colocan
los 33 electrodos bajo el sistema 10−20. Adema´s, se una un modelo esfe´rico de 3 capas.
Medidas de desempen˜o: Para desarrollar un ana´lisis comparativo entre las diferentes me-
todolog´ıas, se llevaron a cabo varios experimentos de simulacio´n. La dina´mica del
sistema se aproxima a trave´s de un modelo lineal invariante en el tiempo de tercer
orden, tomando en cuenta restricciones anato´micas relacionadas con el acople espacial
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Figura 5-2.: Modelo de generacio´n de las sen˜ales sinte´ticas.
entre las fuentes. Por lo tanto, las soluciones para problema inverso dina´mico se com-
paran para un conjunto de sen˜ales EEG simuladas. Se utilizan las siguientes medidas
de desempen˜o :
– Error de localizacio´n: Con este error tenemos informacio´n acerca del desempen˜o
espacial de las metodolog´ıas utilizadas.
Le = ||rdip − r˜dip||2 (5-9)
donde||.||2 es la norma L2 ,rdip y r˜dip son las posiciones del dipolo original y el
estimado respectivamente.
– Error de ajuste de datos : Con este error tenemos informacio´n acerca del desem-
pen˜o temporal de las metodolog´ıas utilizadas.
Df =
1
T
T∑
k=1
||y[k]− y˜[k]||
||y[k]||
(5-10)
donde y[k] es la sen˜al EEG original y y˜[k] es la sen˜al EEG estimada a partir de
la actividad interna de las fuentes.
6. Resultados
6.1. Orden del modelo
Dentro de las tareas ma´s importantes en el modelado parame´trico se encuentra la estimacio´n
del orden adecuado del modelo, en este trabajo se utilizaron 3 me´todos para la estimacio´n de
para´metros del modeloMVAR, que son el filtro de Kalman y sus adaptaciones de covarianza
de factor de olvido y Annealing, como puede notarse en la Figura 6-1.
En ambos criterios de informacio´n se observa una tendencia similar; los puntos o´ptimos se
encuentran entre 3 y 4 para el caso BIC, y entre 2 y 3 para el caso AIC. Dado que se busca
un equilibrio entre el costo computacional y la fidelidad de la representacio´n de la sen˜al EEG,
se elige un modelo de orden 3. Dado que se busca un equilibrio entre el costo computacional
y la fidelidad de la representacio´n de la sen˜al EEG, se elige un modelo de orden 3.
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Figura 6-1.: Estimacio´n de orden del modelo.
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6.2. Solucio´n inversa
En las tablas 6-1, 6-2, 6-3 y 6-4, muestran los errores de localizacio´n y de ajuste de datos
para las metolog´ıas empleadas, tanto en fuentes profundas como en fuentes superficiales, los
cuales son consistentes con los resultados obtenidos en [36] quien uso´ un modelo esfe´rico de
la cabeza.
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Figura 6-2.: Error de ajuste de datos para fuentes profundas y superficiales.
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Figura 6-3.: Error de localizacio´n para fuentes profundas y superficiales.
Los mejores resultados se obtienen con los algoritmos MVAR cuya estimacio´n de para´metros
se hace con el filtro de Kalman Con la metodolog´ıa MVAR−KF , se utiliza el filtro de Kal-
man cla´sico para resolver el problema inverso, con esta metodolog´ıa se obtienen muy buenos
resultados para la localizacio´n de las fuentes profundas como superficiales. El desempen˜o de
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este algoritmo disminuye con la relacio´n sen˜al a ruido de la sen˜al EEG, como puede verse en
las tablas 6-1 y 6-2. Respecto al error de ajuste de datos, con esta metodolog´ıa se obtiene
una sen˜al reconstruida muy similar a la sen˜al simulada. En la Figura A.2(d), puede verse un
ejemplo en el cual, la fuente localizada esta´ muy cerca de la fuente simulada.
La metodolog´ıa MVAR− FF presenta los mejores resultados en te´rminos de error de loca-
lizacio´n y de ajuste de datos, para las fuentes profundas y superficiales, con variaciones de
relacio´n sen˜al a ruido de le sen˜al EEG. Con esta´ metodolog´ıa tambie´n se reduce la dispersio´n
alrededor de la fuente que se desea encontrar como puede verse en la Figura 6-4. Con las
metodolog´ıas MVAR−KF , MVAR− FF y MVAR− SA, se obtienen un modelos que se
acopla a la estructura de los datos, a diferencia de otros me´todos presentados en la literatura
[12], en los cuales se toma una estructura fija de los datos.
La metodolog´ıa STATIC, no presenta resultados satisfactorios comparada con las dema´s
metodolog´ıas empleadas, incluso si se utiliza la regularizacio´n de Tikhonov, la dispersio´n
alrededor de la zona afectada es muy grande, ocasionando errores en la localizacio´n como
puede verse en la figura 6-8
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Figura 6-4.: Localizacio´n de una fuente mediante el me´todo MV AR− FF .
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Figura 6-5.: Localizacio´n de una fuente mediante el me´todo ARFIT
La estimacio´n de para´metros del modelo MVAR mediante el esquema ARFIT , muestra que
si no se estiman los para´metros de una forma precisa, no se obtiene una localizacio´n precisa
de la fuente que se simulo´. Los para´metros estimados mediante ARFIT , proporcionan menor
precisio´n que los para´metros estimados mediante el filtro de Kalman y sus adaptaciones de
covarianza, por lo cual se incrementa el error de localizacio´n,como puede verse en la Figura
6-5.
En general, la metodolog´ıa que proporciona los peores resultados para la localizacio´n de
fuentes en EEG es la STATIC , pq no tiene en cuenta restricciones espacio-temporales para
la solucio´n del problema inverso, por lo cual, el error de localizacio´n es mas alto para esta
metodolog´ıa tanto en fuentes profundas como superficiales como puede verse en las tablas
6-1 y 6-2 . Sin embargo, la reconstruccio´n de la sen˜al EEG, a partir de la actividad en las
fuentes estimada, es buena, con lo cual se confirma que infinitas combinaciones de actividades
dentro de la cabeza pueden general el mismo potencial EEG medido. Estos resultados son
contradictorios, comparados con los resultados que se presentan en [36].
En la metodolog´ıa ICA−MVAR se hace una modificacio´n a la metodolog´ıa propuesta en
[13]. La modificacio´n que se ha hecho para esta metodolog´ıa se encuentra en la solucio´n
del problema inverso, debido a la implementacio´n del filtro de Kalman. Los resultados de
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Figura 6-6.: Localizacio´n de una fuente mediante el me´todo STATIC.
localizacio´n se presentan en la Figura 6-7, para el caso en el que la metodolog´ıa no ha
localizado correctamente la fuente, y ha seleccionado la fuente vecina.
La Figura 6-7, muestra que este me´todo localiza en muchos casos, la fuente que es vecina
de la fuente simulada, pero no logra encontrar con precisio´n la fuente que ha sido simulada.
Respecto a las metodolog´ıas MVAR − FF y MVAR − SA (Ver resultados Anexo A.), se
utilizan para disminuir la cantidad de ca´lculos que presenta MAR − KF , sin embargo los
resultados de MVAR − SA no son tan precisos como los de MVAR − FF como se nota
en las tablas 6-1 y 6-2. La reconstruccio´n de las sen˜ales EEG, hecha a partir de las fuentes
estimadas, basada en los resultados de las tablas 6-3 y 6-4
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Figura 6-7.: Localizacio´n de una fuente mediante el me´todo ICA−MVAR.
6.2.1. Mapeo 3D
El mapeo 3D se hace para verificar la zona afectada en el cuero cabelludo, en este caso se ha
hecho el mapeo de la fuente simulada y de las fuentes localizadas con las diferentes metodo-
log´ıas empleadas. Las metodolog´ıas cuya estimacio´n de para´metros del modelo MVAR se ha
hecho con el filtro de Kalman, presentan menos dispersio´n alrededor de la zona localizada.
Las metodolog´ıas ICA−MV AR, ARFIT y STATIC, presentan buenos resultados cuando
la fuente es superficial y presentan mucha dispersio´n alrededor de la zona mapeada a partir
de la fuente estimada como puede verse en la Figura 6-8.
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SNR MVAR-KF MVAR-SA MVAR-FF ARFIT STATIC ICA-MVAR
5 10,2 11,1 11,5 20,1 21,8 12,4
10 8,5 9,2 6,8 14,2 12,4 8,6
15 6,5 5,8 4,2 13,6 10,8 6,3
20 5,2 5,6 3,9 10,8 10,2 5,8
25 4,6 4,3 3,5 9,4 10,1 4,9
30 3 3,8 2,5 8,2 9,6 3,5
Tabla 6-1.: Error de localizacio´n en mm para fuentes profundas.
SNR MVAR-KF MVAR-SA MVAR-FF ARFIT STATIC ICA-MVAR
5 10,1 10,9 11,1 16,2 17,4 10,1
10 7,5 9,6 8,8 12,2 13,4 9,2
15 5,6 5,7 5,2 10,6 11,8 8,7
20 5,1 5,1 4,9 9,2 10,6 6,1
25 4,7 3,9 4,1 7,4 9,1 4,3
30 3,6 3,7 3,2 6,2 8,6 3,9
Tabla 6-2.: Error de localizacio´n en mm para fuentes superficiales.
SNR MVAR-KF MVAR-SA MVAR-FF ARFIT STATIC ICA-MVAR
5 2,9 3,8 2,8 4,1 4,9 4,6
10 2,8 3,4 2,7 3,8 4,1 4,3
15 2,5 2,9 2,2 3,2 3,8 3,9
20 2,4 2,4 2,1 2,8 3,1 3,5
25 2,3 2,1 17 2,7 2,8 3,5
30 2,1 2,1 1,6 2,5 2,7 3,4
Tabla 6-3.: Error de ajuste de datos(%) para fuentes profundas.
SNR MVAR-KF MVAR-SA MVAR-FF ARFIT STATIC ICA-MVAR
5 3,9 5,8 4,4 6,1 8,9 6,9
10 3,6 4,4 3,7 5,8 7,1 5,1
15 3,1 3,9 3,5 4,2 6,8 4,8
20 2,8 3,1 3,1 3,8 5,8 4,5
25 2,6 2,8 2,7 3,5 4,8 4,3
30 2,3 2,7 2,6 3,2 4,7 4,1
Tabla 6-4.: Error de ajuste de datos (%) para fuentes superficiales
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(a) Original
(b) MVAR−KF (c) MVAR − FF (d) MVAR − SA
(e) ICA−MVAR (f) ARFIT (g) STATIC
Figura 6-8.: Mapeo 3D de la actividad neuronal original y las estimadas.
7. Conclusiones
1. Se desarrollo´ una metodolog´ıa para la localizacio´n de fuentes de epilepsia localizada,
basada en modelos parame´tricos y filtro de Kalman. Esta metodolog´ıa fue evaluada
para sen˜ales sinte´ticas, la comparacio´n se hizo para diferentes niveles de ruido y con
dipolos simulados ubicados a diferentes profundidades dentro del cerebro. Como resul-
tado, todos los me´todos analizados presentan errores de localizacio´n cuando el nivel de
ruido es muy alto y la fuente simulada es profunda. En general el esquema de regula-
rization, mejoro´ la estabilidad nume´rica de la solucio´n. Estos resultados confirman lo
que se presenta en el estado del arte respecto a las soluciones inversas evaluadas.
2. Con un modelo MVAR de tercer orden ( MVAR(3) ), se tuvo el balance entre precisio´n
de representacio´n y costo computacional de la estimacio´n de los para´metros del modelo;
este punto es importante porque de una adecuada seleccio´n o estimacio´n de dichos
para´metros depende la eficiencia en la localizacio´n de las fuentes en las sen˜ales EEG.
Este orden del modelo resulta o´ptimo porque las dina´micas cerebrales simuladas se
generan por un modelo de segundo orden, y adema´s se desea evitar el sobreajuste de
los para´metros del modelo.
3. Se estimo´ una estructura dina´mica lineal tomada directamente de los datos simulados
EEG con los para´metros del modelo MVAR, para obtener un modelo no uniforme del
cerebro, que permitio´ mejorar la localizacio´n de las fuentes sin tener que asumir alguna
dina´mica en el cerebro.
A. Resultados adicionales
A continuacio´n se muestra la convergencia del estimador MVAR−FF , para localizacio´n de
una fuente, con N muestras.
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Figura A-1.: Convergencia del estimador MVAR− FF .
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Figura A-2.: Localizacio´n de una fuente mediante el me´todo MV AR−KF .
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Figura A-3.: Localizacio´n de una fuente mediante el me´todo MV AR− SA.
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