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Abstract. In this paper, using the theory of polynomial residue class
rings, a new construction is proposed for frequency hopping patterns
having optimal Hamming autocorrelation with respect to the well-known
Lempel-Greenberger bound. Based on the proposed construction, many
new Peng-Fan optimal families of frequency hopping sequences are ob-
tained. The parameters of these sets of frequency hopping sequences are
new and flexible.
Index Terms:Autocorrelation Functions, Cross-correlation functions,
Frequency Hopping sequences, Hamming Correlation, lower bounds.
1 Introduction
Let F = {f0, f1, · · · , fl−1} be a set of available frequencies, called an alphabet.
Let S be the set of all sequences of length ν over F . Any element of S is called a
frequency-hopping sequence of length ν overF . Given any two frequency hopping
sequences X,Y ∈ S, we define their Hamming correlation HX,Y to be
HX,Y (t) =
ν−1∑
i=0
h[xi, yi+t], 0 ≤ t < ν,
where h[a, b] = 1 if a = b, and 0, otherwise, and all operations among the posi-
tion indices are performed modulo ν. For any distinct X,Y ∈ S, we define
H(X) = max
1≤t<ν
{HX,X(t)}
H(X,Y ) = max
0≤t<ν
{HX,Y (t)}
M(X,Y ) = max {H(X), H(Y ), H(X,Y )}.
Lempel and Greenberger[2] developed the following lower bound for H(X).
Lemma 1: For every frequency hopping sequence X of length ν over an al-
phabet of size l , we have
H(X) ≥
⌊
(ν − ε)(ν + ε− l)
l(ν − 1)
⌋
where ε is the least nonnegative residue of ν modulo l.
Corollary 1(6): For any single frequency hopping sequence of length ν over an
alphabet of size l , we have
H(X) ≥
{
k, if ν 6= l
0, if ν = l
where ν = kl + ε, 0 ≤ ε < l.
Let Γ be a subset of S containing N sequences. We define the maximum
nontrivial Hamming correlation of the sequence set Γ as
M(Γ ) = max{max
X∈Γ
H(X), max
X,Y ∈Γ,X 6=Y
H(X,Y )}
Ha(Γ ) = max
X∈Γ
H(X)
Hc(Γ ) = max
X,Y ∈Γ,X 6=Y
H(X,Y )
Throughout this paper, we use (ν,N, l, λ) to denote a set of N frequency
hopping sequences Γ of length ν over an alphabet of size l, where λ = M(Γ ) .
Peng and Fan[3] developed the following bound on Ha(Γ )and Hc(Γ ), which
take into consideration the number of sequences in the family.
Lemma 2:For any family of frequency hopping sequences Γ , with length ν, an
alphabet of size l , and |Γ | = N , we have
(ν − 1)NHa(Γ ) + (N − 1)NνHc(Γ ) ≥ 2IνN − (I + 1)Il
where I = ⌊
νN
l
⌋.
Lemma 3(6): For any pair of distinct frequency hopping sequences X,Y , with
|F| = l, we have
M(X,Y ) ≥
4Iν − (I + 1)Il
4ν − 2
where 2ν = Il+ r and 0 ≤ r < l.
Definition 1. (1) A sequence X ∈ S is called optimal if the Lempel-Greenberger
bound in Lemma 1 is met.
(2) A subset Γ ⊂ S is an optimal set if the Peng − Fan bound in Lemma 2 is
met.
(3) Any pair of distinct frequency hopping sequence {X,Y } ⊂ S constitute a
Lempel-Greenberger optimal pair of frequency hopping sequences if the bound
in Lemma 3 is met .
Lempel and Greenberger[2] defined optimality for both single sequences and
sets of sequences in other ways. A set of frequency hopping sequences meeting the
Peng-Fan bound in Lemma 2 must be optimal in the Lempel and Greenberger
sense.
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In modern radar and communication systems, frequency hopping spread-
spectrum techniques have been popular, such as frequency hopping code division
multiple access and “Bluetooth” technologies[7,8].
The objective of this paper is to present a new method to construct new fam-
ily of frequency hopping sequences. Both individual optimal frequency-hopping
sequences and optimal families of frequency hopping sequences are presented.
2 Polynomial Residue Class Rings Preliminary
In the following, we introduce in brief polynomial residue class rings preliminary.
For details on polynomial residue class rings, we refer to [1]
Definition 2. Let p be a prime, GF (p) be a finite field, GF (p)[ξ] be the ring of
all polynomials over GF (p), and ω(ξ) be an irreducible polynomial of degree m
over GF (p), where m ≥ 1. Then ℜ is defined as the quotient ring generated by
ω(ξ)k in GF (p)[ξ], k ≥ 1 .
ℜ = GF (p)[ξ]
/
(ω(ξ)k)
We have a natural homomorphic mapping, µ from ℜ to its residue field
F = GF (p)[ξ]
/
(ω(ξ)). Define µ : ℜ → F by µ(a) = a mod ω(ξ) . It is easy
to verify that the elements in the set {1, ω(ξ), ω2(ξ), · · · , ωk−1(ξ)} are linearly
independent over F and hence constitute a basis of ℜ over F . Thus any element
a ∈ ℜ can be represented uniquely as
a = a0 + a1ω(ξ) + · · ·+ ak−1ωk−1(ξ), ai ∈ F, i = 0, 1, 2, · · · , k − 1.
Thus ℜ can be written as
ℜ = F + Fω + Fω2 + · · ·+ Fωk−1 (1)
The group of units ℜ∗ of ℜ is given by the direct product of two group GPRC
and GPRA, ℜ
∗ = GPRC ×GPRA , where GPRC is a cyclic group of order p
m− 1
and GPRA is an Abelian group of order p
m(k−1).
Lemma 4:The set {GPRC , 0} is isomorphic to residue field F and is also a
subspace of ℜ. Thus the set {GPRC , 0} is a subring of ℜ .
From now on, we will omit the indeterminate ξ from the representation.
Let ℜ[x] be the ring of polynomials over ℜ . We extend the homomorphic
mapping µ on ℜ to polynomial reduction mapping :
µˆ : ℜ[x]→ F [x] in the obvious way
f(x) =
r∑
i=0
aix
i
µˆ
−−−>
r∑
i=0
µ(ai)x
i
A polynomial f(x) ∈ ℜ[x] is a basic irreducible if µ(f(x)) is irreducible in F [x];
it is monic if its leading coefficient is 1.
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Definition 3. The Galois ring of ℜ denoted as GR(ℜ, r) is defined as ℜ[x]
/
(f(x)),
where f(x) is a basic monic irreducible polynomial of degree r over ℜ .
The group of units of GR(ℜ, r) denoted by GR∗(ℜ, r) is given by a direct
product of two groups:
GR∗(ℜ, r) = GC ×GA
where GC is a cyclic group of order p
mr−1 and GA is an Abelian group of order
pm(k−1)r . On the lines of Lemma 4, it is easy to show that the set {GC , 0}is a
field of order pmr . This is denoted by GF (pmr). Thus like the representation
(1) for ℜ, we have
GR(ℜ, r) = GF (pmr) + ωGF (pmr) + ω2GF (pmr) + · · ·+ ωk−1GF (pmr),
hence, any element α ∈ GR(ℜ, r) can be uniquely expressed as
α = α0+ωα1+ω
2α2+· · ·+ω
k−1αk−1,αi ∈ GF (p
mr), i = 0, 1, · · · , k−1. (2)
The elements of GA are of the form 1 + ω(x)A
′ , where A′ ∈ GR(ℜ, r). From
(2), the elements of GA are given by the set
{(1+ωγ), γ = γ0+ωγ1+ · · ·+ω
k−2γk−2, γi ∈ GF (p
mr} (3)
The Galois automorphism group ofGR(ℜ, r) over its intermediate subringGR(ℜ, s),
where s divides r is cyclic of order (r/s) generated by the Frobenius map σs de-
fined by
σs(α) = (α0)
ps + (α1)
psω + · · ·+ (αk−1)
psωk−1
where α is as in (2). When s = 1 , the above Frobenius map generates Galois
group over ℜ. Using the automorphisms given above, we define below generalized
trace functions which map elements of GR(ℜ, r) to its intermediate subrings
GR(ℜ, s) where s divides r. They are given by
Trrs(α) =
(r/s−1)∑
i=0
[(α0)
psi + (α1)
psiω + (α2)
psiω2 + · · ·+ (αk−1)
psiωk−1]
where α ∈ GR(ℜ, r).The above trace function is the generalization of trace
function defined for finite fields. Like their counterparts in finite fields, the trace
functions satisfy the following properties:
Trrs(α) = Tr
r
s(σ
si(α)), for all i.
T rrs(aα+ bβ) = aTr
r
s(α) + bT r
r
s(β); ∀a, b ∈ GR(ℜ, s) and ∀α, β ∈ GR(ℜ, r).
For any fixed b of GR(ℜ, s), the equation Trrs(α) = b, has exactly p
mk(r−s)
solutions in GR(ℜ, r).
Trr1(α) = Tr
s
1(Tr
r
s(α)).
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Theorem 1. [1] Every m-sequence over ℜ has a unique trace representation
given by {sγi }
∞
i=0 = Tr
r
1(γα
i), where γ ∈ GR(ℜ, r) and α is a primitive root of
f(x) and belongs to GC .
We shall denote S∗(f) as the set of sequences which contains not all zero
divisors. By using the structure of group of units GR∗(ℜ, r) = GC×GA and (3),
all m-sequence in S∗(f) are given by the set
{(sγi )
∞
0 , γ = (1+ω(γ0+γ1ω+· · ·+γk−2ω
k−2)), whereγj ∈ GF (p
mr), j = 0, 1, · · · , k−2}.
Definition 4. Let α ∈ GR(ℜ, r) as in (2) be equal to α0+α1ω+· · ·+αk−1ω
k−1,αi ∈
GF (pmr). Then, let Mα be a matrix over F of dimension r×k formed by placing
together k elements α0, α1, · · · , αk−1 as columns of M. Then the rank number
κ(α) of α is defined as the rank of matrix Mα over F .
Definition 5. Given a sequence S and an element s of ℜ, we define Ws(S) as
the number of occurrences of the element s in S within its one period length.
Theorem 2. [1] Let {sγi }
∞
0 be an m-sequence with κ(γ) = ρ. Then,W0k (s
γ) =
pm(r−ρ) − 1, and Ws(s
γ) = pm(r−ρ), for s 6= 0k.
Definition 6. The Trace Image of an m-sequence, sγ is defined as the set of
distinct elements in sγ . The cardinality of the Trace Image is given by pmρ.
3 New Optimal Frequency Hopping Sequences from
Residue Class Rings
Let q = pm, z is a positive integer satisfying z|(q−1), n = q
r−1
z , r is a positive
integer, in this paper, we suppose gcd( q
r−1
q−1 , z) = 1, α be a primitive generator
of GC present in GR
∗(ℜ, r),γ ∈ GA with κ(γ) = ρ.
Let s be an integer with gcd(s, qr − 1) = 1 , and define β = αzs . It is easy
to check that the minimal positive integer d satisfying βq
d−1 = 1 is r , thus
1, β, β2, · · · , βr−1 is linear independent over GPRC .
We define the following sequence:
s
(γ,g)
i = Tr
r
1(γgβ
i), i = 0, 1, · · · , k, · · · , g ∈ GC
It is easy to check that s
(γ,g)
i = s
(γ,g)
i+n , then (s
(γ,g)
i )
∞
0 is a sequence of period n.
We define the following sequences set:
Γ = {(s
(γ,αsk)
i )
∞
0 : 0 ≤ k < z} (4)
It is obvious that |Γ | = z.
Definition 7. Two sequences (s
(γ,g)
i )
∞
0 and (s
(γ,g′)
i )
∞
0 are called projectively
cyclically equivalent if there exist an integer t and a nonzero scalar λ ∈ GPRC
s
(γ,g)
i = λs
(γ,g′)
i+t , i = 0, 1, 2, · · · . (5)
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We wish to count the number of inequivalent in Γ using (5) as the definition of
equivalence.
Theorem 3. For any two sequences (s
(γ,g)
i )
∞
0 and (s
(γ,g′)
i )
∞
0 belonging to Γ ,
they are projectively cyclically equivalent.
Proof:Formula (5) can be written as
Trr1(γgβ
i) = Trr1(γλg
′β(t+i)), i ≥ 0
Trr1[γ(g − λg
′βt)βi] = 0, i ≥ 0
It follows that Formula (5) is equivalent to
g
g′
= λβt (6)
The set of elements in GC of the form λβ
t where λ ∈ GPRC is a subgroup of the
multiplicative group of nonzero elements of GC . What (6) says is that g and g
′
are equivalent if and only if g and g′ lie in the same coset of this subgroup. It
follows that the number of inequivalent g’s is equal to the number of such cosets,
viz.
N1 =
(qr − 1)
|G|
,
where G is the subgroup of elements of the form {λβi}. It remains to cal-
culate |G|. Now G is the direct product of the two groups GPRC and A =
{1, β, · · · , βn−1}. From elementary group theory we have
|G| =
|A| · |GPRC |
|GPRC ∩ A|
.
To calculate |GPRC ∩A| we note that this number is just the number of distinct
powers of β, which are elements of GPRC . But β
i ∈ GPRC if and only if
βi(q−1) = 1. Since ord(β) = n, this is equivalent to n|i(q − 1), i.e,
n
gcd(n, q − 1)
|i
Thus if we define
e = gcd(n, q − 1)
d =
n
e
.
Because e = gcd(n, q−1) = gcd( q
r−1
q−1
q−1
z , z
q−1
z ) and gcd(z,
qr − 1
q − 1
) = 1, then
e =
q − 1
z
.
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We see that βi ∈ GPRC iff i = 0, d, 2d, · · · , (e − 1)d, hence |GPRC
⋂
A| = e,
and we have
|G| = n(q − 1)
/
e = qr − 1,
N1 = 1.
Theorem 4.
W0k((s
(γ,g)
i )
∞
0 ) =
qr−ρ − 1
z
.
Proof:Let 1, αs, · · · , αs(z−1) be a complete set of representatives for the cosets of
{1, β, · · · , βn−1} in the multiplicative group GC . Every nonzero element θ ∈ GC
can be written as θ = αsiβj for a unique pair (i, j), 0 ≤ i ≤ z − 1,0 ≤ j ≤ n− 1.
Now consider the following z × n array, which we call Array 1:
1 β β2 · · · βn−1
αs αsβ αsβ2 · · · αsβn−1
α2s α2sβ α2sβ2 · · · α2sβn−1
...
...
...
...
...
α(z−1)s α(z−1)sβ α(z−1)sβ2 · · · α(z−1)sβn−1
Now let sij = Tr
r
1(α
isβj) and consider this array,which we call Array 2:
s00 s01 s02 · · · s0(n−1)
s10 s11 s12 · · · s1(n−1)
s20 s21 s22 · · · s2(n−1)
...
...
...
...
...
s(z−1)0 s(z−1)1 s(z−1)2 · · · s(z−1)(n−1)
Since Array 2 is the “trace” of Array 1, and since every nonzero element of GC
appears exactly once in Array 1, It follows that 0 appears exactly q(r−ρ) − 1
times in Array 2. Finally, since N1 = 1 , we know that every row of Array 2
can be obtained from the first row by shifting and multiplying by scalars. Thus
0 appears the same number of times in each row of Array 2. Since there are z
rows in the array, and 0 appears q(r−ρ) − 1 time altogether, each row contains
exactly
qr−ρ − 1
z
0.
Theorem 5. {s
(γ,g)
i }
∞
0 is an optimal frequency hopping sequence with parame-
ters (
qr − 1
z
, qρ,
qr−ρ − 1
z
).
Proof:Because
qr − 1
z
= qρ ·
qr−ρ − 1
z
+
qρ − 1
z
, the conclusion follows from
Lemma 1 and Corollary 1.
Theorem 6. if g, g′ belong to distinct cyclotomic classes of order z in GC ,
then ((s
(γ,g)
i )
∞
0 ) and (s
(γ,g′)
i )
∞
0 constitute a Lempel−Greenberger optimal pair
of frequency hopping sequences.
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Proof: By Theorem 5, Ha((s
(γ,g)
i )
∞
0 ) = Ha((s
(γ,g′)
i )
∞
0 ) . Now we compute the
cross-correlation values of (s
(γ,g)
i )
∞
0 and (s
(γ,g′)
i )
∞
0 . From the definition of s
(γ,g′)
i ,
we know that for any t ∈ {0, 1, · · · , n − 1}, if we cyclically shift s
(γ,g′)
i to the
left for t time, we obtain s
(γ,g′)
i+t = Tr
r
1(γg
′βtβi), i = 0, 1, 2, · · · , then, by noting
that s
(γ,g)
i − s
(γ,g′)
i+t = Tr
r
1[ν(g − g
′βt)βi], i = 1, 2, · · · . Since g, g′ are in distinct
cyclotomic classes of order z in GC , g − g
′βt can never be zero. It then follows
from Theorem 4 that
H
(s
(γ,g)
i )
∞
0 ,(s
(γ,g′)
i )
∞
0
(t) =
qr−ρ − 1
z
.
For any t ∈ {0, 1, · · · , n−1} . Therefore we can conclude thatH((s
(γ,g)
i )
∞
0 , (s
(γ,g′)
i )
∞
0 ) =
qr−ρ − 1
z
. We claim that (s
(γ,g)
i )
∞
0 and (s
(γ,g′)
i )
∞
0 constitute a Lempel−Greenberger
optimal pair of frequency hopping sequences, if g, g′ belong to distinct cyclotomic
classes of order z ≥ 2 in GC . In fact, for any two q
ρ-ary sequences (s
(γ,g)
i )
∞
0
and (s
(γ,g′)
i )
∞
0 of length
qr − 1
z
, since
(qr − 1)
z
=
qr−ρ − 1
z
qρ +
qρ − 1
z
, we put
d =
qr−ρ − 1
z
and e =
qρ − 1
z
, then by Lemma 3, we have
M((s
(γ,g)
i )
∞
0 , (s
(γ,g/)
i )
∞
0 ) ≥
4Iν − (I + 1)Il
4ν − 2
=
2dν − ν + 2de+ e
2ν − 1
= d−
ν − 2de− e− d
2ν − 1
= d−
de(z − 2)
2ν − 1
This implies that
M((s
(γ,g)
i )
∞
0 , (s
(γ,g/)
i )
∞
0 ) ≥ d =
qr−ρ − 1
z
.
Theorem 7. The Γ of (4) is a (
qr − 1
z
, z, qρ,
qr−ρ − 1
z
) set of frequency hopping
sequence, meeting the Peng − Fan bound.
Proof: We apply Lemma 2, where I = ⌊νz/qρ⌋ = qr−ρ − 1,
(ν − 1)zHa(Γ ) + (z − 1)zνHc(Γ )
= (
qr − 1
z
− 1)z
qr−ρ − 1
z
+ (z − 1)z
qr − 1
z
qr−ρ − 1
z
= (qr − z − 1)
qr−ρ − 1
z
+ (z − 1)(qr − 1)
qr−ρ − 1
z
= (qr − 2)(qr−ρ − 1)
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and
2Iνz − (I + 1)Iqρ
= 2(qr−ρ − 1)
qr − 1
z
z − qr−ρ(qr−ρ − 1)qρ
= (qr − 2)(qr−ρ − 1).
We know that
(ν − 1)zHa(Γ ) + (z − 1)zνHc(Γ ) = 2Iνz − (I + 1)Iq
ρ
which means that {Ha(Γ ) =
qr−ρ − 1
z
,Hc(Γ ) =
qr−ρ − 1
z
} is a pair of the
minimum integer solutions of the inequality described in Lemma 2, that is, Γ is
a Peng − Fan optimal family of frequency hopping sequences.
4 Conlusion
In this paper, new optimal frequency hopping sequences are constructed from
polynomial residue class rings. When ρ = 1, our construction is same with the
related constructions in [4,5,6], thus our construction can be take as an extension
of the related constructions in [4,5,6]. Our construction posses the following
advantages: (1) the parameters of the construction are new and flexible, (2) by
choose different parameter γ , one can construct many different Peng − Fan
optimal frequency hopping sequence families.
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