Because of their dynamic properties, most sounds can best be characterized in the combined frequency-time (FT) domain. Powerful frequency-time characterizations are the Wignet distribution function (WDF) and the Rihacek energy density function (RDF). In the present paper several new concepts are introduced such as using the WDF to characterize the tuning of auditory neurons under wideband noise stimulation and a new method to quantify phase lock of auditory neurons to a wideband noise. No appreciable differences were found between the WDF and RDF in narrow-band signal representations. However, the differences between the WDF and RDF increase as the bandwidth of the signal increases. When signals are buried in uncorrelated background noise, the average FT function of these signals may be obtained through averaging the FT functions for ehch signal plus noise segment. The WDF takes at least a factor 2 more in time to compute than the RDF. The FT functions can be used to characterize (linear) filters by averaging FT functions of input-noise segments that precede threshold crossings of the filter's output signal. Both the WDF and the RDF were used to characterize auditory neurons from the midbrain in anurans; the WDF always had a smaller bandwidth than the RDF. By comparing the spectrum of the reverse correlation function and the average spectrum of the noise segments preceding the spikes, a quantification of the amount of phase lock of the auditory neuron to the noise is obtained.
INTRODUCTION

A. Frequency-time representations
Frequency-time representations of nonstationary sounds have been introduced by Gabor (1946) and popularized by the invention of the "sound spectrograph" (Potter et al., 1947), which produced "visible speech." This is a frequency-time picture of sound in which the change with time in the power of relevant frequency components is shown. Typically, the spectrogram is obtained by passing sound simultaneously through a bank of filters (either with constant bandwidth or with proportional bandwidth) and displaying the intensity of the filter output as a function of time. Problems with the use of physical filters are the arbitrary, often predetermined, setting of the bandwidth and the reciprocal relation between frequency resolution and temporal resolution. Other frequency-time representations that do not suffer from these restrictions and that are all based on a Fourier transform of a functional of the signal can be found as well. We will discuss two of them in the present paper.
It is known that any periodic real signal can be expressed as a 
which is to be taken as the Cauchy principal-value integral, frequency results in the energy E of the signal in the (f,t) window under study:
E= f fR(f,t)dfdt.
It can be shown that (8)
R(f,t) = f • *(t -r)•(t)e -'a'•f• dr (9a) = fRgg (t,r)e -,2,•s• dr. (9b)
Thus the Rihacek energy density, or Rihacek distribution function (RDF), as we will call this from now on, can also be considered as the Fourier transform of the time-dependent autocorrelation function of the analytic signal, Rg• (t,r). We therefore may also call the RDF a time-dependent spectrum, which because of the fact that it is a complex function represents both intensity and relative phase information. It is an empirical finding that in addition to the real part, the imaginary part of the RDF is not very informative. It is noisier than the real part and can, in fact, be computed from it. It can be shown that only the real part of the RDF contributes to the integrals shown in Eqs. (6) and (7) because these integrals vanish when computed over the imaginary part (Johannesma et al., 1981 ) . For these reasons we will only
show the real part of the RDF in comparisons with the WDF. In case one wants to use the RDF for prediction purposes, one needs the phase information contained in the imaginary part (in combination with the real part). It has been customary to take a more symmetrical form of the product function [ in Eq. 9 (a) ] as the integral kernel ( 
Claasen and Mecklenbrauker, 1980 a--c): W(f,t) = f•*(t-•-r)•(t +-•-r)e-'a'S• dr. (10)
This result is known as the Wigner distribution function (WDF). The WDF is related to the RDF by a double convolution (Rihacek, 1968; Cohen, 1987): W(f,t) = ei4'•']•R(f,t), (11) where )• stands for double convolution. Note that e "ø is the analytic signal of cos 4rrfi. The Wigner distribution has in recent years been used extensively (Hermes, 1985; Poletti, 1988; Yen, 1987 ; for a complete literature survey up to 1985, see Mecklenbrauker, 1987) in (acoustical) signal description; in contrast, the Rihacek distribution has only been used occasionally (Johannesma et al., 1981 ) . A reason for this preference may be that the WDF is a real valued function. The marginal densities are, as for the RDF, equal to the temporal and spectral intensities of the signal, and the double integration again results in the signal energy [replace R(f,t) by W(f,t) in Eqs. 
B. Frequency-time distributions of multifrequency signals
When more than one frequency component is simultaneously present in the signal, cross terms occur in both the Wigner and Rihacek distributions. For instance, when a tone s(t) and another signal n(t) together form a signal x(t),
x(t) =s(t) + n(t),
and, when •(t) is the analytic signal ofx (t), a(t) the analytic signal of s(t), and v(t) the analytic signal of n (t), then Wg(f,t) = W,,(f,t) + Wv(f,t)W•,v(f,t). 
C. Averaging frequency-time distributions
The WDF has so far only been applied to single signal epochs; in contrast, the RDF has been used mainly in its averaged form as an aid in the analysis of nonlinear systems, notably the auditory system (for a review, see Eggermont et la) 1600 Hz aL, 1983). To illustrate the use of the average frequencytime distributions, we assume a linear bandpass filter followed by a threshold-crossing, spike-generating mechanism as an ultimate simplification of an auditory-nerve fiber unit. This system is presented with Gaussian wideband noise as a result of which spikes are generated. We calculate the R (f,,t) for each noise segment of, say, 25-ms duration that precedes a spike. Averaging the RDFs for all the noise segments that precede the spikes, (Eggermont et al., 1983) . In the present paper we will explore this for simulated conditions and neural data. 
Given that a spectrogram is derived with a particular filter set {h,• (t) }, one is not able to transform such a spectrogram into another with, e.g., a better spectral resolution. It is, however, possible (Johannesma et al., 1981 ) (Hermes, 1985) .
In the present paper a comparison will be given for the WDF and RDF for elementary acoustic signals such as tone pips, multifrequency signals such as impulse responses of broad bandpass filters, and for nonstationary stochastic signals such as noise segments that precede the occurrence of an action potential in the auditory nervous system. The comparison of the average WDF and RDF in applications such as linear systems analysis and in auditory neurophysiology is to our knowledge the first ever been published. Special emphasis will be given to the interpretation of the two distribution functions and their suitability for characterizing the frequency-time properties of the tuning in the auditory system. We also elaborate on a measure of phase lock for use with noise stimuli that we introduced recently ( Eggermont et al., 1983 ) and will apply this for the first time to neural data. A comparison of the computation times for the two methods as well as the signal-to-noise ratio to the ensemble-averaged frequency-time distributions will be given.
I. METHODS
A. Stimulation and recording
Wideband noise was generated by transforming a software-generated uniform amplitude distribution into a Gaussian one using the "distribution method" described by Eckhorn and Pfpel (1979). In short, a memory section of length Mis filled with ordered amplitude values drawn from a uniform distribution of random numbers which occur with a frequency according to a Gaussian probability density function. Subsequently, these amplitude values are interchanged by sampling according to another random sequence to result in a set of completely independent Gaussian noise samples. The sampling rate was 10 kHz, and the total length of the noise sequence was 3 s. For electrophysiological recordings 100 noise sequences were presented, resulting in a 300-s long signal. As is well known (Marmarelis and Marmarelis, 1978) , estimating first-order properties of a system requires noise with a flat spectrum and a bandwidth greater than that of the system, and thus a relatively short and nonoscillating impulse response. When second-order properties of the system such as energy densities in frequency time have to be estimated, the noise must in addition have adequate secondorder properties itself. Thus the second-order autocorrelation function should be equal to zero everywhere. This requires, among other things, that the amplitude distribution of the noise is symmetric; i.e., the skewness should be zero. We compared the computation times for RDFs and WDFs that were comparable with respect to resolution and range in the time and frequency domain. We tried to avoid building any hardware-specific biases into our benchmarks. For example, it would be quite straightforward to code the RDF calculation to involve linear, sequential access to successive elements of both the input signal and the output matrix, allowing the compiler to generate efficient, registerbased, processor instructions. The Wigner product calculation tends to involve very scattered memory references, which can become troublesome on a paged-memory machine such as our Micro VAX II. We had the luxury of allocaring 3-5 Mbytes of RAM to avoid paging during testing, allowing the data for each calculation to be resident in memory at all times. However, we observed execution times for the WDF to increase more than a hundredfold when memory was limited, while the RDF suffered less from a shortage of memory. Computation time may be a significant consideration when one has to rely on shared computing resources or on small-memory systems. For very large numbers of triggers compared to the number of noise samples in the pseudorandom noise sequence it may be beneficial to construct a period histogram as a first step and then to compute an RDF or WDF for those time bins which contain spikes, and to multiply them by the number of spikes in the time bin. In our case with a 30 000-sample noise segment that was repeated 100 times, this was not a desired approach. One has to keep in mind that reducing the sequence length cannot be done without interfering with the second-order autocorrelation properties of the noise and thus is not always advisable (see Eggermont et al., 1983 ).
II. RESULTS
A. Simple signals A sequence of two tone pips differing in frequency will, as we have seen, give rise to interference products as a result of the phase relationship between the two stimuli. In this example we used a sequence of an 800-and a 1600-Hz tone pip. The real part of the RDF is shown in Fig. 3(b) and features the interaction products at the time of the 800-Hz pip and the frequency of the 1600-Hz pip [ Fig. 3(a) ] and vice versa. One observes that the interaction products show a rapid alternation between positive and negative values. Integration over an area for which the product AfAt>lz-will always result in a zero value; thus the interaction terms do not represent real power. For the WDF [Fig. 3(c) ] the interaction product appears halfway between the two signals, both in the time and the frequency domains. Again, integration (smoothing) over the appropriate area in the interference region will result in zero power.
B. Average frequency-time representations of a tonepip in background noise
For a situation where a sequence of identical tone-pips is present in uncorrelated background noise with peak amplitude equal to that of the tone-pip, averaging the frequencytime representation over 30 tone pips results in an almost full recovery of the frequency-time function of the tone pip without noise. In Fig. 4(a) we present one segment of the toneplus-noise signal. In Fig. 4(b) that the "center of gravity" for the FT function of the impulse response is at a lower frequency than for the corresponding average FT function. Second, the WDF for the reverse correlation has a boomerang shape, while the average WDF is more restricted in the time domain. The average frequency-time function does not depend on phase lock; however, the average signal before a spike as determined with reverse correlation only differs from noise when there is phase lock. The difference between the averaged FT function and the FT function of the average signal will therefore be a measure for the amount of such phase lock (Eggermont etal., 1983 ) . Since phase lock in auditory neurons is predominantly determined by the frequency, it may be characterized by the ratio of the spectral intensities of the two FT functions:
where ,I• (f) is the spectral intensity of the average signal before the spike (the impulse response), and J(f) is the spectral intensity of the average WDF, respectively, the average RDF. For noise-free estimates of the spectral intensities, c(f) will be non-negative and smaller than or equal to 1, and a function of both spectral sensitivity and phase lock. We will compare the estimates of c(f) derived from the WDF and RDF for the narrow-band, and the 1-and 2-octwide filters.
In order to reduce the fluctuations in the averaged spectrum, we have used a three-point smoothing. Figure 13 (a) shows the magnitude of the average spectrum (light shading) and the spectrum of the impulse response (dark shading) based on the RDFs for the 1 -oct filter; Fig. 13 (b) shows c(f). It should be pointed out that the c(f) values resulting from division of spectral value less than 10% of the maximum are probably not valid and are therefore not shown. Figure 13(c) and (d) shows the same, but based on the WDFs. One notices that there are only statistical differences between the spectra and the index of phase lock c(f) for both representations with the exception at frequencies around 500 Hz, where both J, (f) and J(f) are relatively small and of the same size, resulting in a c (f) of 1. One can see that c(f) decreases monotonically to disappear around 1.5 kHz. Since the spikes were subjected to a uniform jitter of 0.25 ms in addition to the stochastics resulting from the added uncorrelated noise to the output of the filter, this loss of phase lock is understandable. For the 800-Hz bandpass filter, the c(f) was only meaningful at one frequency bin; the results for the 2-oct bandpass filter were comparable to that for the l-oct filter.
E. Frequency-time characterization of auditory units in the midbrain of the leopard frog
We investigated auditory midbrain neurons that responded in a sustained way to the repeated presentation of the 3-s noise sequence at different stimulus levels. The results are compared for similarity, frequency-time area (at half amplitude), signal-to-noise ratio, and the amount of phase lock.
An example is shown in Fig. 14(a) tively, 7.7 and 7.0, in favor of the RDF. At lower intensity levels the findings were similar, and the best frequency estimated from both the WDF and RDF is 1300 Hz. For tonal stimuli the unit appeared to be double tuned with best frequencies of, respectively, 644 and 1400 Hz. 
A. Signal-to-noise ratio, effect stimulus sequence statistics
The technique of reverse correlation uses as a starting point the trigger or neural event and looks back to the part of the stimulus that caused it. Therefore, this technique is, in principle, applicable to all types of stimuli. However, when the stimulus has a strong internal correlation structure, part of this structure will show up in the averaged result. For example, stimulating with a species-specific vocalization with a strong periodic component will produce a strong periodic averaged result, not necessarily identical to the stimulus or to the impulse response of the system. In principle, a de- 
B. Interaction products and consequences for the analysis of broadband signals
We have seen that the position of the interaction products is quite different for the WDF and the RDF, we have also observed that the two FT functions show an increasing difference when the bandwidth of the signal is larger as in the case of the impulse response of the 2-oct filter. Under certain conditions the placement of the interaction products in the WDF seems to enhance the narrowness of the representation; however, the RDF broadens that representation. In addition, the WDF always seem to have a smoother appearanee than the RDF_ In order to illugtrate thi•, we have constructed a quasi-FM signal that produces a boomerangshaped WDF which mimics that for the impulse response of the 2-oct-wide filter. The signal consists of the sum of seven tone pips with a gamma-function envelope, an equal number of periods (and therefore lasting longer for lower frequencies), and with frequencies that are equally spaced in the logarithmic sense over the frequency range of 400-1600 H z. The signal, its RDF, and the WDF are shown in Fig. 17(c) as contour plots. One observes that the WDF for the sevenpip signal is much narrower than the RDF. The genesis of these FT functions can be seen when we analyze the sum of a 400-and a 1600-Hz tone pip, and then that of the sum of 400-, 800-, and 1600-Hz tone pips [ Fig. 17(a) and (b) ]. One observes the constructive alignment of the cross terms for the WDF and the destructive alignment thereof for the RDF. Consequently, the WDF seems better to convey the general impression that one obtains from the signal waveform: a sweep from high to low frequency, resulting from the fact that the center of gravity for the tone-pips shifts to longer latencies for lower frequencies. One could argue that the WDF represents the energy density surrounding the group delay of the individual signal components: the seven tone pips. Fig. 6 ) as for the real neural data reported on in this paper. The only alternative method to the estimation of the c(f) as introduced in this paper is that based on the shifted autocoincidence function of the spikes for identical stimulus presentations (Eggermont, 1989 ). This procedure compares the peak number of coincidences in the cross-coincidence histogram between the response to a stimulus and the response to a second presentation of that stimulus to the number of spikes. When there is perfect stimulus lock, the number of coincidences in the central bin is equal to the number of spikes in the record and the ratio is equal to one; in case there is no connection with the stimulus, the number of coincidences in the central bin will be small and consequently also the ratio with the number of spikes. A drawback of the method is that when applied to multifrequency stimuli an average value over all frequency components is obtained.
I
One can intuitively agree that the c(f) measure defined as in Eq. (20) is comparable to the vector strength; for perfect phase lock of spikes to a pure tone, the magnitude of the average spectrum will be equal to that of the spectrum of the average. When there is some jitter, the magnitude of the spectral component in the spectrum of the average decreases, while that in the averaged spectrum remains the same; as a consequence, c(f) decreases. For a sufficient number of completely random spikes, the average signal will approach zero and thus the magnitude of the spectral component as well; hence, c(f) = O. The results obtained with this method for simulated and real neural data in the present paper are encouraging and extend the quantification of synchrony between spikes and stimulus phase into broadband and noiselike stimuli.
