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vKurzfassung
In dieser Arbeit wird ein parametrisches Audiocodierungsverfahren fu¨r sehr niedrige Da-
tenraten vorgestellt. Es basiert auf einem verallgemeinerten Ansatz, der verschiedene
Quellenmodelle in einem hybriden Modell vereinigt und damit die flexible Verwendung
einer breiten Palette von Quellen- und Wahrnehmungsmodellen ermo¨glicht. Das ent-
wickelte parametrische Audiocodierungsverfahren erlaubt die effiziente Codierung von
beliebigen Audiosignalen mit Datenraten im Bereich von etwa 6 bis 16 kbit/s.
Die Verwendung eines hybriden Quellenmodells setzt voraus, daß das Audiosignal in
Komponenten zerlegt wird, die jeweils mit einem der verfu¨gbaren Quellenmodelle ange-
messen nachgebildet werden ko¨nnen. Jede Komponente wird durch einen Satz von Mo-
dellparametern ihres Quellenmodells beschrieben. Die Parameter aller Komponenten wer-
den quantisiert und codiert und dann als Bitstrom vom Encoder zum Decoder u¨bermittelt.
Im Decoder werden die Komponenten-Signale wieder gema¨ß der u¨bertragenen Parameter
synthetisiert und dann zusammengefu¨gt, um das Ausgangssignal zu erhalten.
Das hier entwickelte hybride Quellenmodell kombiniert Sinusto¨ne, harmonische To¨ne
und Rauschkomponenten und verfu¨gt u¨ber eine Erweiterung zur Beschreibung von
schnellen Signal-Transienten. Der Encoder verwendet robuste Algorithmen zur automa-
tischen Zerlegung des Eingangssignals in Komponenten und zur Scha¨tzung der Modell-
parameter dieser Komponenten. Ein Wahrnehmungsmodell im Encoder steuert die Si-
gnalzerlegung und wa¨hlt die fu¨r die Wahrnehmung wichtigsten Komponenten fu¨r die
U¨bertragung aus. Spezielle Codierungstechniken nutzen die statistischen Abha¨ngigkeiten
und Eigenschaften der quantisierten Parameter fu¨r eine effiziente U¨bertragung aus.
Der parametrische Ansatz ermo¨glicht die Erweiterung des Codierungsverfahrens um
zusa¨tzliche Funktionen. Die Signalsynthese im Decoder erlaubt es, Wiedergabegeschwin-
digkeit und Tonho¨he unabha¨ngig voneinander zu vera¨ndern. Datenratenskalierbarkeit
wird erzielt, indem die wichtigsten Komponenten in einem Basis-Bitstrom u¨bertragen
werden, weitere Komponenten dagegen in Erga¨nzungs-Bitstro¨men. Robustheit fu¨r fehler-
behaftete U¨bertragungskana¨le wird durch ungleichfo¨rmigen Fehlerschutz und Techniken
zur Minimierung der Fehlerfortpflanzung und zur Fehlerverdeckung erzielt.
Das resultierende Codierungsverfahren wurde alsHarmonic and Individual Lines plus
Noise (HILN) parametrischer Audiocoder im internationalen MPEG-4 Audio Standard
standardisiert. Ho¨rtests zeigen, daß HILN bei 6 und 16 kbit/s eine Audioqualita¨t erzielt,
die vergleichbar mit der von etablierten transformationsbasierten Audiocodern ist.
Schlagworte: Parametrische Audiocodierung, Signalzerlegung, Parameterscha¨tzung,




In this thesis, a parametric audio coding system for very low bit rates is presented. It is
based on a generalized framework that combines different source models into a hybrid
model and thereby permits flexible utilization of a broad range of source and perceptual
models. The developed parametric audio coding system allows efficient coding of arbi-
trary audio signals at bit rates in the range of approximately 6 to 16 kbit/s.
The use of a hybrid source model requires that the audio signal is being decomposed
into a set of components, each of which can be adequately modeled by one of the available
source models. Each component is described by a set of model parameters of its source
model. The parameters of all components are quantized and coded and then conveyed
as bit stream from the encoder to the decoder. In the decoder, the component signals are
resynthesized according to the transmitted parameters. By combining these signals, the
output signal of the parametric audio coding system is obtained.
The hybrid source model developed here combines sinusoidal trajectories, harmonic
tones, and noise components and includes an extension to support fast signal transients.
The encoder employs robust algorithms for the automatic decomposition of the input sig-
nal into components and for the estimation of the model parameters of these components.
A perceptual model in the encoder guides signal decomposition and selects the percep-
tually most relevant components for transmission. Advanced coding schemes exploit the
statistical dependencies and properties of the quantized parameters for efficient transmis-
sion.
The parametric approach facilitates extensions of the coding system that provide ad-
ditional functionalities. Independent time-scaling and pitch-shifting is supported by the
signal synthesis in the decoder. Bit rate scalability is achieved by transmitting the percep-
tually most important components in a base layer bit stream and further components in
one or more enhancement layers. Error robustness for operation over error-prone trans-
mission channels is achieved by unequal error protection and by techniques to minimize
error propagation and to provide error concealment.
The resulting coding system was standardized as Harmonic and Individual Lines plus
Noise (HILN) parametric audio coder in the international MPEG-4 Audio standard. Lis-
tening tests show that HILN achieves an audio quality comparable to that of established
transform-based audio coders at 6 and 16 kbit/s.
Keywords: parametric audio coding, signal decomposition, parameter estimation,





2 Fundamentals of Parametric Audio Coding 9
2.1 Parametric Representations of Audio Signals . . . . . . . . . . . . . . . 9
2.2 Generalized Framework for Parametric Audio Coding . . . . . . . . . . . 12
3 Signal Analysis by Decomposition and Parameter Estimation 15
3.1 Design of a Hybrid Source Model for Very Low Bit Rate Audio Coding . 15
3.1.1 Modeling of Sinusoidal Trajectories . . . . . . . . . . . . . . . . 16
3.1.2 Modeling of Harmonic Tones . . . . . . . . . . . . . . . . . . . 17
3.1.3 Modeling of Transient Components . . . . . . . . . . . . . . . . 19
3.1.4 Modeling of Noise Components . . . . . . . . . . . . . . . . . . 20
3.2 Parameter Estimation for Single Signal Components . . . . . . . . . . . 21
3.2.1 Estimation of Sinusoidal Trajectory Parameters . . . . . . . . . . 22
3.2.2 Building Sinusoidal Trajectories . . . . . . . . . . . . . . . . . . 32
3.2.3 Estimation of Harmonic Tone Parameters . . . . . . . . . . . . . 40
3.2.4 Estimation of Transient Component Parameters . . . . . . . . . . 47
3.2.5 Estimation of Noise Component Parameters . . . . . . . . . . . . 50
3.3 Signal Decomposition and Component Selection . . . . . . . . . . . . . 51
3.3.1 Signal Decomposition for Hybrid Models . . . . . . . . . . . . . 51
3.3.2 Perception-Based Decomposition and Component Selection . . . 56
3.4 Constrained Signal Decomposition and Parameter Estimation . . . . . . . 65
3.4.1 Rate Distortion Optimization . . . . . . . . . . . . . . . . . . . . 65
3.4.2 Encoder Implementation Constraints . . . . . . . . . . . . . . . . 66
3.4.3 Complexity of HILN Encoder Implementations . . . . . . . . . . 67
x Contents
4 Parameter Coding and Signal Synthesis 71
4.1 Parameter Encoding and Bit Allocation . . . . . . . . . . . . . . . . . . 71
4.1.1 Quantization of Model Parameters . . . . . . . . . . . . . . . . . 71
4.1.2 Entropy Coding of Model Parameters . . . . . . . . . . . . . . . 76
4.1.3 Joint Coding of a Set of Model Parameters by Subdivision Coding 81
4.1.4 Bit Allocation in HILN Encoder . . . . . . . . . . . . . . . . . . 87
4.2 Parameter Decoding and Signal Synthesis . . . . . . . . . . . . . . . . . 94
4.2.1 Decoding of Model Parameters . . . . . . . . . . . . . . . . . . 95
4.2.2 Synthesis Techniques and Implementation Aspects . . . . . . . . 96
4.2.3 Complexity of HILN Decoder Implementations . . . . . . . . . . 98
4.2.4 Example of HILN Coding and Signal Reconstruction . . . . . . . 100
4.3 Extensions for Additional Functionalities . . . . . . . . . . . . . . . . . 103
4.3.1 Time-Scaling and Pitch-Shifting . . . . . . . . . . . . . . . . . . 103
4.3.2 Bit Rate Scalability . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3.3 Error Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5 MPEG-4 HILN Experimental Results 107
5.1 MPEG-4 Audio and HILN Parametric Audio Coding . . . . . . . . . . . 107
5.2 Assessment of Performance of HILN . . . . . . . . . . . . . . . . . . . . 108
5.2.1 Results from MPEG-4 Core Experiment Phase . . . . . . . . . . 108
5.2.2 Results of the MPEG-4 Verification Listening Test . . . . . . . . 112
6 Conclusions 115
A Listening Test Items 123




2.1 Utilization of source and perceptual model in audio coding system. . . . . 13
2.2 Parametric audio encoder implementing analysis-by-synthesis paradigm. . 14
3.1 Example of transient signal and approximation of temporal envelope. . . . 20
3.2 Heterodyne-based estimation of frequency fˆ0 of sinusoidal component. . 26
3.3 Rectangular and slanted section of the time-frequency plane. . . . . . . . 27
3.4 Frequency and phase trajectories for heterodyne frequency estimation. . . 35
3.5 Frequency and phase trajectories for heterodyne phase tracking. . . . . . 37
3.6 Sinusoidal trajectories found by parameter matching and phase tracking. . 38
3.7 Partials of harmonic tone and all-pole spectral envelope approximations. . 46
3.8 Parameter estimation for AD envelope based on analytic signal. . . . . . 47
3.9 Magnitude response of Hilbert filter and DC notch filter. . . . . . . . . . 48
3.10 Approximated envelope ae(t) for frame of signal x(t) containing transient. 49
3.11 Noise-like signal and all-pole spectral envelope approximations. . . . . . 50
3.12 Analysis-by-synthesis loop for extraction of sinusoidal components. . . . 52
3.13 Framework for comparison of perceptual component selection strategies. . 57
3.14 Specific loudness N′(z) and loudness N for combinations of 3 sinusoids. . 59
3.15 Average loudness NS achieved by different selection strategies S. . . . . . 61
3.16 Spectrum, masked threshold, and selected sinusoids for different strategies. 62
3.17 General block diagram of the quality-optimized HILN encoder. . . . . . . 68
3.18 General block diagram of the speed-optimized HILN encoder. . . . . . . 69
4.1 Prediction and coding of LARs gp describing spectral envelopes. . . . . . 75
4.2 Distribution of noise spectrum LARs and their prediction errors. . . . . . 75
4.3 Normalized mean all-pole spectra for harmonic tone and noise component. 76
4.4 Codeword length of DIA code and measured probabilities. . . . . . . . . 79
4.5 Codeword length of LARH1 code and measured probabilities. . . . . . . 81
4.6 Theoretical bit rate reduction for subdivision coding. . . . . . . . . . . . 82
4.7 Geometric construction for cumulative distribution function DM(xmin). . . 83
4.8 Example of subdivision coding of N = 3 parameters. . . . . . . . . . . . 84
4.9 Probability distribution models and measurements for SDC of frequencies. 85
4.10 Codeword length and probability distribution for SDC of amplitudes. . . . 86
4.11 Distribution of probabilities of frequency indices and index differences. . 87
4.12 General structure of HILN bit stream. . . . . . . . . . . . . . . . . . . . 88
4.13 Distribution of bit allocation, model order, number of sinusoids at 6 kbit/s. 92
xii List of Figures
4.14 Distribution of bit allocation, model order, number of sinusoids at 16 kbit/s. 93
4.15 Distribution of bits available in bit reservoir at 6 and 16 kbit/s. . . . . . . 94
4.16 General block diagram of the HILN decoder. . . . . . . . . . . . . . . . 96
4.17 Distribution of computational complexity at 6 and 16 kbit/s. . . . . . . . 99
4.18 Spectrogram of words “to see” in signal Suzanne Vega. . . . . . . . . . . 100
4.19 Spectrogram of decoder output and 6 kbit/s parametric representation. . . 101
4.20 Bit allocation for 6 kbit/s and spectrogram-like component representation. 102
5.1 Results from CE on addition of harmonic tone and noise components. . . 109
5.2 Results from MPEG-4 Audio Version 1 AOI verification tests A and B. . . 110
5.3 Results from CE on improved HILN at 6 kbit/s. . . . . . . . . . . . . . . 111
5.4 MPEG-4 Audio Version 2 verification test results for HILN at 6 kbit/s. . . 113
5.5 MPEG-4 Audio Version 2 verification test results for HILN at 16 kbit/s. . 113
xiii
List of Tables
3.1 Parameter estimation errors for single sinusoid in white noise. . . . . . . 31
3.2 CR bounds and measured parameter estimation errors for phase tracking. 40
3.3 Average loudness NS achieved by different selection strategies S. . . . . . 60
3.4 Encoding speed of three different encoder implementations. . . . . . . . . 69
4.1 Prediction gain and quantization for LARs of harmonic tone spectrum. . . 74
4.2 Prediction gain and quantization for LARs of noise component spectrum. 74
4.3 Codeword table of algorithmic code (HFS code). . . . . . . . . . . . . . 78
4.4 Algorithmic codes used for time-differentially coded parameters. . . . . . 79
4.5 Algorithmic codes used for predicted LAR parameters. . . . . . . . . . . 80
4.6 Average CWL for subdivision coding of amplitude and frequency indices. 86
4.7 Bit allocation statistics for HILN bit streams encoded at 6 and 16 kbit/s. . 91
4.8 Statistics for all-pole model order at 6 and 16 kbit/s. . . . . . . . . . . . . 91
4.9 Statistics for number of sinusoids per frame at 6 and 16 kbit/s . . . . . . . 91
4.10 Computational complexity of HILN decoding at 6 and 16 kbit/s. . . . . . 99
A.1 List of 12 test items used in MPEG-4 Audio core experiments. . . . . . . 123





Ω Angular frequency (continuous time) [rad/s]
ω Angular frequency (discrete time) [rad]
pi 3.1415926535897932384626433832795029 . . .
ϕ Phase [rad]
a Amplitude
e 2.7182818284590452353602874713526625 . . .
f Frequency [Hz]
fs Sampling rate [Hz]
H(Ω) Transfer function (continuous time)
H(z) Transfer function (discrete time), z= e jω
j
√−1
n Discrete time index
t Time [s]
Tf Frame length (stride) [s]
Ts Sampling interval [s]
x(t) Time-continuous signal
x[n] Time-discrete signal
AAC Advanced Audio Coding
ACF Autocorrelation Function
AD envelope Attack/Decay temporal amplitude envelope
AOI Audio on Internet
AR process Autoregressive process
ASAC Analysis/Synthesis Audio Codec
CE Core Experiment
CELP Code Excited Linear Prediction
cent 1/100th semitone interval (frequency ratio 1:21/1200)
xvi Symbols and Abbreviations
CI Confidence Interval
CMOS Comparison Mean Opinion Score
CR bound Crame´r-Rao bound
CWL Codeword Length
ESW Excitation Similarity Weighting
FFT Fast Fourier Transform
HILN Harmonic and Individual Lines plus Noise
HVXC Harmonic Vector Excitation Coding
JND Just-Noticeable Difference
LAR Logarithmic Area Ratio
LPC Linear Predictive Coding
MLE Maximum Likelihood Estimator
MOPS Million Operations Per Second
MOS Mean Opinion Score
MPEG Moving Picture Experts Group (ISO/IEC JTC 1/SC 29/WG 11)
MSE Mean Square Error
PCM Pulse Code Modulation
PCU Processor Complexity Units
PDF Probability Density Function
PE Perceptual Entropy
PSD Power Spectral Density
RMS Root Mean Square
SDC Subdivision Coding
SEM Spectral Envelope Model
SFM Spectral Flatness Measure
SMR Signal-to-Mask Ratio
SNR Signal-to-Noise Ratio
STFT Short Time Fourier Transform
TwinVQ Transform-Domain Weighted Interleave Vector Quantization
UEP Unequal Error Protection
VQ Vector Quantizer
11 Introduction
The digital representation of high-quality audio signals requires high bit rates if straight-
forward pulse code modulation (PCM) is employed. The compact disc (CD), for exam-
ple, uses a bit rate of approximately 1.4 Mbit/s to store a stereo audio signal sampled at
44.1 kHz and quantized with 16 bit per sample. This bit rate would be too high for many
other applications, such as mobile audio players with solid-state storage or systems that
provide transmission of audio over dial-up telephone lines, over the Internet, or over radio
channels. To enable such applications, more compact digital representations of audio sig-
nals are required, so that an audio signal can be conveyed at a significantly lower bit rate
with no or tolerable impairment of the subjective (perceived) audio quality. This problem
of efficient audio coding is addressed by two well-established paradigms.
State of the Art in Audio and Speech Coding
Traditionally, the problem of coding of arbitrary high-quality audio signals at low bit rates
has been addressed by perceptual audio coding systems following the transform coding
paradigm [10], [11], [38], [54], [92]. These systems are based on the coding of spectral
components in combination with signal adaptive quantization in order to exploit statistical
properties of the signal as well as properties of human perception. The spectral compo-
nents are derived by a time-frequency decomposition implemented as transform or filter
bank, and the quantization is controlled by a psychoacoustic model. The advanced au-
dio coding standard (AAC) [9], [42], developed by ISO’s moving picture experts group
(MPEG), is a typical implementation of this paradigm. It achieves a quality perceptu-
ally equivalent to the CD at a bit rate of 128 kbit/s for a stereo audio signal [80], [118].
The transform coding paradigm can be successfully applied at bit rates down to approxi-
mately 16 kbit/s for a monaural signal. Even lower bit rates down to 6 kbit/s are possible
with dedicated systems such as transform-domain weighted interleave vector quantization
(TwinVQ) [52], which is a part of the MPEG-4 standard [44]. At such low bit rates, how-
ever, the audio bandwidth is substantially reduced, typically 5 kHz at 16 kbit/s or 3 kHz
at 6 kbit/s, and further artifacts severely affect the subjective quality of audio signals like
speech [81], [83].
The speech coding paradigm, on the other hand, originates from telephony applica-
tions [58], [119]. It exploits knowledge of the speech generation process in the human
vocal tract, which can be modeled as a combination of voiced or unvoiced excitation
followed by a resonator that shapes the signal spectrum. Properties of human perception,
however, are only utilized to a relatively small degree. Typical implementations, like those
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used for mobile telephones in the global system for mobile communication (GSM) [24]
or defined in ITU-T standards like [51], or the MPEG-4 standard [21], [44], are mostly
based on code excited linear prediction (CELP) coding. For narrow-band speech (3.5 kHz
bandwidth), CELP coding can be used at bit rates down to approximately 6 kbit/s. For
wide-band speech (7 kHz bandwidth), 16 kbit/s and more are common.
General Problem
For various applications, the transmission of audio signals at very low bit rates in the
range of 6 to 16 kbit/s is of interest. This includes, for example, the carriage of audio
signals over very narrow channels, like mobile radio links, or the streaming audiovisual
content over slow Internet connections, where a large part of the available transmission
bandwidth is needed for the video signal, leaving only a small part for the audio signal.
Comparison tests of coding systems operating at bit rates in the range of approxi-
mately 6 to 16 kbit/s have shown that, for speech signals, the speech coding paradigm
generally outperforms the transform coding paradigm [14], [77], [81], [82]. For most
other signals, however, transform coding outperforms speech coding. This observation
reveals that none of the established coding paradigms is able to convey arbitrary signals
satisfactorily at very low bit rates.
In order to understand this problem and derive possible approaches for a solution, it is
necessary to examine the underlying model assumptions upon which these audio coding
paradigms are based.
• Assumptions made about the source of the signal are referred to as source model.
Such assumption can relate to physical properties of the actual source or to simplified
mathematical models of it. In a coding system based on a given source model, the
corresponding model assumptions are known a priori to both the encoder and decoder.
This enables the encoder to remove redundant information contained in the audio
signal which can be reconstructed in the decoder with help of the source model. Thus,
less information has to be conveyed.
• Assumptions made about the perception of the signal by a human listener are referred
to as perceptual model. Such assumptions imply that certain small deviations from
the original audio signal are not noticed by the listener. This indicates that irrele-
vant information is contained in the original audio signal which does not need to be
conveyed. Larger deviations that exceed the threshold of perceptibility are rated by a
perceptual model in terms of a distortion measure.
It is important to note that both redundancy and irrelevancy reduction have to be con-
sidered jointly when assessing the overall coding efficiency of a system, that is, its bit rate
vs. perceived distortion characteristics [6].
The transform coding paradigm utilizes the first and most prominent class of source
models, which is based on linear correlation of subsequent samples, corresponding to the
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spectral unflatness of the signal [53]. Assuming short-term stationarity, these character-
istics can be exploited by linear prediction or by spectral decomposition accomplished by
a filter bank or transform, which generates a time-frequency representation of the signal.
The speech coding paradigm utilizes the second major class of source models, which
is rooted in the physics of the actual sound generation process at the signal’s source.
Typically, this process can be described as a random, periodic, or impulse-like excitation
of a resonant system. For speech signals, such a source model characterizes the excitation
from the vocal cords and the resonances in the vocal tract [58]. Similar physical models
are also widely used for synthesis of musical instrument sounds [117].
The transform coding paradigm utilizes an advanced perceptual model to exploit the
effect of auditory masking [130], that is, the increased threshold of audibility of a test
sound (maskee) in presence of another, usually louder, sound (masker). Such a perceptual
model, which calculates this masked threshold as a function of frequency for the current
input signal, allows to assess the audibility of distortion added by a coding system. It is
employed in transform coding to control the adaptive quantization and to ensure that the
quantization distortion is below this threshold. The speech coding paradigm, on the other
hand, utilizes only a fairly simple perceptual model.
This analysis of source and perception models explains the performance of the trans-
form and speech coding paradigms for different types of signals observed above. While
more general source models, like a time-frequency decomposition model, are applica-
ble to arbitrary signals, specialized models, like a physical speech generation model, can
achieve a more efficient and compact representation of a signal. This, however, is only
true as long as the actual signal conforms sufficiently well to the assumptions of the spe-
cialized model, and explains why non-speech signals can lead to severe artifacts when
processed by a speech coding system.
Motivation of the New Approach
The objective of this thesis is the efficient coding of arbitrary audio signals at very low
bit rates in the range of approximately 6 to 16 kbit/s. An apparently simple approach
to improve the coding of arbitrary signals would be to combine the both source models
utilized in the transform and speech coding paradigms into a hybrid model in order to
cover a larger class of signals efficiently. In such a system, the encoder would have to
decompose the incoming signal into one or more speech components and residual non-
speech components. However, this task is extremely difficult because the signal spaces
covered by the two source models are by no means orthogonal so that a well-defined
solution to the decomposition problem does not exist.
To address this decomposition problem, it is of interest to consider further alternative
source models for signal components in addition to the two classes of source models out-
lined above. These additional source models should enable the design of a hybrid model
in such a way that the signal decomposition into components, as required in the encoder,
is feasible. This can be facilitated by using simple component source models with only
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a low number of free parameters. If possible, the components into which the signal is
decomposed should be orthogonal to permit independent estimation of the component
parameters. Given these considerations, four additional classes of source models are of
interest.
Sinusoidal models, which constitute an important class of source models, describe a
signal as superposition of a set of sinusoids, each of which is characterized by parameters
for amplitude and frequency that can be slowly time-varying [26], [36], [70], [111], [116].
Such models are popular because most real-world audio signals are dominated by tonal
signal components. Different coding systems based on some form of sinusoidal model
and primarily intended for speech signals have been proposed. This includes the phase
vocoder by Flanagan in 1966 [26], a speech coder utilizing a generalized sinusoidal model
by Hedelin in 1981 [36], and the sinusoidal coders described by McAulay and Quatieri
[70] and by Serra and Smith [116] in 1986.
Sinusoidal models can be extended to form harmonic models [1], [88]. These address
the whole set of partials of a harmonic tone, that is, a set of sinusoids whose frequencies
are approximately integer multiples of a fundamental frequency. A speech coder utilizing
harmonic coding for voiced speech was proposed by Almeida and Tribolet in 1982 [1].
Sinusoidal source models can be complemented by models for transient and noise-like
signals. The class of transient models aims at appropriate representation of impulse-like
signals [12], [87], [125]. An isolated impulse can be characterized by its temporal location
and shape. An example for this is a damped sinusoid starting at a certain onset time.
The class of noise models addresses the representation of noise-like signals [31],
[113]. These models characterize a noise-like signal by means of the parameters of an
underlying stochastic process that could generate the observed audio signal. Typically,
these parameters are related to the spectral and temporal envelope of the noise signal. As
will be discussed below, noise models rely on the assumption of certain perceptual prop-
erties, namely that signals constituting different realizations of such a stochastic process
sound the same.
These four additional classes of source models can all be regarded as parametric mod-
els. Even though a precise definition of the term parametric model is difficult (see, e.g.,
[33, p. 4] or [58, p. 26]), it is used here to refer to source models which characterize the
signal by parameters that are more abstract than samples taken from a time-frequency rep-
resentation of the signal. In this sense, the time-frequency decomposition model utilized
by a transform coder is not a parametric source model.
Obviously, many of the source models mentioned here can only be applied to a limited
class of signals. Hence, in order to allow the efficient representation of arbitrary audio
signals, different source models with complementary characteristics have to be combined
to form a hybrid model. Various hybrid models have been proposed in literature [35],
[37], [61], [90], [112], [113], [126], combining two or more of the six different classes of
source models outlined above.
In order to achieve efficient coding at very low bit rates, which is necessary to address
the objective of this thesis, and in order to deal with the decomposition problem men-
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tioned earlier, the combination of different parametric source models into a hybrid model
appears to be the most promising approach. These considerations lead to the concept of
parametric audio coding, where the input signal is decomposed into a set of simple com-
ponents, like, for example, sinusoids and noise. Each of these components is described
by an appropriate component source model and represented by model parameters. The
model parameters can be quantized and coded and then conveyed to a decoder. There,
the parameters of the components are decoded and then the component signals are resyn-
thesized according to the transmitted parameters. By combining these signals, the output
signal of such a coding scheme is obtained.
Very low bit rate operation requires that also perceptual models have to be taken into
account extensively. Traditionally, most audio and speech coding systems strive to ap-
proximate the waveform of the original signal at their output such that a perceptual distor-
tion measure for the residual error signal is minimized. For many applications, however,
it is sufficient if the decoded signal sounds the same as the original signal. Considering
a noise-like signal, it becomes obvious that waveform approximation is not necessarily
required to achieve the same sound. Abandoning the requirement of waveform approxi-
mation allows to utilize a wider range of source models and enables a more efficient and
compact parametric representation of a signal. Generalized perceptual models assessing
the similarity of two sounds, however, are unfortunately very difficult and complex [5],
[120]. Nevertheless, for several specific aspects of this problem, such as just-noticeable
sound changes, simple models are known from literature [130].
In a parametric audio coding system operating at very low bit rates in the range of 6 to
16 kbit/s, where audible impairments might be unavoidable, it can be beneficial to utilize
perceptual models in order to assist the decomposition into components and to control
the quantization of the parameters. In particular in situations where the available bit rate
does not permit to convey all components found by decomposition, a perceptual model
can help to select the perceptually most important components for transmission.
The concept of a sinusoidal audio coder that makes extensive use of a psychoacoustic
model for efficient coding at very low bit rates was first proposed by Edler, Purnhagen, and
Ferekidis in 1996 [18], where it is referred to as analysis/synthesis audio codec (ASAC).
In parallel with the work presented in this thesis, other parametric audio coding systems
have been proposed. These systems are a sinusoids plus noise coder that switches to
transform coding for transients proposed by Levine in 1998 [62], a scalable sinusoids
plus transients plus noise coder proposed by Verma in 2000 [129], and a sinusoids plus
transients plus noise parametric coder for high quality audio proposed by Brinker in 2002
[12]. However, all these three systems are aiming at bit rates that are significantly higher
than those considered here.
Hence, in order to enable efficient parametric audio coding at very low bit rates, four
major problems have to be solved. An optimized hybrid source model should be designed
which allows a harmonic tone to coexist simultaneously with individual sinusoidal com-
ponents, transients, and noise. To achieve robust signal decomposition and parameter
estimation, all sinusoidal components, including the partials of a harmonic tone, should
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be tracked over time to reliably build sinusoidal trajectories. Perceptual models should
be utilized for both signal decomposition and component selection. Last but not least,
model parameters should be coded efficiently, and in particular, joint coding of a set of
parameters should be considered.
Outline of the New Approach
In order to develop a complete system for very low bit rate parametric audio coding,
considering the four problems to be solved, two major tasks have to be accomplished.
The first task addresses the design of an appropriate hybrid source model and the
development of algorithms for signal decomposition and parameter estimation. It can be
divided into four steps.
In a first step, a hybrid parametric source model has to be designed that integrates
different source models for signal components. Suitable source models known from lit-
erature as well as new source models aimed at very low bit rate audio coding should be
considered. However, there is yet no theory that allows to calculate an optimum source
model [86]. To assess the efficiency of a source model, it has to be tested in the context
of a complete coding system. Hence, source model design actually should be treated in
conjunction with the overall coding system design and not as an isolated task.
In a second step, techniques for the robust and yet accurate estimation of source
model parameters of signal components in presence of interfering signals or noise have
to be developed. In addition, mechanisms for adequate decomposition of the audio sig-
nal into signal components have to be devised. A simple approach to the decomposition
problem is to divide the signal into a sequence of short segments and apply a greedy,
iterative analysis-by-synthesis algorithm independently to each segment. In many cases,
however, signal components can be non-orthogonal, which leads to mutual dependencies
between the estimated model parameters and indicates that the problems of signal decom-
position and parameter estimation are tightly coupled. Furthermore, in order to improve
the robustness of the estimation of sinusoidal components, tracking of components across
consecutive signal segments should be investigated.
In a third step, a perceptual model has to be designed that allows the selection of
the perceptually most relevant signal components. This enables efficient operation of the
coding system at very low bit rates, where the parameters of only a few signal components
can be conveyed to the decoder. In case of component source models that are based on
certain perceptual assumptions, like noise models, it is necessary to consider perceptual
aspects already during the signal decomposition process. For example, a perceptual model
could be used to discriminate between those parts of the input signal that are perceived as
noise and those parts that are perceived as tonal.
In a fourth step, the problems of parameter estimation, signal decomposition, and
component selection should be considered jointly in combination with constraints im-
posed by parameter quantization and coding (as addressed by the second task) in order
to achieve overall optimization in a rate distortion sense. For example, the optimal signal
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decomposition for a coding system operating at 6 kbit/s can be different from the opti-
mal decomposition for the 16 kbit/s case. Furthermore, also constraints concerning the
computational complexity of the encoder should be considered.
The second task addresses the development of a complete audio coding system based
on the parametric signal representation derived in the first task. It can be divided into
three steps.
In a first step, an appropriate quantization of model parameters has to be designed,
taking into account a perceptual model. Furthermore, efficient schemes for entropy coding
of the quantized parameters have to be devised. This can include predictive techniques
to exploit statistical dependencies between parameters as well as variable length codes to
exploit non-uniform probability distributions of parameters. In particular, joint coding of
the set of model parameters of individual sinusoidal components should be investigated
in order to improve coding efficiency. Finally, bit allocation strategies in the encoder have
to be considered to optimize performance at very low bit rates.
In a second step, aspects of the decoding process have to be considered. While param-
eter decoding and dequantization usually is not difficult, the design of the signal synthesis
algorithms can have a significant impact on the computational complexity of the decoder.
In a third step, possibilities to extend a parametric coding system by different ad-
ditional functionalities should be investigated. These are, in particular, time-scaling and
pitch-shifting in the decoder, bit rate scalability (that is, hierarchical embedded coding),
and improved error robustness for operation over error-prone transmission channels.
Finally, the performance of the complete coding system, which will be referred to as
Harmonic and Individual Lines plus Noise (HILN) coding, should be verified by means
of subjective listening tests in order to allow comparison to other coding systems. Fur-
thermore, the results should be contributed to the MPEG-4 standardization activities.
Organization of the Thesis
This thesis is organized as follows. Chapter 2 briefly reviews the fundamentals of para-
metric representations of audio signals and devises a generalized framework that describes
how source and perceptual models can be utilized in a parametric audio coding system.
In Chapter 3, a hybrid source model suitable for very low bit rate coding is designed
and parameter estimation techniques for its component models are developed. This is
followed by a study of techniques for signal decomposition and component selection in
the encoder that take into account a perceptual model. Chapter 4 addresses the design of
appropriate parameter quantization and entropy coding techniques and discusses bit allo-
cation strategies in the encoder. Moreover, signal synthesis in the decoder is discussed
and extensions of the coding system required in order to provide additional functionali-
ties are presented. In Chapter 5, the development of HILN parametric audio coding in the
context of the MPEG-4 standardization activities is briefly reviewed and the performance
of this coder is verified by experimental results. Finally, Chapter 6 concludes the thesis
with a summary and suggests directions for future research.
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The design of an audio coding system is based on model assumptions for the signal source
and signal perception. By utilizing such models, a coding system is able to exploit redun-
dant and irrelevant information in the audio signal in order to obtain a compact coded
representation of the signal. The term parametric model is essential here and, as stated
earlier, refers to source models which characterize the signal by parameters that are more
abstract than samples taken from a time-frequency representation of the signal.
This chapter briefly reviews the principles of parametric representations of audio sig-
nals and introduces a generalized framework for parametric audio coding that describes
how source and perceptual models are utilized in order to build a complete coding system.
2.1 Parametric Representations of Audio Signals
The concept of describing an audio signal or its components by means of abstract pa-
rameters like pitch, duration, or loudness has long been used and is well established, for
example in musical notation. The advent of powerful computing systems for digital sig-
nal processing, however, has enabled many new applications that utilize some form of
parametric representations of audio signals. This section gives a brief overview of the
principles and applications of parametric audio signal representations.
Even though parametric representations of audio signals can be employed in a wide
range of applications, they share a common motivation and are based on the same princi-
ples. There are two major reasons why a parametric representation of an audio signal can
be advantageous compared to a conventional sampled representation of the same signal.
Firstly, a parametric representation is potentially more compact than a sampled rep-
resentation. That is, less parameters are required to describe the signal. This property is
related to the underlying source model and indicates the potential to exploit redundancy
contained in the audio signal.
Secondly, a parametric representation can describe the signal on a higher semantic
level than a sampled representation. That is, the parameters can be closely related to
physical or perceptual properties of the signal or its source. This property enables mean-
ingful interpretation of the parametric representation by humans and can help to assess
the perceptual relevance of a given parameter. At the same time, this property allows for
flexible modification of the signal in its parametric representation.
In principle, a system employing a parametric representation of audio signals com-
prises three major components.
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• Analysis To begin with, a parametric representation of the considered audio signal
is generated. Typically, an automatic signal analysis is used to derive a parametric
representation from the waveform of a given audio signal. This allows to handle ar-
bitrary real-world signals. Alternatively, the parametric representation can be created
manually or semi-automatically. This enables, for example, to create and compose
arbitrary new sounds and is of interest for music or speech synthesis applications.
• Processing The parametric representation permits flexible processing of the audio
signal that would not be possible with a conventional sampled representation of the
signal. This property is in fact the primary motivation to employ parametric represen-
tations. Two different objectives for the processing are of interest. On the one hand,
a parametric representation simplifies the modification of the audio signal in a per-
ceptually meaningful way and enables flexible effects processing like, for example,
time-scaling and pitch-shifting. On the other hand, the potentially compact nature of
a parametric representation can be utilized for efficient transmission or storage of an
audio signal at low bit rates. This can be achieved by quantizing the actual parame-
ters, followed by entropy coding. For optimal performance, the quantization process
should be controlled by a perceptual model, and parameters deemed irrelevant can be
omitted completely.
• Synthesis In order to play back and listen to an audio signal given by means of
a parametric representation, the waveform of the signal has to be reconstructed from
the parameters. This is accomplished by automatic signal synthesis. The synthesis
process is directly based on the source model employed by a given system.
Even though the musical notation of a song, as score for a human musician, or, for
example, as piano roll for a mechanical player-piano, can be seen as a form of parametric
representation of an audio signal, the following brief review of the history of parametric
representations of audio signals will be limited to electronic systems employing such
representations.
Early work on parametric representations for analysis and synthesis of sound focused
on the human voice. The voder and the vocoder were systems for the synthesis and anal-
ysis/modification/synthesis, respectively, of human voice by Dudley in 1939 [16]. They
employed unvoiced excitation and voiced excitation with variable pitch. The spectral
shaping resulting from the resonances in the vocal tract was simulated by a filter bank
with variable gains per filter bank channel (i.e., per frequency band). Hence, this system
is also referred to as channel vocoder. The voiced/unvoiced mode, the pitch, and the gains
for the filter bank channels are the time-variant parameters of this representation.
This approach evolved, and time-variant filters were introduced for spectral shaping,
where the filter coefficients in an appropriate representation serve as parameters. Typ-
ically, all-pole filters were used, and this approach is also known as linear predictive
coding (LPC) [65]. Also for the excitation, various alternative representations were in-
troduced. This includes code excited linear prediction (CELP) [3] and regular pulse ex-
citation (RPE) [60], which strive to describe the waveform of the excitation in a compact
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manner and address both voiced and unvoiced speech. An alternative approach to repre-
sent voiced speech is the concept of harmonic coding proposed by Almeida and Tribolet
[1], [2] in 1982, where, besides the pitch (i.e., the fundamental frequency of the harmonic
tone) the magnitudes and phases of the partials serve as parameters.
Parametric representation of music and of the sound of musical instruments gained
much interest when it became possible to convert such a representation into audible
sounds by means of a programmable synthesizer [68] in the 1960s. Computer music
languages like MUSIC V by Mathews [68] permit to define almost arbitrary synthesis
algorithms, or virtual instruments. Such an instrument is described by combining sim-
ple digital signal processing (DSP) blocks like oscillators and envelope generators, an
approach similar to analog modular Moog synthesizers [74]. Besides the instrument def-
initions, a program written in such a computer music language has a second part that
contains the score to play and control the virtual instruments.
In order to re-create sounds of natural instruments by a program written in a com-
puter music language, recordings of real instruments must be analyzed and modeled. In
a prominent example by Risset in 1969 [111], sounds of wind and string instruments are
modeled by additive synthesis of sinusoidal partials, with proper temporal amplitude en-
velopes for each partial and, if required, amplitude modulation, frequency modulation,
or noise addition. The parameters of these models were found empirically by compar-
ing synthesized and original sounds subjectively, using, for example, data from pitch-
synchronous analysis of dedicated recordings as a basis.
The additive synthesis of partials, as mentioned above, is a special form of a sinu-
soidal model. Interestingly, the original (analog) channel vocoder was further developed
into the (digital) phase vocoder by Flanagan in 1966 [15], [26], which is also a special
form of sinusoidal modeling. The analysis in the phase vocoder can be considered as a
complex modulated filter bank, typically with 30 channels (i.e., frequency bands) spaced
at 100 Hz. Equivalently, the analysis can also be seen as a short time Fourier transform
(STFT) with a sliding window. Synthesis is accomplished by a bank of 30 sine wave
generators, one per channel, which are controlled by the magnitude and phase parameters
of the 30 complex-valued channels from the filter bank. Maintaining sufficiently high
bandwidth for the magnitude and phase parameters, the phase vocoder achieves almost
perfect reconstruction of arbitrary signals.
A first generalized sinusoidal model was applied to the base band (100–800 Hz) of
speech signals by Hedelin in 1981 [36]. This model describes the base band signal as a
sum of sinusoids with the time-varying amplitude and the time-varying frequency/phase
of each sinusoid (or tone) as model parameters. For this system, the simultaneous estima-
tion of the parameters of all sinusoids using an recursive algorithm was studied.
Generalized analysis/synthesis based on a sinusoidal representation was further devel-
oped for speech and non-harmonic sounds byMcAulay and Quatieri [70] and by Serra and
Smith [116] in 1986. In these systems, noise-like signals are modeled by a large number
of sinusoids with random parameters. Peak-picking in the short time magnitude spec-
trum obtained from a fast Fourier transform (FFT) is used to estimate the frequency and
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amplitude parameters of the sinusoids during analysis. Sinusoidal trajectories are build
by parameter matching between consecutive signals segments and are synthesized with
continuous phase. To improve efficient parameter estimation for sinusoidal models, an
analysis-by-synthesis/overlap-add (ABS/OLA) approach was proposed by George [29],
[30] in 1992. The overlap-add paradigm is here also employed for synthesis, as opposed
to the notion of time-varying parameters in the generalized sinusoidal representation.
In order to achieve better modeling of noise-like signal components, a sound anal-
ysis/synthesis system based on a deterministic plus stochastic decomposition was pro-
posed by Serra in 1990 [114], [115]. This system is also referred to as spectral modeling
synthesis (SMS). The deterministic component is modeled as a sum of quasi-sinusoidal
components, i.e., sinusoids with piecewise linear amplitude and frequency variation [70],
[116]. The stochastic component is modeled by its time-variant power spectral density
(PSD) [31]. The proposed analysis assumes that the residual obtained by subtracting
the deterministic component from the original signal can be considered as the stochastic
component.
Furthermore, various concepts to improve the representation of transients signal com-
ponents have been proposed since 1996. One approach is to improve the temporal res-
olution of sinusoidal models by using adaptive windows [34], [67], damped sinusoids
[32], [87], or transient amplitude envelopes [12]. Other approaches use wavelets [35]
or transform coding [61], [62], [63] to represent transients. A further approach is based
on sinusoidal modeling in a real-valued frequency domain [125]. Finally, the concept of
decomposition in sinusoids, transients, and noise [126], [128], [129] can also be seen as
a representation based on frequency contours, time contours, and textures of the time-
frequency plane [85].
2.2 Generalized Framework for Parametric Audio
Coding
Figure 2.1 presents the generalized framework of an audio coding system in order to show
how a source model and a perceptual model can be utilized in the encoder and decoder.
This generalized framework devised here is a refinement of earlier proposals [20] [22]
[104]. In the encoder, the original audio signal is first described in terms of parameters of
a source model (or signal model) [33]. Then, these parameters are quantized according
to distortion thresholds found by a perceptual analysis of the original signal according
to a perceptual model. Finally, the quantized parameters are entropy coded to exploit
their statistical properties. A perceptual model can also indicate that transmission of
certain parameters is not necessary and that they can be substituted in the decoder by, for
example, random values with a certain distribution. Typically, the quantizer configuration
selected by the perceptual analysis in the encoder is transmitted as side information in the
bit stream.




































Figure 2.1: Generalized framework of an audio coding system showing the utilization of model
assumptions for source and perception in the encoder (a) and decoder (b).
It is interesting to note that there can be mutual dependencies between the source
model and the perceptual model. Furthermore, different aspects of a source model can be
exploited by different parts of a coding system, and the same holds true for the perceptual
model. Hence, it is in most cases not possible to clearly distinguish between those parts of
a coding system doing redundancy reduction and those parts doing irrelevancy reduction
[10]. A prominent example for this situation is a vector quantizer (VQ) [64], where signal
statistics and a (perceptual) distortion measure can be exploited simultaneously.
In order to apply the general concept shown in Figure 2.1 in the design of a parametric
audio coding system, the encoding process has to be studied in detail. The encoder control
by perceptual analysis does not only control the parameter quantization but can also give
hints to the parametric representation by analysis of the incoming original audio signal.
In this way, the encoder control can supervise the complete encoding process. The hints to
the parametric signal analysis can address two different issues. Firstly, the signal analysis
can be configured to achieve best performance at the requested target bit rate. Secondly,
for source models (like a sinusoidal or hybrid model) that require a decomposition of the
input signal into components, the hints can provide guidance to achieve a perceptually
optimized decomposition.
Furthermore, such hints can be used to implement an analysis-by-synthesis paradigm.
This is a powerful though complex approach to jointly optimize (in a rate distortion



































Figure 2.2: Parametric audio encoder implementing the analysis-by-synthesis paradigm.
sense) parameter estimation, signal decomposition, and component selection under the
constraints imposed by parameter quantization and coding. A generalized diagram of an
encoder implementing this paradigm is shown in Figure 2.2. The upper gray part corre-
sponds to the encoder control by perceptual analysis in Figure 2.1 and the side informa-
tion data flow is omitted for clarity. The basic idea of the analysis-by-synthesis paradigm
is to find that bit stream with the desired rate which, when processed by the decoder, re-
sults in an audio signal that is perceptually as similar to the original signal as possible.
To accomplish this, the quantized parameters that would be available in the decoder are
dequantized again locally and signal synthesis is used to reconstruct the audio signal as
it would be done by the decoder. The reconstructed signal is then compared to the orig-
inal input signal, resulting in a perceptual distortion measure. This distortion measure,
as well as the actual bit rate observed by the entropy coding is then used by the rate dis-
tortion control to optimize bit allocation by refining the configuration of the parameter
quantization or omission and to provide hints to assist the signal decomposition in the
parametric signal analysis. In this way, a full analysis-by-synthesis loop is formed. Also
the reconstructed audio signal and data from the perceptual signal comparison can be pro-
vided to the parametric signal analysis to assist signal decomposition. These aspects will
be discussed in detail in Chapter 3.
Compared to the encoding process, the decoding process is quite straight-forward,
since parameter decoding and dequantization are determined by the corresponding steps
in the encoder. The synthesis process that reconstructs the audio signal from its parametric
representation is determined by the source model (or signal model) itself.
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3 Signal Analysis by Decomposition and
Parameter Estimation
In order to build a parametric audio coder that is capable of handling arbitrary real-world
audio signals, it is necessary to design an appropriate hybrid source model and to develop
algorithms for parameter estimation and signal decomposition. This chapter explains the
design of the hybrid source model and studies algorithms for robust yet accurate estima-
tion of the model parameters of signal components. These algorithms are then integrated
in a framework that enables the decomposition of the original audio signal into compo-
nents according to the hybrid source model. In order to optimize signal decomposition in
the context of audio coding applications, it is necessary to integrate also perceptual mod-
els into the signal decomposition and component selection process. Finally, effects of rate
distortion constraints are studied and two examples of complete parametric encoders are
given.
3.1 Design of a Hybrid Source Model for Very Low Bit
Rate Audio Coding
The hybrid source model developed during the course of the work presented here was
designed with focus on application in very low bit rate audio coding, with target bit rates
in the range of approximately 6 to 16 kbit/s. To assess the efficiency of such a source
model, it is necessary to employ it in the context of a complete coding system. Hence, the
design of the hybrid source model has been carried out in parallel with the development
of the coding system itself.
This development lead to a hybrid parametric source model which will be described
in detail in the remainder of this section. It includes elements from various models for
sinusoidal, harmonic, transient, and noise components.
In order to enable encoding with a limited look-ahead (or latency) and to permit real-
time encoding of audio signals, a frame-based approach was chosen for the hybrid source
model. Hence, the audio signal is handled as a sequence of frames with a fixed frame
length Tf that represent overlapping signal segments. For each frame q, the corresponding
signal segment x(q)(t), which is centered around t = qTf, is described by a set of model
parameters of the hybrid source model. Such a frame-based approach is common to
practically all audio and speech coding systems.
The optimal frame length depends on many factors, including the target bit rate. In
general, however, the frame length is chosen such that the signal can be assumed to be
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stationary within a frame. The hybrid parametric model presented here is typically used
with a frame length Tf of 32 ms since this was found to give the best overall quality for
the given application. When tuning the system towards significantly lower or higher bit
rates, it can be beneficial to increase or decrease the frame length, respectively, as will be
discussed in Section 3.4.1.
3.1.1 Modeling of Sinusoidal Trajectories
The most prevalent signal components in the hybrid source model are sinusoidal trajecto-
ries. A relatively simple mathematical approach to model a tonal signal x(t) is to treat it

















Each of the components is described by slowly varying parameters for its amplitude ai(t)
and frequency fi(t) and a start phase ϕ0,i, thus forming a sinusoidal trajectory. Note that







of a signal cos(ϕ(t)) with the instantaneous unwrapped phase ϕ(t). While the signal x(t)
is treated in continuous time here, it can be easily converted to discrete time by sampling
x[n] = x(nTs) at a rate of fs = 1/Ts. This assumes that all sinusoidal components have
frequencies below fs/2 to avoid aliasing problems.
For each frame q, the corresponding signal segment is described by the parameters for
amplitude a(q)i = ai(qTf), frequency f
(q)
i = fi(qTf), and phase ϕ
(q)
i = ϕi(qTf) of the I
(q)
sinusoidal components that are present in this frame. The number I(q) of sinusoidal signal
components can vary over time, i.e., from frame to frame. In order to form sinusoidal
trajectories that span several frames, component i in the current frame q can be flagged
as the continuation of component k(q)i in the previous frame q− 1, which thus becomes
its predecessor. If a component in the current frame has no predecessor in the previous
frame, this constitutes the start of a new trajectory in the current frame. Correspondingly,
if a component in the previous frame is not continued by a successor in the current frame,
this constitutes an end of a trajectory in the previous frame. Of course it is also possible
that a sinusoidal component exists just in a single frame and neither has a predecessor nor
a successor.
Given this parameterization of the sinusoidal trajectories, the signal can be resynthe-
sized from this description. To ensure smooth synthesis, both the amplitude and frequency
parameters a(t) and f (t) of a sinusoidal trajectory are interpolated in between frames [70],
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(t−qTf), qTf ≤ t ≤ (q+1)Tf. (3.3)
For simplicity of notation, without loss of generality, using Ω(t) = 2pi f (t), assuming
q = 0 and denoting T = Tf, Ω0 = Ω(0), and Ω1 = Ω(T ), the linear interpolation of the




t, 0≤ t ≤ T. (3.4)








The terminal phase ϕ(T ) at the end of the interpolation interval is determined by the
three parameters ϕ0, Ω0, and Ω1. This terminal phase is used as start phase in the next
frame to ensure phase-continuous synthesis of a sinusoidal trajectory spanning several
frames. Hence only the start phase ϕ(q)i for the first frame of a trajectory is utilized
while the values of the phase parameter for the following frames are obsolete. If no phase
parameters at all are conveyed from the encoder to the decoder, a fixed or random start




cos2(pi2 t/Tf), |t| ≤ Tf
0, otherwise
(3.6)
is used for fade-in or fade-out, respectively, while the frequency is kept constant.
If signal decomposition and parameter estimation in the encoder is carried out by
means of an analysis-by-synthesis approach, it can be advantageous to use different syn-
thesis methods in the encoder and the decoder. Synthesis in the encoder should be as
accurate as possible to minimize the analysis-by-synthesis residual, and it can even uti-
lize additional model parameters that are not conveyed to the decoder.
3.1.2 Modeling of Harmonic Tones
A subset of the sinusoidal components that are present in a frame can form a harmonic
tone if their frequencies are (approximately) integer multiples of the fundamental fre-
quency fh of the harmonic tone. In this case, the parameters of the components in this
subset are are denoted a(q)i,h , f
(q)
i,h , and ϕ
(q)
i,h , while all remaining sinusoidal components that
do not belong to the harmonic tone are referred to as individual sinusoids. A harmonic
tone comprises the I(q)h partials i = 1, . . . , I
(q)
h , and actual frequencies f
(q)
i,h of the partials
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can be approximated sufficiently good by means of the fundamental frequency f (q)h and
the first order stretching parameter κ(q)h according to
fi,h = i fh(1+κhi) (3.7)
where the parameter κ characterizes the amount of stretching. For κ = 0, the plain har-
monic relationship fi,h= i fh is obtained. The stretching parameter allows to accommodate
for the slight inharmonicities observed e.g. for free vibration of stiff or loaded strings [27,
Section 2.18].
The parameters I(q)h , f
(q)
h , and κ
(q)
h can vary over time, and a harmonic tone in the cur-
rent frame can be flagged to be the continuation of a harmonic tone in the previous frame,
which means that the partials form corresponding trajectories. In principle, it would be
possible to have two or more harmonic tones present simultaneously in a frame. How-
ever, it was found that reliable decomposition into a single harmonic tone plus remaining
individual sinusoids is already difficult enough.
The primary advantage of a harmonic tone over representing the partials as individual
sinusoids is that this allows for a more compact parameterization. To exploit these bene-
fits, the partials’ frequencies are conveyed by means of the fundamental frequency f (q)h ,
the stretching parameter κ(q)h , and a parameter indicating the total number I
(q)
h of partials.
The partials’ amplitudes are conveyed by means of an overall amplitude parameter a(q)h in
combination with the parameters of spectral envelope model (SEM).
To characterize the overall amplitude of the harmonic tone independently from its







where Ih is the number of partials of the harmonic tone. Thus, ah is directly related to the
total power of the harmonic tone.
The spectral envelope model describes the spectral envelope |H(Ω)| of a signal.
Hence, the partials’ amplitudes are given by
ai,h = ah|Hs(2pii fh)| (3.9)
where an appropriately scaled version Hs(Ω) of the spectral envelope H(Ω) is employed
to account for Equation (3.8).
Since the spectral envelopes considered here have a limited bandwidth, the time-
discrete notation |H(z)| with z = e jω and a sampling rate of fs,SEM is used. This sam-
pling rate can be that of the original signal, i.e., fs,SEM = fs. However, here it is chosen
to be twice the frequency of the next partial tone directly above the highest partial tone




h , since this allows for a compact
parameterization also for harmonic tones with a low bandwidth.
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In order to model the spectral envelope |H(z)|, H(z) is assumed to be the transfer





of order P, where the filter coefficients ap constitute the model’s parameters. Similar all-
pole filters are commonly used in speech coding systems, where this approach is known
as linear predictive coding (LPC) [65].




1− kp = 2arctanh(kp), 1≤ p≤ P (3.11)
of the reflection coefficients −1 < kp < 1 as parameters of the spectral envelope model.
The reflection coefficients kp can be derived by solving





p−i , 1≤ i≤ p−1 (3.13)
for p= 1,2, . . . ,P with the original filter coefficients being ap = a
(P)
p . These equations are
part of the Levinson-Durbin algorithm [65] that is commonly used to calculate the coef-
ficients of an all-pole model and that will be discussed in Section 3.2.3.3. The reflection
coefficients kp have the interesting property that they do not depend on the predictor order
P, which is not the case for the predictor coefficients a(P)p .
The all-pole model was found to be more efficient than an all-zero model spectral
envelope (DCT approach) or a simple grouping of harmonic lines (i.e., a piece-wise con-
stant line-segment approximation) [96]. Furthermore, it allows to easily adapt the filter
order P(q)h (and thus the detailedness) of the spectral envelope modeling, even after LAR
parameters have been calculated. The phase parameters ϕ(q)i,h are usually not conveyed.
By merging the data for the partials of the harmonic tone model with the data for
the individual sinusoids, the complete information about all sinusoidal trajectories can
be reconstructed. Synthesis of these trajectories can be carried out using the synthesis
method discussed above. An interesting situation concerning predecessor information
k(q)i of such trajectories arises if the partials of a harmonic tone are described by the
harmonic tone model in one frame, and as individual sinusoids in an adjacent frame. A
solution to this problem will be discussed in Section 4.2.1.
3.1.3 Modeling of Transient Components
Due to the comparably long frame length Tf of typically 32 ms, additional means to model
fast or transient parameter changes within a frame are required. For this purpose, a tempo-
ral amplitude envelope ae(t) can be applied to selected individual sinusoids or a harmonic
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Figure 3.1: Example of waveform of a transient signal x(t) (last click of castanets) and approxi-
mation of its temporal envelope by an AD envelope model ae(t) (thick line) described
by the three parameters for position tmax, attack rate ratk, and decay rate rdec.
tone. To characterize the typical shape of such envelopes in a compact manner, the at-
tack/decay temporal amplitude envelope (AD envelope) model is introduced here
ae(t) =
{
max(0,1+ ratk(t− tmax)), t ≤ tmax
max(0,1− rdec(t− tmax)), otherwise . (3.14)
It is described by three parameters: tmax indicates the temporal position of the maximum
amplitude, the attack rate ratk describes the slope of the attack phase with values ranging
from 0 (flat) to ∞ (abrupt start, i.e., hard onset), and the decay rate rdec describes the slope
of the decay phase with values ranging from 0 (flat) to ∞ (abrupt end). The AD envelope
allows to model short transient impulses as well as the abrupt start or end of a signal
component. Figure 3.1 shows how such an AD envelope can be used to approximate the
temporal shape of a short transient signal, the click of a castanet.
For each frame q, there is a set of envelope flags e(q)i that for each individual sinusoid
indicate whether the AD envelope is to be applied to that sinusoid or whether just the
normal parameter interpolation between adjacent frames is needed. Also the harmonic
tone has such an envelope flag, which, if set, indicates that the AD envelope is to be
applied to all partials of the harmonic tone.
3.1.4 Modeling of Noise Components
In order to enable compact parameterization of the noise component, an all-pole spectral
envelope model, Equation (3.10), is employed to described the spectral envelope of the
noise component together with an amplitude parameter a(q)n specifying the total power
σ2x = a2n. The resulting power spectral density (PSD) of the noise component is
Sxx(ω) = σ2x |Hs(e jω)|2 (3.15)
3.2 Parameter Estimation for Single Signal Components 21







|Hs(e jω)|2 dω. (3.16)
The parameters of the all-pole model are the reflection coefficients k(q)p,n, represented
as LARs g(q)p,n, and the order P
(q)
n of the model can be adapted over time. This is the same
parameterization as used to describe the spectral envelope of a harmonic tone. Since
noise components can have the same bandwidth as the audio signal that is encoded, the
sampling rate of the input signal is also used for the noise spectral envelope model, i.e.,
fs,SEM = fs.
For each frame q, there is one parameter set describing the noise component. These
parameters characterize an autoregressive process (AR process) that is used to synthesize






















is used to handle parameter variation between frames. The value of λ = 1/4 for the shape
of the low-overlap window was found to give the best temporal resolution without audible
discontinuities at frame boundaries. To improve modeling, an optional temporal ampli-
tude envelope ae(t) can be applied to the noise signal prior to overlap-add synthesis. This
is an additional AD envelope (independent from the one used for sinusoidal components)





3.2 Parameter Estimation for Single Signal Components
This section studies in detail the estimation of the parameters of a single signal compo-
nent. All the different components types supported by the chosen hybrid source model
are addressed, i.e., sinusoidal trajectories, harmonic tones, transients, and noise compo-
nents. The parameter estimation should be both accurate and robust. Good accuracy is
important in order to allow perceptually equivalent resynthesis of a component and to
facilitate analysis-by-synthesis based signal decomposition which could otherwise suffer
from increased residuals due to inaccurate resynthesis. Good robustness allows to esti-
mate the parameters of a signal component in spite of non-model signals (e.g. other signal
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components) being present simultaneously, which is helpful for the segregation of signal
components during signal decomposition. In accordance with the frame-based approach
employed by the hybrid source model, parameter estimation is carried out on overlapping
signal segments x(q)(t) centered around t = qTf, i.e., the middle of the frame q for which
component parameters are being estimated.
3.2.1 Estimation of Sinusoidal Trajectory Parameters
The development of the algorithms for estimation of the parameters of a sinusoidal tra-
jectory went through different stages. Firstly, the most basic case is treated here, the
estimation of frequency, amplitude, and phase of a complex sinusoid in complex white
Gaussian noise. It forms the basis of a robust algorithm for frequency estimation that is
guided by an initial coarse estimate of the sinusoidal component’s frequency. This al-
gorithm is then adapted to allow also the estimation of the sweep rate of a chirp. An
extension of this algorithm that allows to track a sinusoidal component over consecutive
frames will be presented in Section 3.2.2.2.
3.2.1.1 Fundamentals of Frequency and Amplitude Estimation
Fundamental aspects of parameter estimation for a sinusoidal signal can be studied best
for the basic case of a single complex sinusoid in complex white Gaussian noise. The
estimation takes an observed signal segment x[n] of length N as input
x[n] = a0e j(ϕ0+ω0n)+ z[n], n= 0,1, . . . ,N−1, (3.19)
where the unknown constants a0, ω0 = 2pi f0/ fs, and ϕ0 are the parameters of the sinusoid
that are to be estimated, and where z[n] represents a complex white Gaussian noise process
with zero mean and variance σ2z .
3.2.1.1.1 Maximum Likelihood Estimator The optimal (and hence also unbiased)
maximum likelihood estimator (MLE) for the frequency ω0 is known to be given by the




AnMLE, as discussed here, has no a-priori knowledge about the estimated parameter, i.e.,
the parameter’s PDF is assumed to be flat p(ω0) = 12pi , −pi <ω0 ≤ pi . The periodogram
Pxx(ω) is an estimate of the power spectrum (or PSD) Sxx(ω) of the signal segment x[n]
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as a scaled version of the squared magnitude of the Fourier transformF{x[n]}(ω).
Once the frequency estimate ωˆ0 is found, amplitude a0 and phase ϕ0 can be easily
estimated. To simplify notation, the complex amplitude A0 = a0e jϕ0 is introduced, which
allows to give the MLE for amplitude aˆ0 = |Aˆ0| and phase ϕˆ0 = arg(Aˆ0) as







Thus, the estimated complex amplitude Aˆ0 is the cross-correlation between the observed
signal segment and a complex sinusoid having the estimated frequency. This estimate
Aˆ0 also has the property that it minimizes the energy ∑N−1n=0 |r[n]|2 of the modeling error
r[n] = x[n]− Aˆ0e jωˆ0n.
The accuracy of the estimated parameters depends on the signal-to-noise ratio (SNR)
a20/σ
2
z and number N of samples in the observed signal segment. The optimal MLEs, as
given above, attain the Crame´r-Rao bound (CR bound) for the variance of the estimation
















For the case of a real-valued sinusoid in real-valued noise,




e j(ϕr+ωrn)+ e− j(ϕr+ωrn)
)
+ z[n], (3.26)
the same estimators as given in Equations (3.20) and (3.22) can be employed. Due to
the symmetry of the spectrum of a real-valued signal, only the peak in the positive half
of the periodogram has to be considered and the estimated amplitude has to be corrected
according to Equation (3.26), i.e., aˆr = 2aˆ0. For ϕˆr = ϕˆ0 and ωˆr = ωˆ0 no corrections are
needed. The CR bounds given in Equations (3.23), (3.24) (with var(aˆr) = 4var(aˆ0)), and
(3.25) are attained if the SNR is sufficiently high.
3.2.1.1.2 Linear Regression of Phase Data If the observed signal segment has a suf-
ficiently high SNR, the frequency estimator given in Equation (3.20) is equivalent to a
linear regression of the phase data of the observed signal [57], [122]. This interpretation
of the frequency estimator is of interest here since it can easily be extended to enable
sweep rate estimation of chirps and tracking of sinusoids, which will be discussed in Sec-
tions 3.2.1.2 to 3.2.2. To utilize phase data, the signal model, Equation (3.19), is replaced
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by an approximate model
x[n] = (1+ v[n])a0e j(ϕ0+ω0n+u[n]) ≈ a0e j(ϕ0+ω0n+u[n]), n= 0,1, . . . ,N−1 (3.27)
where u[n] is a real-valued zero mean white Gaussian noise with variance σ2z /2a20. For
this purpose, the complex noise z[n] in the original model was decomposed into two real-
valued orthogonal components, the phase noise u[n] and the magnitude noise v[n], which
can be neglected if the SNR is high enough [122].
Denoting the phase of x[n] by ∠x[n], the phase data of the observed signal segment
can be written as
ϕ[n] = ∠x[n] = ϕ0+ω0n+u[n], n= 0,1, . . . ,N−1. (3.28)
Since the observed phase data arg(x[n]) has a 2pi ambiguity, proper phase unwrapping
is necessary to obtain ϕ[n]. Assuming low frequencies |ω0|  pi and a sufficiently high






The observed phase data ϕ[n] can now be approximated by the linearly increasing phase
over time of a sinusoid with constant frequency
ϕˆ[n] = ϕˆ0+ ωˆ0n, n= 0,1, . . . ,N−1. (3.30)
The optimal match in a minimum mean square error (MSE) sense, i.e., minimizing
∑N−1n=0 (ϕ[n]− (ϕˆ0+ ωˆ0n))2, is equivalent to a linear regression of the observed phase data.
















with ∑N−1n=0 1= N, ∑
N−1
n=0 n= (N−1)N/2, and ∑N−1n=0 n2 = (N−1)N(2N−1)/6. It can be
shown that this estimator for ωˆ0 is the same optimal MLE as given by Equation (3.20) if
the SNR is sufficiently large [57], [122]. If the phase estimate ϕˆ0 from the linear regres-
sion, Equation (3.31), is of interest as well, the reference point of time should be in the
middle of the analyzed data segment in order to make estimation errors for phase inde-
pendent from frequency errors [122]. This means n=−(N−1)/2, . . . ,(N−1)/2 instead
of n = 0, . . . ,N− 1 in Equations (3.30) and (3.31). A major advantage of the estimator
using linear regression of phase data, when compared to the estimator finding the location
of the maximum in the periodogram, is that it allows for a computationally more efficient
implementation. Furthermore, this estimator can be nicely extended towards parameter
estimation for time-varying sinusoids as will be described in Section 3.2.1.3.
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3.2.1.2 Guided Frequency Estimation
In order to apply the fundamental techniques of frequency estimation of sinusoids dis-
cussed in the previous section to real-world signals containing several sinusoidal and other
signal components, the concept of guided frequency estimation is introduced here. It as-
sumes that an initial coarse estimate of the frequency of a sinusoidal signal component
is available, for example the location of a peak in the discrete Fourier transform of the
current frame of the signal, which is typically provided by a signal decomposition frame-
work, as will be discussed in Section 3.3.
Given such an initial coarse estimate fˆ ′0, it is possible to reduce interference from
neighboring sinusoidal components and to meet the assumption of a single sinusoid in
noise, as made in the previous section, by introducing a bandpass filter with a passband
centered at the initial estimate of the sinusoid’s frequency. In combination with the length
(or duration) of the analyzed signal segment, estimation thus evaluates only a section of
the time-frequency plane. The filter bandwidth has to be chosen carefully to achieve a
good trade-off between maximum attenuation of neighboring components and minimum
attenuation of the sinusoid to be estimated, which may be located off-center due to an
error in the initial estimate. In the latter case, the bandpass filtering can introduce a bias
of the frequency estimate towards the center of the passband, i.e., the initial frequency
estimate. Effects of the trade-off between segment length and bandwidth will be discussed
in Section 3.2.1.3 in connection with Figure 3.3.
To implement said bandpass filtering in a flexible and efficient manner, an approach
known from heterodyne radio receivers is employed. A local oscillator signal
c(t) = e− j2pi fct (3.32)
with the frequency of the initial estimate fc = fˆ ′0 is used to heterodyne (i.e., down-mix)
the original signal x(t), which is then lowpass filtered to obtain a complex baseband signal
xb(t) = (x(t)c(t))∗w(t). (3.33)
Here, w(t) is the impulse response of the lowpass filter and ∗ denotes convolution. In order
to simplify further analysis, a delay-free lowpass filter with symmetric impulse response
w(t) = w(−t) is used. The down-mix process corresponds to a shift of the original signal
x(t) in the frequency domain by − fˆ ′0 such that the spectral peak representing the to-be-
estimated sinusoid with frequency f0 is now located in the baseband around frequency
fb,0 = f0− fˆ ′0 ≈ 0. Since the original signal x(t) is real-valued, there is another peak at
− f0, which does not carry additional information and which is shifted to − f0− fˆ ′0 and
hence suppressed in the baseband signal xb(t) by the lowpass filter w(t).
Due to the limited bandwidth of the baseband signal xb(t) after lowpass filtering, it
can be represented at a much lower sampling rate fd than the original signal, which is
sampled at fs. This is accomplished by down-sampling with a factor of D = fs/ fd, i.e.,
with a sampling interval Td = DTs = 1/ fd. The downsampled baseband signal can be














Figure 3.2: Heterodyne-based estimation of frequency fˆ0 of sinusoidal component in signal x(t)
guided by initial coarse estimate fˆ ′0.
considered as a single complex sinusoid with a frequency fb,0 close to zero plus a noise
signal which accounts for in-band noise components and leakage from other components
in the original signal that were not sufficiently suppressed by the lowpass filter. It thus
conforms to the signal model given by Equation (3.19) as used in Section 3.2.1.1. The
unwrapped phase ϕb(nTd) of the baseband signal is now approximated by
ϕˆb(t) = ϕˆb,0+ Ωˆb,0t (3.34)
and the optimal parameters ϕˆb,0 and Ωˆb,0 are found by linear regression as outlined in
Equation (3.31). The slope Ωˆb,0 of this linear approximation of the phase over time is an
accurate estimate of frequency fˆb,0 = Ωˆb,0/2pi of the complex sinusoid in the baseband
signal. Finally, the initial estimate fˆ ′0 is added to obtain an accurate estimate of the fre-
quency fˆ0 = fˆb,0+ fˆ ′0 of the sinusoidal component in the original signal. Figure 3.2 gives
an overview of the complete guided frequency estimation technique presented here.
3.2.1.3 Parameter Estimation for Time-Varying Sinusoids
To accommodate for the time-varying frequency of a sinusoidal trajectory in case of vi-
brato or portamento, the heterodyne-based frequency estimator has been extended to per-
mit also estimation of the sweep rate of linearly changing frequencies. For this purpose,
the filter bandwidth had to be increased to cover the frequency range traversed during the
duration of the signal segment.
Figure 3.3 visualizes the problem of trading off between the effective length of the
analyzed signal segment and the bandwidth of the bandpass filter. It shows, on the time-
frequency plane, the partials of a harmonic tone with a fundamental frequency that sweeps
from 80 Hz to 120 Hz in the course of 100 ms, a moderate chirp rate that can be encoun-
tered e.g. in speech signals. For an effective segment length of ∆t = Tf = 32 ms typi-
cally used here, the minimum meaningful bandwidth according to the principle of time-
frequency uncertainty ∆t∆ f ≥ 1 is ∆ f = 32 Hz. This is shown as (a), and it can be seen
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Figure 3.3: Rectangular (a), (b), (c), and slanted (d) sections of the time-frequency plane with
length of 32 ms and width of 32 Hz (a), and 64 Hz (b), (c), (d), for analyzing the par-
tials of a harmonic tone with fundamental frequency sweeping from 80 Hz to 120 Hz
in 100 ms.
that this bandwidth is even sufficient to cover the sweeping first partial (i.e., fundamental
frequency) component of this example. For higher partials an increased filter bandwidth
is needed, and (b) shows the 3rd partial covered by a filter bandwidth of 64 Hz. For even
higher partials with correspondingly higher absolute chirp rates, a bandwidth increase is
insufficient as neighboring partials begin to appear in the passband due to the length of the
analyzed signal segment, which is illustrated as (c) for the 11th partial. This problem can
be addressed by analyzing a slanted section of the time-frequency plane, which is shown
as (d) for the 9th partial and will be discussed in detail in Section 3.2.2.
3.2.1.3.1 Extensions for Chirp Rate Estimation It is possible to extend the
heterodyne-based guided frequency estimation presented in Section 3.2.1.2 such that the
chirp rate α0 is estimated as a third parameter, in addition to frequency Ω0 and phase ϕ0.
This assumes a sinusoid with sweeping frequency and a low to moderate chirp rate that
can be covered by an increased bandwidth of the analyzed signal segment, as shown in
Figure 3.3 (b). For this purpose, the original signal model of the linear regression based
frequency estimation, Equation (3.34), is extended in a manner similar to Equation (3.5),
which gives
ϕˆb(t) = ϕˆb,0+ Ωˆb,0t+ αˆb,0t2. (3.35)
Using the unwrapped phase data ϕb(nTd), the model parameters ϕˆb,0, Ωˆb,0, and αˆb,0
achieving the best match in a minimum MSE sense correspond to a quadratic regression
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of the data. Hence, the optimal parameters are given by the linear equation system∑N n4 ∑N n3 ∑N n2∑N n3 ∑N n2 ∑N n







using N data points ϕ[n] = ϕb(nTd) sampled at t = nTd, and hence ωˆb,0 = Ωˆb,0Td.
When this quadratic regression is used in the heterodyne-based framework shown in
Figure 3.2, the initial estimate fˆ ′0 must be added to obtain an accurate estimate of the
frequency fˆ0 = fˆb,0+ fˆ ′0 of the sinusoidal component in the original signal. For the chirp
rate αˆ0 no such correction is needed as long as the local oscillator signal c(t) has a constant
frequency.
3.2.1.3.2 Amplitude Estimation In general, not only the frequency but also the ampli-
tude of a sinusoidal trajectory varies over time. Therefore, amplitude estimation should
be confined to a resonably short segment of the original signal with help of a temporal
window wa(t). The evolution of amplitude over time can then be obtained by a sequence
of amplitude estimates with shifted temporal windows.
Assuming that a sufficiently good estimate ωˆ0 of the constant frequency of a sinusoidal
component in a real-valued signal x(t) is available, the amplitude aˆ0 and phase ϕˆ0 of this
component can be estimated by minimizing the energy
∫





cˆ0 cos(Ωˆ0t)+ sˆ0 sin(Ωˆ0t)
))
(3.37)
where wa(t) is the window determining the temporal location and extent of the examined
signal segment. The gain factors cˆ0 and sˆ0 are the Cartesian representation of amplitude
and phase as described by
aˆ0e jϕˆ0 = cˆ0− jsˆ0 (3.38)
where the negative contribution of the imaginary component follows from Equa-
tion (3.26). The optional temporal amplitude envelope ae(t) will be discussed later and
defaults to ae(t) = 1 when not used.
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where the first integral is the energy of the windowed signal x(t) and the where the second
and third integrals are the same as on the right side of Equation (3.39).
The estimation in Equation (3.39) differs slightly from the amplitude estimation of
a complex sinusoid as given in Equation (3.22) because the windowed sin() and cos()
components in Equation (3.37) are not necessarily orthogonal, which leads to non-zero
values of the two non-diagonal elements of the matrix in Equation (3.39). This effect is
pronounced at low frequencies, i.e., when the period 1/2piΩˆ0 of the signal gets into the
same order of magnitude as the length of the effective window wa(t)ae(t).
The amplitude estimation described here can be easily adapted to sinusoidal com-
ponents with time-varying frequency. For this, a sufficiently good estimate of the fre-
quency trajectory Ωˆ(t) of the component is required, as, for example, described by the
estimated frequency and chirp rate parameters Ωˆ0 and αˆ0. The corresponding phase tra-
jectory ϕˆ(t) =
∫ t
0 Ωˆ(τ)dτ is then used instead of Ωˆ0t as the argument of the cos() and
sin() functions in Equation (3.39).
If an estimate of the shape of the temporal amplitude envelope ae(t) of the sinusoidal
component is available, it can be taken into account for the amplitude estimation given
by Equation (3.39). This, of course, assumes that the same amplitude envelope ae(t) is
also applied during signal synthesis. Such an estimated amplitude envelope can be used
to improve modeling of transients, and techniques to estimate the parameters of an AD
envelope model, Equation (3.14), will be discussed in Section 3.2.4.
The temporal amplitude envelope ae(t) in Equation (3.39) can also be used to resem-
ble the linear amplitude interpolation, Equation (3.3), typically used for signal synthesis.
Assuming that coarse amplitude estimates for the previous and the current frame, aˆ′(−1)0
and aˆ′(0)0 , respectively, are available, the effect of linear amplitude interpolation can be







with the current frame centered around t = 0 with ae(0) = 1.
3.2.1.3.3 Simulation Results In order to judge the accuracy of amplitude and phase
estimation under conditions typical for the given application and to asses the effect of
real-valued amplitude estimation and of the shape of the window wa(t), various simula-
tions were carried out for a synthetic signal comprising a single sinusoid with constant
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frequency and amplitude in white noise. An SNR a2r /2σ2z of 0 dB was used in case of a
real-valued signal, Equation (3.26), with ar = 1 and σ2z = 1/2. The corresponding am-
plitude a0 = 1/2 was used in case of a complex-valued signal, Equation (3.19), which
translates to an SNR a20/σ
2
z of −3 dB. The typical segment length of ∆t = 32 ms corre-
sponds to a signal segment with N = 512 samples at fs = 16 kHz. For these simulations,
the start phase ϕr = 1/2 and the frequency Ωr/2pi = fr = 5000 Hz was used.
The results of these simulations together with the theoretical CR bounds according to
Equations (3.23) to (3.25) are shown in Table 3.1. Mean and standard deviation of the
estimated parameters were calculated based on a total of K = 300 simulations, each with
independent noise. Because the true values of the estimated parameters are constant in
this simulation, the standard deviation of the estimated parameter is identical to the stan-




var( fˆr− fr), using the estimated
frequency fˆr as an example. For all estimated parameters, the mean (not shown in Ta-
ble 3.1) was always very close to the true value, i.e., fˆr− fr 
√
var( fˆr− fr), using again
the frequency parameter as an example. This confirms that all estimators are unbiased.
It should be noted that values measured for the standard deviation in these simulations
themselves have an uncertainty of approximately 1/
√
K (i.e., ≈ 6%).
It can be seen that in case of complex amplitude estimation, Equation (3.22), the mea-
sured parameter estimation error variances are, as expected, very close to the values of the
CR bounds for both a complex-valued signal in complex-valued noise and a real-valued
signal in real-valued noise. If instead of the estimated frequency fˆr according to Equa-
tion (3.20) the true frequency fr is used, there is no significant change of the amplitude
error, while the variance of the phase error is reduced by a factor of approximately 1/4.
The latter effect is due to the fact that n= 0 is used as reference point for the phase ϕ0 in
Equation (3.19), which means that a frequency error results in a corresponding bias of the
phase estimate, Equation (3.22). As explained earlier, this effect can be avoided by using
the middle of the segment (N−1)/2 as reference point for the phase. The CR bound for
this center-referenced phase ϕˆ0,c = ϕˆ0+ ωˆ0(N−1)/2 can be derived from the CR bounds











For large N, this is approximately 1/4 of the CR bound of the variance for ϕˆ0. The last
column in Table 3.1 shows that error of the center-referenced phase estimation is not
significantly affected by using the true instead of the estimated frequency.
When real amplitude estimation, Equation (3.39), with a rectangular window wa[n] =
1 for n = 0 . . .N− 1 is used instead of complex amplitude estimation, the measured pa-
rameter variances are not significantly different from those for complex amplitude es-
timation. For the last pair of simulations shown in the table, a Hann window wa[n] =
sin2((n+1/2)pi/N) for n= 0 . . .N−1 of the same total length as the rectangular window










CR bound 0.7614 (100%) 0.0442 (100%) 0.0883 (100%) 0.0442 (100%)
Complex sinusoid in complex noise, complex estimation
estim. freq. 0.7619 (100%) 0.0472 (107%) 0.0878 ( 99%) 0.0456 (103%)
true freq. 0.0000 ( 0%) 0.0458 (104%) 0.0431 ( 49%) 0.0431 ( 97%)
Real sinusoid in real noise, complex estimation
estim. freq. 0.7310 ( 96%) 0.0443 (100%) 0.0872 ( 99%) 0.0463 (105%)
true freq. 0.0000 ( 0%) 0.0459 (104%) 0.0427 ( 48%) 0.0427 ( 97%)
Real sinusoid in real noise, real estimation, rectangular window
estim. freq. 0.7376 ( 97%) 0.0425 ( 96%) 0.0877 ( 99%) 0.0442 (100%)
true freq. 0.0000 ( 0%) 0.0437 ( 99%) 0.0420 ( 48%) 0.0420 ( 95%)
Real sinusoid in real noise, real estimation, Hann window
estim. freq. 0.7043 ( 93%) 0.0594 (134%) 0.0899 (102%) 0.0607 (137%)
true freq. 0.0000 ( 0%) 0.0599 (135%) 0.0670 ( 76%) 0.0670 (152%)
Table 3.1: Estimation error, given as standard deviation
√
var(·), for the parameters frequency
fˆr = fˆ0, amplitude aˆr = 2aˆ0, phase ϕˆr = ϕˆ0, and center-referenced phase ϕˆr,c = ϕˆ0,c
of a single sinusoid with constant frequency and amplitude in white noise for a signal
segment with N = 512 samples at fs = 16 kHz. The signal is real- or complex-valued,
with ar = 2a0 = 1 and σ2z = 1/2, corresponding to an SNR a2r /2σ2z of 0 dB in case of
a real-valued signal, or an SNR a20/σ2z of −3 dB in case of a complex-valued signal.
The CR bounds (100% reference) are given together with simulation results calculated
from K = 300 independent measurements using complex or real amplitude estimation
with rectangular or Hann window in combination with estimated or true frequency.
Note that the errors (as observed in the simulation) themselves have an uncertainty of
approximately 1/
√
K (i.e., ≈ 6%), explaining why they can be below the CR bound.
was used for the real amplitude estimation. In this case, the variance of the error of the
estimated amplitude aˆ0 and center-referenced phase ϕˆ0,c are almost doubled. This can be
explained by the fact that the effective length of the Hann window is only approximately
N/2. To compensate for this, longer Hann windows can be used, as will be exemplified
in Section 3.2.2.
3.2.1.4 Computationally Efficient Frequency Estimation
The parameter estimation techniques presented in Sections 3.2.1.2 to 3.2.1.3 were de-
signed primarily with focus on reliable and accurate estimation. Since parameter esti-
mation is one of the modules that contributes most to the computational complexity of
a complete encoder, it is also of interest to study alternative estimation techniques with
focus on low computational complexity. These techniques, however, might require to
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slightly compromise reliability and accuracy. A detailed description of a computationally
efficient frequency estimation algorithm can be found in [105]. It employs a matching
pursuit based atomic decomposition [66] using a dictionary comprising sinusoids, and is
implemented in the frequency domain to achieve low computational complexity [127].
3.2.2 Building Sinusoidal Trajectories
The previous section treated the parameter estimation for a sinusoidal component within
a short signal segment. Now the problem of building longer sinusoidal trajectories that
span several segments is considered and two different approaches are presented.
3.2.2.1 Trajectory-Building by Parameter Matching
A simple trajectory-building approach is based on finding the best matches between fre-
quency and amplitude parameters of the sinusoids estimated independently in consecutive
segments. For this purpose, a quality measure qk,i is defined which assesses the similar-
ity of frequency f (−1)k and amplitude a
(−1)
k of the kth sinusoid in the previous frame and
frequency f (0)i and amplitude a
(0)
i of the ith sinusoid in the current frame:








qk,i =max(0,q f ) ·max(0,qa) (3.45)
If frequency and amplitude do not change between the two frames then qk,i = 1 is ob-
tained. On the other hand, if the maximum permitted frequency ratio r f ,max = 1.05 or
amplitude ratio ra,max = 4 is exceeded then qk,i = 0 is obtained. These maximum ratios
were found appropriate for a typical frame length of Tf = 32 ms.
Using this quality measure qk,i, the best matching predecessor ki,opt for the sinusoid i




Of course, only predecessors k can be considered here that were not already chosen as
predecessors of other sinusoids in the current frame and thus already assigned to a differ-
ent trajectory. If no predecessor can be found, i.e., maxk qk,i = 0, the sinusoid i starts a
new trajectory in the current frame (birth). Correspondingly all sinusoids in the previous
frame that are not selected as predecessor have reached the end of their trajectory (death).
The quality measure qk,i can be extended to also take into account sweeping com-
ponents with chirp rate α and an optional temporal amplitude envelope ae(t). Because
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of the problems shown in Figure 3.3, the results of the parameter matching approach to
trajectory building are not reliable in case of high sweep rates and especially for higher
partials of a harmonic tone.
3.2.2.2 Phase-Locked Tracking of Sinusoidal Components
More reliable results can be obtained if the signal of a sinusoidal component is actually
tracked between consecutive segments. For this purpose, the heterodyne-based frequency
and chirp rate estimator developed in Section 3.2.1.3 is extended to take into account the
frequency and phase parameters in the previous segment in order to provide phase-locked
tracking of a supposed sinusoidal trajectory.
In the following, the kth sinusoid of the previous frame is used as a tentative pre-
decessor to build a sinusoidal trajectory which, in the current frame, has approximately
the initially estimated frequency fˆ ′0 that is given as guidance to the parameter estima-
tion described here. The difference between predecessor’s frequency f (−1)k and the initial
estimate fˆ ′0 can be used to derive an initial estimate of the chirp rate
αc,0 = pi
fˆ ′0− f (−1)k
Tf
. (3.47)
A correspondingly sweeping local oscillator signal c(t) permits to extract a slanted section
of the time-frequency plane for the accurate frequency and sweep rate estimation as shown
as (d) in Figure 3.3. The local oscillator signal is given by
c(t) = e− j(ϕc,0+Ωc,0(t+Tf)+αc,0(t+Tf)
2) (3.48)
where t = 0 refers to the center of the current frame and t = −Tf to the center for the
previous frame. Start phase and start frequency of c(t) at t =−Tf are set to the parameters
of the predecessor, that is, ϕc,0 = ϕ
(−1)
k and Ωc,0 = 2pi f
(−1)








of the baseband signal xb(t), this means that both the start phase and start frequency are
known to be zero, that is, ϕ(−1)b,0 = 0 and Ω
(−1)
b,0 = 0, respectively.
The remaining two free parameters αˆb,0 and βˆb,0 can now be estimated by regression
such that the best match with unwrapped phase data ϕb(nTd) is achieved in a minimum
MSE sense. Similar to Equations (3.31) and (3.36), these optimal parameters are given
by the linear equation system[
∑N n6 ∑N n5
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In order to ensure reliable phase tracking from the predecessor, a set of N data points
ϕ[n] = ϕb(nTd−Tf) sampled at t = nTd−Tf is used that spans one and a half frames. It
starts with n = 0 at the center of the previous frame t = −Tf and ends with n = N− 1 at
the end of the current frame t = Tf/2. With help of the estimated parameters αˆb,0 and βˆb,0
the phase trajectory of the tracked sinusoidal component can be written as
ϕˆ0(t) = ϕc,0+Ωc,0(t+Tf)+(αc,0+ αˆb,0)(t+Tf)2+ βˆb,0(t+Tf)3. (3.51)
From this, finally the estimated phase and frequency parameters for the current frame can
be calculated as



















In general, there is more than one candidate for the predecessor k available. In order
to find the best predecessor kopt for a given initial estimate fˆ ′0, all possible candidates
are tried as tentative predecessor and for each of them, the tracking estimation described
above is carried out. To assess the suitability of a tentative predecessors, the amplitude
estimation, Equation (3.39), is performed using the phase trajectory ϕˆ(t), Equation (3.51).
This allows to calculate the energy of the windowed residual r(t), Equation (3.40), for all

















3.2.2.3 Guided Frequency Estimation Examples
Figures 3.4 and 3.5 illustrate the heterodyne-based guided frequency estimation and track-
ing for two different scenarios. In both cases, a synthetic real-valued test signal compris-
ing a single sinusoidal trajectory with constant chirp rate and amplitude ar = 10−10/20 in
white noise with σ2z = 1 was used for the simulations. This corresponds to an SNR a2r /2σ2z
of −13 dB, i.e., a weak signal that is just about strong enough to allow for successful pa-
rameter estimation in these scenarios. Typical values were chosen for the sampling rate
fs = 16 kHz and the frame length Tf = 32 ms. The window functions for lowpass filtering
and the sampling of the baseband signal given below are the same as used in the final
encoder that will be described in Section 3.4.3.1.
The first scenario, shown in Figure 3.4, resembles case (a) in Figure 3.3 where the
sinusoidal trajectory sweeps from 93 Hz to 107 Hz over the course of the current frame,
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Figure 3.4: Trajectories of (b) frequency fb(t) = f (t)− fˆ ′0 and (c) phase ϕb(t) for baseband signal
in heterodyne-based estimation of constant frequency (solid line) for simulation with
synthetic signal (dashed line) at −13 dB SNR sweeping from 93 to 107 Hz in current
frame corresponding to case (a) in Figure 3.3, assuming initial estimate fˆ ′0 = 97 Hz
and using N = 9 data points of unwrapped phase (circles) for linear regression of
phase (solid line), using (a) Gaussian window w(t) as (d) lowpass filter.
continuing with the same chirp rate outside of the frame boundaries. In this simulation, an
initial estimate of fˆ ′0 = 97 Hz is assumed, i.e., an estimate that is 3 Hz below the correct
value for center of the frame t = 0. Linear regression of phase data, Equation (3.34), is
applied to estimate a constant frequency, neglecting the sweeping character of the actual
signal. In order to achieve high frequency selectivity, a narrow lowpass filter w(t) with
a −6 dB bandwidth of ∆ f = 32 Hz is used. Specifically, a Gaussian window w(t) =
e−pi(t/Tf)2 shown in panel (a) is employed here to avoid spectral sidelobes at the cost of
a longer window length with t/Tf ranging from −3/2 to 3/2. The main lobe of this
Gaussian window closely resembles that of a Hann window wh(t), Equation (3.6), and
the transfer function |Hw(Ω)| is shown in panel (d). The baseband signal is sampled with
rate 1/Td = 250 Hz which gives a total of N = 9 data points for the regression covering
the current frame. Panel (a) also indicates the shifted windows (thin lines) used for the
first and last data points. Panel (b) shows the baseband frequency trajectory of the original
signal (dashed line) and the estimated trajectory (solid line). The gray area approximately
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indicates the section of the time-frequency plane with ∆t = 32 ms and ∆ f = 32 Hz that
is evaluated here. Panel (c) shows the phase trajectory of the original signal (dashed
line) and the estimated trajectory (solid line). The circles indicate the N = 9 points of
unwrapped phase data ϕb(nTd) used by the linear regression. The frequency estimated in
this simulation is fˆ0 = 97 Hz+3.139 Hz= 100.139 Hz, which is very close to the correct
value in the center of the frame of f0 = 100 Hz. It should be noted that this estimated
frequency would be different in subsequent simulations due to the random nature of the
white noise signal added to the sinusoidal trajectory. In case of a high SNR of 57 dB the
estimated frequency would be fˆ0 = 97 Hz+2.499 Hz= 99.499 Hz, which indicates that
there is a slight bias (in this case approximately 0.5 Hz) towards the center frequency of
the analyzed section, caused by the error in the initial estimate in combination with the
narrow bandwidth of the window w(t) and the sweeping nature of the original signal.
The second scenario, shown in Figure 3.5, resembles case (d) in Figure 3.3 where the
sinusoidal trajectory sweeps from 840 Hz to 960 Hz over the course of the current frame,
continuing with the same chirp rate outside of the frame boundaries. In this simulation, an
initial estimate of fˆ ′0 = 880 Hz is assumed, i.e., an estimate that is 20 Hz below the correct
value for center of the frame t = 0. Tracking regression of phase data, Equation (3.49), is
applied, assuming error-free data for the start phase (0 rad) and start frequency (780 Hz)
from the tentative predecessor for the center of the previous frame t = −Tf. In order to
achieve appropriate frequency selectivity, a lowpass filter w(t) with a −6 dB bandwidth
of ∆ f = 64 Hz is used. Specifically, a Hann window w(t) = cos2(pi4 t/Tf) is employed
here with a window length of Tf, i.e., with t/Tf ranging from −1/2 to 1/2. The baseband
signal is sampled with rate 1/Td = 500 Hz which gives a total of N = 25 data points
ranging from the center of the previous frame to the end of the current frame. In addition
to the window function w(t), panel (a) indicates the shifted windows (thin lines) used for
the 1st, 9th, and 25th data point. Panel (b) shows, relative to the initial estimate fˆ ′0, the
frequency trajectory of the original signal (dashed line) and the estimated trajectory (solid
line). The gray area now indicates a slanted section with ∆t = 48 ms and ∆ f = 64 Hz. As
in Figure 3.4, panel (c) shows the unwrapped phase trajectories. The frequency estimated
in this simulation is fˆ0 = 880 Hz+23.651 Hz = 903.651 Hz, which is quite close to the
correct value in the center of the frame of f0 = 900 Hz.
3.2.2.4 Trajectory-Building Examples
To compare the performance of the two trajectory-building techniques discussed in Sec-
tions 3.2.2.1 and 3.2.2.2, a synthetic test signal with I = 5 sinusoids having a fixed am-
plitude ai(t) = 1 and constant or varying frequencies fi(t) was used. The signal has a
duration of 1 s and is repeated once, now with additional white noise with σ2z = 1/2,
corresponding to a SNR of 0 dB when an individual trajectory is considered. The sig-
nal was sampled at fs = 16 kHz and a frame length of Tf = 32 ms was used. Figure 3.6
shows the sinusoidal trajectories estimated by the two different techniques. For panel
(a), guided frequency and chirp rate estimation using the quadratic phase model, Equa-
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Figure 3.5: Trajectories of (b) frequency f (t)− fˆ ′0 and (c) phase ϕb(t) for baseband signal in
heterodyne-based phase tracking estimation (solid line) for simulation with synthetic
signal (dashed line) at −13 dB SNR sweeping from 840 to 960 Hz in current frame
corresponding to case (d) in Figure 3.3, assuming initial estimate fˆ ′0 = 880 Hz and
using N = 25 data points of unwrapped phase (circles) for linear regression of phase
(solid line), using (a) Hann window w(t) as (d) lowpass filter.
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Figure 3.6: Sinusoidal trajectories found by parameter matching (a) and phase-locked tracking (b)
for a synthetic signal comprising I = 5 sinusoids with ai(t) = 1, using fs = 16 kHz
and Tf = 32 ms. The signal is repeated once after t = 1 s, now with additional white
noise with σ2z = 1/2 (i.e., 0 dB SNR) as indicated by the gray shading (after [110]).
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tion (3.35), was employed in combination with trajectory-building by parameter match-
ing, Equation (3.46), extended to consider also the chirp rate. For panel (b), phase-locked
tracking of sinusoidal components, Equations (3.49) and (3.54), was employed.
The phase-locked tracking technique exhibits only one tracking error in the left half
of Figure 3.6, at 0.8 s, 1.2 kHz. In contrast, the parameter matching technique fails for all
crossing trajectories and has problems for low frequencies due to the maximum permitted
frequency ratio r f ,max, as can be seen between 0.2 s and 0.4 s around 100 Hz. In case of
additional noise, shown in the right half of Figure 3.6, the performance of phase-locked
tracking is reduced and some tracking errors can be seen, especially for high chirp rates.
Nevertheless it still performs significantly better than parameter matching in the presence
of noise. In this simulation, both techniques were operated in a complete signal decom-
position framework, which is necessary to supervise the parameter estimation for signals
where several sinusoids are present simultaneously. The decomposition framework will
be described in detail in Section 3.3. In this simulation, a simple decomposition frame-
work without any psychoacoustic model was employed (i.e., the component selection
strategy SNR was used, which will be described in detail in Section 3.3.2.1).
3.2.2.5 Parameter Estimation Accuracy Experiments
In order to assess the parameter estimation error of the phase-locked tracking of sinu-
soids described above in combination with the windowed amplitude estimation, Equa-
tion (3.39), and to compare it with the CR bounds, a synthetic test signal was used. It
comprises a single sinusoidal component with constant frequency fr and amplitude ar = 1
and added white noise at different levels σ2z corresponding to an SNR of −10 dB, 0 dB,
10 dB, and 20 dB. The typical frame length Tf = 32 ms at fs = 16 kHz was used and a
Hann window, Equation (3.6), with 50% overlap was employed in amplitude estimation,
i.e., w(t) = wh(t).
Table 3.2 shows the standard deviations measured in this experiment, calculated from
four sets of K = 300 estimated parameters from consecutive frames (corresponding to
9.6 s) for four different frequencies fr = 62.5 Hz, 562.5 Hz, 575 Hz, and 5000 Hz. It
should be noted that values measured for the standard deviation in these experiments
themselves have an uncertainty of approximately 1/
√
4K (i.e., ≈ 3%). In addition, the
CR bounds for frequency, amplitude, and center-referenced phase are given. The CR
bound for frequency was calculated for a segment length of 1.5 frames (N = 768) as used
by the phase-locked tracking estimation. For amplitude and phase, the effective length of
the Hann window of one frame (N = 512) was used to calculate the CR bounds. It can be
seen that measured standard deviation of the estimated parameters corresponds well to CR
bounds, confirming the efficiency of the phase-locked tracking estimation developed here.
The observation that the measured frequency error is slightly below the CR bound can be
explained by the fact that the examined signal segment is actually somewhat longer than
the 1.5 frames assumed here due to the size of the Hann window w(t) used to calculate
the phase data samples (see panel (a) of Figure 3.5). The slightly higher measured phase
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SNR −10 dB 0 dB 10 dB 20 dB
σ2z 5 0.5 0.05 0.005
Frequency error
√
var( fˆr− fr) [Hz]
CR: N = 768 1.3105 (100%) 0.4145 (100%) 0.1311 (100%) 0.0414 (100%)




CR: N = 512 0.1397 (100%) 0.0442 (100%) 0.0140 (100%) 0.0044 (100%)




CR: N = 512 0.1397 (100%) 0.0442 (100%) 0.0140 (100%) 0.0044 (100%)
Measured 0.1757 (126%) 0.0552 (125%) 0.0187 (134%) 0.0068 (153%)
Table 3.2: CR bounds (100% reference) for segment length N and measured parameter estimation
errors, given as standard deviation
√
var(·), for phase-locked tracking of sinusoids with
constant frequency fr and amplitude ar = 1 and added white noise at different levels
σ2z calculated from four sets of K = 300 measurements with Tf = 32 ms at fs = 16 kHz
(i.e., 9.6 s). Note that the measured parameter estimation errors themselves have an
uncertainty of approximately 1/
√
4K (i.e., ≈ 3%), and see the text for a discussion of
their relation to the CR bounds.
error, on the other hand, can be explained by the constraints in Equation (3.49) that ensure
a phase trajectory smoothly continuing from the estimated predecessor parameters.
3.2.3 Estimation of Harmonic Tone Parameters
The most important parameter characterizing a harmonic tone component is its funda-
mental frequency. Reliable estimation of this parameter is essential because detecting
an erroneous fundamental frequency and forcing sinusoidal signal components onto the
corresponding incorrect harmonic grid can result in very annoying artifacts. There are
two major approaches to detect the presence of a harmonic tone and to estimate its fun-
damental frequency. The first approach takes the original signal x(t) as input and looks
for periodicities in the magnitude spectrum of this signal. The second approach takes the
parameters of all individual sinusoidal trajectories as input and looks for a pattern in this
data that corresponds to the frequencies of the partials of a harmonic tone. In addition
to the fundamental frequency also the stretching parameter has to be estimated. In order
to enable analysis-by-synthesis based decomposition, the exact frequency, amplitude, and
phase parameters of all partials are required as well. Finally, if a harmonic tone was found,
the parameters of the spectral envelope model have to be calculated from the amplitudes
of the partials.
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3.2.3.1 Signal-Based Fundamental Frequency Estimation
The general idea of this approach to estimate the fundamental frequency fh is to look for
a periodic pattern in the magnitude spectrum of the signal x[n], assuming that it is caused
by a series of spectral peaks representing the partial tones at fi,h = i fh. The period of this
pattern, i.e., the distance between to partial tones, is then an estimate for the fundamental
frequency. To detect such a periodic pattern and estimate its period length, usually a
Fourier transform is applied to a representation of the magnitude spectrum.
A common approach is to utilize the power spectrum (i.e., squared magnitude) Sxx(ω),
since its inverse Fourier transform is the autocorrelation function rxx[k] of the signal. The
location kh of the first peak in rxx[k] next to the maximum at k= 0 indicates the periodicity
of a harmonic spectrum and is referred to as pitch lag, i.e., the duration kh = fs/ fh of one
period of the harmonic signal x[n] sampled at fs.
An alternative approach makes use of the log spectrum, which results in a
cepstrum analysis of the signal [8], [91]. The real cepstrum can be written as
F−1{ln |F{x[n]}(ω)|}[k], where k is referred to as quefrency.
For the initial experiments on parameter estimation for harmonic tones in the course
of this work, a cepstrum-based algorithm for fundamental frequency estimation was de-
veloped. It takes the current signal segment as input, typically using Hann windows with
50% overlap and a 32 ms stride. Zero-padding is applied to double the length of the log
magnitude spectrum prior to an inverse DFT, and thus yields a smoother cepstrum that
allows for easier and more precise detection of peaks. A search range for the pitch lag
corresponding to a fundamental frequency range of 30 to 1000 Hz was found to be ap-
propriate for this application. A typical problem encountered with this approach using
the location of the largest peak in the cepstrum within the search range are octave errors,
i.e., that the estimated pitch lag is e.g. a factor of 2 too high. This issue was addressed
by correcting and refining the pitch lag estimate based on further peaks identified in the
cepstrum. Using the resulting fundamental frequency estimate, the exact parameters of
all partials can be estimated individually by means of the guided frequency estimation
presented in Section 3.2.1.3 using multiples of the fundamental frequency as initial es-
timate. A fairly reliable initial estimate for the chirp rate of the fundamental and the
higher partials is derived by comparing the fundamental frequency estimated in adjacent
frames. Based on the partials’ estimated frequencies, the final estimates for fundamental
frequency and stretching according to Equation (3.7) can be found by means of regression
minimizing the mean squared frequency error.
The cepstrum based fundamental frequency estimation developed here has show to
work fairly reliably for a large class of signals. However, complex signals with a com-
parably dense tonal spectrum, e.g. the sound of a full orchestra, pose problems to this
approach. In such situations, it can happen that a fairly low fundamental frequency is
detected, typically in the range of 30 to 100 Hz, as there is a high likelihood that a dense
tonal spectrum has numerous peaks that can be taken as partials for the erroneously de-
tected fundamental frequency. Similar problems can occur if multiple harmonic tones are
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present simultaneously, especially if their fundamental frequencies are related by simple
ratios, as is the case when a chord is played.
3.2.3.2 Building a Harmonic Tone from Sinusoidal Trajectories
Instead of the signal x[n] itself, the approach presented now takes the parameters of the
complete set of individual sinusoidal trajectories as input, which in turn were estimated by
the algorithms described in Section 3.2.1. The general idea is to look for the pattern of the
frequencies of the partials of a harmonic tone in this data, similar to, e.g., the approaches
proposed in [13] or [59]. As such, this approach is focused on an efficient representation
of the available sinusoidal description of the signal rather than on an analysis of the sig-
nal itself. This has the advantage that it is much easier to achieve robust detection and
estimation of harmonic tones, i.e., minimize the risk of audible artifacts due to erroneous
harmonic tone parameters in case of difficult signals. On the other hand, it lacks the ca-
pability of estimating the parameters of difficult-to-detect partials that were missed in the
initial sinusoidal modeling.
The problem at hand is to find a subset of the set of estimated sinusoidal trajec-
tories that can be considered as the series of partials of a harmonic tone with a cor-
responding fundamental frequency fh. For this purpose, a quality measure qi(∆ fi) is
introduced to assess the difference ∆ fi between the expected frequency fi,h of the ith
partial according to Equation (3.7) and the frequency parameter fk of the nearest sinu-
soidal trajectory in the current frame. This quality measure has a simple triangular shape
qi(∆ fi) =max(0,1−|∆ fi/∆ fmax|) with a width of ∆ fmax =min(0.1 fh,10 Hz), where the
10 Hz limit is reflecting the largest expected uncertainty of the sinusoidal frequency es-
timation. It is combined with an additional weight factor wi = 0.9k−1 that is related to
the perceptual relevance of the kth sinusoidal trajectory considered as the ith partial here.
This assumes that the trajectories are sorted in order of decreasing perceptual relevance,
with the first trajectory k = 1 being the most important one, as will be discussed in Sec-
tion 3.3.2. In case a trajectory is continued from the previous frame, the weight wi is
multiplied by 1.5 to put emphasis on sustained trajectories.
Based on the quality measure and the additional weight factor, the weighted total





Given the set of sinusoidal trajectories in the current frame, qh is a function of the con-
sidered fundamental frequency fh and stretching parameter κh. The dependency on the
stretching parameter (see Equation (3.7)) becomes important for harmonic tones with a
high number of partials. To determine the parameter pair fh,κh describing the dominat-
ing harmonic tone in the complete set of sinusoidal trajectories, the weighted total power
measure qh has to be maximized. To avoid the high computational complexity of a full
search, a stepwise refined search approach is employed.
3.2 Parameter Estimation for Single Signal Components 43
In the first step, a coarse search is performed over the full range of permissible fun-
damental frequencies, typically from 30 Hz to 1 kHz. Approximately 350 values for fh
are probed, spaced logarithmically with an increment ratio of 1.01. This corresponds
to an increment of approximately 17 cent, where 100 cent denote the semitone interval
1:12
√
2. No stretching is assumed, at most the first 25 partials i are considered, and the
width ∆ fmax is increased by a factor of 5 to compensate for the sparse set of fh probed
in this coarse search. In the second step, the search is refined in the neighborhood of the
maximum found in the first step. Approximately 200 values for fh in the range from 0.9
to 1.1 relative to the maximum found in the previous step are probed with an increment
ratio of 1.001 in combination with 11 values for κh covering the range ±0.0002. This
corresponds to a range of 3.5 semitones and an increment of 1.7 cent. The third and last
step refines the search further and probes 100 values for fh in the range from 0.99 to 1.01
relative to the maximum found in the previous step with an increment ratio of 1.0002
(0.35 cent increment) in combination with 25 values for κh in the ±0.0002 range.
Once the best parameter pair fh, κh is determined, the subset of sinusoidal trajectories
that constitute the corresponding partial tones is collected. For each sinusoidal trajectory
















where round() returns the nearest integer. For very small values of κh, this equation
becomes ill-conditioned and the solution i = round( fk/ fh) for κh = 0 is used instead. If
the frequency difference is within the window given above, i.e., | fk− fi,h| ≤ ∆ fmax, the
trajectory k is considered as the ith partial and flagged accordingly. Note that the window
width ∆ fmax is doubled if the trajectory k is continued from the previous frame in order
to put emphasis on sustained trajectories. After all K trajectories have been processed
in this way, for each partial i either the corresponding trajectory k is known or, if no
matching trajectory was found, it is marked as void. The index i of the highest non-void
partial determines the total number of partials Ih of the harmonic tone. All trajectories
not flagged as being a partial now form the remaining subset of individual sinusoidal
trajectories.
Finally, the following additional rules are applied to ensure that a harmonic tone ful-
fills certain minimum requirements in order to improve reliability of the harmonic tone
detection and estimation. The total power of the partials of the harmonic tone compared
to the total power of all sinusoidal trajectories must be above a given threshold, typi-
cally in the range of 0.7 to 0.8, indicating that the harmonic tone is an important signal
component. The power calculation is modified to include the weight factor wi = 0.9k−1
explained above in order to put emphasis on the perceptually more relevant sinusoidal
trajectories. Furthermore, at least 6 partial tones must have been found in the set of si-
nusoidal trajectories. Lastly, no more than 2 adjacent partials are allowed to be void. In
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order to simplify the calculation of the parameters of the spectral envelope model (see
Section 3.2.3.3), non-zero “dummy” amplitudes are calculated for void partials that are
not associated with a sinusoidal trajectory. The “dummy” amplitude of partial i is set to
a value 20 dB below the average amplitude of the two lower and two higher partials, i.e.,
the four partials i−2, i−1, i+1, and i+2.
The various heuristic rules and thresholds included in the harmonic tone detection and
estimation algorithm describe here were derived by extensive experimentation in the con-
text of the complete coding system operated at typical target bit rates in the range of 6 to
16 kbit/s. It is possible that a sinusoidal trajectory is considered as a partial of a harmonic
tone in one frame and as an individual sinusoid in an adjacent frame. These situations are
taken care of prior to signal synthesis, as will described in detail in Section 4.2.1.
3.2.3.3 Spectral Envelope Model Parameter Calculation
While the frequencies fi,h of the partials of a harmonic tone are sufficiently well described
by fundamental frequency fh and the stretching parameter κh, it is now of interest to
represent the amplitudes ai,h of the partials by means of a spectral envelope model. Given
the amplitudes ai,h of the partials i = 1, . . . , Ih, the problem at hand is now to find the
parameters of the all-pole spectral envelope model as defined by Equations (3.9) and
(3.10). The amplitude parameter ah of the harmonic tone can be calculated easily as
specified by Equation (3.8). The choice of an appropriate filter order Ph and the calculation
of the filter coefficients ap is however more difficult. For filter order Ph = Ih−1 an exact
representation of the amplitudes ai,h can be possible, but the equation system is usually
ill-conditioned, as is also the case for higher filter orders. For lower filter orders Ph <
Ih−1 usually only an approximation of the exact amplitudes ai,h is possible, and an error
measure is required to find the filter coefficients that results in the best approximation
for a given filter order. A detailed discussion of this problem, known as discrete all-pole
modeling (DAP), can be found in the literature [23].
Here, a simpler approach was chosen that strives for a smooth approximation of the
spectral envelope of the harmonic tone and thereby also allows for easy dynamic adaption
of the filter order using an LAR representation of the filter coefficients, as outlined in
Section 3.1.2. It makes use of the autocorrelation function (ACF) rxx[k] of the harmonic
tone. The autocorrelation function of a time-discrete stationary signal x[n] is defined as
rxx[k] = E{x∗[n]x[n+ k]}, (3.58)
where E{x} is the expectation operator. It is directly related to the power spectrum (or
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Using the spectral envelope model sampling rate fs,SEM = 2(Ih + 1) fh, the time-












where the phase parameters ϕi,h are ignored as they are irrelevant for the spectral envelope,
and where the stretching κh is neglected as well. This signal has a period of 2(Ih+1) and







































Using this autocorrelation function rxx[k] as input, the Levinson-Durbin algorithm [65]
can be used to calculate the coefficients of an all-pole spectral envelope model that ap-
proximates the shape of the power spectrum Sxx(ω) as good as possible with the desired
filter order Ph, i.e., with Ph coefficients. The algorithm can be described as follows















p−i , 1≤ i≤ p−1 (3.66)
E(p) = (1− k2p)E(p−1) (3.67)
where Equations (3.64) to (3.67) are solved recursively for p = 1,2, . . . ,Ph. The final
result is available both as filter coefficients a(Ph)p and as reflection coefficients kp.
Using the example of a harmonic tone with Ih = 24 partials estimated at t = 2.35 s in
signal Suzanne Vega (see also Figure 4.18), Figure 3.7 shows the spectral envelope as de-
fined by the reflection coefficients derived by the Levinson-Durbin from rxx[k] according
to Equation (3.62) for all-pole filters of order of Ph = 9 and Ph = 23 as dotted and dashed
lines, respectively. While the modeling for Ph = 9 is reasonable, though somewhat inaccu-
rate due to the low filter order, it can be seen clearly that modeling becomes problematic
when the filter order Ph approaches the number of partials Ih = 24. This can be explained
by the fact that rxx[k] according to Equation (3.62) represents the line spectrum of a peri-
odic signal with a period 2(Ih+ 1) samples, and the all-pole model parameters found by
the Levinson-Durbin algorithm try to approximate this line spectrum nature by placing
















P =   9 (no int.)
P = 23 (no int.)
P = 23 (interp.)
Figure 3.7: Amplitudes of the Ih = 24 partials of a harmonic tone with fh = 220.5 Hz and
ah = 1766 (64.9 dB) estimated at t = 2.35 s in signal Suzanne Vega and spectral
envelope approximations with all-pole model of order Ph = 9 and Ph = 23 (without
interpolation) and Ph = 23 (with interpolation). Amplitudes are given relative to a
reference level (0 dB) of a= 1 for signals represented as 16 bit PCM, i.e., with a full
scale amplitude of a= 32767.
resonance peaks at the (dominant) partial tones. If the filter order Ph is low compared to
the number of partials Ih, this undesired effect is usually absent.
Hence, to avoid this problem and ensure a smooth modeling of the spectral envelope
of a harmonic tone, the number of partials used to calculate rxx[k] according to Equa-
tion (3.62) is doubled by inserting additional (“virtual”) partial tones with interpolated
amplitude values in between the real partial tones [71]. This new series of partial ampli-
tudes a′i′,interp with 1< i
′ < I′ = 2Ih+1 is defined by
a′i′ =
{
a(i′/2),h i′ = 2,4, . . . , I′−1




where hi′,interp is the half-band lowpass filter used for interpolation. For the experiments
reported here, a 27 tap filter was used, but even the simplest approach, a 3 tap filter im-
plementing linear interpolation, i.e., h−1,interp = 0.5, h0,interp = 1, h1,interp = 0.5, achieves
already almost the same result. This interpolation approach strives to make the autocor-
relation rxx[n] correspond to a smoothed spectral envelope of the harmonic tone and to
conceal the line spectrum nature of the partials itself. The solid line in Figure 3.7 shows
the spectral envelope for a filter order of Ph = 23 derived using the interpolation approach
described above. It can be seen that modeling accuracy is greatly improved compared to
the dashed line derived without interpolation.














Figure 3.8: Parameter estimation for AD envelope based on analytic signal approximation from
Hilbert filter.
3.2.4 Estimation of Transient Component Parameters
The temporal amplitude envelope of a transient signal component can be modeled by the
attack/decay envelope as defined in Section 3.1.3, Equation (3.14), and shown in Fig-
ure 3.1. The shape of this AD envelope ae(t) is described by the three parameters tmax,
ratk, and rdec and allows to model the envelope of short transient impulses as well as the
abrupt start or end of a signal component. Estimation of the parameters of the AD enve-
lope is based on a signal waveform x(t) that is assumed to be dominated by the transient
component of interest. This can either be the original input signal or an intermediate
signal derived during signal decomposition, as will be discussed in Section 3.3.1. The
parameter estimation comprises two steps, which are shown in Figure 3.8 and described
in more detail below. Firstly, the envelope aˆe(t) of the signal is calculated and then the
three envelope parameters are found by fitting the AD model envelope to aˆe(t).
This simplest approach to calculate the temporal envelope aˆe(t) of a signal x(t) would
be to take the absolute value |x(t)| and apply smoothing by means of a lowpass filter
or peak detector with decay. However, contradicting requirements for the smoothing
time constant make this approach difficult, because a fast response time has to be traded
against performance for signals with low frequencies. Therefore, a different approach
is employed that is based on the magnitude of an analytic signal xa(t) derived from the
real-valued input waveform x(t). Input is a segment of the time-discrete input signal x[n]
that covers not just the current frame of length Tf but also half of the previous and half
of the next frame in order to avoid problems at frame boundaries. The signal segment is
first processed by a DC notch (or bandpass) filter Hnotch(ω) to remove signal components
with frequencies close to 0 and fs/2. Then, this real-valued signal xr[n] is processed by a
Hilbert filterHhilbert(ω)which applies a pi/2 phase shift to derive the corresponding imag-
inary part xi[n] of the desired analytic signal xa[n] = xr[n] + jxi[n]. Since a finite-length
Hilbert filter inherently has a bandpass characteristic, the initial DC notch filter ensures
that both the real and the imaginary part have similar spectra. Both the DC notch filter and
the Hilbert filter are implemented as symmetric FIR filters, and for fs = 16 kHz a filter
length of 65 taps was chosen for both filters as a trade off between the performance for
frequencies close to 0 and the required look-ahead (or delay). The magnitude responses
of both filters are shown in Figure 3.9.
The normalized magnitude of the analytic signal aˆe[n] = |xa[n]|/maxn |xa[n]| over time















Figure 3.9:Magnitude response of Hilbert filter Hhilbert(ω) (dotted line) and DC notch filter
Hnotch(ω) (solid line) for fs = 16 kHz.
constitutes the input to the second step, where the parameters tmax, ratk, and rdec of the
triangular AD envelope model are estimated. An example of the estimated envelope aˆe(t)
and the approximated envelope ae(t) as defined by the estimated envelope parameters is
shown in Figure 3.10 for one click in signal castanets.
The three envelope parameters are estimated from aˆe[n] using regression techniques
with appropriate weighting depending on amplitude and distance from the maximum. As
first parameter, tmax is obtained. It indicates the point in time at which the envelope aˆe(t)
reaches its maximum for the first time within in the current frame. Next the root mean
square (RMS) amplitude of aˆe(t) is calculated for a signal segment that slightly extends
beyond the borders of the current frame. Specifically, this segment starts Tf/16 prior to
the current frame and ends Tf/16 after the current frame, and is also used as input to the
regression-based estimation of attack and decay rates. The attack rate ratk is determined
by linear regression as the slope of that line going through the maximum at tmax that fits









)1+ 4|t−tmax|TF , a> aRMS
0, a≤ aRMS
(3.70)
is used, where a= aˆe/aˆe(tmax) is a normalized amplitude in the range of 0 to 1. It gives no
weight to those parts of the envelope that are below the RMS amplitude while the weight
continuously increases with increasing amplitude. For large amplitudes, the weight also
increases with increasing distance to tmax on the time axis. The decay rate rdec is deter-
mined by linear regression as the slope of that line that fits best the original envelope after
the maximum. The same weighting function is used as for the attack, but the line is not
forced to go trough the maximum at tmax. Only the slope of the line is used as parameter
rdec and the vertical position of the line is ignored.
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Figure 3.10: Panel (a) shows one frame of signal x(t) containing a transient (one click in sig-
nal castanets). Panel (b) shows estimated envelope aˆe(t) (thin line), RMS of aˆe(t)
(dashed line), and approximated AD envelope ae(t) (bold line) as described by the
estimated parameters tmax, ratk, and rdec (after [101]).
If the attack as well as the decay rate are below a threshold of 1/Tf (which means that
there are no fast changes of the signal amplitude within the current frame), the slope of a
line that best fits the aˆe(t) envelope for the whole frame is calculated by weighted linear
regression. The weighting function
w(a) =
{ a−aRMS
1−aRMS , a> aRMS
0, a≤ aRMS (3.71)
now only depends on the amplitude, not on the time difference relative to tmax. If the slope
is positive, it is used as ratk so that together with tmax = Tf and rdec = 0 a continuously
increasing amplitude is modeled. Correspondingly, if the slope is negative, its absolute
value is used as rdec together with tmax = 0 and ratk = 0. A more detailed discussion of
the envelope parameter estimation can be found in [18].
Once the envelope parameters tmax, ratk, and rdec are estimated, the corresponding
temporal amplitude envelope ae(t) is calculated according to the AD envelope model,
Equation (3.14). This amplitude envelope can then be utilized during amplitude estima-
tion for transient signal components, as described by Equation (3.39) in Section 3.2.1.3.2.
The decision whether or not to apply the modeled amplitude envelope ae(t) to a signal
component is usually taken based on the energy of the windowed residual r(t) as defined
in Equation (3.40). In the case that using the modeled envelope instead of the default
ae(t) = 1 leads to a smaller residual for the sinusoidal component i in frame q, the corre-
sponding envelope flag e(q)i is set. The envelope flag for a harmonic tone is set if partial
tones that have the envelope flag set contribute with more than 70% to the total energy of
the harmonic tone in the current frame.


















P =   3
P =   5
P = 13
Figure 3.11: Spectrum Sxx(ω) of noise-like segment at t = 2.15 s in signal Suzanne Vega and
spectral envelope approximations with all-pole model of order Pn = 3, Pn = 5, and
Pn = 13 with amplitude an = 459 (53.2 dB) for fs = 16 kHz. Amplitudes are given
relative to a reference level (0 dB) of a = 1 for signals represented as 16 bit PCM,
i.e., with a full scale amplitude of a= 32767. Note that the signal spectrum is shown
attenuated here for better visualization, and that this signal segment contains a sig-
nificant amount of energy at very low frequencies.
3.2.5 Estimation of Noise Component Parameters
The noise component in a frame is characterized by an amplitude parameter an describing
the total power σ2x = a2n in combination with an all-pole spectral model described by a set
of Pn reflection coefficients kp,n. These parameters are estimated based on the power spec-
trum Srr(ω) of the residual as available after the analysis-by-synthesis based estimation
of the sinusoidal components described in Sections 3.2.1 and 3.3.1.1. The inverse Fourier
transform of this spectrum directly gives the autocorrelation rrr[n] = F−1{Srr(ω)}[n]
needed to calculate the parameters of the all-pole model. Assuming that the power spec-
trum is scaled properly to compensate for the temporal windows applied when calculating
Srr(ω), the amplitude parameter can be found as an =
√
rrr[0]. The Levinson-Durbin al-
gorithm, Equations (3.63) to (3.67), is used to find the reflection coefficients kp,n up to the
desired filter order Pn.
Figure 3.11 shows the power spectrum Sxx(ω) of a noise-like segment of signal
Suzanne Vega (see Figure 4.18 at t = 2.15 s) together with the spectral envelope of the
noise component as described by the noise parameters estimated for this frame. In addi-
tion to the modeling with filter order Pn = 13, as chosen here, also the spectral envelope
approximations with a reduced filter order of Pn = 3 and Pn = 5 are shown.
It is possible to apply a temporal amplitude envelope ae(t) to the noise component,




dec,n can be estimated from the residual
signal r(t) as described in Section 3.2.4. However, this combination was typically not
found to be beneficial and therefore usually no temporal envelope is applied to the noise
3.3 Signal Decomposition and Component Selection 51
component. It should also be noted that the noise parameter estimation described here
assumes that the residual power spectrum Srr(ω) used as input contains only noise-like
components. If there are for example spectral peaks corresponding to remaining tonal
signal components left over after the analysis-by-synthesis based estimation of the sinu-
soidal components, the estimated noise parameters may become inaccurate. This effect
has to be considered when choosing the number of sinusoidal components estimated in
the analysis-by-synthesis loop, as will be discussed in Section 3.3.1.1.
3.3 Signal Decomposition and Component Selection
In order to obtain a parametric description of an audio signal based on a hybrid source
model, the audio signal has to be decomposed into its different components such that the
model parameters of each component can be estimated. Here, an analysis-by-synthesis
approach to signal decomposition is presented and specific aspects of the discrimination
of noise and sinusoidal components are discussed. Furthermore, in view of the applica-
tion to very low bit rate audio coding, it becomes important to determine the perceptual
relevance of the different signal components. This information then allows to ensure that
the perceptually most relevant components are selected for transmission in a bit stream.
In the following, different approaches for component selection with help of perceptual
models are presented and their performance is compared.
3.3.1 Signal Decomposition for Hybrid Models
A signal decomposition algorithm has to determine the different components that con-
stitute the input signal and initiate parameter estimation for these components. For this
purpose, deterministic components, i.e., components that are modeled by a determinis-
tic signal model (like sinusoids), and stochastic components, i.e., components that are
modeled by a stochastic signal model (like noise), have to be distinguished. Determin-
istic components permit subtractive signal decomposition, and thus allow for an iterative
analysis-by-synthesis approach where in each step of the iteration a dominant determin-
istic component in the current residual is extracted. In contrast, stochastic components
do not allow for subtractive decomposition. In principle, if all deterministic components
have been extracted properly, only stochastic components are left over in the residual.
In practice, however, additional techniques can improve the discrimination of noise and
sinusoidal components.
3.3.1.1 Analysis-by-Synthesis Loop
This section describes the analysis-by-synthesis loop, an iterative approach used to extract
deterministic signal components from the incoming audio signal. Given the hybrid source
model utilized here, all deterministic components are described as sinusoidal trajectories























Figure 3.12: Analysis-by-synthesis loop for extraction of sinusoidal components with optional
guidance by a psychoacoustic model.
with an optional temporal amplitude, either individual sinusoids or partials of a harmonic
tone. The analysis-by-synthesis loop is shown in Figure 3.12. It takes a segment of the
original audio signal x(t) as input and generates as output a list of the I extracted sinu-
soidal components, specified by their estimated parameters fi, ai, and ϕi. The gray shaded
section of the figure adds a mechanism for perceptual guidance that will be discussed later
in Section 3.3.2.2.
Prior to the start of the iterative component extraction procedure, the magnitude spec-
trum |X( f )| of the input signal x(t) is calculated using a windowed STFT. Furthermore,
the accumulator collecting the resynthesized versions of the extracted sinusoids is reset,
that is, s0(t) = 0. For each iteration cycle i of the loop, the magnitude spectrum |Si−1( f )|
of the synthesized signal si−1(t) containing all i−1 previously extracted sinusoids is cal-
culated. This spectrum is subtracted from the original spectrum |X( f )|, and the resulting
difference is limited to positive values and converted to a level on the logarithmic dB scale
LR,i( f ) = 20log10max(|X( f )|− |Si−1( f )|,0) . (3.72)
This residual spectrum LR,i( f ) indicates how much the original spectrum |X( f )| exceeds
the already synthesized spectrum |Si−1( f )|. Then, the maximum difference of LR,i( f )
compared to a given reference level LT,i−1( f ) is identified. For the moment, a constant
reference level of LT,i−1( f ) = 0 dB is assumed, which simply means that the maximum
of LR,i( f ) itself is identified. The reference level LT,i−1( f ) is introduced here to allow
for guidance by a perceptual model, as will be discussed below in Section 3.3.2.2. The
location fˆ ′i of the identified maximum on the frequency axis is used as a coarse frequency
estimate for the ith sinusoid.
The accuracy of fˆ ′i is determined by the STFT frequency resolution, which is in the
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order of 15 Hz for a typical window length of 64 ms for Tf = 32 ms and 50% window
overlap. This initial estimate fˆ ′i is then used to guide the accurate estimation of the si-
nusoid’s frequency as described in Section 3.2.1.2. This guided frequency estimation is
performed on the residual signal ri(t) = x(t)− si−1(t) in order to avoid undesired inter-
ference from other signal components that were already extracted. The guided frequency
estimation employs phase-locked tracking of sinusoidal components, as described in Sec-
tion 3.2.2.2, in order to identify and build sinusoidal trajectories that are continued from
previous frames. It returns accurate estimates of the parameters fi, ai, and ϕi, and, in case
of a continued trajectory, information about the predecessor. These parameters can then be
used to resynthesize the extracted sinusoidal component. However, in order to make the
resynthesis as accurate as possible, the estimated phase trajectory ϕˆ0(t), Equation (3.51),
is used for resynthesis instead, together with an interpolated time-varying amplitude. To
prepare for the next cycle of the analysis/synthesis loop, the resynthesized signal is added
to the previously extracted components, yielding the accumulated signal si(t).
Support for transient components modeled as sinusoids with temporal amplitude en-
velope ae(t) is included in this analysis-by-synthesis loop. The decision whether or not
to apply an AD envelope to the sinusoidal component currently being extracted is taken
such that the residual energy is minimized, as outlined at the end of Section 3.2.4. The
AD envelope parameters tmax, ratk, and rdec are estimated in each cycle of the loop, based
on the current residual ri(t), until the AD envelope is used for the first time, i.e., the cor-
responding envelope flag is set. For all following cycles of the analysis-by-synthesis loop
for the current frame, the AD envelope parameters remain unchanged.
It is of interest to note that the analysis-by-synthesis loop described here actually
makes simultaneously use of two different means to calculate a residual. The time-
domain residual ri(t) is calculated in the usual way by subtraction of resynthesized com-
ponents. The frequency-domain residual LR,i( f ), however, is calculated as the differ-
ence of two magnitude spectra. Thus it is more robust against slight modeling errors,
like frequency or phase errors, that affect the conventional time-domain residual. This
frequency-domain residual enables improved decomposition, because it is used to iden-
tify the approximate frequency of the next component to be extracted. Furthermore, the
final frequency-domain residual LR,I+1( f ) found after the last iteration step I provides the
residual spectrum that is considered as a stochastic component, i.e., as noise component.
Various criteria, or a combination thereof, can be used to terminate the iterative com-
ponent extraction by the analysis-by-synthesis loop. A simple rule is to extract a fixed
number of sinusoids in each frame. Alternatively, the number of extracted sinusoids can
be determined such that a given budget of bits available for the current frame is not ex-
ceeded when the sinusoids’ parameters are transmitted. In addition, the loop should also
be terminated when the residual signal becomes almost zero, i.e., if the energy of the
residual falls below an appropriately chosen and possibly signal dependent threshold. If
the analysis-by-synthesis loop is controlled by a psychoacoustic model, as will be dis-
cussed in Section 3.3.2.2, an interesting criterion is to terminate the loop when all audible
or “perceptually relevant” sinusoidal components have been extracted.
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The choice of a termination criterion becomes more difficult when the analysis-by-
synthesis loop is also utilized for decomposition into deterministic and stochastic com-
ponents, that is, if all deterministic components are to be extracted such that the final
residual contains only stochastic components. In this case, the loop needs to be termi-
nated if it is not possible to extract any additional deterministic components that can be
considered as being “sufficiently good.” For this purpose, subsequent to the guided pa-
rameter estimation, a quality measure qsine can be calculated that describes how well the
estimated sinusoidal component represents the original signal in a narrow frequency band
centered at the estimated frequency. Details of this quality measure will be explained in
Section 3.3.1.2. Only if the quality measure is above a threshold, the estimated sinusoidal
component is considered as being “sufficiently good” and is extracted, i.e., subtracted
from the residual. Otherwise, the estimated component is discarded as “bad.” In both
cases, the frequency of the initial estimate is marked in order to prevent that it appears
again in a later iteration cycle of the analysis-by-synthesis loop. While it is common that
components are sporadically discarded in the analysis-by-synthesis loop, the loop can be
terminated if too many “bad” components appear in a row.
Support of a harmonic tone component can be easily added to this analysis-by-
synthesis loop. In case the fundamental frequency is estimated from the time-domain
audio signal, as described in Section 3.2.3.1, first all partials related to the harmonic tone
are extracted in the analysis-by-synthesis loop before extraction continues for the indi-
vidual sinusoidal components. On the other hand, if the harmonic tone is built from the
extracted sinusoidal components, as described in Section 3.2.3.2, no modifications of the
analysis-by-synthesis loop are required. Only the termination criterion should be chosen
such that all significant partials of a potential harmonic tone are being extracted.
3.3.1.2 Discrimination of Noise and Sinusoidal Components
The decomposition algorithm has to ensure that determination of the type of a compo-
nent is reliable and robust, in particular with respect to deterministic versus stochastic
components. This means that both possible types of errors, the modeling of noise-like
signal components as sinusoids as well as the modeling of sinusoidal signal components
as noise, should be avoided. Such a discrimination is closely related to perceptual mod-
els, i.e., the problem of “what is perceived as noise?” Furthermore, the decision what
to model as sinusoids and what to model as noise also can depend on other constraints,
like the target bit rate of a coding system. In the following, different extension to and
refinements of the analysis-by-synthesis loop are presented that improve discrimination
between sinusoidal and noise-like component during signal decomposition.
To avoid the first type of error, i.e., modeling of noise as sinusoids, the quality measure
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fi−∆ f/2 |X( f )|2 d f
(3.73)
where fi and ai are the estimated frequency and amplitude of the sinusoidal component in
question, and where X( f ) denotes the STFT spectrum of the original signal x(t), scaled
appropriately to take into account effects of a temporal analysis window and the transform
length. The width of the considered narrow frequency band is denoted ∆ f and chosen such
that it spans the width of the main lobe of the frequency response of the analysis window,
i.e., approximately 40 Hz for the typical frame length of Tf = 32 ms and 50% window
overlap considered here. If the estimated component has a time-varying frequency, the
width ∆ f of the frequency band is increased by |αiTf/pi| according to the frequency range
traversed within a frame for the estimated chirp rate αi. The optional temporal amplitude
envelope defaults to ae(t) = 1 when not utilized by the considered sinusoid. A quality
measure of qsine = 1 implies that the complete energy of the original signal in this nar-
row frequency band is properly represented by the estimated sinusoidal component. As
long as this quality measure is above an appropriate threshold, e.g., qsine > 0.5, the es-
timated sinusoidal component can be considered as being “sufficiently good,” while it is
considered as “bad” and hence discarded in case of lower values of qsine.
Furthermore, the first type of error, i.e., modeling of noise as sinusoids, is also ad-
dressed by an additional module that implements a perceptual model which, based on the
spectral flatness measure (SFM) [53, p. 57], indicates whether a given narrow spectral
band is perceived as a tonal or noise-like signal. Based on the STFT spectrum X( f ) of the
original signal, the spectral flatness measure γ2x can be calculated for a narrow frequency













fc−∆ f/2 |X( f )|2 d f
. (3.74)
The value γ2x of the SFM ranges from 1 for a completely flat spectrum (i.e., white noise)
down to 0 for a line spectrum (i.e., a tonal signal). If this flatness measure has a value close
to 1, indicating the flat spectrum of a noise signal, signal components in the neighborhood
of fc can be considered as noise-like. The reliability of this measure for tonal vs. noise
discrimination can be improved by smoothing the power spectrum |X( f )|2, and a moving
average operation with a window width of approximately 50 Hz has been found suitable
for this purpose.
Excluding noise-like frequency regions completely from sinusoidal component ex-
traction would be prone to artifacts. Hence, an improved approach was conceived that
avoids such hard decisions. In this approach, the calculation of the residual spectrum that
is considered as stochastic component after termination of the analysis-by-synthesis loop
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is adapted to also take into account the narrow-band SFM γ2( f ) defined above. Instead
of LR,I+1( f ) according to Equation (3.72), now the following residual spectrum





) |SI( f )|,0) (3.75)
is used, where wSFM(x) = 1−x10 is an empirically derived weighting function. For noise-
like frequency bands with an SFM above approximately 0.7, the spectrum |SI( f )| of the
extracted sinusoids is attenuated before subtraction, and for completely noise-like fre-
quency bands with an SFM of 1, the original spectrum |X( f )| is used directly a stochastic
component. For all other frequency bands that do not have a distinct noise-like character-
istic, the calculation of the frequency domain residual remains unchanged.
To avoid the second type of error, i.e., modeling sinusoids as noise, it is important to
ensure that all significant sinusoidal components are extracted from the input signal even
if not all of them will be transmitted to the decoder. To achieve this, an appropriate com-
bination of the different termination criteria for the analysis-by-synthesis loop described
in Section 3.3.1.1 is necessary. The optimal choice of criteria can actually depend on the
target bit rate, which will be discussed in detail in Section 3.4.1.
All these extension and refinements for improved discrimination of noise and sinu-
soidal components presented here are used in the quality-optimized encoder that will be
described in Section 3.4.3.1
3.3.2 Perception-Based Decomposition and Component Selection
In view of the application to very low bit rate audio coding, component selection becomes
important in order to ensure that the perceptually most relevant components are conveyed
in the bit stream. It is possible to determine the relevance of the different components by
means of a perceptual model once the decomposition is completed. Alternatively, such
a perceptual model can be integrated directly into the decomposition process. Both ap-
proaches are presented in the two following sections, respectively, and focus is put on the
selection of sinusoidal components. Perception-related aspects that are of interest during
signal decomposition in the context of discrimination of noise and sinusoidal components
were already discussed in Section 3.3.1.2. And a more general discussion about how the
optimal trade-off between individual sinusoids, harmonic tones, and noise components
can be affected by the target bit rate will be given in Section 3.4.1
3.3.2.1 Component Selection by Perceptual Models
Various strategies can be used to select the I perceptually most relevant sinusoidal com-
ponents in a given frame. These strategies constitute different approaches towards an
appropriate perceptual model to assess the relevancy of signal components. In the context
of the complete coding system, it is usually necessary to be able to adapt the number I
of selected components dynamically to comply with bit rate constraints. Since the exact
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Figure 3.13: Experimental framework for comparison of different strategies for component selec-
tion using perceptual models.
value of I often is not yet known during signal decomposition, a common approach is
to sort the extracted sinusoidal components according to their perceptual relevance and
thus generate an ordered list of K sinusoids with K ≥ I. When the actual bit stream is
generated, the first I components on this list are selected for transmission.
3.3.2.1.1 Component Selection Strategies In order to compare different sinusoidal
component selection strategies, a unified experimental framework is required. For this
purpose, the sinusoidal matching pursuit decomposition presented in Section 3.2.1.4 is
used as a basis here. It is operated in a simplified configuration where the noise and
harmonic tone components as well as the optional temporal envelopes for transients are
disabled. In this way, a list of K sinusoidal components is generated for each frame of
the input audio signal. The task at hand is now to select I out of these K extracted sinu-
soids for transmission and resynthesis at the decoder, as illustrated in Figure 3.13. This
framework allows to consider the resynthesis of all K sinusoids as the ground truth. Now,
the optimal component selection is the one having the smallest impact on the perceived
sound when the resynthesis of the selected I components is compared to the resynthesis
of all K components.
Various strategies for the I out of K component selection have been investigated. They
utilize different perceptual models based e.g. on the masked threshold or the auditory
excitation level. Most of these strategies generate a list of components ordered according
to their relevance, that is, these strategies just reorder the original list of K extracted
components. In the following, the seven strategies considered here are described in detail.
• Strategy SNR The matching pursuit sinusoid extraction [66] used in the first block
of Figure 3.13 is a greedy algorithm that iteratively extracts sinusoids from the current
frame of the input signal in order to minimize the energy of the residual, i.e., maximize
the signal-to-noise ratio (SNR) of the approximation. Hence, sinusoids are extracted
in the order of decreasing amplitude, i.e., the sinusoid with the highest amplitude is
extracted first. Since the K extracted sinusoids are already ordered according to the
SNR strategy, the selection of I sinusoids is simply done by taking the first I entries
of the ordered list of all K extracted sinusoids.
• Strategy SMR For this strategy [127], first the masked threshold LT,K( f ) describ-
ing the simultaneous masking caused by all K extracted sinusoids is calculated using
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a parametric psychoacoustic model as will be described in detail in Section 3.3.2.3.
The sinusoids are then reordered according to their signal-to-mask ratio (SMR) so that
the sinusoid k with maximum Lk−LT,K( fk) is selected first, where Lk = 20log10 ak
denotes the level of sinusoid k in dB.
• Strategy HILN During the development of the parametric coder presented in this
work, a novel selection strategy based on simultaneous masking was conceived. It is
denoted as HILN here and will be described in detail in Section 3.3.2.2. This strat-
egy employs an iterative algorithm where in the ith step the sinusoid with maximum
Lk− LT,i−1( fk) is selected, i.e., the one which is highest above the masked thresh-
old LT,i−1( f ) caused by the i−1 sinusoids that were already selected in the previous
steps. The iteration is started with the threshold in quiet LT,0( f ). As final result, this
algorithm generates a reordered list of the extracted sinusoids.
• Strategy ESW This strategy was introduced in [93] and is named Excitation Sim-
ilarity Weighting (ESW). It is based on the auditory excitation pattern [130, Sec-
tion 6.3] and tries to maximize the matching between the auditory excitation pattern
associated with the original signal and the auditory excitation pattern associated with
the selected sinusoids. For the experiments reported here, the set of all K extracted
sinusoids was regarded as the original signal. To measure the similarity of the exci-
tation patterns, the difference between the excitation levels in dB of the original and
the selected sinusoids is accumulated along the basilar membrane. In each step of this
iterative procedure, the sinusoid is selected which results in the best improvement in
similarity. Since the excitation level of the original is the same for all iteration steps,






where LE(z) is the excitation level in dB at critical-band rate z.
• Strategy LOUD Inspired by the ESW strategy, a new selection strategy LOUDwas
conceived, which tries to improve perceptual similarity even more. It uses the specific
loudness N′(z) in sone/Bark instead of excitation level LE(z) in dB. Both N′(z) and
LE(z) are non-linear functions of the excitation E(z). Strategy LOUD results in a se-
lection procedure that iteratively maximizes the loudness N in sone [130, Section 8.7]
that is associated with the i selected sinusoids. Like ESW, this strategy generates a
reordered list of the extracted sinusoids.
• Strategy LREV All selection strategies discussed until now make use of greedy
reordering algorithms that start with the selection of the most relevant component.
However, since the masking- and excitation-based selection strategies utilize non-
linear and non-orthogonal quality measures, the greedy approach can lead to sub-
optimal results. This can be illustrated using the example shown in Figure 3.14, where
K = 3 sinusoidal components at 1000 Hz, 1250 Hz, and 1500 Hz with levels of 60 dB,
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(a)   N = 7.58 sone
Figure 3.14: Specific loudness N′(z) and loudness N for combinations out of 3 sinusoids ( f1 =
1000 Hz, L1 = 60 dB; f2 = 1250 Hz, L2 = 62 dB; and f3 = 1500 Hz, L3 = 60 dB).
In (a) all 3 sinusoids are present, as indicated by the vertical bars, in (b), (c), and (d)
only a single sinusoid is present, and in (e), (f), and (g) a pair of two sinusoids is
present.
62 dB, and 60 dB, respectively, are considered in panel (a). Both the calculated loud-
ness N and subjective assessment indicate that choosing the sinusoids at 1000 Hz and
1500 Hz, as shown in panel (f), is the optimum selection for I = 2. All greedy reorder-
ing algorithms presented here, however, would select the sinusoid at 1250 Hz as first
component, leaving only the sub-optimal alternatives (e) and (g) for I = 2. One ap-
proach to address this problem is to reverse the direction of the reordering procedures
by starting from the full set of K sinusoids and iteratively de-selecting the components
considered of lowest relevance. Strategy LREV uses this reversed selection procedure
applied to the loudness measure N.
• Strategy LOPT It is obvious that also LREV is a greedy algorithm. To assess
the sub-optimality of both strategies LOUD and LREV, a full search to find the best
subset of I sinusoids that gives the highest loudness N was implemented as reference
and is referred to as strategy LOPT here. However, the computational complexity
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Strategy Avg. loudness Avg. diff. Max diff.
S NS NS−NLOPT NS−NLOPT
SNR 10.833 sone −0.628 sone −5.979 sone
SMR 11.269 sone −0.192 sone −4.593 sone
HILN 11.267 sone −0.194 sone −4.006 sone
ESW 11.415 sone −0.046 sone −0.925 sone
LOUD 11.459 sone −0.003 sone −0.395 sone
LREV 11.460 sone −0.001 sone −0.237 sone
LOPT 11.461 sone 0.000 sone 0.000 sone
all 16 12.303 sone 0.842 sone 5.570 sone
Table 3.3: Average loudnessNS, average loudness differenceNS−NLOPT, and maximum loudness
difference NS−NLOPT achieved by different strategies S for selection of I = 8 out of
K = 16 sinusoids for 12 speech and music items with a total duration of 141 s.
of this search is of order O(2K), which becomes prohibitive for values of K above
approximately 20. In addition, LOPT does not lead to a simple reordering of the list
of sinusoids, as indicated in the example in Figure 3.14. Hence it cannot be easily
combined with the bit allocation strategies typically employed in the quantization and
coding block in Figure 3.13, where I is usually determined iteratively such that a given
bit budget per frame is not exceeded.
3.3.2.1.2 Experimental Results To compare the performance of the seven selection
strategies described above, they were applied to a set of 12 speech and music items with a
total duration of 141 s, as listed in Table A.1 in Appendix A, which was used throughout
the MPEG-4 Audio core experiment procedure (see Section 5.2.1). For these experiments,
the typical configuration for a sampling rate fs = 16 kHz with frame length Tf = 32 ms
and 50% window overlap was used.
Due to the lack of a simple, well-established perceptual similarity measure, an ob-
jective comparison of the performance of the different selection strategies is not easy.
However, since most systems for the objective measurement of perceived audio quality,
like PEAQ [50], [121], internally utilize modeling of excitation patterns, the loudness
measure N seems to be suitable for this purpose. Hence, the full search strategy LOPT
is considered as reference here. To make the comparison computationally feasible, the
selection of I = 1, . . . ,16 sinusoids out of K = 16 sinusoids extracted by the matching
pursuit was assessed. Figure 3.15 shows the average loudness NS and loudness difference
NS−NLOPT achieved by different strategies S. Table 3.3 gives the numerical values for
I = 8, including the maximum value of the loudness difference NS−NLOPT for all frames
of the items.
It can be seen from Figure 3.15 and Table 3.3 that LOUD and LREV perform almost
equal to LOPT, with a slight advantage for LREV. This means that extremely complex full




















































Figure 3.15: Average loudness NS (a) and average loudness difference NS−NLOPT (b) achieved
by different strategies S for selection of I out of K = 16 sinusoids for 12 speech and
music items with a total duration of 141 s (after [109]).
search of LOPT gives only very little additional benefit. As expected, ESW behaves quite
similar to LOUD, and only for small values of I, differences in the achieved loudness
N are observed. The masking-based strategies SMR and HILN perform almost identical
for I = 7, . . . ,16, but not as good as the excitation-based strategies LOUD and ESW.
It is interesting to observe that SMR shows the worst performance of all strategies for
I = 1, . . . ,4. Strategy SNR shows the worst performance of all strategies for I = 5, . . . ,16.
Please note that the vanishing differences in performance when I reaches K = 16 are
inherently caused by the experimental setup, i.e., the I out of K selection.
To illustrate the differences between the selection strategies discussed here, Fig-
ure 3.16 shows the selected I = 10 sinusoids out of K = 40 extracted sinusoids for one
frame of a pop music item with vocals (Tracy Chapman). The reordered ranking is in-
dicated by the labels 1 to 10 and the original spectrum as well as the masked threshold


















































































































































Figure 3.16: Signal spectrum for one frame of signal Tracy Chapman and masked threshold
evoked by (a) 40 sinusoids selected by strategy SNR (i.e., original ordering from
matching pursuit, first 10 sinusoids labeled); (b) 10 out of 40 sinusoids selected by
SMR; (c) 10 out of 40 sinusoids selected by HILN; (d) 10 out of 40 sinusoids se-
lected by ESW; (e) 10 out of 40 sinusoids selected by LOUD and LREV; (f) 10 out of
20 sinusoids selected by LOPT (labels show rank in original ordering from matching
pursuit) (after [109]).
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caused by the selected sinusoids are included in the graphs.
To allow subjective assessment of the different selection strategies, they were imple-
mented in the HILN coder framework (see Section 5.1). Various test items were encoded
at a bit rate of 6 kbit/s, i.e., using about 10 to 20 sinusoids per frame, and coding of the
noise component was enabled. An informal listening test indicates that the strategy SNR
results in a lower quality than all other strategies. However, the differences in subjec-
tive quality between the other strategies are fairly subtle and are not expected to result in
statistically significant grading differences in a formal listening test.
In summary, strategies based on the masked threshold as well as strategies that seek
to approximate the auditory excitation level were found to be suitable for this task. Dif-
ferences in performance can be observed mainly for the case of a very small number I of
selected components, where excitation-based strategies perform advantageous. The orig-
inal matching pursuit (strategy SNR), which does not incorporate any perceptual model,
results in the lowest performance according to both the loudness difference measure and
subjective assessment.
3.3.2.2 Analysis-by-Synthesis Guided by Perceptual Models in the Loop
As outlined in Section 3.3.1.1 and shown in Figure 3.12, it is possible to include a psy-
choacoustic model in the analysis-by-synthesis loop. In this way, the extraction of sinu-
soidal components can be guided in such a way that the perceptually most relevant com-
ponents are extracted first. The general idea of this approach was described as selection
strategy HILN in Section 3.3.2.1.
The integration of a psychoacoustic model in the analysis-by-synthesis loop enables
two potential advantages. On the one hand, the computational complexity can be reduced
since only perceptual relevant components are extracted and the extraction of components
that would be discarded after perceptual reordering is avoided. On the other hand, the
components are extracted already in the order of their perceptual relevance, such that a
subsequent reordering, as described in Section 3.3.2.1 is not necessary.
Compared to the analysis-by-synthesis loop discussed in Section 3.3.1.1, where a con-
stant reference level of LT,i−1( f ) = 0 dB was assumed, the reference level LT,i−1( f ) in
the ith iteration step now represents the masked threshold for the simultaneous masking
caused by all sinusoidal components that were extracted in the previous i− 1 iteration
steps. The iteration is started with the threshold in quiet LT,0( f ). The location
fˆ ′i = argmax
f
(LR,i( f )−LT,i−1( f )) (3.77)
where the residual spectrum is highest above the masked threshold is now used as a coarse
frequency estimate for the ith sinusoid.
Given the typical analysis window used here to calculate the residual spectrum
LR,i( f ), a sinusoid will be represented by a peak at fi in this spectrum with a main lobe
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approximately 30 Hz wide. The masked threshold LT,i−1( f ) caused by a previously ex-
tracted sinusoid with frequency fi−1 exhibits a steep slope for frequencies below fi−1.
Assuming fi is located in the frequency region of this steep slope, the location of the
maximum determined by Equation (3.77) is now biased towards lower frequencies, i.e.,
fˆ ′i < fi, and the amount of this error is determined by the slope of LT,i−1( f ) and the exact
shape of the peak in LR,i( f ). To avoid this bias, a post-processing of the coarse estimate
fˆ ′i according to Equation (3.77) is introduced. It identifies the nearest peak (i.e., local
maximum) in residual spectrum LR,i( f ) itself within a search range related to the width
of the main lobe. Now, the location of this peak is used as coarse frequency estimate
provided as input to the guided frequency estimation. An alternative way to address this
bias problem, which is also present in the perceptually weighted matching pursuit [127],
was later described in [39].
3.3.2.3 Parametric Psychoacoustic Model
A parametric psychoacoustic model derives the masked threshold LT( f ) from a para-
metric description of an audio signal. Input to a parametric psychoacoustic model is a
list of components and their parameters representing the current signal. For each com-
ponent, the simultaneous masking curve evoked by the component is calculated, and
finally the accumulated masking effect is calculated, where the nonlinear “addition” of
masking can be considered. For sinusoidal components and the partials of a harmonic
tone, frequency and amplitude parameters are needed, and the simultaneous masking is
primarily determined by the spreading function ∆L(∆z), i.e., the excitation level versus
critical-band rate patterns discussed in [130, Section 6.3]. If a sinusoidal component is
combined with a temporal amplitude envelope, this results in a correspondingly reduced
level of the masked threshold (due to the energy reduction caused by the envelope) and
increased spectral width (due to the bandwidth increase corresponding to the reciprocal of
the transient duration). For noise-like components, parameters describing the amplitude
and spectral envelope are required, and the masked threshold is calculated by convolution
of the noise spectrum (appropriately mapped onto the critical-band rate scale z) with a
spreading function.
For the experiments reported in Section 3.3.2.1, a simple parametric psychoacous-
tic model was used, implementing the basic models of simultaneous masking. For the
approach discussed in Section 3.3.2.2, where the psychoacoustic model is included in
the analysis-by-synthesis loop, an advanced parametric psychoacoustic model developed
by Ferekidis [25] was used. It implements the level dependencies of the slopes of the
spreading function ∆L(∆z) and uses a more detailed model for the nonlinear addition of
masking, as described in [4].
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3.4 Constrained Signal Decomposition and Parameter
Estimation
In a coding system based on the parametric signal representation described here, the signal
decomposition and parameter estimation can be affected by various external constraints.
The most important constraint is the target bit rate at which the coding system is operated.
In order to optimize the performance in a rate distortion sense, that is, to achieve the best
perceptual audio quality at a given bit rate, various encoder settings need to be “tuned,”
like frame length, audio bandwidth, and details of the signal decomposition and compo-
nent selection algorithms. In addition, constraints imposed on computational complexity
and delay are also relevant in practical applications. Finally, two specific solutions for
complete real-world encoder implementations are presented.
3.4.1 Rate Distortion Optimization
In order to optimize the coding system in a rate distortion sense, constraints imposed by
the available bit rate have to be considered during signal decomposition and component
selection. Unfortunately, the overall perceptual distortion of interest here is hard to quan-
tify by objective means. Hence most of the optimization and “tuning” described in this
section was derived empirically and is based on informal listening or simplified perceptual
models.
The quantization and coding of the parameters conveyed in the bit stream will be
discussed in Section 4.1, and the bit allocation and bit rate control in the encoder will be
described in Section 4.1.4. For the following discussion, it is sufficient to anticipate that
the bit rate required by the noise component and the harmonic tone component can be
dynamically adapted by reducing the order of the all-pole model describing the spectral
envelope. The remaining bit rate is used to transmit as many sinusoidal components as
possible from a list where they are ordered according to their perceptual relevance, as
described in Section 3.3.2.1.
Considering specifically the target bit rates of 6 and 16 kbit/s, the following aspects
of signal decomposition, parameter estimation, and component selection in the encoder
have been “tuned” to optimize the resulting perceptual audio quality.
• Frame Length As noted previously, typically a frame length of Tf = 32 ms is
employed. Significantly shorter frames lead to a reduced perceptual quality because
less components can be conveyed if the parameters have to be sent more frequently,
in particular at 6 kbit/s. For longer frames, on the other hand, the reduced temporal
resolution starts to have a detrimental effect on perceptual quality.
• Audio Bandwidth Typically an audio bandwidth of 8 kHz is provided, correspond-
ing to an input sampling rate of fs = 16 kHz. It was found that bandwidth limitation
to 4 kHz did not reduce the coding artifacts that are audible at the target bit rates,
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while the bandwidth limitation itself is perceived as an additional artifact. An audio
bandwidth larger than 8kHz is possible but does in general not lead to an improved
perceptual quality. In case of full 20 kHz audio bandwidth, the employed noise model
does not seem to perform optimal and the increased spectral sparseness of sinusoidal
signal representation becomes perceptually problematic.
• Number of Extracted Sinusoids The number of sinusoids extracted in the
analysis-by-synthesis loop is determined by the termination criterion, as explained
in Section 3.3.1.1. It is obvious that this number should always exceed the number of
individual sinusoidal components that can be transmitted in the bit stream, of course
only as long as the extracted components are “sufficiently good” as defined in Sec-
tion 3.3.1.2. Furthermore, to allow a harmonic tone to be built from the extracted
sinusoidal components as described in Section 3.2.3.2, the extracted sinusoids should
include most or all partials of a potential harmonic tone. The maximum number of
“sufficiently good” sinusoids extracted per frame is typically limited to about 90 to
120, depending upon target bit rate. In combination with the other termination crite-
ria, an average of about 50 sinusoids is extracted per frame for typical audio material.
• Noise Component The resulting noise component is primarily determined by the
termination criterion of the analysis-by-synthesis loop and the refinements described
in Section 3.3.1.2. As stated above, the termination criterion depends upon target bit
rate, leading to a slightly stronger noise component at lower bit rates. Nonetheless, in
particular at lower bit rates, significantly more sinusoids are extracted than what can
be conveyed in the bit stream in order to avoid that left-over sinusoidal components in
the residual are modeled as noise.
• Harmonic Tone The harmonic tone component tends to be more beneficial at
lower than at higher bit rates, since it allows to increase the total number of sinusoids
that can be conveyed at lower bit rates, while this effect is less pronounced at higher
bit rates. In order to reduce the risk of artifacts caused by miss-detection of a harmonic
tone, the detection thresholds are tightened at higher bit rates.
• Spectral EnvelopeModel For the noise component, the order of the all-pole model
describing the spectral envelope is typically limited to about 14 or 20 coefficients,
depending upon target bit rate. For the harmonic tone, the order of the all-pole model
describing the spectral envelope is limited by the number of partials of the harmonic
tone. However, the final level of detail of the spectral envelope models for both the
harmonic tone and noise component (i.e., the number transmitted LAR coefficients)
is determined during bit allocation, as will be described in Section 4.1.4.
3.4.2 Encoder Implementation Constraints
In a real-world implementation of an audio encoder based on the parametric signal rep-
resentation described here, aspects like computational complexity and delay become rel-
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evant. The computational complexity of such an encoder is clearly dominated by the
algorithms for signal decomposition and parameter estimation. However, the gain in cod-
ing efficiency, that is, the improvement in perceived audio quality at a given bit rate,
which can be achieved by using more advanced and thus more complex algorithms is in
most cases fairly moderate. Hence, careful optimization can reduce the computational
complexity significantly with no or very little loss in coding efficiency. These observa-
tions will be exemplified in Section 3.4.3, where two specific encoder implementations
are discussed that differ several orders of magnitude in their computational complexity.
The other major constraint imposed on an encoder is the permissible algorithmic de-
lay. For live transmission or two-way communication, usually only short delay between
the audio signal at the input of the encoder and the output of the decoder is acceptable.
For file-based encoding, on the other hand, no such delay constraints exist and an encoder
could take the complete audio signal into account during signal decomposition. An in-
termediate approach would be an encoder that uses a look-ahead of, for example, some
seconds. However, the two specific encoder implementations presented in Section 3.4.3
only introduce a minimal algorithmic delay, which is due to the overlapping windows
applied in signal analysis.
3.4.3 Complexity of HILN Encoder Implementations
In the following, two specific encoder implementations for the HILN parametric audio
coding system as standardized in MPEG-4 are presented. They employ different tech-
niques for signal decomposition and parameter estimation, whereas parameter quantiza-
tion and coding (see Section 4.1) is determined by the bit stream format and hence basi-
cally the same for both encoders. The first implementation is optimized for best quality,
i.e., best rate distortion performance, while the second implementation is optimized for
minimum computational complexity, i.e., high execution speed of the encoder.
3.4.3.1 Quality-Optimized Encoder
Figure 3.17 shows the block diagram of the quality-optimized reference encoder that was
used during the development of the HILN parametric audio coding system and its stan-
dardization in MPEG-4 (see Section 5.1). It was also used to prepare the test items for
the subjective verification test reported in Section 5.2. The predominant module is the
analysis-by-synthesis loop for the extraction of sinusoidal trajectories as described in
Section 3.3.1.1. The parameter estimation is based on phase-locked tracking of sinu-
soidal components (see Section 3.2.2.2). To enable support of transient components, the
temporal amplitude envelope estimation (see Section 3.2.4) is included in the loop. A
parametric psychoacoustic model (see Section 3.3.2.3) is incorporated in the loop so that
the perceptually most relevant sinusoids are extracted first. A harmonic tone component
is supported by grouping of sinusoids, as explained in Section 3.2.3.2. Finally, the noise



































Figure 3.17: General block diagram of the quality-optimized HILN encoder.
component is derived from the residual spectrum according to Equation (3.75) in Sec-
tion 3.3.1.2.
3.4.3.2 Speed-Optimized Encoder
Figure 3.18 shows the block diagram of an encoder optimized for high execution speed
which was developed to demonstrate real-time transmission with the HILN parametric au-
dio coding system [105]. It is based on the frequency-domain matching pursuit described
in Section 3.2.1.4. The sinusoidal components extracted in this way are then reordered
according to their perceptual relevance by means of strategy HILN, as explained in Sec-
tion 3.3.2.1. Optionally, support for transient components can be enabled by providing
the matching pursuit with an estimated temporal amplitude envelope. Parameters for the
noise component are finally estimated from the spectrum of the residual signal. Support
for a harmonic tone component was not included in this encoder to avoid the computa-
tional load of the modules that would be required. Since the partials of a harmonic tone
can also be conveyed as individual sinusoids, usually only little loss in coding efficiency
is caused by the lack of a harmonic tone component.
3.4.3.3 Encoder Complexity
To assess the computational complexity in a manner relevant to real-world applications,
the average CPU load required for real-time HILN encoding of an audio signal sam-
pled at 16 kHz with a bit rate of 6 or 16 kbit/s was measured on different workstations.
These measurements were carried out for three different encoders: the quality-optimized




























Figure 3.18: General block diagram of the speed-optimized HILN encoder.
Encoder Bit rate CPU load Encoding
[kbit/s] [MHz] speed-up
Quality-optimized encoder 6 26000 1
Speed-optimized encoder (no transient support) 6 24 1080
Speed-optimized encoder with transient support 6 51 510
Quality-optimized encoder 16 31000 1
Speed-optimized encoder (no transient support) 16 46 680
Speed-optimized encoder with transient support 16 100 310
Table 3.4: CPU load and encoding speed-up (when compared to the quality-optimized encoder) of
three different encoder implementations for audio signals sampled at fs = 16 kHz and
operating at a frame length of Tf = 32 ms, measured on an Intel Pentium CPU based
workstation (PIII 500 MHz) (after [105]).
encoder described in Section 3.4.3.1, the speed-optimized encoder described in Sec-
tion 3.4.3.2 (without support for transients), and finally the speed-optimized encoder with
support for transients enabled. All three encoders are implemented completely in ANSI C.
Table 3.4 reports the CPU load measured on a workstation using an Intel Pentium CPU
(PIII 500 MHz), and very similar results for the relative execution speed were obtained
for workstations using other x86 CPUs or alternative CPU architectures like SUN Ul-
traSPARC and Alpha 21264 [105]. This data indicates that real-time HILN encoding is
easily possible with a CPU load in the range of 25 to 100 MHz on a normal PC or work-
station using the speed-optimized encoder described here. The computational complexity
of the speed-optimized encoder generating a 16 kbit/s bit stream is about twice as high as
for 6 kbit/s due to the higher number of sinusoidal components being extracted. Enabling
support for transients in this encoder roughly doubles the computational complexity. A
more detailed analysis of the speed-optimized encoder can be found in [105].
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4 Parameter Coding and Signal Synthesis
In order to build a complete audio coding system based on the parametric signal repre-
sentation derived in the preceding chapter, suitable techniques for parameter quantization,
coding, and transmission are required, together with techniques for efficient signal synthe-
sis in the decoder. This chapter describes the design of a complete quantization, coding,
and bit allocation scheme optimized for parametric audio coding at very low target bit
rates. This is followed by a discussion of different techniques for efficient signal syn-
thesis in the decoder. Finally, extensions of the parametric coding system are described
that enable additional functionalities, addressing signal modification in the decoder (like
time-scaling and pitch-shifting), bit rate scalable transmission (i.e., hierarchical embed-
ded coding), and means to improve robustness against transmission errors.
4.1 Parameter Encoding and Bit Allocation
This section discusses the details of parameter quantization, entropy coding, and bit allo-
cation for a parametric audio coding system based on the hybrid source model derived in
Section 3.1 are discussed. Specific solutions are derived for a system targeted at very low
bit rate operation.
4.1.1 Quantization of Model Parameters
This section elaborates on the parameter quantization for all parameters of the hybrid
source model defined in Section 3.1. Most parameters are quantized by a non-uniform
scalar quantizer, i.e., independent from other parameters. However, for the LAR parame-
ters describing the spectral envelope of a harmonic tone or noise component, a predictive
coding scheme is used to exploit dependencies between subsequent frames. This scheme
combines prediction and quantization and is therefore also described in this section.
4.1.1.1 Quantization of Non-Predicted Parameters
The specific details of the scalar quantizers used for the parameters of the hybrid source
model in the HILN coding system are discussed now. The quantization step size for all
of these quantizers was verified by experimentation in the context of the complete coding
system. In general, the step size was chosen such that a significantly coarser quantization
would lead to clearly audible artifacts in the decoded audio signal that are directly related
to the corresponding quantization error.
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4.1.1.1.1 Amplitude Parameters The just-noticeable differences (JND) ∆L for the am-
plitude of tones or noise at medium levels is approximately 0.7 to 1 dB relative to the
corresponding representative level L [130, Section 7.1]. Therefore amplitude parameters
are quantized with a non-uniform quantizer that has a constant quantization step size on
a logarithmic scale. For this purpose, the amplitude parameters are first converted into a
logarithmic representation on the dB scale, where a= 1 is used as 0 dB reference level for
signals represented as 16 bit PCM, i.e., with a full scale amplitude of a = 32767. Then,
the desired quantizer can be implemented as uniform quantization on the dB scale.
• For the amplitude parameter ai of a sinusoidal trajectory, quantization with a step size
of 1.5 dB was found to be appropriate. Given the dynamic range of approximately
96 dB of a typical audio signal represented as 16 bit PCM, this corresponds to a total
of 64 quantization steps. In case of an onset, i.e., for the first frame of a newly born
sinusoidal trajectory, even coarser quantization with a step size of 3 dB is acceptable,
and thus used in the default operation mode of the amplitude quantization scheme.
• For the amplitude parameter ah of a harmonic tone, quantization with a step size of
1.5 dB was found to be appropriate.
• Similarly, also for the amplitude parameter an of a noise component, quantization with
a step size of 1.5 dB was found to be appropriate.
4.1.1.1.2 Frequency Parameters The JND for the frequency of a tone can best be
indicated on the perceptual frequency scale, the critical-band rate z, and is approximately
1/28 Bark [130, Section 7.2]. For frequencies below 500 Hz, this corresponds to 3.5 Hz,
and for frequencies above 500 Hz, this corresponds to a frequency change by a ratio of
1:1.007 (12 cent).
• For the frequency parameter fi of a sinusoidal trajectory, quantization with a step
size ∆z of 1/32 Bark on the critical-band rate scale was found to be appropriate. For
audio signals sampled at 16 kHz, the maximum frequency of 8 kHz thus results in a
quantizer with a total of 603 quantization steps.
• For the fundamental frequency parameter fh of a harmonic tone, quantization with a
step size of 1:1.0026 (4.5 cent) on a logarithmic scale was found to be appropriate.
This quantizer can represent fundamental frequencies in the range from 20 to 4000 Hz
and has 2048 quantization steps. Quantization on a logarithmic scale (instead of the
critical-band rate scale) is advantageous because almost all harmonic tones have par-
tials above 500 Hz. The relatively fine quantization reduces the risk of audible artifacts
and comes at a very low cost, since there is at most one such parameter per frame.
• For the stretching parameter κh of a harmonic tone, uniform quantization with a step
size of 1/16000 was found to be appropriate. This quantizer has a total of 35 steps
and covers the symmetric range from −17/16000 to 17/16000.
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4.1.1.1.3 Phase Parameters In normal operation, the phase parameters for sinusoidal
trajectories and for the partials of a harmonic tone are not conveyed at all, and instead
a random start phase in combination with smooth phase continuation is employed for
signal synthesis in the decoder. The fact that the phase parameters can be considered
perceptually irrelevant for this application was verified by experimentation in the context
of the complete HILN coding system. However, if deterministic decoder behavior is
required, start phases for sinusoidal trajectories and for the partials of a harmonic tone
are quantized uniformly with pi/16 step size, i.e., with a total of 32 quantization steps.
4.1.1.1.4 Temporal Envelope Parameters For transient components, the three param-
eters tmax, ratk, and rdec describing the temporal amplitude envelope ae(t) are quantized as
follows. For the temporal position tmax of the maximum, a uniform quantization with 16
steps covering the duration of the frame from 0 to Tf is used. For the quantization of the
attack and decay rates ratk and rdec, an angular representation is utilized where an angle
of 0 corresponds to a rate r of 0 (flat), an angle of pi/4 corresponds to a rate r of 0.2/Tf (a
ramp-up or ramp-down within 1/5 of a frame), and an angle of pi/2 corresponds to a rate
r of ∞ (abrupt start or end). These angles in the range of 0 to pi/2 are then quantized with
16 uniform steps.
4.1.1.2 Prediction and Quantization of Spectral Envelope Parameters
The quantization of the parameters describing the spectral envelope of a harmonic tone
or noise component is carried out within a prediction-based coding scheme. In the hybrid
source model defined in Section 3.1, the spectral envelope of a harmonic tone or noise
component is described by means of set of P LAR coefficients gp, where the model order
P(q) can change from one frame q to the next frame q+1. In many cases, the spectrum of
a component varies only slowly over time. Hence, strong dependencies can be observed
between the LARs in two subsequent frames. To study these dependencies, the mean
gp = E{gp}, the variance var(gp) = E{(gp− gp)2}, and the correlation coefficient ρp =
E{(g(q)p − gp)(g(q+1)p − gp)}/var(gp) for the pth LAR in two subsequent frames were
measured for a large training set of audio items using a typical encoder configuration with
Tf = 32 ms and fs = 16 kHz. The observed values for mean, variance, and correlation are
shown as a function of the LAR index p = 1, . . . ,8 for both harmonic tone components
and noise components in Tables 4.1 and 4.2, respectively.
To exploit these dependencies for an efficient coding of the LARs, a simple first order
linear predictor with a single predictor coefficient a is used, and the non-zero mean of
the LARs is compensated by subtracting a corresponding offset gmean prior to prediction.
The resulting predictor structure is shown in Figure 4.1. Note that the calculation of the
predicted value gˆ′ is based on the quantized prediction error ∆g′ instead of the unquan-
tized prediction error ∆g. In this way the predictor behaves identical in both encoder and
decoder. The optimal predictor coefficient is a = −ρ and the achieved prediction gain
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LAR index p 1 2 3 4 5 6 7 8
Mean gp −4.017 1.699 −0.463 0.260 −0.065 0.135 −0.018 0.135
Variance var(gp) 0.401 0.480 0.271 0.180 0.124 0.098 0.085 0.078
Corr. coeff. ρp 0.852 0.842 0.765 0.618 0.597 0.516 0.527 0.482
Pred. gain [bit] 0.934 0.891 0.636 0.347 0.318 0.223 0.235 0.191
Offset gmean,p −5.0 1.5 0.0 0.0 0.0 0.0 0.0 0.0
Pred. coeff. ap −0.75 −0.75 −0.5 −0.5 −0.5 −0.5 −0.5 −0.5
Quant. step size 0.1 0.1 0.15 0.15 0.15 0.15 0.15 0.15
Number of steps 128 128 64 64 64 64 64 32
Table 4.1:Mean, variance, correlation, and prediction gain for LARs describing harmonic tone
spectral envelope (after [71]). Predictor offset, predictor coefficient, quantizer step
size, and number of quantizer steps used for coding (for LARs p = 9, . . . ,25 the same
quantization and coding as for p= 8 is used).
LAR index p 1 2 3 4 5 6 7 8
Mean gp −2.536 0.816 −0.431 0.170 −0.160 0.100 −0.093 0.087
Variance var(gp) 1.609 0.889 0.267 0.148 0.121 0.087 0.081 0.067
Corr. coeff. ρp 0.803 0.833 0.761 0.690 0.694 0.635 0.642 0.599
Pred. gain [bit] 0.746 0.855 0.626 0.467 0.474 0.373 0.383 0.321
Offset gmean,p −2.0 0.75 0.0 0.0 0.0 0.0 0.0 0.0
Pred. coeff. ap −0.75 −0.75 −0.75 −0.75 −0.75 −0.75 −0.75 −0.75
Quant. step size 0.3 0.3 0.4 0.4 0.4 0.4 0.4 0.4
Number of steps 32 32 33 33 33 33 33 33
Table 4.2:Mean, variance, correlation, and prediction gain for LARs describing noise component
spectral envelope (after [71]). Predictor offset, predictor coefficient, quantizer step
size, and number of quantizer steps used for coding (for LARs p = 9, . . . ,25 the same
quantization and coding as for p= 8 is used).
is G = 1/(1− ρ2). The gain can be expressed in bits as 12 log2(G) and is also given in
Tables 4.1 and 4.2.
Instead of the exact values gp and ρp measured for the training set of audio items,
simpler approximated values for the predictor offset gmean,p and the predictor coefficient
ap are used. These values are given in the lower parts of Tables 4.1 and 4.2. The effect
of this parameter prediction scheme on the probability distribution of the coded spectral
envelope parameters can be seen in Figure 4.2. It shows the probability density function
(PDF) p(gi) of the original LARs gi and the PDF p(∆gi) of the resulting prediction errors
∆gi for the first 4 LARs g1, . . . ,g4 of a noise component. Note that i is used here as a
subscript instead of p in order to avoid confusion with the PDF p(·). The non-zero mean
of the first coefficients as well as the reduced variance of the prediction errors ∆g1, . . . ,∆g4
is clearly visible from these figures.
One of the advantages of the LAR representation gp is that it is a suitable domain to
apply uniform quantization, and this holds true for the LAR prediction error ∆gp as well.







Figure 4.1: Prediction and coding of LARs gp describing spectral envelopes using offset gmean,p































Figure 4.2: PDF p(gi) of distribution of LARs g1, . . . ,g4 (a) and PDF p(∆gi) of distribution of
prediction error ∆g1, . . . ,∆g4 (b) for predictive coding of LARs describing noise com-
ponent spectral envelope (after [71]).
Appropriate quantization step sizes were found empirically by experimentation in the
context of the complete parametric coding system. The step sizes chosen in this process,
together with the total number of quantizer steps, are given in the lower part of Tables 4.1
and 4.2. It can be seen that the first two LARs g1,g2 use finer quantization than the
remaining higher order LARs. Furthermore, it can be seen that much coarser quantization
is permissible for the LARs describing the spectral envelope of a noise component than
for the LARs that describe the spectral envelope of a harmonic tone, and hence in fact the
amplitudes of the partials of this tone.
All the quantizers used for the LAR prediction errors are symmetric. And most of
them are midrise quantizers, that is, 0 is a decision level and the closest quantized values
are +12∆ and −12∆, where ∆ denotes the quantization step size. The only exception is
the quantizer applied to the LAR prediction errors ∆g3, . . . ,∆g25 of a noise component.
Here, a midtread quantizer is used, i.e., 0 is a possible quantized value and the closest
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Figure 4.3: Normalized mean all-pole model spectra for harmonic tone (solid line) and noise com-
ponent (dotted line).
decision levels are +12∆ and −12∆. And, different from all other quantizers used here, the
quantized values are not located in the middle between the neighboring decision levels but
moved 18∆ closer towards 0 in order to minimize the variance of the quantization error,
thus reflecting the step slope of the distribution shown in panel (b) of Figure 4.2. This
approach is related to the quantizer design proposed by Max [69].
It should be noted that the predictive quantization and coding of LARs as shown in
Figure 4.1 still allows to adapt the filter order P of the all-pole spectral envelope model
from frame to frame. If the filter order is increased from one frame to the next, the state
variables of the predictive coding (shown as delay z−1 in Figure 4.1) are simply initialized
with 0 for the additional higher LARs that were not conveyed for the previous frame. In
case of a reduced filter order, no special precautions are necessary.
Since the predictor offsets gmean,p were derived from the mean LARs observed for a
large training set of audio items, they represent the average all-pole model spectral en-
velopes for harmonic tones and noise components. These lowpass-like spectra are shown
in normalized form in Figure 4.3.
4.1.2 Entropy Coding of Model Parameters
After quantization, all the parameters of the hybrid source model are available as a set
of integer indices, referring to entries in the corresponding dequantization tables. Now,
entropy coding techniques are applied to convey this set of integer parameters in a com-
pact manner from the encoder to the decoder, i.e., using a minimal number of bits per
frame. To achieve this, first dependencies between parameters are exploited by means of
differential coding, and then variable length codes are employed to minimize the average
codeword length.
For the set of frequency and amplitude parameters of sinusoidal trajectories starting
in the current frame, a sophisticated technique referred to as subdivision coding is applied
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that integrates both differential coding and variable length codes. It will be described in
Section 4.1.3.
4.1.2.1 Differential Coding of Model Parameters
Differential coding of quantized parameters is a simple yet efficient approach to exploit
dependencies between the parameters within a frame and between the parameters in sub-
sequent frames. Differential coding can be seen as the simplest form of predictive coding,
where a first order predictor with a predictor coefficient of −a= 1 is employed.
• To exploit the intra-frame dependencies of the amplitude parameters of all compo-
nents, the concept of a global amplitude parameter is applied. This new parameter is
set to the maximum amplitude of all components in the current frame, and then the
amplitudes of all components are described as difference with respect to this max-
imum. Only the amplitudes of new components (but not of components continued
from the previous frame) are coded in this way.
• To exploit the inter-frame dependencies of the parameters of components that are
continued from the previous frame, time-differential coding is applied. This means
that for all amplitude and frequency parameters, only the difference with respect to
the value in the previous frame is conveyed. The inter-frame dependencies for the
LARs describing spectral envelopes are already taken into account by the predictive
coding approach described in Section 4.1.1.2.
4.1.2.2 Variable Length Codes for Quantized Model Parameters
In case a quantized parameter (or its differentially coded representation) exhibits a non-
uniform probability distribution over its range of possible values, a code with variable
codeword length can be used to reduce the average codeword length (CWL) compared to
a straight-forward binary representation of the integer-valued index. For a given distribu-
tion, an optimal code can be designed according to Huffman [41]. Such a code is then
described by means of a codeword table (or a decision tree) and needs to be available to
both the encoder and decoder.
However, if the distribution of the quantized parameters (or their differences) can be
approximated by a model distribution, it is often possible to design a more regular code
that allows for encoding and decoding using a simple algorithm and hence does not re-
quire a large codeword table. Such a code reduces storage and computation requirements
compared to a Huffman code and is here referred to as an algorithmic code.
The variable length code used to represent the quantized stretching parameter κh of
a harmonic tone (HFS code) is shown in Table 4.3. It is a good example to illustrate the
concept of an algorithmic code. In this case, the codeword structure can be described as
[Z S L 4] where Z denotes the zero bit, S denotes the sign bit, L denotes a bit signaling
the codeword length, and 4 denotes a 4-bit integer. This code has 35 codewords for the
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Codeword Index Codeword Index
1 1 1 1111 −17 1 0 0 1
1 1 1 1110 −16 1 0 1 0000 2
1 1 1 1101 −15 1 0 1 0001 3
1 1 1 xxxx −y 1 0 1 xxxx y
1 1 1 0001 −3 1 0 1 1101 15
1 1 1 0000 −2 1 0 1 1110 16
1 1 0 −1 1 0 1 1111 17
0 0
Table 4.3: Codeword table of algorithmic code (HFS code) used for quantized stretching parame-
ter κh of a harmonic tone. Bits within a codeword are grouped to visualize the structure
[Z S L 4] of the algorithmic code.
indices i=−17, . . . ,17 with a CWL in the range 1≤ li ≤ 7. This code would be optimal
(i.e., the average CWL is equal to the entropy) if the probability distribution of the index i
representing the quantized parameter would be the same as the underlying symmetric and
staircase-like model distribution with the probabilities P(i) = (1/2)li .
The algorithmic codes DIA, DHF, and DIF used for the time-differentially coded am-
plitude and frequency parameters of components continued from the previous frame are
listed in Table 4.4. The DIA code is used for the amplitude index differences of all
component types (harmonic tones, individual sinusoids, noise) but was optimized for the
probability distribution observed for individual sinusoids, since they constitute more than
90% of parameters where the DIA code is used. For the frequency index differences of
harmonic tones and individual sinusoids, two independent codes, DHF and DIF, are used.
Table 4.4 also gives the entropy and average CWL for these codes, measured for HILN
bit streams encoded at 6 and 16 kbit/s using 39 audio items with a total of 20866 frames
(667.7 s). This set of 39 audio items is listed in Table A.2 and is used throughout this chap-
ter for this type of measurements. It can be seen that the average CWL is only slightly
larger than the entropy, indicating the good performance of these algorithmic codes. The
only exception is the DIA code in case of harmonic tones, where the average CWL is
more than 1 bit larger than the entropy. However, this is only a very small disadvantage,
since it only affects less than 2% of the parameters where the DIA code is applied.
The codeword lengths of the DIA code together with the measured probability distri-
bution of the corresponding parameter index differences are shown in Figure 4.4. The
measured probabilities are given as − log2(P) so that they can be compared directly
with the codeword lengths. It can be seen that the codeword lengths closely match the
measured probabilities, especially for the codes with highest probability (i.e., the short
codewords). Also the staircase-like model distribution reflected in the design of the algo-
rithmic codes is clearly visible. Also for the DHF and DIF codes, the codeword lengths
closely match the measured probabilities.
To represent the predicted and quantized LAR spectral envelope parameters (see Sec-
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Parameter Code Range Entropy Avg. CWL
[bit] [bit]
ampl. index diff. (harm+indi+noise) DIA −25, . . . ,25 3.580 3.811
ampl. index diff. (harm, 1.8%) DIA −25, . . . ,25 1.970 3.129
ampl. index diff. (indi, 90.3%) DIA −25, . . . ,25 3.590 3.820
ampl. index diff. (noise, 7.9%) DIA −25, . . . ,25 3.651 3.867
freq. index diff. (harm) DHF −69, . . . ,69 2.793 3.259
freq. index diff. (indi) DIF −42, . . . ,42 2.582 2.928
Table 4.4: Algorithmic codes (DIA, DHF, DIF) used for time-differentially coded parameters of
components continued from the previous frame. Entropy and average codeword length
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Figure 4.4: Codeword length of algorithmic DIA code (panel (a), vertical bars) and probability
of amplitude index differences for all components shown as − log2(P) (panel (a),
solid line). Probability of amplitude index differences for the three different compo-
nent types (panel (b)). Probabilities measured for HILN bit streams encoded at 6 and
16 kbit/s using 39 audio items.
tion 4.1.1.2), a set of five different algorithmic codes is used. These codes LARH1,
LARH2, LARH3, LARN1, and LARN2 are listed in Table 4.5. Since the probability
distribution depends on the order p of the LAR coefficient, a set of different codes is used
for different ranges of p, as described in this table.
The inter-frame prediction error ∆g of the LARs, as shown in panel (b) of Figure 4.2,









Since uniform quantization is used for these parameters, the codeword length of an op-
timal variable length code should be approximately proportional to the magnitude of the
index representing the quantized parameter. For a probability distribution where the prob-
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Parameter Code Range Code Entropy Avg. CWL
structure [bit] [bit]
harm LAR p= 1,2 LARH1 −64, . . . ,63 S R 2 5.326 5.899
harm LAR p= 3, . . . ,7 LARH2 −32, . . . ,31 S R 1 4.015 4.056
harm LAR p= 8, . . . ,25 LARH3 −16, . . . ,15 S R 3.261 3.349
noise LAR p= 1,2 LARN1 −16, . . . ,15 S R 3.317 3.375
noise LAR p= 3, . . . ,25 LARN2 −16, . . . ,16 Z S R 1.693 1.943
Table 4.5: Algorithmic codes (LARH1, LARH2, LARH3, LARN1, LARN2) used for predicted
LAR parameters describing spectral envelope of harmonic tone and noise component.
Entropy and average codeword length measured for HILN bit streams encoded at 6 and
16 kbit/s using 39 audio items.
ability decreases by a factor of 1/2 when the absolute value of the index is increased by 1,
an optimal code with the structure [S R] can be conceived. Here, S is the sign bit and R is
a run of bits with value 0 terminated by a bit with value 1. The number of bits in this run
then gives the magnitude of the index. In this case, a midrise quantizers is assumed, i.e.,
there is no codeword for the parameter value zero. The codes LARH3 and LARN1 have
this structure. Note that, in order to avoid the gap at index 0, positive indices are denoted
0 to 15 here (instead of 1 to 16) while negative indices are denoted -1 to -16.
If the probability distribution is wider, e.g., if the index has to be increased by 4 in
order for the probability decrease by a factor of 1/2, a 2-bit integer can be appended
after the run in the codeword, resulting in a algorithmic code with structure [S R 2]. This
approach is applied for code LARH1, while for code LARH2, a 1-bit integer is used
instead. Finally, code LARN2 handles parameters originating from a midtread quantizer.
Therefore, the algorithmic code has the structure [Z S R], i.e., it starts with a bit that
indicated whether the value of the quantized index is zero or not.
Table 4.5 also gives the entropy and average CWL for the codes LARH1, LARH2,
LARH3, LARN1, and LARN2, measured for HILN bit streams encoded at 6 and 16 kbit/s
using 39 audio items. It can be seen that the average CWL is only slightly larger than
the entropy, indicating the good performance of these algorithmic codes. The codeword
lengths of these five codes closely match with the measured probability distribution of
the corresponding parameter indices. Only for LARH1, shown in Figure 4.5, the ob-
served distribution is less symmetric than the Laplace model, which is related to the fact
that these parameters represent the global nature (like highpass/lowpass/bandpass) of the
spectral envelope of a harmonic tone. Also the linear relationship between the codeword
length and the magnitude of the index can be clearly seen.




























Figure 4.5: Codeword length of algorithmic LARH1 code (vertical bars) and distribution of mea-
sured probabilities shown as − log2(P) (solid line) for HILN bit streams encoded at 6
and 16 kbit/s using 39 audio items.
4.1.3 Joint Coding of a Set of Model Parameters by Subdivision
Coding
To encode the set of quantized frequency and amplitude parameters of sinusoidal trajec-
tories starting in the current frame, a sophisticated technique has been devised that is
referred to as subdivision coding. It is motivated by the fact that it is not necessary to con-
vey the frequency/amplitude parameter pairs of new sinusoidal trajectories in any specific
order. Assuming N new sinusoidal trajectories, there is a total of N! possible permutations
of this set of N parameter pairs. By choosing one specific permutation, the correspond-
ing redundancy of log2(N!) bit can be exploited when conveying a set of N parameter
pairs. Figure 4.6 shows the possible bit rate reduction (given as number of bits saved
per parameter) as a function of the total number N of parameters in the set. Subdivision
coding utilizes this effect by arranging the parameter pairs in an order of increasing fre-
quency, which constitutes a well-defined permutation of the set of parameter pairs. This is
followed by intra-frame differential coding in combination with adaptive variable length
codes which exploits the statistical dependencies of the frequency parameters that were
introduced when sorting them. Furthermore, subdivision coding takes also advantage of
the non-uniform probability distribution of the frequency and amplitude parameters.
To motivate the concept of subdivision coding, a set of N statistically independent
integer parameters fn (e.g., the set of indices representing quantized frequencies) with
uniform distribution in the range 0≤ f < F is considered. In a first step, the elements in
the set are ordered according to their value, yielding 0≤ fN−1 ≤ . . .≤ f1 ≤ f0 < F . The
parameters are now coded in this order, starting with the smallest parameter fN−1. Note
that with this ordering, the index n indicates the number of parameters that remain to be
coded. For each parameter fn, n= 0, . . . ,N−1, the range of possible values is limited by
the previously coded parameter fn+1 (or fN = 0 for the first parameter n= N−1) and the
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Figure 4.6: Theoretical bit rate reduction log2(N!)/N in bits per parameter for subdivision coding
of a set of N parameters.
highest possible value F−1. In order to devise a variable length code for the differential
coding of this parameter, the distribution of the probabilities P( fn− fn+1)must be known.
It can be approximated as






by sampling a continuous PDF pn(x) describing the shape of the probability distribution
normalized for the range 0 ≤ x < 1. This shape can be determined with help of the
cumulative distribution function
DM(xmin) = P(x≤ xmin) = 1− (1− xmin)M (4.3)
for the smallest value xmin of a set ofM independent continuous random variables xm, m=
1, . . . ,M with uniform distribution in the interval 0≤ xm < 1. This cumulative distribution
function DM(xmin) follows from a simple geometric construction in the M-dimensional
space [xm], where the volume of the cube (1− xmin)M represents the probability P(x >
xmin) that all random variables xm are larger than xmin. Figure 4.7 illustrates this cube as a




= (n+1)(1− x)n. (4.4)
Figure 4.8 shows an example of the distribution of these probabilities Pn( fn− f ′n+1) for the
case of N = 3 parameters with the actual values f ′2 = 0.15F , f
′
1 = 0.49F , and f
′
0 = 0.55F .
To construct a variable length code for parameter fn that is adapted to the assumed dis-
tribution of the probabilities Pn( fn− fn+1), a recursive subdivision approach is pursued.
In a first step, the range of possible values for integer parameter fn (which starts at fn+1
and ends at F − 1) is divided into two parts of equal probability 1/2. The first bit of the








Figure 4.7: Geometric construction for cumulative distribution function DM(xmin) forM = 2. The
shaded area corresponds to the probability P(x> xmin) = 1−DM(xmin) = (1− xmin)2
that both random variables x1 and x2 are larger than xmin.
codeword now indicates in which of these two parts the actual parameter value is located.
This part now determines the range of possible values for fn in the second step. The new
range is again divided into two parts of equal probability, and the second bit of the code-
word is determined. This subdivision step is repeated recursively until the resulting range
contains only a single possible value. The subdivision algorithm requires that boundaries
of the considered ranges have integer values, which means that the probabilities of both
parts in a subdivision step are not always exactly equal. In Figure 4.8, the boundaries for
the first and second subdivision step are shown for all three parameters considered in this
example. The codeword for the first parameter f ′2 = 0.15F begins with 01 since the actual
parameter value is in the lower half of the first subdivision step (first bit in codeword is
0) but in the upper half of the second subdivision step (second bit in codeword is 1). The
codewords for the second parameter f ′1 = 0.49F and the third parameter f
′
0 = 0.55F in
this example begin with 10 and 00, respectively.
A corresponding subdivision algorithm is operated in the decoder using the transmit-
ted bits to select in each step the same part as in the encoder, thereby retrieving the actual
parameter value when the recursion terminates because the resulting range contains only
a single value. The exact positions of the boundaries between parts are stored in SDC
boundary tables for the first 5 subdivision steps. Hence, these tables have 25− 1 = 31
entries. For the further subdivision steps, uniform distribution within the remaining range
is assumed. The SDC boundary tables are available to both encoder and decoder and thus
ensure identical behavior of the subdivision process on both sides. Since the shape of the
PDF pn(x) depends on n, i.e., the number of the parameters in the set that remain to be
coded, an appropriate SDC boundary table must be chosen for a given n. For the coding of
frequency parameters, a total of 8 boundary tables were defined, one for each of the value
n= 0, . . . ,6 and an 8th table that is used for n≥ 7, i.e., if 7 or more frequency parameters
remain to be coded.
Since the real PDFs differ slightly from the assumption of uniform and independent
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Boundary at 1/4 for second subdivision step
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Figure 4.8: Example of subdivision coding ofN = 3 parameters with the actual values f ′2 = 0.15F ,
f ′1 = 0.49F , and f
′
0 = 0.55F , assuming uniform and independent distribution of the
parameters 0≤ fn < F prior to sorting. The dashed vertical lines indicate the bound-
aries for the first and second subdivision step used to generate the first and second bit




0 begin with 01,
10, and 00, respectively. The bold lines indicate the shape of the distribution of the
probabilities Pn( fn− f ′n+1).
distribution that lead to Equation (4.4), empirically collected data was used in the design
of the SDC boundary tables employed in the actual implementation. Panel (a) of Fig-
ure 4.9 shows the PDFs pn(x) of the probability distribution models described by the 8
SDC boundary tables for n = 0, . . . ,7. Panel (b) shows the corresponding PDFs pn(x)
measured for HILN bit streams encoded at 6 and 16 kbit/s using 39 audio items. The
complete decoding algorithm for subdivision coding [72] including the necessary SDC
boundary tables is given in Appendix B.
For reasons of simplicity, subdivision coding is also used for the quantized amplitude
parameters of the sinusoidal trajectories starting in the current frame. Like all other am-
plitude parameters, they are given as difference relative to the global amplitude parameter
(i.e., the maximum amplitude of all components in a frame, see Section 4.1.2.1) and typ-
ically coarse quantization is applied to these difference as described in Section 4.1.1.1.1.
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Figure 4.9: PDFs pn(x) of probability distribution models (a) as described by SDC tables for
frequency indices for n= 0 (almost horizontal line) to n≥ 7 (bold line) and measured
PDFs (b) pn(x) for n = 0 (almost horizontal line) to n ≥ 7 (bold line) for HILN bit
streams encoded at 6 and 16 kbit/s using 39 audio items.
The resulting amplitude parameter is limited to the range of 0 to 24, where 0 denotes
the maximum amplitude (as given by the global amplitude parameter). Based on the
non-uniform distribution that can be observed for this parameter, a special SDC bound-
ary table was designed. Figure 4.10 depicts the probability distribution model described
by this boundary table (shown as − log2(p(x))) together with the actual lengths of the
25 codewords generated by subdivision coding. Furthermore, the probability distribution
measured for HILN bit streams encoded at 6 and 16 kbit/s using 39 audio items is included
in this graph.
Table 4.6 gives the entropy and the average CWL measured for subdivision coding of
quantized amplitude parameters based on HILN bit streams encoded at 6 and 16 kbit/s
using 39 audio items. It can be seen that the average CWL is only slightly larger than the
entropy, indicating good performance of this approach.
Table 4.6 also gives the average CWL measured for the frequency parameters. For the
bit streams considered here, the quantized frequency parameter can have F = 603 differ-
ent values (corresponding to the range from 0 Hz to fs/2= 8 kHz). The average number
N of new sinusoidal components in a frame is 5.9 or 21.4 for the bit streams encoded
at 6 or 16 kbit/s, respectively (see Table 4.9). Assuming independent and uniform pa-
rameter distribution, this would correspond to a theoretical bit rate reduction log2(N!)/N
of approximately 1.6 or 3.1 bit per parameter, respectively. For reference, the entropy
measured for direct non-differential coding of the absolute frequency indices and for
intra-frame differential coding of the ordered frequency parameters as frequency index
differences are given as well. The corresponding probability distributions for absolute
frequency indices and the index differences in case of intra-frame differential coding are


























Figure 4.10: Codeword length for SDC of amplitude indices (vertical bars), probability distribu-
tion model described by SDC boundary table (staircase-like solid line), and distribu-
tion of measured probabilities shown as− log2(P) (dotted line) for HILN bit streams
encoded at 6 and 16 kbit/s using 39 audio items.
Parameter Range Entropy Avg. CWL
[bit] [bit]
SDC of amplitude indices 0, . . . ,24 4.193 4.491
SDC of set of frequency indices 0, . . . ,602 5.945
Absolute frequency indices 0, . . . ,602 8.826
Frequency index differences 0, . . . ,602 6.534
Table 4.6: Entropy and average CWL for subdivision coding of amplitude indices. Average CWL
for subdivision coding of the set of frequency indices of new individual sinusoids and
entropy for two simpler coding schemes (absolute and intra-frame differential coding)
for frequency indices. Entropy and average codeword length measured for HILN bit
streams encoded at 6 and 16 kbit/s using 39 audio items.



























Figure 4.11: Distribution of probabilities (a) of frequency indices of new individual sinusoids (i.e.,
absolute coding) and (b) of frequency index differences (i.e., intra-frame differential
coding of sorted list of frequencies) measured for HILN bit streams encoded at 6 and
16 kbit/s using 39 audio items.
shown in Figure 4.11. It is interesting to note that the average CWL of subdivision coding
is even lower than the entropy measured for intra-frame differential coding. This can be
explained by the fact that the differential coding did not take into account that the proba-
bility distribution is depending on the number n of parameters that remain to be coded.
As result, the subdivision coding approach presented here allows to reduce the number
of bits needed to represent the sinusoidal trajectories beginning in a frame by more than
30% compared to direct non-differential coding [99]. This constitutes a significant gain
in coding efficiency and is important since the parameters of new sinusoidal trajectories
account for approximately 35% to 45% of the total bit rate (see Table 4.7).
4.1.4 Bit Allocation in HILN Encoder
In order to convey the binary codewords representing the quantized and coded parameters
from the encoder to the decoder, they must be assembled to form a bit stream that can
be properly parsed again in the decoder. The general structure of the HILN bit stream
format is shown in Figure 4.12. It comprises a configuration header and a sequence of en-
coded frames. The configuration header carries all data that does not change from frame
to frame, e.g., the frame length and the sampling rate. The encoded frame comprises the
codewords representing all the parameters of the signal components that are conveyed in
this frame. In order to be able to decode this data correctly, additional side information
is conveyed in a frame header at the beginning of each frame. This side information sig-
nals which components are present in the current frame, the total number of individual
sinusoids, which of these sinusoids are continued from the previous frame, and whether a
temporal amplitude envelope for transient components is conveyed. For the noise compo-
nent and the harmonic tone, the number LAR parameters used for the spectral envelope
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Figure 4.12: General structure of HILN bit stream comprising configuration header and a se-
quence of encoded frames. The bit stream elements of an encoded frame convey
the parameters of the signal components present in that frame.
model is conveyed, and for a harmonic tone, also the total number of partials is conveyed.
The encoder typically has only a limited budget of bits available to convey the coded
parameters for each frame, and the size of this budget depends primarily on the desired
target bit rate and the frame length. Therefore, mechanisms for optimized bit allocation
are needed in the encoder to achieve a high coding efficiency.
The objective of the bit allocation algorithm in a parametric audio encoder is to de-
termine, for each frame, how many and which signal components are to be conveyed in
the bit stream. Furthermore, for the all-pole spectral model for harmonic tone and noise
components, the number of LAR parameters that are to be conveyed in the bit stream
needs to be determined.
The number of bits required per frame in order to achieve an approximately constant
perceived audio quality can vary substantially over time for a given audio signal. This ef-
fect is related to the notion of the time-variant perceptual entropy (PE) of an audio signal
[55], which is a conceptual model for the minimum amount of information necessary to
convey a signal without impairment of the perceived quality. In order to accommodate
such a time variant bit rate requirement while at the same time achieve efficient trans-
mission with no or only a few unused bits over a constant bit rate channel, a common
approach is to introduce a bit reservoir (i.e., a bit buffer). This bit reservoir allows to
smooth the peaky bit rate demand related to the signal’s time-variant PE at the cost of an
increased latency (i.e., end-to-end delay) of the complete coding and transmission system.
In order to control utilization of the bits in the reservoir, a bit rate control mechanism is
needed for the bit allocation process. Also in situations where a time-varying bit rate is
allowed, such a bit rate control mechanism is required.
The mechanisms for bit allocation and bit rate control are closely related to the rate
distortion aspects of signal decomposition discussed in Section 3.4.1. Given the signal
components and their parameters for the current frame as derived by the signal decom-
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position and parameter estimation techniques described in Chapter 3, there are basically
three degrees of freedom during bit allocation that affect the number of bits required to
encode the current frame. These are the two orders of the all-pole models describing the
spectral envelope of harmonic tone and noise components, i.e., the number of transmitted
LAR coefficients, and, as third degree, the number of individual sinusoidal components
that are transmitted in the current frame.
In the following, the empirically designed algorithms for bit allocation and bit rate
control employed by the quality-optimized HILN encoder outlined in Section 3.4.3.1 will
be presented. Different from the classic SMR-based definition of PE [55] applicable in
case of transform coding, the notion of PE is more complex in the context of parametric
coding systems. In order to assess the contribution of the harmonic tone and noise com-
ponent to the PE of the current frame, helper parameters are calculated that describe the
relative contribution of the respective component to the total energy in the current frame.
If such a helper parameter has a low value, then the maximum number of bits that can be
allocated to the corresponding component is significantly reduced. This is achieved by re-
ducing the number of transmitted LAR coefficients for the spectral envelope model of the
respective component accordingly. For the noise component approximately 20% to 70%
of the bits available for coded parameters in the current frame can be used, depending
on the value of said helper parameter. For the harmonic tone component, approximately
50% to 80% of the bits available for coded parameters can be used, again depending on the
value of the corresponding helper parameter. In case a harmonic tone or noise component
is not present in the current frame, obviously no bits are spent for that component.
After bit allocation for the harmonic tone and noise component, in principle all re-
maining bits available in the current frame can be used for the parameters of individual
sinusoidal components. However, care must be taken in order to utilize the bit reservoir
in a meaningful manner, i.e., to save bits for future use in a “difficult-to-code” frame in
case the current frame has a PE that is below average. Here, a quite simple approach
is pursued that postulates that a frame has an above-average PE if a large portion of the
signal components in the current frame are new components, and a below-average PE if
most components are continued from the previous frame. To implement this approach,
the percentage of new components amongst the 10 perceptually most relevant individ-
ual sinusoidal components in the current frame (i.e., the first 10 entries in the ordered
list of components generated during signal decomposition) is determined. Assuming that
the current frame would use the number of bits per frame available at the desired target
bit rate, the number of bits remaining for individual sinusoidal components is calculated,
given the actual number of bits used for the harmonic tone and noise components in the
current frame. Now this number of remaining bits is multiplied with a factor in the range
of 0.8 (only continued components) to 1.2 (only new components) to determine the actual
number of bits available for individual sinusoids. Furthermore, it is always ensured that
at least 30% of the bits available per frame at the target bit rate can be allocated to indi-
vidual sinusoids. The actual number of transmitted individual sinusoidal components is
determined in a bit allocation loop, where this number is increased until a further iteration
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step would exceed the available bit budget. In this loop, the sinusoidal components are
added in the order of perceptual relevance, as determined during signal decomposition.
Finally, the bit rate control algorithm ensures that the limits of the bit reservoir are
never exceeded. For frames with almost no components, it thus can be necessary to insert
padding bits in order to achieve the desired target bit rate if the bit reservoir is already full
and no additional bits can be saved for future use. The size of the bit reservoir is, like the
target bit rate, a configuration parameter of the encoder that can be set according to the
requirements of the intended application.
Figure 4.20 shows in panel (a) an example of the actual bit allocation for the different
elements in the bit stream for a short segment of an audio signal encoded with HILN at a
target bit rate of 6 kbit/s, which corresponds to a average of 192 bit/frame for the typical
frame length of Tf = 32 ms used here.
Table 4.7 provides detailed bit allocation statistics for two typical target bit rates, 6
and 16 kbit/s, measured for 39 audio items. The noise component, which is present in
almost all frames, requires an average bit rate in the range of 1.0 to 1.5 kbit/s, depending
upon the target bit rate. The harmonic tone component requires an average bit rate of less
than 1 kbit/s because it is only present in a minority of the frames. However, if present, it
utilizes typically 2 to 4 kbit/s and can use more than 60% of the available bits in a frame at
the lower target bit rate of 6 kbit/s. In average 50% to 70% of the available bit rate is used
for the parameters of individual sinusoidal trajectories. Approximately 1/3 of these bits
are used for continued trajectories and 2/3 are used for new (“born”) trajectories. Header
data and optional temporal amplitude envelope parameter finally account for approxi-
mately 17% of the available bit rate. Table 4.8 provides information about the average
and maximum all-pole model order (i.e., number of transmitted LAR coefficients) for the
harmonic tone and noise components. Table 4.9 provides information about the average
and maximum number of sinusoidal components per frame, considering the partials of a
harmonic tone as well as new and continued individual sinusoidal trajectories.
The measured distribution of the bit allocation for the different bit stream elements,
of the all-pole model order, and of the number of sinusoidal components is shown in
Figure 4.13 and Figure 4.14 for the target bit rates of 6 and 16 kbit/s, respectively. Panel
(d) of Figure 4.13 shows that at a target bit rate of 6 kbit/s typically 10 to 20 simultaneous
individual sinusoidal trajectories can be present. The peaky distribution in panels (b)
and (f) of Figures 4.13 and 4.14 for the number of LAR parameters and the number of
partials in a harmonic tone is caused by the mechanism used to code this side information.
Specifically, the number of LAR parameters is conveyed as an index into a table with
16 different entries ranging from 1 to 25 (for noise components) or from 2 to 25 (for
harmonic tones), and the number of partial tones is conveyed as an index into a table
with 32 different entries ranging from 3 to 250. These entries are unequally spaced, with
increasing steps towards higher numbers, similar to a companding quantizer.
Information about the utilization of the bit reservoir cannot be derived from the distri-
bution of the total number of bits per frame shown in panel (a) of Figures 4.13 and 4.14.
Therefore, the distribution of the number of bits available in bit reservoir for HILN bit
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Bit stream 6 kbit/s (192 bit/frame) 16 kbit/s (512 bit/frame)
element Min Max Mean Min Max Mean
hdr 14 37 24.2 ( 12.9%) 15 88 53.7 ( 11.2%)
t-env 0 34 9.2 ( 4.9%) 0 85 24.1 ( 5.0%)
harm 0 119 23.2 ( 12.4%) 0 154 21.6 ( 4.5%)
noise 0 79 34.0 ( 18.2%) 0 102 44.5 ( 9.3%)
indi (new+cont) 0 208 96.4 ( 51.5%) 0 643 334.5 ( 69.9%)
new 0 208 67.7 ( 36.2%) 0 643 217.3 ( 45.4%)
cont 0 119 28.7 ( 15.3%) 0 336 117.2 ( 24.5%)
total 14 290 187.0 (100.0%) 15 784 478.4 (100.0%)
Table 4.7: Bit allocation statistics in bit/frame for HILN bit streams encoded at 6 and 16 kbit/s
with a frame length of Tf = 32 ms and a bit reservoir size of 384 bit and 1024 bit,
respectively, measured for 39 audio items.
Bit stream 6 kbit/s 16 kbit/s
element Max Mean Mean Max Mean Mean
all if present all if present
frames (% of frames) frames (% of frames)
harm 25 3.7 11.9 (31.4%) 25 3.7 13.3 (27.7%)
noise 13 11.3 11.9 (95.0%) 19 16.6 17.5 (95.0%)
Table 4.8: Statistics for noise and harmonic tone all-pole model order for HILN bit streams en-
coded at 6 and 16 kbit/s with a frame length of Tf = 32 ms, measured for 39 audio
items.
Bit stream 6 kbit/s 16 kbit/s
element Max Mean Max Mean
harm 43 4.3 43 3.9
indi (new+cont) 23 10.2 73 38.8
new 21 5.9 73 21.4
cont 21 4.3 64 17.3
total 50 14.5 87 42.6
Table 4.9: Statistics for number of sinusoids per frame (harmonic tone partials as well as new and
continued individual sinusoids) for HILN bit streams encoded at 6 and 16 kbit/s with a
frame length of Tf = 32 ms, measured for 39 audio items.
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Figure 4.13: Probability distribution of bit allocation for different bit stream elements, of all-pole
model order, and of number of individual sinusoids and harmonic tone partials for
HILN bit streams encoded at 6 kbit/s with a frame length of Tf = 32 ms, measured
for 39 audio items.
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Figure 4.14: Probability distribution of bit allocation for different bit stream elements, of all-pole
model order, and of number of individual sinusoids and harmonic tone partials for
HILN bit streams encoded at 16 kbit/s with a frame length of Tf = 32 ms, measured
for 39 audio items.
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Figure 4.15: Probability distribution of the number of bits available in bit reservoir for HILN bit
streams encoded at 6 and 16 kbit/s and a bit reservoir size of 384 bit and 1024 bit,
respectively, measured for 39 audio items.
streams encoded at 6 and 16 kbit/s is shown in Figure 4.15. For the bit streams considered
here, the size was chosen to be twice the size of a bit stream frame at the target bit rate,
i.e., 384 bit for 6 kbit/s and 1024 bit for 16 kbit/s. This causes an additional transmission
delay corresponding to 2 frames, i.e., 64 ms. In average there were 191 bit or 731 bit
available in the reservoir at the target rated of 6 or 16 kbit/s. The distribution shown in
the panel (a) of Figure 4.15 indicates that the bit reservoir control algorithm makes good
use of the this reservoir when the encoder is operated at a target rate of 6kbit/s. For higher
target bit rates, the performance of the bit reservoir control is less critical. Informal lis-
tening for bit streams encoded at a target rate of 6 kbit/s indicates that the availability of a
bit reservoir as discussed above avoids audible artifacts that are present if the bit reservoir
is completely disabled. These artifacts occur at signal segments with high PE, for exam-
ple at the onset of complex sounds, and are related to a significant drop in the number
of transmitted individual sinusoidal components that occurs in such situations due to the
higher bit rate demand of new components compared to continued components.
4.2 Parameter Decoding and Signal Synthesis
The signal synthesis module in the decoder is used to reconstruct the component signals
from the parameters that were decoded from the bit stream. By combining these signals,
the final decoded audio signal is obtained. This section starts with a description of the
parameter decoding process. Then, different signal synthesis techniques and their imple-
mentation aspects are discussed and the details and performance of a fast HILN decoder
implementation are presented.
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4.2.1 Decoding of Model Parameters
The parameter decoding process comprises entropy decoding and parameter dequantiza-
tion, i.e., the two steps necessary to reconstruct the parameters of the signal components
from the information conveyed in the bit stream as shown in the lower part (b) of Fig-
ure 2.1. Entropy decoding implements the processes that complement the entropy coding
techniques described in Section 4.1.2. Parameter dequantization complements the quanti-
zation techniques described in Section 4.1.1, and the corresponding quantized values after
dequantization were already given there. Also the prediction process needed to decode
the LARs, as shown in Figure 4.1, was already described in Section 4.1.1.2.
In addition to the unambiguous steps for parameter decoding described above, two
further aspects need to be considered when reconstructing the complete set of parameters
of the hybrid source model required for signal synthesis. These aspects are referred to as
parameter substitution in lower part (b) of Figure 2.1.
The first aspect is related to the problem that a sinusoidal trajectory could be encoded
as a partial of a harmonic tone in one frame and as an individual sinusoid in an adjacent
frame, as explained in Section 3.2.3.2. In this case, it is desirable to synthesize the under-
lying sinusoidal trajectory with a smoothly continuing phase in order to avoid artifacts in
the decoded signal during the transition between the two frames. To address this problem,
the parameters of all sinusoidal components that were received by the decoder for the
current frame are collected in a single merged list. Hence this list includes all individual
sinusoidal trajectories that are present in the current frame as well as all partials of a har-
monic tone, in case that such a tone is present in the current frame. For each sinusoidal
component in this list there is also a pointer that indicates the corresponding entry in the
list of the previous frame in case a sinusoidal component is continued from the previous
frame. For components that are new in the current frame, this pointer is “null.” For both
individual sinusoids and harmonic tones, the bit stream explicitly indicates whether these
components are continued from the previous frame or are new in the current frame, since
this also determines whether the amplitude and frequency parameters were coded differ-
entially with respect to the previous frame or not. In case of a harmonic tone continued
from the previous frame, these continuation pointers are set for all partials that exist in
both the previous and the current frame (note that the number of partials is transmitted in
the bit stream and can vary from frame to frame).
Given these lists of all sinusoidal components for the current and the previous frame,
additional continuation pointers can be added which “connect” components in the current
frame that have no predecessor with components in the previous frame that have no suc-
cessor. To find suitable additional connections, the quality measure qk,i for the similarity
of frequencies and amplitudes defined in Equation (3.45) is utilized. For each component
i in the current frame, the best possible predecessor k is determined, i.e., having the high-
est quality qk,i. If it lies within the maximum permitted frequency ratio r f ,max = 1.05 and
amplitude ratio ra,max = 4, this connection is added by setting the continuation pointer
accordingly. In normal operation, such additional connections are however only permit-

























Figure 4.16: General block diagram of the HILN decoder.
ted between individual sinusoids in one frame and partials in the other frame, or between
partials in both frames. The latter enables to handle e.g. octave jumps of the fundamental
frequency smoothly. Additional connections between individual sinusoids in both frames
are only permitted in a special operation mode that is signaled in the bit stream and of in-
terest primarily in case of error-prone transmission channels. In a third special operation
mode, no such additional connections are introduced at all.
The second aspect is related to the fact that in typical operation no information about
the start phase of new sinusoidal components is transmitted in the bit stream. However,
since start phase values are required for the subsequent signal synthesis, the unavailable
original start phase parameters are substituted by random values in the decoder, which
are taken from a random number generator. These random start phases have a uniform
distribution over the full range 0 ≤ ϕ < 2pi . The use of a fixed start phase (instead of a
random one) would typically result in a less naturally sounding signal, in particular for
harmonic tones with many partials.
4.2.2 Synthesis Techniques and Implementation Aspects
The general structure of a parametric audio decoder based on the hybrid source model
described in Section 3.1 is shown in Figure 4.16. It can be seen as the counterpart of
the corresponding HILN encoder structure shown in Figure 3.17. The first two blocks
in Figure 4.16 refer to the parameter dequantization and decoding process and to the al-
gorithm that merges all sinusoidal components in a frame into a single list of sinusoidal
trajectories that are to be synthesized, as described in Section 4.2.1. In this way, the sinu-
soidal trajectory synthesis block handles both the individual sinusoidal components and
the partials of a harmonic tone. Finally, the noise component is synthesized by a separate
synthesis block, and the synthesized noise and sinusoidal signals are added to obtain the
decoded audio signal. If the parameters of an additional temporal amplitude envelope are
conveyed in the bit stream, the corresponding envelope is reconstructed and applied dur-
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ing synthesis of the respective components as indicated in the bit stream. Hence there is
no separate block needed for the synthesis of transient components described by means of
such a temporal amplitude envelope. The synthesis processes for sinusoidal trajectories
and noise components will be discussed in more detail in the following two sections.
4.2.2.1 Synthesis of Sinusoidal Trajectories
The signal of each sinusoidal trajectory can be synthesized by means of a sine wave
generator according to Equation (3.1). For trajectories continuing from one frame to the
next, phase continuity is maintained and the time-variant control parameters for amplitude
and frequency are derived by linear interpolation. At the start or end of a trajectory, the left
or right half of a Hann window with 50% overlap, respectively, is used instead of linear
amplitude interpolation in order to achieve a smooth fade-in or fade-out of the trajectory.
The sinusoid’s frequency remains constant during this fade-in or fade-out.
When an additional temporal amplitude envelope with steep onset or steep end is
applied to a sinusoidal trajectory, it is questionable whether this envelope should be com-
bined with the linear amplitude interpolation between frames or the 50% overlap windows
for fade-in or fade-out. Such a combination can distort the shape of the resulting signal
envelope. In case of a short transient impulse, this combination can also affect the result-
ing amplitude of the impulse. To avoid these problems, an almost rectangular low overlap
window w2l (t), Equation (3.18), with λ = 1/8 is used instead of the normal 50% overlap
window with λ = 1. Similarly, the amplitude parameter interpolation in case of a contin-
ued trajectory is now done within 1/8 of a frame, while the old and new value are kept
constant before and after this shortened transition, respectively. This shortened fade-in,
interpolation, or fade-out is used in case the additional amplitude envelope has an attack
or decay with a steep slope ratk≥ 5 or rdec≥ 5 within the synthesized signal segment. The
complete definition of these rules is given in Subclause 7.5.1.4.3.4 of the MPEG-4 Audio
standard [46].
The synthesis of sinusoidal trajectories is the computationally most complex part of a
parametric audio decoder. Hence, it is desirable to use efficient algorithms for sine wave
generation. Because sinusoidal components are highly localized in the frequency domain,
a frequency-domain approach can be of interest [28], [33, Section 2.5] for a computation-
ally efficient synthesis of many simultaneous sinusoids. However, for the HILN decoder
considered here, direct synthesis in the time-domain was found to be more appropriate.
The simplest time-domain implementation of a sine wave generator is directly based on
Equation (3.1), using a floating point hardware or library implementation of the transcen-
dental sin() function on the CPU of the target platform. Alternatively, e.g. a table look-up
combined with linear interpolation can be used to approximate the sin() function.
A computational very efficient algorithms for synthesis of sinusoidal trajectories in
an HILN decoder can be found in [73]. There, a sine wave is generated by means of an
actual oscillator, e.g. a second order real-valued all-pole IIR filter with a pole pair located
on the unity circle [40]. Furthermore, optimizations are presented that take into account
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the internal data pipeline behavior of common workstation CPUs.
4.2.2.2 Synthesis of Noise Components
The all-pole model used to describe the spectral envelope of a noise component can be
used directly in a simple yet efficient approach to synthesize the noise component in
the decoder. For this, a white noise signal obtained from a random number generator is
filtered with the IIR all-pole filter defined by the spectral envelope parameters in order to
shape the spectrum of the noise signal accordingly. The amplitude of the filtered noise is
adjusted according to the parameter an. Smooth transitions between frames are achieved
by a windowed overlap/add scheme, Equation (3.17), using a low overlap window wl(t)
with λ = 1/4, as described in Section 3.1.4. If indicated in the bit stream, an additional
temporal amplitude envelope is applied to the noise component of a frame prior to the
overlap-add process.
From a perceptual point of view, there are only weak requirements for the random
number generator producing the white noise filter input signal. A simple pseudo-random
sequence with uniform distribution in the interval [−1,1] and without audible periodicities
has shown to be sufficient for this application.
4.2.3 Complexity of HILN Decoder Implementations
The various approaches for the synthesis of sinusoidal trajectories discussed in Sec-
tion 4.2.2.1 all produce the same audio signal (if implemented correctly and with ap-
propriate numerical accuracy) and only differ in their computational and implementation
complexity. However, it is of interest to note that the synthesis of sinusoidal trajectories
and noise components in an HILN decoder is, in general, not deterministic. This is due
to the random start phases typically used for sinusoidal trajectories, and because of a ran-
dom noise generator used as basis for noise component synthesis. This non-deterministic
behavior needs to be taken in to account when testing or comparing the output signals of
parametric audio decoders.
It is desirable that an HILN decoder has very low computational complexity, which
can be achieved by the efficient synthesis techniques outlined in Section 4.2.2.1. In order
to obtain an approximate measure for the computational complexity required to decode
a bit stream, the MPEG-4 Audio standard [46] introduced the concept of processor com-
plexity units (PCU), measured in million operations per second (MOPS). For an HILN
decoder, the computational complexity depends primarily on the number ns of sinusoidal
components that are synthesized simultaneously, and on the sampling rate fs of the output
audio signal. According to Subclause 1.5.2.2 of the MPEG-4 Audio standard [46], the
PCU value is calculated as
PCU= (1+0.15ns) fs/16 kHz, (4.5)
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Figure 4.17: Probability distribution of the computational complexity (PCU value) derived from
the number of simultaneous sinusoids ns synthesized for each frame, measured for
HILN bit streams encoded at 6 and 16 kbit/s using 39 audio items.
6 kbit/s 16 kbit/s
Max Mean Max Mean
Estimated complexity
Simultaneous sinusoids (ns) 55.00 20.72 111.00 63.61
PCU [MOPS] (1+0.15ns) 9.25 4.10 17.65 10.54
Measured CPU load [MHz]
Pentium MMX, 200 MHz 19 41
Pentium4 Mobile, 1600 MHz 15 33
Athlon64 4000+, 2400 MHz 7 15
Table 4.10: Computational complexity of HILN decoding estimated as PCU value based on the
number of simultaneously synthesized sinusoids ns, and measured for a complete fast
decoder implementation (see [73]) on different workstations for HILN bit streams
encoded at 6 and 16 kbit/s with frame length Tf= 32 ms and sampling rate fs= 16 kHz
using 39 audio items.
where the constant of 1 reflects the complexity of parameter decoding and of the synthesis
of the noise component.
Figure 4.17 shows the distribution of the per-frame computational complexity (i.e., the
PCU value calculated from ns for each synthesized frame) for HILN bit streams encoded
at 6 and 16 kbit/s, measured using 39 audio items. The observed maximum and mean
values for ns and the PCU are given in the upper part of Table 4.10. It can be seen
that the peak complexity (maximum PCU) is approximately twice as high as the average
complexity. Such complexity peaks are typically caused by harmonic tone components
with a high number of partials.
The lower part of Table 4.10 shows the average CPU load in MHz needed to decode
HILN bit streams at 6 and 16 kbit/s for three different workstations. For these measure-
ments, the computationally efficient HILN decoder described above was used [73]. It
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Figure 4.18: Time-domain signal (a) and spectrogram (b) of words “to see” in original speech
signal Suzanne Vega. The spectrum (c) of the signal at t = 2.15 s (as marked by the
dashed line in the spectrogram) shows the noise-like sound of unvoiced fricative /s/
in the frequency band from 5 to 8 kHz.
can be seen that decoding of 16 kbit/s bit streams is on average about twice as complex
as decoding of 6 kbit/s bit streams. Using computationally efficient sinusoidal synthesis
algorithms, the complete decoding and synthesis process for HILN bit streams encoded
at a bit rate of 6 to 16 kbit/s accounts for a CPU load of approximately 10 to 20 MHz on
today’s personal computers. This decoder complexity is comparable to that of most other
state-of-the-art audio coding techniques.
4.2.4 Example of HILN Coding and Signal Reconstruction
The reconstruction of an audio signal by means of signal synthesis in an HILN decoder is
illustrated using a short segment of a speech signal, the words “to see” in signal Suzanne
Vega. Figure 4.18 shows the spectrogram (b) of the original speech signal that was sent
as input signal (a) to the HILN encoder. Furthermore, the spectrum (c) of this signal at
t = 2.15 s is given, showing the noise-like sound of unvoiced fricative /s/ in the frequency
band from 5 to 8 kHz.
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Figure 4.19: Time-domain signal (a) and spectrogram (b) of synthesized decoder output signal
for words “to see” in signal Suzanne Vega and spectrum (c) of this signal at t =
2.15 s. Parametric representation (d) conveyed at 6 kbit/s in an HILN bit stream,
where the amplitude of sinusoidal trajectories is represented by the line width (incl.
fade-in/fade-out), individual sinusoids are shown black, the fundamental frequency
component of a harmonic tone is shown dark gray, and the higher partials middle
gray, and where the noise component is shown as spectrogram in background.
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Figure 4.20: Bit allocation (a) for 6 kbit/s HILN bit stream conveying words “to see” in sig-
nal Suzanne Vega (as shown in Figure 4.19), showing the size of the different bit
stream elements conveying the parameters of the signal components. Separated
spectrogram-like representation of harmonic tone partials (b), individual sinusoids
(c) and noise component (d), as shown together in panel (d) of Figure 4.19.
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Figure 4.19 shows in panel (b) the spectrogram of the final output audio signal gener-
ated in an HILN decoder based on the model parameters conveyed in the bit stream for a
short signal segment encoded at 6 kbit/s. Comparing this spectrogram with the spectro-
gram of the original signal shown in Figure 4.18, it can be seen that the major features
of all tonal and noise-like signal components are maintained fairly good in the decoder
output signal.
Panel (d) of Figure 4.19 shows a spectrogram-like graphical representation of the
parameters of the signal components that were conveyed in the bit stream. Sinusoidal
trajectories are shown as lines, where the line width is proportional to the amplitude of the
component on a logarithmic scale. The line width also reflects the effect of an additional
temporal amplitude envelope, which e.g. can be seen at 1.97 s. For simplicity, the exact
shape of the windows used during fade-in and fade-out at the start and end of a trajectory
are not shown here, and a simple triangle-like visualization is used instead. Trajectories of
individual sinusoids are shown in black, while the fundamental frequency of a harmonic
tone is shown in dark gray, and the higher partials in middle gray. The spectral envelope
of the noise component is shown as spectrogram in background. The effect of the overlap-
add windows used for noise synthesis is not reflected in this graphical representation, such
that the vertical-bar like structure of the noise component spectrogram clearly indicates
the frame structure of the parametric description with a frame length of Tf = 32 ms.
Using the same graphical representation, the different components of the decoder out-
put signal are shown separately in Figure 4.20. Here, panel (b) shows the fundamental
and higher partials of the harmonic tone component, panel (c) shows the individual sinu-
soidal components, and panel (d) shows the noise components. It should be noted that
the additional connections between individual sinusoids and harmonic tone partials that
were added during parameter decoding (as described in Section 4.2.1) are only shown in
Figure 4.19, but not in Figure 4.20.
4.3 Extensions for Additional Functionalities
The framework of a parametric audio coding system can easily be extended to include
additional functionalities. The following sections discuss the extensions necessary to pro-
vide time-scaling and pitch-shifting in the decoder, to enable bit rate scalability in the
coding system, and to improve the robustness in case of transmission errors.
4.3.1 Time-Scaling and Pitch-Shifting
The parametric representation of the audio signal that is available in the decoder prior to
the synthesis block allows to apply signal modifications directly in the parametric domain.
In particular, independent time-scaling and pitch-shifting can be performed in a compu-
tationally very efficient way. Both are signal modifications that are difficult and complex
to implement for signals represented as time-domain waveform.
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Time-scaling is achieved by changing the synthesized frame length Tf without chang-
ing the component parameters, thus modifying the playback speed of the signal without
affecting the pitch of the signal. In principle, also time-reversed playback or continuous
playback of the instantaneous sound of the signal at a single point of time is possible. In
these cases, however, the parametric signal representation needs to be re-sampled prior to
synthesis such that the actual signal synthesis is carried out for frames of typical length.
Pitch-shifting is achieved by multiplying all frequency parameters of the sinusoidal
trajectories by the desired factor prior to synthesis, thus altering the pitch of the signal
without affecting the playback speed. In this way, pitch and formants of a speech sig-
nal are modified in the same manner. If the pitch is shifted up, care must be taken in
order to avoid aliasing for sinusoidal trajectories whose frequencies now exceed fs/2 of
the synthesized signal. This is achieved by muting trajectories during synthesis if their
instantaneous frequency is equal to or higher than fs/2.
For noise component synthesis, however, pitch-shifting is less straight-forward, since
the all-pole filter parameterization of the spectral envelope is based on the sampling rate
of the original audio signal, i.e., fs,SEM = fs. In an HILN decoder, pitch-shifting for noise
signals is achieved by first synthesizing the noise component at the original sampling rate
and then re-sampling the synthesized waveform according to the desired pitch-shift factor.
4.3.2 Bit Rate Scalability
In several application scenarios, the bit rate available on a transmission channel is un-
known at the time of encoding. In these circumstances, it is desirable that a subset of the
encoded original bit stream with a lower bit rate not exceeding the actual channel capacity
can be extracted easily. This functionality is referred to as bit rate scalability or as hier-
archical embedded coding and is usually realized by a layered structure of the original bit
stream, comprising a base layer and one or more additional enhancement layers.
The base layer bit stream of the bit rate scalable HILN system has the same format as
for a non-scalable configuration. To simplify system design, the enhancement layers can
only carry the parameters of additional individual sinusoidal components. In this way, the
perceptually most salient components, including noise components and harmonic tones
(if present in the signal), are always conveyed in the base layer. This ensures a meaningful
minimum perceptual quality in case that only the base layer is available to the decoder.
The structure of one frame of the enhancement layer bit stream is similar to that of a
base layer frame shown in Figure 4.12, but without the parameters describing temporal
amplitude envelopes, noise components, or harmonic tones. The frame header indicates
the number of additional sinusoids conveyed in this enhancement layer. Sinusoidal tra-
jectories can be continued from the base layer to the enhancement layer, but not the other
way around, since that would make the base layer dependent upon the enhancement layer.
The enhancement layer format permits to stack several enhancement layers on top of each
other, thus enabling a finer granularity of the bit rate scalability.
Bit allocation in an HILN encoder providing bit rate scalability is quite similar to the
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non-scalable case described in Section 4.1.4. Bit allocation for the base layer is done in the
same way as in a non-scalable system, with the only exception that temporal amplitude
envelope data must already be conveyed in the base layer even if only sinusoids in an
enhancement layer make use of this data. Bit allocation for enhancement layers adds
further sinusoidal components (in addition to those conveyed in the base layer) in the
order of perceptual relevance that was determined during signal decomposition.
Rate distortion optimization in a bit rate scalable system is more difficult than for
the non-scalable case described in Section 3.4.1 and requires compromises. An example
for this is extraction of the noise component, which in the present approach depends on
the number of extracted sinusoidal components. And this, in turn, depends on the target
bit rate. As result, the noise component in the base layer of a scalable configuration is
somewhat weaker (i.e., has less energy) than in a non-scalable bit stream with the same
bit rate as the base layer. In general, compromises like this are part of the cost that is
associated with enabling the functionality of bit rate scalability.
4.3.3 Error Robustness
In a scenario where the bit stream conveying the coded audio signal is transmitted over
error-prone transmission channels, good error robustness of the coding system is desir-
able. Different adaptions and extensions were integrated into the basic HILN parametric
coding system in order to achieve this functionality.
• Unequal Error Protection It case of channels with bit errors, it is common to
employ error correcting codes that add redundancy in order to enable forward error
correction (FEC), i.e., correction of transmission errors in the decoder. However, the
impact of a bit error on the decoded audio signal is not the same for the different
bits in a bit stream frame. Therefore, it is advantageous to assign the bits in a frame to
appropriate error-sensitivity categories (ESC). This allows for unequal error protection
(UEP), i.e., to add more redundancy for better error correction to those categories of
bits where errors would have a higher impact on the decoded signal. For the HILN, a
total of 5 ESCs are defined, and a more detailed discussion can be found in [108].
• Encoding for Reduced Error Propagation The time-differential or predictive
coding used for the parameters of continued components is prone to error propagation
from frame to frame. If transmission of the bit stream over an error prone channel
is expected, the encoder can be configured to take precautions that limit the effect of
possible error propagation. The general idea is to restrict the maximum duration of the
use of differential coding. A correspondingly configured encoder limits the maximum
number of consecutive frames for which a component is continued. When reaching
this limit, the encoder is forced to re-start the component again in the next frame using
absolute coding of parameters. An alternative approach is to re-start all components
periodically every Qth frame, similar to an intra-frame (I-frame) as known from video
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coding. In both cases, a reduced risk of error propagation comes at the price of an
increased bit rate.
The periodic re-start of sinusoidal components would lead to phase discontinuities
for long trajectories if no start phase information is conveyed and a random start phase
is used. To avoid this problem and enable phase-continuous synthesis of re-started si-
nusoids, a special operation mode of the decoder module for additional “connections”
between sinusoidal components is available, as described in Section 4.2.1.
• Error Concealment in Decoder If a transmission error or the loss of a data packet
is detected, the decoder can attempt to mitigate the effect of the error on the decoded
signal by means of error concealment techniques. For example, the complete signal
or affected components can be muted, or missing parameters can be extrapolated from
previous data. In the HILN parametric coding systems, error concealment techniques
can be implemented in a simple and efficient manner directly in the parameter domain
prior to signal synthesis. A more detailed discussion of HILN error concealment and
evaluation of its performance can be found in [108].
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5 MPEG-4 HILN Experimental Results
The parametric audio coding system developed in this thesis has been adopted as a part of
the MPEG-4 standard, where it is referred to asHarmonic and Individual Lines plus Noise
(HILN) coding. This chapter provides a short overview of the MPEG-4 Audio standard
and the development of HILN as part of this standard. To assess the audio quality achieved
by HILN, different listening tests were carried out. Their results are reported here, with
focus on the verification test that concluded the standardization process.
5.1 MPEG-4 Audio and HILN Parametric Audio Coding
The MPEG-4 standard, formally referred to as ISO/IEC 14496 – Coding of audio-visual
objects, was developed by ISO’s moving picture experts group (MPEG) [75] and an
overview of the standardization process can be found in [94]. MPEG-4 comprises a large
set of tools for coding of audio and video objects and for the description of complete
scenes composed of such objects. HILN is one of the available audio coding tools, and is
defined in the Part 3, Audio, of the standard [46].
The objective of the MPEG-4 Audio standardization work was to define a system that
enables the efficient representation of complete audio scenes containing one or more nat-
ural or synthetic audio objects [107]. In this context, a natural object represents an audio
signal encoded from an input waveform, whereas a synthetic object represents an audio
signal described at a higher level, e.g., as musical score or as written text. Furthermore,
MPEG-4 Audio distinguishes between speech objects and audio objects in order to utilize
the different characteristics of these classes of signals.
For natural speech objects, traditional CELP coding at approximately 4 to 24 kbit/s as
well as parametric speech coding by means of harmonic vector excitation coding (HVXC)
[88] at approximately 2 to 4 kbit/s is available [89]. For natural audio objects, traditional
transform coding as well as parametric audio coding by means of HILN is available [38].
The transform coder is based on the MPEG-2 AAC framework [9] and was extended in
various ways. For low bit rates in the range of approximately 6 to 16 kbit/s/ch, TwinVQ
[52] can be used as an alternative quantization and coding tool. The HILN parametric
audio coder is subject of this thesis and can be used for low bit rates up to approximately
16 kbit/s. For synthetic speech objects, a text-to-speech interface (TTSI) is defined that
allows to control a suitable Text-to-Speech synthesizer as part of an MPEG-4 Audio de-
coder [123]. For synthetic audio objects, the structured audio (SA) tool-set is available
[123]. It is basically a computer music language similar to MUSIC V or Csound and com-
prises both a score language (SASL) and an orchestra language (SAOL) [124]. The final
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audio scene presented to the listener can be composed of different audio objects, includ-
ing possible effects processing by means of the SA tool-set. The storage or transmission
multiplex carrying the bit streams of the different audio objects in a scene and the details
of the scene description are defined in Part 1, Systems, of the standard [43].
5.2 Assessment of Performance of HILN
In order to assess the audio quality achieved by the HILN parametric audio coder, various
subjective listening tests were carried out during the development and standardization
of the coder. These tests followed the guidelines described in ITU-R recommendation
BS.1284 [49]. Two different types of tests can be distinguished.
In the first type, two alternative coders, A and B, are compared to each other. A
short test item, typically not longer than 20 s, is presented as sequence R, A, B to the
subject, where R is the original signal played as reference, and A and B are the two coded
versions. The subject is asked to grade the difference between A and B on a continuous
7-point comparison scale ranging from +3 (A much better than B) over 0 (A the same as
B) to -3 (A much worse than B), as shown in Figure 5.1. The mean grade over all subjects
is referred to as comparison mean opinion score (CMOS). In addition to the mean grade,
also its 95% confidence interval (CI) is reported in order to assess the consistency or
variation of the grades given by the subjects.
In the second type of tests, the absolute audio quality of a coder A is assessed. The
test item is presented as R, A (or, with one repetition, as R, A, R, A), and the subject
is asked to grade the audio quality of A on a continuous 5-point quality scale ranging
from 5 (Excellent) to 1 (Bad), as shown in Figure 5.2. The original signal R is to be used
as reference by the subjects, and they are instructed to give the grade 5 (Excellent) if A
sounds the same as R. The mean grade over all subjects is referred to as mean opinion
score (MOS), and also its 95% CI is reported.
For all CMOS and MOS tests reported in the following, mono signals were used and
played to the subjects over headphones. The original signals used as reference in the test
have the same sampling rate as the input and output signal of the coder under test, and
thus have a limited audio bandwidth. All tests were conducted as double-blind tests with
a randomized presentation order of the items and coders.
5.2.1 Results from MPEG-4 Core Experiment Phase
In the following, the results of the major listening tests carried out during the develop-
ment of HILN are presented. This development started with the analysis/synthesis audio
codec (ASAC) [18]. The ASAC parametric audio coder, which supports only individual
sinusoidal trajectories, was one of the proposals submitted to MPEG-4 standardization
process in response to the initialMPEG-4 Call for Proposals [76]. In the following com-
petitive phase, it was selected to become one of the tools in the MPEG-4 Audio tool-set.




























































































Test sites: + Hannover × Sony  Philips
Figure 5.1: Results from the CE on HILN-v1, adding harmonic tone and noise components to the
ASAC sinusoidal coder, for three test sites Hannover (8 subjects), Sony (8 subjects),
Philips (16 subjects) shown as CMOS with 95% CI. HILN-v1 is compared against
ASAC at 6 kbit/s, using original signals with 8 kHz sampling rate and assessing the
12 CE items (after [97]).
Thus, the proposed ASAC system [17] was included in the first draft MPEG-4 Audio
verification model [19], [78] in 1996. The development of the MPEG-4 Audio standard
then progressed in a collaborative phase based on the core experiment (CE) methodology
[79]. The further development of the initial ASAC parametric audio coder was carried out
in parallel with the ongoing MPEG-4 standardization process and resulted finally in the
HILN system as presented in Chapters 3 and 4.
In a first core experiment [96], the original ASAC system (which supports only indi-
vidual sinusoids) was extended by harmonic tones and noise components to form a first
version of HILN (HILN-v1) [101], [102]. This HILN-v1 coder employs a very simple
spectral envelope model (grouping of partials) for the harmonic tone and a simple DCT-
based spectral envelope model (i.e., an all-zero model) for the noise components. The
results of listening tests that compared ASAC with HILN-v1 are shown in Figure 5.1 (af-
ter [97]). Three test sites with a total of 32 subjects participated in this test, and the 12 CE
test items listed in Table A.1 in Appendix A were used in this test. Both the old ASAC
and the new HILN-v1 coder operated a 6 kbit/s with a sampling rate of 8 kHz, and the
CMOS test methodology was used to compare their audio quality. It can be seen from
the mean grades and their 95% CIs that the extensions included in HILN-v1 result in a
significantly improved quality for 3 to 6 items (depending on the test site) out of the 12
test item. Two test sites also reported a significantly decreased quality for 2 or 3 items.
However, the overall improvement of quality is still significant.
























































Figure 5.2: Results from the MPEG-4 Audio Version 1 Audio on Internet verification tests A
(TwinVQ and HILN-v1 at 6 kbit/s) and B (AAC and HILN-v1 at 16 kbit/s) for test
site 1 (15 subjects) and test sites 2+4 (21 subjects in total) shown as MOS with 95%
CI for the mean grades for 10 items, using original signals with sampling rate of 8 kHz
(test A) and 16 kHz (test B). Tests A and B each used their own set of 10 items (after
[83]).
The MPEG-4 Audio Version 1 verification test addressing Audio on Internet (AOI)
applications comprised four parts, referred to as tests A, B, C, and D. The results for the
two HILN-related parts, tests A and B, are summarized in Figure 5.2 (after [83]). Test A
assessed the performance of the TwinVQ and HILN-v1 at 6 kbit/s, with MP3 at 8 kbit/s as
anchor and original signals with 8 kHz sampling rate. Test B assessed the performance of
the AAC and HILN-v1 at 16 kbit/s, with G.722 at 48 kbit/s as anchor and originals signals
with 16 kHz sampling rate. TwinVQ [52] is the MPEG-4 transform coder intended for bit
rates of 6 to 16 kbit/s and was therefore used in test A. AAC [9], on the other hand, is the
MPEG-4 transform coder intended for bit rates of 16 kbit/s and above and was therefore
used in test B. A total of 36 subjects participated at three test sites. Tests A and B each
used their own set of 10 items selected as typical and critical material from a total of 39
test items listed in Table A.2 in Appendix A (see [83] for more details), and the MOS test
methodology was used to assess the absolute audio quality of the coders in the test. The
mean scores indicate that HILN-v1 performs significantly worse than TwinVQ at 6 kbit/s
and significantly worse than AAC at 16 kbit/s. Because of these results, it was decided to
exclude HILN-v1 from the first version of the MPEG-4 Audio standard [44] and continue
development of HILN for the second version of the standard.
Since the audio quality of HILN-v1 and TwinVQ shows a strong dependency upon
the test item characteristics, a further listening test was carried out at two additional test
sites for all 39 items coded at 6 kbit/s [98]. The results of this test indicated that the


































































































Coders: + HILN-v1 × HILN  TwinVQ
Figure 5.3: Results from the CE on improved quantization, coding, and spectral models for HILN
at 6 kbit/s with 9 subjects for HILN-v1, HILN, and TwinVQ shown as MOS with 95%
CI, using original signals with 8 kHz sampling rate. The 10 items from AOI test A
plus two additional items (marked [*]) were assessed (after [100]).
mean scores for both coders over all 39 items were not significantly different. However,
HILN-v1 exhibited a larger variation of the quality over the items than TwinVQ. This
explains the inferior mean performance of HILN-v1 when primarily critical test items are
used in a listening test.
In a second core experiment [99], the first version of HILN (HILN-v1) was improved
further, which resulted in the final HILN coder [106]. In this process, the quantization and
coding of the parameters of the individual sinusoids was significantly improved by opti-
mized variable length codes and subdivision coding (SDC) as presented in Section 4.1.2.
Furthermore, all-pole spectral envelope models were introduced for the harmonic tone
and noise components, using the LAR parameterization and coding as described in Sec-
tion 4.1.1.2. The results of the listening test from this core experiment are shown in
Figure 5.3 (after [100]). In this test, the final HILN coder with improved quantization,
coding, and spectral models was compared to HILN-v1 at 6 kbit/s, and TwinVQ was in-
cluded as anchor. The 10 test items from the AOI test A plus two additional test items
were used in this test, with an original sampling rate of 8 kHz. The test was carried out at
one test site with 9 subjects, and the MOS test methodology was used. It can be seen that
HILN achieves a significantly higher mean audio quality at 6 kbit/s than both HILN-v1
and TwinVQ. For 4 out of the 12 items used in this test, a significant quality improvement
of HILN over HILN-v1 was observed, while no item got significantly worse. Comparing
HILN with TwinVQ, it can be seen that HILN performs clearly better for single instru-
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ment signals, like glockenspiel and bass guitar, and for mixed speech/music signals, like
Tracy Chapman (pop music with vocals), classic (opera), and Radio France (talk with
background music). TwinVQ was found to be slightly better than HILN for only two test
items with complex orchestral sounds (orchestral piece and contemporary pop music).
5.2.2 Results of the MPEG-4 Verification Listening Test
For final verification, HILN has been compared to other state-of-the-art audio coding
systems by means of a listening test at bit rates of 6 and 16 kbit/s [84]. In addition to
non-scalable bit streams at 6 and 16 kbit/s (denoted HILN06 and HILN16), also a scal-
able HILN bit stream configuration with a 6 kbit/s base layer and a 10 kbit/s enhancement
layer was included in this test. The scalable bit streams were decoded at 6 kbit/s (denoted
HILN0616BL) and at their total rate of 16 kbit/s (denoted HILN0616EL). The transform
coders TwinVQ and AAC were used as anchors for the tests at 6 and 16 kbit/s, respec-
tively, and the original signals for all tests had a sampling rate of 16 kHz. The tests at 6
and 16 kbit/s each used their own set of 7 items selected as typical and critical material
from a total of 39 test items as listed in Table A.2 (see [84] for more details). The test
was carried out at one test site with 16 subjects, and the MOS test methodology was used.
The test results for 6 kbit/s are shown in Figure 5.4. It can be seen that the HILN para-
metric coder performs comparable to the MPEG-4 transform coder (here: TwinVQ) when
the mean score over all items is considered. For single instrument signals (like glocken-
spiel and percussion) HILN performs better then TwinVQ, while it performs worse than
TwinVQ for complex orchestral sounds (like orchestra + applause). For most of the other
test items, the performance of HILN and TwinVQ is similar. The test results for 16 kbit/s
are shown in Figure 5.5. Also at this bit rate it can be seen that the HILN parametric coder
performs comparable to the MPEG-4 transform coder (here: AAC) when looking at the
mean score over all items. An analysis of the results for the individual items shows the
same tendencies as for 6 kbit/s, namely better performance of HILN for single instrument
signals (like accordion + triangle) and worse performance for complex orchestral sounds
(like orchestra + applause). Comparing the audio quality from scalable HILN bit streams
(HILN0616) with that from non-scalable HILN bit streams at the same total rates of 6 and
16 kbit/s, only a small reduction in audio quality is observed that is not significant.
Because the HILN coder performed according to expectations in this verification test,
it was adopted in the second version of the MPEG-4 Audio standard [45], [103], where
it is defined in Subpart 7. Associated conformance test procedures are defined in Part 4
of the MPEG-4 standard [47] and a reference software implementation of the decoder is
provided in Part 5 [48]




















































Coders: + HILN06 × HILN0616BL  TWINVQ06
Figure 5.4: Results from the MPEG-4 Audio Version 2 verification test at 6 kbit/s with 16 subjects
for HILN06, HILN0616BL, and TWINVQ06 shown as MOS with 95% CI for the 7



















































Coders: + HILN16 × HILN0616EL  AAC16
Figure 5.5: Results from the MPEG-4 Audio Version 2 verification test at 16 kbit/s with 16 sub-
jects for HILN16, HILN0616EL, and AAC16 shown as MOS with 95% CI for the 7




The objective of this thesis is the efficient coding of arbitrary audio signals at very low
bit rates. In order to find a suitable approach to this problem, a general parametric audio
coding framework has been devised. By combining different source models into a hybrid
model, it permits flexible utilization of a broad range of source and perceptual models.
Using this framework, a complete parametric audio coding system for bit rates in the range
of approximately 6 to 16 kbit/s has been developed. In the course of this development,
two major tasks had to be accomplished.
• The first task comprises the design of an appropriate hybrid source model and the
development of algorithms for parameter estimation and signal decomposition which
also consider a perceptual model. It was divided into four steps.
• The second task comprises the design of a suitable parameter quantization, coding,
and bit allocation scheme as well as the development of efficient synthesis algorithms
for the decoder and extensions of the coding system that enable additional functional-
ities. It was divided into three steps.
Parameter Estimation and Signal Decomposition
As a first step, a suitable hybrid source model is required in order to obtain a compact
parametric description of an audio signal. To assess the efficiency of such a source model,
it is necessary to employ it in the context of a complete coding system. Hence, the design
of the hybrid source model has been carried out in parallel with the development of the
coding system itself. While known hybrid source models combine sinusoidal, noise, and
transient model components, the developed hybrid source model also permits to describe
harmonic tones that coexist simultaneously with all other components.
Already a pure sinusoidal source model would permit to describe arbitrary signals ex-
actly, similar to a Fourier representation. It is, however, obvious that this representation
is very inefficient for noise-like signals. This reveals the need to include a noise compo-
nent in the hybrid model. By grouping a set of sinusoidal trajectories as a harmonic tone
component, the number of required parameters can be reduced, thus obtaining a more
compact representation.
A sinusoidal trajectory is characterized by its frequency and amplitude and an initial
phase at the onset time. A harmonic tone is characterized by its fundamental frequency
and the amplitudes and initial phases of its partials. To accommodate for slight inhar-
monicities, as for example observed for stiff strings, an additional stretching parameter
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has been introduced which allows to describe the increasing spacing of partials towards
higher frequencies. A more compact parameterization of the amplitudes of the partials
is possible when they are described by the spectral envelope of the harmonic tone in
combination with an overall amplitude parameter. Different schemes for a compact pa-
rameterization of the spectral envelope were investigated. Similar to schemes based on
linear predictive coding (LPC), the magnitude response of an all-pole filter of appropriate
order has been chosen for this purpose. The filter parameters are represented as reflec-
tion coefficients to facilitate easy reduction of the filter order if a less accurate spectral
envelope is sufficient. A noise component is characterized by its overall amplitude and
spectral envelope. Also here, the magnitude response of an all-pole filter of appropriate
order is used to describe the spectral envelope.
Because the components’ frequency, amplitude, and spectral envelope parameters may
vary slowly over time, they are estimated at regular intervals and interpolated during syn-
thesis. This frame-based approach means that the audio signal is handled as a sequence
of frames with a fixed frame length (stride) Tf which represent overlapping signal seg-
ments. Typically, a frame length Tf of 32 ms optimizes the performance of the coding
system when operated at its target bit rate range. This frame length, however, is too long
to describe the fast variation of amplitude parameters which occur at signal transients.
Therefore, additional parameters have been introduced to model the temporal amplitude
envelope of components more precisely at signal transients. The additional parameters
are the attack and decay rates and the temporal location of the maximum within a frame.
To limit the complexity of the source model and to simplify signal decomposition,
only a single harmonic tone component and a single noise component in combination with
multiple sinusoidal trajectories are permitted by the hybrid source model at any time.
As a second step, accurate and robust parameter estimation for signal components
is important in order to allow perceptually equivalent resynthesis of components and to
facilitate analysis-by-synthesis-based signal decomposition.
The component parameters are estimated once per frame and the estimation is based
on a signal segment obtained using a temporal window centered around the midpoint of
the frame. The windows for consecutive segments typically overlap by 50%.
For sinusoidal components, accurate estimation of the frequency is vital. For the
simple case of a single sinusoid with constant frequency in white Gaussian noise, the
maximum likelihood estimator is basically given by the location of the maximum in the
periodogram, i.e., the squared magnitude of the Fourier transform. Once a frequency
estimate is available, amplitude and phase can be found by correlation with a complex
sinusoid having the estimated frequency.
In order to reduce interference from neighboring sinusoidal components and to meet
the assumption of a single sinusoid in noise, a bandpass filter with a passband centered at
an initial estimate of the sinusoid’s frequency has been introduced. The initial estimate,
usually the location of a peak in the discrete Fourier transform of the signal segment, is
provided by a decomposition algorithm. In combination with the above mentioned tem-
poral window, the estimation thus evaluates only a section of the time-frequency plane.
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The filter bandwidth has been chosen carefully to achieve a good trade-off between max-
imum attenuation of neighboring components and minimum attenuation of the sinusoid
to be estimated, which may be located off-center due to the error of the initial estimate.
Typically, a bandwidth of approximately 30 Hz is used.
To implement bandpass filtering and frequency estimation, the signal is subjected to a
frequency shift determined by the initial estimate, followed by a lowpass filter. Frequency
shifting is performed by heterodyning with a complex local oscillator signal having the
initially estimated frequency. The frequency of the resulting complex baseband signal is
then estimated accurately as the slope of a linear approximation of its phase over time. Fi-
nally, the initial estimate is added to obtain an accurate frequency estimate for the original
signal.
To accommodate for the time-varying frequency of a sinusoidal trajectory in case
of vibrato or portamento, the heterodyne-based frequency estimator has been extended
to permit also estimation of the sweep rate of linearly changing frequencies. For this
purpose, the filter bandwidth had to be increased to cover the frequency range traversed
during the duration of the signal segment.
High sweep rates, as for example observed for the higher partials of a singing voice,
cannot be recovered this way because of increasing interference from neighboring par-
tials. To address this problem, algorithms for building sinusoidal trajectories from a time-
series of frequency and amplitude parameter estimates have been investigated. A simple
trajectory-building approach is based on finding the best matches between frequency and
amplitude parameters of the sinusoids estimated independently in consecutive segments.
Because of the mentioned problems, the results are not reliable in case of high sweep
rates. More reliable results can be obtained if the signal of a sinusoidal component is
actually tracked between consecutive segments. Hence, the sweep estimator has been ex-
tended to take into account the frequency and phase parameters in the previous segment
in order to provide phase-locked tracking of a supposed sinusoidal trajectory. The differ-
ence between the frequency in the previous segment and initial frequency estimate for the
current segment provides also an initial estimate of the sweep rate. A correspondingly
sweeping local oscillator signal permits to extract a slanted section of the time-frequency
plane for the accurate frequency and sweep rate estimation.
Reliable estimation of harmonic tone parameters is essential because detecting an er-
roneous fundamental frequency and forcing sinusoidal signal components onto the corre-
sponding incorrect harmonic grid can result in very annoying artifacts. The problem here
is to search for potential fundamental frequencies with partials that match well a subset of
the sinusoidal trajectories estimated in the current signal segment. First, a coarse search
is performed over the full range of permissible fundamental frequencies, typically from
30 Hz to 1 kHz. Then, a refined search in the neighborhood of the first match is car-
ried out to find the accurate fundamental frequency and stretching parameter. If the best
match fulfills minimum requirements, the corresponding sinusoids are taken as partials of
the harmonic tone.
To improve modeling of transient signals, an additional temporal amplitude envelope
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can be applied to sinusoidal trajectories, harmonic tones, and noise components. Esti-
mation of the envelope is based on the magnitude of an analytic signal derived from the
current signal segment with help of a Hilbert transform. The envelope parameters are
found by fitting the triangular attack/decay model envelope to the signal’s magnitude over
time using weighted regression techniques. The envelope reconstructed from the esti-
mated parameters has then to be taken into account during amplitude estimation for the
components in question.
The parameter estimation for a noise component assumes a noise-like input signal.
Since the spectral envelope of the noise component is described by an all-pole filter mag-
nitude response, the same techniques as used in LPC-based coding schemes are applied to
find the filter coefficients. The noise amplitude parameter is calculated directly from the
signal’s variance. If non-noise components are present in this input signal, the estimated
noise parameters may become inaccurate.
As a third step, the problem of an appropriate signal decomposition algorithm has to
be addressed. Such an algorithm has to determine the different components that constitute
the input signal and initiate parameter estimation for these components. For this purpose,
deterministic and stochastic components have to be distinguished. The parameters of
a deterministic component describe a well-defined signal, whereas the parameters of a
stochastic component characterize an underlying stochastic process.
Deterministic components permit subtractive signal decomposition. This enables an
iterative analysis-by-synthesis approach. Starting from the original input signal segment,
in each step of the iteration a dominant deterministic component in the current residual
is extracted. The extraction is realized by estimating the component parameters and then
resynthesizing and subtracting the component to calculate a new residual. In contrast,
stochastic components do not allow for subtractive decomposition. However, it can be as-
sumed that, if all deterministic components have been extracted properly, only stochastic
components are left over in the residual.
Deterministic components, like two sinusoids closely spaced in frequency, can be
non-orthogonal due to the limited duration of the analyzed signal segment. In this case,
the greedy nature of the iterative analysis-by-synthesis approach can lead to an increased
parameter estimation error. This effect, however, has been alleviated sufficiently by using
robust parameter estimation and component tracking as described above.
The decomposition algorithm has to ensure that determination of the type of a com-
ponent is reliable and robust. In order to avoid modeling noise-like signals as sinusoids,
estimated sinusoidal parameters are discarded if the resynthesized sinusoid does not lead
to a sufficient reduction of the residual in a narrow spectral band centered at the estimated
frequency. On the other hand, modeling sinusoidal components as noise should also be
avoided. Hence, all significant sinusoidal components have to be extracted from the input
signal even if not all of them will be transmitted to the decoder.
Discrimination of noise and sinusoidal components during signal decomposition has
been improved further by incorporating a perceptual model that, based on the spectral
flatness measure, indicates whether a given spectral band is perceived as a tonal or noise-
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like signal. Thus, extraction of sinusoids is avoided for spectral bands perceived as noise.
In view of the application to very low bit rate audio coding, component selection be-
comes important in order to ensure that the perceptually most relevant components are
conveyed in the bit stream. For this purpose, the components are ordered according to
their perceptual relevance and the first I components on this list are selected for transmis-
sion, where I is adapted dynamically to comply with bit rate constraints. An appropriate
perceptual model is required in order to assess the relevancy of a component. Different
perceptual models and reordering strategies have been investigated. Generally, strategies
based on the masked threshold as well as strategies that seek to approximate the auditory
excitation level were found suitable. Differences in performance were mainly observed
for the case of a very small number I of selected components, where excitation-based
strategies performed advantageous.
As a fourth step, in order to optimize the coding system in a rate distortion sense,
constraints imposed by the available bit rate have to be considered during signal decom-
position and component selection. If, for example, only a very small number of sinusoidal
components can be conveyed due to bit rate constraints, it can be perceptually advanta-
geous to include some of the energy of the discarded sinusoids in the noise component.
Such aspects were included empirically in the signal decomposition and component se-
lection algorithms. In addition to the quality-optimized encoder described here, also an
alternative encoder implementation with significantly reduced computational complexity
was studied.
Parameter Coding and Signal Synthesis
As a first stepwhen building a complete audio coding system based on the parametric sig-
nal representation introduced here, procedures for efficient parameter coding are needed,
comprising parameter quantization and entropy coding of the quantized parameters. For
each signal segment, the coded parameters are conveyed as one frame of the bit stream.
Amplitude and frequency parameters of sinusoidal trajectories are quantized non-
uniformly, with quantization step sizes approximating the just-noticeable differences for
amplitude and frequency changes as known from psychoacoustics. Tests in the context of
a complete coding system have shown that, for amplitude parameters, a somewhat coarser
quantization is permissible, especially at the onset of trajectories. Hence, amplitudes are
quantized uniformly on a logarithmic scale with a step size of 1.5 dB, or 3 dB at onsets,
while frequencies are quantized uniformly on a critical-band rate scale with 1/32 Bark
step size. It was also found that, if start phases of trajectories are not transmitted and
random start phases are used for synthesis instead, the subjective quality of the decoded
signal is generally not degraded. However, if deterministic decoder behavior is needed,
start phases are quantized uniformly with pi/16 step size.
The fundamental frequency of a harmonic tone is quantized uniformly on a logarith-
mic scale with a step size of 1:1.0026 (4.5 cent). The parameter for the overall amplitude
of a harmonic tone, which is calculated as the root of the summed squares of the partials’
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amplitudes, is quantized uniformly on a logarithmic scale with a step size of 1.5 dB.
To quantize and code the all-pole filter parameters describing the spectral envelope
of a harmonic tone, a logarithmic area ratio (LAR) representation of the reflection coeffi-
cients is adopted. Unlike the line spectral frequency (LSF) representation commonly used
in speech coding, LARs allow changes of the filter order from frame to frame while still
permitting efficient inter-frame prediction of filter parameters. This inter-frame prediction
uses a predictor coefficient of 0.75 or 0.5 after subtracting the mean LARs of the aver-
age lowpass spectrum. The LARs are quantized uniformly with empirically determined
quantizer step sizes of approximately 0.1. Variable length codes are employed to achieve
entropy coding.
To encode the quantized parameters of new sinusoidal trajectories, i.e., those with an
onset in the current frame, a sophisticated technique has been devised that is referred to
as subdivision coding (SDC). It is motivated by the fact that it is not necessary to convey
the set of frequency/amplitude parameter pairs of new sinusoidal trajectories in a specific
order. By allowing an arbitrary permutation of this set of N parameter pairs, a redundancy
of approximately log2(N!) bit per frame can be exploited. SDC successfully utilizes this
effect by arranging the parameter pairs in an order of increasing frequency. Furthermore,
it takes also advantage of the non-uniform probability distribution of the frequency and
amplitude parameters.
For all frequency and amplitude parameters of components continued from the pre-
vious frame, differential coding of the quantized parameters is employed to implement
inter-frame prediction. To exploit the non-uniform probability distribution of the param-
eter differences, variable length codes are applied for entropy coding.
The spectral envelope and amplitude parameters of a noise component are encoded in
the same way as for a harmonic tone. The only difference is that the LARs are quantized
uniformly with a step size of approximately 0.3.
Using these coding techniques in combination with an optimized bit allocation strat-
egy that takes into account the rate distortion considerations described above, it is possible
to convey the parameters of approximately 10 to 20 simultaneous sinusoidal trajectories
at a bit rate of 6 kbit/s. A noise component typically requires 0.5 to 1.5 kbit/s, while
a harmonic tone, if present, typically requires 3 kbit/s or more, reducing the number of
conveyed sinusoidal trajectories correspondingly.
As a second step, the decoding process has to be defined. The signal synthesis in the
decoder reconstructs the component signals from the decoded parameters. By combining
these signals, the final audio signal is obtained.
All sinusoids, including the partials of a harmonic tone, are synthesized using sine
wave generators. Overlapping synthesis windows are used to obtain smooth fade-in and
fade-out of sinusoids that begin or end in the current frame. For a sinusoid continuing
from one frame to the next, the amplitude and frequency parameters are linearly inter-
polated between the two frames during synthesis, maintaining phase continuity of the
trajectory.
The noise component is synthesized by filtering white noise from a random number
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generator with an IIR all-pole filter (i.e., an LPC synthesis filter) to shape the spectrum
according to the spectral envelope parameters. A smooth transition between frames is
achieved by a windowed overlap/add scheme.
If the parameters of an additional temporal amplitude envelope are conveyed in the bit
stream, the corresponding envelope is reconstructed and applied to the selected compo-
nents as indicated in the bit stream.
Using computationally efficient sinusoidal synthesis algorithms, the complete decod-
ing and synthesis process for a bit rate of 6 to 16 kbit/s accounts for a CPU load of
approximately 10 to 20 MHz clock rate on today’s personal computers.
As a third step, to provide additional functionalities, the parametric coding system
can be extended in different ways.
Time-scaling has been implemented by varying the length of the synthesized time
frames, so that the playback speed of the signal can be modified in the decoder without
affecting the pitch of the signal. Pitch-shifting has been implemented by multiplying all
frequency parameters by a given factor prior to synthesis to alter the pitch of the decoded
signal without affecting the playback speed.
Bit rate scalability has been achieved by transmitting the parameters of the percep-
tually most important signal components in a base layer bit stream and the parameters
of further signal components in additional enhancement layer bit streams. In the case
of limited transmission bandwidth, only the base layer is received and decoded. If more
bandwidth is available, one or more enhancement layers are received as well. Together
with the base layer, the audio signal can then be reconstructed at a higher quality.
Improved error robustness for operation over error-prone transmission channels has
been achieved by unequal error protection. Furthermore, techniques to minimize error
propagation and to achieve error concealment were included in the encoder and decoder,
respectively.
Discussion and Directions for Future Work
This thesis studies the problem of efficient parametric audio coding at very low bit rates
and provides novel contributions addressing four major problems. An optimized hybrid
source model was designed which allows a harmonic tone to be present simultaneously
with individual sinusoidal components, transients, and noise. Robustness of signal de-
composition and parameter estimation was improved by tracking all sinusoidal compo-
nents, including the partials of a harmonic tone, over time to reliably build sinusoidal
trajectories. Perceptual models were incorporated into both signal decomposition and
component selection algorithms to enable efficient operation of the coding system at very
low bit rates. Last but not least, the joint coding of the set of parameter of individual si-
nusoidal components by a novel subdivision coding technique enabled a very high coding
efficiency.
The parametric audio coding system developed in the thesis has been adopted as a part
of the MPEG-4 standard, where it is referred to as Harmonic and Individual Lines plus
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Noise (HILN) coding. For final verification, HILN has been compared to state-of-the-art
transform coding systems by means of a listening test at bit rates of 6 and 16 kbit/s. This
test has shown that HILN performs comparable to TwinVQ when operated at 6 kbit/s and
comparable to AAC when operated at 16 kbit/s. A detailed analysis reveals that HILN
performs advantageously for certain types of audio signals, like mixed speech/music sig-
nals and single instruments, while transform coding performs advantageously for other
types of audio signals, like complex orchestral sounds. Clean speech signals, however,
are still coded most efficiently by a dedicated speech coder.
Future work should address further optimization of the encoder as well as extensions
of the hybrid parametric source model needed in order to overcome limitations observed
for some types of audio signals. At a later stage, the combination of speech, transform,
and parametric coding techniques in an integrated coding system should be considered.
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A Listening Test Items
This appendix provides an overview of the audio test items used during the development
of the HILN parametric audio coding system. The item’s name and duration are given
together with a short description and information about the signal type (speech, solo in-
strument, music, or complex sound) as used during the MPEG-4 Audio standardization
process. Table A.1 lists the 12 test items used in the MPEG-4 Audio core experiment pro-
cedure. Table A.2 lists the 39 test items used for the final item selection for the MPEG-4
Audio HILN verification tests at 6 and 16 kbit/s. The complete set of these 39 items was
also used to measure the parameter statistics reported in Chapter 4.
Item Length [s] Source Description Signal Type
es01 10.734 mp4 02 A capella (Suzan Vega) speech
es02 8.600 mp4 05 Male German speech speech
es03 7.604 mp4 06 Female English speech speech
si01 7.995 mp4 01 Harpsichord instrument
si02 7.725 mp4 04 Castanets instrument
si03 27.887 tk6 (nbc) Pitch pipe instrument
sm01 11.149 tk4 m Bagpipes music
sm02 10.095 s6 m Glockenspiel music
sm03 13.986 s2 m Plucked strings music
sc01 10.969 mp4 03 Trumpet solo and orchestra complex
sc02 12.732 msinger m Orchestral piece complex
sc03 11.552 spot1 m Contemporary pop music complex
Table A.1: List of the 12 test items (total duration: 141.028 s) used in the MPEG-4 Audio core
experiment procedure.
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Item Length [s] Filename Description 6 kbit/s 16 kbit/s Type
01 7.608 es03 Female English speech spch
02 8.016 si01 Harpsichord inst
03 7.728 si02 Castanets test inst
04 27.888 si03 Pitch pipe test inst
05 11.160 sm01 Bagpipes inst
06 10.992 sc01 Trumpet solo + orchestra musi
07 12.744 sc02 Orchestral piece test musi
08 11.568 sc03 Contemporary pop music musi
09 12.549 uhd2 Mari Boine cplx
10 19.032 te1 Dorita musi
11 16.776 te2 Plucked strings test inst
12 21.024 te6 Glockenspiel test inst
13 19.464 te7 Male German speech trng test spch
14 19.968 te8 Suzanne Vega trng musi
15 18.576 te9 Tracy Chapman test cplx
16 19.416 te13 Bass guitar inst
17 17.640 te14 Hayden trumpet concert trng inst
18 20.016 te15 Carmen test musi
19 17.016 te16 Accordion + triangle test musi
20 18.024 te18 Percussion test musi
21 17.184 te20 George Duke musi
22 12.912 te21 Asa Jinder musi
23 17.952 te23 Dalarnas Spelmansforbund musi
24 17.568 te25 Stravinsky musi
25 16.968 te30 aimai (acoustic) musi
26 18.072 te32 Palmtop boogie (acoustic) musi
27 16.080 te36 O1 (acoustic) cplx
28 16.272 te42 Kids Drive Dance (acoustic) musi
29 19.375 track76 Hardrock test cplx
30 19.375 track78 Asian folklore musi
31 19.562 track82 Classic (opera) trng trng cplx
32 19.375 track84 Classic (orchestra) musi
33 20.016 hexagon Background music (orchestra) cplx
34 20.016 radiofr1 Radio France speech/music cplx
35 20.016 rfi1 Radio France Int. speech/music cplx
36 19.250 app guit Complex sound + applause cplx
37 20.000 jazzdrum Complex sound (jazz) trng musi
38 20.000 kaest mal Erich Kaestner (speech) test spch
39 20.000 mussorg Orchestra + applause test test cplx
Table A.2: List of the 39 test items (total duration: 667.198 s) used in the MPEG-4 Audio ver-
ification tests. The items selected for the Version 2 HILN verification tests at 6 and
16 kbit/s are marked as “test” (test item) or “trng” (training item).
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B Subdivision Coding Algorithm
The remainder of this appendix provides the definition of the decoding algorithm for the
subdivision code including the necessary tables, as it is given in subclause 7.3.2.4 “HILN
SubDivisionCode (SDC)” of the MPEG-4 Audio standard ISO/IEC 14496-3:2001 [46].
The SubDivisionCode (SDC) is an algorithmically generated variable length code,
based on a given table and a given number of different codewords. The decoding
process is defined below.
The idea behind this coding scheme is the subdivision of the probability density
function into two parts which represent an equal probability. One bit is transmitted
that determines the part the value to be coded is located. This subdivision is
repeated until the width of the part is one and then its position is equal to the
value being coded. The positions of the boundaries are taken out of a table of 32
quantized, fixed point values. Besides this table (parameter tab) the number of
different codewords (parameter k) is needed too.
The following C function SDCDecode(k, tab) together with the 9 tables
sdcILATable[32] and sdcILFTable[8][32] describe the decoding. The
function GetBit() returns the next bit in the stream.
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int sdcILATable[32] = {
0, 13, 27, 41, 54, 68, 82, 96, 110, 124, 138, 152, 166, 180, 195, 210,
225, 240, 255, 271, 288, 305, 323, 342, 361, 383, 406, 431, 460, 494, 538, 602 };
int sdcILFTable[8][32] = {
{ 0, 53, 87, 118, 150, 181, 212, 243, 275, 306, 337, 368, 399, 431, 462, 493,
524, 555, 587, 618, 649, 680, 711, 743, 774, 805, 836, 867, 899, 930, 961, 992 },
{ 0, 34, 53, 71, 89, 106, 123, 141, 159, 177, 195, 214, 234, 254, 274, 296,
317, 340, 363, 387, 412, 438, 465, 494, 524, 556, 591, 629, 670, 718, 774, 847 },
{ 0, 26, 41, 54, 66, 78, 91, 103, 116, 128, 142, 155, 169, 184, 199, 214,
231, 247, 265, 284, 303, 324, 346, 369, 394, 422, 452, 485, 524, 570, 627, 709 },
{ 0, 23, 35, 45, 55, 65, 75, 85, 96, 106, 117, 128, 139, 151, 164, 177,
190, 204, 219, 235, 252, 270, 290, 311, 334, 360, 389, 422, 461, 508, 571, 665 },
{ 0, 20, 30, 39, 48, 56, 64, 73, 81, 90, 99, 108, 118, 127, 138, 149,
160, 172, 185, 198, 213, 228, 245, 263, 284, 306, 332, 362, 398, 444, 507, 608 },
{ 0, 18, 27, 35, 43, 50, 57, 65, 72, 79, 87, 95, 104, 112, 121, 131,
141, 151, 162, 174, 187, 201, 216, 233, 251, 272, 296, 324, 357, 401, 460, 558 },
{ 0, 16, 24, 31, 38, 45, 51, 57, 64, 70, 77, 84, 91, 99, 107, 115,
123, 132, 142, 152, 163, 175, 188, 203, 219, 237, 257, 282, 311, 349, 403, 493 },
{ 0, 12, 19, 25, 30, 35, 41, 46, 51, 56, 62, 67, 73, 79, 85, 92,
99, 106, 114, 122, 132, 142, 153, 165, 179, 195, 213, 236, 264, 301, 355, 452 }
};








while ( min!=max )
{
if ( dp ) g=(k*(*pp))>>10; else g=(max+min)>>1;
dp>>=1;
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