Abstract -We consider the problem of decentralized change detection using the CUSUM test. More than one sensors acquire independent signals and send their quantized version to afusion center that uses this information to detect a simultaneous change in all sensors. By introducing a recurrence relation that defines the optimum performance of the CUSUM test for given quantization, wefurther optimize this measure with respect to the quantization scheme. We compare the resulting optimum test with a simple, asynchronous one shot strategy, where each sensor performs a local CUSUM test and communicates with thefusion center only once to signal its detection.
Introduction
We consider the problem of sequential change detection under a distributed setup. As it is illustrated in The problem we would like to solve is the distributed sequential change detection. Specifically we assume that the collection of K signals {xx} follows some nominal statistics 1P up to and including some time T, while after time T these statistics change to Po. Time T is considered unknown and we would like to detect it as soon as possible. Our goal is to develop a detection scheme that can be implemented at the fusion center. This suggests that the corresponding test can use only the available quantized information z' = Qi(x) as well as any existing prior information. Unlike conventional change detection, in the distributed version, in addition to the detection scheme, we also need to specify all quantizers Qit(x).
This problem has been considered in the past in [8, 9, 6] following a Baysian approach and using notions introduced in [7] . A very interesting alternative idea is presented in [2] where instead of quantizing the observations, each sensor performs locally its own change detection test and sends its decisions to the fusion center; with the latter being responsible for the final decision.
In this work we consider the change detection problem using Lorden 's criterion as our performance measure. With the help of an integral equation we relate the performance of the CUSUM test to the quantizers in the sensors and propose a means to obtain combined quantization/detection strategies that minimize Lorden's criterion. This latter task can only be performed numerically.
In the last part of our work, we follow a similar line of reasoning as in [2] and consider sensors that perform a local change detection test. The sensors are allowed to communicate with the fusion center only once, namely whenever they need to signal a detection. The communication with the fusion center is clearly asynchronous allowing for alternative final decision strategies for the fusion center. The performance of different "one shot" schemes is compared against the performance of the optimum quantizer/detector structure of the first part.
Background
The general change detection model presented in the Introduction will now be specified and drastically simplified. We recall that even under the conventional change detection setup, a nonasymptotic solution exists only for the i.i.d. case.
Let the signals {xX}, i .= I.. K, be independent and for each sensor i assume that the acquired samples are i.i.d. before and after the change. More specifically for the density functions before and after time T we assume that (x), for 1 <n < T foi(x), forT< n, where the density functions f (zx), foi) i = 1, ... ,K, are assumed known, and the time T is deterministic but unknown.
Quantization models
As far as the quantizers Q(x), i = I... K the data vector arriving at the fusion center at time n after we applied the quantization process. The collection n = {Zn... . Z1 } constitutes the available information at the fusion center at time n, that can be used to make a decision. It is possible this information to become also available to each sensor, if the fusion center transmits to all sensors (see Fig. 1 
where PT ET denote the probability measure and the corresponding expectation induced by the data when the change time is T. In other words Lorden proposes the use of the worst possible average detection delay with respect to the history before (and including) time T as a measure of performance of a detection scheme. Although Lorden's performance measure does not explicitly reveal any dependence on the quantization strategies Q, this dependence is present because the s.t. T uses the quantized sequence to decide whether to stop or continue sampling.
The goal is to minimize Lorden's performance measure by suitably selecting the quantities we can control, namely the quantization strategies Q and the s.t. T. Of course, at the same time we also need to assure a minimal false alarm rate. Extending Lorden's original optimality setup [1] , we propose the following optimization problem that is consistent with the goal and the requirement we just stated inf J(Q, T); under the constraint: E.
[T] > 'y: (3) Q,T where 'y a given constant. In other words we would like to select the quantization scheme and the s.t. that minimize Lorden's criterion assuring at the same time that false alarms will occur at an average period which is no less than a prescribed value -y.
The CUSUM test
Lorden's criterion is very closely related to the CUSUM test [1, 3, 4] and our goal is to demonstrate that the optimality properties of CUSUM continue to hold in a distributed setup as well.
Let {Zn,} be a sequence of random data that are available sequentially and consider two alternative conditional probability densities for Zr,: f. (Z !T, 1) for nominal condition and fo (Z fr, 1-) for changed. We can then define the If in particular a process {Znr} summarizes the fusion history and is used for quantization as described in (1),(2), then the CUSUM update becomes Sn = max {Sn-I +log f(zIZnl) 0}, So =0 (4) with the whole history Tn-1 being replaced by its summary vector Z, I. It is interesting to note that the pair (Sn, Zn) is Markovian, which allows for application of optimal stopping theory.
Lower bound for Lorden's criterion
A crucial step in proving optimality of CUSUM with respect to Lorden's criterion is the introduction of a suitable, and simpler to work with, lower bound. We would like this lower bound to coincide with Lorden's performance measure in the case of the CUSUM s.t. This assures that, if CUSUM optimizes the lower bound, then it will also optimize the original criterion. The lower bound we are interested in, is given in the following lemma.
Lemma 1 For every combination (Q, T) we have that J(Q,T) > [e ST] = ( T).
We have equality whenever T is equal to the CUSUMs. t. T.
Proof: The proof follows the same steps as in [3] . Q Based on Lemma 1, instead of solving (3) 4 Optimum schemes
In this section we are going to define the optimum combination quantizer/stopping time. Our work will heavily rely on existing results proposed for alternative performance measures in [6, 8, 9] . We first consider optimum schemes for quantizers with (infinite) memory.
Quantizers with memory
The first step consists in limiting the search for the optimum s.t. to within the class that satisfies the constraint with equality. Lemma Proof: We use the same randomization technique presented in [3] Q If c is the optimum value of the problem in (5) and since, due to Lemma 2, without loss of generality we can limit ourselves to s.t. that satisfy the constraint with equality, we can then write for any such s.t. T that From the preceding discussion, it is clear that the key for finding the optimum scheme is to be able to obtain the solution to the unconstraint problem in (6) . For this, as we said in the beginning of this section, we are going to rely on methodology already developed in [6, 8, 9] for other performance measures. We start by considering the problem of finding the optimum quantizer strategy Q for given s.t. Q. We have the following theorem. Theorem 1 For given s. t. T the optimum quantizer strategy Q that minimizes Ul(T, Q) is a monotone likelihood ratio quantizer (MLRQ), with thresholds that depend on the history fn -1 Proof: We use exactly similar arguments as in [6, 8, 9] 
where the minimization over Q is with respect to the thresholds of the MLRQ. Notice that the thresholds will be functions of S since the minimization is performed point-wise (10) (9) Notice that this function depends only on the normalized parameters A = A/or and p = p/cr. where the minimization over A is performed only for S = 0, this yields the optimum threshold for the memoryless case.
As was indicated above, the Bellman equation can give rise to an iterative computation of the optimum scheme. The iteration we refer to, is the following (S) min {es d+ min E[Uin-i(SI)So where we initialize with 'Uo (S) = 0.
], -ces whereco = 1, E. =-1 and v denotes the threshold. Finding however the corresponding expression for the expectation of Tm (the minimum between two CUSUM s.t.) turns out to be a difficult task. We were able to obtain only a series expansion for the desired expectation. In order to present this result we need the moment generating function of the CUSUM s.t. which will be given in terms of the following
Oi (gO) =-( cosh (L<) + Ei (v/2) sinh (g) 0 .
According to [5] , the CUSUM moment generating function can then be written as
Uj[e sTi=i(2v1+,2) Fi(s), i =0,o.
We are interested in the poles of the function Fi(s) and for this we first need to identify the poles of Oi(w). Using the result of Theorem 3 we can now compute the worst detection and false alarm delays and plot the first as a function of the second. Fig. 2 depicts exactly this curve for the minimal and maximal strategy. We can clearly deduce from this figure that the minimal strategy is preferable to the maximal one. In other words, when locally we use the CUSUM tests, it is preferable for the fusion center to issue an alarm whenever it receives the first detection, than to wait until all sensors have acknowledged a detection.
We need to point out that, in the minimal strategy, using the CUSUM s.t. as the local test at the sensors, is by no means optimum. Although CUSUM minimizes the average detection delay at each sensor, this does not necessarily guarantee that it will also minimize the average detection delay of the minimum of the local s.t.
Comparisons
Let us now compare the minimal, one shot scheme, against the optimum detector of Section 4. We must proceed with caution since the first is a continuous time detection structure whereas the second a discrete time. To be able to apply the discrete time scheme, we are going to assume that we apply uniform sampling with period P. This means that the samples xi are going to be i.i.d. and Gaussian NL(O, P) before the change and WN(,PP, P) after. Since there is specific sampling involved, we can relate discrete time n to continuous time t using the relation t = n x P. This suggests that the average delay of the scheme in Section 4 must be multiplied by P in order to find its corresponding continuous time performance.
Notice from the Example 4.2.1 and specifically Equ. (9) that the optimum performance in discrete time is a function of the parameter A = P = p and the false alarm constraint -y. If therefore we call C(A, ay) the optimum performance of the discrete time scheme, its continuous time A 2C (A,yy) analog is equal to P x C(A,'-y) = Comparing this to the single sensor performance case in (10), we realize that there is a gain factor equal to 2. Again we recover the same form C/,u2 for the optimum performance, as in the previous two cases. Ei Since all competing schemes have performance that can be written as C/,u2, without loss of generality we can assume that the drift parameter is normalized, i.e. ,u = 1. In Fig. 3 we plot the average detection delay of the minimal strategy Tm, the optimum T0 and the optimum quantized scheme for different values of the parameter A. We can see that the simple minimal strategy follows remarkably close the optimum quantized detector. The performance of the latter is in fact relatively insensitive to the parameter A that controls the sampling period. This of course raises serious questions about the practical usefulness of the detection schemes proposed in Section 4, since with a much simpler strategy like Tm, we can obtain comparable results.
Finally we observe that the proposed classical distributed test, as well as, the simple one shot scheme, fall significantly behind the optimum centralized CUSUM in performance. It is clearly new ideas, as the one presented in [2] , that can close this important gap.
