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Most organizational databases have a significant number of data errors.  While these errors can have an effect on
organizational outcomes, the effect can be lessened if users of these databases detect and correct data errors in the systems
they use.  While the literature suggests that user effectiveness in detecting data errors varies, results presented in this paper
demonstrate that consulting actuaries are effective detectors of data errors and that their detection behavior is affected by
incentives to detect data errors, the materiality of data errors, and the ease with which data errors can be corrected once
detected.
Keywords
Information quality, error detection.
INTRODUCTION
While  the  rate  of  errors  in  data  varies  from  organization  to  organization  and  from  database  to  database,  data  stored  in
organizational databases have an estimated error rate between one and ten percent (Laudon, 1986; Madnick and Wang, 1992;
Morey, 1982; Redman, 1992).  As organizations continue to rely more and more upon databases, the organizational impact of
these errors is likely to increase.  For example, initiatives such as total quality management, healthcare management, and
national security  may be difficult to implement if the required data are not of adequate quality (Al-Hakim, 2004; English,
2005; Fox, Levitin and Redman, 1993; Madnick and Wang, 1992; Redman, 1995).
Strategies for managing information quality problems in organizations include:  (1) validating data during input or storage
(e.g., Morey, 1982) and (2) relying on detection and correction of errors by end users.  Although useful, automated
approaches to data validation do not generally yield completely accurate data and may need to be modified over time (Lee,
Pipino, Strong and Wang, 2004).  Additionally, validated data that are not used will become inaccurate over time (Orr, 1998).
The best approach to reducing data errors is to employ both automated data validation and user detection of errors.  This
paper examines user detection of data errors in the practice of pension consulting by actuaries.
The remaining sections of this paper present (1) a review of prior research, (2) a theory of error detection, (3) the research
design, (4) the empirical results, and (5) a discussion of the implications of the results.
LITERATURE REVIEW
Several themes emerge from the literature on information quality.  First, there is agreement that accuracy, currency, and
completeness are important aspects of data quality (Agmon and Ahituv, 1987; Davis and Olson, 1985; Fox et al., 1993; Huh,
Keller, Redman and Watkins, 1990; Madnick and Wang, 1992; Wand and Wang, 1996; Zmud, 1978).  A broader perspective on
data quality, which is gaining widespread acceptance among data quality researchers and practitioners, includes fifteen dimensions
of data quality:  believability, accuracy, objectivity, reputation, value-added, relevancy, timeliness, completeness, appropriate
amount of data, interpretability, ease of understanding, representational consistency, concise representation, accessibility, and
access security (Lee, Strong, Kahn and Wang, 2002; Pipino, Lee and Wang, 2002; Strong, Lee and Wang, 1997; Wang and
Strong, 1996).  Second, significant error rates have been found across several studies (Ham, Losell and Smieliauskas, 1985;
Johnson, Leitch and Neter, 1981; Knight, 1992; Laudon, 1986; Stone and Bublitz, 1984).  Third, researchers disagree about the
extent to which efforts to rid databases of errors should be undertaken.  Some advocate methods designed to completely eliminate
errors from databases (Janson, 1988; Naus, 1975; Parsaye and Chignell, 1993;Wang, Lee, Pipino and Strong, 1998).  Others
propose methods for allocating limited resources to data quality initiatives (Ballou and Pazer, 1987; Ballou and Tayi, 1989;
Ballou, Pazer, Belardo and Klein, 1987; Bowen, 1992; Eppler and Helfert, 2004; Paradice and Fuerst, 1991).  Fourth, approaches
for understanding the effect of using imperfect data  have been proposed (Ballou and Pazer, 1985; Ballou and Pazer, 1995; Ballou
and Pazer, 1987; Bansal, Kauffman and Weitz, 1993; Gaba and Winkler, 1992; Gelman 2004; Pipino and Kopcso, 2004).  Fifth,
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approaches to improving information quality by focusing on the production of information products and applying methodologies
inspired by strategies for producing physical products have been proposed (Ballou, Wang, Pazer and Tayi, 1998; Kahn, Strong
and Wang, 2002; Lee and Strong, 2003; Pierce, 2002; Pierce, 2004; Shankaranarayan, Ziad and Wang, 2003; Wang , 1998; Wang
et al., 1998).
The early literature on data quality suggested that users are not effective in detecting errors in data.  Davis, Neter and Palmer
(1967) found that half the people asked to verify their banking account information failed to detect the errors.  Laudon (1986)
found that users of criminal information systems rarely detect errors in this data.  Ricketts (1990) found that over ninety
percent of the people participating in a laboratory experiment failed to detect a data error in production planning reports.
Much of the early literature on data quality assumes that humans will fail to detect data errors and argues that resources
should be allocated to the improvement of data quality as data are input to databases (e.g., Redman, 1992; Redman, 1995).
More recent studies provide evidence challenging the conclusion that users are poor at error detection (Klein, 1997).  Base
rate expectations developed through direct experience with data, incentives, and error detection goals have been shown to
affect performance in the detection of data errors in laboratory experiments (Klein, Goodhue and Davis, 1997; Klein 2001).
A field study was conducted to link the findings of these laboratory experiments to practice in organizations and to improve
our understanding of how users in organizations respond to data errors.  Findings of interviews with consulting actuaries
conducted as part of the field study are reported here.
THEORETICAL FRAMEWORK
A theory of individual task performance and theories of effort and accuracy in decision making provide the theoretical
framework for this research.
Theories of Individual Task Performance
Campbell's (1990; Campbell and Pritchard, 1976) theory of individual task performance (depicted in Figure 1) suggests that
experience (e.g., Weber, Bockenholt, Hilton and Wallace, 1993), knowledge, and effort (e.g., Payne, 1982; Payne, Bettman
and Johnson, 1988) all affect error detection.  The theory posits that task performance is a function of an individual's
declarative knowledge, procedural knowledge and skill, and motivation.  Declarative knowledge is defined as knowledge of
the facts required to complete a task; whereas procedural knowledge refers to skill-based knowledge about how to perform a
task.  Education, training, and experience affect declarative knowledge and procedural knowledge.  The choice to expend
effort, the choice of the degree of effort to expend, and the choice to persist in task performance affect motivation (Campbell,
1990).
In this research, error detection is viewed as a specific element of some jobs that is influenced by declarative knowledge,
procedural knowledge and skills, and choices related to motivation.  Task performance is viewed as the successful or
unsuccessful detection of a data error.  Declarative knowledge and procedural knowledge affect error detection performance.
We posit that differences in expectations about the base rate of errors in data and assessments of the payoffs of error detection
affect error detection through the choices related to effort.
Performance = f(declarative knowledge,
                            procedural knowledge and skills,
                            choice to expend effort,
                            choice of degree of effort to expend,
                           choice to persist)
Figure 1.  Determinants of Individual Task Performance
Experience and Knowledge
Significant experience is a precursor to the development of expertise (e.g., Ericsson and Chase, 1982; Johnson, Grazioli and
Jamal, 1992; Johnson, Grazioli, Jamal and Zualkernan, 1992).  This suggests that the actual number of errors that users
encounter will influence performance if they recognize the problem and try to detect the errors.  A high base rate of errors
may facilitate the development of declarative knowledge about the number and types of errors in data.  Users working with
data containing many errors also have opportunities to develop the procedural knowledge and skills needed to detect errors.
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Thus, users in professional domains with a high base rate of errors may develop effective strategies for error detection.  These
strategies may enhance error detection performance.
Effort
User assessments of the payoffs of error detection may affect users’ effort expended to detect data errors.  Choices about the
degree of effort to expend in the detection of errors will in turn influence performance.  Several factors influencing these
choices are suggested by an analysis of data collected in an earlier study on the use of imperfect data (Klein, 1997).  Factors
influencing choices related to effort in error detection are discussed below.
Payoffs of Error Detection
A task described by a subject in an earlier study of the use of data by actuaries (Klein, 1997) will be used to illustrate the
impact of assessments of payoffs on error detection performance.  The task was the determination of whether an
organization's financial reserves for its pension fund were sufficient.  This judgment depends in part on the pay rate and the
number of years of organizational service of each employee in the organization.  Data provided by a client included this
information along with other personnel information for each employee as of the end of the year.  Imagine a specific case in
which this data (as of the end of 2005) contains a record holding information about an accountant in a position requiring a
CPA certificate in which the value of the Date of Birth field is "December 31, 1980" and the value of the Number of Years of
Service field is "10".
An actuary using this data might or might not suspect that the data in one of these fields is wrong  (i.e., it is unlikely that a
firm would hire an accountant at the age of 15).  An actuary analyzing a pension fund might be likely to detect this error
because it is material to the judgment about the sufficiency of the firm's pension reserves.  On the other hand, a payroll
manager reviewing the same dataset might be unlikely to find the error because errors in the Date of Birth and Number of
Years of Service fields are not material to a firm's payroll.
Materiality.  Thus, beliefs about the materiality of a potential error may influence the degree of effort expended to detect the
error.  Users may expend more effort to detect errors that they believe will have a significant impact on their calculations or
decisions.
Incentives.  Organizational incentives may also play an important role in users’ assessments of the payoffs of error detection.
For example, an incentive system that discourages the use of time to investigate and correct errors may create an environment
in which many errors in data go unnoticed.
Ease of Verification and Correction. The degree of effort expended to detect an error may also be affected by the ease with
which an error can be corrected.  Users may not expend much effort to detect errors if it is difficult to confirm that a
suspected error is actually an error or if a confirmed error cannot be corrected.
Theories of Effort and Accuracy in Decision Making
Theories of effort and accuracy in decision making assume that humans will devote no more mental resources or effort to a
task than what is demanded by task requirements.  Performance in the task of error detection may therefore be sensitive to the
performance requirements implicit in payoffs for error detection. Payne (1982; Payne et al., 1988; Johnson and Payne, 1985)
demonstrated that the selection of information processing strategies is influenced by task requirements.  In an examination of
the impact of incentives on information use and performance, Cryer, Bettman and Payne (1990) found that an incentive
scheme rewarding accuracy leads to more normative information processing and higher levels of task performance while an
incentive scheme rewarding the minimization of effort leads to the use of heuristic processing and lower levels of task
performance. This finding supports the contention that error detection performance may be sensitive to variation in payoffs.
METHODOLOGY
Five consulting actuaries were interviewed.  To control for selection bias, potential interviewees were asked to participate in
a  study  of  the  use  of  data  in  their  work.   The  terms  "error  detection"  and  "data  quality"  were  not  used  when  recruiting
subjects.  Data were collected using a semi-structured interview.  Several of the questions in the interview protocol are a
variation on the critical incidents methodology developed by Flanagan (1954).  These questions were designed to elicit
descriptions of incidents in which the interviewees successfully detected errors in data.
Actuaries doing pension consulting work were selected for this study.  Consulting actuaries generally use data provided by
client organizations to perform tasks such as valuations which are forecasts about the financial requirements of pension plans.
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Consulting actuaries also generate pension statements which outline the future pension benefit to which a specific employee
of a client organization is entitled.
The semi-structured interviews were recorded and transcribed.  An analysis of the interview transcripts was performed using
methodologies outlined by Miles and Huberman (1994) and King (1994).  A coding scheme based on the theoretical
framework was developed, and the transcripts  were coded using this scheme.
RESULTS
The discussion of the analysis of the interviews with the consulting actuaries begins with descriptions of the reported error
detection incidents described by the actuaries.  Strategies used to find data errors are also discussed.  The remaining sections
cover perceptions of incentives for finding data errors, the materiality of data errors, and the ease with which data errors can
be corrected.
Reports of Error Detection and Detection Strategies
All  of  the  actuaries  reported  at  least  one  incident  in  which  he  or  she  detected  an  error  in  data.   A  wide  variety  of  error
detection strategies were reported.
In many of the reported error detection incidents, a comparison of data values over time was the key to error detection.  Many
of the tasks performed by actuaries are performed annually and the actuaries’ clients typically submit a new set of data each
year.  The actuaries reported finding errors when the data for the current year were compared with data from prior years.
A few years ago we were getting data from a large client…And we attempted to reconcile the data against
previous year's data.  In other words, everybody who is here last year in valuation had to go
somewhere….Die or retire...People who show up for the first time, you should have a similar characteristic
in that they would have been hired in the intervening year.  Failed miserably.  I mean the data did not
match up at all…like less than a third could be traced one year to the next…. We would get this year's data,
compare it to last year's data,  and we'd say what happened to this list of participants and where did this
second list of participants come from?
One actuary noted that she is particularly suspicious of  changes in a person’s gender and date-of-birth from one year to the
next.
They would just give us wrong sex…you find stuff like, how did this person's sex change?...why is the date
of birth changing…why is the date of hire changing?
At times, data errors are rather easy to detect.  For example, one actuary reported detecting errors in payroll data without
much difficulty.
Sometimes we get negative pays.  Pays that really should have been included in the prior year.
One actuary reported employing a more sophisticated statistical technique to detect data errors.
Most recently that compensation package…when I first did the regression I was off with the r-
squared…and I mapped the market compensation against the actual pay and I just didn’t believe that
people were getting, so there were input error problems.
Payoffs
The consulting actuaries perceive the payoffs of detecting data errors to be high.  Strong incentives to detect errors in data
were reported.  The actuaries reported that the materiality of data errors varies from task to task and that the ease of
correcting data errors varies from client to client.
Incentives
The incentives reported by the actuaries to detect data errors are both positive and negative.  Three of the actuaries reported
that there is an incentive for a person to not miss data errors that are then found by a person reviewing their work.
If a junior person were to say well we couldn't find a hundred people and so they just do an assignment and
pass it on to somebody who checks it, that's going to discovered and that's a bad thing from the junior
person's point of view.
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On the other hand, one of these actuaries reported that error detection could be reflected positively in a performance review
process.
We have…a PDP process which is performance development process…and if a person were to…find a real
big error…that person’s record and pay would reflect that type of performance.
Materiality
The actuaries indicated that some types of errors are more material than other types of errors.  In general, the actuaries are
sensitive to the demands of different types of tasks when considering the materiality of data errors.  For example, the
calculation of an employee’s pension benefit was identified as a task in which data errors can be very material.
(A) benefit calculation…has to be perfect…That person is going to receive the amount that we calculate for
the rest of their life.  So that if we get information from a client that says…this person made 30,000 dollars
five years and 32,000, 34,000, 35,000, 50,000, 80,000 and we need the calculation tomorrow, if we need to
verify those last two pays are right.  If we can't verify the last two pays are right but they still insist that
they need the calculation, we may do the calculation and disclose the data and indicate that the last two
years worth of pays are worth looking into.
In contrast, data errors are generally much less material when the actuaries are making aggregate forecasts about pension
plans.
When we project under various scenarios five, ten years out into the future, that's a much lower level of
accuracy that's required.
Correction of Data Errors
Since the actuaries work primarily with data provided by their clients, the ease with which data errors can be verified and
corrected is determined to a large extent by the characteristics of the client.
I think it really depends on the individual client.  Some folks will try and clean things up.  Other folks will
just say…use this this year and not really try to correct the underlying problems causing it.
Additionally time constraints imposed by specific tasks may make it difficult to correct data errors.
If they have time constraints then sometimes there’s some bartering that goes on…How significant is the
error to the results versus how much time is it going to take to clean that piece of data up.
DISCUSSION AND CONCLUSION
All of the users interviewed for this study reported specific incidents in which they had detected errors in data.  These
findings provide a challenge to earlier research suggesting that users of information systems do not find data errors (e.g.,
Davis et al., 1967; Laudon, 1986; Ricketts, 1990).
Users of information systems and information system managers are understandably interested in minimizing the impact of
data errors on business processes and decision making.  The following guidelines are suggested by this study.
1. Information system managers should recognize that users of information systems detect errors in
data.  Mechanisms to encourage users to report data errors to information system personnel
responsible for supporting a system should be implemented and efforts to identify the types of
errors that are found should be pursued.  Automated data validation procedures should be
modified to detect and correct these newly identified types of data errors as appropriate.
2. Managers interested in motivating employees to check for data errors should pay particular
attention to organizational incentives that reward or penalize efforts to detect errors and should
teach users that finding data errors is part of their jobs.
3. User training should include instruction about error detection strategies.  Users should be
encouraged to compare data values with their prior expectations about those data values, to review
changes in periodic reports over time, and to consider the reliability of the sources of data with
which they work.
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The results of this study suggest that users of information systems can be effective in detecting data errors and that future
research replicating and building on these findings is worthwhile.  Research studies examining error detection in other
professional domains and studies examining the outcomes of organizational efforts to implement the guidelines outlined
above are suggested.
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