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1 Introduction
Le démélange spectral est un problème inverse classique en imagerie hyperspectrale, où on
cherche à décomposer un spectre mesuré en un mélange linéaire de spectres élémentaires purs
et à estimer les abondances associées. Dans une approche supervisée, on ne s’intéresse qu’à
l’estimation des abondances, les spectres de référence étant supposés connus. La corrélation
élevée entre les éléments du dictionnaire rends les approches classiques inefficaces en présence
de bruit, d’où l’intérêt d’incorporer des contraintes plus fortes telles que la parcimonie et la
parcimonie structurée pour aider à régulariser le problème, ce qui fait l’objectif de cet article.
2 Contraintes et reformulations
Soit y ∈ RL le spectre observé, acquis dans L bandes spectrales, résultant du mélange de
spectres élémentaires. Si on considère que le modèle de mélange est linéaire, alors on peut écrire :
y = Sa+ , où S représente le dictionnaire de spectres purs, a est le vecteur d’abondances et
 représente le bruit. Pour traduire des considérations physiques (les abondances représentent
des pourcentages), des contraintes de positivité et de somme à un sont en général ajoutées aux
inconnues an. Le problème, souvent dénommé FCLS pour Fully-Constrained Least-Squares [3],
s’écrit alors : mina ‖y − Sa‖2 t. q. a ≥ 0, ∑n an = 1. Bien évidemment, toutes les signatures
n’étant pas systématiquement présentes dans chaque spectre observé, il peut sembler naturel
de rechercher des solutions parcimonieuses, i.e., pour lesquelles le nombre de coefficients non
nuls (la « norme » `0) est faible. Nous nous intéressons aux reformulations en programmation
mixte en nombres entiers (MIP) du problème de démélange. Elles reposent sur l’introduction
de variables de décision binaires bn, n = 1, . . . , N , qui modélisent la présence ou l’absence d’un
spectre donné dans le mélange : bn = 0⇔ an = 0. Les contraintes de positivité et de somme à
un imposent naturellement des bornes sur les abondances : 0 ≤ an ≤ 1. Par conséquent, cette
contrainte logique peut être exactement traduite en 0 ≤ an ≤ bn. Cette formulation permet
alors de prendre en compte d’autres contraintes inhabituelles en démélange spectral telles que :
Contrainte de parcimonie en norme `0 : La norme `0 rend le problème de démélange es-
sentiellement combinatoire. Afin de limiter le coût de calcul, les approches classiques parcimo-
nieuses reposent soit sur la relaxation de la norme `0 en norme `1 (inefficace pour ce problème
car la norme `1 des abondances vaut 1) , soit sur la mise en œuvre d’algorithmes gloutons. Des
travaux récents (par exemple[1]) ont montré que la résoltion des problèmes en norme `0, de taille
raisonnable, est possible en se basant sur la programmation mixte en nombres entiers (MIP) : La
norme `0 s’écrit linéairement : ‖a‖0 =
∑
n bn, et le problème peut être reformulé en MIP comme
suit : (FCLS `0) mina∈RN ,b∈{0,1}N ‖y − Sa‖2 t.q.
{
0 ≤ a ≤ b;∑n an = 1;∑n bn ≤ K;
Contrainte du groupe exclusif (GE) : les mesures de laboratoire peuvent venir de différents
endroits sur Terre. Dans ce cas, le dictionnaire peut contenir plusieurs varientes d’un même
minéral, observé dans des conditions différentes, mais en réalité un seul minéral (au max) va
être présent dans le mélange. Cette contrainte est mentionnée dans [4] mais on ne sait pas
la traiter habituellement. Soit G1, . . ., GJ tous les groupes, la contrainte peut être reformu-
ler comme suit :
∑
i∈Gj bi ≤ 1, j = 1, . . . , J , et le problème MIP s’écrit de la façon suivante :
(FCLS GE) mina∈RN ,b∈{0,1}N ‖y − Sa‖2 t.q.
{
0 ≤ a ≤ b;∑n an = 1;∑i∈Gj bi ≤ 1, j = 1, . . . , J ;
Contrainte des abondances significatives (SA) : imposer une valeur minimale sur les abon-
dances non nulles peut également être utile en présence de bruit : on veut estimer seulement
les abondances significatives. Cette contrainte s’écrit (an 6= 0 ⇒ an ≥ τ) peut être traduite
par : τbn ≤ an ≤ bn, ∀n et le problème peut être reformulé en MIP de la façon suivante :
(FCLS SA) mina∈RN ,b∈{0,1}N ‖y − Sa‖2 t.q.
{
0 ≤ a ≤ b;∑n an = 1; τbn ≤ an ≤ bn, ∀n;
3 Résultats et Conclusions
Pour illustrer l’intérêt des approches proposées, nous avons utilisé un dictionnaire composé
de spectres en reflectance de minéraux de la base de données de l’USGS.
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FIG. 1 – Performances d’estima-
tion de FCLS (+), FCLSGE (4),
FCLS`0 (◦), FCLSGE + SA (), et
glouton [2] (×).
La figure 1 présente des résultats quantitatifs, moyennées sur
30 réalisations aléatoires des données et avec un rapport si-
gnal sur bruit (SNR) égale à 50 dB, sur l’erreurs quadratique
EQ = ‖â− a˚‖22, en notant respectivement â et a˚ les abondances
estimées et vraies. Nous considérons les abondances estimées â
fournies par FCLS, FCLS GE, FCLS `0 , FCLS en norme `0 avec
contraintes GE (FCLS `0+GE), FCLS avec contraintes SA et GE
(FCLS SA+GE), et la solution d’une méthode gloutonne [2]. Le
seuil τ utilisé pour les contraintes SA est fixé à 0.1. Les approches
proposées fournissent toujours de meilleurs résultats que FCLS
jusqu’à K = 6 composantes. Cette différence est d’autant plus
marquée quand le RSB est élevé. Par contre, le temps de calcul moyen augmente fortement
avec le nombre de composantes recherchées Kmax et le niveau de bruit (voir tableau 1). On
remarque aussi que le fait d’ajouter les contraintes GE au FCLS `0 améliore le temps de calcul.
K 2 4 6
FCLS SNR=50dB 1.1 5.89 251(1)
`0 SNR=45dB 1.3 17 581(4)
FCLS SNR=50dB 1.2 4.25 123
`0+GE SNR=45dB 1.4 11.1 547(4)
FCLS SNR=50dB 6.9 16.7 212(1)
SA+GE SNR=45dB 3.3 204(1) 681(5)
TAB. 1 – Temps de calcul (s) moyen. Entre paren-
thèses : nombre de réalisations n’ayant par fourni la
solution optimale en 1000 (s).
En conclusion, l’utilisation des formulations
MIP permet d’intégrer des contraintes logiques
qui améliorent les performances de détection
par rapport à la solution classique FCLS. Même
si l’optimisation globale requiert un temps de
calcul bien plus élevé que les méthodes sous-
optimales, elle reste cependant faisable pour des
problèmes de démélange, de complexité raison-
nable, limitée par le nombre de composantes
recherchées et le niveau de bruit.
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