A unitary extension principle for constructing normalized tight wavelet frames of periodic functions of one or higher dimensions is established. While the wavelets are nonstationary, the method much simplifies their construction by reducing it to a matrix extension problem that involves finite rows of complex numbers. Further flexibility is achieved by reformulating the result as an oblique extension principle. In addition, with a constructive proof, necessary and sufficient conditions for a solution of the matrix extension problem are obtained. A complete characterization of all possible solutions is also provided. As illustration, parametric families of trigonometric polynomial tight wavelet frames are constructed.
Introduction
Let s be a positive integer and L 2 ([0, 2π) s ) the space of all s-dimensional 2π-periodic squareintegrable complex-valued functions over R s . Consider the inner product ·, · of L 2 ([0, 2π) s ) given by f, g := 1 (2π) s [0,2π) s f (x)g(x) dx, where f, g ∈ L 2 ([0, 2π) s ), and denote its corresponding norm by · := ·, · 1/2 . For a function f ∈ L 2 ([0, 2π) s ), we express its Fourier series as n∈Z s f (n)e in· , where f (n) := f, e in· , n ∈ Z s , are its Fourier coefficients.
Let A be an s × s matrix with integer entries such that all its eigenvalues lie outside the unit circle. The matrix A is known as a dilation matrix, and we set
For k ≥ 0, let L k denote a full collection of coset representatives of Z s /A k Z s and R k denote a full collection of coset representatives of
Our for all f ∈ L 2 ([0, 2π) s ). A normalized tight wavelet frame is also referred to as a tight wavelet frame with bound 1. It is a generalization of an orthonormal wavelet basis. The functions ψ m k are called periodic wavelets, or simply wavelets.
For positive integers ρ and r, we use the notation S(A k ) ρ×r to denote the class of all periodic sequences H k of ρ × r complex matrices of period A k , that is, H k ( + A k p) = H k ( ) for all , p ∈ Z s . Our construction of wavelets is based on refinable functions φ m k ∈ L 2 ([0, 2π) s ), k ≥ 0, m = 1, 2, . . . , r, which satisfy the periodic refinement equation
for some H k+1 ∈ S(A k+1 ) r×r , where φ k := (φ 1 k , . . . , φ r k ) T , k ≥ 0. Note that (1.2) is equivalent to
where φ k (n) := ( φ 1 k (n), . . . , φ r k (n)) T and H k+1 ∈ S(D k+1 ) r×r denotes the discrete Fourier transform of H k+1 given by
For every k ≥ 0 and some positive integer ρ k , the wavelets ψ m k ∈ L 2 ([0, 2π) s ), m = 1, 2, . . . , ρ k , are given by the periodic wavelet equation for all m = 1, 2, . . . , r, µ = 1, 2, . . . , ρ k . The concept of frames first introduced in [11] for a general Hilbert space is gaining significant importance in wavelet analysis, especially during the past decade. In particular, the unitary extension principle obtained in [15] provides an elegant method for constructing tight wavelet frames, also known as framelets, for the space L 2 (R s ) of all s-dimensional square-integrable complex-valued functions over R s . It assumes a matrix condition on the masks from the respective refinement and wavelet equations. Since its introduction, the unitary extension principle has generated much interest in the area (see for instance [2] , [5] , [6] , [14] , [16] ) and led to the construction of compactly supported tight wavelet frames with desired properties such as symmetry and high approximation orders. The unitary extension principle also gave rise to the oblique extension principle, which is an even more flexible method of obtaining tight wavelet frames for L 2 (R s ). This was introduced in [10] and also independently obtained in [7] . With these two extension principles, useful approaches are in place for constructing tight wavelet frames for L 2 (R s ). Various authors have applied them to derive new examples of interest, some of which already found practical applications in signal and image processing (see for instance [3] , [4] ).
In [13] , motivated by the fact that signals in practice are often periodic, tight wavelet frames for L 2 ([0, 2π) s ) were constructed. The underlying setting there is that for each k ≥ 0, the refinable functions φ m k , m = 1, 2, . . . , r, are orthogonal to the wavelets
and r = ρ k = 1, the results are periodic analogs of those in [1] for L 2 (R).) The approach is general, but further flexibility could be achieved if orthogonality between refinable functions and wavelets is relaxed. This is exactly the case for the unitary and oblique extension principles for L 2 (R s ). In this paper, our objective is to develop analogous extension principles for L 2 ([0, 2π) s ), which will provide helpful tools for advancing periodic wavelet analysis in both theory and applications.
The matrices
3) and (1.5) play a central role in our extension principles for constructing tight wavelet frames of periodic functions. More specifically, for every k ≥ 0 and some ρ k ≥ r(d − 1), we are concerned with the (r + ρ k ) × rd
where 1 , . . . , d denote all the elements of R 1 . Our focus is the condition 8) which means that the columns of each of the matrices
, j ∈ R k , are orthonormal. In contrast to the extension principles on L 2 (R s ), the periodic situation is generally nonstationary, in the sense that different refinable functions and wavelets are involved for different levels k. (See [8] and [9] for recent studies of nonstationary wavelet frames of other function spaces.) As such, (1.8) has to be satisfied for every value of k. However, this periodic formulation also presents the nice simplification of handling (1.8) point by point from the finite set R k . This will enable easy construction of trigonometric polynomial frames which are well localized in the frequency domain.
The paper is organized as follows. In Section 2, we first provide insight to (1.8) by establishing some of its equivalent conditions. Then we show that under some mild additional condition, if (1.8) holds, the resulting collection
We name this result (Theorem 2.2) the unitary extension principle for L 2 ([0, 2π) s ). Further flexibility for the above-mentioned collection to be a normalized tight wavelet frame is achievable if the matrix sequence G k+1 for the entries of P k (j), j ∈ R k , in (1.7) can be appropriately modified. The oblique extension principle for L 2 ([0, 2π) s ) (Theorem 3.1), as derived in Section 3, describes how G k+1 should be suitably modified. Given the importance of the condition (1.8), Section 4 is devoted to finding G k+1 's that are solutions to it. Necessary and sufficient conditions for a solution via a constructive proof are established, together with a complete characterization of all possible solutions. The case when r = 1 is further analyzed, with examples of parametric families of trigonometric polynomial tight wavelet frames constructed.
Unitary extension principle
Let r be a fixed positive integer. For each
for m = 1, 2, . . . , r, j ∈ R k , where φ m k (n), n ∈ Z s , are the Fourier coefficients of φ m k . Recall from [12] and [13] that
and
for m, µ = 1, 2, . . . , r and j, ν ∈ R k . Further, the periodic refinement equation (1.2) is also equivalent to
. . , ρ k , are defined by the periodic wavelet equation (1.4) . As shown in [13] , (1.4) is also equivalent to 
Contrary to the basis case considered in [12] , the matrices H k+1 ∈ S(D k+1 ) r×r and G k+1 ∈ S(D k+1 ) ρ k ×r need not be unique (see [13] ). However it is possible to provide additional information about the values of these matrices over R k+1 . To this end, for each ν ∈ R k+1 , note that the matrix
is Hermitian and positive semi-definite, and so there exists an r × r unitary matrix U k+1 (ν) such that
where
and thus
Further, we may rewrite (2.3) and (2.4) as
and 
Proof. Fix k ≥ 0 and j ∈ R k . It follows from (2.11) that for µ = 1, 2, . . . , r,
where B µ,ζ denotes the (µ, ζ)-entry of the matrix B. This shows that for ∈ R 1 and m = 1, 2, . . . , r,
. . , r, can take any complex numbers, which means that the m-th column of
The respective vector in (2.14) for the matrix
follows from the same arguments when applied to (2.12).
In view of (2.10), it follows from Proposition 2.1 that for each ν ∈ R k+1 , the eigenvalues of M k+1 (ν) provide crucial information on which columns of H k+1 (ν)U k+1 (ν) * and G k+1 (ν)U k+1 (ν) * are uniquely determined and which columns could be arbitrarily chosen. This information is used in proving the following theorem which is the key to our desired unitary extension principle for (1.6) . Then the following are equivalent.
There holds
Proof. To simplify expressions in the proof, for k ≥ 0, define linear operators
Therefore, using the relation
In view of (1.6), there exist
Now define the column vectors
Then the equations in (2.21) imply that
where B denotes the conjugate of the matrix B. 
We also have
We are now ready to establish the equivalence of (i) and (ii).
, applying (2.16) to f , g and then f + g, we obtain after a straightforward calculation
Replacing g by ig in (2.26), and then combining with (2.26) yields (2.25) which, in terms of (2.23) and (2.24), implies that
Thus setting
it follows that
Consequently, since U k+1 (ν), ν ∈ R k+1 , are unitary matrices, (2.27) can be rewritten as
For each j ∈ R k and ∈ R 1 , writing as column vectors, we have
. . , r. Thus this enables us to enumerate
Now fix j ∈ R k , and take g = w m k+1,j+D k and f = w
, where m, µ = 1, 2, . . . , r and , η ∈ R 1 . Then it follows from (2.9), (2.28) and (2.29) that each of γ k,j (g) and γ k,j (f ) is a column vector with at most one nonzero entry. Thus (2.30) gives
for all m, µ = 1, 2, . . . , r and , η ∈ R 1 . By Proposition 2.1, for ∈ R 1 and m = 1, 2, . . . , r, if w m k+1,j+D k = 0, the column vector C m k+1 (j, ) is uniquely determined, whereas otherwise it could be any vector in C r+ρ k .
Let us examine closer those columns of C k (j) as defined in (2.32) that are uniquely determined. Consider m, µ ∈ {1, 2, . . . , r} and , η ∈ R 1 such that w m k+1,j+D k = 0 and w
This implies that all the uniquely determined columns of
The remaining columns of
, which can be arbitrarily chosen, are selected to ensure that the entire matrix
With this choice of the columns of C k (j), we obtain the matrix values H k+1 (j + D k ) and
As for the equivalence of (ii) and (iii), if (2.16) holds for all f ∈ L 2 ([0, 2π) s ), as seen earlier, this implies that (2.25) is valid for any f, g ∈ L 2 ([0, 2π) s ). Rewriting (2.25) and then choosing g = S k+1 f − S k f − E k f , we obtain (2.17). On the other hand, taking inner product of both sides of (2.17) with f ∈ L 2 ([0, 2π) s ) yields (2.16) . This completes the proof of the theorem.
For the special setting of s = r = 1 and A = D = 2, at first glance, the equivalence of (i) and (ii) in Theorem 2.1 seems to be the periodic analog of [6, Lemma 1] . This is not exactly the case as [6, Lemma 1] for L 2 (R) assumes and uses the hypothesis that the refinable function concerned is compactly supported. A periodic analog of this assumption is not made in Theorem 2.1, and instead we deal with the more general situation where some of the λ m k+1 (ν)'s in (2.7) could be zero. This subtlety is reflected in the nonunique values of the matrices H k+1 ∈ S(D k+1 ) r×r and G k+1 ∈ S(D k+1 ) ρ k ×r . Theorem 2.1 implies that whenever (2.16) holds, it is always possible to find such a pair of H k+1 and G k+1 for (1.8).
On a different perspective, the condition (1.8) will be our starting point of constructing tight wavelet frames for L 2 ([0, 2π) s ). Its characterizations provided by Theorem 2.1 will be instrumental in the derivation and also give insight to the wavelet frames constructed by our main result, which we call the unitary extension principle (UEP) for L 2 ([0, 2π) s ).
For every k ≥ 0 and some positive integer
For the proof of Theorem 2.2, in addition to Theorem 2.1, we need the following lemma on the implication of the condition (2.34).
. . , r, satisfy (2.34). Let f be an arbitrary trigonometric polynomial. Then for any given > 0, there exists K ≥ 0 such that for all k ≥ K,
Proof. Let S denote the support of the Fourier coefficients { f (n)} n∈Z s of f . Note that S ⊂ Z s is a finite set since f is a trigonometric polynomial. Consequently, it follows from (2.34) that there
Now by Parseval's identity and (2.2), we have
As S is a finite set, there exists a positive number N such that S ⊆ B(N ) : 
Hence for all k ≥ K 1 , we have by (2.19) that
Then by (2.36) and (2.38), we obtain
this leads to (2.35).

Proof of Theorem 2.2. We need to show that the collection { φ m
Since the set of all trigonometric polynomials is dense in L 2 ([0, 2π) s ), it suffices to show that (1.1) holds for all trigonometric polynomials f .
Fix an arbitrary trigonometric polynomial f . Applying Theorem 2.1 repeatedly, we obtain
Thus by (2.35) in Lemma 2.1, we see that for all k ≥ K,
Hence by letting k → ∞, we get
Since is arbitrary, this implies that (1.1) holds for every trigonometric polynomial f , and the result follows.
For k ≥ 0, let φ m k , m = 1, 2, . . . , r, and ψ m k , m = 1, 2, . . . , ρ k , be the refinable functions and wavelets in Theorem 2.2. Define 
Indeed, for k ≥ 0, recall from [13] that
By (2.3) and (2.4), it is clear that
In addition, after some straightforward manipulation, they lead to
where P k (j), j ∈ R k , are as in (1.7) and
This together with (2.41) give V k+1 ⊆ V k + W k , and hence (2.40) holds. The subspace decomposition (2.40) presents a more general setting than in [13] where for each k ≥ 0, V k+1 is the orthogonal direct sum of V k and W k . This allows us to have greater flexibility in constructing tight wavelet frames for L 2 ([0, 2π) s ). As noted in Example 4.1 of Section 4, the sum in (2.40) need not even be a direct sum and dim(V k ∩ W k ) could be nonzero.
In view of Theorem 2.1, a tight wavelet frame
2 possesses the property that (2.17) holds for all k ≥ 0 and f ∈ L 2 ([0, 2π) s ). Following [6] , we say that such a frame is a minimum-energy wavelet frame associated with the MRA {V k } k≥0 . The motivation of this is as follows.
which is an expansion in W k of the difference between the images of the respective operators into V k+1 and V k . Suppose that this difference is represented by another expansion in W k , say
Then proceeding as in [6] for the L 2 (R)-case, we obtain
demonstrating that (2.17) gives a minimum-energy decomposition. ≥ r(d − 1) . In order to apply the UEP, we need to show that the matrices P k (j), j ∈ R k , in (1.7) satisfy (1.8). However, there are other sufficient conditions of similar form as (1.8) that ensure the collection { φ m 0, 2π) s ) . These conditions involve matrices obtained from pre-and post-multiplying appropriate matrices to H k+1 and G k+1 . This forms the basis of our next result, which we call the oblique extension principle (OEP) for L 2 ([0, 2π) s ). Specializing it to r = 1 gives the periodic analog of the extension principle for L 2 (R s ) introduced independently in both [7] and [10] . 
Oblique extension principle
Note that by (1.3), (3.2) and (3.5), for every n ∈ Z s ,
Fix n ∈ Z s and let > 0. It follows from (2.34) that there exists
By (3.1), there exists
for all m, µ = 1, 2, . . . , r. Observe from (3.5) that
Now using (3.8) and the Cauchy-Schwarz inequality, for all k ≥ max{K 0 , K 1 }, we have
Hence it follows from (3.7) and (3.
Thus ϕ k , k ≥ 0, satisfy the hypotheses of Theorem 2.2.
Since the matrices Q k (j), j ∈ R k , defined by (3.3) satisfy (3.4), we conclude from Theorem 2.2 that the collection
As Θ 0 ∈ S(D 0 ) r×r , we have Θ 0 (n) = Θ 0 (0) = I r for all n ∈ Z s . Therefore by (3.5), we obtain ϕ 0 (n) = Θ 0 (n) φ 0 (n) = φ 0 (n) for all n ∈ Z s ; that is, ϕ 0 = φ 0 . Further, by (1.5), (3.2), (3.5) and (3.10), we see that for k ≥ 0 and n ∈ Z s ,
Thus ω k = ψ k for all k ≥ 0. Hence the result follows.
As seen from its proof, the OEP is obtained as a consequence of the UEP. On the other hand, if the matrices Θ k , k ≥ 0, in the OEP are taken to be the r × r identity matrix, then the OEP reduces to exactly the UEP. In other words, the UEP and OEP are mathematically equivalent results. Nevertheless, the OEP is still a useful reformulation of the UEP. This is because for a given collection of functions, the OEP provides an alternative, and in fact more general, sufficient condition for the collection to form a tight wavelet frame.
The upshot in the proof of the OEP is that despite the change of matrix sequences in the refinement and wavelet equations as given by (3.6) and (3.10), the resulting wavelets are identical to the original wavelets. However, as noted from (3.5), the refinable functions change in the process, but the subspaces they generated remain the same. More precisely, for k ≥ 0, let ϕ m k , m = 1, 2, . . . , r, be the new refinable functions considered in the proof of the OEP. Then
To see this, observe that (3.5) is equivalent to
Solutions to extension principles
In both the UEP (Theorem 2.2) and OEP (Theorem 3.1), we essentially assume solutions to the following matrix extension problem. For each k ≥ 0, starting from
, for which the (r + ρ k ) × rd matrices P k (j), j ∈ R k , as defined in (1.7) satisfy (1.8). We shall show that whenever ρ k ≥ rd, it is always possible to find such a solution G k+1 . Depending on H k+1 , the total number of wavelets ρ k could even be less than rd but at least r(d − 1).
Fixing notations, define the r × rd matrices
and the ρ k × rd matrices
is an rd × rd positive semi-definite Hermitian matrix and so all its eigenvalues are nonnegative. Renaming if necessary, let λ m k (j), m = 1, 2, . . . , rd, be the eigenvalues of
Since rank(H k (j)) ≤ r, it follows that λ m k (j) = 0 for m = r + 1, . . . , rd, and we are concerned with only the remaining first r eigenvalues. 
and set 
Proof. Suppose that (4.5) holds and that
Applying the singular value decomposition (see for example [17, Theorem 6.1] ) to H, we express H as a product
where U and V are r × r and rd × rd unitary matrices respectively, and S is the r × rd matrix
Here 
It is clear that the columns of Q are orthonormal. Thus Q * Q = I rd . Note that Q is an extension of S, so we write
where B is the ρ k × rd matrix formed by the last ρ k rows of Q. Let W be any ρ k × ρ k unitary matrix, and set
Observe that
Since U and V are unitary matrices and Q * Q = I rd , it follows that
This shows that H * H + G * G = I rd . Therefore we conclude that (4.3) holds. In other words, the matrices P k (j) as defined in (1.7) satisfy (1.8). By extending periodically the values of the matrices 
. , rd). Therefore exactly
On the other hand, since
Hence we obtain ρ k ≥ r(d − 1) + q k (j). Since this inequality holds for all j ∈ R k and ρ k is independent of j, we conclude that
This completes the proof of the theorem.
Theorem 4.1 gives necessary and sufficient conditions for (1.8). The minimum value of ρ k required depends on q k in (4.7). Nevertheless, for k ≥ 0, starting from any H k+1 ∈ S(D k+1 ) r×r for which (4.5) holds, a solution G k+1 ∈ S(D k+1 ) ρ k ×r to (1.8) always exists when we take ρ k to be at least rd. Indeed, it follows from (4.6) and (4.7) that q k ≤ r and so ρ k ≥ rd ≥ r(d − 1) + q k . The solution is then guaranteed by Theorem 4.1.
Let us next consider the case when ρ k = r(d − 1) which is the number of wavelets for the basis setting in [12] . Here q k = 0 which implies that λ m k (j) = 1 for all m = 1, 2, . . . , r and j ∈ R k . Consequently, for every j ∈ R k , all the eigenvalues (counting multiplicity) of the r × r matrix H k (j)H k (j) * are 1. This means that H k (j)H k (j) * = I r which translates to
Note that (4.8) is satisfied for all k ≥ 0 and j ∈ R k when { T k φ m k : m = 1, 2, . . . , r, ∈ L k } forms an orthonormal basis for V k in (2.39) for every k ≥ 0 (see [12] ).
The other extreme to the case when q k = 0 is the situation when q k = r. In this instance, the minimum value of ρ k needed for a solution to (
The proof of Theorem 4.1 is constructive and it provides a solution G k+1 to (1.8). The next theorem shows that armed with a particular solution, we can always find all the solutions to (1.8). Proof. Fix k ≥ 0, j ∈ R k . To simplify notations, set H := H k (j), where H k (j) is defined as in (4.1), and
Since P 0 k (j) satisfies (1.8), we have
Now suppose that the matrix G k+1 ∈ S(D k+1 ) ρ k ×r is given by (4.9) for some unitary matrix
In other words, P k (j) * P k (j) = dI rd . Since j ∈ R k is arbitrary, this shows that G k+1 is a solution to (1.8).
Conversely, suppose that G k+1 ∈ S(D k+1 ) ρ k ×r is any solution to (1.8). Then
where G := G k (j). This and (4.10) imply that G * G = (G 0 ) * G 0 . Since the rd × rd matrix G * G is Hermitian and positive semi-definite, there exists an rd × rd unitary matrix V such that (λ 1 , . . . , λ rd ), (4.11) where λ 1 , λ 2 , . . . , λ rd are the eigenvalues of G * G which are all nonnegative. Applying the singular value decomposition to G and G 0 , we obtain 
