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Resumo
Neste trabalho estudamos parâmetros de reticulados que são relevantes para aplicações na
chamada criptografia pós-quântica, em sistemas importantes como LWE e SIS. São analisados
o parâmetro de suavização, particularmente nos reticulados mais densos conhecidos em baixas
dimensões, bem como reticulados ideais e reticulados 푞-ários.
Palavras chave: reticulados, criptografia pós-quântica, parâmetro de suavização
Abstract
In this work we study lattice parameters which are relevant for applications to the so
called post-quantum cryptography, in important systems such as LWE and SIS. We analyze the
smoothing parameter, particularly for the densest known lattices in lower dimensions, as well as
ideal lattices and 푞-ary lattices.
Keywords: lattices, post-quantum cryptography, smoothing parameter
Notações e Símbolos
N O conjunto dos números naturais sem o 0.
Z O conjunto dos números inteiros.
Z푞 O anel dos inteiros módulo 푞.
Q O conjunto dos números racionais.
R O conjunto dos números reais.
R>0 O conjunto dos números reais estritamente positivos.
R≥0 O conjunto dos números reais maiores ou iguais a zero.
C O conjunto dos números complexos.
R푛 O espaço euclidiano 푛-dimensional.
H O hiperplano superior complexo, isto é, o conjunto dos números complexos com parte
imaginária estritamente positiva.
퐴푚×푛 O conjunto de matrizes 푚 × 푛 com entradas no anel A.
퐼푛 A matriz identidade 푛 × 푛.
푀> A transposta da matriz 푀 .
퐵푟(푥) A bola aberta de centro 푥 e raio 푟, em R푛.
퐴[푋] O anel de polinômios sobre o anel 퐴.
⊂ Denota continência de conjuntos não-estrita.
〈·, ·〉 Produto interno de vetores em R푛, dado por 〈푥, 푦〉 = ∑푛푖=1 푥푖푦푖.
‖·‖ Quando não especificado refere-se à norma 2 em R푛, dada por ‖푥‖ = √〈푥, 푥〉.
훿푖, 푗 A função delta de Dirac, que vale 1 se 푖 = 푗 , e 0 se 푖 6= 푗 .
Pr [·] Denota a função “probabilidade”.
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Capítulo 1
Introdução
Neste trabalho apresentamos um estudo de reticulados em R푛, isto é, conjuntos formados
por combinações inteiras de vetores independentes, dando particular ênfase aos aspectos rele-
vantes destes para segurança e confiabilidade da informação. Procuramos definir e caracterizar
propriedades sobre parâmetros de reticulados que são úteis para criptografia e explicar como
esses parâmetros são utilizados.
O estudo de reticulados e suas propriedades teve grande ampliação com a publicação do
livro “Sphere Packings, Lattices and Groups” de J. H. Conway e N. J. A. Sloane [CS99], uma das
principais referências desta subárea. Entre os temas do livro, são apresentadas diversas análises
do ponto de vista matemático, principalmente para problemas relacionados ao empacotamento e
cobertura de esferas no espaço. Oproblema do empacotamento de esferas consiste emdeterminar
qual arranjo de esferas de mesmo tamanho, no espaço 푛-dimensional, é capaz de preenchê-lo
commaior densidade média. Por exemplo, em dimensão 2, o melhor empacotamento é dado por
um arranjo hexagonal, como é encontrado nas colmeias de abelhas, ou na forma como bolhas
de mesmo tamanho se organizam sobre a superfície da água. Este é um exemplo de arranjo em
reticulado, pois o conjunto dos centros das bolas forma um reticulado (no caso, o reticulado
hexagonal).
Já na dimensão 3, o problema foi estudado em profundidade pelo astrônomo e matemático
Johannes Kepler. Em 1611, Kepler publicou o folheto Strena seu de Nive Sexangula, onde
questiona o motivo dos flocos de neve sempre parecerem ter um formato hexagonal. No escrito,
Kepler formula pela primeira vez o que viria a ser chamado de conjectura de Kepler: a afirmação
de que nenhum arranjo de esferas preenche mais densamente o espaço tridimensional do que
o empacotamento cúbico centrado nas faces (FCC), e o empacotamento hexagonal próximo
(HCP) [Kep10]. Kepler não provou sua afirmação, mas o próximo passo foi tomado por Carl
Friedrich Gauss, que provou em um artigo de 1831 que a conjectura de Kepler vale quando
restrita a arranjos em reticulados [Gau31]. A versão geral permaneceu em aberto, e fez parte da
famosa lista dos 23 problemas de Hilbert, publicada em 1900. Em 1998 Thomas Hales anunciou
a descoberta de uma prova por exaustão que envolvia a verificação de muitos casos individuais,
computacionalmente. A prova foi publicada apenas em 2017 [Hal+17], e foram utilizados os
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softwares provadores de teoremas Isabelle e HOL Light.
Outro problema relevante relacionado é o do kissing number, que pergunta qual é o número
de esferas unitárias que podem ser colocadas tocando uma esfera comumfixada, tambémunitária.
O problema se tornou famoso com a conhecida disputa entre o físico Isaac Newton e o astrônomo
David Gregory, em 1694. Newton afirmava que a resposta na dimensão 3 era 12, dada pelo
reticulado A3, enquanto Gregory acreditava que seria possível adicionar ainda mais uma bola
[Slo84]. A prova definitiva que esse número é 12 foi dada apenas em 1953, e até hoje o kissing
number é conhecido apenas nas dimensões 1, 2, 3, 4, 8 e 24 [BV08].
Os reticulados começaram a ganhar maior destaque a partir do surgimento da teoria da
informação de Shannon, que tem como um marco a publicação do artigo “A Mathematical
Theory of Communication” em 1948 [Sha48]. Os reticulados têm diversas aplicações nessa
área, dentre as quais quantização para sinais com ruído aditivo branco gaussiano (additive white
Gaussian noise—AWNG) [Zam09], bem como no uso de codificação por classes laterais (coset
coding) para canais do tipo wiretap [Wyn75][OSB16][BO10].
Mais recentemente, tem surgido um interesse por reticulados dentro da área de cripto-
grafia, que consiste no estudo e prática de técnicas para comunicação segura na presença de
adversários. Dentre as características desejadas para essa comunicação destacam-se quatro:
confidencialidade, a garantia de que indivíduos não autorizados não lerão a informação; integri-
dade, a garantia de que a informação não seja perdida; autenticação, a verificação da identidade
de um indivíduo, e não-repúdio, a certeza da autoria de uma mensagem [Riv90].
Um esquema criptográfico é a descrição de um método para comunicação, que preferen-
cialmente tenha essas quatro características. A garantia da segurança é em geral baseada em
problemas matemáticos para os quais haja evidência de que são difíceis (computacionalmente
falando). Esta evidência pode ser tanto uma prova teórica (por exemplo NP-completude), quanto
prática (problemas que foram atacados por muito tempo, sem sucesso)[Riv90]. Porém, alguns
dos problemas mais utilizados atualmente, como o problema de fatoração em primos ou o pro-
blema do logaritmo discreto foram abalados com a descoberta de algoritmos quânticos que os
resolvem de forma eficiente [Sho94]. Ainda não existem computadores quânticos poderosos o
suficiente para rodar esses algoritmos; mas essa área tem tido intensa pesquisa e rápidos avanços
com máquinas cada vez mais eficientes. A Google, por exemplo, anunciou que demonstrou a
quantum supremacy no final de 2019 [Aru+19].
A perspectiva desses algoritmos quânticos incentivou a busca por esquemas e problemas
criptográficos alternativos aos mais convencionais, que sejam resistentes a computadores quân-
ticos. Esse estudo é denominado criptografia pós-quântica, e envolve métodos baseados em
diferentes áreas da matemática, como códigos, reticulados, equações multivariadas, funções
hash, entre outros [Ber09]. Os esquemas criptográficos baseados em reticulados destacam-se
por provas seguras de dificuldade em pior-caso, implementações simples e eficientes [MR09].
Em 2016 o NIST (National Institute for Standards and Technology) anunciou um concurso
para formulação de padrões da criptografia, chamado Post-Quantum Cryptography Standardi-
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zation. Das 82 submissões originais, 28 eram baseadas em reticulados; já na segunda etapa
do concurso, em 2019, 12 das 26 submissões restantes são baseadas em reticulados [Ala+19].
Isso mostra como a criptografia baseada em reticulados vem sendo amplamente estudada e
considerada uma alternativa promissora aos esquemas tradicionais.
Os esquemas mais utilizados são baseados no problema chamado LWE (learning with
errors) e sua generalização para anéis de polinômios sobre corpos finitos, chamada Ring-
LWE (ring learning with errors) [Reg05][LPR12]. Eles são baseados em um problema que é
originalmente da área demachine learning, chamado parity learning. O problema LWE consiste
em, basicamente, dadas amostras (푥푖, 푦푖) ∈ Z푛푞 × Z푞, onde 푦푖 = 푓 (푥푖) + 휀푖 para 푓 linear e 휀푖 um
erro gaussiano, descobrir 푓 (ou uma aproximação) com alta probabilidade.
Em particular, estudamos nesta dissertação um parâmetro de reticulados que é ampla-
mente utilizado nos problemas LWE, chamado parâmetro de suavização [Ajt96][Reg09]. Este
parâmetro pode ser visto, intuitivamente, como a menor quantidade de erro gaussiano necessária
para suavizar uma gaussiana discreta. Ele é utilizado na redução de pior-caso para caso-médio
para vários problemas em construções criptográficas baseadas em reticulados (dentre as quais
a LWE) e na dedução de alguns resultados de transferência para certas constantes [Pei+13].
Além das aplicações em criptografia pós-quântica, esse parâmetro tem relação com sistemas
de codificação wiretap gaussianos, onde é utilizado um fator equivalente, chamado fator de
achatamento (flatness factor). Esse fator foi introduzido em 2011 [Bel11]. No artigo [LLB12]
é provada a equivalência entre o fator de achatamento e o parâmetro de suavização.
Esses fatos denotam o interesse no estudo do parâmetro de suavização em relação com
parâmetros clássicos de reticulados, tais como: densidade de empacotamento, densidade de co-
bertura, distância mínima, entre outros [Pei+13]. Essa relação com os parâmetros de reticulados
é enfatizada pelo fato de ser possível definir o parâmetro de suavização usando a série teta de
reticulados.
O objetivo deste trabalho é fazer um estudo do parâmetro de suavização e sua relação
com outros parâmetros de reticulados, e analisar as aplicações em criptografia e codificação
de informações. Enfatizamos uma formulação mais precisa e adaptada ao rigor matemático de
conceitos que são mais frequentemente publicados do ponto de vista de engenharia e compu-
tação; e por fim a análise de algumas simulações computacionais para melhor compreensão e
comparação dos parâmetros. No Capítulo 2, fazemos uma introdução sobre reticulados, seus
exemplos, e suas propriedades clássicas. No Capítulo 3 estudamos o parâmetro de suavização
e suas propriedades, bem como algumas noções relacionadas a gaussianas sobre reticulados.
Fazemos também algumas simulações computacionais para propósitos de comparação dos parâ-
metros. No Capítulo 4, apresentamos conceitos relevantes sobre criptografia, bem como alguns
dos principais esquemas da criptografia baseada em reticulados.
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Capítulo 2
Reticulados
Neste capítulo, fazemos uma introdução a conceitos e propriedades de reticulados. As
principais referências utilizadas foram [CS99], [Cos+17], [Zam+14] e [Ebe12].
2.1 Definição e propriedades
Definição 2.1.1. [CS99] Seja 훽 = {푏1, . . . , 푏푘 } um conjunto de vetores linearmente indepen-
dentes em R푛. O reticulado com base 훽 é o conjunto de todas as combinações lineares inteiras
de 훽:
Λ(훽) = 〈훽〉Z = {훼1푏1 + · · · + 훼푘푏푘 | 훼1, . . . , 훼푘 ∈ Z} .
Dizemos que 푘 é a dimensão ou posto do reticulado. Se 푘 = 푛, dizemos que o reticulado
tem posto completo.
Exemplo 2.1.2. Ilustramos aqui dois exemplos de reticulados de posto completo em R2.
푏1
푏2
(a) Λ = 〈(1, 1), (3/2, 0)〉Z ⊂ R2.
푏1
푏2
(b) Λ = 〈(0, 1), (1, 0)〉Z = Z2.
Figura 2.1: Exemplos de reticulados de posto completo em R2.
Uma caracterização equivalente de reticulados é a destes serem subgrupos aditivos discre-
tos de R푛. Demonstramos aqui um dos sentidos, isto é, que todo reticulado é subgrupo aditivo
discreto de R푛 (Teorema 2.1.4).
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Definição 2.1.3 (Ortogonalização de Gram-Schmidt). Seja 훽 = {푏1, . . . , 푏푘 } conjunto L. I. de
vetores em R푛. A ortogonalização de Gram-Schmidt de 훽 é um conjunto de vetores ortogonais
훽′ = {푏′1, . . . , 푏′푘 } em R푛, definido recursivamente da seguinte forma:
• 푏′1 = 푏1,
• 푏′푖 = 푏푖 −
푖−1∑
푗=1
휇푖, 푗푏
′
푗 , onde 휇푖, 푗 =
〈푏푖 ,푏′푗 〉
〈푏′푗 ,푏′푗 〉 , para 1 ≤ 푗 < 푖 ≤ 푘 .
Note que pela definição, a ortogonalização de Gram-Schmidt satisfaz as propriedades
〈푏′푖, 푏′푗 〉 = 훿푖, 푗 e 〈푏′푗 , 푏′푗 〉 = 〈푏 푗 , 푏′푗 〉
Teorema 2.1.4. Se Λ ⊂ R푛 é reticulado então Λ é subgrupo aditivo discreto de R푛.
Demonstração. TomeΛ = 〈푏1, . . . , 푏푘〉Z reticulado. ClaramenteΛ é subgrupo, pois se 푣, 푤 ∈ Λ
então 푣 − 푤 ∈ Λ. Para provar que Λ é discreto, considere a ortogonalização de Gram-Schmidt
{푏′1, . . . , 푏′푘 }. Dado 푣 = 푥1푏1 + · · · + 푥푘푏푘 ∈ Λ \ {0}, seja 푖 o maior índice tal que 푥푖 6= 0. Então
pela ortogonalização de Gram-Schmidt temos que
〈푥1푏1 + · · · + 푥푘푏푘 , 푏′푖〉 = 푥푖 〈푏푖, 푏′푖〉 = 푥푖 ‖푏′푖 ‖2 . (2.1)
Por outro lado, a desigualdade de Cauchy-Schwarz nos diz que〈푥1푏1 + · · · + 푥푘푏푘 , 푏′푖〉 ≤ ‖푥1푏1 + · · · + 푥푘푏푘 ‖ · ‖푏′푖 ‖ . (2.2)
Unindo 2.1 e 2.2 obtemos que ‖푥1푏1 + · · · + 푥푘푏푘 ‖ ≥ |푥푖 |‖푏′푖 ‖ ≥ ‖푏′푖 ‖ (pois 푥푖 6= 0) e portanto
‖푣‖ ≥ min1≤푖≤푘 푏′푖.
Assim, dado 푣 ∈ Λ, tome 휀 = min1≤푖≤푛
(‖푏′푖 ‖ /2) . Então 퐵휀(푣)∩Λ = {푣}, pois‖푣 − 푤‖ ≥
min1≤푖≤푘 푏′푖 para todo 푤 6= 푣, 푤 ∈ Λ. Demonstramos, assim que o conjunto Λ é discreto. 
Note que é demonstrável que a caracterização é equivalente, isto é, Λ é reticulado sse é
subgrupo aditivo discreto de R푛 (ver [Cas97, Teorema VI, p. 78]).
Definição 2.1.5. Dado um reticuladoΛ e uma base 훽 = {푏1, . . . , 푏푘 } deste reticulado, definimos
a matriz geradora de Λ relativa a esta base como
퐵 =
[
푏1 · · · 푏푘
]
,
onde os vetores da base são colocados como colunas da matriz. Dessa forma podemos também
representar os vetores de um reticulado como o conjunto dos vetores 퐵푥 para 푥 ∈ Z푘 .
A matriz de Gram do reticulado relativa à base 훽 é a matriz simétrica dada por 퐺 = 퐵>퐵,
com entradas da forma 푔푖 푗 = 〈푏푖, 푏 푗 〉. Ela é relevante pois nos permite definir o determinante
de um reticulado mesmo quando o posto não for completo. Definimos o determinante de um
reticulado Λ como
detΛ ≔ det퐺. (2.3)
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para qualquer matriz de Gram 퐺 de Λ. Este valor independe da matriz de Gram escolhida.
O volume de um reticulado, dado por 푉(Λ) =
√
detΛ, de fato corresponde ao volume de um
paralelotopo definido por uma base do reticulado [Cos+17]. Um reticulado com determinante
±1 é dito unimodular.
Para determinar se duas matrizes geram o mesmo reticulado, consideramos o grupo das
matrizes inteiras invertíveis
GL푘 (Z) ≔
{
푈 ∈ Z푘×푘
 det푈 = ±1} ,
também chamadas de matrizes unimodulares.
Proposição 2.1.6. [Cos+17] Asmatrizes 퐵1, 퐵2 ∈ R푛×푘 geram omesmo reticulado se, e somente
se, 퐵1 = 퐵2푈, onde푈 ∈ GL푘 (Z).
Demonstração. Sejam Λ1 reticulado gerado por 퐵1, e Λ2 o gerado por 퐵2. Para que Λ1 ⊃ Λ2
é necessário e suficiente que 퐵1 = 퐵2푈, com 푈 ∈ Z푘×푘 . Analogamente, a inclusão Λ2 ⊃ Λ1 é
equivalente a pedir que 퐵2 = 퐵1푉 para alguma 푉 ∈ Z푘×푘 . Daí tiramos que 푈 é invertível, com
inversa푈−1 = 푉 ∈ Z푘×푘 . Mas푈−1 ∈ Z푘×푘 ⇐⇒ det푈 = ±1. 
Dois reticulados Λ1 e Λ2 são ditos equivalentes se existirem uma constante 휆 ∈ R e uma
transformação ortogonal 푂 (i.e. 푂>푂 = 퐼), tais que 휆푂(Λ1) = Λ2. Se 퐺1 e 퐺2 são matrizes de
Gram de Λ1 e Λ2, respectivamente, então 퐺2 = 휆2퐺1.
2.2 Distância mínima e empacotamento
Um parâmetro importante em reticulados é a distância mínima 휆, que é a menor distância
possível entre dois pontos distintos de Λ, ou equivalentemente, a menor norma de um vetor
não-nulo de Λ:
휆(Λ) B min
푥,푦∈Λ
푥 6=푦
‖푥 − 푦‖ = min
푣∈Λ\{0}
‖푣‖
Uma generalização da distância mínima de reticulados é dada pelos mínimos sucessivos
휆푖, para 1 ≤ 푖 ≤ dim(Λ), definidos por
휆푖(Λ) B inf
{
max
푣∈B
‖푣‖
 B é conjunto L. I., |B| = 푖} , (2.4)
onde 휆1 equivale à distância mínima.
Exemplo 2.2.1. Seja Λ = 〈(1, 1), (3/2, 0)〉 como no Exemplo 2.1.2 (a). Como pode-se observar
na Figura 2.1, um vetor de norma mínima é (−1/2, 1) e portanto 휆1 = ‖(−1/2, 1)‖ =
√
5/2.
Um vetor que tem a segunda menor norma possível é (1, 1), com norma
√
2. Como o
conjunto {(−1/2, 1), (1, 1)} é L.I., então esse é um exemplo de conjunto de 2 elementos que tem
a menor norma possível. Assim, 휆2 =
√
2.
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Os reticulados também podem ser analisados no problema de encaixar esferas de mesmo
raio em R푛 de forma a preencher o maior espaço possível. A forma de fazer um empacotamento
de esferas utilizando reticulados é centrar cada esfera em um ponto do reticulado e utilizar o
maior raio possível tal que quaisquer duas esferas tenham interseção vazia ou no bordo. Este
raio é chamado de raio de empacotamento, e ele coincide com a metade da distância mínima.
Figura 2.2: Empacotamento dos reticulados dos Exemplo 2.1.2 por esferas de raio 휆/2.
A proporção do volume do espaço 푛-dimensional que é ocupada pelo empacotamento de
um reticulado pode ser calculada pela razão entre o volume da bola de empacotamento, e o
volume da região de Voronoi do reticulado. A região de Voronoi V de um reticulado Λ é o
conjunto de pontos de R푛 que estão mais perto da origem do que de qualquer outro vetor do
reticulado:
V(Λ) = {푥 ∈ R푛  ‖푥‖ ≤ ‖푥 − 푤‖ , ∀푤 ∈ Λ \ {0}} .
Figura 2.3: Regiões de Voronoi dos reticulados do Exemplo 2.1.2.
Definição 2.2.2. Sejam Λ reticulado de posto completo em R푛, e 퐴 ⊂ R푛 mensurável. Dizemos
que 퐴 ladrilha o espaço por Λ, se satisfaz duas propriedades:
1. Se 푣, 푤 ∈ Λ, 푣 6= 푤, então (푣 + 퐴) ∩ (푤 + 퐴) tem volume zero.
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2. ⋃푣∈Λ(푣 + 퐴) = R푛.
Uma propriedade interessante da região de Voronoi é que podemos construir um ladrilha-
mento do espaço porV, considerando para cada 푣 ∈ Λ, o ladrilho (푣 +V).
Analogamente à região de Voronoi, podemos também ladrilhar perfeitamente R푛 através
do paralelotopo fundamental, que é o paralelotopo apoiado em uma base do reticulado:
푃(훽) =
{
훼1푏1 + · · · + 훼푘푏푘
 훼1, . . . , 훼푘 ∈ [0, 1]} .
Figura 2.4: Paralelotopo fundamental dos reticulados do Exemplo 2.1.2.
Teorema 2.2.3. [HW00] Se dois conjuntos mensuráveis ladrilham o plano por Λ, então eles
têm o mesmo volume.
Demonstração. Sejam 퐴, 퐵 mensuráveis que ladrilham R푛 por Λ. Pela segunda propriedade do
ladrilhamento,
퐵 = 퐵 ∩
(⋃
푣∈Λ
(푣 + 퐴)
)
=
⋃
푣∈Λ
퐵 ∩ (푣 + 퐴).
Assim, como os termos da união têm interseção com volume zero, e como volume é invariante
por translação, temos que
Vol 퐵 =
∑
푣∈Λ
Vol
((퐵 ∩ (푣 + 퐴)) − 푣) = ∑
푣∈Λ
Vol (퐴 ∩ (−푣 + 퐵)) = Vol 퐴. 
Corolário 2.2.4. Seja 훽 base de um reticulado de posto completo Λ. Então
VolV = Vol 푃(훽) = 푉(Λ).
Assim, faz sentido definir a densidade do empacotamento de Λ como a razão entre o
volume de uma bola do empacotamento, pelo volume de uma região que ladrilha o plano, pois
esta é a proporção do espaço ocupada pelas bolas.
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Definição 2.2.5. Seja Λ ⊂ R푛 reticulado de posto completo. Definimos a densidade de empa-
cotamento de Λ como
Δ (Λ) = Vol
(
퐵휆/2(0)
)
푉(Λ)
.
Reticulados equivalentes possuem a mesma densidade de empacotamento. É interessante
notar que os reticulados com melhor densidade de empacotamento são conhecidos apenas nas
dimensões de 1 a 8 e 24 [Coh+17] (para dimensão 24 a prova foi publicada em 2017).
Um parâmetro de reticulados semelhante, e em algum sentido dual ao raio de empaco-
tamento é o raio de cobertura, que é o menor raio necessário para cobrir o espaço com bolas
centradas nos pontos de um reticulado.
Definição 2.2.6. Seja Λ ⊂ R푛 reticulado de posto completo. O raio de cobertura de Λ é dado
por
휇(Λ) ≔ inf
{
푟 > 0
 ⋃
푣∈Λ
퐵푟(푣) = R푛
}
.
Figura 2.5: Cobertura dos reticulados do Exemplo 2.1.2.
A densidade de cobertura é definida de forma semelhante à densidade de empacotamento.
Definição 2.2.7. Seja Λ ⊂ R푛 reticulado de posto completo com raio de empacotamento 휇. A
densidade de empacotamento de Λ é dada por
Θ(Λ) ≔
Vol 퐵휇(0)
푉(Λ)
.
2.3 Reticulados importantes
As descrições seguintes dos reticulados mais relevantes foram extraídas de [CS99, Cap.
4]. A razão para muitos dos nomes (como A푛, D푛, E푛, etc) é que estes reticulados são gerados
por sistemas de raízes, que são um conceito fundamental na teoria de álgebras de Lie e grupos
de Lie [Hal15].
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Definição 2.3.1. Um sistema de raízes Φ em R푛 é um conjunto finito de vetores não-nulos
satisfazendo:
1. Φ gera R푛;
2. Dado 훼 ∈ Φ, os únicos múltiplos escalares de 훼 que pertencem a Φ são 훼 e −훼;
3. Para cada 훼 ∈ Φ, o conjunto Φ é fechado por reflexão com relação ao hiperplano
perpendicular a 훼;
4. Se 훼, 훽 ∈ Φ, então a projeção ortogonal de 훽 em 훼 é um múltiplo inteiro ou meio-inteiro
de 훼.
Tendo um sistema de raízes Φ, definimos o reticulado gerado por Φ como Λ(Φ) B 〈Φ〉Z,
isto é, o conjunto das combinações lineares inteiras de vetores deΦ. Um reticulado que é gerado
por um sistema de raízes é chamado de reticulado raiz [Hal15].
Exemplo 2.3.2. Considere o conjunto Φ = {(±1, 0), (0,±1)}. Vemos ver que Φ é sistema de
raiz.
1. Φ gera R2 por {(1, 0), (0, 1)} é base.
2. Claramente, os únicos múltiplos escalares de 훼 ∈ Φ são 훼 e −훼.
3. Note que a reflexão de (1, 0) com relação a (0, 1) é (−1, 0), e vice versa. Analogamente
para a reflexão com relação a (1, 0).
4. Basta notar que a projeção sobre qualquer vetor ortogonal resulta em (0, 0).
Assim, Φ é um sistema de raízes, e o reticulado gerado é Z2.
2.3.1 A푛
O reticulado A푛 ⊂ R푛+1 é um reticulado raiz 푛-dimensional, formado pelos vetores inteiros
cujas coordenadas somam 0:
A푛 =
{
(푣1, . . . , 푣푛+1) ∈ Z푛+1
 푣1 + · · · + 푣푛+1 = 0} .
Este reticulado pode ser gerado pelo sistema de raízes composto pelos vetores da forma 푒 푗 − 푒푘 ,
com 푗 6= 푘 (onde 푒푖 é o 푖-ésimo vetor da base canônica de R푛+1). Também pode ser construído
com a base de vetores 훼푖 = 푒푖 − 푒푖+1, com 1 ≤ 푖 ≤ 푛 + 1.
Exemplo 2.3.3. A2 é o reticulado gerado pelos vetores (1,−1, 0) e (0, 1,−1).
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2.3.2 Reticulados 푞-ários
Os reticulados 푞-ários têm grande relação com códigos lineares sobre o anel Z푞. [Cos+17]
Definição 2.3.4. Um código linear sobre Z푞 (푞 ∈ N) é um submódulo de Z푛푞. Dizemos que 푛 é
o comprimento do código.
Um reticulado 푞-ário é um reticulado inteiro Λ ⊂ Z푛 tal que Λ ⊃ 푞Z푛 para algum 푞 ∈ N.
Dada uma matriz 퐴 ∈ Z푘×푛푞 podemos construir os reticulados 푞-ários
Λ푞(퐴) ≔
{
푣 ∈ Z푛
 푣 ≡ 퐴>푥 mod 푞, para algum 푥 ∈ Z푘} ,
Λ⊥푞 (퐴) ≔
{
푣 ∈ Z푛  퐴푣 = 0 mod 푞} .
Essas construções estabelecem uma relação entre reticulados e códigos lineares. Dado
um código linear퐶 ⊂ Z푛푞, podemos definir a construção A de퐶 como o reticulado 휙−1(퐶), onde
휙(푥) = 푥 mod 푞 é a projeção canônica de Z푛 em Z푛푞.
Observe que o primeiro reticulado é a construção A do código linear gerado pelas linhas
de 퐴, enquanto o segundo é a construção A do código linear que tem matriz de paridade 퐴. Se a
matriz 퐴 estiver na forma sistemática, isto é, 퐴 =
[−퐵 |퐼푘 ] então ela estará associada ao código[
퐼푛−푘
퐵
]
e a matriz geradora do reticulado Λ⊥푞 (퐴) será [Cos+17][
퐼푛−푘 0
퐵 퐼푘
]
.
Teorema 2.3.5. [Cos+17] Todo reticulado inteiro de posto completo é 푞-ário, para 푞 = detΛ.
2.3.3 Reticulado hexagonal
O reticulado hexagonal é um reticulado de dimensão 2 em R2, gerado pelos vetores (1, 0)
e (1/2, √3/2) (que corresponde à rotação do primeiro vetor por 휋/3 radianos). Ele é equivalente ao
reticulado A2 definido na seção 2.3.1. Este reticulado possui esse nome por conta do fato de os
vetores mais próximos da origem formarem um hexágono.
É também o reticulado 2-dimensional que possui melhor densidade de empacotamento:
Δ = 휋/√12 ≈ 0.9069.
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Figura 2.6: Reticulado hexagonal.
2.3.4 BCC e FCC
Os reticuladosBCC (body-centered cubic) e FCC (face-centered cubic), chamados também
de reticulados de Bravais, são amplamente utilizados em cristalografia, por descreverem uma
organização encontrada em diversas estruturas cristalinas[AMW04].
O reticulado BCC pode ser descrito como o reticulado gerado pelos vértices de um cubo
de lado 1 centrado na origem (Figura 2.7a), e portanto uma base é 훽BCC = {(1, 0, 0), (0, 1, 0),
(1/2, 1/2, 1/2)}. O reticulado FCC é gerado pelos vértices, e pelos centros das faces, deste mesmo
cubo (Figura 2.7b), e portante tem como uma base 훽FCC = {(1, 1, 0), (1,−1, 0), (1, 0,−1)}.
(a) BCC (b) FCC
Figura 2.7: Conjuntos geradores dos reticulados BCC e FCC.
Entre os reticulados de dimensão 3, o BCC é o que tem melhor densidade de cobertura
(Θ = 1.4635), enquanto o FCC é o que tem melhor densidade de empacotamento (Δ ≈ 0.7405).
2.3.5 D푛
O reticulado D푛 é um reticulado raiz em R푛. Ele pode ser gerado pelo sistema de raízes
composto por vetores da forma ±푒 푗 ± 푒푘 , com 푗 < 푘 . Como base, podemos tomar os vetores da
forma 푒푖 − 푒푖+1 com 1 ≤ 푖 ≤ 푛, mais o vetor 푒푛−1 + 푒푛.
2.3.6 E8
O reticulado E8 é um reticulado raiz definido como o conjunto de pontos em R8 com
todas as coordenadas inteiras ou todas as coordenadas meio-inteiras, e cuja soma de todas as
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coordenadas é par:
E8 =
{
푥 ∈ Z8 ∪ (Z + 1/2)8
 8∑
푖=1
푥푖 ≡ 0 (mod 2)
}
Um exemplo de matriz geradora para E8 é
퐵 =

2 −1 0 0 0 0 0 1/2
0 1 −1 0 0 0 0 1/2
0 0 1 −1 0 0 0 1/2
0 0 0 1 −1 0 0 1/2
0 0 0 0 1 −1 0 1/2
0 0 0 0 0 1 −1 1/2
0 0 0 0 0 0 1 1/2
0 0 0 0 0 0 0 1/2

.
O reticulado E8 atinge os melhores valores de densidade de empacotamento e kissing
number em sua dimensão [CS99].
2.4 Kissing number
O kissing number é uma constate importante relacionada ao empacotamento de esferas
푛-dimensionais. Ela pode ser definida como o maior número de esferas unitárias que é possível
de se arranjar tocando uma esfera unitária fixa, em apenas um ponto.
Figura 2.8: O kissing number tridimensional é 6.
Por mais que seja uma formulação simples, descobrir o kissing number para dimensões
maiores que 4 tem se mostrado uma tarefa difícil. O kissing number, atualmente, é conhecido
apenas para dimensões 1, 2, 3, 4, 8 e 24, como mostrado na Tabela 2.1 [Coh+17].
A relação entre o kissing number e reticulados está relacionada com o empacotamento de
esferas de determinado reticulado. Dado um reticulado, podemos considerar o kissing number
de Λ como o número de esferas de raio 휆/2 que tocam a esfera deste mesmo raio centrada na
origem. Mais formalmente, podemos definir da seguinte forma:
Definição 2.4.1. Dado um reticulado Λ com distância mínima 휆, o kissing number de Λ é
푘(Λ) B
{푣 ∈ Λ  ‖푣‖ = 휆} .
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Estudar o kissing number de reticulados é interessante pois muitos dos melhores valores
de kissing numbers são de fato atingidos por reticulados, como pode ser visto na tabela 2.1.
Dimensão 1 2 3 4 8 24
Kissing number 2 6 12 24 240 196560
Reticulado Z Hexagonal A3 D4 E8 Λ24
Tabela 2.1: Kissing numbers conhecidos, suas respectivas dimensões, e reticulados que realizam
esse kissing number.
2.5 Reticulado Dual
Uma noção importante é a noção de dualidade, para reticulados de posto completo
[Cos+17].
Definição 2.5.1. O dual de um reticulado de posto completo Λ ⊂ R푛 é o reticulado
Λ∗ B
{
푥 ∈ R푛  〈푥, 푦〉 ∈ Z, ∀ 푦 ∈ Λ} .
Proposição 2.5.2. [Cos+17] Se 퐵 é matriz geradora de Λ, então
(
퐵−1
)> é matriz geradora de
Λ∗.
Exemplo 2.5.3. Considere Λ = 〈(1, 1), (3/2, 0)〉Z reticulado do Exemplo 2.1.2. Então, uma vez
que [
1 0
1 3/2
]−>
=
[
1 2/3
0 − 2/3)
]
,
temos que o dual é dado por 〈(0, 1), (2/3, − 2/3)〉Z, como ilustrado na Figura 2.9.
Figura 2.9: Λ = 〈(1, 1), (3/2, 0)〉Z em azul, e Λ∗ = 〈(0, 1), (2/3, − 2/3)〉Z em amarelo.
A partir da Proposição 2.5.2 podemos concluir algumas propriedades do dual:
Capítulo 2. Reticulados 27
• Se rotacionamos um reticulado por um ângulo 휃, o reticulado dual é igualmente rotacio-
nado por 휃;
• Semultiplicarmos um reticulado por uma constante 푘 > 0, o reticulado dual émultiplicado
por 1푘 .
Reticulados que são equivalentes a seus duais são chamados de reticulados autoduais.
Exemplos de reticulados autoduais são: E8, oZ푛, e o hexagonal. Ainda analisando os reticulados
importantes, temos que o dual do BCC é equivalente ao FCC, e o dual do FCC é equivalente ao
BCC [CS99].
2.6 Funções Teta
Seja H o hiperplano superior complexo, formado pelos números complexos com parte
imaginária estritamente positiva (isto é, =(휏) > 0). Para 휏 ∈ H, denotamos 푞 = 푞(휏) = 푒2휋푖휏.
Definição 2.6.1. [Ebe12] A função teta de um reticulado Λ ⊂ R푛 é a função 휗Λ:H → C dada
por
휗Λ(휏) =
∑
푣∈Λ
푞
1
2 〈푣,푣〉 =
∑
푣∈Λ
푒휋푖휏〈푣,푣〉 .
O seguinte resultado mostra que a função teta está bem definida, e que é uma função
holomorfa em H.
Proposição 2.6.2. [Ebe12] Seja Λ ⊂ R푛 reticulado. Então a série da função teta∑
푣∈Λ
푞
1
2 〈푣,푣〉 =
∑
푣∈Λ
푒휋푖휏〈푣,푣〉
converge absolutamente e uniformemente para todo 휏 que satisfaz =(휏) ≥ 푣0 > 0.
Demonstração. Sejam 퐵 matriz geradora de Λ, e 휖 B min
{
‖퐵푥‖2
 푥 ∈ R푛, ‖푥‖2 = 1}, que
existe 퐵 é operador linear sobre um espaço de dimensão finita. Então temos que 휖 ‖푥‖2 ≤ ‖퐵푥‖2
para todo 푥 ∈ R푛. Assim,
∑
푣∈Λ
푒휋푖휏〈푣,푣〉  = ∑
푥∈Z푛
푒휋푖휏〈퐵푥,퐵푥〉  ≤ ∑
푥∈Z푛
푒−휋푣0휖 〈푥,푥〉 =
( ∞∑
푟=−∞
푒−휋푣0휀푟
2
)푛
.
É um fato conhecido que para 푘 > 0, a série ∑∞푛=1 푒−푘푥2 converge. Tomando 푘 = 휋푣0휀 > 0,
concluímos que a série ∑∞푟=−∞ 푒−휋푣0휀푟2 converge e portanto ∑푣∈Λ푒휋푖휏〈푣,푣〉  converge. 
Por [SS10, Teorema 5.2, p. 53], se uma sequência de funções holomorfas converge
uniformemente em todo compacto para uma função 푓 , então 푓 é holomorfa. Mostramos que
uma série de funções holomorfas converge uniformemente para 휗Λ em qualquer semiplano
=(휏) ≥ 푣0 > 0, então 휗Λ é holomorfa.
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O coeficiente 푁(푚) de 푞푚 na série da função teta nos diz qual é o número de pontos do
reticulado que têm distância
√
푚 da origem. Por conta disso, a função teta fornece informações
importantes sobre o reticulado, como o kissing number 푘 e a distância mínima 휆:
휗Λ(휏) = 1 + 푘푞휆
2
+ · · ·
A densidade de empacotamento também pode ser calculada por
Δ(Λ) = lim
푟→∞
(
휆
2푟
)푛 ∑
푚≤푟2
푁(푚),
e a série teta do reticulado dual a Λ é [Ebe12]
휗Λ∗(휏) = 푉(Λ)
(
푖
휏
)푛/2
휗Λ
(
−1
휏
)
. (2.5)
Umadasmotivações para se estudar funções teta está relacionada ao teorema dos quadrados
de Lagrange, que diz que todo inteiro positivo pode ser escrito como soma de quatro quadrados.
Se tomarmos a função teta do reticulado Z4, o coeficiente 푁(푚) de cada termo 푞푚 é exatamente
o número de formas de escrever 푚 como soma de quatro quadrados.
No caso de Z푛, conseguimos escrever 휗Z푛 em termos de 휗Z, da seguinte forma:
휗Z푛(휏) =
∑
푥∈Z푛
푞〈푥,푥〉 =
(∑
푥1∈Z
푞〈푥1,푥1〉 . . .
∑
푥푛∈Z
푞〈푥푛,푥푛〉
)
=
(∑
푚∈Z
푞〈푚,푚〉
)푛
= 휗Z(휏)푛.
Z2
푚 0 1 2 4 5 8 9 10 13
푁(푚) 1 4 4 4 8 4 4 8 8
Z3
푚 0 1 2 3 4 5 6 8 9
푁(푚) 1 6 12 8 5 24 24 12 30
FCC 푚 0 2 4 6 8 10 12 14 16
푁(푚) 1 12 6 24 12 24 8 28 6
BCC 푚 0 3 4 8 11 12 16 18 19
푁(푚) 1 8 6 12 24 8 6 24 24
퐸8
푚 0 2 4 6 8 10 12 14 16
푁(푚) 1 240 2160 6720 17520 30240 60480 82560 140400
Tabela 2.2: Coeficientes da função teta de alguns reticulados importantes.
2.7 Reticulados Ideais
Uma importante construção de reticulados é a que chamamos de reticulados ideais. São
reticulados inteiros (isto é, Λ ⊂ Z푛) construídos a partir de homomorfismos com anéis de
polinômios. A principal vantagem de construções algébricas como esta é a possibilidade de se
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usar propriedades algébricas do anel para obter informações sobre o reticulado. São também
utilizadas em problemas criptográficos, como o anel-SIS e o anel-LWE (Seção 4.8).
Nesta seção utilizaremos anéis de polinômios da forma 푅 = Z[푋]/〈 푓 〉, onde
〈 푓 〉 B {푔 · 푓  푔 ∈ Z[푋]}
é o ideal gerado por 푓 .
Definição 2.7.1. Sejam 푓 ∈ Z[푋] polinômio inteiro, mônico, de grau 푛, e 푅 = Z[푋]/〈 푓 〉 o anel
associado a 푓 . Seja ainda 휑: 푅 → Z푛 um isomorfismo de grupos aditivos. Um reticulado ideal
é um reticulado da forma 휑(퐼), onde 퐼 C 푅 é um ideal.
Um exemplo de isomorfismo 휑: 푅 → Z푛 é o mergulho geométrico, dado por
휑
(
푎0 + 푎1푋 + · · · + 푎푛−1푋푛−1
)
= (푎0, 푎1, . . . , 푎푛−1).
Uma propriedade interessante que surge no contexto de reticulados ideais é a de reticulados
cíclicos. Um reticulado Λ ⊂ R푛 é dito cíclico se, dado (푣1, 푣2, . . . , 푣푛) ∈ Λ, temos que
(푣푛, 푣1, . . . , 푣푛−1) ∈ Λ.
Proposição 2.7.2. [Pei16] Sejam 푅 = Z[푋]/〈푋푛 − 1〉 e 휑: 푅 → Z푛 o mergulho geométrico. O
reticulado Λ ⊂ Z푛 é cíclico se, e somente se, Λ = 휑(퐼) é reticulado ideal para algum 퐼 C 푅.
Demonstração. (⇒) Defina o conjunto de polinômios
퐼 =
{∑푛−1
푖=0 푣푖푋
푖
 (푣0, . . . , 푣푛−1) ∈ Λ} ⊂ 푅.
• Como Λ é subgrupo aditivo de Z푛, temos que 퐼 é subgrupo aditivo de 푅.
• Seja 푔 ∈ 퐼. Como Λ é reticulado, 푣푔 ∈ 퐼 para todo 푣 ∈ Z, e como Λ é cíclico, temos
que 푣푖푔 · 푋 푖 ∈ 퐼 para todo 푔 ∈ 퐼 푣푖 ∈ Z. Assim, 푔 · 푣푖푋 푖 ∈ 퐼 para todo 푖 ∈ N. Logo,
푔 · 푣0 + 푣1푋 + · · · + 푣푛푋푛 ∈ 퐼 para qualquer 푣0 + 푣1푋 + · · · + 푣푛푋푛 ∈ 푅.
Assim, 퐼 é ideal de 푅 e temos que Λ = 휑(퐼).
(⇐) Seja 푔 = 푎0 + 푎1푋 + · · · + 푎푛−1푋푛−1 ∈ 퐼. Então 휑(푔) = (푎0, . . . , 푎푛−1). Como 퐼 é ideal,
temos que 푋푔 ∈ 퐼. Mas
푋푔 = 푋(푎0 + 푎1푋 + · · · + 푎푛−1푋푛−1) = 푎0푋 + 푎1푋2 + · · · + 푎푛−1푋푛
= 푎푛−1 + 푎0푋 + · · · + 푎푛−2푋푛−1
Assim, (푎푛−1, 푎0, . . . , 푎푛−2) = 휑(푋푔) ∈ 휑(퐼) e portanto Λ é cíclico. 
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Exemplo 2.7.3. Seja 푓 = 푋2 − 1, e 퐼 = 〈2 + 푋〉. Então
퐼 =
{
(푎 + 푏푋)(2 + 푋)
 푎, 푏 ∈ Z} = {(2푎 + 푏) + 푋(푎 + 2푏)  푎, 푏 ∈ Z} .
Assim, 휑(퐼) = {(2푎 + 푏, 푎 + 2푏) | 푎, 푏 ∈ Z} = {푎(2, 1) + 푏(1, 2) | 푎, 푏 ∈ Z} (ver Figura 2.10).
Note que o reticulado obtido é de fato um reticulado cíclico.
(2, 1)
(1, 2)
Figura 2.10: Reticulado ideal 휑(퐼).
Para se estudar a geometria de anéis de polinômios e de reticulados ideais, é útil ter uma
noção de norma dentro do anel 푅 = Z[푋]/〈 푓 〉. Entre as possíveis normas, duas em particular
se destacam: [LPR12]
1. Norma 푝 dos coeficientes: É a norma 푝 induzida pelo mergulho geométrico, isto é,푎0 + 푎1푋 + · · · + 푎푛−1푋푛−1
푝
B ‖(푎0, . . . , 푎푛−1)‖푝 ,
onde escolhemos os coeficientes 푎0, . . . , 푎푛−1 do representante canônico.
Apesar de ser a forma aparentemente mais simples de se definir a norma em 푅, ela possui
duas grandes desvantagens: primeiro que a norma depende da escolha do representante;
segundo que a norma de 푔 · ℎ não precisa estar relacionada com as normas de 푔 e de ℎ;
2. Norma 푝 do mergulho canônico: Sejam 훼1, . . . , 훼푛 as 푛 raízes complexas de 푓 . Es-
sas raízes nos permitem definir o mergulho canônico 휎: 푅 → C푛, dado por 휎(푔) B
(푔(훼1), . . . , 푔(훼푛)). Note que 휎 está bem definido uma vez que a imagem não depende da
escolha de representante: se ℎ = 푔 + 푧 푓 , então
휎(ℎ) = (ℎ(훼1), . . . , ℎ(훼푛)) =
(
(푔 + 푧 푓 )(훼1), . . . , (푔 + 푧 푓 )(훼푛)
)
=
(
푔(훼1), . . . , 푔(훼푛)
)
= 휎
(
푔
)
Assim, conseguimos definir um norma, usando a norma 푝 do mergulho canônico com-
plexo, isto é, 푔
푝
B
휎(푔)
푝
=
(
푛∑
푖=1
푔(훼푖)푝)1/푝 ,
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e
푔∞ B max1≤푖≤푛푔(훼푖).
Uma das vantagens desta norma é que temos boas desigualdades sobre a norma do produto,
como por exemplo ‖푔 · ℎ‖푝≤
푔∞ · ‖ℎ‖푝.
32
Capítulo 3
O parâmetro de suavização
Neste capítulo apresentamos o parâmetro de suavização, e alguns outros conceitos relacio-
nados a gaussianas sobre reticulados, detalhando os conceitos e resultados. Mostramos, também,
algumas simulações computacionais que fazemos, para calcular o parâmetro de suavização. As
principais referências foram: [MR07], [Mic07], [Reg09], [Pei+13] e [LPR12].
3.1 Introdução
Definição 3.1.1. A função gaussiana com fator 푠 ∈ R>0 é a função 휌푠:R푛 → R dada por
휌푠(푣) = exp
(
−휋‖푣‖2/푠2
)
.
Observamos que∫
R푛
휌푠(푥) d푥 =
∫
R푛
푒−휋‖푥‖
2/푠2 d푥 =
푛∏
푖=1
∫
R
푒−휋 푥
2
푖 /푠
2
d푥푖 = 푠푛.
Definição 3.1.2. Seja Λ ⊂ R푛 reticulado de posto completo, e 푐 ∈ R푛. Definimos a massa
gaussiana com fator 푠 > 0 de (Λ + 푐) por
휌푠(Λ + 푐) B
∑
푣∈(Λ+푐)
휌푠(푣) =
∑
푣∈Λ
푒−휋‖푣+푐‖
2/푠2 .
É interessante notar que a massa gaussiana de um reticulado pode ser escrita em termos
de sua série teta (Definição 2.6.1) da seguinte forma:
휌푠(Λ) = 휗Λ
(
1
푠2
푖
)
.
Como 휏 = 1
푠2
푖 ∈ H para todo 푠 > 0 a Proposição 2.6.2 garante que a massa gaussiana
está bem definida, e que é contínua em 푠. Além disso, como 휗Λ é holomorfa em H, temos que
휗Λ(푖/푠2) é diferenciável em 푠; portanto 휌푠(Λ) é diferenciável em 푠.
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Os dois resultados seguintes são mencionados nos textos [Pei16] e [Reg09] sem as de-
monstrações, que colocamos a seguir.
Lema 3.1.3. A massa gaussiana de um reticulado Λ, em função de 푠, é crescente e injetiva.
Demonstração. Se 푠1 > 푠2, então −1/푠1 > −1/푠2, e temos que 푒−휋‖푣‖2/푠21 > 푒−휋‖푣‖2/푠22 para
todo 푣 ∈ Λ \ {0} por 푒푥 ser crescente. Assim, ∑푣∈Λ 푒−휋‖푣‖2/푠21 > ∑푣∈Λ 푒−휋‖푣‖2/푠22 . Note que a
injetividade também segue daqui. 
Lema 3.1.4. Seja Λ ⊂ R푛 reticulado. Então
lim
푠→0+
(
휌푠(Λ \ {0})
)
= 0, lim
푠→+∞
(
휌푠(Λ \ {0})
)
= +∞.
Demonstração. Tome 퐵 matriz geradora de Λ, e 푤 = min
{
‖퐵푥‖2
 ‖푥‖2= 1}. Então temos que
푤‖푥‖2 ≤ ‖퐵푥‖2 para todo 푥 ∈ R푛. Assim,
휌푠
(
Λ \ 0) = ∑
푣∈Λ\{0}
푒−휋‖푣‖
2/푠2 =
∑
푥∈Z푛\{0}
푒−휋‖퐵푥‖
2/푠2 ≤ ∑
푥∈Z푛\{0}
푒−휋푤‖푥‖
2/푠2 .
Para o primeiro limite, basta ver que∑
푥∈Z푛\{0}
푒−휋푤‖푥‖
2/푠2 =
∑
푥∈Z푛\{0}
‖푥‖≤푘
푒−휋푤‖푥‖
2/푠2
퐼1
+
∑
푥∈Z푛\{0}
‖푥‖>푘
푒−휋푤‖푥‖
2/푠2
퐼2
.
Tome 휀 > 0. Fixando 푠 = 1, tome 푘 ∈ R tal que 퐼2 < 휀/2, que existe pois a série converge.
Em particular, temos que para todo 푠 ≤ 1 vale que 퐼2 < 휀/2. Com isso, resta 퐼1, que consiste em
finitos termos 푒−휋푤 ‖푥‖
2/푠2 . Como cada um desses termos converge para zero quando 푠 → 0+,
então existe 푠 < 1 tal que 퐼1 < 휀/2. Assim, 퐼1 + 퐼2 < 휀.
Para o segundo limite, note que ‖퐵푥‖ ≤ ‖퐵‖ · ‖푥‖ para todo 푥 ∈ Z푛. Então
휌푠
(
Λ \ 0) ≥ ∑
푥∈Z푛\{0}
푒−휋‖퐵‖
2‖푥‖2/푠2 =
∑
푥∈Z푛\{0}
‖푥‖≤푘
푒−휋‖퐵‖
2‖푥‖2/푠2
퐽1
+
∑
푥∈Z푛\{0}
‖푥‖>푘
푒−휋‖퐵‖
2‖푥‖2/푠2
퐽2
Note que 퐽1 é uma soma finita. Para cada 푥 6= 0, temos que 푒−휋‖퐵‖2‖푥‖2/푠2 푠→+∞−−−−→ 1. Assim,
existe 푠 > 0 tal que 푒−휋‖퐵‖
2‖푥‖2/푠2 ≥ 1/2 para todo termo de 퐽1. Então, dado 푘 ∈ N, existe 푠0 > 0
tal que
푠 > 푠0 =⇒ 휌푠
(
Λ \ {0}) ≥ 퐽1 ≥ ∑
푥∈Z푛\{0}
‖푥‖≤푘
1/2 ≥ 2푘
2
− 1 = 푘 − 1.
Como 푘 é arbitrário, temos que 휌푠(Λ \ 0) 푠→+∞−−−−→ +∞. 
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Definição 3.1.5 (Parâmetro de suavização). Sejam Λ ⊂ R푛 reticulado de posto completo com
dual Λ∗, e 휀 > 0. Definimos o parâmetro de suavização 휂휀(Λ) como
휂휀(Λ) ≔ inf
{
푠 > 0
 휌1/푠 (Λ∗ \ {0}) ≤ 휀} .
O parâmetro de suavização está bem definido, uma vez que 휌1/푠(Λ∗ \ {0}) é contínua,
decrescente, e pelo Lema 3.1.4 satisfaz
lim
푠→0+
(
휌1/푠(Λ∗ \ {0})
)
= ∞, lim
푠→+∞
(
휌1/푠(Λ∗ \ {0})
)
= 0.
Note que a massa gaussiana 휌1/푠
(
Λ∗ \ {0}) que define o parâmetro de suavização pode ser
escrita como a série teta 휗Λ∗(푖푠2) − 1. Assim, utilizamos a Equação 2.5 para obter uma relação
entre as massas gaussianas 휌1/푠(Λ∗ \ {0}) e 휌푠(Λ):
휌1/푠
(
Λ∗ \ {0}) = 푉(Λ)
푠푛
휗Λ
(
푖
푠2
)
− 1 = 푉(Λ)
푠푛
휌푠 (Λ) − 1
Achamos importante destacar o resultado a seguir, que analisa como o parâmetro de
suavização se comporta em reticulados equivalentes:
Proposição 3.1.6. O parâmetro de suavização é invariante por rotação do reticulado, e satisfaz
휂휀(푘Λ) = 푘휂휀(Λ), 푘 > 0.
Demonstração. A invariância por rotação segue do fato de usarmos apenas a norma dos vetores
de Λ na definição. Para a segunda parte, basta notar que se 푠 = 휂휀(푘Λ) então
휌1/푠
(
(푘Λ)∗ \ {0}) = ∑
푣∈(푘Λ)∗\{0}
푒−휋‖푣‖
2푠2 =
∑
푣∈ 1푘 (Λ∗)\{0}
푒−휋‖푣‖
2푠2 =
∑
푣∈(Λ∗)\{0}
푒−휋‖푣‖
2(푠/푘)2 .
Assim,
휂휀(푘Λ) = inf
{
푠 > 0
 휌푘/푠 (Λ∗ \ {0}) ≤ 휀}
e portanto
휂휀(푘Λ)
푘
= inf
{
푠/푘 > 0
 휌 1푠/푘 (Λ∗ \ {0}) ≤ 휀} = 휂휀(Λ). 
Lema 3.1.7 (Lema 1.5, [Ban93]). Sejam Λ ⊂ R푛 reticulado de posto completo, 푐 ≥ 1/√2휋 e
푣 ∈ R푛. Então
1. 휌1
(
Λ \ 퐵푐√푛(0)
)
< 퐶푛휌1(Λ),
2. 휌1
(
Λ + 푣 \ 퐵푐√푛(0)
)
< 2퐶푛휌1(Λ),
onde 퐶 = 푐
√
2휋푒 · 푒−휋푐2 < 1.
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As duas próximas proposições apresentam limitantes superiores para o parâmetro de
suavização, a primeira das quais demonstramos aqui.
Proposição 3.1.8 (Lema 3.2, [MR07]). Seja Λ ⊂ R푛 reticulado de posto completo. Então
휂2−푛(Λ) ≤
√
푛
휆(Λ∗) .
Demonstração. Utilizamos a relação (1) do Lema 3.1.7, com 푐 = 1 e 퐶 =
√
2휋푒 · 푒−휋 < 1/4.
Separando 휌1(Λ) = 휌1
(
Λ \ 퐵√푛(0)
)
+ 휌1
(
Λ ∩ 퐵√푛(0)
)
, obtemos que
휌1
(
Λ \ √푛퐵1(0)
)
<
퐶푛
1 − 퐶푛 · 휌1
(
Λ ∩ √푛퐵1(0)
)
.
Tome 푠 >
√
푛/휆1(Λ∗). Então temos que
휌1/푠
(
Λ∗ \ {0}) = 휌1 (푠Λ∗ \ {0}) = 휌1 (푠Λ∗ \ 퐵√푛(0))
<
퐶푛
1 − 퐶푛 · 휌1
(
푠Λ∗ ∩ 퐵√푛(0)
)
︸                 ︷︷                 ︸
=1
=
퐶푛
1 − 퐶푛 < 2
−푛. 
Proposição 3.1.9. [MR07, Lema 3.3] Sejam Λ ⊂ R푛 reticulado de posto completo, 휀 > 0.
Então
휂휀(Λ) ≤ 휆푛
√
ln(2푛(1 + 1/휀))
휋
.
A partir de 휌푠, podemos definir uma distribuição gaussiana PΛ푠 :V → R≥0 sobre a região
de VoronoiV do reticulado Λ, dada por
PΛ푠 (푥) B
1
푠푛
∑
푣∈Λ
휌푠(푥 + 푣). (3.1)
Observamos que na definição da distribuição adicionamos um fator 1푠푛 para fazer a nor-
malização, pois
푠푛 =
∫
R푛
휌푠(푥) d푥 =
∑
푣∈Λ
∫
V
휌푠(푥 + 푣) d푥 =
∫
V
∑
푣∈Λ
휌푠(푥 + 푣) d푥.
AFigura 3.1 ilustra a distribuiçãoPΛ푠 para o reticuladoZ, com 푠 = 1. Pode-se observar que
PΛ푠 é próxima de uma distribuição uniformeU(푥) = 1. Veremos mais adiante que para valores
grandes de 푠, a distribuição PΛ푠 tende a ser próxima de uma distribuição uniforme centrada em
1
푉(Λ) , e quem mede essa proximidade é o parâmetro de suavização. Em particular, o Teorema
3.1.13 demonstra que, dado um reticulado Λ, se 푠 > 휂휀(Λ) então a distância máxima pontual
entre essas duas distribuições não é maior que 휀.
Para demonstrar isso, é necessário introduzir transformadas de Fourier.
Definição 3.1.10 (Transformada de Fourier). Seja 푓 :R푛 → C uma função integrável. Definimos
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−3 −2 −1 0 1 2 3
푥
휌
푠(
푥)
휌1
Λ + 1/4
−1 0 1
1
V
푥
PΛ푠
1/4
Figura 3.1: Ilustrações da função 휌푠 sobre R, e da função PΛ푠 associada, com 푠 = 1 e Λ = Z. O
valor PΛ푠 (1/4) à direita é calculado somando os valores de 휌푠 sobre Λ + 1/4, à esquerda.
a transformada de Fourier de 푓 como a função 푓ˆ :R푛 → C dada por
푓ˆ (푤) =
∫
R푛
푓 (푥) 푒−2휋푖〈푥,푤〉 d푥.
Proposição 3.1.11. [Reg09] Temos que:
i) 휌ˆ푠 = 푠푛휌1/푠;
ii) se 푔(푥) = 푓 (푥 + 푐), então 푔ˆ(푥) = 푒2휋푖〈푥,푐〉 푓ˆ (푥).
Teorema 3.1.12 (Soma de Poisson, [Ebe12]). Sejam Λ reticulado, e 푓 :R푛 → C uma função
que satisfaz as três condições:
(1)
∫
R푛
 푓 (푥) d푥 < ∞;
(2) A série
∑
푥∈Λ
 푓 (푥 + 푢) converge uniformemente para 푢 dentro de um compacto de R푛;
Observação: O item (1) implica na existência da transformada de Fourier de 푓 . O item
(2) implica na continuidade da função 퐹(푢) B ∑푥∈Λ 푓 (푥 + 푢) em R푛.
(3) A série
∑
푦∈Λ∗
푓ˆ (푦) é absolutamente convergente.
Então ∑
푥∈Λ
푓 (푥) =
1
푉(Λ)
∑
푦∈Λ∗
푓ˆ (푦).
Demonstração. Supomos primeiramente que Λ = Z푛. Então a função 퐹(푢) = ∑푥∈Λ 푓 (푥 + 푢)
é contínua (por (2)), e periódica, pois 퐹(푢 + 푦) = 퐹(푢) para todo 푦 ∈ Z푛. Portanto, podemos
escrever sua série de Fourier ∑
푦∈Z푛
푒2휋푖〈푢,푦〉푎(푦),
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onde 푎(푦) =
∫
[0,1]푛 퐹(푡)푒
−2휋푖〈푦,푡〉 d푡. Note que 푎(푦) = 푓ˆ (푦), pois
푎(푦) =
∫
[0,1]푛
∑
푥∈Z푛
푓 (푥 + 푡)푒−2휋푖〈푡,푦〉 d푡
=
∑
푥∈Z푛
∫
[0,1]푛
푓 (푥 + 푡)푒−2휋푖〈푡+푥,푦〉 d푡
=
∑
푥∈Z푛
∫
푥+[0,1]푛
푓 (푡′)푒−2휋푖〈푡
′,푦〉 d푡′ = 푓ˆ (푦)
Assim, a condição (3) implica que a série de Fourier de 퐹 converge absolutamente e
uniformemente, e portanto converge para 퐹. Logo,
퐹(0) =
∑
푥∈Λ
푓 (푥) =
∑
푦∈Z푛
푓ˆ (푦).
No caso geral, Λ = 퐵 · Z푛 e Λ∗ = (퐵>)−1 · Z푛. Definindo 푓퐵(푥) B 푓 (퐵푥), para 푥 ∈ Z푛
temos que ∑
푣∈Λ
푓 (푣) =
∑
푥∈Z푛
푓 (퐵푥) =
∑
푥∈Z푛
푓퐵(푥) =
∑
푦∈Z푛
푓ˆ퐵(푦),
onde
푓ˆ퐵(푦) =
∫
R푛
푓 (퐵푡) · 푒−2휋푖〈푡,푦〉 d푡.
Fazendo a substituição 푡′ = 퐵푡:
푓ˆ퐵(푦) =
1
det 퐵
∫
R푛
푓 (푡′) · 푒2휋푖〈퐵−1푡 ′,푦〉 d푡′.
Utilizando a igualdade
〈
퐵−1푡′, 푦
〉
=
〈
푡′,
(
퐵>
)−1
푦
〉
:
푓ˆ퐵(푦) =
1
푉(Λ)
푓ˆ
( (
퐵>
)−1
푦
)
.
Assim, concluímos que ∑
푣∈Λ
푓 (푣) =
1
푉(Λ)
∑
푦∈Λ∗
푓ˆ (푦). 
No teorema a seguir, mostramos que a distribuiçãoPΛ푠 definida em 3.1 é aproximadamente
uniforme, desde que 푠 > 휂휀(Λ). Note que uma vez que
∫
V d푥 = 푉(Λ), a distribuição uniforme
emV é dada porU(푥) = 1푉(Λ) ,∀푥 ∈ V.
Teorema 3.1.13. [Reg05, Claim 3.8] Sejam Λ reticulado, 휀 > 0, 푠 ≥ 휂휀(Λ). Então
푉(Λ) · PΛ푠 (푥) ∈ [1 − 휀, 1 + 휀] ,
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para todo 푥 ∈ V.
Demonstração. Sabemos que 휌1/푠(Λ∗ \ {0}) ≤ 휀. Então
PΛ푠 (푥) =
1
푠푛
∑
푣∈Λ
휌푠(푥 + 푣)
=
1
푠푛푉(Λ)
∑
푤∈Λ∗
휌ˆ푠(푥 + 푤)
=  
푠푛
 푠
푛푉(Λ)
∑
푤∈Λ∗
(
푒2휋푖〈푥,푤〉휌1/푠(푤)
)
.
Note que como 푠 ≥ 휂휀(Λ), e
푒2휋푖〈푥,푤〉 = 1, temos que ∑푤∈Λ∗\{0} 푒2휋푖〈푥,푤〉휌1/푠(푤)
 ≤ 휀.
Assim,
(1 − 휀) ≤ ∑
푤∈Λ∗
푒2휋푖〈푥,푤〉휌1/푠(푤) ≤ (1 + 휀),
donde segue o resultado. 
Além disso observamos que a Equação 3.1 vista anteriormente pode ser reescrita como
푉(Λ)
푠푛
휌푠(Λ) ∈ [1 − 휀, 1 + 휀] ,
quando 푠 > 휂휀(Λ), e coincide justamente com a afirmação exatamente de o Teorema 3.1.13 vale
para 푥 = 0.
Se denotarmos 푑∞( 푓 , 푔) = sup
푥∈V
 푓 (푥) − 푔(푥), então o Teorema 3.1.13 afirma que, para todo
푠 > 휂휀(Λ),
푑∞
(
푉(Λ) · PΛ푠 , 1
)
< 휀.
Nesse sentido, dizemos que a distribuição P푠(Λ) é aproximadamente uniforme para 푠 >
휂휀(Λ).
Outra caracterização interessante do parâmetro de suavização é a chamada caracterização
por sobreposição de bolas introduzida em [Pei+13]. Ela relaciona o parâmetro de suaviza-
ção com a proporção de volume que bolas de raio 푟 centradas em pontos de um reticulado
interseccionam uma bola central.
Sejam 푟 > 0 e Λ ⊂ R푛 reticulado 푛-dimensional. Definimos
Overlap(Λ, 푟) B
Vol
(⋃
푣∈Λ\{0}
(
퐵푟(0) ∩ 퐵푟(푣)
) )
Vol 퐵푟(0)
,
que denota a proporção de volume que as bolas de raio 푟 centradas em pontos de Λ \ {0} que
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intersectam 퐵푟(0).
Teorema 3.1.14 (Caracterização por sobreposição de bolas). [Pei+13, Lema 4.4] SejamΛ ⊂ R푛
reticulado 푛-dimensional, 휀 ∈ (2표(−푛), 1/3) e 푟휀 =
√
푛
2휋
1
2휂휀(Λ∗) . Então
1. Para 0 ≤ 푟 ≤ 푟휀 temos que Overlap(Λ, 푟) ≤ 2휀.
2. Para todo 푟 ≥ 2푟휀(1 + 훿), onde 훿 =
√
3
2푛 ln
4
휀 , temos que Overlap(Λ, 푟) ≥ 휀/2.
3.2 Gaussianas discretas
Relacionado ao parâmetro de suavização está o estudo de gaussianas sobre conjuntos
discretos. As definições a seguir são extraídas de [Reg05].
Definição 3.2.1. Dado um conjunto discreto 퐴 ⊂ R푛, definimos a distribuição de probabilidade
gaussiana discreta 퐷퐴,푠: 퐴→ R>0 como a normalização da função 휌푠, isto é,
퐷퐴,푠(푥) =
휌푠(푥)
휌푠(퐴)
.
Figura 3.2: Uma gaussiana discreta sobre reticulado.
Para estudar distribuições de probabilidade definidas sobre corpos ou anéis finitos, é
também útil definir gaussianas discretas em Z푞 para 푞 ∈ N. Considere T a identificação do
quociente R/Z com o intervalo [0, 1) (isto é, fazemos a soma módulo 1).
Definição 3.2.2. Dado 훼 ∈ R>0, a distribuição Ψ훼 sobre T é definida por
Ψ훼(푟) B
1
훼
휌훼(푟 + Z) =
∞∑
푘=−∞
1
훼
푒
−휋
(
푟−푘
훼
)2
. (3.2)
Definição 3.2.3. Dada uma função de densidade de probabilidade 휙:T → R>0, definimos sua
discretização 휙¯:Z푞 → R>0 por
휙¯(푖) B
∫ 푖+1
2푞
푖−1
2푞
휙(푥) d푥.
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A partir da função de discretização, definimos ter a distribuição gaussiana discreta
Ψ¯훼:Z푞 → R>0, ilustrada na Figura 3.3.
Figura 3.3: Ψ¯훼 com 푞 = 127, para 훼 = 0.05 (esquerda) e 훼 = 0.1 (direita). Os elementos de Z푞
estão arranjados num círculo (extraída de [Reg05]).
Essas distribuições são utilizadas em problemas de criptografia pós-quântica como o LWE,
que depende de distribuições de probabilidade discretas.
3.3 Códigos wiretap e fator de achatamento
Nesta seção falaremos um pouco sobre uma subárea da teoria da informação, chamada
codificação wiretap, introduzida por Wyner [Wyn75]. Códigos wiretap são esquemas de comu-
nicação para canais sujeitos a ruídos, os quais definiremos aqui informalmente. Sejam Alice e
Bob dois participantes que querem comunicar-se por um canal sujeito a ruídos. Suponha ainda
que Eva é uma participante que quer interceptar a mensagem. O objetivo dos canais wiretap é
utilizar a redundância do canal garantir a segurança da comunicação.
Para isso, duas propriedades são desejadas dos códigos wiretap: [LJO14]
1. Confiabilidade: Alice e Bob introduzem redundância às mensagens para que não haja
perda de informação, e
2. Confidencialidade: Alice e Bob introduzem aleatoriedade para que um potencial inter-
ceptador não consiga decodificar a mensagem
O modelo original introduzido por Wyner, é baseado em códigos de classe lateral. A
ideia consiste em associar a cada mensagem não apenas uma palavra-código, mas um conjunto
de palavras-código, que formam uma classe lateral de determinado grupo. Uma forma de fazer
isso é levando cada mensagem a uma classe lateral de um reticulado, isto é, em 푣 +Λ para algum
푣 ∈ R푛.
Se o ruído do canal for gaussiano, então uma das formas de verificar bons reticulados para
a codificação wiretap é através do fator de achatamento (flatness factor) [LLB12][Lin+14], que
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definiremos a seguir. O fator de achatamento é de fato equivalente ao parâmetro de suavização
(ver Teorema 3.3.3).
Definição 3.3.1. [LLB12] Sejam 푣 ∈ R푛, 푐 > 0. Definimos a distribuição gaussiana de variância
휎, centrada em 푣, como a função 푓휎,푣:R푛 → R>0 dada por
푓휎,푣(푥) =
1(√
2휋휎
)푛 푒−‖푥−푣‖2/2휎2 = 1(√2휋휎)푛 휌√2휋휎(푥 − 푣)
e a medida gaussiana em Λ como
푓휎,Λ(푥) =
∑
푣∈Λ
푓휎,푣(푥)
Considerando a distribuição 푓휎,Λ, podemos considerar a esperança, que é dada por
[LLB12]
E
[
푓휎,Λ
]
=
∫
R푛
푥 푓휎,Λ(푥) d푥 =
1
푉(Λ)
.
Definição 3.3.2. O fator de achatamento de um reticulado Λ é uma função 휖Λ:R>0 → R≥0 dada
por
휖Λ(휎) = max
푥∈V(Λ)
 푓휎,Λ(푥) − E [ 푓휎,Λ] 
E
[
푓휎,Λ
] ,
ondeV(Λ) é a região de Voronoi do reticulado.
O teorema a seguir, provado em [LLB12], demonstra a equivalência com o parâmetro de
suavização.
Teorema 3.3.3. [LLB12, Proposição 2] Se 휂휀(Λ) =
√
2휋휎, então 휖Λ(휎) = 휀.
O uso do fator de achatamento para escolher reticulados usados em codificação wiretap é
decorrente de diversas propriedades boas que ocorrem quando o fator de achatamento é pequeno,
tais como ganho de sigilo (ver [BO10] e [OSB16]) e resolvibilidade (ver [Blo11]).
3.4 Parâmetro de suavização generalizado
Definição 3.4.1. Seja 푋 um conjunto. Uma métrica sobre 푋 é uma função 푑: 푋 × 푋 → R≥0 que
satisfaz, para todo 푥, 푦, 푧 ∈ 푋 as propriedades:
1. 푑(푥, 푦) = 0 se, e somente se, 푥 = 푦 (identidade de indiscerníveis),
2. 푑(푥, 푦) = 푑(푦, 푥) (simetria),
3. 푑(푥, 푧) ≤ 푑(푥, 푦) + 푑(푦, 푧) (desigualdade triangular).
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Podemos generalizar o parâmetro de suavização de forma natural, considerando métricas
sobre o conjunto 푋 = F (V) = { 푓 :V → R≥0}.
Definição 3.4.2. Sejam Λ reticulado com região de Voronoi V, e 푑 uma métrica sobre F (V).
Definimos o parâmetro de suavização generalizado 휂푑휀 (Λ) como
휂푑휀 (Λ) ≔ inf
{
푠 > 0
 푑 (푉(Λ) · PΛ푠 , 1) ≤ 휀} .
Em particular podemos considerar as normas 푝, com 1 ≤ 푝 ≤ ∞, dadas por
•
 푓 
푝
=
(∫
V | 푓 (푥)|푝d푥
)1/푝
se 푝 < ∞,
•
 푓 ∞ = sup푥∈V | 푓 (푥)|.
Cada norma 푝 induz uma distância definida por 푑푝( 푓 , 푔) = ‖ 푓 −푔‖푝. Essa distância forma
uma métrica sobre o espaço 퐿푝(V) ⊂ F (V), composto por classes de funções com norma 푝
finita:
퐿푝(V) B
{
푓 ∈ F (V)  ‖ 푓 ‖푝< ∞}upslope∼,
onde 푓 ∼ 푔 se o conjunto dos pontos em que 푓 difere de 푔 tem medida nula.
Portanto o espaço 퐿푝 induz um parâmetro de suavização 휂푝휀 . É fácil notar que 휂∞휀 = 휂휀.
Um caso interessante é o parâmetro 퐿1, que parece ter relações com um problema criptográfico
relevante chamado problema da diferença estatística, ou SD [Pei+13]. Uma possibilidade não
muito explorada é a possibilidade de extender a definição para noções mais amplas de distância
(como pseudométricas, ou divergências).
3.5 Simulações computacionais
No nosso estudo do parâmetro de suavização, escrevemos um programa na linguagem de
computação numérica Julia [Bez+17] que calcula o valor aproximado parâmetro de suavização
de reticulados nas dimensões 1, 2 e 3. Uma vez que o parâmetro de suavização satisfaz
휂휀(푘Λ) = 푘휂휀(Λ), isto é, se altera com a dilatação de reticulados (mas não com rotação),
precisamos desconsiderar a dilatação de um reticulado para tornar a comparação justa. Assim,
tomamos como padrão para comparação justa a norma mínima fixa, e sempre que comparamos
reticulados fazemos uma normalização. Escolhemos por nenhum motivo particular a norma
mínima igual a 1.
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3.5.1 Reticulados em dimensão 2
Assumimos Λ = 〈푣, 푤〉Z ⊂ R2 reticulado de dimensão 2, com 푣 = (푣1, 푣2), 푤 = (푤1, 푤2) e
matriz geradora dada por
푀 =
[
푣1 푤1
푣2 푤2
]
.
Então o reticulado Λ∗ tem matriz geradora
푀∗ =
(
푀−1
)>
=
1
det푀
[
푤2 −푣2
−푤1 푣1
]
.
Assim, podemos calcular a norma de um vetor genérico de Λ∗, que é dada por
푀∗ [ 푥푦 ]2 = 1|det푀 |2 [ 푥푤2−푦푣2−푥푤1+푦푣1 ]2
=
1
|det푀 |2
(
푥2‖푣‖2 − 2푥푦〈푣, 푤〉 + 푦2‖푤‖2
)
=
1
|det푀 |2 ‖푥푣 − 푦푤‖
2,
o que facilita muito o cálculo do parâmetro nesta dimensão.
a) Primeiramente, a fim de comparar os parâmetros de suavização de reticulados commesma
norma mínima, fazemos o gráfico do parâmetro de suavização de Λ훼 = 〈(1, 0), (훼, 1)〉Z
em função de 훼, para alguns valores de 휀.
푦 = 1
훼
Figura 3.4: Ilustração das bases dos reticulados Λ훼.
Esta classe de reticulados é interessante, pois para todo 훼 ∈ R, Λ훼 tem distância mínima
휆 = 1 e densidade Δ = 휋4 (a base é de Minkowski [Cos+17, Cap. 2]). Além disso, uma
vez que Λ훼 = Λ훼+1, temos que a função é periódica com período 1.
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Figura 3.5: Parâmetro de suavização dos reticulados Λ훼 = 〈(1, 0), (훼, 1)〉Z em função de 훼.
Pode-se observar que a função obtida aparenta ter a forma de uma senoide em 훼. Fixando
diferentes valores de 휀 > 0, obtemos senoides com diferentes centros. Notamos ainda
que, para qualquer valor de 휀, obtemos sempre o menor valor de parâmetro de suavização
em 훼 = 1/2, e o maior valor em 훼 = 0 (que corresponde ao reticulado mais ortogonal e
mais arredondado desta família).
b) A seguir, foram analisados os reticulados da forma
Λ휃 = 〈(1, 0), (cos 휃, sin 휃)〉Z,
para 휋3 ≤ 휃 ≤ 2휋3 . Apenas para valores de 휃 neste intervalo temos norma mínima igual a
1 (a base é de Minkowski), tornando a comparação justa.
휃
Figura 3.6: Ilustração das bases dos reticulados Λ휃 .
Ao computar o gráfico de 휂휀(Λ휃) para em função de 휃 para 휀 ∈ {0.5, 0.7, 1}, obtivemos,
em todas os casos, gráficos semelhantes a parábolas (Figura 3.7).
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Figura 3.7: Parâmetro de suavização de Λ휃 = 〈(1, 0), (cos 휃, sin 휃)〉Z em função de 휃.
Observamos que a densidadeΔ = 휋4 sin 휃 varia, sendomáxima em 휃 =
휋
3 e 휃 =
2휋
3 (reticulado
hexagonal), e mínima em 휃 = 휋2 . Enquanto isso,o parâmetro de suavização tem o efeito
contrário, tendo seu menor valor em 휃 = 휋3 e 휃 =
2휋
3 e seu maior valor em 휃 =
휋
2 .
c) Comparamos, ainda, o parâmetro de suavização de alguns reticulados importantes na
dimensão 2: o reticulado Z2 e o reticulado hexagonal (Figure 3.8). O reticulado hexagonal
parece ficar sempre abaixo do Z2.
0 1 2 3 4
0.4
0.6
0.8
1.0
1.2
휀
휂
휀
(Λ
)
Z2
Hexagonal
Figura 3.8: Parâmetro de suavização dos reticulados Z2 e hexagonal.
A princípio poderia-se suspeitar que para reticulados diferentes os gráficos dos parâmetros
de suavização nunca se cruzam. Porém, não é este o caso; encontramos exemplos de dois
reticulados, dos exemplos a) e b) acima, e cujos gráficos se cruzam. Na Tabela 3.1,
temos valores dos parâmetros dos reticulados Λ1 =
〈
(1, 0), (1/2, 1)〉, que tem densidade
Δ = 휋/4 ≈ 0.7854 e Λ2 =
〈
(1, 0), (cos (휋/2.05) , sin (휋/2.05))〉, que tem densidade Δ =
휋
4 sin(2.05) ≈ 0.8851.
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Λ Λ1 =
〈
(1, 0), (1/2, 1)〉 Λ2 = 〈(1, 0), (cos (휋/2.05) , sin (휋/2.05))〉
휂1/5 0.9727123208582191 0.9835658418363413
휂6 0.37796447311646797 0.3778257690216619
Tabela 3.1: Tabela de parâmetro de suavização de reticulados. Note que para 휀 = 1/5, Λ1 é
melhor, enquanto para 휀 = 6, Λ2 é melhor.
Para valores bem pequenos de 휀, o reticulado Λ1 tem parâmetro de suavização menor,
enquanto para valores grandes, é oΛ2 que tem parâmetro de suavização menor. Na Tabela
3.1, isso é ilustrado para 휀 = 1/5 e 휀 = 6. Esse exemplo ilustra também que não basta ter
melhor densidade para ter menor parâmetro de suavização.
3.5.2 Reticulados em dimensão 3
Comparamos aqui o parâmetro de suavização de alguns dos reticulados principais na
dimensão 3: BCC e FCC (Seção 2.3.4), e Z3. Note que consideramos a versão normalizada de
cada um deles, e para isso usamos as matrizes geradoras seguintes:
푀BCC =
1√
3

2 0 1
0 2 1
0 0 1
 , 푀FCC =
1√
2

1 1 0
1 −1 1
0 0 −1
 , 푀Z3 = 퐼3.
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Figura 3.9: Parâmetro de suavização dos reticulados BCC, FCC e Z3.
Podemos observar nestes reticulados que quanto maior a densidade, menor o parâmetro
de suavização, para diferentes parâmetros de 휀. As densidades de empacotamento aproximadas
dos reticulados Z3, BCC e FCC são respectivamente: 0.5236, 0.6802 e 0.7405.
Faz parte de nossas perspectivas futuras entender melhor qual a influência de parâmetros
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como densidade de empacotamento, densidade de cobertura, razão de Hadamard e “arredonda-
mento” dos reticulados no parâmetro de suavização.
3.5.3 Aproximação da distribuição uniforme
O Teorema 3.1.13 afirma que se 푠 > 휂휀(Λ) então a distribuição PΛ푠 é aproximadamente
uniforme em 1/푉(Λ). Dessa forma, quanto maior for o 푠, mais perto de uniforme deve ser PΛ푠 .
Fazemos algumas simulações para visualizar melhor este fato. Nelas, consideramos o reticulado
Z ⊂ R, e analisamos os gráficos de PΛ푠 para 푠 ∈ {0.5, 0.7, 1, 2} (ver Figura 3.10) note que de
fato, quanto maior o 푠, mais a distribuição obtida aproxima-se de 1 = 1/푉(Z).
−0.4 −0.2 0.0 0.2 0.40.0
0.5
1.0
1.5
2.0
푥
PΛ 푠
(푥
)
푠 = 0.5
푠 = 0.7
푠 = 1
푠 = 2
Figura 3.10: Gráfico de PΛ푠 (푥) em função de 푥, para 푠 ∈ {0.5, 0.7, 1, 2}.
Observamos assim que quanto menor for o parâmetro de suavização de um reticulado
comparado com outros na mesma dimensão e com mesma distância mínima, menor é o 푠
necessário para aproximar PΛ푠 da distribuição uniforme.
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Capítulo 4
Criptografia baseada em reticulados
Neste capítulo, apresentamos alguns conceitos importantes de criptografia, e em seguida
problemas que fundamentam alguns esquemas criptográficos baseados em reticulados. As
principais referências foram: [MR07], [Mic07], [Reg09], [LPR12], [Pei16], [Pei+13] e [Gal12].
Utilizamos algumas vezes a notação assintótica para taxa de crescimento de funções, muito
frequente em complexidade computacional. Por isso, introduzimos aqui as principais notações
assintóticas.
Definição 4.0.1 (Notação Assintótica). Sejam 푓 , 푔:N→ N. Dizemos que:
i) 푓 = 푂(푔) se existem 푀 > 0, 푛0 ∈ N tais que 푛 > 푛0 =⇒ 푓 (푛) ≤ 푀푔(푛);
ii) 푓 = 표(푔) se, dado 푀 > 0, existe 푛0 ∈ 푁 tal que 푛 > 푛0 =⇒ 푓 (푛) ≤ 푀푔(푛);
iii) 푓 = Ω(푔) se 푔 = 푂( 푓 );
iv) 푓 = 휃(푔) se 푓 = 푂(푔) e 푓 = Ω(푔).
Utilizamos tambémanotação 푂˜ para omitir fatores logarítmicos na função, isto é, 푓 = 푂˜(푔)
se 푓 = 푂(푔 · log푘 ) para algum 푘 ∈ N.
4.1 Máquinas de Turing
Uma máquina de Turing é um modelo matemático de máquina que realiza computações.
Informalmente, ela pode ser descrita com uma fita que se estende infinitamente para a esquerda
e para a direita, com posições igualmente espaçadas onde podem ser inseridos símbolos. Uma
“cabeça” da máquina avança por essas posições, substituindo símbolos e guardando a cada
instante um estado.
Para cada símbolo e estado, a cabeça da máquina:
1. substitui o símbolo da posição que ela está;
2. muda o estado;
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3. avança para a esquerda ou para a direita.
A forma como isso é feito é determinada pelo algoritmo da máquina. Se, para determinada
posição e estado, não houver instrução, ou se a máquina chegar a um estado final, então a
máquina termina a computação. Essa máquina pode ser definida mais formalmente da seguinte
forma:
Definição 4.1.1 (Máquina de Turing). [HMU13] Considere um conjunto finito não-vazio 푄 de
estados, com um estado inicial 푞0 ∈ 푄 e um subconjunto de estados finais 퐹 ⊂ 푄. Sejam ainda
L um alfabeto finito não vazio, tal que existe um símbolo “branco” 푏 ∈ L e um subconjunto
de símbolos iniciais Σ ⊂ L \ {푏}. Uma máquina de Turing é uma 7-upla 〈푄,L, 푏,Σ, 훿, 푞0, 퐹〉,
onde
훿: (푄 \ 퐹) × L ⇀ 푄 × L × {←,→}
é uma função parcial.
Supõe-se que amáquina recebe como entrada uma sequência finita não-vazia 퐼 de símbolos
de Σ, e que a máquina começa com o estado 푞0. A função parcial 훿 deve ser interpretada como
a função que diz o comportamento da máquina ao se deparar com o par (푞, 훼) ∈ (푄 \ 퐹)× 퐿. Se
훿(푞, 훼) = (푞˜, 훼˜, 푑), então a máquina deve trocar o símbolo 훼 por 훼˜, mudar para o estado 푞˜ e ir
para a direção 푑. A máquina eventualmente para ao chegar em um estado de 퐹 ou ao não haver
mais computações possíveis. A sequência de símbolos produzida é a saída da máquina.
Umamáquina de Turing não-determinística é uma máquina com definição semelhante;
a única diferença é que basta que 훿 seja uma relação em
(
(푄 \ 퐹) × L) × (푄 × L × {←,→}) .
Isto quer dizer que para um dado estado (푞, 훼) podem haver várias instruções válidas em
푄 × L × {←,→}, e qualquer sequência de instruções válidas de 훿 que chega num estado final
de 퐹 é uma solução válida.
4.2 Problemas criptográficos
Criptografia é a prática e o estudo de técnicas para comunicação segura na presença de
adversários [Riv90]. Isso geralmente é feito de tal forma que o adversário precise resolver um
problema computacional difícil. Frequentemente o problema é caracterizado por um conjunto
퐼 de possíveis entradas, e um conjunto 푂 de possíveis saídas. Chamaremos estes de problemas
instanciados, e os elementos de 퐼 serão chamados de instâncias. Os dois tipos de problemas
mais usados são:
• Problema decisional: é um problema tal que, para cada instância 푥 ∈ 퐼, existe uma única
resposta 푆(푥) ∈ {0, 1} (que representam “não” e “sim”). Assim, podemos particionar
퐼 = 퐼0 ∪ 퐼1, onde 퐼0 = 푆−1(0) e 퐼1 = 푆−1(1).
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• Problema de procura: é um problema em que, dada uma instância 푥 ∈ 퐼 e uma relação
푅 ⊂ 퐼 × 푂, deve-se encontrar (se existir) 푦 tal que 푥푅푦. Caso contrário, a entrada é
rejeitada pelo problema.
Pela Tese de Church-Turing, supomos que cada problema computável que puder ser
resolvido por métodos efetivos, pode ter sua solução descrita por uma máquina de Turing
[Cop19]. Assim, para sermos mais formais, quando falamos problema estamos querendo dizer
uma linguagem (um conjunto de palavras 퐼 num alfabeto Σ). E quando nos referirmos a um
algoritmo ou à resolução de um problema, estaremos nos referindo a uma máquina de Turing
que dá uma solução para cada palavra do problema.
Para construir técnicas de criptografia é natural procurar por problemas que sejam difíceis
de resolver. De fato, a dificuldade do problema é o que dá a garantia da segurança. Assim, para
construir métodos seguros de criptografia, precisamos ter uma definição de dificuldade.
Um problema difícil, do ponto de vista computacional, deveria ser um problema que
precisa de 푘 passos para ser resolvido, onde 푘 é um número muito grande. Em particular, se o
problema tivesse uma entrada de tamanho 푛, o problema deveria precisar de pelo menos푂( 푓 (푛))
passos para ser resolvido, onde 푓 :N → N é uma função que cresce muito rapidamente (ex:
exponencial). No entanto, nenhum problema até hoje foi provado ser de tal forma.
Assim, dois critérios geralmente são utilizados para classificar problemas que provavel-
mente são difíceis na definição aqui colocada [Ajt96]:
1. Se um problema foi por muito tempo atacado por especialistas e cientistas, sem sucesso
(por exemplo, o problema de fatoração de inteiros);
2. Se o problema é NP-completo (por exemplo, o problema da mochila).
Apesar do primeiro critério ser muito usado, o critério de NP-completude tem a vantagem
de ser um argumento matemático (mesmo não sendo uma prova) para suspeitar da dificuldade.
Vamos compreender o que significa um problema NP-completo.
Definição 4.2.1. Um problema decisional é dito NP se satisfaz uma das condições equivalentes:
i) o problema é solucionável em tempo polinomial por uma máquina de Turing não-
determinística.
ii) cada entrada 푥 ∈ 퐼1 (com resposta “sim”) pode ser verificada em tempo polinomial;
Definição 4.2.2. Um problema 퐿 é NP-completo se 퐿 é NP, e cada problema NP pode ser
reduzido a 퐿 em tempo polinomial.
Assim, se resolvermos um problemaNP-completo em tempo polinomial, automaticamente
resolvemos todos os problemas NP em tempo polinomial. Por isso NP-completude é uma boa
forma de garantir dificuldade.
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4.2.1 Análise de pior-caso e caso-médio
Para analisar a dificuldade de um problema, também é relevante fazer a diferenciação entre
dificuldade no pior-caso, e dificuldade no caso-médio.
Definição 4.2.3. [Cor+09] Seja 푃 um problema com instâncias em 퐼. 푃 é dito:
i) difícil no caso-médio se o problema 푃(푥) for difícil para instâncias aleatórias 푥 ∈ 퐼 tiradas
a partir de certa distribuição pré-definida;
ii) difícil no pior-caso se existem instâncias difíceis.
Na criptografia é ideal que problemas sejam difíceis no caso-médio pois o problema será
usado em instâncias aleatórias. Mas os problemas difíceis no pior-caso se tornam interessantes
se houver uma redução de pior-caso para médio-caso, isto é, se tivermos 푃 e 푄 problemas
instanciados tais que se 푃 for difícil no pior-caso então 푄 é difícil no caso médio. Dessa forma,
para garantir que푄 é umbomproblema para criptografia basta garantir que não existem instâncias
fáceis para푃. É comum fazer esse tipo de redução para problemas em reticulados[Ajt96][MR07],
como citamos em 4.4.
4.2.2 Sistemas de prova interativa
Definição 4.2.4 (Sistema de prova interativa). [GMR89] Sejam Alice (ou verificador) e Bob
(ou provador) dois participantes de um protocolo, tais que Alice é uma participante honesta
com o poder computacional de uma máquina de Turing, e Bob é um participante não-confiável
com poder computacional ilimitado. Dado um problema decisional instanciado 푃, um sistema
de prova interativa de 푃 é uma sequência de perguntas de Alice para Bob, que satisfaz duas
propriedades:
1. completude: se a resposta de 푃(푥) é sim, então Alice é convencida deste fato através das
respostas de Bob;
2. correção: se 푃(푥) é não, então a probabilidade de Bob conseguir convencer Alice do
contrário é baixa.
Para maior formalidade, podemos descrever o protocolo através de uma distribuição de
probabilidade 픎퐴,퐵: 퐼 → R≥0, onde 퐼 é o conjunto das instâncias de 푃. Então 픎퐴,퐵 tem
completude 푐: 퐼 → [0, 1] e correção 푠: 퐼 → [0, 1] se satisfaz [SV03]
1. se 푥 ∈ 퐼1, então Pr
[
픎퐴,퐵(푥) = 1
] ≥ 1 − 푐(푥);
2. se 푥 ∈ 퐼0, então Pr
[
픎퐴,퐵(푥) = 0
] ≥ 1 − 푠(푥).
Dois exemplos de sistemas de provas interativas são o protocolo de Arthur-Merlin e as
provas de conhecimento-zero (zero-knowledge proofs).
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Definição 4.2.5 (Protocolo de Arthur-Merlin). [Bab85] Sejam Arthur um verificador, e Merlin
um provador de um sistema de prova interativa. Suponha que Arthur está munido de um gerador
probabilístico de números aleatórios. O sistema é dito protocolo de Arthur-Merlin se, dado um
problema decisional instanciado 푃, o sistema satisfaz as propriedades:
• quando 푥 ∈ 퐼1, existe uma sequência de respostas deMerlin tal que Arthur aceita a resposta
pelo menos 2/3 das vezes (푐(푥) = 1/3);
• quando 푥 ∈ 퐼0, Arthur recusa o a resposta deMerlin empelomenos 2/3 das vezes (푠(푥) = 1/3).
Definição 4.2.6 (Problema AM). Um problema decisional é dito AM se existe um protocolo de
Arthur-Merlin com duas mensagens que decide este problema em tempo polinomial.
Uma prova de conhecimento-zero é um sistema de prova interativa que satisfaz a pro-
priedade de conhecimento-zero, que pode ser definida informalmente da seguinte forma: dado
um problema 푃 a ser provado, Alice (a verificadora) consegue simular transcrição de possíveis
interações válidas entre ela e um provador honesto. [Gol]
A propriedade de conhecimento-zero pode ter entendida como a propriedade de não revelar
nada além da prova do problema. Suponhamos, por exemplo, que Bob quer provar para Alice
que possui um segredo 푆, mas sem revelar para ela o segredo. Então é ideal que Alice e Bob
usem um protocolo de conhecimento-zero, pois se Alice consegue produzir quaisquer transcritos
de interações válidas, isso quer dizer que o protocolo não vaza nenhuma informação sobre 푆. Se
houvesse transcrições de interações que Alice não é capaz de produzir, então isso significaria
que em tal interação ela aprende algo.
Podemos definir provas de conhecimento-zero mais formalmente usando distribuições de
probabilidade [Gol].
Definição 4.2.7 (Prova de conhecimento zero). [Gol] Seja 푃 um problema decisional com
instâncias em 퐼. Sejam Alice a verificadora, e Bob o provador de um sistema de prova interativa
픎퐴,퐵. Sejam 픖 a distribuição de probabilidade de um simulador de interações entre Alice
e Bob com entradas em 퐼, e 픙퐴,퐵 a distribuição de probabilidade relativa ao resultado das
interações entre Alice e Bob. 픎퐴,퐵 é dito prova de conhecimento-zero estatística, com parâmetro
훼: 퐼 → R≥0 se 픖(푥) −픙퐴,퐵(푥) ≤ 훼(푥),
onde ‖·‖ é a distância estatística, isto é, a distância induzida pela norma ‖·‖∞.
Se 훼 = 0 então 픎퐴,퐵 é dita prova de conhecimento-zero perfeita (neste caso, Alice sempre
consegue simular qualquer interação com Bob com perfeição).
Definição 4.2.8. [Gol] Um problema 푃 é dito SZK se ele admite prova de conhecimento-zero
estatística com um verificador honesto.
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4.3 Problemas em reticulados
Dentro da criptografia, existe uma série de esquemas e métodos que depende de problemas
em reticulados. Há tanto esquemas que são formulados em termos de reticulados, como o GGH,
mostrado na seção 4.6, quando esquemas que não são formulados em termos de reticulados, mas
para os quais existe uma redução a problemas em reticulados, como o SIS (Seção 4.4) e o LWE
(Seção 4.7). Assim, a dificuldade, e consequentemente a segurança, de uma série de esquemas
criptográficos é garantida pela dificuldade de problemas em reticulados.
Apresentamos aqui alguns dos mais clássicos e importantes problemas da criptografia
baseada em reticulados. Primeiramente, definimos os problemas do vetor mais curto, e do vetor
mais próximos, também conhecidos como SVP (shortest vector problem) e CVP (closest vector
problem) [Pei16]. Lembre que 휆(Λ) é a menor norma de um vetor não-nulo de Λ.
Problema SVP. Dado Λ um reticulado com base 훽, encontrar 푣 ∈ Λ \ {0}, tal que‖푣‖ = 휆(Λ).
Problema CVP. Dados Λ um reticulado com base 훽 e 푤 ∈ R푛, encontrar 푣 ∈ Λ, 푣 6= 푤, que
minimize ‖푤 − 푣‖.
É interessante notar que nas aplicações costuma-se utilizar as versões aproximadas dos
problemas, por uma constante 훾 ≥ 1 (onde para 훾 = 1 temos o problema original):
Problema SVP aproximado (SVP훾). Dado Λ um reticulado com base 훽, encontrar 푣 ∈ Λ,
푣 6= 0, tal que ‖푣‖ ≤ 훾 휆(Λ).
Problema CVP aproximado (CVP훾). DadosΛ um reticulado com base 훽 e 푤 ∈ R푛, encontrar
푣 ∈ Λ, 푣 6= 푤, tal que ‖푤 − 푣‖ ≤ 훾 ‖푤 − 푥‖ para todo 푥 ∈ Λ, 푥 6= 푤.
O problema SVP possui demonstrações de NP-dificuldade apenas para algumas reduções
aleatórias [Ajt98] e para uma versão do problema na norma ‖·‖∞ [Emd81]. Já o problema CVP
foi demonstrado NP-difícil na sua versão aproximada por uma constante 훾 = 2(log 푛)1−휀 , onde
휀 = (log log 푛)−훼 para qualquer 훼 < 1/2 [DKS98].
Note que se o reticulado for suficientemente bom, ou se a base for ortogonal, os problemas
SVP e CVP ficam fáceis, como mostra o exemplo a seguir.
Exemplo 4.3.1. Seja 훽 = {푏1, . . . , 푏푛} é uma base ortogonal de Λ.
• SVP: O vetor mais curto deΛ é o vetor mais curto de 훽, pois se 푣 = 훼1푏1 + · · ·+훼푛푏푛 ∈ Λ,
então
‖푣‖2 = ‖훼1푏1 + · · · + 훼푛푏푛‖2 = 훼21‖푏1‖2 + · · · + 훼2푛‖푏푛‖2 , 훼푖 ∈ Z.
• CVP: Dado 푤 ∈ R푛, temos
‖푣 − 푤‖2 = (훼1 − 훽1)2‖푏1‖2 + · · · + (훼푛 − 훽푛)2‖푏푛‖2 .
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Assim, escolhendo 훼푖 B
⌊
훽푖
⌉
(o inteiro mais próximo de 훽푖), vemos que 푣 = 훼1푏1 + · · · +
훼푛푏푛 minimiza ‖푣 − 푤‖.
É comum tambéma utilização de certas versões decisionais aproximadas destes problemas,
conhecidas como GapSVP훾 e GapCVP훾 (onde 훾 > 1).
Problema GapSVP훾. Dados Λ um reticulado com base 훽, e 훾 > 1, tal que vale um dos dois
casos: 휆 ≤ 1 ou 휆 ≥ 훾. O problema consiste em descobrir qual dos casos vale.
ProblemaGapCVP훾. Dados Λ um reticulado com base 훽, 훾 > 1 e 푤 ∈ Λ, tal que vale um dos
dois casos:
i) existe 푣 ∈ Λ com ‖푣 − 푤‖ ≤ 1, ou
ii) para todo 푣 ∈ Λ, ‖푣 − 푤‖ ≥ 훾.
O problema consiste em descobrir qual dos casos vale.
O último dos problemas clássicos que enunciaremos é o problema dos vetores independen-
tes mais curtos SIVP (shortest independent vectors problem), bem como sua versão aproximada
por um 훾 > 1. Lembre (2.4) que 휆푘 denota a menor norma possível para um conjunto de 푘
vetores independentes.
Problema SIVP. Dada uma base 훽 para Λ, encontrar um conjunto {푣1, . . . , 푣푘 } ⊂ Λ linear-
mente independente, tal que max
1≤푖≤푛
‖푣푖‖ = 휆푘 .
Problema SIVP훾. Dados uma base 훽 paraΛ e 훾 > 1, encontrar um conjunto {푣1, . . . , 푣푘 } ⊂ Λ
linearmente independente, tal que max
1≤푖≤푛
‖푣푖‖ ≤ 훾휆푘 .
4.4 Problema SIS
O problema SIS (short integer solution, isto é, solução inteira curta) foi introduzido por
Ajtai em um trabalho de congresso ([Ajt96]). O interesse dele no trabalho era de mostrar uma
família de funções resistentes a colisão (isto é, encontrar dois elementos do domínio com a
mesma imagem é difícil). O problema SIS, como veremos, apesar de de não ser definido em
termos de reticulados, pode ser reformulado em termos de reticulados, e tem sua demonstração
de dificuldade baseada na redução a problemas em reticulados definidos na Seção 4.3.
Utilizaremos aqui a notação SIS훽 para denotar o problema SIS com parâmetro 훽 > 0.
Problema SIS훽. Sejam 푎1, . . . , 푎푚 ∈ Z푛푞 vetores uniformemente aleatórios, com 푛, 푞 ∈ N, e
훽 > 0 um limitante. Encontre 푧 = (푧1, . . . , 푧푚) ∈ Z푚 não-nulo, tal que
푎1푧1 + · · · + 푎푚푧푚 = 0Z푛푞 e ‖푧‖ ≤ 훽.
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O problema SIS pode ser equivalentemente formulado em termos de reticulados. Note
que a partir dos vetores 푎1, . . . , 푎푚 podemos construir uma matriz 퐴 = [푎1 . . . 푎푚] ∈ Z푛×푚푞 .
Então o problema SIS é equivalente a resolver o problema SVP훽 no reticulado 푞-ário
Λ⊥(퐴) =
{
푧 ∈ Z푚
 퐴푧 = 0Z푛푞 } ,
definido na Seção 2.3.2.
Proposição 4.4.1. [Ajt96] Se √푚 ≤ 훽 < 푞 e 푚 > 푛 log2 푞 então existem soluções não-triviais
de SIS.
Demonstração. Se 푚 > 푛 log2 푞 então 2푚 > 푞푛. Mas 2푚 = |{0, 1}푚 | e 푞푛 ≥ |Im 퐴|. Logo,
devem existir 푥 6= 푥′ em {0, 1}푚 tais que 퐴푥 = 퐴푥′. Portanto (푥−푥′) ∈ {0, 1,−1}푚 é uma solução
não-nula de 퐴푧 = 0Z푛푞 com ‖푥 − 푥′‖ ≤
√
푚 ≤ 훽. 
Uma consequência interessante da proposição acima é que a função SIS 푓퐴: {0, 1}푛 → Z푛푞
definida por
푓퐴(푧) = 푎1푧1 + · · · + 푎푛푧푛
é resistente a colisões, pois se obtivermos uma colisão de 푓퐴 (isto é, 푧 6= 푧′ com 푓퐴(푧) = 푓퐴(푧′))
então obtemos automaticamente uma solução de SIS.
No trabalho [Ajt96] foi provado que se tivermos uma solução de SIS훽 nomédio-caso, então
também temos soluções de GapSVP훽√푛 e de SIVP훽√푛 no pior-caso. Assim, se os problemas
GapSVP훽√푛 ou SIVP훽√푛 forem difíceis no pior-caso, então o problema SIS훽 é difícil no médio-
caso.
4.5 Algoritmo LLL
Uma das importantes vertentes da criptografia baseada em reticulados é o estudo de
algoritmos de redução de base. Uma vez que muitos criptossistemas baseiam-se na dificuldade
de encontrar uma base de dado reticulado com vetores curtos e/ou próximos de ortogonal, o
estudo de algoritmos de redução de base é uma forma de procurar ataques a criptossistemas.
O principal algoritmo conhecido de redução de base em tempo polinomial é o algoritmo
LLL (1982) [LLL82], baseado da ortogonalização de Gram-Schmidt (ver a Definição 2.1.3),
e que transforma uma base de reticulado em uma base LLL-reduzida (noção explicada na
Definição 4.5.1).
Definição 4.5.1. [Gal12] Sejam 훽 = {푏1, . . . , 푏푘 } base de um reticulado em R푛 e 훿 ∈ (1/4, 1).
Dizemos que 훽 é uma base LLL-reduzida com fator 훿 se satisfaz as seguintes condições:
• |휇푖, 푗 | ≤ 1/2 para 1 ≤ 푖 < 푗 ≤ 푘 ,
• ‖푏′푖 ‖2 ≥ (훿 − 휇2푖,푖−1) ‖푏′푖−1‖2 para 2 ≤ 푖 ≤ 푘 (Condição de Lovász),
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onde 푏′1, . . . , 푏
′
푘 é a ortogonalização de Gram-Schmidt de 훽 e 휇푖, 푗 são os coeficientes.
Tipicamente é utilizado 훿 = 3/4.
Proposição 4.5.2. [LLL82] Seja 훽 = {푏1, . . . , 푏푘 } base LLL-reduzida de um reticuladoΛ ⊂ R푛,
com fator 훿 = 3/4. Então 21−푖휆푖 ≤ ‖푏푖‖ ≤ 2푘−1휆푖 para todo 푖 ∈ {1, . . . , 푘}, onde os 휆푖 são os
mínimos sucessivos, definidos na seção 2.2.
O algoritmo LLL, definido a seguir, é um algoritmo que, dada uma base de um reticulado,
e um 훿 ∈ (1/4, 1), retorna uma base LLL-reduzida por fator 훿 do mesmo reticulado.
Algoritmo 1: (LLL com fator 훿) [Gal12]
Entrada: Uma base de reticulado 훽 = {푏1, . . . , 푏푘 } ⊂ R푛.
Saída: Uma base 훽 = {푏1, . . . , 푏푘 } LLL-reduzida do mesmo reticulado.
1 Calcule a base de Gram-Schmidt 훽′ e os coeficientes 휇푖, 푗 para 1 ≤ 푗 < 푖 ≤ 푘;
2 푚 = 2;
3 enquanto 푚 ≤ 푘 faça
4 para 푗 = 푚 − 1 até 1 faça (Reduz os vetores)
5 Faça 푏푚 ← 푏푚 − b휇푚, 푗e푏 푗 ;
6 Recalcule 휇푚, 푗 para 1 ≤ 푗 < 푚;
7 fim
8 se ‖푏′푚 ‖2 ≥
(
훿 − 휇2푚,푚−1
) ‖푏′푚−1‖2 então (Verifica condição de Lovász)
9 푚 ← 푚 + 1;
10 senão
11 Troque os valores de 푏푚 e 푏푚−1;
12 Recalcule 푏′푚, 푏′푚−1, 휇푚−1, 푗 , 휇푚, 푗 para 1 ≤ 푗 < 푚 e 휇푖,푚−1, 휇푖,푚 para 푚 < 푖 ≤ 푘;
13 푚 ← max {2, 푚 − 1};
14 fim
15 fim
No livro [Gal12] é mostrado que se o algoritmo LLL termina, então a saída é uma base
LLL-reduzida. Além disso, se 훿 ∈ (1/4, 1) então o algoritmo termina em 푂(푘5푛4 log3(퐵))
operações, onde 퐵 = max {‖푏‖ : 푏 ∈ 훽}.
Exemplo 4.5.3. Sejam 푏1 = (1, 1), 푏2 = (2, 1). Então 휇2,1 = 3/2 e portanto a ortogonalização de
Gram-Schmidt é 푏′1 = 푏1, 푏
′
2 = 푏2 − 32푏′1 = (1/2, − 1/2).
Substituímos 푏2 por 푏2−
⌊
휇2,1
⌉
푏1 = (2, 1)−2 · (1, 1) = (0,−1). Assim, 휇2,1 será atualizado
para − 1/2, e 푏′2 permanece (1/2, − 1/2). Assim, os novos vetores satisfazem a condição de Lovász:
‖푏′2‖2= 1/2 ≥ 1 =
(
3/4 − 휇22,1
) ‖푏′1‖2.
Portanto o algoritmo acabou e a base LLL-reduzida é 푏1 = (1, 1), 푏2 = (0,−1).
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4.6 Criptossistema GGH
Um dos primeiros algoritmos da criptografia baseada em reticulados é o algoritmo GGH
(Goldreich–Goldwasser–Halevi), que ilustra bem como utilizar reticulados em esquemas cripto-
gráficos. Introduzido em 1997, ele é considerado ultrapassado, e hoje são consideradas viáveis
apenas variantes do esquema [Pei16].
O esquema GGH é baseado na forma normal de Hermite, e sua segurança é baseada na
dificuldade do problema CVP.
Teorema 4.6.1. Seja 퐴 matriz invertível com entradas inteiras. Então existe uma única matriz
푈 unimodular tal que a matriz 퐻 = 퐴푈 (com entradas ℎ푖 푗 ) satisfaz:
• ℎ푖푖 > 0 para todo 푖;
• ℎ푖 푗 = 0 para 푗 > 푖;
• |ℎ푖 푗 |> ℎ푖푖 para 푗 < 푖.
A matriz 퐻 é chamada forma normal de Hermite de 퐴.
Note que forma normal de Hermite pode ser computada de maneira eficiente, como
mostrado em [SL96].
Exemplo 4.6.2. Se
퐴 =

2 1 2
2 3 1
0 1 2
 ,
então temos que 
1 0 0
0 1 0
7 8 10

퐻
= 퐴 ·

−3 −4 −5
1 2 2
3 3 4

푈
.
Definição 4.6.3 (Razão de Hadamard). Dada uma matriz geradora 퐵 = [푏1 . . . 푏푛] de um
reticulado em R푛, definimos a razão de Hadamard de 퐵 como
H (퐵) =
(
det(퐵)
‖푏1‖· · · ‖푏푛‖
) 1
푛
.
A razão de Hadamard é um valor dentro do intervalo (0, 1). Quanto mais perto de 1 for a
razão de Hadamard, mais próxima de ortogonal a base é, e ela vale 1 apenas no caso em que 퐵
é ortogonal. Assim, podemos usar esse valor para distinguir se uma base é “quase ortogonal”,
com uma razão próxima de 1.
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Algoritmo 2: Geração de Chaves GGH
Entrada: Um parâmetro de segurança 푛 ∈ N e um valor pequeno 푏 ∈ N.
Saída: Matrizes geradoras 퐵 (chave secreta) e 퐻 (chave pública) de um reticulado Λ.
1 Escolha vetores quase-ortogonais 푏1, . . . , 푏푛 ∈ Z푛 com 푏푖 푗 < 푏;
2 Calcule a forma normal de Hermite 퐻 de 퐵 = [푏1 · · · 푏푛];
3 Retorne 퐵 e 퐻.
Algoritmo 3: Encriptação GGH
Entrada: Uma matriz geradora de reticulado 퐻 e uma mensagem 푚 ∈ Z푛.
Saída: Um texto cifrado 푐 ∈ R푛.
1 Calcule 푣 = 퐻푚;
2 Escolha 푟 ∈ R푛 tal que o vetor mais próximo de 푣 + 푟 seja 푣;
3 Retorne 푐 = 푣 + 푟.
Apresentamos aqui os esquemas de geração de chaves, e de encriptação do GGH. Este
esquema é de criptografia assimétrica, isto é, existem duas chaves: a chave pública, responsável
por encriptar mensagens, e a chave secreta, responsável por decriptá-las.
Definição 4.6.4. Dado 푥 ∈ R, definimos o arredondamento de 푥 por b푥e B b푥 + 1/2c. Para
푣 ∈ R푛, b푣e B (b푣1e, . . . , b푣푛e) .
Definição 4.6.5 (Arredondamento de Babai). Dada uma matriz geradora 퐵 = [푏1 · · · 푏푛] de um
reticulado, e um vetor 푦 ∈ R푛, definimos o arredondamento de Babai [Bab86] de 푦 com relação
a 퐵 como o vetor
푧 = 퐵
⌊
퐵−1푦
⌉
Se 푦 = 훼1푏1 + · · · + 훼푛푏푛, o arredondamento de Babai pode ser escrito equivalentemente
como 푧 = b훼1e푏1 + · · · + b훼푛e푏푛.
A ideia para fazer a decriptação é utilizar o algoritmo de Babai para encontrar o vetor mais
próximo de (푣 + 푟). O algoritmo de arredondamento de Babai geralmente funciona bem quando
temos uma base 퐵 suficientemente ortogonal (algo que pode ser medido através da razão de
Hadamard). Em particular, o arredondamento de Babai resolve CVP훾 para 훾 =
(
1 + 2푛
(
9/2
)푛/2)
[Gal12].
Algoritmo 4: Decriptação GGH
Entrada: Um texto cifrado 푐 ∈ R푛 e a chave secreta 퐵.
Saída: A mensagem decriptada 푚˜.
1 Calcule푈 = 퐵−1퐻;
2 Retorne 푚˜ = 푈−1
⌊
퐵−1푐
⌉
, onde 퐻 = 퐵푈.
Teorema 4.6.6. [Pei16] Se 퐵 é matriz geradora, e 푟 curto o suficiente para que o arredondamento
de Babai funcione, então o esquema GGH funciona.
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Demonstração. Como 푟 é curto o suficiente para o arredondamento de Babai funcionar, temos
que
⌊
퐵−1(푣 + 푟)
⌉
= 퐵−1푣. Logo:
푈−1
⌊
퐵−1푐
⌉
= 푈−1
⌊
퐵−1(푣 + 푟)
⌉
= 푈−1퐵−1푣 = 푈−1퐵−1퐻푚 = 푈−1퐵−1퐵푈푚 = 푚. 
4.7 Problema LWE
Um dos problemas mais estudados atualmente dentro da criptografia baseada em reticu-
lados é o problema da aprendizagem com erros (learning with errors), abreviado por LWE.
Este problema foi introduzido em 2005 por Oded Regev [Reg05], como uma generalização do
problema de aprendizado de máquinas conhecido como parity learning.
O problema tem como parâmetros os inteiros 푛, 푞, e por uma distribuição de probabilidade
휒 : Z푞 → R>0.
Definição 4.7.1 (Distribuição LWE). Seja 푠 ∈ Z푛푞 um vetor chamado “segredo”. A distri-
buição LWE é uma distribuição de probabilidade 퐴푠,휒 sobre Z푛푞 × Z푞 amostrada por pares(
푎, 〈푎, 푠〉 + 휀 (mod 푞)) , onde 푎 é escolhido uniformemente em Z푛푞 e 휀 é escolhido usando a
distribuição 휒.
Note que a definição não explicita qual a probabilidade de cada par (푎, 푏) ∈ Z푛푞 × Z푞
ser escolhido, mas explicita como escolher um par (푎, 푏) segundo a distribuição, o que será
suficiente para nós.
O problema LWE é geralmente formulado como problema de procura, da seguinte forma:
Problema LWE푛,푞,휒,푚. Dadas 푚 amostras independentes (푎푖, 푏푖) ∈ Z푛푞 × Z푞, escolhidas por
퐴푠,휒 para um 푠 ∈ Z푛푞 uniformemente aleatório, encontrar 푠.
No entanto existe também a formulação como problema de decisão, dada a seguir.
Problema DLWE푛,푞,휒,푚. Dadas 푚 amostras independentes (푎푖, 푏푖) ∈ Z푛푞 × Z푞, escolhidas por
uma das duas formas:
1. pela distribuição 퐴푠,휒 para um 푠 ∈ Z푛푞 uniformemente aleatório, ou
2. uniformemente em Z푛푞 × Z푞,
distinguir qual das duas formas foi usada.
Sem os termos de erro de 휒, ambos os problemas se tornam fáceis, pois para resolver o
LWE-procura basta resolver o sistema linear
푎1
...
푎푚
 푠 =

푏1
...
푏푚
 ,
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e para resolver o LWE-decisão, basta ver se o sistema tem solução (no caso de as amostras serem
escolhidas uniformemente, com grande probabilidade não haverá solução).
A noção formal de resolver LWE é dada pela definição seguinte.
Definição 4.7.2. Dado 푞:N → Z, dizemos que um algoritmo 푊 resolve LWE푛,푞,휒,푚 se, dadas
푚 amostras de 퐴푠,휒 para um 푠 arbitrário, 푊 retorna 푠 com probabilidade exponencialmente
próxima a 1.
4.7.1 Dificuldade do problema LWE
A dificuldade do problema LWE é provada através de uma redução para um problema
em reticulados: o problema da amostragem gaussiana discreta, abreviado por DGS (discrete
Gaussian sampling problem). Informalmente, o objetivo do problema é em, dado um reti-
culado, encontrar uma amostra da distribuição gaussiana discreta 퐷Λ,푟 para 푟 suficientemente
grande. No caso de LWE, a noção de “suficientemente grande” será dada pelo parâmetro de
suavização.[Reg09]
O Teorema 4.7.3 reduz DGS a LWE, enquanto as Proposições 4.7.5 e 4.7.4 reduzem DGS
aos problemas GapSVP e SIVP (ver Seção 4.3). Dessa forma, a segurança de LWE é garantida
pela segurança de problemas em reticulados, utilizando o parâmetro de suavização.
SejaL푛 o conjunto de todos os reticulados emR푛. O problemaDGS휑 tem como parâmetro
uma função 휑:L푛 → R.
Problema DGS휑. Dado um reticulado Λ ⊂ R푛 e um número 푟 > 휑(Λ), exibir uma amostra de
퐷Λ,푟 .
Em geral o problema DGS é utilizado sobre um número polinomial de amostras em 푛
(dimensão do reticulado). Costuma-se utilizar o problema DGS com a uma função da forma
휑(Λ) =
√
2푛휂휀(Λ)/훼 para certos valores de 훼 > 0 e 휀 > 0, como mostrado nos teoremas a
seguir. Se 푟 ≥ √2푛 · 휂휀(Λ) então com alta probabilidade são amostrados vetores de norma
≤ √푛푟 . Assim, em uma gaussiana de fator 푟 maior que √2푛 · 휂휀(Λ), a dificuldade de DGS está
relacionada a amostrar vetores curtos do reticulado (SVP), e essa dificuldade é determinada pelo
parâmetro de suavização.
Nos teoremas a seguir utilizaremos 휒 = Ψ¯훼, como definido na seção 3.2, e como é mais
comum na literatura[Pei16].
Teorema 4.7.3. [Reg09, Teo. 3.1] Sejam 휀:N→ R>0 função “erro”, 푝:N→ Z e 훼:N→ (0, 1)
funções tais que 훼(푛) · 푝(푛) > 2√푛 para todo 푛 ∈ N. Se existir um algoritmo eficiente 푊 que
resolve LWE푛,푞,Ψ¯훼,푚 polinomialmente em 푚, então existe um algoritmo quântico eficiente que
resolve DGS√2푛·휂휀(Λ)/훼.
Proposição 4.7.4. [Reg09] Dados 휀:N → (0, 1/10) e 휑(Λ) ≥ √2휂휀(푛)(Λ), existe uma redução
polinomial de SIVP2√푛휑 a DGS휑.
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Proposição 4.7.5. [Reg09]Dado 훾:N→ R≥1, existe uma redução polinomial deGapSVP100√푛훾(푛)
a DGS√푛훾(푛)/휆(Λ∗).
4.7.2 Criptossistema LWE
A primeira utilização do problema LWE em um esquema criptográfico foi o criptossistema
LWE apresentado primeiramente em [Reg05]. Notemos que este é um esquema de criptografia
assimétrica, isto é, existem duas chaves: uma chave pública, que encripta mensagens; e uma
chave secreta, que decripta mensagens cifradas.
• Chave secreta: 푠 ∈ Z푛푞 escolhido uniformemente;
• Chave pública: um conjunto de 푚 pares ordenados (푎푖, 푏푖) ∈ Z푛푞 × Z푞 escolhidos por
퐴푠,휒.
Apresentamos aqui os algoritmos para encriptação de mensagens, e decriptação deste
esquema.
Algoritmo 5: Encriptação LWE
Entrada: um bit 푏 ∈ {0, 1} e 푆 ⊂ {1, . . . , 푚}.
Saída: um bit cifrado 푐 ∈ Z푛푞 × Z푞.
1 se 푏 = 0 então
2 푐 = (∑푖∈푆 푎푖,∑푖∈푆 푏푖);
3 senão se 푏 = 1 então
4 푐 = (∑푖∈푆 푎푖, b푞/2c + ∑푖∈푆 푏푖);
5 fim
6 retorne 푐.
Algoritmo 6: Decriptação LWE
Entrada: um bit cifrado 푐 = (푎, 푏) ∈ Z푛푞 × Z푞 e um segredo 푠 ∈ Z푛푞.
Saída: um bit descriptado 푏˜ ∈ {0, 1}.
1 se 푏 − 〈푎, 푠〉 mod 푞 está mais perto de 0 que de b푞/2c então
2 푏˜ = 0;
3 senão
4 푏˜ = 1;
5 fim
6 retorne 푏˜.
Para 푛, 푞 e 휒 adequadamente escolhidos, a probabilidade de haver um erro no processo de
decriptação fica pequena, e o criptossistema é fica seguro [Pei16].
Exemplo 4.7.6. Tome 푛 = 2, 푞 = 7 e 휒 dada por
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0 1 2 3 4 5 6
0.1
0.2
0.3
0.05
0.1
0.2
0.3
0.2
0.1
0.05
푒
휒
(푒
)
Escolhemos 푠 = (1, 2) ∈ Z27, e tomamos 5 amostras aleatórias:
(푎1, 푏1) =
(
(3, 1), 〈(3, 1), (1, 2)〉 + 3 mod 7) = ((3, 1), 1) ,
(푎2, 푏2) =
(
(4, 2), 〈(4, 2), (1, 2)〉 + 3 mod 7) = ((4, 2), 4) ,
(푎3, 푏3) =
(
(4, 1), 〈(4, 1), (1, 2)〉 + 4 mod 7) = ((4, 1), 3) ,
(푎4, 푏4) =
(
(2, 0), 〈(2, 0), (1, 2)〉 + 2 mod 7) = ((2, 0), 4) ,
(푎5, 푏5) =
(
(1, 5), 〈(1, 5), (1, 2)〉 + 3 mod 7) = ((1, 5), 0) .
Assim, tomando o conjunto 푆 = {1, 2, 3, 4, 5} ⊂ [5], encriptamos os bits 0 e 1:
푐0 = (∑푖∈푆 푎푖,∑푖∈푆 푏푖) = ((0, 2), 5),
푐1 = (∑푖∈푆 푎푖, 3 + ∑푖∈푆 푏푖) = ((0, 2), 1).
• No caso de 푐0, temos que 푏 − 〈푎, 푠〉 = 5 − 〈(0, 2), (1, 2)〉 = 1, que está mais próximo de 0
que de 3, e portanto 푏˜0 = 0.
• No caso de 푐1, temos que 푏 − 〈푎, 푠〉 = 1 − 〈(0, 2), (1, 2)〉 = 4, que está mais próximo de 3
que de 0, e portanto 푏˜1 = 1.
Note que para o sucesso da decriptação, é ideal utilizar valores mais altos de 푛 e 푞.
4.8 Generalizações sobre anéis
Em 2002, Micciancio [Mic07] introduz uma generalização do problema SIS para anéis
da forma 푅 = Z[푋]/( 푓 ), já estudados na Seção 2.7. Nesta seção também foi definido o sentido
de norma no anel 푅, que pode ser estendido para 푅푚 pela formula ‖푧푚 ‖ = ∑푚푖=1‖푧푖‖. Usamos
também o anel quociente 푅푞 B 푅/푞푅, onde 푞 ∈ N.
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Problema anel-SIS. Dados 푎1, . . . , 푎푚 ∈ 푅푞 e 훽 ∈ R>0 limitante, encontrar 푧 = (푧1, . . . , 푧푚) ∈
푅푚 tal que
푎1푧1 + · · · + 푎푚푧푚 = 0푅푞 e ‖푧‖ ≤ 훽.
Note que para cada 푎 = (푎1, . . . , 푎푚) ∈ 푅푚푞 podemos definir a função SIS 푓푎: 푅푚 → 푅푞 dada por
푓푎(푧1, . . . , 푧푚) = 푎1푧1 + · · · + 푎푚푧푚 .
Assim, o problema anel-SIS se reduz a encontrar 푧 ∈ 푅푚, ‖푧‖ ≤ 훽 tal que 푓푎(푧) = 0푅푞 .
Existe também uma generalização do problema LWE para anéis da forma 푅 = Z[푋]/( 푓 ),
chamado de 푅-LWE. O problema foi introduzido em 2012 no artigo [LPR12], e tem sua segu-
rança baseada em uma redução de pior-caso para médio-caso do problema SVP. Analogamente
ao problema LWE original, definimos uma distribuição 퐴푠,휒 sobre 푅푞 × 푅푞, para algum segredo
푠 ∈ 푅푞, definida por amostras. Suas amostras são pares (푎, 푏), onde 푎 é escolhido uniforme-
mente em 푅푞, e 푏 = 푠푎 + 푒 onde 푒 é amostrado de 휒 [Pei16]. O problema 푅-LWE em sua versão
decisional é definido a seguir.
Problema 푅-DLWE푞,휒,푚. Dadas 푚 amostras independentes (푎푖, 푏푖) ∈ 푅푞 × 푅푞, escolhidas por
uma das duas formas:
1. pela distribuição 퐴푠,휒 para um 푠 ∈ 푅푞 uniformemente aleatório, ou
2. uniformemente em 푅푞 × 푅푞,
distinguir qual das duas formas foi usada.
4.9 O problema do parâmetro de suavização
O problema do parâmetro de suavização (problema GapSPP) é um problema criptográfico
relacionado à dificuldade de encontrar uma aproximação deste parâmetro. Foi apresentado pela
primeira vez em 2013, no artigo [Pei+13].
Este é um problema de promessa, que é uma generalização de um problema de decisão.
Em um problema de promessa, existem o conjunto de possíveis instâncias 퐼, o subconjunto
퐼S ⊂ 퐼 das instâncias que retornam SIM, e o subconjunto 퐼N ⊂ 퐼 das instâncias que retornam
NÃO. No entanto pode ser o caso que 퐼S ∪ 퐼N 6= 퐼, pois podem haver instâncias que não são
aceitas pelo problema.
Problema 훾-GapSPP휀s,휀n . Sejam 훾, 휀s e 휀n funções de N em R>0, com 훾 > 1 e 휀s ≤ 휀n. Cada
instância de 훾-GapSPP휀s,휀né uma base 훽 de um reticulado 푛-dimensional Λ ⊂ R푛.
• As instâncias SIM são as bases 훽 com 휂휀s(푛)(Λ) ≤ 1.
• As instâncias NÃO são as bases 훽 com 휂휀n(푛)(Λ) ≥ 훾(푛).
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Escrevemos 훾-GapSPP휀 para a versão do problema quando 휀 = 휀s = 휀n.
As demonstrações de segurança do problema do parâmetro de suavização consistem nas
classes de complexidade AM e SZK (ver Seção 4.2.2).
O artigo [Pei+13] demonstra que para 훾 = (2 +표(1)) e 휂 = 1/푃(푛), onde 푃 é um polinômio
em Z, o problema 훾-GapSPP휀 é AM e SZK. O algoritmo de Arthur-Merlin que garante a
propriedade AM é dado a seguir.
Algoritmo 7: Protocolo Goldreich-Goldwasser gaussiano (Arthur-Merlin).
Entrada: Uma matriz geradora 퐵 de reticulado Λ ⊂ R푛.
1 Verificadora amostra 푥 ← 퐷Λ∗,1 e envia 푥 = 푥 mod 퐵 para o provador;
2 Provador escolhe 푥′ ∈ R푛;
3 Verificador aceita se 푥′ = 푥;
A intuição é que o provador deve escolher o vetor 푥′ ∈ 푥 + Λ mais provável de ter sido
amostrada por 퐷Λ∗,1. Como esta distribuição é centrada na origem, ele deve escolher o vetor
mais curto de 푥 + Λ.
Teorema 4.9.1. [Pei+13] Sejam 휀, 훿 com 0 < 휀 ≤ 훿 < 1/2. O Algoritmo 7 satisfaz:
1. completude: se 휂휀(Λ) ≤ 1/2, então existe um provador tal que a verificadora aceita o
resultado com probabilidade maior ou igual a 1 − 휀;
2. correção: se 휂훿/(1−훿)(Λ) ≥ 1 então a verificadora rejeita o resultado com probabilidade
maior ou igual a 훿.
A demonstração de que (2 +표(1))-GapSPP é SZK é dada através de passos intermediários,
envolvendo protocolos de compromisso, e por isso não há a explicitação de um algoritmo de
provas de conhecimento-zero. Um problema em aberto interessante é de verificar se (2 + 표(1))-
GapSPP é SZK-completo, no sentido de que cada problema SZK pode ser reduzido em tempo
polinomial a (2 + 표(1))-GapSPP. Uma razão para se acreditar que é o caso, é que não se sabe se
(2 + 표(1))-GapSPP é NP nem coNP, e os únicos problemas conhecidos com essas características
são problemas SZK-completos [Pei+13].
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Capítulo 5
Conclusões
Neste trabalho estudamos reticulados e suas propriedades, em particular nos aspectos
mais relevantes para aplicações em segurança e confiabilidade da informação, bem como as
aplicações particulares dessas propriedades em alguns problemas criptográficos importantes.
No Capítulo 2, apresentamos as definições básicas do estudo reticulados, e vimos alguns
exemplos importantes. No capítulo 3, estudamos o parâmetro de suavização, importante pa-
râmetro de reticulado para aplicações em criptografia, e estudamos como são usadas funções
e distribuições gaussianas sobre reticulados. Fazemos também algumas simulações computa-
cionais que comparam os parâmetros e ilustram os conceitos definidos. Por fim, no capítulo
4, apresentamos conceitos de criptografia, segurança e complexidade computacional e vimos
como reticulados são utilizados em alguns sistemas criptográficos. Principalmente, vimos como
o parâmetro de suavização é utilizado nesses sistemas.
Como colocado no Capítulo 3, uma perspectiva futura é a de analisar melhor como o
parâmetro de suavização se relaciona com outros parâmetros importantes de reticulados, como
densidade de empacotamento, densidade de cobertura, razão de Hadamard, arredondamento,
entre outros.
Outras perspectivas são o aprofundamento do estudo de como gaussianas em reticula-
dos, e o parâmetro de suavização são utilizados em codificação wiretap. Além disso, parece
interessante estudar mais profundamente o parâmetro de suavização generalizado, para noções
diferentes de distância, e possivelmente de divergência. Uma outra questão interessante é se
no caso de termos uma estrutura algébrica nos reticulados, como por exemplo nos reticulados
ideais, podemos ter mais informações sobre o parâmetro de suavização.
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