Abstract. The paper is devoted to a new modification of recently proposed adaptive stochastic mirror descent algorithm for convex optimization problems in the case of several convex functional constraints. Algorithms, standard and its proposed modification, are considered for the type of problems with nonsmooth Lipschitz-continuous objective function. Both algorithms, with accuracy ε of the approximate solution to the problem, are optimal and have the complexity O ε −2 . In both algorithms, the precise first-order information, which connected with (sub)gradient of the objective function and functional constraints, is replaced with its unbiased stochastic estimates. This means that in each iteration, we can still use the value of the objective function and functional constraints, but instead of their (sub)gradient, we calculate their stochastic (sub)gradient. Due to the consideration of not all functional constraints on non-productive steps, the proposed modification allows saving the running time of the algorithm. Estimates for the rate of convergence of the proposed modified algorithm is obtained. The results of numerical experiments demonstrating the advantages and the effectiveness of the proposed modification for some examples are also given.
Introduction
Large scale nonsmooth convex optimization is a common problem for a range of computational areas including statistics, computer vision, general inverse problems, machine learning, data science and in many applications arising in applied sciences and engineering. Since what matters most in practice is the overall computational time to solve the problem, first-order methods with computationally low-cost iterations become a viable choice for large scale optimization problems. Generally, first-order methods have simple structures with a low memory requirement. Thanks to these features, they have received much attention during the last decade. There are a lot of first-order methods for solving the optimization problems in the case of nonsmooth objective function. Some examples of these methods, to name but a few, are: subgradient methods [15, 18, 21] , subgradient projection methods [18, 21, 15] , OSGA [14] , bundle-level method [15] , Lagrange multipliers method [7] and many others.
The mirror descent algorithm which originated in [12, 13] and was later analyzed in [5] , is considered as the non-Euclidean extension of subgradient methods. The standard subgradient methods employ the Euclidean distance function with a suitable step-size in the projection step. Mirror descent extends the standard projected subgradient methods by employing a nonlinear distance function with an optimal step-size in the nonlinear projection step [10] . An extension of the Mirror descent method for constrained problems was proposed in [4, 12] .
Usually, the step-size and stopping rule for mirror descent algorithms require to know the Lipschitz constant of the objective function and constraint, if any. Adaptive step-sizes, which do not require this information, are considered for unconstrained problems in [6] , and for constrained problems in [4] . Some optimal mirror descent algorithms, for convex optimization problems with nonsmooth functional constraint and both adaptive step-sizes and stopping rules, are proposed in [3] . Also, there were considered some modifications of these algorithms for the case of problems with many functional constraints in [22] . becomes very expensive. Therefore there is an incentive to calculate the stochastic (sub)gradient ∇f (x, ζ) where ζ is a random variable taking its values in {1, · · · , N }. This mean that ∇f (x, ζ) = ∇f i (x), were i is chosen randomly in each iteration from the set {1, · · · , N }, or instead, one can employ randomly chosen a mini-bach approach in which a small subset S ⊂ {1, · · · , N } is chosen randomly, then ∇f (x, ζ) = i∈S ∇f i (x). This randomly calculating of the (sub)gradient is known as stochastic (sub)gradient. In the stochastic version of an optimization method, the exact first-order information is replaced with its unbiased stochastic estimates, where the exact first-order information is unavailable. This permits accelerating the solution process, with the earning from randomization growing progressively with problems sizes. A different approach to solving stochastic optimization problems is called stochastic approximation (SA), which was initially proposed in a seminal paper by Robbins and Monro in 1951 [19] . An important improvement of this algorithm was developed by Polyak and Juditsky [16, 17] . More recently, Nemirovski et al. [11] presented a modified stochastic approximation method and demonstrated its superior numerical performance for solving a general class of nonsmooth convex problems.
This paper is devoted to a new modification of the adaptive stochastic mirror descent algorithm (see Algorithm 4 in [3] ), which is proposed to solve the stochastic setup (randomized version) of the convex minimization problems in the case of several convex functional constraints. This means that we can still use the value of the objective function and functional constraints, but instead of their (sub)gradient, we use their stochastic (sub)gradient. Namely, that we consider the first-order unbiased oracle that produces stochastic (sub)gradients of the objective function and functional constraints, see for example [9, 20] . We consider the arbitrary proximal structure and the type of problems with nonsmooth Lipschitz-continuous objective function. Furthermore, it has been proved a theorem to estimate the rate of convergence of the proposed modification, from this theorem we can see that the modified algorithm achieves the optimal complexity of the order O ε −2 for the class of problems under consideration (see [12] ).
The rest of the paper is organized as follows. In Section 2 we give some basic notation, summarize the problem statement and standard mirror descent basics. In Section 3 we display the adaptive stochastic mirror descent algorithm (Algorithm 4 in [3] ). Section 4 is devoted to the proposed modified algorithm and proving a theorem about the rate of convergence of this algorithm and its optimal complexity estimate. In the last section, we consider some numerical experiments that allow us to compare the work of Algorithms 1 and 2 for certain examples.
Problem Statement and Standard Mirror Descent Basics
Let V be a finite-dimensional vector space, endowed with the norm · , and V * is the conjugate space of V with the norm:
where h, x is the value of the continuous linear functional h at x ∈ V . Let Q ⊂ V be a closed convex set, f and g j : Q → R (j = 1, m) convex subdifferentiable functionals. We assume that f and g j (j = 1, m) are Lipschitzcontinuous, i.e. there exist M f > 0 and M g > 0, such that
It is clear that instead of a set of functionals {g j (·)} m j=1 we can see one functional g : Q → R, such that
In this paper, we consider the stochastic setup of the following convex constrained optimization problem
For the stochastic setup of the problem (3), we introduce the following assumptions (see [2, 3] ). Given a point x ∈ Q, we can calculate the stochastic (sub)gradients ∇f (x, ξ) and ∇g(x, ζ), where ξ and ζ are random vectors. These stochastic (sub)gradients satisfy
and
To motivate these assumptions, we consider the following problem in the stan-
where A is a given n×n matrix and
The exact computation of the gradient ∇f (x) = Ax takes O(n 2 ) arithmetic operations, which is bad, when n is very large, for the huge-scale optimization problems. In this setting, it is natural to use the randomization to construct a stochastic approximation for ∇f (x). Let ξ be a random variable taking its values in {1, · · · , n} with probabilities {x 1 , · · · , x n } respectively. Let A i denote the i-th column of the matrix A. Since x ∈ S n (1),
Thus, we can use A ξ as a stochastic gradient of f (i.e. ∇f (x, ξ) = A ξ ), which can be calculated in O(n) arithmetic operations.
Let d : Q → R be a distance generating function, which is continuously differentiable and 1-strongly convex with respect to the norm · , i.e.
and assume that min
, where x * is a solution of (3).
Note that if there is a set of optimal points for (3) X * ⊂ Q, we may assume that min
For all x, y ∈ Q ⊂ E consider the corresponding Bregman divergence, which was initially studied by Bregman [8] and later by many others (see [1] ),
In particular, in the standard proximal setup (i.e. Euclidean setup) we can choose
Another setups, for example entropy, ℓ 1 /ℓ 2 , simplex, spectahedron and many others, can be found in [6] .
We also assume that the constant Θ 0 > 0 is known, such that
For all x ∈ Q and p ∈ V * , the proximal mapping operator (Mirror Descent step) is defined as
Let x * be a solution to (3), we say that a (random) pointx ∈ Q is an expected ε-solution to (3) if
The following well-known lemma describes the main property of the proximal mapping operator (see [3, 6] ). Lemma 1. Let f : Q → R be a convex subdifferentiable function over the convex set Q and z = M irr y (h∇f (y, ξ)) for some h > 0, y, z ∈ Q and ξ random vector. Then for each x ∈ Q we have
Adaptive Stochastic Mirror Descent Algorithm
In [3] it was considered an adaptive method (Algorithm 4) for convex optimization problem (3) in stochastic setup described above (see Algorithm 1 below). In this setting, the output of the algorithm is random, in the sense (7). The adaptivity of this method is in terms of step-size and stopping role, which is mean that we do not need to know the constants M f and M g in advance. We assume that on each iteration of the algorithm independent realizations of ξ and ζ are generated. In this section, we show this algorithm and the fundamental result of the estimate of the convergence rate of this algorithm. For this, Let I, J denote the set of indexes of productive and non-productive steps, respectively. N I , N J denote the number of productive and non-productive steps, respectively.
Algorithm 1 Adaptive Stochastic Mirror Descent Algorithm (Lipschitzcontinuous objective function).
Require: accuracy ε, starting point x 0 , d(·), Q, Θ0 s.t. (6) 
7:
N → I 9: else 10:
11:
12:
; "non-productive step" 13:
end if 14:
Ensure:
For the complexity estimate for Algorithm 1 the next result was obtained in [2, 3] . Theorem 1. Let equalities (4) and inequalities (5) hold. Assume that a known constant Θ 0 > 0 is such that inequality (6) holds. Then Algorithm (1) stops after not more than
iterations andx N is an expected ε-solution to problem (3) in the sense of (7).
The Modification of Adaptive Stochastic Mirror Descent Algorithm
In this section, we consider a modification of Algorithm 1. The idea of this modification is considered in [22] for some adaptive mirror descent algorithms to solve the deterministic setup of the convex optimization problems with Lipschitzcontinuous functional constraints. This idea is summarized as: when we have a non-productive step x k , i.e. g(x k ) > ε, then instead of calculating the subgradient of the functional constraint with max-type g(x) = max i=1,m g i (x), we calculate (sub)gradient of one functional g j , for which we have g j (x k ) > ε. The proposed modification allows saving the algorithm running time due to consideration of not all functional constraints on non-productive steps.
Algorithm 2 Adaptive Stochastic Mirror Descent Algorithm, Modification For The Case of Many Constraints (Lipschitz-continuous objective function).
Require: accuracy ε, starting point x 0 , d(·), Q, Θ0 s.t. (6) holds.
// (g j(N) (x N ) > ε for some j(N ) ∈ {1, ..., m}) 11:
13:
; "non-productive step" 14:
end if 15:
the same for all k ∈ J, we have (remember that, with g j(k) we mean any constraint, such that g j(k) (x k ) > ε ),
Taking summation, in each side of (9) and (10), over productive and nonproductive steps, we get
Using (6), we have
Whence, by the definition of step-sizes h k ,
where we used the inequality
, which can be proved by induction. Since, for k ∈ J, g j(k) (
Thus from (11) and stopping criterion, we have
We can rewrite (12) as follows
By the convexity of f , we get
where f * = f (x * ). By the definition ofx N (see the Ensure of the Algorithm 2), we get the following inequality
As long as the inequality is strict and the case of I = ∅ is impossible (i.e. N I = 0). Now by taking the expectation we obtain
At the same time, for k ∈ I it holds that g(x k ) ≤ ε. Then, by the definition of x N and the convexity of g we get
Thus we have come the following result Theorem 2. Let equalities (4) and inequalities (5) hold. Assume that a known constant Θ 0 > 0 is such that inequality (6) holds. Then Algorithm (2) stops after not more than
Remark 1.
From the estimate (15) we can see that Algorithm 2 achieves the complexity of the order O ε −2 for Lipschitz-continuous nonsmooth problems, which is an optimal for this class of functions according to Nemirovski and Yudin (see [12] ).
Numerical Experiments
To compare Algorithms 1 and 2, some numerical tests were carried out. Consider different examples with tow objective functions 
We choose the standard Euclidean proximal setup, starting point
For any x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ) in Q, the following inequality holds
Therefore, we can choose
Our experiments are motivated by the need to solve the problem (3) when either the dimension n, is large or when the objective function f is of a finite sum structure, as in examples 1 and 2, with the number of components, N , being large. The results of the work of Algorithms 1 and 2, for examples 1 and 2, when n = 1500, are represented in Tables 1 and 2 below. These results demonstrate the comparison between the number of iterations and the running time (in seconds) for each algorithm.
All experiments were implemented in Python 3.4, on a computer fitted with Intel(R) Core(TM) i7-8550U CPU @ 1.80GHz, 1992 Mhz, 4 Core(s), 8 Logical Processor(s). RAM of the computer is 8GB. From Tables 1 and 2 , in order to both examples 1 and 2, we can see that Algorithm 2 always works better than Algorithm 1. It is clearly shown in all experiments according to the number of iterations and especially according to the running time of the algorithms. The running time of Algorithm 2 is very small compared to the running time of Algorithm 1 (on average, it is smaller 25 times). This feature of the Algorithm 2 is very important in all applications of mathematical optimization.
Remark 2. Now, as in the previous, to compare Algorithms 1 and 2, with m = 50, n = 100 and different values of N , some additional numerical tests were carried out. The coefficients α i and β i for i = 1, ..., 50 are the entries of the Toeplitz matrix, which is described above. The entries of the matrices C i (i = 1, ..., N ) are drawn from the uniform distribution over [0, 1). The results of Algorithms 1 and 2, for example 1, are represented in Table 3 and for example 2 in Table 4 . These results demonstrate the comparison between the number of iterations and the running time (in seconds) for each algorithm, with different values of N for each algorithm. From Tables 3 and 4 , we can see that Algorithm 2 works better than Algorithm 1 according to the number of iterations and especially according to the running time of algorithms. 
Conclusions
In this work, a new modification of an adaptive stochastic mirror descent algorithm was proposed to solve the randomized version of the convex minimization problems in the case of Lipschitz-continuous objective function and several convex functional constraints. In each iteration of the proposed modified algorithm, we calculate the stochastic (sub)gradient of the objective function or the functional of constraint, which is prevalent and effective in Machine Learning scenarios, large-scale optimization problems, and their applications. The proposed modification allows saving the algorithm running time due to the consideration of not all functional constraints on non-productive steps. Furthermore, it has been proved a theorem to estimate the rate of convergence of the proposed modified algorithm. The results of carried out numerical experiments illustrate the advantages of the modified Algorithm 2 and illustrate that the running time of Algorithm 2 is very small compared to the running time of the standard Algorithm 1.
