Abstract. We adapt a simplified version of the Multi-Scale Analysis presented in [8] to multi-particle tight-binding Anderson models. Combined with a recent eigenvalue concentration bound for multi-particle systems [7] , the new method leads to a simpler proof of the multi-particle dynamical localization with more optimal decay bounds on eigenfunctions than in [4, 5, 10] , for a large class of strongly mixing random potentials. All earlier results required the random potential to be IID. We also extend the result on multi-particle localization to models with a rapidly decaying interaction.
Introduction. The model, assumptions and the main results
Analysis of localization phenomena in multi-particle quantum systems with nontrivial interaction in a random environment is a relatively new direction in the Anderson localization theory, where during half a century, since the seminal paper by P. Anderson [1] , most efforts were concentrated on the study of disordered systems in single-particle approximation, i.e., without inter-particle interaction. While in numerous physical models such an approximation is fairly reasonable, it was pointed out already in the first works by Anderson that multi-particle models presented a real challenge.
The number of results on multi-particle localization obtained both by physicists and mathematicians remains yet rather limited. We do not review here results obtained by physicists, based on methods of theoretical physics and considered as firmly established by the physical community. The rigorous mathematical results on multi-particle localization obtained so far (cf. [9] [10] [11] , [4, 5] ) apply to N -particle systems with arbitrary, but fixed N > 1, and the range of parameters (such as the amplitude of the disorder and/or proximity to the edge(s) of the spectrum) is rapidly degrading as N → ∞.
In this paper, we study spectral properties of random lattice Schrödinger operators (LSO) in the general framework of the Multi-Scale Analysis (MSA) developed in [13, 14, 18, 24] . Specifically, we study random Hamiltonians of the form H(ω) = H 0 + gV(ω) + U, g ∈ R,
(1
where H 0 is a finite-difference operator representing the kinetic energy, e.g., the nearestneighbor lattice (negative) Laplacian (−∆), U is the operator of multiplication by the interaction potential x → U(x), and V(ω) is the operator of multiplication by the function x → V(x; ω) = V (x 1 ; ω) + · · · V (x N ; ω), where V : Z d × Ω → R is a random field relative to some probability space (Ω, F , P). As was shown in [10] , [4, 5] , Anderson localization can be established in the entire space H N , but in this paper we consider only the restriction of H(ω) to the fermionic subspace. The bosonic subspace can be treated essentially in the same way. Using either kind of quantum statistics makes the scaling analysis more transparent and proofs substantially simpler.
Aizenman and Warzel [4, 5] established the exponential dynamical localization in multi-particle systems in the framework of a parametric analysis allowing to prove local stability (in the parameter space) of the Anderson localization phenomenon (including exponential strong dynamical localization) for Anderson-type Hamiltonians with an IID external random potential under perturbations by a short-range interaction.
Apart from simplifications of the Multi-Particle Multi-Scale Analysis (MPMSA) developed in [9, 10] , the novelty of this paper is three-fold:
• the external random potential is not assumed to be IID, but is strongly mixing;
• the interaction potential is not necessarily of finite range, but can be exponentially or even sub-exponentially fast decaying at infinity; • the decay of eigenfunctions is proven with respect to a norm-distance in Z N d
(more precisely, in a symmetrized norm-distance), while earlier results used explicitly ( [4] ) or implicitly ( [10] ) a more complicated and less natural notion of distance in the multi-particle configuration space 1 
.
Note that our proof of multi-particle localization for strongly mixing random potentials and rapidly decaying infinite-range interaction can be extended to the entire Hilbert space H N , at the price of greater complexity. On the other hand, the proofs can be made simpler and more streamlined, if only a power-law decay of the eigenfunction correlators were to be established (as is customary in the framework of the MSA); the latter is not to be confused with the decay of eigenfunctions which is exponential.
We consider here only strongly disordered systems; an adaptation of our approach to localization at "extreme" energies in weakly disordered multi-particle systems, as well as to weak perturbations of localized non-interacting multi-particle systems, has been recently obtained by Ekanga [17] in the framework of his PhD project.
The new scaling procedure used in this paper is an adaptation of the method proposed earlier in [8] in the single-particle context; it is close in spirit to a very simple method developed by Spencer [24] for a fixed-energy analysis of Green functions 2 . The proofs of all statements not given in the main text can be found in Appendix. The structure of this paper is as follows.
• In Section 2 we describe main geometrical notions and constructions relative to fermionic systems; for brevity of presentation, we consider first the case of one-dimensional particles. Nevertheless, our scheme in Sections 3-6 is not specific to one dimension; indeed, it has to be stressed that from the analytic point of view, an N -particle system in Z 1 (starting already with N = 2) gives rise to a multi-dimensional (discrete) Schrödinger operator.
• In Section 3 we describe the analytic core of the new scaling procedure, which is essentially the same as in the single-particle case treated in [8] .
• The probabilistic inductive bounds for the model with a finite-range interaction are given in Section 4. The key statements here are Lemma 4.4, Lemma 4.5 and Theorem 4.2. A reader familiar with [10] may notice that an important component of the the proof of Lemma 4.4, given by Lemma 4.3, is much simpler than its counterpart in [10] , due to the use of eigenfunctions instead of Green functions.
• An adaptation to infinite-range interactions is given in Section 5.
• The derivation of the strong dynamical localization from the results of the scaling analysis is given in Section 6, where we follow the same path as in [8] .
A reader familiar, e.g., with [15, 20] may want to skip Section 6.
• An adaptation to more general graphs is discussed in Section 7.
• For the reader's convenience, we prove in Appendix the new eigenvalue concentration (EVC) bound (Theorem 4.1; cf. also [7] ), allowing to establish the exponential decay of eigenfunctions with respect to the max-norm in the Nparticle configuration space.
To conclude the introduction, note that we do not discuss here the ergodicity issues for the Hamiltonians H(ω), for several reasons.
First of all, it is well-known already in the single-particle localization theory, where the Hamiltonian has the form H(ω) = H 0 +gV (ω), say, on the lattice Z d , the ergodicity of the random field V : Z d × Ω → R per se is irrelevant for the usual proofs of complete localization (pure point spectrum) under the assumption of strong disorder (|g| ≫ 1). In the case of an IID potential, the location of the a.s. spectrum can be described withthe help of the Weyl argument, again, without using explicitly the ergodicity (which is, of course, granted for an IID random field).
The second reason is that already in the case of a two-particle Hamiltonian
is no longer stationary. Specifically, let d = 1 and V (x; ω) ∈ [0, 1], say, uniformly distributed in [0, 1], and U(x 1 , x 2 ) = U 1 {x1=x2} , U < −2. Then for all points of the form x = (x, x), W(x; ω) < 0, while for all others W(x; ω) ≥ 0. The translation invariance of the field W(x; ω) holds only for a subrgoup of "diagonal" shifts (
The third, more important and less formal reason is that the language of the density of states (DoS), very helpful and instructive in the context of single-particle models, is much less so in the framework of multi-particle models with a nontrivial interaction. Recall that, according to an earlier result by Klopp and Zenk [23] , proven for multiparticle Schrödinger operators in R d with decaying interaction, the DoS is the same for operators with and without interaction. (An adaptation of their techniques to the lattice is not difficult.) Consider again the two-particle operator H(ω) from the previous paragraph; let H 0 ≥ 0. Then the density of states is supported by the nonnegative half-line R + , but it is obvious that, with U < − H 0 − V , the spectrum has a negative component, for the quadratic form f |Hf is not sign-definite, having positive and negative diagonal matrix elements in the delta-basis. Speaking informally, the DoS measure indicates the location of the "bulk" spectrum, while the negative interaction gives rise to some "internal surface" spectrum due to eigenfunctions (square-summable or generalized) essentially supported by a neighborhood of supp U and decaying away from it (which can be seen, e.g., with the help of the Combes-Thomas argument).
The sign of the interaction is not crucial for the above observation; this can be seen already from the fact that finite-difference Schrödinger operators ±H(ω) have similar qualitative spectral properties. Specifically, let U(x 1 , x 2 ) = U 1 {x1=x2} , U = 11 = 1 + H 0 + V , H 0 ≥ 0, H 0 = 8. Then the Dos is the same as with U = 0, hence, contained in 0, H 0 + V = [0, 10] (recall that 0 ≤ V ≤ 1 in this example). On the other hand, for x = (0, 1), one has, by non-negativity of H 0 + V,
Therefore, the spectrum of H(ω) in (10, 11] is nonempty, while the DoS vanishes in (10, 11] .
Nevertheless, it is true that, even though the potential random field W(x; ω) is not ergodic, Hamiltonians H(ω) still form an ergodic family of operators, hence their spectral components are a.s. nonrandom.
Basic definitions, assumptions and main results
2.1. Configurations of indistinguishable particle in Z 1 . In the first part of this paper, we work with configurations of N ≥ 1 quantum particles in the one-dimensional lattice Z. In quantum mechanics, particles of the same kind are considered indistinguishable; more precisely, depending on the nature of the particles, the wave functions describing N > 1 particles have to be either symmetric (Bose-Einstein quantum statistics) or antisymmetric (Fermi-Dirac quantum statistics). We choose here fermionc case; this gives rise to slightly simpler notations and constructions.
For clarity, we use boldface symbols for objects related to multi-particle systems. Quantum states of an N -particle fermionic system in Z are elements of the Hilbert space
with the inner product · | · inherited from the Hilbert space ℓ 2 (Z N ) = H 1 ⊗N . In this particular case where the "physical" configuration space is one-dimensional, H N admits a simple representation which we will use.
First, note that any antisymmetric function x = (x 1 , . . . , x N ) → Ψ(x 1 , . . . , x N ) vanishes on all hyperplanes {x :
Here S N is the symmetric group acting in Z N by permutations of the particle positions, π(a) = (a π −1 (1) , . . . , a π −1 (N ) ), and (−1) π ∈ {+1, −1} denotes the parity of the permutation π. It is readily seen that H N is unitarily isomorphic to the Hilbert space ℓ 
Indeed, the isomorphism is induced by the bijection between the orthonormal bases {Φ a } and {1 a }:
The subspace H N is invariant under any operator commuting with the action of the symmetric group S N .
An advantage of the above representation is that Z N > inherits its explicit, natural graph structure from Z N .
Occasionally we will denote by x the ordered configuration (i.e., a vector) (x 1 , . . . , x N ) corresponding to an unordered configuration x = {x 1 , . . . , x N }.
2.2. Fermionic Laplacians. Any unordered finite or countable connected graph (Z, E) with the set of vertices Z and the set of edges E is endowed with the canonical graph distance (x, y) → d Z (x, y) (defined as the length f the shortest path x y over the edges) and with the canonical (negative) graph Laplacian (−∆ Z ):
here x, y denotes a pair of nearest neighbors, and n Z (x) is the coordination number of the point x in Z, i.e., the number of its nearest neighbors.
In particular, one can take Z = Z N with the edges x, y formed by vertices x, y with |x − y| 1 := |x 1 − y 1 | + · · · + |x N − y N | = 1. In other words, the vector norm | · | 1 induces the graph distance on Z N . The (negative) Laplacian on Z N , which we will now denote by (−∆), can be written as follows:
where 1 (i) is the identity operator acting on the i-th variable, and (−∆ (j) ) is the one-dimensional negative lattice Laplacian in the j-th variable:
Its restriction to the subspace H N of antisymmetric functions can be equivalently defined in terms of functions supported by the positive sector Z N > , hence vanishing on its border Z N = . Indeed, the matrix elements of ∆ in the basis Φ a can be nonzero only for pairs Φ a , Φ b with |a − b| 1 = 1, so that, for some
then the respective matrix element of the Laplacian's restriction to Z N > with Dirichlet boundary conditions on Z N = vanishes, but so does the function Φ a (which is no longer an element of the basis in H N ). Therefore, up to a constant factor, the restriction of the N -particle Laplacian to the fermionic subspace H N is unitarily equivalent to the standard graph Laplacian on Z N > . From this point on, we will work with the latter, occasionally making references to the space ℓ 2 (Z N ). It will be convenient to use in the course of the scaling analysis a different notion of distance on Z N (hence, also on Z
and work with balls relative to the max-distance,
In the positive sector Z N > , the above factorization of ρ-balls is subject to the condition that the RHS of (2.1) is itself a subset of the positive sector Z N > (but the inclusion "⊂" always holds true). Considering configurations x = {x 1 , . . . , x n } as subsets of Z, one can define the distance between two configurations
Then the following identity holds true:
The proof is straightforward and will be omitted.
will be useful in some geometrical constructions and definitions, referring to the graph structure inherited from Z N . Given a subgraph Λ ⊂ Z N > , we define its internal, external and the so-called graph (or edge) boundary, in terms of the canonical graph distance:
We also define the occupation numbers relative to a configuration x = (x 1 , . . . , x N ). Namely, define a function n x : Z → N by n x (y) = #{j : x j = y}, y ∈ X .
2.3. Multi-particle Hamiltonians. The matrix elements of resolvents
, in the canonical delta-basis, usually referred to as the Green functions, will be denoted by G Λ (x, y; E). In the context of random operators, the dependence upon the element ω ∈ Ω will be often omitted, unless required or instructive. Similar notations will be used for infinite Λ.
2.4.
Graph Laplacians and fermionic Hamiltonians. Given a real-valued function W : Z N > → R, we identify it with the operator of multiplication by W and consider the fermionic N -particle random Hamiltonian
where H 0 is a second-order finite-difference operator in ℓ 2 (Z N > ), for example the graph Laplacian ∆. We assume that
where gV(·; ω) is the external random potential energy of the form
and V : Z × Ω → R is a random field on Z relative to a probability space (Ω, F, P); the expectation relative to the measure P will be denoted by E [ · ]. Our assumptions on V are listed below (cf. W1-W3).
Further, U is the interaction energy operator; for notational brevity, we assume that it is generated by a two-body interaction potential U ,
satisfying one of the hypotheses U0-U1 (see below).
Note that, without loss of generality, if H 0 < ∞, then one can always assume that the absolute values of the matrix elements of H 0 are bounded by 1. Otherwise one can consider a two-parameter family
, so the two operators share the eigenvectors, while the matrix elements of hH 0 can be made smaller than 1 by taking h small enough.
One can also consider higher-order finite-difference operators H 0 ; this requires only minor technical modifications; see the discussion in Section 3.
2.5. Assumptions on the random potential. We assume that the random field V : Z d × Ω → R is (possibly) correlated, but strongly mixing; this includes of course the IID potentials treated earlier in [9, 10] and [4, 5] 
, be the marginal probability distribution functions (PDF) of the random field V , and
of the random field V given the sigma-algebra F =x generated by random variables {V (y; ω), y = x}. Our assumptions on correlated potentials are summarized as follows:
W1 The marginal CDFs are uniformly Hölder-continuous: for some κ > 0, ess sup sup
One can easily check that for any
The rate of decay of correlations indicated in the RHS of (2.4) is required to prove dynamical localization bounds with decay rate of EF correlators faster than polynomial, and it can be relaxed to a power-law decay, if one aims to prove only a power-law decay of EF correlators 3 . Assumptions W1-W2 are sufficient for the proof of spectral and strong dynamical localization in multi-particle systems. In particular, the role of W1 is to guarantee Wegner-type estimates used in the MPMSA scheme. However, it was discovered in [4, 5] and in [9, 10] that traditional, Wegner-type EVC estimates do not provide all necessary information for efficient decay bounds on the eigenfunctions of multi-particle operators. More precisely, conventional EVC bounds seem so far insufficient for the proof of the exponential decay of eigenfunctions with respect to a norm in the configuration space of N -particle systems, starting from 4 N = 3. For this reason, we proposed earlier [7] a new method allowing to compare spectra of two strongly correlated multi-particle subsystems and extending the Wegner-type EVC estimate. For the new method to apply, one needs an additional assumption on the random potential field which we will describe now.
First, introduce the following notations. Given a lattice parallelepiped Q ⊂ Z d , we denote by ξ Q (ω) the sample mean of the random field V over the Q,
3 In this case, W1 can be relaxed to a form of log-Hölder continuity of the marginal CDFs. 4 For N = 2, one can use a simpler EVC bound proven in [9] . and define the "fluctuations" of V relative to the sample mean,
Denote by F V,Q the sigma-algebra generated by {η x , V y : x ∈ Q, y ∈ Q}, and by F ξ (· |F V,Q ) the conditional distribution function of ξ Q given F V,Q . Further, consider parallelepipeds Q ⊂ Z d with diam(Q) ≤ R < ∞, and introduce an F V,Qmeasurable random variable
We will assume that the random field V fulfills the following condition:
In the particular case of a Gaussian IID field, e.g., with zero mean and unit variance, ξ Q is a Gaussian random variable with variance |Q| −1 independent of the "fluctuations" η x , so that its probability density p V,|Q| is bounded, although p V,|Q| ∞ ∼ |Q| 1/2 → ∞ as |Q| → ∞. The property W3 has been recently proven for a larger class of IID potentials by Gaume [19] in the framework of his PhD project. Note that the property W3 is not quite obvious, since the conditional distribution given by F ξ (t |F V,Q ) can be very singular -even discontinuous -for some conditions, e.g., in the case of an IID random field V with uniform marginal distribution. Nevertheless, the proof of W3 for an IID random field with uniform marginal probability distribution is quite simple.
2.6. Assumptions on the interaction potential. We assume that the interaction potential U generating the interaction energy U satisfies one of the following decay conditions:
U0 There exists r 0 < ∞ such that
U1 There are some C ∈ (0, +∞), δ ∈ 0,
Naturally, U0 ⇒ U1. We will prove the multi-particle localization first under the strongest assumption U0 (leading to a simpler proof), to illustrate the general structure of the new MPMSA scheme, and then extend the proof to interactions satisfying U1.
Main results.
Theorem 2.1. Assume that the random field V fulfills conditions W1-W3, and the interaction U fulfills one of the conditions U0, U1. There exists g 0 ∈ (0, +∞) such that if |g| ≥ g 0 , then with probability one, the fermionic operator H(ω) = ∆ + gV(ω) + U has pure point spectrum and all its eigenfunctions Ψ j (ω) are exponentially decaying at infinity: for each Ψ j , somex j and all x with ρ(x, x) large enough,
In addition, for all points x, y with ρ(x, y) large enough and some a, c > 0, for any bounded Borel function f :
Consequently, for any finite subset
where operator X K is the defined by
3. Deterministic bounds 3.1. Geometrical resolvent inequality. The most essential part of the scaling analysis concerns finite-volume approximations H Λ (ω) of the random Hamiltonian H(ω), acting in finite-dimensional spaces
Operator ∆ can be represented as follows:
and δ xy is the Kronecker symbol. Similar formulae are valid for the restriction ∆ Λ of ∆ to a finite subset Λ ⊂ Z N with Dirichlet boundary conditions outside Λ; in this case, one has to keep only the pairs x, y ∈ Λ × Λ.
We denote by G Λ (E) = (H Λ − E) −1 the resolvent of H Λ and by G(x, y; E) the matrix elements thereof (a.k.a. Green functions) in the standard delta-basis.
The so-called Geometric Resolvent Inequality for the Green functions can be easily deduced from the second resolvent identity:
where
Clearly, (3.1) implies the inequality
which is weaker than (3.1), but sufficient for the purposes of the scaling analysis. Sometimes we shall use the following inequality which stems from (3.1):
Similarly, for the solutions ψ of the eigenfunction equation Hψ = Eψ we have
provided that E is not an eigenvalue of the operator H B ℓ (u) and x ∈ B ℓ (u).
Radial descent bounds for Green functions and eigenfunctions.
The analytic statements of this subsection apply indifferently to any LSO, regardless of their single-or multi-particle structure of the potential energy operator. To avoid any confusion, we denote the dimension of the lattice by D; in applications to N -particle models in Z d , one has to set D = N d. 
Proof. The claim follows from (3.6) by induction ("radial descent"):
Lemma 3.2. Let Λ be a finite connected graph and f :
Proof. Fix any point y ′′ ∈ B r ′′ +1 (u ′′ ) and consider the function
Now introduce the functionf u ′ : y ′′ → f (u ′ , y ′′ ) which is (ℓ, q)-subharmonic in B r ′′ (u ′′ ) Λ and bounded by the RHS of (3.9). Applying again Lemma 3.1, the claim follows.
The relevance of the above notions and results is illustrated by the following 
with the constant C(D) defined in the same way as
Remark 3.1. The general idea of "two-sided" bounds on the Green functions (as functions of two arguments) can be found already in the Spencer's paper [24] . This allows to avoid a more complex geometrical construction going back to [13] , required when more than one "unwanted", "singular" locus is to be allowed in the course of the scaling step.
Remark 3.
2. An extension of Lemma 3.3 to finite-difference kinetic energy operators H 0 of higher order is quite straightforward. Specifically, if H 0 has range ℓ 0 ≥ 1, i.e., 1 x |H 0 1 y = 0 for ρ(x, y) > ℓ 0 , the denominators ℓ + 1 in Eqns (3.7), (3.8), (3.9) are to be replaced by ℓ + ℓ 0 . Recall that we assume (implicitly) that the matric elements of H 0 are bounded by 1 (as they are for the graph Laplacian), but the reduction to this case can be made by rescaling the operator H 0 , i.e., by replacing H 0 hH 0 , with h > 0 small enough (provided that H 0 < ∞). Apart from a modification of some auxiliary constants, this has no impact on the qualitative final result on multi-particle localization under the assumption of strong disorder.
3.3. Localization and tunneling in finite balls.
, and E-partially resonant (E-PR), otherwise.
In the next definition, we use a parameter ̺ = (α − 1)/2; with α = 4/3, one obtains ̺ = 1/6 and (1 + ̺)/α = 7/8. It is to be emphasized that, unlike the property of E-resonance or (E, m)-singularity, the tunneling property is not related to a specific value of energy E, and tunneling even in a single ball occurs with a small probability.
Proof. The matrix elements of the resolvent G B (E) can be assessed as follows:
Observe that with m ≥ 1 and 1 − τ > β, for L 0 large enough
We will see that the condition m ≥ 1 is fulfilled for |g| large enough; cf. Lemma 4.1.
From this point on, we will work with a sequence of "scales" -positive integers
For clarity, we keep the value α = 4/3; observe that α 2 < 2. In several arguments we will require the initial scale L 0 to be large enough.
Lemma 3.5. There isL (1) 
In the former case, such an exclusion is unnecessary, but in order to treat both situations with one argument, we can formally set w = u (or any other point).
Fix points x, y with R :
All balls of radius L k both in B r ′ (x) and in B r ′′ (y) are automatically disjoint from B 2L k (w), thus (E, m)-NS. Furthermore,
Consider the set B = B r ′ (x) × B r ′′ (y) and the function f :
. Since E is not a pole of the resolvent G BL k+1 (u) (·), it is well-defined (hence, bounded, on a finite set). By Lemma 3.3, f is (L k , q)-subharmonic both in x ′ and in x ′′ , with q ≤ e −γ(m,L k ,n) . Therefore, one can write, with the convention − ln 0 = +∞, using Lemma 3.2 and setting for brevity K := M − n + 1:
If r ′ = 0 (resp., r ′′ = 0), the required bound follows from the subharmonicity of the function f (x ′ , x ′′ ) in x ′′ (resp., in x ′ ).
(B) Assume otherwise. Then, by assertion (A),
and B L k (y) must be m−N Loc, so that B L k+1 (u) must be m-T, which contradicts the hypothesis.
Lemma 3.6. There isL (2) 
Proof. One can proceed as in the proof of the previous lemma, but with the functions
Arguing as in the previous lemma and using the subharmonicity of the function f j (· , ·) (cf. Lemma 3.3), we obtain, for any pair of points with ρ(y
A direct comparison with the RHS of the first equation in (5.4) shows that the RHS of (3.17) is bigger, owing to the absence of the factor e L β k . Therefore, it admits the same (or better) lower bound as in in (5.4).
Below we summarize the relations between the parameters used in the above proof: 
See the proof in Appendix.
Eigenvalue concentration bounds for distant pairs of balls.
Theorem 4.1 (Cf. [7] ).
L the following bound holds for any s ∈ (0, 1]:
Consequently, this implies the following bound for
4.3. "Partially interactive" N -particle balls. Unlike the situation in single-particle models where the configuration space (e.g., the lattice Z d ) is "homogeneous", the presence of a non-trivial interaction singles out the loci (x 1 , . . . , x N ) ∈ Z d N where the interaction cannot be neglected. In the physically relevant case of interactions rapidly decaying at infinity, the "diagonal" subsets like
and particularly the "principal diagonal"
along with their neighborhoods, are the zones where the inter-particle interaction is concentrated. Respectively, far away from all "diagonals" the interaction is either zero (if the range of interaction is finite) or weak, thus negligible in the framework of some perturbative analysis. It turns out that a tedious geometric combinatorial analysis of the "diagonal" zones is not necessary for establishing qualitative results of the multi-particle Anderson localization theory. As was illustrated in [10] , a much simpler classification of balls B L (u) suffices here:
• balls close to the "principal diagonal" D ;
• balls sufficiently distant from D. In the space Z N of indistinguishable configurations x of N particles, occupying pairwise distinct positions x 1 , . . . , x N ∈ Z, we can no longer refer directly to the "diagonal" D. However, it is not the proximity to this set which is important per se for our analysis, but an easily verifiable fact that, for a point
The quantity diam x = diam{x 1 , . . . , x N } is non-ambiguously defined for a configuration x = {x 1 , . . . , x N } of indistinguishable particles. BL(u) with a finite-range interaction in a PI ball can is algebraically decomposable in the following way:
′′ , while for a fully interactive ball one cannot guarantee such a property. (In the case of a rapidly decaying interaction, the RHS is close in norm to the LHS.)
Proof. (B) Consider the set ΠB
Therefore, ΠB L 1+δ (x) can be decomposed into a disjoint union of two non-empty clusters,
so for all j ∈ J , i ∈ J c one has
yielding the assertion (B).
Note that in the case where a decomposition of the form (4.6) is possible, it may be not unique. For example, with N = 3 and an interaction of range r 0 = 1, a particle configuration x = {0, 10, 20} can be decomposed into two non-interacting subsystems in three different ways. For our purposes, it will suffice to assume that one decomposition is canonically associated with every partially interactive ball. Now we state a result on localization in PI balls for Hamiltonians with a short-range interaction. The reader may want to compare the elementary proof of Lemma 4.3 below with that of Lemma 3 in [10] which is more involved. 
If the balls
Proof. Since the interaction between subsystems labeled by J and by its complement J c vanishes, the operator H admits the decomposition
so that the eigenfunctions Ψ j of H BL k (u) can be chosen in the form
and, respectively, ψ j ′′ are eigenfunctions of
. Now the required decay bounds for the spectral projections
follow directly from the respective bounds on ϕ and ψ, which are guaranteed by the m−Loc hypotheses on the projection balls B
Given numbers p, b > 0, introduce the following sequence:
Lemma 4.4. Suppose that for all n ∈ [1, N − 1] and for a given k ≥ 0 the following bound holds for any n-
Proof 
4.4. Fully interactive N -particle balls. Owing to Lemma 4.4, it suffices now to establish localization bounds for N -particle FI balls B L k+1 (x), assuming, if necessary, similar bounds
• for n-particle balls of any radius L k ′ , k ′ ≥ 0, with n < N , • for N -particle balls of any radius L k ′ with k ′ ≤ k.
Lemma 4.5 (Main inductive lemma). Suppose that for a given k ≥ 0 and all i ∈ [0, k] the following bound holds for any
Then for any
Proof. Set
By virtue of Lemma 3.6, we have
, and by Theorem 4.1,
k , so that it remains to assess the probability P S
(w) and introduce the event (figuring in assertion (4.13))
Within the event S
(2)
k−1 . Consider two possible situations.
k . Using the inductive assumption (4.10) and the mixing condition W2, we can write,
The number of pairs
, so in this case,
(4.14)
A straightforward calculation shows that for L 0 large enough, the RHS is bounded by
, under the conditions (4.12). Indeed, we need the inequality
or, equivalently,
2 < 1 + 3b, and
yielding the assertion (4.11) in the case (1).
This completes the proof. Applying Lemma 4.1 and Lemma 4.4, we come by induction to the following result. 
with b > 0 satisfying (4.12) . In other words, with probability
This marks the end of the direct scaling analysis of localization of eigenfunctions in arbitrarily large finite balls. In Section 6, we will derive from the results of the scaling analysis uniform bounds on EF correlators in arbitrarily large finite balls.
Scaling analysis: Adaptation to infinite-range interactions
In this section, we adapt a certain number of definitions and statements to rapidly decaying, infinite-range interactions satisfying the assumption U1.
(S1) Given a number δ ∈ (0, 1/14), figuring in U1, set
(S3) Modify the definition of distant balls as follows:
, and FI, otherwise.
For every positive integer R, introduce the following finite-range approximations U R , R ≥ r 0 , of a given interaction U generated by 2-body interaction potentials U (2) (r):
(S7) In order to measure the interaction between subconfigurations x ′ , x ′′ of an Nparticle configuration x ∈ Z N > , introduce the quantity ǫ(R) := sup
and check that for
The most important technical modification is required for the Lemma 4.3, the proof of which was very elementary, due to the use of eigenfunctions.
Next, introduce the following finite-range approximations U R , R ≥ r 0 , of a given interaction U generated by 2-body interaction potentials U (2) (r):
Then it is readily seen that for any configuration
. Furthermore, for any lattice subset of the form
admits the algebraic decomposition
Next, we fix an arbitrary m ≥ 1 and modify the definition of a PI ball:
m , and, therefore, it admits a decomposition B (N )
Lemma 5.1. Assume that the interaction U satisfies the condition U1. Fix an energy
, and a sample of the random potential V (·; ω) be such that
. Note that for each eigenvalue E a,b = λ a + µ b , i.e., for each pair (λ a , µ b ), the non-resonance assumption
. Therefore, we can write
where the resolvents G
or ρ(u ′′ , y ′′ ) = L k , and then we have, respectively,
In either case, the LHS is bounded by
Next, by the second resolvent identity,
)G, and using the assumed E-NR property of the resolvents G, G (R k ) , we conclude that
Now the claim follows from the inequality
≤ P R (2) + P S (2) \ R (2) , and within the event S (2) \ R (2) one of the balls B L k+1 (x), B L k+1 (y) must be E-NR, no matter how E ∈ R is chosen.
Next, consider the canonical decomposition of the PI ball
On the other hand, consider the canonical decomposition of the PI ball
Since these four balls correspond to systems with ≤ N −1 particles, we can use induction in N and write P L
≤ 4L
.
Then, as we have noticed,
The statement of Lemma 3.5 remains unchanged, but its proof requires a minor modification.
Proof. (Lemma 3.5 under the hypothesis
is (E, m)-NS. In the former case, such an exclusion is unnecessary, but in order to treat both situations with one argument, we can formally set w = u (or any other point).
All balls of radius L k both in B r ′ (x) and in B r ′′ (y) are automatically (E, m)-NS.
well-defined (hence, bounded, on a finite set). By Lemma 3.3, f is (L k , q)-subharmonic both in x ′ and in x ′′ , with q ≤ e −γ(m,L k ,n) . Therefore, one can write, with the convention − ln 0 = +∞, using Lemma 3.2 and setting for brevity J := M − n + 1:
(B) This assertion is proved in the same way as in Section 3.3.
The rest of the scaling procedure presented in Section 4 does not have to be modified and applies to infinite-range interactions.
6. Strong dynamical localization in finite volumes 6.1. Uniform bounds in finite volumes. We use here a finite-volume variant of a 'soft' argument proposed by Germinet and Klein in [21] ; working with finite cubes allows to avoid a functional-analytic complement concerning the weighted HilbertSchmidt norms of spectral projections of operators H(ω) in the entire graph Z N > and replace it with a simple application of Bessel's inequality.
Denote by B 1 (I) the set of all Borel functions φ : R → C with supp φ ⊂ I and φ ∞ ≤ 1. 
Proof. Fix points x, y ∈ Z N > with d(x, y) > 2L + 1 and a finite connected graph Λ ⊃ B L (x) ∪ B L (y). The operator H Λ (ω) has a finite orthonormal eigenbasis {ψ i } with respective eigenvalues {λ i }. Set S = ∂B L (x) ∪ ∂B L (y) (recall: this is a set of pairs (u, u ′ )). Suppose that for some ω, for each i there is z ∈ {x, y} such that
Then by the GRI for eigenfunctions, and by Bessel's inequality used at the last stage of derivation, 
Proof. For any ball B and any points x, y ∈ B introduce a spectral measure µ x,y B,ω uniquely defined by
where φ is an arbitrary bounded Borel (or continuous) function, and similar spectral measures µ as k → ∞. Note that this fact remains true in a much more general context of unbounded operators: by a wellknown result (cf., e.g., [22] ), for the strong resolvent convergence of operators H n → H, with a common core D, it suffices that H n φ → Hφ for any element φ ∈ D; in turn, this implies the vague convergence of the spectral measures ϕ, φ(H n )ψ . Usually, an appropriately chosen subspace of compactly supported functions can serve as a core, and on such functions operators H n converge by stabilization.
So, by virtue of Fatou lemma on convergent measures, for any measurable set E ⊂ R and any growing sequence of balls B L k ,
Therefore, the uniform bounds in finite volumes B L k , established in Theorem ??, imply the dynamical localization on the entire lattice.
Taking functions φ t : λ → e itλ , t ∈ R, one infers from Theorem 6.2 a more traditional form of dynamical localization: 
Taking into account RAGE theorem(s) 6 , Theorem 6.3 implies the spectral localization: with probability one, the spectrum of H(ω) is pure point, so that spectrally a.e. eigenfunction Ψ of H(ω) is square-summable. However, (6.3) does not imply directly an exponential decay of Ψ. Proof. Pick an arbitrary vertex z ∈ Z N > . By Borel-Cantelli lemma, there is a subset Ω ′ ⊂ Ω with P { Ω ′ } = 1 such that for any ω ∈ Ω ′ and some k 0 (ω), all k ≥ k 0 and any
Recall that we set τ = δ/4; cf. (3.19) . Now Lemma 3.1 implies, for L k large enough,
yielding the assertion (6.4).
Fermionic Hamiltonians on more general graphs
The reduction to a standard lattice Laplacian on a subset {(x 1 , . . . , x N ) : x 1 < · · · < x N } with Dirichlet boundary conditions is no longer possible for particle systems on lattices Z d with d > 1. Instead, one has to work with a symmetric power of the lattice, considered as a graph. So it seams reasonable to consider a fairly general, countable connected graph Z satisfying the condition of polynomial growth of balls:
where B L (x) = {y ∈ Z : d Z (x, y) ≤ L}. In particular, this gives a uniform bound on the coordination numbers, n Z (x) ≤ C d (of course, this bound may be non-optimal). An orthonormal basis in the Hilbert space of square-summable antisymmetric functions Ψ : Z N → C is formed by the functions 
and the external random potential energy
is generated by a random field V : Z × Ω → R.
The method presented in Sections 3-5 applies to strongly disordered random Hamiltonians H(ω) = −∆ + gV(x; ω) + U(x) describing fermionic systems on connected graphs Z with polynomial growth of balls; indeed, one can see that we did not use particular properties of the one-dimensional lattice Z = Z.
Strongly disordered bosonic systems can be treated in a similar way; the only modification required here concerns the explicit form of the matrix elements of the Laplacian, which remains a second-order finite-difference operator.
Appendix. Proofs of auxiliary statements 7.1. Proof of Lemma 4.1. We start with the second assertion.
The random potential energy V(ω) reads as follows:
V(x 1 , . . . , x N ; ω) = y∈x n y V (y; ω). (7.1) Therefore, if ρ(x, y) = 0, then there exists a point w ∈ ΠB L (u) such that n w (x) = n w (y). As a result, V(x; ω) − V(y; ω) = (n w x) − n w (y))V (w; ω) + v =w c v V (v; ω), (7.2) where the explicit form of the integer coefficients c v = n v (x)−n v (y) is irrelevant for our argument: it suffices to know that the sum in the RHS of Eqn. (7.2) is measurable with respect to the sigma-algebra F =w generated by the random variables {V (v; ·), v = w}, while n w (x) − n w (y) =: c w = 0, |c w | ≥ 1. Therefore, Since F V,w is continuous, by assumption W1, the latter quantity vanishes as |g| −1 s ↓ 0. Therefore, P { ∃ x, y ∈ B L (u) : x = y, |gV(x) − gV(y)| ≤ s } −→ |g|→∞ 0, so, with arbitrarily high probability, the spectrum of the diagonal operator V(ω) in B L0 (u) admits a positive uniform lower bound s > 0 on spectral spacings (differences between the eigenvalues). By taking |g| large enough, all spacings for operator gV(ω) can be made arbitrarily large. Eigenvectors of a continuous finite-dimensional operator family A(t) with simple spectrum at t = t 0 are continuous in a neighborhood of t 0 . To prove the second assertion, it suffices to apply this fact to the family A(t) = W−g −1 t∆, t ∈ [0, 1].
The proof of the first assertion is even simpler. Using again the representation (7.1), we see that for each x the value of the potential energy V(x; ω) + U(x) is a linear combination (with integer coefficients) of random variables with continuous probability distribution obeying W1. Arguing as above, one can see that, for any E ∈ R, s > 0 and |g| large enough, with probability arbitrarily close to 1, dist(E, Σ(H BL 0 (u) )) ≥ s. 7.2. Proof of Theorem 4.1. We prove a result slightly stronger than required for the spectral analysis of fermionic operators H(ω): an EVC bound is established for operators in the Hilbert space of quantum states of distinguishable particles, not just in the subspace of anti-symmetric functions. This simplifies geometrical arguments and notations. So, in this subsection, we denote, for each given n ≥ 1, x = (x 1 , . . . , x n ), B L (x) = {y ∈ (Z d ) n : |y−x| ≤ L}; ∆ stands for the nearest-neighbor lattice Laplacian in (Z d ) n , and H BL(x) = −∆ BL(x) + gV + U. We denote by ρ S stands for the symmetrized distance: ρ S (x, y) = min π∈Sn |π(x) − y| where the elements π of the symmetric group act by permutations of the coordinates: π(x 1 , . . . , x n ) = (x π −1 (1) , . . . , x π −1 (n) ).
Given an N -particle configuration x and a proper index subset J ⊂ [1, N ], denote by Π J x the set {x j , j ∈ J } ⊂ Z d . See the proof in [7] . 
with h L defined in (4.4).
Proof. Let Q be a parallelepiped which satisfies the conditions (7.3), Owing to Eqn (7.4), these eigenvalues can be represented as follows:
