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Introduzione
Il Modello Standard (MS), l’attuale teoria che descrive le interazioni elettromagnetiche e
deboli tra le particelle elementari, ha avuto il suo successo confermato dalla scoperta dei
bosoni di gauge W± e Z0, dall’esistenza delle tre famiglie (LEP e Tevatron) e ultimamente
dai risultati degli esperimenti alle B-Factories (KEK B e PEP-II). Tuttavia tale modello
lascia inspiegate alcune questioni della fisica delle interazioni fondamentali. Esso contiene
inoltre un grande numero di parametri arbitrari e non prevede alcun effetto della gravita`.
Molti modelli teorici sono stati formulati per superare queste limitazioni e dal punto di
vista sperimentale si stanno compiendo grandi sforzi in molte direzioni per la ricerca di
Nuova Fisica oltre il Modello Standard.
Storicamente le misure delle oscillazioni di flavour nei sistemi di mesoni neutri (come
K0 −K0 e B0 − B0) hanno dato un grande contributo sia al Modello Standard, sia alla
costruzione di teorie di Nuova Fisica. Il sistema D0 −D0 e` l’unico che manca all’appello
anche se recentemente (2007) BABAR e BELLE hanno fornito la prima evidenza speri-
mentale di oscillazione, confermata in seguito anche da CDF. L’oscillazione di flavour nel
sistema dei D e` descritta da due parametri, xD e yD, legati rispettivamente alla differenza
in massa e alla differenza in larghezza di decadimento dei due autostati di massa. Le
previsioni del Modello Standard per il mixing in questo sistema sono affette da incertezze
adroniche abbastanza significative ma una misura sufficientemente precisa potrebbe dare
delle indicazioni dell’esistenza di Nuova Fisica o almeno limitare lo spazio dei parametri
di queste nuove teorie. La misura del mixing e` comunque importante anche nell’ambito
del MS in quanto il D l’unico, tra i mesoni che possono oscillare, composto da quark di
tipo up.
E` possibile effettuare la misura diretta dei parametri del mixing xD e yD attraverso uno
studio dipendente dal tempo sul piano di Dalitz dei decadimenti del mesone D neutro nei
due canali D0 (D0)→ K0Sπ+π− e D0 (D0)→ K0SK+K−. Questi due canali sono sensibili
alle oscillazioni in quanto lo stato finale e` raggiungibile sia dal D0 che dal D0; xD e yD
compaiono nella distribuzione temporale del numero di D decaduti nell’unita` di tempo.
Inoltre la presenza del mixing modifica la distribuzione degli eventi sul piano di Dalitz.
L’esperimento BABAR ha appena terminato la sua presa dati, raggiungendo una lu-
minosita` integrata di 531 fb−1, ed ha raccolto i dati prodotti dal collisore di elettroni e
positroni PEP-II. L’esperimento e` stato ottimizzato per gli studi di violazione di CP e
per la ricerca di decadimenti rari del mesone B; importanti scopi dell’esperimento sono,
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comunque, anche la misura dei decadimenti del leptone τ e dei mesoni di tipo bottom e
charm. L’esperimento ha, quindi, a disposizione un grande campione di D0 e D0 su cui
poter effettuare la misura del mixing.
Questa tesi e` composta da una prima parte teorica (Capitolo 1) in cui e` descritta bre-
vemente la parte elettrodebole del Modello Standard, e` introdotto il formalismo del mixing
dei mesoni neutri, sono definiti i parametri rilevanti per il mixing dei D ed inoltre sono
presentati brevemente gli scenari che si possono aprire in conseguenza di questa misura.
Successivamente, nel Capitolo 2, e` esposto un quadro generale dell’analisi, descrivendo la
tecnica di Dalitz e la parametrizzazione degli eventi sul piano di Dalitz. E` inoltre riportata
la strategia di fit che si intende seguire. Il Capitolo 3 riguarda l’esperimento BABAR: e`
esposta una descrizione del rivelatore, le caratteristiche di tutti i sotto-rivelatori e sono
riportate le efficienze di ricostruzione delle tracce e le risoluzioni sui parametri misurati. Il
Capitolo 4 descrive la selezione degli eventi di segnale, sono riportati tutti gli studi sui tagli
effettuati con le efficienze relative, l’ottimizzazione della selezione e la classificazione degli
eventi in categorie. Nel Capitolo 5 sono descritte le parametrizzazioni delle distribuzioni
rilevanti per la distinzione tra gli eventi di segnale e quelli di fondo.
Capitolo 1
Il mixing nel Modello Standard
In questo capitolo e` esposta una breve descrizione della parte elettrodebole del Modello
Standard. E` descritta la struttura di teoria di gauge e la rottura spontanea di sim-
metria che porta all’introduzione dei bosoni fisici interagenti con le correnti fermioniche
cariche e neutre. In particolare e` descritto il mixing dei quark attraverso la matrice di
Cabibbo-Kobayashi-Maskawa e la sua rappresentazione attraverso il Triangolo Unitario.
Successivamente e` introdotto il formalismo del mixing dei mesoni neutri e le equazioni
che descrivono l’evoluzione temporale degli stati, con alcune considerazioni riguardo la
violazione di CP . Conclude il capitolo la descrizione del mixing nel sistema dei D con
l’introduzione dei parametri xD e yD e la discussione delle aspettative nei confronti dei
questa misura.
1.1 Il Modello Standard
Il Modello Standard e` una teoria di campo che descrive le interazioni forti, deboli ed
elettromagnetiche in termini di fermioni elementari (quarks e leptoni) che interagiscono
tra loro scambiandosi i bosoni mediatori delle forze.
Le particelle elementari conosciute fino ad oggi sono le seguenti:
 sei leptoni (e altrettanti antileptoni) organizzati in tre famiglie:
(
νe
e
)
,
(
νµ
µ
)
,
(
ντ
τ
)
 sei sapori di quark (e altrettanti antiquarks) organizzati in tre generazioni:
(
u
d
)
,
(
c
s
)
,
(
t
b
)
 un bosone mediatore dell’interazione elettromagnetica: il fotone γ;
 tre bosoni mediatori dell’interazione debole: W+, W−, Z0;
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 otto bosoni mediatori dell’interazione forte: i gluoni;
Il Modello Standard si basa sul gruppo di simmetria di gauge SU(3)C ⊗ SU(2)I ⊗ U(1)Y ,
dove SU(3)C descrive la simmetria di colore delle interazioni forti, SU(2)I la simmetria
di isospin debole e U(1)Y la simmetria per trasformazioni di ipercarica. I quark e i leptoni
(non massivi) sono le rappresentazioni irriducibili dei gruppi di simmetria sopra citati e
sono organizzati in multipletti di chiralita` definita. Per la prima generazione si ha:
QUARKS:
QintL =
(
uintL
dintL
)
→ (3,2)1/3
uintR → (3,1)4/3 , dintR → (3,1)−2/3
LEPTONI:
LintL =
(
νintL
ℓintL
)
→ (1,2)1/3
νintR → (1,1)0 , ℓintR → (1,1)−2
dove:
 con l’espressione int si intendono gli autostati dell’interazione;
 con l’indice R (right) o L (left) si intende la componente di chiralita` del campo:
ψR/L =
1
2(1± γ5)ψ;
 con, ad esempio, (3,2)1/3 si intende uno stato che e` un tripletto sotto il gruppo
SU(3) di colore, un doppietto di isospin debole e su cui l’operatore di ipercarica ha
un valore di 1/3;
In questa descrizione sono stati aggiunti anche i neutrini right anche se si hanno solo evi-
denze indirette della loro esistenza (il fenomeno dell’oscillazione dei neutrini). La seconda
e la terza generazione hanno esattamente la stessa rappresentazione.
Per questo lavoro e` principalmente rilevante la parte elettrodebole SU(2)I ⊗ U(1)Y
del Modello Standard, e non discuteremo quindi la parte delle interazioni forti (SU(3)C).
Fissiamo la notazione per descrivere le particelle elementari e i bosoni di gauge: i quark
di tipo up sono gli elementi del vettore U intL,R mentre quelli di tipo down del vettore D
int
L,R:
U intL,R = (u
int
L,R , c
int
L,R , t
int
L,R)
DintL,R = (d
int
L,R , s
int
L,R , b
int
L,R)
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similmente per i leptoni:
νintL,R = (ν
int
eL,R
, νintµL,R , ν
int
τL,R
)
ℓintL,R = (e
int
L,R , µ
int
L,R , τ
int
L,R)
I generatori del gruppo SU(2)I sono W1,W2,W3 mentre l’unico generatore del gruppo
U(1)Y e` B.
Scriviamo la lagrangiana elettrodebole che deriva direttamente dalla struttura di teoria
di gauge per il gruppo di simmetria SU(2)I ⊗ U(1)Y :
LEW = −14WµνWµν − 14BµνBµν+
i
∑3
k=1
{
U intLk γµDµU intLk + U intRk γµDµU intRk +DintLk γµDµDintLk +DintRkγµDµDintRk
}
i
∑3
k=1
{
ℓintLk γµDµℓintLk + ℓintRkγµDµℓintRk + νintLk γµDµνintLk + νintRk γµDµνintRk
} (1.1)
dove k scorre sulle tre generazioni. Nei primi due termini appaiono i tensori dei campi di
gauge, analoghi al tensore elettromagnetico Fµν :
Bµν = ∂µBν − ∂νBµ (1.2)
Wµν = ∂µWν − ∂νWµ − ig(WµWν −WνWµ) (1.3)
dove Wµ = ~Wµ · ~T ; ~T rappresenta le matrici di rotazione dell’isospin e ~Wµ = ( W1µ,W2µ,W3µ).
I termini tra parentesi graffe della 1.1 descrivono sia il moto libero delle particelle che la
loro interazione attraverso le correnti deboli e le correnti elettromagnetiche. La derivata
covariante Dµ ha la seguente espressione:
Dµ = ∂µ − igTjWµj − ig′
Y
2
Bµ (1.4)
dove g e g′ sono le costanti di accoppiamento associate ai campi di gauge Wj (gruppo di
simmetria SU(2) di isospin debole) e B (gruppo di simmetria U(1) di ipercarica). Quando
il termine igTjWµj e` applicato agli stati di singoletto di isospin debole, ovvero gli stati con
l’indice R, Tj = 0 mentre quando e` applicato agli stati di doppietto Tj = τj/2 dove ~τ sono
le matrici di Pauli.
I bosoni massivi responsabili delle interazioni deboli (W+,W−, Z0) e il fotone entrano
all’interno della teoria come combinazioni lineari dei campi di gauge corrispondenti ai
gruppi di simmetria. I bosoni fisici Z0 e fotone sono legati alle componenti W3 e B dei
campi di gauge attraverso una rotazione dell’angolo di Weinberg:
(
Zµ
Aµ
)
=
(
cos θW − sin θW
sin θW cos θW
)(
Wµ3
Bµ
)
(1.5)
dove e` indicato con Zµ il campo associato al bosone Z0, con Aµ il campo associato al
fotone, con θW l’angolo di Weinberg che vale: sin
2 θW = 0.23122± 0.00015 [22]. I bosoni
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carichi W+ e W− sono le due combinazioni ortogonali di W1 e W2:
Wµ+ =
Wµ1 − iWµ2
2
(1.6)
Wµ− =
(
Wµ+
)

(1.7)
Le costanti di accoppiamento sono legate dalla seguente relazione:
e = g sin θW = g
′ cos θW (1.8)
Si puo` riscrivere la 1.1 separando la parte che descrive il moto libero delle particelle
(L0) da quella che descrive l’interazione (LI):
LEW = L0 + LI
In particolare si puo` scrivere la parte di interazione in termini di accoppiamenti tra i
campi dei bosoni realmente osservabili e le correnti; queste ultime si dividono in correnti
cariche (LCC) e correnti neutre (LNC). La corrente carica agisce all’interno del doppietto
e coinvolge quindi solo le componenti left:
LCC = g
2
√
2
(
J+µ W
µ
− + h.c.
)
dove
J+µ = i
3∑
k=1
{
U intLk γµD
int
Lk
+ νintLk γµℓ
int
Lk
}
(1.9)
in cui k scorre sulle tre generazioni.
La corrente neutra accoppia due particelle con la stessa chiralita`, entrambe left o entrambe
right, quindi l’indice L o R viene omesso nelle seguenti formule. La Lagrangiana relativa
alla parte di corrente neutra e`:
LNC = eJemµ Aµ +
g
2 cos θW
J0µZ
µ
La corrente elettromagnetica e`:
Jemµ = i
3∑
k=1
{
qu
[
U intk γµU
int
k
]
+ qd
[
Dintk γµD
int
k
]
+
[
ℓintk γµℓ
int
k
]}
(1.10)
dove k scorre sulle tre generazioni, qu = +
2
3 e qd = −13 sono le cariche elettriche dei quark
rispettivamente di tipo up e down in unita` di carica del positrone. La corrente neutra
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debole e`:
J0µ = i
∑3
k=1
[
U intk (c
k
V − ckAγ5)γµU intk
]
+ i
3∑
j=1
[
Dintj (c
j
V − cjAγ5)γµDintj
]
+
i
∑3
l=1
[
ℓintl (c
l
V − clAγ5)γµℓintl + νintℓl (1− γ5)γµνintℓl
]
dove k e j scorrono sulle tre generazioni di quark e l scorre sulle famiglie leptoniche.
I coefficienti cV e cA rappresentano l’accoppiamento vettoriale e pseudoscalare e per i
fermioni sono dati da:
cfV = I
f
3 − 2Qf sin2 θW
cfA = I
f
3
dove If3 e` il valore dell’isospin debole del fermione, Qf e` la sua carica elettrica in unita` di
carica del positrone e θW e` l’angolo di Weinberg.
Fino a questo punto abbiamo trattato fermioni senza massa. Il meccanismo che per-
mette di introdurre le masse dei fermioni nella teoria e` il meccanismo di Higgs. Questo
consiste nell’aggiungere alla Lagrangiana 1.1 una parte relativa ad un nuovo campo: il
campo di Higgs, un doppietto di isospin di campi scalari complessi con ipercarica Y = 1:
Φ =
(
φ+
φ0
)
(1.11)
La Lagrangiana relativa al campo di Higgs e` invariante sotto il gruppo di simmetria
SU(2)I ⊗ U(1)Y e risulta:
LH = (DµΦ)(DµΦ)− µ2(ΦΦ)− λ(ΦΦ)2 +
∑
k
yk
(
ΦψkLψkR + h.c.
)
(1.12)
dove la derivata covariante e` data dalla 1.4 e k scorre su tutti i fermioni (leptoni e quark,
compresi i neutrini). Analizzando il potenziale V (Φ) = µ2(ΦΦ)+λ(ΦΦ)2 si trova che per
µ2 < 0 e λ > 0, V (Φ) ha un minimo per |Φ| = −µ22λ . Si ha quindi un valore di aspettazione
sul vuoto diverso da zero per almeno una componente di Φ e quindi lo stato fondamentale
non e` simmetrico rispetto alle trasformazioni di simmetria della Lagrangiana. Questo
fenomeno e` detto rottura spontanea di simmetria.
Grazie alla rottura spontanea di simmetria, il gruppo di simmetria SU(2)I ⊗ U(1)Y si
riduce al gruppo U(1)Q e i bosoni mediatori delle interazioni deboli acquistano massa,
mentre il fotone ne rimane privo. La massa dei fermioni e` generata attraverso l’ultimo
addendo della 1.12, un accoppiamento di Yukawa tra il campo di Higgs e i campi fermionici.
In generale gli autostati dell’interazione U int e Dint non sono anche autostati della
Lagrangiana libera (U e D) e non hanno una massa definita. Il modo standard di passare
da una base all’altra e` quella di trovare matrici unitarie (V ) che permettano di riscrivere
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gli autostati della Lagrangiana libera in termini di autostati di interazione:
DLi = (V
d
L )ij D
int
Lj ; DRi = (V
d
R)ij D
int
Rj
ULi = (V
u
L )ij U
int
Lj ; URi = (V
u
R )ij U
int
Rj (1.13)
Se effettuiamo questo cambio di base, in generale, le correnti delle 1.9, 1.10, 1.11 sa-
ranno modificate. In realta`, grazie alla condizione di unitareta`, solo la corrente carica e`
modificata. Consideriamo, per esempio, la corrente elettromagnetica del quark up:
Jem,uµ = i qu u
intγµu
int
ed effettuiamo la sostituzione 1.13. Otteniamo:
Jem,uµ = i qu uγµ(
∑
k
V u1kV
u
k1 )u ;
essendo V u unitaria, si ha che
∑
k V
u
1kV
u
k1 = 1 e quindi la corrente ha la stessa espressione.
Lo stesso ragionamento si puo` applicare ad ogni termine delle correnti neutre e si dimostra
quindi che il cambiamento di base non ha alcun effetto su di esse. Per la parte della corrente
carica della Lagrangiana, invece, tale ragionamento non si applica. Consideriamo la parte
di corrente carica che coinvolge il bosone W− e la prima generazione di quark:
LCC = g
2
√
2
ULiγµ(V
u
Lik
V dLkj )DLjW
µ
−
La matrice unitaria (V )ij = V
u
Lik
V dLkj e` nota come la matrice di Cabibbo-Kobayashi-
Maskawa (CKM) ed e` la generalizzazione del meccanismo di Cabibbo nel caso di tre
generazioni.
1.1.1 La matrice CKM
La matrice CKM, che connette gli autostati dell’interazione debole agli autostati di massa,
e` una matrice 3 × 3 parametrizzabile in generale con 18 parametri. La condizione di
unitarieta` riduce i parametri a 9: 3 angoli e 6 fasi. In realta` 5 di queste fasi possono essere
riassorbite nella definizione delle funzioni d’onda dei quark, quindi i parametri rimanenti
sono 3 angoli e una fase. La violazione di CP permessa all’interno del Modello Standard
e` dovuta proprio alla presenza di questa fase complessa nella Lagrangiana. Ogni termine
della Lagrangiana e` trasformato sotto CP nel suo hermitiano coniugato e quindi, se nella
Lagrangiana sono presenti dei coefficienti complessi, questa non sara` invariante sotto CP .
In generale la matrice CKM si puo` scrivere:
VCKM =


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


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dove Vq1q2 e` il termine relativo alla transizione q1 → q2. In letteratura sono presenti
molte parametrizzazioni, ma due sono le piu` usate: la parametrizzazione standard e la
parametrizzazione di Wolfenstein. La parametrizzazione standard e`:
VCKM =


c12c13 s12s13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23c13eiδ −c12s23 − s12c23s13eiδ c23c13


dove cij = cos(θij) e sij = sin(θij), θij sono i 3 angoli reali che possono essere scelti nel
primo quadrante; δ e` la fase che viola CP .
Sperimentalmente si e` visto che s13 ≪ s23 ≪ s12 ≪ 1 e la parametrizzazione di Wol-
fenstein e` utile proprio per mostrare questo andamento gerarchico. I quattro parametri
indipendenti utilizzati in questa parametrizzazione sono A, λ, ρ e η (il termine che viola
CP ), definiti nel modo seguente [22]:
s12 = λ =
|Vus|√|Vud|2 + |Vus|2 , s23 = Aλ2 = λ
|Vcb|
|Vus| , s13e
iδ = Aλ3(ρ+ iη) = V ∗ub
la matrice CKM diventa:
VCKM =


1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4).
Quella riportata e` un’espansione degli elementi della matrice in termini di λ fino all’or-
dine O(λ4). Questa espansione ha senso a fronte del valore misurato di λ che risulta:
λ = 0.2272 ± 0.0010. Utilizzando questa parametrizzazione si osserva che gli elementi
sulla diagonale sono dell’ordine di 1 mentre, mano a mano che ci si allontana da essa,
il loro valore diminuisce. In termini di interazioni questo significa che il decadimento di
un quark di tipo up e` favorito se ha nello stato finale il quark di tipo down appartenente
alla sua stessa generazione, mentre risulta sfavorito se quest’ultimo appartiene ad un’altra
generazione. I decadimenti del primo tipo, che coinvolgono gli elementi sulla diagonale
di VCKM , si dicono “CKM (o Cabibbo) favoriti” (CF). Quelli del secondo tipo si dico-
no “CKM (o Cabibbo) soppressi” (CS) quando l’ampiezza e` proporzionale a λ e “doppio
Cabibbo soppressi” (DCS) quando l’ampiezza e` proporzionale a λ2.
1.1.2 Il Triangolo Unitario
La condizione di unitareta` della matrice CKM,
V CKMVCKM = VCKMV

CKM = 1
permette di scrivere 9 relazioni tra i suoi elementi, esplicitando il prodotto righe per colonne
tra le matrici. Prendiamo in considerazione le tre relazioni indipendenti che corrispondono
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agli elementi fuori diagonale della matrice identita`:
VudV
∗
us + VcdV
∗
cs + VtdV
∗
ts = 0 (1.14)
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0 (1.15)
VusV
∗
ub + VcsV
∗
cb + VtsV
∗
tb = 0 (1.16)
queste relazioni sono rappresentabili in un piano complesso come triangoli, detti Triangoli
Unitari. Il triangolo meno degenere e` quello relativo alla relazione 1.15, essendo i lati tutti
dello stesso ordine (λ3). Dividendo la seconda relazione per il termine VcdV
∗
cb si ottiene
l’equazione:
VudV
∗
ub
VcdV
∗
cb
+ 1 +
VtdV
∗
tb
VcdV
∗
cb
= 0
(1.17)
che e` rappresentata dal triangolo in Figura 1.1, nel piano complesso (ρ¯, η¯) definito dalla
relazione complessa:
ρ¯+ iη¯ = −VudV
∗
ub
VcdV
∗
cb
,
indipendente dalla scelta delle fase della matrice CKM.
Questo triangolo ha i vertici della base fissati nei punti (0, 0) e (0, 1) mentre il vertice
alto del triangolo e` libero di variare in funzione degli elementi della matrice CKM. Poiche´
η
ρ
γ
βα
(1,0)(0,0)
(ρ,η)
Figura 1.1: Il Triangolo Unitario nel piano (ρ¯,η¯).
ogni angolo e` la fase relativa tra i due lati adiacenti, gli angoli del Triangolo Unitario sono
legati ai coefficienti della matrice CKM dalle seguenti relazioni:
α = arg
[
V ∗ubVud
V ∗tbVtd
]
, β = arg
[
V ∗tbVtd
V ∗cbVcd
]
, γ = arg
[
V ∗cbVcd
V ∗ubVud
]
.
Negli ultimi venti anni sono state effettuate molte analisi volte a misurare gli angoli del
Triangolo Unitario per determinare la posizione del vertice alto del triangolo. In Figura 1.2
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e` riportata la regione selezionata del piano complesso per il vertice del Triangolo Unitario.
ρ
-1 -0.5 0 0.5 1
η
-1
-0.5
0
0.5
1
γ
β
α
)γ+βsin(2
sm∆
dm∆
dm∆
Kε
cbV
ubV
η
Figura 1.2: Regione selezionata per il vertice del Triangolo Unitario. I contorni chiusi
corrispondono ad un livello di confidenza del 68% e del 95%.
1.2 Il mixing di mesoni neutri
In natura esistono sistemi composti da due adroni, distinti tra loro solo grazie ad un numero
quantico interno, in cui le due particelle si trasformano una nell’altra durante l’evoluzione
temporale. Le particelle che compongono questi sistemi devono soddisfare a richieste ben
precise: devono essere mesoni neutri distinguibili, uno l’antiparticella dell’altro. Il numero
quantico che li distingue e` il flavour. Nel Modello Standard si trovano alcuni di questi
sistemi: K0 − K0, B0−B0, Bs−Bs ed infine D0−D0. Queste particelle possono essere
prodotte in coppia dall’interazione forte in stati di flavour definito, e in seguito decadere
attraverso un processo debole che non conserva il flavour.
1.2.1 Il formalismo
Consideriamo uno stato composto da un mesone neutro P 0 e dalla sua antiparticella P 0,
distinti soltanto da un numero quantico interno F (flavour). Al tempo zero avremo:
|Ψ(0)〉 = a(0)|P 0〉+ b(0)|P 0〉,
al tempo t lo stato si sara` evoluto secondo l’equazione di Schro¨dinger:
i
∂
∂t
|Ψ(t)〉 = H|Ψ(t)〉
1.2 Il mixing di mesoni neutri 12
dove H e` la hamiltoniana che governa il sistema, in
|Ψ(t)〉 = a(t)|P 0〉+ b(t)|P 0〉+
∑
k
ck(t)|fk〉 (1.18)
dove k scorre su tutti gli stati finali del decadimento |fk〉. Supponiamo che l’interazione
debole (descritta da Hw) sia responsabile delle transizioni con ∆F 6= 0 (ad esempio dei
decadimenti) e che le altre interazioni (descritte da H0) possano cambiare lo stato del
sistema lasciando pero` il numero quantico F invariato. Si puo` subito notare che, se
l’interazione debole accoppia P 0 e P 0 ad uno stesso stato I , si possono avere transizioni
del tipo
P 0 → I → P 0 e P 0 → I → P 0
che, combinate insieme, evidenziano come sia possibile il mixing tra questi mesoni:
P 0 → P 0 → P 0 → P 0 . . .
Per descrivere questo fenomeno, osservando la 1.18, possiamo restringerci a considerare il
sottospazio relativo a |P 0〉 e |P 0〉 introducendo una hamiltoniana efficace Heff , non piu`
hermitiana. L’equazione di Schro¨dinger si riscrive:
i
∂
∂t
(
a(t)
b(t)
)
=
(
H11 H12
H21 H22
)(
a(t)
b(t)
)
.
La hamiltoniana efficace, persa la sua hermeticita`, e` una matrice complessa 2 × 2 che
puo` essere parametrizzata attraverso due matrici: M, detta matrice di massa e Γ, detta
matrice di decadimento. Si ha:
Heff = M− i
2
Γ
dove M e Γ possono essere scelte hermitiane: Mij = M
∗
ji e Γij = Γ
∗
ji. La matrice di
decadimento e` definita in questo modo perche´ il rate di decadimento corrisponde proprio
al valor medio di Γ sullo stato Ψ(t):
d
dt
〈Ψ(t)|Ψ(t)〉 = −〈Ψ(t)|Γ|Ψ(t)〉.
La matrice M − i2Γ ha 8 parametri liberi. Se la hamiltoniana efficace gode di alcune
simmetrie, allora si possono scrivere delle relazioni tra questi parametri che riducono il
numero di gradi di liberta`. In Tabella 1.1 sono riportate alcune conseguenze per gli ele-
menti della hamiltoniana efficace in seguito all’esistenza di certe simmetrie discrete.
D’ora in avanti assumeremo l’invarianza del sistema sotto CPT , cioe` M11 = M22 e
Γ11 = Γ22.
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CPT invarianza ⇒ M11 = M22 ; Γ11 = Γ22
CP invarianza ⇒ M11 = M22 ; Γ11 = Γ22 ; Im [Γ12/M12] = 0
T invarianza ⇒ Im [Γ12/M12] = 0
Tabella 1.1: Relazioni tra gli elementi di M e Γ in seguito a CPT , CP e T invarianza.
Chiamiamo |P1〉 e |P2〉 gli autostati di Heff :
|P1〉 = p|P 0〉+ q|P 0〉
|P2〉 = p|P 0〉 − q|P 0〉 (1.19)
con |p|2 + |q|2 = 1, di autovalori:
Heff |P1,2〉 = λ1,2 |P1,2〉
λ1 ≡ M1 − i
2
Γ1 = M11 − i
2
Γ11 +
q
p
(
M12 − i
2
Γ12
)
λ2 ≡ M2 − i
2
Γ2 = M11 − i
2
Γ11 − q
p
(
M12 − i
2
Γ12
)
.
Il numero complesso q/p, scritto in termini degli elementi di M e Γ e`:
q
p
= ±
√√√√M∗12 − i2Γ∗12
M12 − i2Γ12
(1.20)
specificato che scegliere il segno − invece del segno + e` equivalente a scambiare |P1〉 con
|P2〉, scegliamo il segno +.
Si definiscono altre due quantita` importanti: ∆M , la differenza di massa dei due
autostati |P1〉 e |P2〉 e ∆Γ, la differenza tra le larghezze di decadimento:
∆M ≡ M2 −M1 = −2Re
[
q
p
(
M12 − i
2
Γ12
)]
(1.21)
∆Γ ≡ Γ1 − Γ2 = 4Im
[
q
p
(
M12 − i
2
Γ12
)]
(1.22)
1.2.2 L’evoluzione temporale
Per gli autostati di Heff l’evoluzione temporale e` semplice:
|P1(t)〉 = e−iλ1t |P1〉
|P2(t)〉 = e−iλ2t |P2〉
e si puo` facilmente verificare che la probabilita` di passare da uno stato all’altro e` nulla
mentre la probabilita` di rimanere nello stesso stato e` descritta da un esponenziale con vita
1.2 Il mixing di mesoni neutri 14
media 1/Γ1,2:
Prob(P1 → P2, t) = I0 |〈P2, t|P1〉|2 = 0
Prob(P1 → P1, t) = I0 |〈P1, t|P1〉|2 = I0 e−Γ1t
dove I0 e` un fattore di normalizzazione.
La descrizione dell’evoluzione temporale per gli stati a numero quantico F definito,
ovvero |P 0〉 e |P 0〉, e` leggermente piu` complicata e necessita di qualche passaggio mate-
matico.
Chiamiamo |P 0(t)〉 lo stato di una particella che al tempo t = 0 era un |P 0〉 e scriviamolo
come sovrapposizione di |P1(t)〉 e |P2(t)〉, esplicitando la dipendenza temporale:
|P 0(t)〉 = 1
2p
[
|P1(t)〉+ |P2(t)〉
]
=
1
2p
[
e−iλ1t |P1〉+ e−iλ2t |P2〉
]
(1.23)
adesso riscriviamo |P1〉 e |P2〉 in termini di |P 0〉 e |P 0〉 utilizzando la 1.19:
|P 0(t)〉 = g+(t) |P 0〉+ q
p
g−(t) |P 0〉 (1.24)
dove abbiamo incorporato la dipendenza dal tempo nelle funzioni con g+(t) e g−(t), definite
di seguito:
g±(t) =
e−iλ1t ± e−iλ2t
2
. (1.25)
Lo stesso ragionamento ci porta a scrivere l’evoluzione temporale per una particella che
al tempo t = 0 era un |P 0〉:
|P 0(t)〉 = g+(t) |P 0〉+ p
q
g−(t) |P 0〉. (1.26)
Possiamo ora calcolare la probabilita` che una particella creata all’istante t = 0 con
flavour definito, all’istante t > 0 abbia cambiato flavour in seguito ad una interazione
debole (∆F = 2), oppure sia rimasta la stessa. Ad esempio, la probabilita` che una
particella non cambi flavour risulta essere la stessa per |P 0〉 e |P 0〉:
Prob(P 0 → P 0, t) ∝ |〈P 0(t)|P 0〉|2 = |g+(t)|2 (1.27)
Prob(P 0 → P 0, t) ∝ |〈P 0(t)|P 0〉|2 = |g+(t)|2 (1.28)
mentre la probabilita` che una particella cambi flavour e` diversa per i due mesoni:
Prob(P 0 → P 0, t) ∝ |〈P 0(t)|P 0〉|2 =
∣∣∣∣qp
∣∣∣∣ · |g−(t)|2 (1.29)
Prob(P 0 → P 0, t) ∝ |〈P 0(t)|P 0〉|2 =
∣∣∣∣pq
∣∣∣∣ · |g−(t)|2 (1.30)
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Ai fini della trattazione e` utile esplicitare i moduli quadri delle funzioni g±(t) che appaiono
nelle espressioni precedenti:
|g±(t)|2 = 1
4
e−Γ1t
[
1 + e∆Γt ± 2e∆Γ2 t cos(∆Mt)
]
(1.31)
Completiamo il quadro dell’evoluzione temporale dei mesoni calcolando anche la pro-
babilita` di decadimento in uno stato finale f , diverso da |P 0〉 o |P 0〉.
Indichiamo con Af e A¯f le probabilita` di decadimento in uno stato finale f rispettiva-
mente di P 0 e di P 0:
Af = 〈f |Hw|P 0〉
A¯f = 〈f |Hw|P 0〉
e definiamo ρf il rapporto tra le ampiezze scritte sopra:
1
ρf
≡ A¯fAf . Calcoliamo la probabilita`
dipendente dal tempo che un mesone che al tempo t = 0 era un |P 0〉 decada in uno stato
finale f :
Prob(P 0 → f, t) ∝ |〈f |Hw|P 0(t)〉|2 =
=
∣∣∣∣g+(t) 〈f |Hw|P 0〉+ qp g−(t) 〈f |Hw|P 0〉
∣∣∣∣2 =
=
∣∣∣∣g+(t) Af + qp g−(t) A¯f
∣∣∣∣2 (1.32)
e similmente per P 0:
Prob(P 0 → f, t) ∝ |〈f |Hw|P 0(t)〉|2 =
∣∣∣∣g+(t) A¯f + pq g−(t) Af
∣∣∣∣2 (1.33)
Definiamo altre funzioni (come in [10]) per rendere piu` leggibile l’espressione della
probabilita`:
K±(t) = 1 + e
∆Γt ± 2e 12∆Γt cos(∆Mt) (1.34)
L∗(t) = 1− e∆Γt + 2ie 12∆Γt sin(∆Mt) (1.35)
grazie alle quali risulta che:
|g±(t)|2 = 1
4
e−Γ1tK±(t)
g−(t) g
∗
+(t) =
1
4
e−Γ1tL∗(t)
Possiamo infine sviluppare le 1.32 e 1.33 utilizzando le funzioni definite precedentemente:
Prob(P 0 → f, t) ∝ e−Γ1t |Af |2
[
K+(t) +
∣∣∣∣qp
∣∣∣∣2 1|ρf |2K−(t) + 2Re
[
q
p
L∗(t)
1
ρf
]]
(1.36)
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Prob(P 0 → f, t) ∝ e−Γ1t |A¯f |2
[
K+(t) +
∣∣∣∣pq
∣∣∣∣2 |ρf |2K−(t) + 2Re
[
p
q
L∗(t)ρf
]]
(1.37)
Come si pue` notare dalle due formule precedenti, l’effetto del mixing porta due termini
aggiuntivi. Il primo addendo delle 1.36 e 1.37 descrive il decadimento del mesone quando
il suo flavour al tempo t e` lo stesso che al tempo t = 0; il secondo termine e` presente
grazie al mixing e descrive il decadimento del mesone quando invece ha cambiato flavour;
il terzo addendo e` il termine di interferenza tra i processi descritti prima.
1.2.3 Violazione di CP
La violazione di CP e` introdotta nel Modello Standard attraverso la fase complessa presente
nella matrice CKM (come accennato nel paragrafo 1.1.1) e si puo` manifestare in tre modi:
1. violazione di CP nel decadimento, detta violazione diretta;
2. violazione di CP nel mixing;
3. violazione di CP nell’interferenza tra decadimento e mixing.
Violazione diretta di CP
La violazione diretta di CP si ha quando la probabilita` di un mesone di decadere in un
stato f e` diversa dalla probabilita` dell’antimesone di decadere nello stato CP coniugato f¯ .
Questo tipo di violazione di CP e` indipendente dal mixing e quindi puo` manifestarsi anche
nel caso di mesoni carichi. Se Af = 〈f |Hw|P 〉 e A¯f¯ = 〈f¯ |Hw|P 〉, allora si ha violazione
diretta di CP se |Af | 6= |A¯f¯ |. Se CP fosse una simmetria del sistema allora l’hamiltoniana
Hw commuterebbe con l’operatore CP :
(CP )Hw(CP ) = Hw
e, come conseguenza, si avrebbe:
Af = 〈f |Hw|P 〉 = 〈f |(CP )Hw(CP )|P 〉 = η 〈f¯ |Hw|P 〉 = A¯f¯ ⇒
|Af |
|A¯f¯ |
= 1
dove η e` la fase risultante dall’applicazione di CP sugli stati f e P .
Sperimentalmente, nel caso di mesoni carichi (quando quindi il mixing e` assente) si
misura l’asimmetria Af :
Af =
∣∣∣A¯f¯/Af ∣∣∣2 − 1∣∣∣A¯f¯/Af ∣∣∣2 + 1
(1.38)
E` opportuno sottolineare come i moduli delle ampiezze |A¯f¯ | e |Af | sono diversi solo se
il decadimento procede attraverso la somma di due contributi, le cui rispettive fasi (una
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debole e una forte) sono diverse tra loro. Se anche una sola di queste fasi e` la stessa per
i due contributi, allora i moduli delle due ampiezze saranno uguali e l’asimmetria sara`
nulla.
Violazione di CP nel mixing
Come accennato precedentemente, l’invarianza della hamiltoniana rispetto alle simmetrie
discrete C, P e T , o alle combinazioni di queste, introduce delle relazioni tra gli elementi
di M e Γ che si traducono in condizioni sul numero complesso q/p. Se CP fosse una
simmetria del sistema, allora, osservando la 1.20, q/p sarebbe un numero complesso di
modulo unitario, ovvero una fase:
CPT e CP invarianza ⇒
∣∣∣∣qp
∣∣∣∣ = 1
La condizione |q/p| 6= 1 indica, quindi, una violazione di CP o equivalentemente di T .
Osservando le 1.29 e 1.30, si vede che, nel caso ci sia una violazione di CP , la probabilita`
di passare da |P 0〉 a |P 0〉 e` diversa da quella di passare da |P 0〉 a |P 0〉.
Anche in questo caso sperimentalmente si misura un’asimmetria, ASL. Si sceglie un
canale di decadimento leptonico o semileptonico in cui il segno leptone individua il fla-
vour del mesone che decade, ad esempio: P 0 → ℓ+X e P 0 → ℓ−X In questo modo, se
conosciamo il flavour del mesone all’istante t = 0, possiamo calcolare la asimmetria:
ASL = Prob(P
0(t) → ℓ+X)− Prob(P 0(t) → ℓ−X)
Prob(P 0(t) → ℓ+X) + Prob(P 0(t) → ℓ−X) =
1− |q/p|4
1 + |q/p|4 (1.39)
Notiamo che, se |q/p| = 1, la asimmetria ASL e` nulla.
Violazione di CP nell’interferenza tra decadimento e mixing
La terza ed ultima tipologia di violazione di CP si ha quando, in un sistema di mesoni che
fanno mixing, entrambe le particelle possono accedere ad uno stesso stato finale f . Dato
il mesone all’istante t = 0 lo stato finale puo` essere raggiunto in due modi:
1. attraverso un decadimento diretto: P 0 → f ;
2. attraverso il mixing e successivamente il decadimento: P 0 → P 0 → f
Questa tipologia di violazione di CP si manifesta nell’interferenza tra questi due modi di
raggiungere f ed e` possibile anche nel caso in cui CP sia conservata separatamente nel
mixing e nel decadimento. La quantita` interessante in questo caso e` λf :
λf =
q
p
A¯f
Af
(1.40)
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e la violazione di CP si ha quando λf ha una parte immaginaria non nulla:
Im(λf ) 6= 0 (1.41)
Dal punto di vista sperimentale si studiano canali in cui i due mesoni neutri decadono in
un autostato di CP e si misura l’asimmetria AfCP :
AfCP =
Prob(P 0(t) → fCP )− Prob(P 0(t) → fCP )
Prob(P 0(t) → fCP ) + Prob(P 0(t) → fCP )
=
=
(1− |λf |2) cos(∆Mt)− 2Imλf sin(∆Mt)
1 + |λf |2 . (1.42)
Per poter calcolare l’asimmetria e` necessario poter identificare il flavour del mesone all’i-
stante t = 0.
Questo e` il tipo di violazione di CP osservata da BABAR e Belle nel canale B → J/ψK0S .
1.3 Il mixing nel sistema del D0
Gli autostati di flavour D0 e D0 sono mesoni neutri composti da un quark up e un quark
charm: D0 = (uc), D0 = (uc). Essi sono distinti tra loro unicamente da un numero
quantico interno C, legato alla presenza del quark o dell’antiquark charm, che vale +1 per
D0 e −1 per D0.
Il formalismo sviluppato nei paragrafi 1.2.1 e 1.2.2 si applica anche a questa coppia di
mesoni e si possono quindi sfruttare i risultati fino a qui ottenuti per descrivere il fenomeno
delle oscillazioni.
Scriviamo gli stati dei due mesoni neutri come sovrapposizioni di stati a massa e larghezza
definita |D1〉 e |D2〉, come nella 1.19:
|D1〉 = p|D0〉+ q|D0〉
|D2〉 = p|D0〉 − q|D0〉 (1.43)
dove |Di〉 ha massa Mi e larghezza Γi. Consideriamo l’evoluzione temporale di una
particella che al tempo t = 0 era un D0 e riscriviamo la 1.24:
|D0(t)〉 = g+(t) |D0〉+ q
p
g−(t) |D0〉. (1.44)
1.3.1 I parametri del mixing xD e yD
Definiamo i parametri del mixing xD e yD:
xD =
M1 −M2
Γ
, yD =
Γ1 − Γ2
2Γ
. (1.45)
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M e Γ sono la massa media e la larghezza media degli stati D1 e D2,
Γ ≡ Γ1 + Γ2
2
, M ≡ M1 +M2
2
. (1.46)
Possiamo scrivere le funzioni g±(t) (definite nella 1.25) in termini dei parametri del
mixing e sostituirle nella 1.44, si ottiene:
g+(t) = e
−(iM+Γ/2)t
· cosh
[
(ixD + yD)
Γ
2
t
]
(1.47)
g−(t) = e
−(iM+Γ/2)t
· sinh
[
(ixD + yD)
Γ
2
t
]
(1.48)
|D0(t)〉 = e−(iM+Γ/2)t
{
cosh
[
(ixD + yD)
Γ
2
t
]
· |D0〉+ q
p
sinh
[
(ixD + yD)
Γ
2
t
]
· |D0〉
}
(1.49)
Si ha evidenza di oscillazione nel sistema dei D se almeno uno dei parametri del mixing
e` diverso da zero: xD 6= 0 o yD 6= 0.
All’interno del Modello Standard si distinguono due tipi diversi di contributi al mixing,
legati al tipo di stato intermedio (gli stati I di pagina 12) che si attraversa. Lo stato
intermedio puo` essere uno stato reale oppure virtuale. La diversita` di questi due contributi
si riflette nei parametri del mixing: contribuiscono a xD i processi di mixing che coinvolgono
uno stato intermedio virtuale e a yD quelli che coinvolgono uno stato reale. Osservando,
infatti, le equazioni in 1.45 si nota che yD e` proporzionale alla differenza delle larghezze
degli autostati |D1〉 e |D2〉 ed e` quindi legato alle diverse probabilita` di |D1〉 e |D2〉 di
decadere in uno stato finale reale. L’altro parametro, xD, e` invece legato alla differenza
di massa di |D1〉 e |D2〉 e quindi ai processi necessariamente virtuali che contribuiscono a
definire le energie a riposo dei due stati.
Analizziamo i processi con uno stato intermedio virtuale, i cui diagrammi di Feynman
sono riportati in Figura 1.3.
d,s,bd,s,b
W
W
u
c
c
u
d,s,b
d,s,b
WW
u
u
c
c
c
Figura 1.3: I diagrammi di Feynman del mixing del D per stati intermedi virtuali.
Innanzitutto e` doveroso sottolineare come solo nel sistema dei D sia possibile studiare
processi di mixing in cui i quark virtuali sono di tipo down. Infatti, sia i K che i B
neutri sono formati da quark di tipo down e quindi i quark virtuali del processo di mixing
sono necessariamente di tipo up. Inoltre l’unico mesone neutro costruito con quark di
tipo up in cui il mixing sia possibile e` proprio il D: il quark top e` troppo pesante per
formare uno stato legato; rimangono quindi solo il quark up e il quark charm che formano,
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appunto, i D. Infine non e` possibile avere mixing per mesoni formati da una coppia di
quark-antiquark (uu o cc) in quanto non esisterebbe alcun numero quantico interno che
distingua tra mesone e antimesone.
In entrambi i diagrammi di Figura 1.3 ci sono due bosoni W e due quark di tipo down
virtuali. Il contributo di questi diagrammi al mixing e` stimato essere piccolo [13]. Una
delle ragioni e` da ricercarsi nel mixing dei quark, in particolare nei fattori che compaiono
nell’ampiezza dovuti alla presenza della matrice CKM. Il contributo del quark b e` doppio
Cabibbo soppresso, porterebbe nell’ampiezza un fattore proporzionale a λ10c . I contributi
dei quark d e s sono CKM soppressi, di un fattore proporzionale a λ2c e, soprattutto, sono
GIM soppressi: rispetto alla scala di massa del bosone W i due quark hanno masse simili
e quindi, per via del segno opposto che compare nella matrice CKM, i due contributi si
cancellano.
E` possibile calcolare il contributo dei diagrammi in Figura 1.3 al mixing, esso e` pero` affetto
da un’incertezza significativa legata alla scarsa conoscenza dei processi di adronizzazione
dei quark.
I contributi al mixing degli stati intermedi reali sono piu` difficilmente calcolabili anche
se ci si aspetta che il loro sia il contributo maggiore [13]. Alcuni possibili stati intermedi
reali sono: ππ, Kπ, K¯π, KK¯; i diagrammi relativi sono riportati in Figura 1.4. Anche in
questo caso il calcolo e` affetto da un’incertezza adronica significativa.
pi
KK
DD
K
DD
Figura 1.4: I processi di mixing del D per stati intermedi reali.
Per osservare il mixing, dal punto di vista sperimentale, e` necessario determinare il
flavour del D all’istante in cui e` creato e poi osservare lo stato finale f in cui e` decaduto
e studiare se f proviene da un D0 o da un D0. Si avra` evidenza del mixing se f proviene
da un D di flavour diverso rispetto a quello al tempo t = 0. Se, pero`, ci restringiamo a
considerare stati finali adronici allora, a partire da un D di un certo flavour, uno stato
finale f puo` essere raggiunto in due modi (v. Figura 1.5):
1. attraverso un decadimento diretto nello stato f (Af );
2. attraverso il mixing (MIX) e un successivo decadimento (A¯f );
di conseguenza il flavour di f non identifica il flavour del D da cui proviene.
Il mixing e` comunque osservabile in un’analisi dipendente dal tempo grazie all’inter-
ferenza di questi due processi. Risulta infatti che la probabilita` che una particella che
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Figura 1.5: I due modi in cui e` possibile raggiungere lo stato finale f a partire da un D
di flavour definito al tempo t = 0.
all’istante t = 0 era un D0 decada in uno stato finale f e` proporzionale a:
Prob(D0 → f, t) ∝ |Af |2e−Γt
[1 + |λf |2
2
cosh(yDΓt) +
1− |λf |2
2
cos(xDΓt)
−Reλf sinh(yDΓt) − Imλf sin(xDΓt)
]
. (1.50)
Come si vede dalla formula precedente la probabilita` di decadimento in un certo stato
finale ha una parte oscillante che e` governata dal parametro xD e una parte esponenziale
che e` invece governata dal parametro yD.
1.3.2 Attuale situazione sperimentale
Come accennato all’inizio del paragrafo 1.2, esistono 4 sistemi in cui in cui e` prevista
oscillazione tra mesone e antimesone: K0 − K0, B0 − B0, Bs − Bs ed infine D0 − D0.
L’oscillazione dei K, la prima ad essere osservata [15] [21], e` stata scoperta nel 1956.
L’osservazione del mixing nel sistema dei Bd risale al 1987 [5] [6] e solo due anni fa e`
stata osservata quella nel sistema dei Bs [2] [3]. In Tabella 1.2 sono riportai i valori del
parametro del mixing x relativo ai sistemi nominati precedentemente.
K0 −K0 B0 −B0 Bs −Bs
xK ∼ 0.47 xBd ∼ 0.776 xBs ∼ 26
Tabella 1.2: Valori del parametro x nei sistemi in cui e` stato osservato il mixing [13].
Le previsioni del MS riguardo i parametri xD e yD sono dell’ordine di 10
−2 o inferiori
per entrambi (v. Figura 1.6). Confrontando queste previsioni con i valori riportati in
Tabella 1.2 si capisce come mai il sistema dei D sia l’ultimo in ordine di tempo in cui si
sia ricercato il mixing a livello sperimentale.
Nel Febbraio del 2007 due esperimenti, Belle [20] e BABAR [12], hanno fornito la prima
evidenza con una significativita` di almeno 3 deviazioni standard. Alla fine dello stesso
anno anche CDF [1] ha trovato evidenza delle oscillazioni. BABAR e CDF hanno effettuato
un’analisi nel canale D0 → K− π+ mentre Belle ha misurato la differenza di vita media
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Figura 1.6: Predizioni del MS per |xD| (triangoli) e |yD| (quadrati) pubblicati da diversi
autori. Per l’indice delle referenze si rimanda a [17].
tra i D0 che decadono un autostati di CP (K+ K− e π+ π−) e quelli che decadono in
Kπ. Questi due canali non sono sensibili direttamente a xD e yD ma sono sensibili ad altre
quantita`, x′
D
e y′
D
, definite nel paragrafo 2.1. Tutte e tre le analisi sono in accordo con le
previsioni del MS e non presentano evidenza di violazione di CP .
In Figura 1.7 sono riportati i valori medi mondiali per xD e yD, estratti da tutti i dati
disponibili, calcolati dal gruppo HFAG.
Figura 1.7: Valori medi mondiali calcolati dal gruppo HFAG per xD e yD, sotto l’ipotesi
di conservazione di CP .
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1.3.3 Aspettative della misura
Storicamente le misure di mixing sono state misure di grande importanza ed hanno da-
to un grande contributo sia al MS che alla costruzione di teorie di Nuova Fisica (NP).
L’osservazione del mixing dei K ha dato un grande contributo alla stima della massa del
quark charm che giocava il ruolo di quark virtuale ed ha messo molti vincoli nello spazio
dei parametri nelle teoria di NP. Anche nel caso dei B si e` riusciti a stimare la massa del
quark top (fino ad allora non ancora scoperto) tramite lo studio dei diagrammi virtuali
in cui il top era un quark virtuale e si e` riusciti a mettere delle condizioni sui parametri
di Nuova Fisica.
Il sistema dei D e` l’unico che manca all’appello per completare il quadro del mixing
nell’ambito del Modello Standard. Sarebbe quindi di grande importanza riuscire ad avere
una sensibilita` che permetta di determinare l’esistenza del mixing anche per questo mesone.
L’importanza particolare di questa misura nel MS e` legata al fatto che il D e` l’unico mesone
neutro che si puo` ottenere con quark di tipo up e quindi l’unico sistema di mixing in cui i
quark virtuali sono di tipo down. Una misura del mixing porterebbe quindi informazioni
del tutto nuove sul ruolo di questi quark all’interno dei diagrammi di mixing di Figura 1.3.
Le aspettative per quanto riguarda il mixing dei D sono quindi inevitabilmente molto
alte, in particolare per quanto riguarda la NP. Infatti, anche se non si e` mai avuta evidenza
diretta di Nuova Fisica in analisi di mixing si possono fare scoperte indirette confrontando
le predizioni del MS con i risultati sperimentali. Per quanto riguarda il mixing dei D c’e`
da sottolineare che il valore dei parametri del mixing e` molto piccolo rispetto a quelli degli
altri sistemi (v. Tabella 1.2) e quindi la NP potrebbe manifestarsi con un valore molto
piu` alto del previsto (v. Figura 1.8).
Figura 1.8: Predizioni di teorie di Fisica oltre il MS per |xD|. Per l’indice delle referenze
si rimanda a [17].
Attualmente il valore misurato dei parametri non da` indicazioni dell’esistenza di NP, anche
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se le barre di errore sono ancora troppo grandi. Purtroppo le previsioni del MS sono
affette da incertezze significative legate all’adronizzazione dei quark e l’interpretazione dei
risultati non e` comunque univoca. In particolare non si conosce la fase relativa tra le
eventuali manifestazioni di NP e le previsioni del MS, rendendo difficile la valutazione dei
parametri del mixing se i contributi sono dello stesso ordine.
Un chiaro segno di NP sarebbe dato da una grande violazione di CP , che pero` attual-
mente sembra improbabile.
Alla luce delle considerazioni fatte si capisce come sia importante effettuare una misura
con una maggiore sensibilita` sul mixing dei D.
Capitolo 2
Misura di x
D
e y
D
con i canali
D0 (D0) → K0Spi+pi− e
D0 (D0) → K0SK+K−
In questo capitolo e` esposto un quadro generale dell’analisi del decadimento del D nel
canale D0 → K0S h+ h−, dove h = K,π. E` poi discussa la strategia che si intende seguire
per misurare i parametri del mixing xD e yD attraverso un’analisi dipendente dal tempo
sul piano di Dalitz nel canale suddetto. In particolare, dopo una breve introduzione
alla tecnica di Dalitz, e` descritto il modello fenomenologico con cui si parametrizza la
distribuzione degli eventi sul piano di Dalitz ed e` esposta la logica del fit finale sui dati.
2.1 Il quadro generale dell’analisi
Per effettuare la misura dei parametri del mixing xD e yD e` necessario disporre di un
campione di D di cui si conosca il flavour all’istante in cui sono creati. La tecnica comu-
nemente utilizzata e` quella di selezionare i D che provengono da un decadimento di un D∗
in cui viene emesso anche un pione la cui carica individua univocamente il flavour del D.
Si ha infatti che [22]:
D∗+ → π+s D0 (2.1)
D∗− → π−s D0 (2.2)
con un branching ratio di (67.7 ± 0.5)%. Il pione e` detto anche pione soffice in quanto il
suo impulso e` piccolo a causa del modesto Q-value del decadimento, Q = 6.3 MeV.
Una volta che si ha a disposizione un campione di D di cui si conosce il flavour e`
necessario ricostruirlo in un canale di decadimento e studiarne il rate, dato dalla 1.50.
In questo lavoro si prende il considerazione il canale D0 → K0S h+ h−, dove h = K,π
e il K0S e` ricostruito nel canale K
0
S → π+ π−. In Figura 2.1 e` riportato uno schema del
decadimento.
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KS
0 pi −
pi+h
−h+
pi −
*D −
D0
Figura 2.1: Lo schema del decadimento di segnale: D∗− → D0 πs, D0 → K0S h+ h−,
h = π,K.
I branching ratios per i due canali di segnale risultano [22]:
BR(D0 → K0Sπ+π−) = (2.90± 0.19)% (2.3)
BR(D0 → K0SK+K−) = (4.58± 0.34) 10−3 (2.4)
mentre il K0S decade in π
+ π− nel (69.20± 0.05)% delle volte.
La scelta di questi due canali per studiare il mixing ha diversi vantaggi. In primo luogo,
sotto l’ipotesi della conservazione di CP nel decadimento1, si puo` stabilire una relazione
tra le ampiezze di decadimento del D0 e del D0 nello stesso stato finale |f〉 = |K0S h+ h−〉
e in quello coniugato sotto CP , |f¯〉 . Utilizzando la solita notazione si ha:
A¯f = 〈f |Hw|D0〉 (2.5)
Af¯ = 〈f¯ |Hw|D0〉 (2.6)
e, sotto l’ipotesi di conservazione di CP nel decadimento: A¯f = Af¯ , Dato che che i due
pioni sono uno il coniugato dell’altro sotto C, mentre CP |K0S(~p)〉 = |K0S(−~p)〉, 2 risulta:
CP |f〉 = CP |K0S(~p1)π+(~p2)π−(~p3)〉 = |K0S(−~p1)π−(−~p2)π+(−~p3)〉 (2.7)
e quindi, integrando sugli impulsi:
Af = Af¯ (2.8)
Questa relazione e` di fondamentale importanza in quanto permette di parametrizzare il
processo 1.50 in termini di una sola ampiezza. Se questo non fosse possibile, ad esempio
nel canale D0 → K+ π− π0, allora la fase forte relativa tra le due ampiezze A¯f e Af non
sarebbe sperimentalmente accessibile e sarebbe quindi riassorbita proprio nella definizione
dei parametri del mixing. In quest’ultimo caso si definiscono nuovi parametri del mixing
1la stima di violazione di CP diretta nel caso dei D0 e` dell’ordine di 10−4 [11] ed e` quindi lecito
trascurarla.
2si trascura il contenuto CP− nel K
0
S (O(ǫ) ∼ 10
−3).
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x′
D
e y′
D
:
x′
D
= xD cos δ + yD sin δ (2.9)
y′
D
= −xD sin δ + yD cos δ (2.10)
dove δ e` la fase forte tra il decadimento D → f e il decadimento D → f (v. Figura 1.5)
e dipende dalle particelle nello stato finale.Sono questi i parametri misurati da BABAR
e CDF, come descritto nel paragrafo 1.3.2. La scelta del canale di decadimento D0 →
K0S h
+ h− e` quindi fondamentale per effettuare una misura diretta dei parametri xD e yD.
Una volta selezionati gli eventi di segnale con opportuni criteri (lo studio e` riportato
nel Capitolo 4), se ne studia la distribuzione dipendente dal tempo nel piano di Dalitz,
effettuando un fit ed estraendo i valori di xD e yD. La distribuzione dei decadimenti nel
tempo, infatti, e` modificata rispetto ad un esponenziale puro dall’esistenza del mixing e
dalla violazione di CP (se presente), come evidente nella 1.50. Ne segue che, effettuando
un fit dipendente dal tempo, e` possibile estrarre i valori dei parametri del mixing. C’e` da
sottolineare che xD e yD appaiono linearmente nella 1.50 e questo, essendo le previsioni
dell’ordine di 10−2, rende questa analisi piu` sensibile rispetto ad altre analisi in cui si
ha accesso solo al quadrato dei parametri. In piu` effettuare il fit sul piano di Dalitz,
cioe` utilizzando come variabili anche le masse invarianti m2
K0
S
π+
e m2
K0
S
π−
, aumenta la
sensibilita` dell’analisi ai parametri del mixing. La presenza del mixing e della violazione
di CP , infatti, modifica anche la distribuzione degli eventi sul piano di Dalitz migliorando
la sensibilita` della misura. E` proprio la possibilita` di utilizzare il piano di Dalitz che ha
spinto a scegliere un decadimento del D in tre corpi.
Le variabili utilizzate nel fit finale sono le seguenti:
 mD0 , la massa ricostruita del D;
 ∆m, la differenza tra la massa ricostruita del D e quella del D∗;
 t, il tempo proprio del D;
 σt, la risoluzione sul tempo proprio del D;
 m2
K0
S
π+
e m2
K0
S
π−
, le variabili di Dalitz.
Ovviamente il fit e` fatto in t e nelle variabili di Dalitz (m2
K0
S
π+
e mK0
S
π−), per i motivi
esposti precedentemente. Le variabili mD0 e ∆m sono introdotte nel fit per aumentare la
sensibilita` al mixing. Gli eventi di fondo e quelli di segnale, infatti, hanno distribuzioni
diverse in queste due variabili che possono essere quindi utilizzate per distinguere gli eventi
di segnale da quelli di fondo che hanno passato la selezione. Nel Capitolo 5 sono riportate
le parametrizzazioni delle distribuzioni in mD0 e ∆m per gli eventi di segnale e per le
varie categorie di fondo. La variabile σt e` introdotta nel fit finale in quanto, associando ad
ogni evento il suo errore sul tempo proprio (σt), e` necessario introdurre nella funzione di
parametrizzazione anche la distribuzione di σt, per non introdurre bias nella misura [18].
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La parametrizzazione nelle prime quattro variabili e` fatta utilizzando eventi generati
da un MonteCarlo (MC) sia per quanto riguarda il segnale che le categorie di fondo. Il
MC e` utilizzato per trovare la funzione che meglio approssima la forma della distribuzione,
come vedremo nel seguito, mentre i valori dei parametri sono fittati direttamente dai dati.
La parametrizzazione sul piano di Dalitz, invece, richiede un procedimento diverso. La
distribuzione degli eventi nelle variabili m2
K0
S
π+
e m2
K0
S
π−
non dipende solo dalla cinematica
(ben riprodotta da una simulazione MonteCarlo) ma anche dalla dinamica del decadimento
e quindi dagli elementi di matrice del processo che non sono simulati accuratamente nel
MonteCarlo. E` quindi necessario utilizzare un modello fenomenologico che sara` descritto
nel paragrafo 2.2.1. Una volta trovate le funzioni che parametrizzano le categorie di fondo
e il segnale in tutte le variabili, si effettua un fit di maximum likelihood non binnato e
dipendente dal tempo. E` possibile effettuare il fit sia nell’ipotesi di violazione di CP che
nell’ipotesi di conservazione di CP . Nei paragrafi successivi sono descritti in modo piu`
particolareggiato la tecnica del Dalitz Plot e i vantaggi che esso porta e la logica del fit
che risulta molto complesso a causa dei molti parametri liberi da determinare.
2.2 Il Dalitz Plot
Lo studio della distribuzione degli eventi sul piano di Dalitz e` utile per studiare decadimenti
di un adrone in tre corpi. I decadimenti di un mesone in piu´ di due corpi possono essere
descritti come decadimenti che procedono attraverso stati intermedi a due corpi in cui
sono presenti delle risonanze. Consideriamo, ad esempio, il decadimento di un D0 in tre
particelle:
D0 → X1 X2 X3 ,
questo decadimento puo` essere modellizzato come la catena di due decadimenti:
D0 → XR X3 e XR → X1 X2
dove si e` indicato la risonanza intermedia con XR. Questi decadimenti vengono studiati
nel piano di Dalitz, ossia il piano (s12,s13) dove sij e` la massa invariante della coppia
Xi Xj ,
sij = (pi + pj)
2
con pi il quadrimpulso di Xi. Una risonanza si manifesta nel piano di Dalitz con una
maggiore densita` degli eventi in zone particolari. Queste zone sono legate alla massa
della risonanza stessa. Ad esempio, la risonanza XR dell’esempio precedente sara` indi-
viduata da una striscia verticale piu` densa all’altezza della sua massa invariante, ovvero
per s12 = m
2
XR
. Una risonanza che decade nelle particelle X1 X3 sara` individuata da
un addensamento orizzontale, all’altezza anch’esso della massa invariante della risonanza.
Quando una risonanza e` formata dalle particelle X2 e X3, invece, la striscia piu` densa sara`
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obliqua, grazie alla nota relazione:
s12 + s13 + s23 = m
2
X1 +m
2
X2 +m
2
X3 +m
2
D0 = costante
Molto spesso accade che in un decadimento a tre corpi ci siano piu` risonanze che
contribuiscono stato finale, ed e` questo il caso per il nostro canale di segnale. Per il canale
D0 → K0Sπ+π− il Particle Data Group [22] riporta 10 risonanze intermedie, mentre per
D0 → K0SK+K− ne sono state individuate 6. Nelle Tabelle 2.1 e 2.2 sono riportati tutti
gli stati intermedi dei decadimenti di segnale.
Xi Xj −→ risonanze
π+ π− −→ ω(782) [1−] f0(980) [0+] f2(1270) [2+] f0(1370) [0+]
K0S π
− −→ K∗(892)− [1−] K∗0 (1430)− [0+] K∗2 (1430)− [2+] K∗(1680)− [1−]
K0S π
+ −→ K∗(892)+ [1−]
Tabella 2.1: Risonanze nel canale D0 → K0Sπ+π−. Tra parentesi tonde e` riportata la
massa della risonanza in MeV/c2 e tra parentesi quadre il valore di JP .
Xi Xj −→ risonanze
K+ K− −→ a0(980)0 [0+] f0(980) [0+] φ(1020) [1−] f0(1400)
K0S K
− −→ a0(980)− [0+]
K0S K
+ −→ a0(980)+ [0+]
Tabella 2.2: Risonanze nel canale D0 → K0SK+K−. Tra parentesi tonde e` riportata la
massa della risonanza in MeV/c2 e tra parentesi quadre il valore di JP . In [22] la f0(1400)
e` riportata come risonanza del decadimento ma non risulta nella lista dei mesoni.
Dal punto di vista sperimentale non si misurano e non si distinguono le risonanze
intermedie ma si misura solo lo stato finale. L’ampiezza del processo che si osserva, Af ,
sara` la somma delle ampiezze Ai dei processi relativi ad ogni risonanza. Quello che si
misura e` il rate di decadimento, ossia il modulo quadro dell’ampiezza totale:
dΓ
dt
∝ |Af |2 =
∣∣∣∣∣
∑
i
Ai
∣∣∣∣∣
2
. (2.11)
Ogni ampiezza Ai e`, in generale, un numero complesso Ai = aieδi e quindi nell’espressione
del rate di decadimento saranno presenti tutti i termini di interferenza delle ampiezze Ai
relative ai sottoprocessi. In particolare, facendo un fit alla distribuzione sul piano di Dalitz,
e` possibile estrarre sia le parti reali che le fasi delle varie ampiezze. Il prezzo da pagare
quando si usa questa tecnica e` quello di assumere un modello fenomenologico con certe
risonanze che permetta di calcolare le ampiezze Ai(s12, s13). La dipendenza dell’analisi da
un modello porta all’inevitabile introduzione di un errore sistematico.
Prima di parlare della parametrizzazione fenomenologica degli eventi di segnale vale
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la pena discutere nuovamente la 2.8 alla luce dell’introduzione delle variabili di Dalitz.
L’affermazione che si possa parametrizzare il decadimento in termini di una sola ampiezza
Af e non in termini di entrambe le ampiezze Af e Af¯ , essendo Af = Af¯ , nasce da una
integrazione sugli impulsi delle particelle nello stato finale. In termini di variabili di Dalitz
s12 e s13, questo significherebbe integrare su tutto il piano di Dalitz. Cosi facendo si
perderebbe l’informazione di come mixing e violazione di CP modificano la distribuzione
degli eventi, rendendo inutile l’utilizzo stesso del piano di Dalitz (DP). Studiamo cosa
accade se proviamo a calcolare Af¯ data Af scrivendo le ampiezze in termini di variabili di
Dalitz e non di impulsi delle particelle:
Af = 〈K0S(~p1) h+(~p2) h−(~p3) | H | D0(~p0)〉 ≡ AD(s12, s13) (2.12)
A¯f¯ = 〈K0S(−~p1) h−(−~p2) h+(−~p3) | H | D0(−~p0)〉 (2.13)
Se non si ha violazione diretta di CP nel decadimento, le ampiezze di decadimento del D0
in |f〉 e del D0 in |f¯〉 sono uguali. Osservando le due equazioni precedenti, per ottenere
lo stesso stato finale in entrambe e` necessario invertire gli impulsi spaziali e scambiare h+
con h−:
~pi −→ −~pi (2.14)
~p2 ←→ ~p3 (2.15)
In termini di variabili di Dalitz, la trasformazione risulta:
s12 ←→ s13 (2.16)
Abbiamo quindi dimostrato che, anche non integrando sugli impulsi, e` possibile parame-
trizzare l’ampiezza del processo di decadimento nel canale di segnale attraverso una sola
ampiezza AD, essendo
Af = AD(s12, s13) (2.17)
A¯f = AD(s13, s12) (2.18)
Da questo ragionamento emerge come sia possibile effettuare una misura diretta dei
parametri del mixing xD e yD attraverso un’analisi dipendente dal tempo sul piano di
Dalitz.
2.2.1 La distribuzione degli eventi di segnale
Come detto nel paragrafo precedente, e` necessario trovare una parametrizzazione per la
distribuzione degli eventi di segnale sul piano di Dalitz. La quantita` fisica che si deve
parametrizzare e`:
|AD(s12, s13)|2 = |〈K0Sh+h−|H|D0〉|2 (2.19)
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dove le particelle dello stato finale sono tutte pseudoscalari. Esistono diversi modelli feno-
menologici utili per effettuare questa parametrizzazione; il punto comune a tutti i modelli
e` quello di scrivere l’ampiezza di decadimento come una somma di ampiezze corrispondenti
a stati intermedi con una certa risonanza:
AD = ANR +
∑
i
Ai (2.20)
dove ANR indica il contributo non risonante, i scorre su tutte le risonanze e Ai e` l’ampiezza
corrispondente alla risonanza i-esima. Il termine non risonante si puo` parametrizzare come
un numero complesso che non dipende dalle variabili di Dalitz:
ANR = a0 eiδ0 (2.21)
Dobbiamo ora trovare una parametrizzazione per Ai. A questo proposito prendiamo in
esame il decadimento del D in X3 e XR, dove XR e` una risonanza delle particelle X1 e
X2, come nell’esempio all’inizio del paragrafo 2.2.
L’ampiezza per questo processo puo` essere riscritta come:
A = a eiδM (2.22)
dove δ e` la fase forte dell’ampiezza, M e` il modulo dell’elemento di matrice del processo
normalizzato ed a e` la normalizzazione.
3 2
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D
Figura 2.2: Il diagramma di Feynman del decadimento D → X1 X2 X3 dove lo stato
intermedio a due corpi e` formato da X3 e una risonanza XR di X1 e X2.
Osservando il diagramma di Feynman del decadimento riportato in Figura 2.2 possiamo
scrivere M in una forma generale:
M =
∑
λ
〈X1X2|XRλ〉 Tr(√s12) 〈X3XRλ|D〉 (2.23)
dove la somma e` effettuata sugli stati di elicita` (λ) della risonanza; gli elementi di matri-
ce rappresentano il decadimento del D in XR e X3 e il decadimento di XR in X1 e X2;
Tr(
√
s12) e` il propagatore della risonanza. Non e` possibile calcolare il contributo del dia-
gramma utilizzando le teorie del Modello Standard esposte nel primo Capitolo. I vertici di
Figura 2.2, rappresentati con dei blob, non sono vertici elementari in quanto rappresentano
interazioni tra adroni e non tra particelle elementari e di conseguenza non si possono cal-
colare come accoppiamenti tra campi bosonici e correnti fermioniche elementari. Si ricorre
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quindi alla seguente parametrizzazione:
M = Z(J, L, l, ~p, ~q) BDL (|~p|) BXRL (|~q|) Tr(
√
s12) (2.24)
dove Z(J, L, l, ~p, ~q) rappresenta la distribuzione angolare dei prodotti di decadimento e le
funzioni BDL (|~p|) e BXRL (|~q|) sono i fattori di forma per i due vertici: il vertice primario del
decadimento del D e quello secondario del decadimento della risonanza. Le variabili sono
definite di seguito:
 J , il momento angolare totale del D;
 L, il momento angolare orbitale tra il D e X3;
 l, il momento angolare orbitale tra X1 e X2, ovvero lo spin della risonanza;
 ~p, l’impulso spaziale di X3 nel sistema del centro di massa della risonanza;
 ~q, l’impulso spaziale di X1 (o equivalentemente X2) nel sistema del centro di massa
della risonanza;
Nel caso dei due canali di segnale si hanno delle semplificazioni in quanto il mesone D
ha spin zero, ovvero J = 0, ed essendo ~J = ~L+~l, si ha L = l e M si puo` riscrivere:
M = Z(L, ~p, ~q) BDL (|~p|) BXRL (|~q|) Tr(
√
s12) (2.25)
I fattori di forma
Per parametrizzare i fattori di forma dei due vertici di Figura 2.2 (BDL (|~p|) e BXRL (|~q|))
si utilizzano i fattori di Blatt-Weisskopf, riportati in Tabella 2.3. Il parametro z e` un
parametro adimensionale definito come il prodotto tra il modulo dell’impulso (p o q a
seconda del vertice) e il parametro d’impatto.
L BL(q)
0 1
1
√
2z
1+z
2
√
13z2
(z−3)2+9z
Tabella 2.3: I fattori di forma di Blatt-Weisskopf.
In generale, il fattore di forma del vertice dipende dal momento angolare (in questo caso
lo spin della risonanza L e` l’unico diverso da zero) e dall’impulso delle particelle figlie nel
sistema di riferimento del centro di massa (rispettivamente ~p e ~q per il decadimento del D
e per quello della risonanza). Prendiamo in considerazione il decadimento della risonanza.
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In un processo mediato dall’interazione forte, il momento angolare orbitale massimo e`
limitato dal modulo dell’impulso delle figlie nel centro di massa (~q). Data la risonanza di
momento angolare L, a parita` di parametro d’impatto d (dell’ordine del raggio mesonico
d ≃ 1 fm), un processo con |~q| maggiore sara` piu` probabile di un processo con un |~q|
minore in quanto la probabilita` di conservare L e` maggiore nel primo caso. Il fattore
di forma BXRL (|~q|) pesa l’ampiezza tenendo conto di questo effetto legato allo spin. Nel
caso del decadimento del D si possono effettuare le stesse considerazioni in quanto, anche
se il decadimento e` mediato dalla forza debole, la successiva adronizzazione dei quark si
realizza attraverso un processo forte.
La distribuzione angolare
Se la risonanza ha spin 0, allora la distribuzione angolare delle particelle nello stato finale
sara` una distribuzione uniforme dal momento che anche il D ha spin 0.
Quando la risonanza ha un spin diverso da zero, pero`, e` necessario tenere conto della
diversa distribuzione angolare delle particelle. Quando gli adroni nello stato finale hanno
spin 0, come nel nostro caso, la parametrizzazione e` univoca ed e` riportata nella Tabella 2.4,
dove θ e` l’angolo tra X1 e X3 nel sistema del centro di massa della risonanza e ζ e` definito
dalla seguente equazione:
√
1 + ζ2 = ED/
√
s12 con ED =
m2D − s12 −m2X3
2mD
(2.26)
J → L+ l Distribuzione angolare
0 → 0 + 0 uniforme
0 → 1 + 1 (1 + ζ2) cos2 θ
0 → 2 + 2 (ζ2 + 3/2)2(cos2 θ − 1/3)2
Tabella 2.4: Distribuzione angolare dei prodotti di decadimento per diversi valori dello
spin della risonanza l = L.
Il propagatore della risonanza
La funzione che rende conto della dinamica del decadimento, Tr(
√
s12), e` derivata dal
formalismo della matrice di scattering, la matrice S.
La matrice S e` una matrice unitaria, SS = SS = 1 e il suo valore di aspettazione tra lo
stato finale e quello iniziale e` l’ampiezza di decadimento:
Sfi = 〈f |S|i〉
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L’operatore di transizione Tˆ , invariante di Lorentz, e` collegato alla matrice di scattering
dalla seguente relazione:
S = 1 + 2iT = 1 + 2i{ρ}1/2Tˆ{ρ}1/2
dove ρ e` lo spazio delle fasi. Le risonanze sono rappresentate dai poli della matrice T .
Esistono diverse formulazioni per il propagatore della risonanza, le due piu` utilizzate sono
il formalismo di Breit-Wigner e il formalismo della matrice K. Non e` scopo di questa tesi
effettuare una trattazione completa di questi due formalismi, saranno presentate solo le
caratteristiche principali.
Il formalismo di Breit-Wigner e` il piu` semplice e si basa sull’espansione di Taylor-
Laurent fermata al primo termine intorno ad un polo della matrice T . Prendendo in
considerazione un solo polo alla volta, questo formalismo puo` essere usato solo quando
si ha una sola risonanza, oppure, nel caso di piu` risonanze, quando queste sono abba-
stanza strette e non si sovrappongono. Se si cerca di descrivere due risonanze e queste si
sovrappongono, allora l’unitarieta` non e` piu` garantita.
Il formalismo della matrice K e` piu` generale ma anche piu` complesso. In questo caso
e` ammessa l’esistenza di piu` di un polo della matrice T e quindi si riesce a tenere conto
di piu` di una risonanza alla volta. di conseguenza l’unitarieta` e` preservata. Di solito si
utilizza questo formalismo per parametrizzare le larghe risonanze a spin 0.
Se osserviamo le risonanze per il canale di segnale (v. Tabelle 2.1 e 2.2), ci aspettiamo
che la maggior parte di queste possa essere parametrizzata utilizzando il formalismo di
Breit-Wigner ma che occorra chiamare in causa il formalismo della matrice K per le riso-
nanze che si sovrappongono. In particolare, tornando alla 2.20, il termine non risonante
piu` la somma dei termini relativi a risonanze a spin 0:
ANR +
∑
i
Ai(spin 0)
sara` parametrizzato utilizzando il formalismo della matrice K mentre la parte restante
sara` parametrizzata da una somma di Breit-Wigner.
2.3 Il fit finale
Il fit finale e` l’ultimo passo per estrarre i parametri del mixing xD e yD e gli eventuali
parametri della violazione di CP . La sensibilita` ai parametri che vogliamo estrarre e`
legata alla nostra capacita` di rilevare i cambiamenti nel tempo delle distribuzioni degli
eventi sul piano di Dalitz per il D0 e il D0. Indichiamo con fD(s12, s13, t) la distribuzione
sul DP per decadimenti in uno stato finale f , avvenuti al tempo t del mesone che al tempo
t = 0 era un D0 e con f¯D(s12, s13, t) la corrispondente distribuzione per il D
0.
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Nel caso di presenza o assenza di mixing, con o senza violazione di CP , le relazioni tra
queste due distribuzioni sono diverse e riassunte di seguito:
 mixing con conservazione di CP
{
fD(s12, s13, t) = f¯D(s13, s12, t)
fD(s12, s13, 0) 6= fD(s12, s13, t)
 mixing con violazione di CP nel mixing
{
fD(s12, s13, 0) = f¯D(s13, s12, 0)
fD(s12, s13, t) 6= f¯D(s13, s12, t)
 violazione di CP diretta
fD(s12, s13, 0) 6= f¯D(s13, s12, 0)
Se il fit riesce a determinare con sufficiente precisione le due distribuzioni, allora, confron-
tandole, potremo stabilire in quale dei tre casi ci troviamo ed estrarre i valori dei parametri
interessanti dal fit.
2.3.1 Il metodo della maximum likelihood
Il metodo della maximum likelihood e` il metodo generale piu` importante per estrarre il
valore degli stimatori dei parametri di una funzione di parametrizzazione. Per prima cosa
e` necessario trovare la forma funzionale che meglio descrive la distribuzione degli eventi in
tutte le N variabili che si utilizzano (organizzate nel vettore ~x) dati i parametri (organizzati
nel vettore ~θ), rappresentata dalla funzione f(~x|~θ). Per estrarre il valore dei parametri si
costruisce la funzione di likelihood L:
L(~θ) =
Ntot∏
i=1
f(~xi, ~θ) (2.27)
dove la produttoria e` effettuata su tutti gli eventi e ~xi e` il vettore che contiene il valore
delle variabili per l’evento i-esimo. I valori degli stimatori dei parametri estratti dal fit
(~θ0) sono quelli che massimizzano la funzione di likelihood L:
dL(~θ)
d~θ
∣∣∣∣∣
~θ0
= 0. (2.28)
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Dal momento che f(~xi, ~θ) e` composta dal prodotto delle funzioni di parametrizzazione
relative alle diverse variabili, si massimizza il logaritmo naturale3 di L in modo che il
prodotto delle funzioni di parametrizzazione si trasformi nella somma delle stesse, piu`
semplice da trattare:
ln
[
L(~θ)
]
=
Ntot∑
i=1
ln
[
f(~xi, ~θ)
]
(2.29)
Esistono due modi per calcolare la likelihood, un modo e` quello della formula 2.27 e in
questo caso il fit si dice non binnato. Alternativamente e` possibile costruire un istogramma
N-dimensionale con Nbin per ogni dimensione. Ad esempio, se si costruisce un istogramma
di 100 bin per ognuna delle N variabili, l’istogramma N-dimensionale avra` 100 ·N bin.
A questo punto e` possibile calcolare la likelihood facendo il prodotto sul numero di bin
dell’istogramma e non sul numero di eventi, sostituendo quindi a ~xi il suo valore mediato
sul bin < ~x >j . In questo caso il fit si dice binnato e, nel caso di distribuzione Poissoniana
degli eventi nei bin, l’espressione della likelihood diventa:
Lbin(~θ) =
Nbin∏
j=1

f(< ~x >j , ~θ)Nj exp
(
−f(< ~x >j , ~θ)
)
Nj !

 (2.30)
dove Nj e` il numero di eventi nel bin j. Se si passa a massimizzare il logaritmo della
likelihood, l’espressione diventa:
ln
[
Lbin(~θ)
]
=
Nbin∑
j=1
Nj ln
[
f(< ~x >j , ~θ)
]
−
Nbin∑
j=1
f(< ~x >j , ~θ)−
Nbin∑
j=1
lnNj ! (2.31)
dove il secondo termine puo` essere omesso se e` indipendente dai parametri del fit, e l’ultimo
termine e` costante e quindi trascurabile.
La differenza tra i due metodi (fit binnato o non binnato) dipende dal rapporto tra il
numero di bin dell’istogramma (Nbin) e il numero totale di eventi (Ntot). Il numero di bin
dell’istogramma N-dimensionale e` molto piu` piccolo del numero di eventi e quindi il fit
binnato e` computazionalmente piu` semplice, il prezzo da pagare e` una minore sensibilita`
del fit ed un maggiore errore sui parametri in quanto, effettuando una media del valore
della variabile all’interno del bin, si ha una perdita di informazioni. Inoltre i risultati del
fit sono sensibili alla scelta del binning, introducendo un errore sistematico non facile da
valutare.
Dal momento che lo scopo di questa analisi e` effettuare una misura il piu` possibile
precisa ed estrarre il valore dei parametri del mixing con un errore minimo, il fit finale
sara` non binnato.
3Il logaritmo e` una funzione crescente e quindi mantiene gli zeri della derivata prima e il segno della
derivata seconda.
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2.3.2 La logica del fit
Il numero di parametri liberi di questa analisi e` piuttosto grande. I parametri che devono
essere estratti dal fit sono:
 dalla distribuzione degli eventi nel tempo (v. formula 1.50): i parametri del mixing
xD e yD, il numero complesso λf ;
 per ogni risonanza del modello della distribuzione sul piano di Dalitz (v. formu-
la 2.22): una fase δ, una ampiezza a;
 per la categoria di segnale e per ogni ogni categoria di fondo: per ogni variabile (mD0 ,
∆m, t, σt) i valori dei parametri della funzione che parametrizza la loro distribuzione.
Inoltre puo` essere necessario introdurre delle funzioni che descrivano le correlazioni
tra le suddette variabili.
Nel caso del canale D0 (D0)→ K0Sπ+π−, supponendo di avere 10 risonanze, una categoria
di segnale e 3 categorie di fondo, che siano necessari 3 parametri per la funzioni di para-
metrizzazione di ogni variabile e che queste siano scorrelate tra loro, si ha una stima del
numero di parametri da fittare:
Npar = (2 + 2) + (10 · 2) + (4 · (4 · 3)) = 72. (2.32)
Dato l’elevato numero di parametri da estrarre dal fit si e` deciso di dividere il fit in 3 passi.
Si sono definite, inoltre, due regioni nelle variabili mD0 e ∆m:
 Regione Estesa (RE), eventi nella regione {mD0 ,∆m} tali che:
∆m ∈ (0.14, 0.16) GeV/c2 e mD0 ∈ (1.8245, 1.9045) GeV/c2;
 Regione di Segnale (RS), eventi nella regione {mD0 ,∆m} tali che:
∆m ∈ (0.1452, 0.1456) GeV/c2 e mD0 ∈ (1.8585, 1.8705) GeV/c2.
In realta` la scelta della regione RS viene discussa nel Capitolo 5, e non e` ancora esattamente
definita e puo` subire dei cambiamenti in conseguenza agli studi di sensibilita` che non sono,
pero`, oggetto di questa tesi.
In tutti i passi del fit finale si utilizza il metodo della maximum likelihood e si effettua un
fit non binnato. La logica dei tre passi del fit e` riassunta qui di seguito.
PASSO UNO
Il passo uno e` diviso in due parti per migliorare la convergenza del fit.
1. passo uno A: fit nella RE alla distribuzione nelle variabili {mD0 ,∆m} ed estrazione
dei parametri delle funzioni di fit per il segnale e il fondo.
2. passo uno B: fit nella RS alla distribuzione nelle variabili {t, σt} ed estrazione dei
parametri delle funzioni di fit per il segnale e il fondo. In questo passo le funzioni
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di parametrizzazione per {mD0 ,∆m} sono fissate a quelle trovate precedentemente.
Le frazioni relative di segnale e fondo sono lasciate libere di variare e sono parametri
del fit.
PASSO DUE
In questo passo si effettua un fit indipendente dal tempo alla distribuzione sul piano di
Dalitz nella regione RS e si estraggono i parametri del modello di Dalitz per le risonanze.
Le funzioni di parametrizzazione nelle variabili {mD0 ,∆m, t, σt} sono fissate dal passo
uno.
PASSO TRE
Si effettua un fit dipendente dal tempo alla distribuzione degli eventi sul piano di Dalitz
nella regione RS e si estraggono i parametri del mixing xD e yD e quelli legati alla violazione
di CP . In questo passo le parametrizzazioni delle variabili {mD0 ,∆m,σt} sono fissate a
quelle del passo uno, e le frazioni relative di segnale e di fondo sono lasciate libere di
variare. I valori dei parametri del modello di Dalitz sono inizializzati a quelli trovati al
passo due, per velocizzare la convergenza del fit.
I tre passi del fit possono essere effettuati sotto varie ipotesi sulla conservazione di CP .
Ad esempio, ipotizzando la conservazione di CP nel decadimento, e` possibile estrarre il
numero complesso q/p in quanto λf =
q
p
A¯f
A sotto questa ipotesi diventa proprio q/p. Se,
invece, si ipotizza la conservazione di CP , allora si impone q/p = 1 e si estraggono solo i
parametri del mixing.
Capitolo 3
L’esperimento BABAR
L’esperimento BABAR e` stato costruito nel 1999 presso lo Stanford Linear Accelerator Cen-
ter, in California, con lo scopo principale di studiare la violazione di CP nel decadimento
dei mesoni B. Altri scopi importanti dell’esperimento sono la misura di decadimenti di
mesoni di tipo charm e bottom e di leptoni τ e la ricerca di decadimenti rari, grazie alla
alta luminosita` della B-Factory PEP-II.
La B-Factory PEP-II e` un collisore asimmetrico e+e− progettato per operare inizial-
mente ad una luminosita` di picco di 3 × 1033 cm−2s−1 e ad una energia nel centro di
massa di 10.58 GeV/c2 pari alla massa della risonanza (bb) Υ (4S). PEP-II e` un laboratorio
ideale per lo studio dei B per due motivi principali: la produzione di mesoni B e` molto
efficiente, infatti la Υ (4S) ha una massa di poco superiore al doppio della massa del B
(mB = 5.28 GeV/c
2) e quindi decade in un coppia B0B0 o in una coppia B+B− in una
frazione di casi molto alta (96% [22]). Inoltre questa risonanza ha un boost βγ = 0.56
fissato dalle energie dei due fasci: energia del fascio di elettroni (HER) pari a 9 GeV e
quella del fascio di positroni (LER) pari a 3.1 GeV. Grazie a questo boost i due mesoni
B percorrono circa 250 µm prima di decadere; se il centro di massa non fosse boostato, i
due mesoni decadrebbero dopo appena 37 µm e questo renderebbe impossibile ricostruire
i vertici di decadimento e determinare la differenza dei tempi di decadimento che e` invece
un ingrediente fondamentale per misure sulla violazione di CP . Per far questo il rivela-
tore deve avere un’ottima efficienza di ricostruzione delle tracce delle particelle cariche e
un’ottima risoluzione in impulso.
Per soddisfare le richieste sperimentali, il rivelatore e` stato progettato in modo da
avere le seguenti caratteristiche:
 copertura totale nell’angolo azimutale φ; accettanza uniforme e grande nell’angolo
polare θ, escludendo soltanto coni stretti nelle direzioni avanti e indietro;
 elevata efficienza di ricostruzione delle particelle cariche di impulso fino a 60 MeV/c
e per i fotoni fino a energie di 20 MeV;
 ottima risoluzione sull’impulso di particelle cariche per distinguere i piccoli segnali
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dal fondo. Questa caratteristica e` fondamentale nell’analisi dei due canali di segnale
D0 (D0) → K0S h+ h−, h = π,K;
 eccellente risoluzione sull’energia e sulla direzione dei fotoni per poter distinguere i
fotoni provenienti dai decadimenti di π0, η0 da quelli provenienti dai decadimenti
radiativi, nell’intervallo tra 20 MeV e 4 GeV;
 ottima risoluzione spaziale sui vertici di decadimento sia nella direzione parallela ai
fasci, sia nella direzione ad essa ortogonale. Questa caratteristica e` fondamentale
nell’analisi dei due canali di segnale D0 (D0) → K0S h+ h−, h = π,K;
 buona efficienza di identificazione di elettroni e muoni con bassa probabilita` di errata
identificazione per gli adroni;
 efficiente e accurata identificazione degli adroni in un vasto intervallo dei valori del-
l’impulso. Anche questa caratteristica e` molto importante nell’analisi dei due canali
di segnale per discriminare gli eventi di segnale da quelli di fondo.
In Figura 3.1 e` mostrata la sezione trasversale del rivelatore mentre in Figura 3.2 e`
mostrata la sezione longitudinale.
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Figura 3.1: Sezione trasversale del rivelatore BABAR [8].
La parte interna del rivelatore e` costituita da un rivelatore di vertice al silicio (SVT),
una camera di deriva (DCH), un rivelatore di luce Cherenkov (DIRC), e un calorimetro
elettromagnetico a ioduro di cesio drogato al tallio (EMC). All’esterno di questi rivelatori
e` collocato un solenoide superconduttore che produce un campo magnetico uniforme di
1.5 T, parallelo alla direzione del fascio di elettroni. La parte necessaria per contenere il
ritorno del flusso del campo magnetico e` instrumentata con piani di RPC (Resistive Plate
Chamber) e LST (Limited Streamer Tube) che consentono la rivelazione di muoni e di
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Figura 3.2: Sezione longitudinale del rivelatore BABAR [8] .
adroni neutri (IFR). Tutti i rivelatori hanno copertura completa in φ.
L’angolo polare coperto dal rivelatore va da 350 mrad in avanti a 400 mrad indietro,
relativamente al fascio di energia piu` alta (il fascio di elettroni). Il sistema di coordinate
che viene utilizzato e` destrorso, ancorato alla camera di deriva, con l’asse z coincidente
con l’asse principale, l’asse y diretto verso l’alto e l’asse x diretto in direzione opposta
al centro dell’anello PEP-II. L’asse z e` spostato rispetto all’asse dei fasci di 30 mrad nel
piano orizzontale per minimizzare le perturbazioni dei fasci dovute al campo magnetico.
Per selezionare gli eventi interessanti, rigettando eventi di fondo prodotti, ad esempio,
dalle interazioni dei fasci con i residui di gas, si utilizza un sistema di trigger diviso in
due livelli: il primo (L1) e` realizzato in hardware ed e` progettato per avere una frequenza
massima in uscita di 2kHz ed un tempo massimo di ritardo, ovvero il tempo che il trigger
impiega per decidere se l’evento in esame e` da scartare oppure no, di 12 µs. Il secondo
livello (L3)1, condizionato al primo, e` realizzato in software ed e` progettato in modo che
la sua frequenza in uscita sia limitata a 120 Hz in modo da permettere l’archiviazione e
l’elaborazione dei dati. Il livello L1 utilizza la ricostruzione delle tracce nella camera di
deriva ed il rilascio di energia nel calorimetro elettromagnetico per stabilire rapidamente se
si tratta di un evento interessante oppure di fondo. Nel livello L3 e` possibile una parziale
ricostruzione dell’evento per reiettare, ad esempio, una parte dello scattering Bhabha.
In Tabella 3.1 sono riportati i parametri relativi alla copertura, alla segmentazione,
e alle prestazioni dei rivelatori che costituiscono BABAR. Poiche´ l’impulso delle particelle
cariche prodotto in un decadimento di un B e` in media minore di 1 GeV/c, la precisione
1il secondo livello si chiama L3 perche´ inizialmente era stato previsto un livello intermedio chiamato L2
che si e` poi rivelato non necessario.
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rivelatore copertura in numero di segmentazione prestazioni
angolo polare layers
SVT [20.1,150.2]◦ 5 50-100 µm in r − φ σd0 = 55µm
100-200 µm in z σz0 = 65µm
DCH [17.2,152.6]◦ 40 6-8 mm di distanza σφ = 1 mrad
deriva σtanλ = 0.001
σpt/pt = 0.47%
σ(dE/dx) = 7.5%
DIRC [25.5,141.4]◦ 1 35 × 17 mm 2 σθC = 2.5 mrad
r∆φ× δr per traccia
144 barre
EMC(C) [27.1,140.8]◦ 1 47 × 47 mm 2 σE/E = 3.0%
5760 cristalli σφ = 3.9 mrad
EMC(F) [15.8,27.1]◦ 1 820 cristalli σθ = 3.9 mrad
IFR(C) [47,123]◦ 19.2 20-38 mm eff. identificazione
del 90% tra
IFR(F) [20,47]◦ 18 28-38 mm 1.5 - 3 GeV/c
6-8% π± mis-id
IFR(B) [123,154]◦ 18 28-38 mm
Tabella 3.1: Copertura, segmentazioni e prestazioni dei rivelatori. La notazione (C), (B)
e (F) si riferisce alla zona centrale (barrel), backward e forward.
sulla misura dei parametri relativi alle tracce cariche e` molto influenzata dallo scattering
multiplo. In modo analogo, il materiale che si trova all’interno rispetto al calorimetro ha un
peso sull’efficienza di rivelazione e la risoluzione sull’energia di fotoni di bassa energia. Per
questo motivo e` stata riservata una particolare cura alla quantita` di materiale nel volume
attivo del rivelatore, in modo da renderla minima. In Figura 3.3 si ha la distribuzione
della quantita` di materiale nei diversi sotto-sistemi del rivelatore, in unita` di lunghezze di
radiazione.
Ogni curva rappresenta la quantita` di materiale che una particella di alta energia attraversa
prima di raggiungere il primo elemento attivo di ciascun rivelatore.
3.1 La B-Factory PEP-II
PEP-II e` un sistema di due anelli di accumulazione, High Energy Ring (HER) per elet-
troni e Low Energy Ring (LER) per positroni, progettato per operare ad una energia del
centro di massa di 10.58 GeV, pari alla massa della Υ (4S). I parametri relativi agli anelli
di accumulazione sono riportati in Tabella 3.2. PEP-II ha superato le caratteristiche di
progetto sia in termini di luminosita` istantanea che di luminosita` integrata giornaliera.
La luminosita` istantanea di progetto corrisponde a 3× 1033 cm−2s−1 ed e` stata superata
dopo il primo periodo di presa dati, fino a raggiungere nel 2006 un valore di picco pari a
12.07× 1033 cm−2s−1 . La luminosita` totale a partire dall’inizio della presa dati nel 1999
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Figura 3.3: Quantita` di materiale (in unita` di lunghezze di radiazione) che una particella
di alta energia, originata al centro del sistema di coordinate ad angolo polare θ, attraversa
prima di incontrare il primo elemento attivo di ciascun rivelatore [8] .
parametri valore di progetto valore tipico
Energia HER/LER (GeV) 9.0/3.1 9.0/3.1
Corrente HER/LER (A) 0.75/2.15 0.7/1.3
β∗y (mm) 15-25 10.5
ǫy HER/LER 0.03/0.03 0.046/0.064
σLx (µm) 110 120
σLy (µm) 3.3 5.6
σLz (mm) 9 9
Tabella 3.2: Parametri relativi ai fasci in PEP-II. La luminosita` di picco e` proporzionale
a E I ǫy/β
∗
y .
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(Run1) fino alla fine della presa dati, avvenuta il 7 aprile 2008 (Run7) e` di 531.43 fb−1
ed e` mostrata in Figura 3.4 mentre la luminosita` giornaliera attuale (Figura 3.5) e` pari a
800 pb−1, molto superiore al valore di progetto (135 pb−1).
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Figura 3.4: Luminosita` integrata da PEP-II e luminosita` registrata da BABAR dal 1999 al
2008.
La maggior parte dei dati sono stati registrati all’energia di picco della Υ (4S). La pro-
duzione di coppie qq¯ (q = u, d, s, c) viene chiamata produzione del continuo. Per studiare
questi processi non risonanti circa il 10% dei dati vengono presi ad una energia del centro
di massa di 40 MeV al di sotto della Υ (4S). L’analisi oggetto di questa tesi utilizza an-
che questi dati. Inoltre l’ultima parte del Run7 e` stata dedicata alle risonanze piu` basse
(Υ (2S) e Υ (3S)).
In PEP-II i fasci collidono frontalmente in un unico punto di interazione grazie ad un
campo magnetico di dipolo che separa i due fasci nel piano orizzontale prima della prima
collisione parassita, grazie alla diversa energia dei fasci. Nella Figura 3.6 sono visibili
questi dipoli (B1) ed anche i quadrupoli magnetici in samario-cobalto (Q1) che, posti nel
campo magnetico del rivelatore, realizzano il focheggiamento forte.
3.1.1 I fondi
E` importante tenere il livello di fondo sotto controllo per limitare il danno da radiazione
nel tracciatore di vertice e del calorimetro elettromagnetico, e per non eccedere il massimo
valore della corrente tollerabile dalla camera di deriva. Altre limitazioni vengono imposte
dal rate del trigger di primo livello. Grazie all’uso di simulazioni MonteCarlo, all’analisi
dei dati e ad accurate misure specifiche delle sorgenti di fondo e del loro impatto sulla
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Figura 3.5: Luminosita` giornaliera integrata da PEP-II e registrata da BABAR dal 1999 al
2008.
Figura 3.6: Vista trasversale della zona di interazione, notare la grande differenza tra le
due scale.
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presa dati e sulle prestazioni del rivelatore, e` stato possibile comprendere in dettaglio i
vari fenomeni, ed ottenere la loro effettiva riduzione.
Le principali cause di fondo a PEP-II sono le seguenti:
 radiazione di sincrotrone, generata nei magneti di curvatura e nei quadrupoli per la
focalizzazione finale. Questa radiazione viene schermata grazie all’accurato disegno
della regione di interazione ed all’inserimento di assorbitori;
 fondo proporzionale alla luminosita` dovuto a elettroni e positroni, degradati in ener-
gia, provenienti da scattering Bhabha e che colpiscono i magneti e le pompe a vuoto,
dando origine a sciami elettromagnetici;
 interazione delle particelle con il gas residuo negli anelli; queste particelle, degradate
in energia, escono dalla loro orbita nominale ed urtando contro i magneti producono
sciami. Questa costituisce la sorgente primaria di danneggiamento da radiazioni, ed
ha impatto maggiore sull’efficienza di BABAR.
3.2 Il sistema di tracciamento
Il sistema di tracciamento di BABAR e` composto dal rivelatore di vertice al silicio (SVT) e
dalla camera di deriva (DCH).
3.2.1 Il rivelatore di vertice
Il tracciatore di vertice al silicio (Silicon Vertex Tracker) risulta cruciale nella misura della
asimmetria CP dipendente dal tempo, cosi come nella misura dei parametri del mixing xD
e yD. Per evitare che la risoluzione abbia un impatto significativo sulla misura di questa
asimmetria, la risoluzione media sulla misura del vertice di decadimento lungo l’asse z per
un mesone B completamente ricostruito deve essere migliore di 80 µm. SVT deve avere
una risoluzione sul piano x − y dell’ordine di 100 µm per poter ricostruire i decadimenti
dei mesoni bottom e charm e dei leptoni τ . SVT e` dunque uno strumento fondamentale
nell’analisi dei decadimenti di segnale.
Inoltre, visto che molti prodotti di decadimento hanno basso impulso trasverso pt, SVT
e` stato progettato in modo da provvedere, da solo, alla ricostruzione di tracce delle par-
ticelle cariche con basso impulso trasverso (minore di 120 MeV/c), particelle che, deviate
fortemente dal campo magnetico solenoidale, non raggiungono la camera di deriva. La
scelta di utilizzare cinque strati radiali (layers) per l’SVT e` stata fatta espressamente per
soddisfare questa caratteristica. SVT fornisce le informazioni sull’identificazione di par-
ticelle cariche (PID) aventi sia alto che basso impulso; per queste ultime, la misura della
perdita di energia per ionizzazione (dE/dx) nell’SVT costituisce l’unica informazione di
PID. Per particelle di alto impulso il tracciatore di vertice fornisce la miglior risoluzione
disponibile sugli angoli relativi alla traccia; grazie ad essa e` possibile ottenere la risoluzione
necessaria per la misura dell’angolo di Cherenkov nel DIRC.
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Nel progetto del tracciatore di vertice hanno avuto un grosso peso le limitazioni impo-
ste dalla geometria di PEP-II, visto che in prossimita` del punto di interazione si trovano i
magneti permanenti B1, necessari per la separazione dei fasci dopo la collisione. Trattan-
dosi del rivelatore piu` interno, la costruzione ha richiesto un notevole sforzo tecnologico
volto a garantire un’elevata resistenza alla radiazione e minimizzare, allo stesso tempo, lo
spessore di materiale utilizzato, in modo da limitare gli effetti dello scattering multiplo.
La struttura di SVT
La regione attiva del rivelatore e` costituita da 340 sensori al silicio a doppio strato spessi
300 µm, letti da appositi circuiti a basso rumore. L’accettanza geometrica corrisponde al
90% dell’angolo solido nel riferimento del centro di massa. I sensori e l’elettronica di lettu-
ra associata ad essi sono detti moduli e sono organizzati su cinque strati radiali layers, dei
quali, i tre piu` interni contengono sei moduli ciascuno e i due piu` esterni ne contengono,
rispettivamente, 16 e 18. Le strisce di silicio, poste sui due lati di ogni sensori, sono orien-
tate in modo ortogonale: quelle che misurano l’angolo φ (φ-strips) sono parallele all’asse
dei fasci, quelle che misurano la coordinata z sono poste perpendicolarmente a questo
asse (z-strips). I moduli dei tre strati interni sono piatti mentre quelli degli strati esterni
sono arcuati, in modo da minimizzare la quantita` di silicio necessaria per la copertura
dell’angolo solido. I moduli sono alloggiati su una struttura conica in fibra di carbonio,
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Figura 3.7: Schema della sezione trasversa dell’SVT [8].
posizionati intorno ai magneti permanenti B1 e alla beampipe. Tutto l’SVT e parte degli
elementi focalizzanti sono collocati all’interno di un tubo di supporto in fibra di carbonio,
direttamente collegato alla struttura meccanica della linea dei fasci. I tre layer interni
sono posizionati alla minima distanza possibile dalla beampipe per minimizzare l’errore di
estrapolazione conseguente allo scattering multiplo. Inoltre, per rendere minima la quan-
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tita` di materiale nella regione attiva, tutta l’elettronica di lettura e` spostata all’esterno
del volume attivo.
L’accettanza del rivelatore nell’angolo polare θ, che e` limitata dagli elementi della
beamline, e` di: −0.87 < cos θlab < 0.96.
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Figura 3.8: Schema della sezione longitudinale dell’SVT [8].
L’efficienza di ricostruzione e la risoluzione sui parametri delle tracce di SVT
La ricostruzione delle tracce con basso impulso trasverso, dovuta unicamente all’SVT, ri-
sulta molto efficiente. Per avere una stima di questa efficienza e` stato fatto un confronto
tra lo spettro (in pt) di pioni a basso impulso rivelati e quello previsto da una simulazio-
ne MonteCarlo (Figura 3.9). Sulla base di questo confronto l’efficienza di ricostruzione
e` stata stimata pari al 20% per particelle con pt ∼ 50 MeV/c e 80% per particelle con
pt ∼ 70 MeV/c. Ogni traccia e` descritta da cinque parametri, definiti al punto di massimo
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Figura 3.9: a) Confronto tra dati e simulazione MonteCarlo dello spettro di pioni a basso
impulso; b) efficienza di ricostruzione delle tracce di pioni a basso impulso [8].
avvicinamento all’asse z della traccia (POCA): d0 e z0 che sono le distanze dall’origine
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del POCA rispettivamente nel piano x − y e sull’asse z; φ0, l’angolo tra la componente
trasversa del vettore tangente alla traccia nel POCA e l’asse x; λ, l’angolo tra il vettore
tangente alla traccia nel POCA e il piano x − y; infine ω, la curvatura della traccia. La
carica della traccia si ottiene dal segno di ω, mentre il segno di d0 e` determinato dal mo-
mento angolare della particella carica rispetto all’asse x.
La risoluzione sui parametri della traccia si ottiene utilizzando i raggi cosmici che vengono
registrati durante la presa dati. Ogni traccia corrisponde ad un raggio cosmico che attra-
versa DCH e SVT viene divisa in due meta`, inferiore e superiore. Queste vengono trattate
come due tracce separate e la risoluzione e` determinata dalla differenza tra i parametri
misurati per queste due meta` della stessa traccia. Il risultato di questo confronto per
tracce con pt > 3 GeV/c e` in Figura 3.10. Dalla semi-larghezza a meta` altezza di queste
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Figura 3.10: Risoluzioni sui parametri delle tracce [8].
distribuzioni si ottengono i valori delle risoluzioni:
σd0 = 23 µm σφ0 = 0.43 m rad σz0 = 29 µm σtanλ = 0.53× 10−3
Le risoluzioni sopra riportate sono dominate dalla risoluzione spaziale di SVT, mentre la
risoluzione su ω e` dominata dalla risoluzione spaziale della DCH. Questo significa che la
misura della posizione e degli angoli delle tracce vicino al punto di interazione e` dominata
dalle misure di SVT, mentre la DCH contribuisce in modo predominante alla misura di pt.
La dipendenza delle risoluzioni su d0 e z0 da pt e` mostrata in Figura 3.11. Questa misura si
ottiene utilizzando eventi con piu` adroni, e determinando la larghezza delle distribuzioni
ottenute calcolando la differenza tra i parametri misurati, d0 e z0, e le coordinate del
vertice ricostruito mediante le tracce delle altre particelle dell’evento. In questo modo si
ottengono le risoluzioni su d0 e z0 che sono rispettivamente 25 e 40 µm per pt = 3 GeV/c.
3.2.2 La camera di deriva
La camera di deriva (Drift CHamber) e` il secondo componente del sistema di tracciamento.
Questo rivelatore viene impiegato per misurare l’impulso delle particelle cariche con im-
pulso trasverso maggiore di 120 MeV/c, a partire dalla curvatura, dovuta alla presenza del
campo magnetico, delle tracce ad esse associate. La DCH permette inoltre la ricostruzio-
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Figura 3.11: Risoluzioni sui parametri delle tracce [8].
ne dei vertici (secondari) dei decadimenti che avvengono all’esterno del volume dell’SVT,
come i decadimenti K0S → π+ π−. Per raggiungere questo scopo la DCH e` in grado di
misurare non soltanto le coordinate e gli impulsi sul piano trasverso x − y ma anche la
posizione delle tracce lungo z con una risoluzione di circa 1 mm. Questa risoluzione in z e`
utile per collegare le tracce rivelate nel tracciatore di vertice e nella DCH, ed estrapolarle
nel calorimetro elettromagnetico e nel DIRC.
La DCH contribuisce inoltre al sistema di identificazione delle particelle con basso
impulso attraverso la misura dell’energia persa per ionizzazione (dE/dx), permettendo di
separare π e K nell’intervallo di impulso tra 100 e 700 MeV/c. Infine, le informazioni degli
hit nelle singole celle vengono usate per il trigger di primo livello.
La struttura della DCH
La camera di deriva e` costituita da un cilindro posizionato all’esterno del tubo di supporto
che contiene il tracciatore di vertice, ed all’interno del DIRC. Il centro della camera si trova
sull’asse z a +36.7 cm rispetto al punto di interazione, in modo da aumentare il volume
di tracciamento nella regione in avanti, dove, a causa del boost di Lorentz, si concentra il
maggior numero di tracce (Figura 3.12).
La sottile parete interna in berillio e la parete esterna in fibra di carbonio minimiz-
zano la quantita` di materiale che le particelle devono attraversare prima di entrare nel
calorimetro elettromagnetico.
La camera di deriva e` suddivisa in 7104 celle esagonali raggruppate in 40 layers concen-
trici raggruppati in 10 super-layers. Il volume attivo per il tracciamento copre un angolo
polare di: −0.92 < cos θlab < 0.96.
Al fine di ricostruire la traccia anche nella direzione z vengono utilizzati due tipi di fili: i fili
assiali (A), paralleli a z, e i fili stereo (U, V) che, grazie all’angolo che formano con l’asse
z (positivo per il tipo U e negativo per il tipo V), permettono di trovare per intersezione
la coordinata della traccia lungo quest’asse.
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Figura 3.12: Schema della sezione longitudinale della DCH [8].
I super-layers si alternano a seconda del tipo di fili che contengono, seguendo lo sche-
ma AUVAUVAUVA. Tutti i super-layers partecipano alla ricostruzione delle tracce per il
trigger di primo livello, mentre solo i layers che contengono i fili assiali partecipano alla
determinazione dell’impulso trasverso per il trigger.
Ogni cella e` costituita da un filo centrale in Tungsteno di alta tensione, circondato da
sei fili catodici in alluminio. Il gas utilizzato nella camera e` una miscela di elio e isobutano
(80% - 20%), scelta per minimizzare la quantita` di materiale presente, con una piccola
quantita` di vapore acqueo per aumentare la resistenza del rivelatore alla radiazione.
L’informazione temporale degli hit nella camera e` ricostruita utilizzando dei Time
To Digital Converters. La risoluzione spaziale media ottenuta su ogni singola cella e` di
125 µm, e si misura dall’insieme di tutte le tracce cariche in eventi adronici.
L’efficienza di ricostruzione e la risoluzione sui parametri delle tracce della
DCH
L’efficienza di ricostruzione delle tracce della DCH e` stata misurata utilizzando dati relativi
ad eventi con piu` tracce, basandosi sul fatto che la ricostruzione delle tracce puo` essere
fatta in modo indipendente nell’SVT e nella DCH. L’efficienza assoluta di ricostruzione
delle tracce nella DCH e` determinata dal rapporto tra il numero di tracce ricostruite nella
DCH e il numero di tracce rivelate da SVT, con il vincolo che queste ultime siano comprese
nell’accettanza della DCH. La misura di questa efficienza in funzione di pt e dell’angolo
polare e` stata fatta utilizzando eventi a piu` adroni e il risultato e` in Figura 3.13. Per il
valore di progetto della tensione di lavoro (1960 V) l’efficienza e` in media (98 ± 1)% per
tracce con impulso maggiore di 200 MeV/c e angoli θ > 500 m rad.
La risoluzione sulla misura di pt (collegata al parametro ω) si ottiene utilizzando i
raggi cosmici (Figura 3.14). I dati sono rappresentati dalla funzione lineare:
σpt
pt
= (0.013± 0.01)% · pt + (0.45± 0.03)%
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Figura 3.13: Efficienza di ricostruzione delle tracce nella DCH; sopra in funzione di pt,
sotto in funzione dell’angolo polare [8].
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Figura 3.14: Risoluzione su pt determinata dai raggi cosmici [8].
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dove pt e` espresso in GeV/c. Il primo termine e` dovuto all’errore sulla misura spaziale, il
secondo e` il contributo dello scattering multiplo e domina per piccoli valori di pt.
La risoluzione su dE/dx della DCH
La perdita di energia per ionizzazione per particelle cariche che attraversano la DCH si
ricava dalla carica depositata in ogni cella della camera di deriva. La misura di dE/dx
nella DCH in funzione dell’impulso della traccia e` rappresentata in Figura 3.15, in cui si
vedono anche le curve di Bethe-Bloch per i diversi tipi di particella, determinate usando
i campioni di controllo. La risoluzione su questa misura si ottiene confrontando dE/dx
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Figura 3.15: Misura di dE/dx nella DCH in funzione dell’impulso della traccia [8].
misurata e attesa per e± provenienti da eventi Bhabha (Figura 3.16). Si ottiene una
risoluzione in dE/dx di circa 7.5% e una separazione tra K e π di 3 σ fino a impulsi di
700 MeV/c.
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Figura 3.16: Risoluzione sulla misura di dE/dx nella DCH [8].
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3.3 Il rivelatore Cherenkov
L’identificazione degli adroni carichi e` affidata al DIRC (Detector of Internally Reflected
Cherenkov light) che si basa sulla misura della luce Cherenkov prodotta in barre di quarzo,
luce che, riflessa piu` volte per riflessione totale, si propaga fino all’estremita` delle sbarre,
dove e` collocato il sistema di misura. Il DIRC viene principalmente impiegato per la
separazione di π e K in un intervallo di impulsi che va da 500 MeV/c a 4 GeV/c. Una
eccellente separazione π/K e` necessaria per identificare correttamente il flavour di mesoni
B neutri che decadono in stati contenenti K carichi, perche´ dal segno del K si distingue
se il B da cui esso proviene e` un B0 o un B0.
Il DIRC e` posizionato prima del calorimetro elettromagnetico e quindi deve essere
sottile ed uniforme in termini di lunghezza di radiazione, per minimizzare il degrado della
risoluzione in energia del calorimetro. Deve anche avere dimensioni radiali piccole per
ridurre il volume e quindi il costo del calorimetro. Poiche´ il rivelatore deve operare ad alta
luminosita`, e` necessaria una risposta veloce al segnale e una buona tolleranza del fondo.
La struttura e il funzionamento del DIRC
Una caratteristica peculiare del DIRC e` l’utilizzo di barre di quarzo sia come radiatore che
come guida di luce. Le particelle cariche che escono dalla regione centrale della camera di
deriva (barrel), entrando nel DIRC attraversano il materiale radiatore, costituito da 144
barre di quarzo disposte lungo la superficie laterale di un prisma a base dodecagonale.
Le particelle cariche con velocita` superiore alla soglia Cherenkov vth = c/n nel quarzo
(n = 1.473 e` l’indice di rifrazione del mezzo) emettono fotoni ad un angolo θC rispetto
alla direzione di volo tale che:
cos θC =
1
β n
.
L’angolo Cherenkov viene misurato da un sistema di 10752 fotomoltiplicatori. In Figu-
ra 3.17 e` mostrata schematicamente la geometria del DIRC e i principi di funzionamento
della produzione e del trasporto della luce e della formazione dell’immagine.
Le 144 barre di quarzo sono posizionate in dodici moduli (barboxes) disposti parallela-
mente alla direzione dei fasci nella regione cilindrica centrale e terminano ad una estremita`
con uno specchio, nella regione forward, dall’altro in un serbatoio riempito di acqua purifi-
cata, posto al di fuori del campo magnetico. I fotoni Cherenkov vengono intrappolati per
riflessione totale nelle barre di quarzo, preservando l’angolo di emissione, ed entrano nel
serbatoio di acqua che accoppia otticamente le sbarre con la matrice di fotomoltiplicatori,
che sono disposti su una superficie semi-toroidale e divisi in dodici settori corrispondenti
ai dodici moduli.
Mettendo in relazione la direzione della particella carica, ottenuta dal sistema di trac-
ciamento, con la posizione dei fototubi che osservano i fotoni Cherenkov si ricava l’angolo
θC . Questo angolo risulta fondamentale nell’identificazione delle particelle cariche, in par-
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Figura 3.17: Schema del DIRC: zona di radiazione e regione di formazione
dell’immagine [8].
ticolare per separare pioni e kaoni. La copertura angolare del rivelatore nell’angolo polare
e` di −0.84 < cos θlab < 0.90, corrispondente all’ 87% della copertura angolare totale, nel
sistema del centro di massa. La risoluzione angolare per il singolo fotone e` di 10.2 m rad
e, con una media di 30 fotoni per traccia, la risoluzione sull’angolo Cherenkov di una
traccia e` di circa 2.8 m rad. Inoltre e` possibile misurare l’intervallo temporale tra un hit
nei fotomoltiplicatori e l’istante in cui si e` verificato l’evento con una precisione di 1.7
ns. Confrontando il tempo misurato con la stima del tempo di propagazione previsto per
un certo fotone Cherenkov e` possibile ridurre il fondo di fotoni scorrelati e risolvere le
ambiguita`. Queste misure sono state fatte con eventi µ+µ− (Figura 3.18 b)) e permettono
di migliorare il collegamento tra i fotoni rivelati e le tracce cariche.
Le prestazioni del DIRC
La risoluzione σC,tr sull’angolo Cherenkov della traccia, in assenza di errori sistematici e`:
σC,tr =
σc,γ√
Nγ
(3.1)
dove σc,γ e` la risoluzione sull’angolo del singolo fotone e Nγ il numero di fotoni rivelati.
La risoluzione sull’angolo del singolo fotone Cherenkov e` stata misurata in eventi µ+µ−
(Figura 3.18a)). Dalla larghezza della distribuzione si ricava σc,γ = 10.2 m rad.
In Figura 3.19 si ha il numero di fotoni rivelati in funzione dell’angolo polare per tracce
di eventi µ+µ− confrontato con la simulazione MonteCarlo. Questo numero varia con la
distanza percorsa dalla traccia nel materiale radiatore, e va da un minimo di 20 per angoli
polari piccoli al centro del barrel fino a 65 nelle direzioni avanti e indietro, visto che in
queste direzioni la distanza percorsa dalle tracce nel radiatore e` maggiore e quindi anche
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Figura 3.18: differenza tra a) angolo Cherenkov dei singoli fotoni misurato e atteso e b)
tempo di arrivo dei fotoni misurato e atteso, per eventi µ+µ− [8].
0
20
40
60
80
-1 -0.5 0 0.5 1
cosθtrack
<
N
γ>
Data
Monte Carlo Simulation
Figura 3.19: Numero di fotoni rivelati in funzione dell’angolo polare per tracce di eventi
µ+µ− confrontato con la simulazione MonteCarlo [8].
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il numero di fotoni intrappolati per riflessione totale cresce. Questa caratteristica e` molto
utile in BABAR dove le particelle vengono emesse preferenzialmente in queste direzioni.
La combinazione di risoluzione sull’angolo Cherenkov di singolo fotone, la distribuzione
del numero di fotoni rivelati e la distribuzione dell’angolo polare per tracce cariche in
eventi µ+µ− danno una risoluzione tipica sull’angolo Cherenkov di una traccia pari a circa
2.5 m rad (eventi µ+µ−). Da questa risoluzione in funzione dell’impulso si puo` ricavare il
potere di separazione atteso di π e K per il DIRC, che risulta 4.2 σ a 3 GeV/c (Figura 3.20).
Invertendo il procedimento, si ricava una risoluzione simile misurando la separazione π/K
dai dati, che risulta essere circa 4.3 σ a 3 GeV/c.
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Figura 3.20: Separazione attesa di π e K per il DIRC, in eventi B0 → π0 π0 [8].
3.4 Il calorimetro elettromagnetico
Il calorimetro elettromagnetico e` utilizzato per misurare con una eccellente risoluzione
l’energia e la distribuzione angolare degli sciami elettromagnetici con energia compresa
tra 20 MeV e 9 GeV. Questo permette di individuare i fotoni e gli elettroni prodotti in
processi elettromagnetici e/o deboli.
I depositi di energia nell’EMC con una distribuzione spaziale laterale compatibile con
quella attesa per uno sciame elettromagnetico sono identificati come fotoni se non sono
associati a tracce cariche estrapolate dall’SVT e dalla DCH. Sono invece identificate co-
me elettroni se essi risultano associati ad una traccia carica ed il rapporto tra l’energia
misurata dall’EMC e l’impulso misurato dal sistema di tracciatura e` circa 1.
La ricostruzione dei decadimenti rari dei B contenenti π0 porta a richiedere una
risoluzione dell’1% con eccellente efficienza di ricostruzione dei fotoni a bassa energia
(∼ 20 MeV). La risoluzione angolare deve essere dell’ordine dei m rad per mantenere una
buona precisione sulla misura della massa del π0 (σ ∼ 6.5 MeV).
La struttura dell’EMC
L’EMC e` composto da 6580 cristalli di ioduro di cesio drogati al tallio. Ogni cristallo ha
la forma di un tronco di piramide trapezoidale con una lunghezza che varia, con l’angolo
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polare, tra 16 e 17.4 lunghezze di radiazione. I cristalli sono posizionati con una geometria
semi-proiettiva in una struttura cilindrica (barrel) suddivisa in 48 corone nell’angolo polare
θ, ciascuna di 120 cristalli in φ. La regione in avanti del rivelatore e` chiusa da una struttura
separata dal barrel, costituita da 9 anelli di cristalli (endcap) che permettono di misurare
l’energia delle particelle prodotte in avanti. La luce di scintillazione viene rivelata da due
fotodiodi posti sulla faccia esterna del cristallo. L’accettanza angolare del calorimetro e`
−0.78 < cos θlab < 0.96.
La calibrazione ed il controllo delle prestazioni sono realizzati con diversi metodi:
tramite impulsi inviati direttamente all’amplificatore collegato ai fotodiodi; utilizzando un
sistema che emette impulsi di luce nella regione posteriore dei cristalli, oppure facendo
circolare in un apposito sistema di tubature un liquido radioattivo (16O) che emette fotoni
da 6 MeV in ogni cristallo. Questo liquido e` prodotto utilizzando una sorgente di neutroni
di bassa energia e producendo 16N (19F (n, α)16N). In seguito si ha la reazione 16N →16
O∗e−ν¯e, in cui lo stato intermedio
16N ha una vita media di 7 s, per cui il liquido attivato
puo` essere iniettato nelle tubature per la calibrazione in modo sicuro. Vengono inoltre
usati come campioni di controllo estratti dai dati: campioni di π0, eventi Bhabha radiativi
e non, eventi µ+µ− e γγ. Per controllare eventuali variazioni della quantita` di luce viene
effettuata settimanalmente la calibrazione con eventi Bhabha e con la sorgente radiativa.
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Figura 3.21: Sezione longitudinale dell’EMC (e` mostrata solo la parte superiore) [8].
Le prestazioni dell’EMC
La risoluzione sull’energia di un calorimetro elettromagnetico omogeneo e` limitata dal-
le fluttuazioni nella propagazione degli sciami. Nel caso dell’EMC essa e` descritta em-
piricamente dalla somma in quadratura di un termine stocastico σ1 e di uno costante
σ2:
σE
E(GeV)
= σ1 E(GeV)
−1/4 ⊕ σ2 (3.2)
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Il termine stocastico e` dovuto principalmente alle fluttuazioni statistiche nel conteggio dei
fotoni, ma dipende anche dal rumore dell’elettronica di lettura e dalla presenza di fondo
generato dai fasci (sciami prodotti dalle particelle che fuoriescono dalla traiettoria dei fasci
e urtano con le pareti dei magneti e degli altri dispositivi). Questo termine domina per
basse energie. Il secondo termine, costante, nasce da diverse cause, di cui le principali sono
incertezze nella calibrazione, assorbimento dei fotoni da parte del materiale posto davanti
ai cristalli e fluttuazioni nel contenimento spaziale degli sciami. Questo termine domina
ad alte energie.
La risoluzione σE/E puo` essere misurata in diversi modi in intervalli di energia diversi. Ad
esempio, per alte energie si utilizzano campioni di controllo estratti dai dati, come eventi di
scattering Bhabha radiativi e non, mentre per basse energie si utilizza la sorgente radiativa.
Effettuando un fit delle misure sperimentali (Figura 3.22) attraverso la 3.2 si ottiene:
σ1 ≃ 2.32± 0.30%
σ2 ≃ 1.85± 0.12%
Il termine stocastico domina per energie inferiori a circa 2.5 GeV, mentre per energie
superiori e` il termine costante a limitare la risoluzione.
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Figura 3.22: Risoluzione in energia dell’EMC misurata per fotoni ed elettroni da vari
processi [8].
La risoluzione angolare del calorimetro e` determinata dalle dimensioni trasverse del cri-
stallo e dalla distanza del punto di interazione. Tuttavia i cristalli devono avere dimensioni
non inferiori al raggio di Moliere, dimensione caratteristica di uno sciame elettromagne-
tico, per non limitare la risoluzione angolare. Il compromesso tra queste due richieste e`
stato trovato scegliendo dimensioni trasverse dei cristalli dell’ordine del raggio di Moliere.
La risoluzione angolare misurata da fotoni provenienti da π0 e` mostrata in Figura 3.23;
essa varia tra 12 m rad e 3 m rad passando dalle basse alle alte energie. I dati sono ben
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descritti dalla parametrizzazione:
σφ,θ =
(
(3.87± 0.07)√
E(GeV)
+ (0.00± 0.04)
)
m rad (3.3)
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Figura 3.23: Risoluzione angolare dell’EMC misurata per fotoni provenienti da π0 [8].
3.5 L’IFR
L’identificazione dei muoni in un ampio intervallo di impulsi ed angoli e` demandata all’IFR
(Instrumented Flux Retur). Oltre a questo, l’IFR ha il compito di identificare gli adroni
neutri, come K0L e neutroni. Le caratteristiche principali di questo rivelatore sono la grande
copertura dell’angolo solido, buona efficienza ed alta reiezione del fondo per muoni, fino
ad impulsi di 1 GeV/c.
La struttura dell’IFR
L’IFR e` stato progettato in modo da avere 19 piani di Resistive Plate Chambers (RPC)
nella regione cilindrica centrale (barrel) e 18 nelle regioni anteriore e posteriore. Questi
piani si alternano alle piastre di ferro che chiudono il ritorno del campo magnetico so-
lenoidale. La struttura di ferro e` divisa in tre parti principali: il barrel che circonda il
solenoide, composto da sei sestanti, il forward endcap e il backward endacap che copro-
no la regione anteriore (asse z positivo) e posteriore del rivelatore. Inoltre, due layer di
RPC cilindrici sono installati tra il calorimetro e il criostato del magnete, per rivelare le
particelle uscenti dall’EMC, in modo da coprire le regioni nella coordinata φ non coperte
dal barrel. Questi layers cilindrici sono divisi in quattro sezioni: ognuna di esse copre un
quarto di circonferenza ed ha quattro gruppi di RPC con strip di lettura ortogonali, all’in-
terno elicoidali poste lungo le diagonali del modulo, mentre all’esterno strip parallele a z e
φ. Gli endcap hanno una forma esagonale ed ognuno di essi e` diviso verticalmente in due
3.5 L’IFR 61
meta` per permettere l’accesso ai sottosistemi interni, ed e` forato al centro per consentire
il posizionamento del tubo a vuoto e degli elementi focalizzanti di PEP-II.
Lo spessore delle piastre di ferro va da 2 cm per quelle piu` vicine al punto di interazione
a 10 cm per quelle piu` esterne per uno spessore totale ≥ 65 cm nel barrel e ≥ 60 cm negli
endcap. La maggiore granularita` negli strati interni e` giustificata dal fatto che la maggior
parte delle particelle rivelate nell’IFR interagiscono con le prime piastre che incontrano,
quindi quelle piu` interne.
I segnali prodotti dal passaggio delle particelle nello strato gassoso delle RPC sono rac-
colti su entrambi i lati della camera per mezzo di sottili strip, applicate in modo ortogonale
tra loro, su fogli isolanti, in modo da ottenere una lettura bidimensionale. Le camere sono
disposte con una geometria proiettiva che permette di avere un numero costante di strip
su tutti i piani . Le piastre di ferro che separano gli strati di RPC sono raffreddate con un
sistema ad acqua che mantiene la temperatura sotto controllo. L’efficienza delle camere
viene misurata utilizzando i raggi cosmici presi settimanalmente. Purtroppo, a causa di
imperfezioni costruttive e della mancanza di un adeguato controllo delle temperature nella
sede sperimentale, l’efficienza di una larga parte di RPC, inizialmente superiore al 90%,
ha iniziato a diminuire di circa 0.5-1% ogni mese. Per ovviare a questo problema, nel
2002 le RPC nel forward endcap sono state sostituite con nuove RPC, basate sullo stesso
principio di funzionamento ma con alcuni miglioramenti tecnici. Nell’estate del 2004 le
RPC nel barrel sono state gradualmente sostituite con tubi a streamer limitato (LST), un
regime dei rivelatori a meta` tra quello proporzionale e quello Geiger con un’efficienza di
circa il 90%.
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Figura 3.24: Schema della struttura dell’IFR [8].
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L’identificazione di muoni dell’IFR
Le particelle cariche ricostruite nel sistema di tracciatura che sono riconosciute come par-
ticelle al minimo della ionizzazione (MIP) nell’EMC, sono potenziali candidati muoni. Le
loro traiettorie sono estrapolate nell’IFR (tenendo conto degli effetti di bordo del campo
magnetico, dello scattering multiplo e della perdita di energia). Vengono poi calcolate le
intersezioni della traccia estrapolata con i piani di RPC e LST e per ogni piano di lettura,
tutti i depositi di energia rivelati (clusters) entro una distanza massima dall’intersezione
calcolata vengono associati alla traccia. Per ogni cluster associato ad una traccia vengono
calcolate alcune variabili combinate in una likelihood, al fine di distinguere i muoni dagli
adroni carichi. Queste variabili sono: il numero di lunghezze di interazione tra il punto di
interazione e quello previsto per un muone con lo stesso impulso e direzione; la media e la
deviazione standard delle distribuzioni del numero di hits per layer nelle RPC e LST; il
χ2 per l’accordo tra traccia estrapolata e il centro del cluster associato.
L’efficienza di selezione dei muoni e` stata misurata su campioni di muoni da stati finali
del tipo µµee e µµγ, e da pioni da decadimenti in tre tracce del τ e decadimenti K0S →
π+ π−. Come si vede dalla Figura 3.25 nell’intervallo di impulsi tra 1.5 GeV/c e 3 GeV/c
si raggiunge un’efficienza di rivelazione dei µ vicina al 90%. Sopra 1 GeV/c si ha una
probabilita` di errata identificazione dei pioni tra il 5% e il 10%.
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Figura 3.25: Efficienza di rivelazione dei µ e probabilita` di errata identificazione dei π in
funzione a) dell’impulso nel sistema del laboratorio e b) dell’angolo polare [8].
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3.6 Il trigger
Il sistema di trigger e` diviso in due livelli sequenziali, il secondo condizionato al primo.
Il livello L1 interpreta i segnali che arrivano dal rivelatore, riconoscendo e rimuovendo il
fondo per portarlo ad un livello accettabile per il secondo trigger, software (L3). Il trigger
L1 e` di tipo hardware ed e` costituito da processori basati su una tecnologia interna di
tipo pipeline, in modo da diminuire i tempi di esecuzione. In questo modo si ottiene in
uscita una frequenza dell’ordine di 2kHz o inferiore. La selezione del trigger L1 utilizza
i dati provenienti dalla camera di deriva e dal calorimetro elettromagnetico. Il tempo
di risposta massima e` di 12 µs. Sulla base delle informazioni complete sull’evento e sul
trigger L1, l’algoritmo del software L3 seleziona gli eventi interessanti, che vengono quindi
immagazzinati per l’elaborazione. L’output viene limitato ad una frequenza di 120 Hz
in modo da non sovraccaricare il sistema di memorizzazione e di calcolo. La decisione
sugli eventi da selezionare nel software del trigger L3 vengono prese da due insiemi di filtri
ortogonali, uno basato soltanto sulle informazioni della DCH e l’altro basato soltanto sulle
informazioni dell’EMC. I filtri della DCH selezionano gli eventi che contengono almeno
una traccia ad alto impulso trasverso (pt > 600 MeV/c) oppure due traccie con basso
pt originate dal punto di interazione. I filtri dell’EMC selezionano eventi con una massa
effettiva maggiore di 1.5 GeV; la massa effettiva e` calcolata dalla somma dei depositi di
energia di tutto l’evento e dalla posizione del centroide di questi depositi di energia pesata
con l’energia stessa, nell’ipotesi che le particelle abbiano massa nulla. L’evento deve inoltre
contenere almeno due depositi di energia con energia maggiore di 350 MeV nel centro di
massa oppure almeno quattro depositi di energia.
3.7 La simulazione MonteCarlo
Nella simulazione di un rivelatore complesso come BABAR si possono distinguere tre fasi
principali:
1. Generazione del processo fisico usando le ampiezze del processo calcolate da un
modello teorico o parametrizzate empiricamente. In questa fase vengono calcolati
impulsi e posizioni delle particelle al punto di interazione. Queste informazioni si
chiamano comunemente “verita` MonteCarlo”.
2. Propagazione delle particelle nel rivelatore, che tiene conto dei possibili decadimenti
delle particelle e di tutti i processi fisici di interazione col materiale del rivelatore,
dalla perdita di energia per ionizzazione alla formazione di coppie. Per garantire la
necessaria accuratezza il rivelatore e` descritto in grande dettaglio.
3. Simulazione della risposta del rivelatore al passaggio delle particelle, che tiene conto
delle caratteristiche di rivelazione del dispositivo e dell’elettronica di lettura. In
questa fase vengono prodotti dati in tutto e per tutto simili a quelli acquisiti sul
rivelatore durante la presa dati.
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La fase 1. viene realizzata con generatori scritti appositamente a seconda del processo
di interesse, come EvtGen [16] e JetSet [19]. Le fasi 2. e 3. utilizzano il pacchetto
GEANT4 [4], molto utilizzato in esperimenti delle alte energie ed in altri campi, che
permette una descrizione molto accurata del rivelatore.
Da questo punto in poi i dati provenienti dalla simulazione subiscono lo stesso tratta-
mento dei dati provenienti da un evento reale. Le informazioni in uscita dal detector sono
propagate attraverso l’intera catena di ricostruzione e successivamente memorizzate, come
se fossero relative ad un evento reale.
I dati memorizzati provenienti da una simulazione MonteCarlo forniscono una descri-
zione della risposta del detector ad un dato processo fisico e possono essere quindi utilizzati
per testare e ottimizzare le varie tecniche di analisi.
Capitolo 4
La selezione degli eventi
Questo capitolo costituisce la prima parte del lavoro che ho svolto per questa tesi e consiste
nella selezione degli eventi di segnale D0 (D0) → K0S h+ h−, h = K,π per la misura dei
parametri del mixing xD e yD. Sono descritti gli studi sui tagli impiegati per la selezione
degli eventi dal campione di dati utilizzato e il risultato della selezione sugli eventi Mon-
teCarlo. Sono descritte le categorie per la classificazione degli eventi ed infine e` riportato
lo studio sulla correlazione tra le variabili mD0 e ∆m.
4.1 Il campione di dati utilizzato
In questa analisi si utilizzano i dati raccolti dal rivelatore BABAR in 5 periodi di presa dati
(Run 1, 2, 3, 4, 5) corrispondenti ad una luminosita` integrata di 384.1 fb−1. Gli eventi di
segnale vengono selezionati utilizzando la produzione di D∗ in e+e− → cc¯ ed i successivi
decadimenti D∗+ → D0 π+, D∗− → D0 π−. Questo metodo permette, rispetto ad una
selezione diretta del solo D0, di ottenere un campione particolarmente puro, grazie all’uso
della differenza di massa ∆m = mD∗ − mD0 ed inoltre permette la determinazione del
flavour del D attraverso l’osservazione della carica del π. Tenendo conto dei branching
ratios e delle sezioni d’urto riportate in Tabella 4.1, il numero di eventi di segnale che
ci aspettiamo nel campione complessivo e` di circa 3 × 106 per il canale di segnale D0
(D0) → K0Sπ+π− e 5 × 105 per il canale di segnale D0 (D0) → K0SK+K−, su un totale
di 1.7× 109 eventi. Dal momento che la selezione e la parametrizzazione degli eventi non
dipendono dal flavour del D, d’ora in poi quando ci si riferisce al canale di segnale D0 →
K0S h
+ h−, si comprende anche il decadimento D0 → K0S h+ h−.
Per lo studio del fondo, la selezione degli eventi e la parametrizzazione delle distribu-
zioni delle variabili nelle categorie di fondo e di segnale sono stati utilizzati eventi generati
dal MonteCarlo ufficiale dell’esperimento. Sono stati simulati i processi e+e− → τ+τ−,
e+e− → qq¯ dove q = u, d, s, c e e+e− → Υ (4S). La Υ (4S) decade in circa la meta` degli
eventi in B0B0 e nell’altra meta` in B+B−. Gli eventi del primo tipo sono contenuti nel
campione B0B0bar e quelli del secondo tipo nel campione BpBm. Gli eventi in cui q = u, d, s
sono raccolti in un unico campione (uds), separato da quello che contiene gli eventi in cui
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canale valore
σ(bb) 1.1 nb
σ(cc) 1.3 nb
σ(uds) 2.09 nb
σ(e+e− → D∗±X) 580± 70 pb [7]
BR(D∗+ → D0π+) (67.7± 0.5) 10−2 [22]
BR(D0 → K0Sπ+π−) (2.90± 0.19) 10−2 [22]
BR(D0 → K0SK+K−) (4.58± 0.34) 10−3 [22]
BR(K0S → π+ π−) (69.20± 0.05) 10−2 [22]
Tabella 4.1: Valori delle sezioni d’urto e dei branching ratios relativi ai processi rilevanti
di fondo e di segnale.
q = c (ccbar). Infine gli eventi generati e+e− → τ+τ− sono contenuti nel campione tau.
Il numero di eventi di fondo generati e la luminosita` corrispondente sono riportati in Ta-
bella 4.2.
campione eventi luminosita` ( fb−1)
B0B0bar 567.3M 1031.4
BpBm 574.6M 1044.7
uds 775.8M 371.2
ccbar 783.3M 602.5
tau 325.8M 366.0
Tabella 4.2: Numero di eventi di fondo generati nei diversi canali e corrispondenti
luminosita` integrate.
La simulazione MonteCarlo degli eventi di segnale consiste nel simulare un’interazione
e+e− → cc in cui un quark charm e` rivestito come D∗ che segue la catena di decadimento
di segnale, mentre l’altro quark charm e` lasciato libero di decadere in qualsiasi canale.
Le particelle che provengono dai decadimenti del quark charm non di segnale fanno parte
del “resto dell’evento”. Il campione che contiene questi eventi e` chiamato signal. In
Tabella 4.3 sono riportati i valori del numero di eventi di segnale simulati nei due canali
di segnale e le corrispondenti luminosita` integrate, calcolate a partire dal numero di eventi
generati, secondo la formula:
Nevt = σevt ·L (4.1)
dove Nevt rappresenta il numero totale di eventi e σevt e` la sezione d’urto totale del processo
in questione.
E` necessario sottolineare come anche gli eventi contenuti nel campione signal possano
costituire un fondo quando sono malricostruiti. Ad esempio puo` accadere che un pione ap-
partenente al resto dell’evento venga riconosciuto come un pione figlio del K0S . Per essere
sicuri di studiare gli eventi di segnale generati dal MonteCarlo e ricostruiti correttamente
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canale eventi luminosita` ( fb−1)
D∗+ → π+s D0; D0 → K0Sπ+π− 2.034M 516.2
D∗− → π−s D0; D0 → K0Sπ+π− 2.034M 516.2
D∗+ → π+s D0; D0 → K0SK+K− 175k 281.1
D∗− → π−s D0; D0 → K0SK+K− 175k 281.1
Tabella 4.3: Numero di eventi di segnale generati nei due canali e corrispondenti luminosita`
integrate.
dal codice si puo` accedere alla verita` MonteCarlo, ovvero l’informazione di come questi
eventi siano stati generati. Nel seguito indicheremo con “evento di segnale” l’evento in cui
la ricostruzione dell’albero di decadimento e` stata effettuata correttamente. In caso con-
trario, l’evento sara` detto “evento di segnale malricostruito”. Per chiarezza indicheremo
con signalTM il campione contenente tutti e soli gli eventi di segnale ricostruiti corretta-
mente. Il campione signal continuera` a contenere tutti gli eventi di segnale generati e
quindi sia quelli ricostruiti correttamente sia quelli malricostruiti.
4.2 La preselezione degli eventi
I dati relativi agli eventi che superano i trigger subiscono una preselezione composta da
due fasi. Anche gli eventi MonteCarlo passano attraverso questa preselezione.
Inizialmente i dati vengono analizzati da un codice che effettua una prima blanda se-
lezione, lo skimming, volta a diminuire fortemente la quantita` di dati da immagazzinare.
Esistono skimming diversi a seconda dei canali che si vogliono analizzare; e` comunque
abbastanza comune che piu` analisi utilizzino lo stesso skimming. A questo livello le par-
ticelle che hanno certe proprieta` in comune sono raggruppate in liste. Ad esempio tutte
le particelle cariche vengono associate alla lista TaggingList. Una stessa particella puo`
essere associata a diverse liste che sono utilizzate nella ricostruzione del decadimento.
La ricostruzione del decadimento avviene nella seconda fase della preselezione dove ogni
gruppo di analisi implementa un codice di ricostruzione per il canale di segnale. Il codice
di ricostruzione ripercorre l’albero di decadimento in senso inverso, cercando le particelle
candidate nelle liste create nella prima fase della selezione: se dobbiamo individuare un π+
per la ricostruzione di un certo decadimento, possiamo scegliere quale lista utilizzare per
cercare il candidato pione; se non abbiamo particolari richieste, possiamo cercarlo nella
lista TaggingList; se invece vogliamo avere una probabilita` maggiore che la particella
scelta sia effettivamente un pione, possiamo cercarlo in una lista che abbia delle richieste
piu` stringenti sulle proprieta` di questa particella, utilizzando le informazioni nel PID. La
scelta di come selezionare le diverse particelle rappresenta un compromesso tra efficienza e
purezza e dipende dal tipo di particella, dal suo spettro di impulso, e da come la particella
verra` usata nella successiva ricostruzione. Il canale di segnale fornisce significativi vincoli
cinematici, ed e` quindi conveniente in questa analisi utilizzare liste di tracce con richieste
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minimali. Quando il codice di ricostruzione arriva a ricostruire la particella madre di tutte
(nel nostro caso il D∗), produce un “candidato evento ricostruito”. In un evento possono
esserci piu` candidati eventi ricostruiti. In questa fase, inoltre, si producono le ntuple che
contengono tutte le variabili che si utilizzeranno durante l’analisi.
Nel seguito sono esposte le caratteristiche delle particelle con le quali si ricostruisce
l’albero di decadimento di segnale a livello della preselezione descritta finora.
I candidati pioni figli del K0S
I pioni provenienti dal decadimento del K0S sono selezionati dalla lista ChargedTracks che
contiene tutte le particelle cariche su cui e` stata fatta un’ipotesi di massa di pione.
I candidati K0S
Il candidato K0S e` selezionato dalla lista KsDefaultMass. In questa lista sono presenti
particelle ricostruite prendendo due candidati pioni descritti precedentemente che abbia-
no una massa invariante compresa tra 522.684 MeV/c2 e 472.684 MeV/c2 ovvero in una
finestra di 25 MeV/c2 intorno alla massa nominale del K0S [22]. Il vertice di decadimento
della particella e` determinato con un fit geometrico ai parametri delle tracce.
I candidati pioni (o kaoni) figli del D0
I pioni (o kaoni) provenienti dal decadimento delD0 sono selezionati dalla lista GoodTracksVeryLoose
che contiene particelle cariche con le seguenti caratteristiche:
 momento trasverso compreso tra 0 GeV/c e 10 GeV/c;
 distanza di approccio massima dal piano xy = 1.5 cm;
 distanza di approccio massima dall’asse z = 10 cm;
 distanza di approccio minima dall’asse z = -10 cm.
I candidati D0 e D0
I candidati D0 e D0 sono selezionati dalla lista D0DalitzHardDefault che contiene par-
ticelle formate combinando un candidato K0S con due candidati pioni (o kaoni) di carica
opposta. La massa invariante delle tre particelle deve essere compresa in una finestra di
40 MeV/c2 intorno al valore nominale della massa del D0 [22]. Inoltre l’impulso del D0
nel sistema del centro di massa deve essere maggiore di 2.2 GeV/c. Anche in questo caso
Il vertice di decadimento della particella e` determinato con un fit geometrico ai parametri
delle tracce.
4.2 La preselezione degli eventi 69
I candidati pioni soffici πs
I candidati pioni soffici vengono selezionati dalla stessa lista utilizzata per i figli del D0,
GoodTracksVeryLoose. Non si utilizzano informazioni del PID perche´ all’energia del πs
non sono molto accurate.
I candidati D∗±
Per cercare i candidati D∗ si hanno a disposizione due liste: DstarDalitzHardDefault
e DstarDalitzHardDefaultBS. In entrambe le liste ci sono particelle formate da un can-
didato D0 e un candidato πs con la differenza tra la massa del D
0 e quella del D∗
(∆m = mD∗ −mD0) in una finestra di 15 MeV/c2 intorno al valore nominale di ∆m [22].
Inoltre, tutti i parametri delle tracce (v. paragrafo 3.2.1) sono fittati nuovamente impo-
nendo che il valore della massa del D0 sia esattamente quello riportato dal PDG [22]. La
differenza tra le due liste sta nell’imporre o no, in questo fit, un vincolo sul punto spaziale
in cui si origina il πs. Il D
∗ decade quasi subito dopo essersi formato e noi cerchiamo
un D∗ che provenga direttamente dall’adronizzazione di un quark charm. I D∗ di segnale
quindi si formano e decadono dentro la beam spot (BS), la regione dello spazio in cui i
due fasci e+ e e− si incontrano. La lista DstarDalitzHardDefaultBS contiene i D∗ fittati
con il vincolo che i pioni soffici siano originati all’interno della beam spot. I D∗ che appar-
tengono all’altra lista, invece, sono fittati senza alcuna richiesta di questo tipo sul pione
soffice. Ce` da sottolineare come il vincolo nel fit sull’origine del πs non implichi che il
vertice di decadimento del D∗ sia anch’esso all’interno della beam spot. Questo fatto e` una
conseguenza dell’errore ineliminabile associato ai parametri delle tracce e quindi anche al
vertice di decadimento. Nel fit ai parametri delle tracce, oltre al vincolo sull’origine del πs,
si puo` imporre un ulteriore vincolo sull’origine del D0 all’interno della beam spot. Questa
operazione e` fatta a livello di codice di ricostruzione, nella seconda fase della preselezione.
Per l’analisi si avranno quindi tre variabili diverse per il valore di ∆m, corrispondenti ai
tre tipi di ricostruzione del D∗; esse saranno descritte meglio nel paragrafo 4.4.
Nelle Tabelle 4.4 e 4.5 sono riportate le efficienze di preselezione per ogni campione
nei due canali di segnale. L’efficienza e` definita come il rapporto tra numero di eventi
rimanenti dopo l’applicazione del taglio (in questo caso la preselezione) e il numero di
eventi prima dell’applicazione del taglio.
B0B0bar BpBm ccbar uds tau signal signalTM
0.23% 0.17% 0.43% 0.14% 7 · 10−4% 46.0% 60.3%
Tabella 4.4: Efficienza di preselezione per i diversi campioni nel canale di segnale
D0 → K0Sπ+π−. L’efficienza relativa a signalTM e` calcolata rispetto al numero di eventi
del campione signal che hanno passato la preselezione e rappresenta la frazione di eventi
di segnale correttamente ricostruiti.
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B0B0bar BpBm ccbar uds tau signal signalTM
0.10% 0.07% 0.27% 0.07% 2.6 · 10−4% 47.5% 57.4%
Tabella 4.5: Efficienza di preselezione per i diversi campioni nel canale di segnale
D0 → K0SK+K−. L’efficienza relativa a signalTM e` calcolata rispetto al numero di eventi
del campione signal che hanno passato la preselezione e rappresenta la frazione di eventi
di segnale correttamente ricostruiti.
Le efficienze di preselezione nei due campioni di segnale (signal) sono simili mentre
quelle sui campioni di fondo per la ricostruzione del canale D0 → K0SK+K− sono circa
la meta` di quelle relative all’altro canale di segnale. Questo e` dovuto al fatto che i kaoni
sono piu` facilmente individuabili rispetto ai pioni.
4.3 I criteri di selezione
Data l’importanza di avere un campione di dati puro per estrarre i parametri del mixing
con un errore piu` piccolo possibile, e` necessario studiare gli eventi di fondo e trovare dei
criteri di selezione che li possano eliminare.
Innanzitutto riduciamo la finestra in ∆m in cui cerchiamo eventi di segnale e ricordiamo
il taglio sulla massa ricostruita del D0 a livello di preselezione:
|mD0 −mD0(PDG)| < 40 MeV/c2 (4.2)
0.14 GeV/c2 < ∆m < 0.16 GeV/c2 (4.3)
Eventi in cui sia la massa ricostruita del D0 che il ∆m si allontanano molto dai valori
quotati dal PDG [22] sono eventi di fondo oppure, se sono eventi di segnale, sono stati
misurati male e quindi escluderli aumenta la precisione della misura pur riducendo, anche
se di poco, la statistica.
E` molto importante selezionare i D0 che provengono da un decadimento del D∗ e non
dal decadimento di un B. Puo` accadere, infatti, che ad un D0 proveniente dal decadimento
di un B si associ un pione appartenente al resto dell’evento. Questa eventualita` non e` rara
in quanto i B prodotti dalle collisioni e+e− sono moltissimi1 e in circa 60% (90%) dei
casi un B0 (B+) decade in un D0 o un D0 [22]. Inoltre i pioni sono le particelle con la
piu` alta molteplicita` in un evento e quindi non e` difficile trovare un pione compatibile.
Questo tipo di eventi non puo` essere considerato di segnale perche´ la carica del pione non
e` correlata al flavour del D0. Per eliminare questo tipo di fondo imponiamo un taglio
sull’impulso nel sistema del centro di massa della coppia e+e−. Un D0 che proviene da
un decadimento di un B in due corpi ha un impulso massimo che puo` essere calcolato.
Per calcolare questo impulso massimo supponiamo che il B decada in D0 π, essendo il
π la particella piu` leggera. Risulta che l’impulso del D0 nel centro di massa del B e`
1con 384 fb−1 si hanno circa 4× 108 coppie di B B.
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2.3 GeV/c e, effettuando una trasformazione di Lorentz, si trova che tale impulso vale
2.5 GeV/c nel centro di massa della coppia e+e−. Come verifica ho studiato l’efficienza
del taglio sull’impulso nel centro di massa del D0 in funzione del modulo dell’impulso per
i campioni signalTM, B0B0bar e BpBm. In Figura 4.1 e` riportata la percentuale di D0 veri
(vale a dire ricostruiti correttamente) che sopravvivono al taglio rispetto ai D0 veri dopo
la preselezione, in funzione del valore del taglio sull’impulso per i campioni BpBm per i due
canali di segnale.
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Figura 4.1: Percentuale di D0 veri provenienti da B sopravvissuti al taglio sul modulo del-
l’impulso del D0 nel centro di massa rispetto ai D0 veri che hanno passato la preselezione,
in funzione del valore del taglio dell’impulso. A sinistra per il campione BpBm del canale
D0 → K0Sπ+π− e a destra per il campione BpBm del canale D0 → K0SK+K−.
Come si vede, la percentuale va rapidamente a zero per entrambi i campioni e vale circa 3%
quando il taglio e` posto a 2.5 GeV/c. Risultati analoghi si hanno per i campioni B0B0bar
di entrambi i canali anche se la percentuale risulta leggermente maggiore. Per quanto
riguarda gli eventi di segnale risulta che questa percentuale vale circa 86%. Imponiamo il
seguente taglio:
|~p∗D0 | > 2.5 GeV/c (4.4)
Il taglio riduce fortemente il contributo al fondo che proviene dai decadimenti dei B ma
non lo elimina completamente. Questo perche´ ci sono anche decadimenti in tre corpi del
B in cui viene prodotto un D0 e il cui impulso non e` limitato inferiormente.
I tagli che saranno discussi nel seguito si basano sul fatto che riuscire a misurare bene
le particelle non solo aumenta la precisione della misura ma elimina eventi di fondo in
quanto una misura precisa riduce la probabilita` di ricostruire male un evento e scambiarlo
per uno di segnale.
Dato che la carica del pione soffice determina il flavour del D, e` di assoluta importanza
riuscire a misurare bene questa particella. Per far questo ho studiato le parti del rivelatore
utili per misurare il pione in funzione del suo impulso trasverso che determina il raggio
massimo a cui puo` arrivare la traccia. In Figura 4.2 e` riportata la distribuzione in impulso
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trasverso del πs e sono riportate, all’altezza dell’impulso trasverso minimo necessario ad
arrivarci2, le frazioni di eventi in cui la particella arriva ad un certo modulo del rivelatore.
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Figura 4.2: Distribuzione del momento trasverso del pione soffice nel sistema di riferimento
del laboratorio per eventi di segnale per il canale di segnale D0 → K0Sπ+π− (a sinistra)
e D0 → K0SK+K− (a destra). Nessun taglio e` applicato. “DCH” = camera di deriva,
“DCH f.e.” = camera di deriva a piena efficienza, ovvero con almeno 40 hits, “DIRC” =
Rivelatore Cherenkov.
Per assicuraci che il pione soffice sia ben misurato richiediamo che abbia un impul-
so trasverso di almeno 100 MeV/c e che abbia almeno una hit nella camera di deriva.
Applichiamo quindi i seguenti tagli:
|~pt(πs)| > 0.1 GeV/c (4.5)
NDCH(πs) > 0 (4.6)
E` importante misurare bene anche gli altri pioni (e kaoni) che provengono dai deca-
dimenti del K0S e del D
0 poiche´ a partire da questi si ricostruisce il D0. Per far questo
imponiamo che gli impulsi trasversi di queste particelle siano maggiori di 100 MeV/c,
cos´ı come si e` fatto per il pione soffice. In questo modo ci assicuriamo che le particelle
attraversino una buona parte del rivelatore, almeno fino alla camera di deriva:
∣∣∣~pt(h1, h2 da D0)∣∣∣ > 0.1 GeV/c (4.7)∣∣∣~pt(π1, π2 da K0S)∣∣∣ > 0.1 GeV/c (4.8)
Ho studiato l’eventualita` di aggiungere un taglio sul numero di hit nella camera di deriva
anche per queste particelle ma l’efficienza del taglio (circa 80%) era la stessa sugli eventi
di fondo e sugli eventi di segnale. Questo taglio avrebbe solo diminuito la statistica senza
aumentare la purezza del campione ed ho quindi deciso di non aggiungerlo ai tagli di
selezione.
2i valori dell’impulso trasverso necessari per arrivare ad una certa parte del rivelatore sono stati trovati
in [8] e in [14] .
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E` utile porre un taglio anche sulla massa ricostruita del K0S . Se uno dei due pioni figli
non proviene dal decadimento del K0S ma, ad esempio, si e` scambiato il pione soffice per
un figlio del D0 allora la massa invariante della coppia di pioni sara` diversa da quella del
K0S . Imponiamo che la massa ricostruita del K
0
S disti al piu` 9 MeV/c
2 da quella riportata
dal Particle Data Group [22]:
∣∣∣mK0
S
− mK0
S
(PDG)
∣∣∣ < 9 MeV/c2 (4.9)
(4.10)
Inoltre, dato che i vertici di decadimento vengono determinati effettuando un fit geo-
metrico, possiamo mettere un taglio sulla probabilita` associata alla ricostruzione dei tre
vertici:
P (χ2, vertice D∗) > 0.0001 (4.11)
P (χ2, vertice D0) > 0.0001 (4.12)
P (χ2, vertice K0S) > 0.0001 (4.13)
Il limite inferiore scelto e` molto piccolo (0.0001); questo perche´ vogliamo togliere gli eventi
in cui la probabilita` e` zero senza fare richieste piu` stringenti che avrebbero un effetto
significativo sulla statistica, riducendo il numero di eventi di segnale.
Riassumiamo i tagli esposti fino a questo punto:
1. |mD0 −mD0(PDG)| < 40 MeV/c2 e 0.14 GeV/c2 < ∆m < 0.16 GeV/c2;
2.
∣∣~p∗D0 ∣∣ > 2.5 GeV/c;
3. |~pt(πs)| > 0.1 GeV/c;
4. NDCH(πs) > 0;
5.
∣∣~pt(h1, h2 da D0)∣∣ > 0.1 GeV/c;
6.
∣∣~pt(π1, π2 da K0S)∣∣ > 0.1 GeV/c;
7.
∣∣∣mK0
S
− mK0
S
(PDG)
∣∣∣ < 9 MeV/c2;
8. P (χ2, vertice D∗) > 0.0001;
9. P (χ2, vertice D0) > 0.0001;
10. P (χ2, vertice K0S) > 0.0001;
Nella Tabella 4.6 (4.7) sono riportati l’efficienza assoluta e il numero di eventi rimasti dopo
ogni taglio con le efficienze relative per ogni campione, nel canale di segnale D0 → K0Sπ+π−
(D0 → K0SK+K−).
Nelle Figure 4.3 e 4.4 sono visibili gli effetti dei tagli sulle distribuzioni di mD0 e ∆m per
gli eventi di segnale. In ogni figura sono sovrapposti gli istogrammi delle distribuzioni che
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taglio B0B0bar BpBm ccbar
mD0 & ∆m 671787(50.7%) 478127(47.7%) 1983510(59.4%)
|~p∗D0 | 174087(25.9%) 124583(26.1%) 1141967(57.6%)
|~pt(πs)| 150906(86.7%) 108870(87.4%) 1056538(92.5%)
NDCH(πs) 131474(87.1%) 94756(87.0%) 955055(90.4%)∣∣~pt(h1, h2 da D0)∣∣ 122304(93.0%) 88178(93.2%) 893301(93.5%)∣∣~pt(π1, π2 da K0S)∣∣ 109833(89.8%) 79120(89.6%) 838762(93.9%)
mK0
S
66624(60.7%) 45635(57.7%) 527646(62.9%)
P (χ2, vertice D∗) 52139(78.3%) 34966(76.6%) 433077(82.1%)
P (χ2, vertice D0) 45674(87.6%) 30640(87.6%) 399983(92.4%)
P (χ2, vertice K0S) 45218(99.0%) 30297(98.9%) 397402(99.4%)
efficienza assoluta 8 10−5 5 10−5 5 10−4
taglio uds tau signalTM
mD0 & ∆m 525185(47.9%) 1184(50.9%) 1082680(96.0%)
|~p∗D0 | 286117(54.5%) 780(65.8%) 927171(85.6%)
|~pt(πs)| 252472(88.2%) 679(87.1%) 901821(97.3%)
NDCH(πs) 223497(88.5%) 608(89.5%) 839260(93.1%)∣∣~pt(h1, h2 da D0)∣∣ 209449(93.7%) 547(90.0%) 821644(97.9%)∣∣~pt(π1, π2 da K0S)∣∣ 192392(91.8%) 515(94.1%) 798299(97.2%)
mK0
S
114791(59.7%) 257(49.9%) 751162(94.1%)
P (χ2, vertice D∗) 85393(74.4%) 169(65.8%) 701957(93.4%)
P (χ2, vertice D0) 78934(92.4%) 151(89.3%) 664552(94.7%)
P (χ2, vertice K0S) 78331(99.2%) 148(98.0%) 653336(98.3%)
efficienza assoluta 10−4 5 10−7 16.1%
Tabella 4.6: Canale di segnale D0 → K0Sπ+π−. Numero degli eventi dopo i tagli applicati
in succesione, tra parentesi e` riportata l’efficienza relativa del taglio. L’efficienza assoluta
e` calcolata rispetto al numero di eventi generati nel MC (v. Tabelle 4.2 e 4.3). Per
il campione signalTM, l’efficienza del primo taglio e` calcolata rispetto agli eventi del
campione signalTM che hanno passato la preselezione, quella assoluta rispetto agli eventi
generati nel campione signal.
si ottengono applicando in successione i tagli. Come si vede dalle due figure l’applicazione
dei criteri di selezione, oltre che ridurre il numero di eventi di fondo, ha come effetto quello
di migliorare la risoluzione delle variabili che si utilizzeranno per discriminare gli eventi di
fondo da quelli di segnale. Di conseguenza il potere discriminante delle distribuzioni delle
due variabili e` aumentato.
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taglio B0B0bar BpBm ccbar
mD0 & ∆m 279190(48.4%) 170651(44.1%) 1230654(57.4%)
|~p∗D0 | 96770(36.7%) 59732(35.0%) 797373(64.8%)
|~pt(πs)| 77770(80.4%) 47687(79.8%) 718977(90.2%)
NDCH(πs) 67291(86.5%) 40894(85.8%) 645016(91.0%)∣∣~pt(h1, h2 da D0)∣∣ 64439(95.8%) 39171(95.8%) 626761(97.2%)∣∣~pt(π1, π2 da K0S)∣∣ 55813(86.6%) 33883(86.5%) 564565(90.1%)
mK0
S
32282(57.8%) 18854(55.6%) 352796(62.5%)
P (χ2, vertice D∗) 23418(72.5%) 13100(69.5%) 273226(77.4%)
P (χ2, vertice D0) 19731(84.3%) 10956(83.6%) 242997(88.9%)
P (χ2, vertice K0S) 19386(98.3%) 10757(98.2%) 240483(99.0%)
efficienza assoluta 3 10−5 2 10−5 3 10−4
taglio uds tau signalTM
mD0 & ∆m 244406(44.0%) 407(47.3%) 91302(95.8%)
|~p∗D0 | 146463(59.9%) 357(87.7%) 78978(86.5%)
|~pt(πs)| 119908(81.9%) 309(86.6%) 77322(97.9%)
NDCH(πs) 103899(86.6%) 274(88.7%) 72032(93.2%)∣∣~pt(h1, h2 da D0)∣∣ 100117(96.4%) 262(95.6%) 71973(99.9%)∣∣~pt(π1, π2 da K0S)∣∣ 87479(87.4%) 235(89.7%) 69080(96.0%)
mK0
S
50466(57.7%) 107(45.5%) 64573(93.5%)
P (χ2, vertice D∗) 33736(66.8%) 70(65.4%) 59424(92.0%)
P (χ2, vertice D0) 29356(87.0%) 60(85.7%) 55598(93.6%)
P (χ2, vertice K0S) 28922(98.5%) 59(98.3%) 54519(98.1%)
efficienza assoluta 4 10−5 2 10−7 15.6%
Tabella 4.7: Canale di segnale D0 → K0SK+K−. Numero degli eventi dopo i tagli applicati
in succesione, tra parentesi e` riportata l’efficienza relativa del taglio. L’efficienza assoluta
e` calcolata rispetto al numero di eventi generati nel MC (v. Tabelle 4.2 e 4.3).Per il cam-
pione signalTM, l’efficienza del primo taglio e` calcolata rispetto agli eventi del campione
signalTM che hanno passato la preselezione, quella assoluta rispetto agli eventi generati
nel campione signal.
4.3.1 Ottimizzazione
Nei tagli imposti finora ci siamo occupati soprattutto che l’albero di decadimento fosse
ricostruito nel modo giusto e che le quantita` cinematiche rilevanti fossero misurate con
sufficiente precisione. Dobbiamo ora prendere in considerazione il fatto che il fit finale sara`
un fit dipendente dal tempo e quindi dobbiamo preoccuparci che anche il tempo proprio
del D0 sia misurato con sufficiente precisione.
Nelle ntple abbiamo l’informazione relativa all’errore sulla misura del tempo proprio t del
D0: σt. Si puo` pensare di togliere gli eventi misurati male dal punto di vista temporale,
tagliando direttamente su σt. Prima di effettuare questa operazione e` necessario verificare
che questa variabile non sia correlata alle variabili s12 e s13 del piano di Dalitz. Questo
perche´, come ho esposto nel Capitolo 2, vogliamo essere sensibili alle variazioni nella
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Figura 4.3: Istogrammi sovrapposti delle distribuzioni in mD0 (a sinistra) e ∆m (a destra)
per eventi di segnale D0 → K0Sπ+π−, ottenuti applicando in successione i tagli. Gli
istogrammi sono in scala logaritmica.
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Figura 4.4: Istogrammi sovrapposti delle distribuzioni in mD0 (a sinistra) e ∆m (a destra)
per eventi di segnale D0 → K0SK+K−, ottenuti applicando in successione i tagli. Gli
istogrammi sono in scala logaritmica.
distribuzione degli eventi sul piano di Dalitz dovute alla presenza del mixing e/o della
violazione di CP . Se effettuiamo un taglio su una variabile correlata alle variabili di
Dalitz, cambiamo noi stessi la distribuzione degli eventi sul DP e dovremo tenere conto di
questo nel fit, introducendo una mappa di efficienza dei tagli sul piano di Dalitz. Questa
operazione non sarebbe un problema se non avessimo gia` tanti parametri liberi da fittare;
aggiungerne altri, che si potrebbero invece evitare, complicherebbe ancor di piu` il fit. Per
i tagli imposti finora la correlazione tra la variabile del taglio e le variabili di Dalitz e`
trascurabile.
Il tempo proprio del D0 e` legato alla lunghezza di decadimento L:
L = βγt. (4.14)
Dal momento che la precisione della misura di t e` dovuta principalmente a L e non a βγ,
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si ha che:
σt ≃ σL
βγ
, (4.15)
dove si e` indicato con σL la risoluzione sulla misura della lunghezza di decadimento del
D0. Dalla 4.15 si capisce che σt dipende da quanto bene si riesce a ricostruire il vertice
del D0 e quello del D∗, la loro distanza infatti e` proprio L. Il vertice del D∗ e` ricostruito
combinando l’impulso del pione soffice e quello del D0. Il pione soffice non e` correlato
con le variabili del piano di Dalitz in quanto e` estraneo al decadimento del D0, quindi e`
necessario investigare il D0. La risoluzione del vertice del D0 dipende principalmente dai
due pioni (o kaoni) piu` che dal K0S essendo quest’ultimo una particella ricostruita e non
una traccia misurata direttamente. La risoluzione sulla direzione di volo di un pione, in
conseguenza al multiple scattering, dipende dal modulo del suo impulso. La variabile di
Dalitz s23 ha come parte spaziale ~phh = ~ph1 +~ph2 e, dato che le variabili di Dalitz non sono
indipendenti, ~phh e` correlato a s12 e s13. Per capire se vi e` effettivamente una correlazione
tra σt e le variabili s12 e s13, ho studiato (Figura 4.5) il valor medio di σt in finestre di
|~phh| larghe 100 MeV/c.
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Figura 4.5: Valore medio di σt in finestre di |~phh| per eventi di segnale del canale D0 →
K0Sπ
+π− a sinistra e D0 → K0SK+K− a destra. L’errore riportato rappresenta la RMS
della distribuzione.
L’effetto e` quello aspettato, infatti per bassi valori di impulso si ha un maggiore effetto dello
scattering multiplo e, come conseguenza, il vertice del D0 e` misurato peggio e quindi anche
la risoluzione sul tempo proprio e` peggiore. Possiamo inoltre affermare che applicando un
taglio su σt, ad esempio σt < 0.6 ps, si rimuoverebbero eventi in cui ~phh e` piccolo e quindi
s23 e` grande. La regione del piano di Dalitz in cui la distribuzione e` modificata sarebbe
quella parallela alla bisettrice del secondo e terzo quadrante, al limite superiore della
regione limitata cinematicamente.
Per sopperire a questo fatto e` necessario trovare delle variabili diverse che non siano
correlate alle variabili del Dalitz plot ma che migliorino la risoluzione della misura del
tempo proprio del D0. A questo proposito si utilizzano le informazioni fornite dal rivelatore
di vertice. Ho innanzitutto verificato che richiedere un numero minimo di hit in questo
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rivelatore rimuove gli eventi che stanno sulla coda della distribuzione in σt (quelli che
hanno una risoluzione peggiore). Ad esempio, richiedendo che i pioni figli del D0 abbiano
almeno due hit nel primo layer di SVT si rimuove il 24% degli eventi di segnale mentre
si rimuove il 44% degli eventi di segnale che hanno σt > 0.6 ps. Questo risultato e` stato
confermato anche da altre richieste sul numero di hit e sul layer interessato. Come taglio
sul numero di hit in SVT si richiedono almeno 2 hit tra il layer 1 e il layer 2 per entrambi
i pioni (o i kaoni) figli del D0
NSV T (h
+) ≥ 2 in {layer1,layer2}
NSV T (h
−) ≥ 2 in {layer1,layer2} (4.16)
Dopo questo taglio rimangono comunque degli eventi che hanno una risoluzione sul tempo
proprio abbastanza grande. Questi eventi, pur essendo pochi, possono avere degli effetti
importanti a causa dell’errore elevato e ho quindi deciso di applicare un taglio anche su
σt:
σt < 1 ps. (4.17)
Ho verificato che questo taglio non modifica significativamente la distribuzione degli eventi
sul piano di Dalitz in quanto gli eventi rimossi sono molto pochi. In Figura 4.6 sono
riportate la distribuzioni degli eventi sul DP prima e dopo aver effettuato il taglio su σt
per i due canali di segnale.
C’e` da dire che i plot di Dalitz appena mostrati appaiono piatti, ovvero senza una struttura
di risonanze, perche´ questi sono eventi di segnale generati dal MonteCarlo e che quindi
non contengono l’informazione sulla dinamica delle risonanze.
Nelle Tabelle 4.8 e 4.9 sono riportati il numero degli eventi dopo i due tagli prima descritti
e l’efficienza assoluta risultante per tutti i campioni dei due canali di segnale. Per gli eventi
di segnale sono riportate anche le efficienze relative dei due tagli.
taglio B0B0bar BpBm ccbar uds tau signalTM
precedenti 45218 30297 397402 78331 148 653336
NSV T 39705 26577 315741 67311 112 610014 (93.4%)
σt 39182 26130 307328 65765 106 606525(99.4%)
eff. assoluta 7 10−5 5 10−5 4 10−4 8 10−5 3 10−7 14.9%
Tabella 4.8: Numero di eventi rimanenti dopo il taglio sul numero di hits nel rivelatore di
vertice e sulla risoluzione della misura del tempo proprio del D0 per gli eventi ricostruiti nel
canale D0 → K0Sπ+π−. La prima riga si riferisce a tutti i tagli descritti precedentemente.
Per gli eventi di segnale e` riportata tra parentesi l’efficienza relativa dei due tagli.
Un tipo di fondo particolarmente difficile da eliminare e che necessita di uno studio
speciale e` rappresentato da quei canali di decadimento del D0 che hanno lo stesso stato
finale del canale di segnale. Per stato finale si intende lo stato dell’insieme delle particelle
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Figura 4.6: Distribuzione degli eventi sul Dalitz Plot per eventi di segnale D0 → K0Sπ+π−
(sopra) e D0 → K0SK+K− (sotto), prima (a sinistra) e dopo (a destra) aver effettuato il
taglio su σt. Sono applicati tutti i tagli discussi finora.
taglio B0B0bar BpBm ccbar uds tau signalTM
precedenti 19386 10757 1230654 28922 59 54519
NSV T 17274 9551 204055 24781 44 51607 (94.6%)
σt 14564 8090 179572 21941 42 50015 (96.9%)
eff. assoluta 3 10−5 10−5 2 10−4 3 10−5 10−7 14.3%
Tabella 4.9: Numero di eventi rimanenti dopo il taglio sul numero di hits nel rivelatore di
vertice e sulla risoluzione della misura del tempo proprio del D0 per gli eventi ricostruiti nel
canale D0 → K0SK+K−. La prima riga si riferisce a tutti i tagli descritti precedentemente.
Per gli eventi di segnale e` riportata tra parentesi l’efficienza relativa dei due tagli.
che attraversano il rivelatore e a partire dalle quali si ricostruisce l’albero di decadimento.
Per il canale D0 → K0Sπ+π− lo stato finale e` rappresentato da 4 pioni carichi: π+ π−
π+ π−; per il canale D0 → K0SK+K− lo stato finale e` rappresentato da 2 pioni e 2 kaoni
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carichi: K+ K− π+ π−. I canali di fondo che hanno lo stesso stato finale del segnale
sono: D0 → π+ π− π+ π− e D0 → K0S K0S con entrambi i K0S che decadono in π+ π−
per il canale di segnale D0 → K0Sπ+π−; D0 → K+ K− π+ π− per il canale di segnale
D0 → K0SK+K−. I branching ratios relativi sono riportati in Tabella 4.10.
D0 → π+π−π+π− (7.31± 0.27) 10−3 [22]
D0 → K+K−π+π− (2.32± 0.13) 10−3 [22]
D0 → K0SK0S (3.7± 0.7) 10−4 [22]
e K0S → π+ π− (69.20± 0.05) 10−2 [22]
Tabella 4.10: Branching ratios per i decadimenti del D0 che hanno lo stesso stato finale
di uno dei due canali di segnale.
E` necessario trovare dei tagli che riducano questo tipo di fondo in quanto le distribu-
zioni in mD0 e ∆m per questi eventi sono molto simili a quelle degli eventi di segnale,
perche´ il D0 ricostruito e` un vero D0 ed ha la stessa probabilita` che hanno i D0 di se-
gnale di provenire da un D∗. Dal momento che la separazione tra gli eventi di fondo e
quelli di segnale e` basata sulla distinguibilita` delle distribuzioni in massa del D0 e in ∆m,
questi eventi vengono riconosciuti a tutti gli effetti come segnale e introducono un errore
sistematico nella misura.
Per poter studiare questo tipo di fondo il campione ccbar3 e` stato diviso in tre cam-
pioni: D04uds, D0KsKs e restOfCcbar. Il primo campione (D04uds) contiene eventi di
fondo in cui era stato generato un decadimento D0 → π+π−π+π− (D0 → K+K−π+π−)
per il canale di segnale D0 → K0Sπ+π− (D0 → K0SK+K−). Il secondo campione (D0KsKs)
contiene eventi che contengono almeno un decadimento D0 → K0SK0S generato e l’ultimo
campione contiene gli eventi rimanenti di ccbar, per cui risulta:
ccbar = D04uds + D0KsKs + restOfCcbar
Consideriamo il decadimento del D0 in 4 pioni. Nella parte sinistra di Figura 4.7 e`
riportata una schematizzazione del decadimento mentre nella parte destra e` riportata una
schematizzazione dell’errata ricostruzione che permette a questo tipo di eventi di passare
la selezione applicata finora.
Come si puo` intuire dalla schematizzazione, e` possibile scambiare un evento di questo
tipo per un evento di segnale quando la lunghezza di decadimento del K0S e` molto piccola
oppure e` misurata male. Inoltre, per questi eventi, la risultante degli impulsi dei due pioni
figli del K0S non e` necessariamente collineare alla direzione di volo del K
0
S . Si hanno quindi
due variabili da utilizzare per rimuovere questi eventi:
 cos θK0
S
: il coseno dell’angolo tra la direzione di volo del K0S e la risultante tra gli
impulsi dei due pioni figli del K0S . Per eventi di segnale ci si aspetta che questa
variabile sia piccata a 1. Per eventi di fondo ha una distribuzione tra -1 e 1.
3si e` scelto questo campione perche´ e` quello che contiene la maggior parte di D0 veri.
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Figura 4.7: Decadimento di fondo D0 → π+ π− π+ π−. A sinistra la schematizzazione del
decadimento, a destra l’errata ricostruzione. Le linee tratteggiate rappresentano particelle
in cui si e` sbagliato a ricostruire l’impulso, in rosso la particella inesistente che e` invece
restituita dall’algoritmo di ricostruzione.
 σ(LK0
S
)/LK0
S
: la significativita` della misura della lunghezza di volo del K0S , ovvero
l’errore sulla misura della lunghezza fratto la lunghezza stessa. Per gli eventi di fondo
ci si aspetta che la significativita` sia piu` grande di quella degli eventi di segnale. Per
motivi di chiarezza nel codice si e` utilizzata l’inverso della significativita`, ovvero
LK0
S
/σ(LK0
S
).
Per capire il migliore set di tagli ho fatto uno studio combinato dei due tagli sugli eventi
di fondo e sugli eventi di segnale, riportato in Figura 4.8.
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Figura 4.8: Studio del taglio per gli eventi di fondo D0 → 4π. In ogni quadrato sono
riportati: sulle ascisse il valore del taglio per cos θK0
S
, sulle ordinate il valore del taglio per
l’inverso della significativita` della lunghezza di decadimento del K0S , all’interno l’efficienza
relativa del taglio. Il quadrato a sinistra si riferisce agli eventi di fondo e quello a destra
agli eventi di segnale.
Lo stesso studio e` stato fatto per gli eventi di fondo D0 → K K ππ per il canale di segnale
D0 → K0SK+K−, riportato in Figura 4.9.
Osservando le efficienze relative dei tagli in entrambi i canali di segnale, si e` scelto di
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Figura 4.9: Studio del taglio per gli eventi di fondo D0 → KKππ. In ogni quadrato sono
riportati: sulle ascisse il valore del taglio per cos θK0
S
, sulle ordinate il valore del taglio per
l’inverso della significativita` della lunghezza di decadimento del K0S , all’interno l’efficienza
relativa del taglio. Il quadrato a sinistra si riferisce agli eventi di fondo e quello a destra
agli eventi di segnale.
applicare i seguenti tagli:
cos θK0
S
> 0.99 (4.18)
LK0
S
/σ(LK0
S
) > 10 (4.19)
Nella Tabella 4.11 (4.12) sono riportati il numero di eventi sopravvissuti al taglio e
l’efficienza relativa del taglio per ogni campione nel canale di segnale D0 → K0Sπ+π−
(D0 → K0SK+K−).
Rimane da studiare il fondo D0 → K0S K0S dove i due K0S decadono in due pioni carichi.
In Figura 4.10 e` riportata la schematizzazione del decadimento e dell’errata ricostruzione.
D0 D0
Ks
KsKs
pi pipi pi
pi
pi
pi
pi
Figura 4.10: Decadimento di fondo D0 → K0S K0S . A sinistra la schematizzazione del
decadimento, a destra l’errata ricostruzione. Le linee tratteggiate rappresentano particelle
in cui si e` sbagliato a ricostruire l’impulso, in rosso la particella esistente che non e` restituita
dall’algoritmo di ricostruzione.
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taglio B0B0bar BpBm uds tau
precedenti 39182 26130 65765 106
cos θ & L/σ per K0S 20765 (53.0%) 11857(45.4%) 31333(47.6%) 16 (15.1%)
eff. assoluta 4 10−5 2 10−5 4 10−5 5 10−8
taglio restOfCcbar D04uds D0KsKs signalTM
precedenti 307328 18511 588 606525
cos θ & L/σ per K0S 183545 (59.7%) 58(0.3%) 560(95.2 %) 576613 (95.1%)
eff. assoluta 2 10−4 - - 14.2%
Tabella 4.11: Numero di eventi rimanenti dopo l’applicazione dei tagli per rimuovere gli
eventi D0 → π+ π− π+ π− per gli eventi ricostruiti nel canale D0 → K0Sπ+π−, tra parentesi
e` riportata l’efficienza relativa del taglio. La prima riga si riferisce a tutti i tagli descritti
precedentemente. L’efficienza assoluta del campione restOfCcbar e` calcolata rispetto
al numero di eventi generati nel campione ccbar in quanto D04uds e D0KsKs danno un
contributo trascurabile.
taglio B0B0bar BpBm uds tau
precedenti 14564 8090 21941 42
cos θ & L/σ per K0S 6646 (45.6%) 3347(41.4%) 9456(43.1%) 3(7.1%)
eff. assoluta 10−5 6 10−6 10−5 9 10−9
taglio restOfCcbar D04uds D0KsKs signalTM
precedenti 179572 3332 0 50015
cos θ & L/σ per K0S 103311(57.5%) 8(0.2%) 0(0%) 46666 (93.3%)
eff. assoluta 10−4 - - 13.3%
Tabella 4.12: Numero di eventi rimanenti dopo l’applicazione dei tagli per rimuovere gli
eventi D0 → K+ K− π+ π− per gli eventi ricostruiti nel canale D0 → K0SK+K−, tra
parentesi e` riportata l’efficienza relativa del taglio. La prima riga si riferisce a tutti i tagli
descritti precedentemente. L’efficienza assoluta del campione restOfCcbar e` calcolata
rispetto al numero di eventi generati nel campione ccbar in quanto D04uds e D0KsKs
danno un contributo trascurabile.
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Per rimuovere questo tipo di eventi non si possono applicare gli stessi tagli precedenti.
Infatti in questo caso il K0S e` un K
0
S reale e quindi i ragionamenti precedenti non si
applicano. Per distinguere questi eventi dagli eventi di segnale si puo` sfruttare la loro
distribuzione sul piano di Dalitz. Infatti per questi eventi s23 = m
2
K0
S
e quindi si trovano
in una fascia parallela alla bisettrice del secondo e terzo quadrante. Non si applica quindi
nessun taglio a livello di preselezione per rimuovere questo tipo di fondo.
Per aumentare la purezza del campione, definita come il rapporto tra il numero di eventi
di segnale diviso il numero totale di eventi, si puo` applicare un ulteriore taglio per il canale
di segnale D0 → K0SK+K−, un selettore per i kaoni figli del D0. Il selettore utilizzato e`
KLHNotPion la cui efficienza di identificazione dei kaoni e` riportata in Figura 4.11 e il cui
rate di mis-identificazione di pioni e` riportato in Figura 4.12.
Figura 4.11: Efficienza di ricostruzione dei kaoni del selettore KLHNotPion, studiata sul
MonteCarlo in tre regioni di angolo polare della traccia che corrispondono alle tre regioni
del DIRC (forward, barrel, backward).
Figura 4.12: Rate di mis-identificazione dei pioni come kaoni del selettore KLHNotPion,
studiata sul MonteCarlo in tre regioni di angolo polare della traccia che corrispondono alle
tre regioni del DIRC (forward, barrel, backward).
Come si vede dalle Figure 4.11 e 4.12 per bassi impulsi (minori di 500 MeV/c) l’efficienza
di identificazione del K e` molto vicina a uno e il rate di mis-identificazione e` quasi zero.
Questo e` un effetto della diversa soglia che pioni e kaoni hanno per la produzione di luce
Cherenkov nel DIRC. Nella regione in cui la discriminazione e` invece basata sull’angolo
di emissione, ad esempio nel plot a sinistra di Figura 4.11, si vede che, quando l’impulso
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cresce l’efficienza aumenta fino ad un certo punto e poi decresce. Questo andamento e`
spiegato dal fatto che per bassi impulsi la luce Cherenkov e` poca e quindi l’efficienza e` piu`
piccola. Mano a mano che l’impulso cresce, anche l’intensita` della luce Cherenkov aumenta
cosi come l’efficienza fino a che il cono di luce non diventa troppo stretto e continua a
rimpicciolirsi mano a mano che l’impulso aumenta, per cui l’efficienza diminuisce. Nella
Tabella 4.13 sono riportati il numero di eventi sopravvissuti al taglio e l’efficienza relativa
del taglio per ogni campione nel canale di segnale D0 → K0SK+K−.
taglio B0B0bar BpBm uds tau
precedenti 6646 3347 9456 3
KLHNotPion 951(14.3%) 489(15.6%) 1677(17.7%) 0 (0%)
eff. assoluta 2 10−6 9 10−7 10−5 0
taglio restOfCcbar D04uds D0KsKs signalTM
precedenti 103311 8 0 46666
KLHNotPion 7619(7.4%) 8(100%) 0 43637 (93.5%)
eff. assoluta 10−5 - - 12.5%
Tabella 4.13: Numero di eventi rimanenti dopo l’applicazione del selettore KLHNotPion
per gli eventi ricostruiti nel canale D0 → K0SK+K−, tra parentesi e` riportata l’efficienza
relativa del taglio. La prima riga si riferisce a tutti i tagli descritti precedentemente.
L’efficienza assoluta del campione restOfCcbar e` calcolata rispetto al numero di eventi
generati nel campione ccbar in quanto D04uds e D0KsKs danno un contributo trascurabile.
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E` necessario verificare che non ci siano correlazioni tra queste due variabili e, qualora
fossero presenti, e` necessario trovare una parametrizzazione che ne tenga conto.
Le variabili a disposizione per il valore di ∆m sono tre: deltamDstarmD0, deltamDstarmD0BS
e deltaMDstarBS. Esse si distinguono per differenti vincoli sull’origine del D0 e del πs
rispetto alla beam spot nel fit dell’albero di decadimento:
 vincolo per deltamDstarmD0: nessuno;
 vincolo per deltamDstarmD0BS: πs originato all’interno della beam spot;
 vincolo per deltaMDstarBS: πs e D
0 originati all’interno della beam spot.
Le prime due variabili corrispondono, rispettivamente, alle liste DstarDalitzHardDefault
e DstarDalitzHardDefaultBS descritte nel paragrafo 4.2, la terza e` costruita utilizzando
un D∗ della seconda lista ma imponendo nel fit l’ulteriore vincolo sul punto di origine del
D0, che corrisponde a richiedere che il vertice di decadimento del D∗ sia all’interno della
beam spot.
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Nelle Figure 4.13 e 4.14 sono riportate le distribuzioni del valor medio di ∆m in finestre
larghe 2 MeV/c2 di mD0 , per le tre variabili a disposizioni per ∆m per i due canali
di segnale. Il valore centrale rappresenta il valor medio della distribuzione in ∆m per
gli eventi nella finestra corrispondente di mD0 mentre l’errore sul punto e` la RMS della
distribuzione.
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Figura 4.13: Correlazione tra le variabilimD0 e ∆m per il canale di segnaleD
0 → K0Sπ+π−.
In (a) la variabile utilizzata per ∆m e` deltamDstarmD0; in (b) la variabile utilizzata per
∆m e` deltamDstamD0BS; in (c) la variabile utilizzata per ∆m e` deltaMDstarBS.
Entries  43680
Mean    1.865
Mean y 
 0.1455
RMS    0.005507
RMS y 
 0.0008309
)2 (GeV/C0Dm
1.83 1.84 1.85 1.86 1.87 1.88 1.89 1.9
)2
m
 (G
eV
/C
∆
0.143
0.144
0.145
0.146
0.147
0.148
0.149
0.15
0.151
0.152
0Dm in finestre di m∆Valor medio della distribuzione in 
(a)
Entries  43680
Mean    1.865
Mean y 
 0.1455
RMS    0.005518
RMS y 
 0.001017
)2 (GeV/C0Dm
1.83 1.84 1.85 1.86 1.87 1.88 1.89 1.9
)2
m
 (G
eV
/C
∆
0.143
0.144
0.145
0.146
0.147
0.148
0.149
0.15
0.151
0.152
0Dm in finestre di m∆Valor medio della distribuzione in 
(b)
Entries  43680
Mean    1.865
Mean y 
 0.1454
RMS    0.005518
RMS y 
 0.0005449
)2 (GeV/C0Dm
1.83 1.84 1.85 1.86 1.87 1.88 1.89 1.9
)2
m
 (G
eV
/C
∆
0.143
0.144
0.145
0.146
0.147
0.148
0.149
0.15
0.151
0.152
0Dm in finestre di m∆Valor medio della distribuzione in 
(c)
Figura 4.14: Correlazione tra le variabili mD0 e ∆m per il canale di segnale D
0 →
K0SK
+K−. In (a) la variabile utilizzata per ∆m e` deltamDstarmD0; in (b) la va-
riabile utilizzata per ∆m e` deltamDstamD0BS; in (c) la variabile utilizzata per ∆m e`
deltaMDstarBS.
Come si nota da entrambe le Figure le variabili di ∆m che hanno una minore correla-
zione tra la media di ∆m e il valore di mD0 sono deltamDstarD0 e deltaMDstarBS. Tra
queste due, pero`, deltaMDstarBS ha una migliore risoluzione in quando le distribuzioni
hanno un RMS piu` piccolo. Nel seguito dell’analisi la variabile utilizzata per ∆m sara`
quindi deltaMDstarBS.
Nella Figura 4.15 sono riportate gli ingrandimenti delle Figure 4.13 (c) e 4.14 (c).
Si puo` notare che la media di ∆m non e` correlata al valore di mD0 . E` presente una piccola
correlazione tra la larghezza della distribuzione di ∆m e mD0 : quando mD0 e` vicina al
valore nominale, il ∆m e` misurato meglio.
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Figura 4.15: Correlazione tra le variabili mD0 e ∆m (a) per il canale di segnale
D0 → K0Sπ+π− e (b) per il canale D0 → K0SK+K−. La variabile utilizzata per ∆m
deltaMDstarBS.
4.5 Composizione del fondo
Alla fine della selezione si ottengono un certo numero di eventi di segnale e un certo
numero di eventi di fondo. Gli eventi sono stati classificati in diverse categorie utilizzando
l’informazione della verita` MonteCarlo. E` necessario prima dare alcune definizioni per
rendere piu` chiara la classificazione:
 un D0 ben ricostruito e` un D0 ricostruito nel canale di segnale dove le tracce
ricostruite corrispondono a quelle generate dal MonteCarlo;
 un πs ben ricostruito e` un pione proveniente dal decadimento di un D
∗ in D0 π che
corrisponde alla generazione MonteCarlo;
In Tabella 4.14 sono riportate le categorie e la descrizione del loro contenuto.
categoria descrizione del contenuto
Cat1 eventi di segnale
Cat2 D0 ben ricostruito e πs malricostruito
Cat3 D0 malricostruito e πs ben ricostruito
Cat4 D0 e πs mal ricostruiti (fondo combinatorio)
Cat5 πs ben ricostruito e D
0 ben ricostruito in π+π−π+π−, (canale D0 → K0Sπ+π−)
πs ben ricostruito e D
0 ben ricostruito in K+K−π+π−, (canale D0 → K0SK+K−)
Cat6 πs ben ricostruito e D
0 ben ricostruito in K0SK
0
S , (canale D
0 → K0Sπ+π−)
newCat D0 e πs ben ricostruiti ma non provenienti dalla stessa particella madre
Tabella 4.14: Definizione della categoria di segnale e delle categorie di fondo.
Le categorie Cat1, Cat2, Cat3, Cat4 e newCat4 contengono lo stesso tipo di eventi per
4il nome di questa categoria non segue la logica delle altre categorie in quanto e` stata individuata piu`
tardi nell’analisi e, per chiarezza, si e` preferito darle un nome diverso.
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entrambi i canali di segnale. C’e` da sottolineare come l’ultima categoria (newCat) sia
una categoria di fondo in quanto, anche se il πs e` ben ricostruito, la sua carica non sara`
correlata al flavour del D0 e quindi, cosi come Cat2 non puo` essere considerata segnale,
anche newCat non puo` esserlo. Le categorie Cat5 e Cat6 contengono gli eventi speciali di
fondo che hanno lo stesso stato finale del segnale. La categoria Cat5 contiene eventi D0
→ π+π−π+π− per il canale di segnale D0 → K0Sπ+π− e D0 → K+K−π+π− per il canale
di segnale D0 → K0SK+K−. La categoria Cat6 e` presente solo per il canale di segnale
D0 → K0Sπ+π− e contiene eventi D0 → K0S K0S .
Nella Tabella 4.15 e` riportata la composizione delle categorie in termini di campioni
per il canale di segnale D0 → K0Sπ+π− e nella Tabella 4.16 e` riportata la corrispondente
per D0 → K0SK+K−. Da notare che il numero di eventi nelle tabelle precedenti e` valutato
nella Regione Estesa (RE) del piano {mD0 ,∆m}, definita nel paragrafo 2.3.2.
campione Cat1 Cat2 Cat3 Cat4 Cat5 Cat6 newCat
B0B0bar 0 98 0 8227 0 0 0
BpBm 0 37 0 4665 0 0 0
restOfCcbar 0 21543 61428 41438 0 0 1198
D04uds 0 98 743 311 36 2 0
D0KsKs 0 3 433 80 0 229 0
uds 0 5 0 34770 0 0 0
tau 0 0 0 17 0 0 0
fondo 0 21784 62604 89508 36 231 1198
signal 432981 13753 45338 3967 0 0 418
totale 432981 35537 107942 93475 36 231 1616
Tabella 4.15: Composizione delle categorie in termini di campioni nella RE, per il canale di
segnale D0 → K0Sπ+π−. I numeri sono normalizzati alla luminosita` dei dati (384.1 fb−1).
Sono stati applicati tutti i criteri di selezione.
campione Cat1 Cat2 Cat3 Cat4 Cat5 newCat
B0B0bar 0 17 0 356 0 0
BpBm 0 4 0 188 0 0
restOfCcbar 0 1601 2049 1311 0 258
D04uds 0 2 89 22 5 0
D0KsKs 0 0 0 0 0 0
uds 0 1 0 1856 0 0
tau 0 0 0 0 0 0
fondo - 1625 2138 373 5 258
signal 60040 1818 903 30 0 105
totale 60040 2662 2710 3741 5 363
Tabella 4.16: Composizione delle categorie in termini di campioni nella RE, per il canale di
segnale D0 → K0SK+K−. I numeri sono normalizzati alla luminosita` dei dati (384.1 fb−1).
Sono stati applicati tutti i criteri di selezione.
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Dalle tabelle precedenti risulta evidente che il contributo della categoria di fondo Cat5
puo` essere trascurato in quanto gli eventi aspettati sono 36 per il canale di segnale D0 →
K0Sπ
+π− e 5 nell’altro canale, e rappresentano una frazione molto piccola degli eventi di
segnale, lo 0.08. Un ragionamento analogo potrebbe esser fatto per gli eventi di Cat6
del canale D0 → K0Sπ+π− essendo questi circa lo 0.05% degli eventi di segnale. Si e`
deciso di trascurare il contributo al fondo della categoria Cat5 ma di continuare a tenere
in considerazione la categoria Cat6 a causa della particolare distribuzione che questi eventi
hanno sul piano di Dalitz. Nel capitolo successivo saranno mostrate le distribuzioni in mD0
e ∆m per gli eventi di segnale (Cat1) e per tutte le categorie di fondo, e saranno mostrati
i risultati dei fit alle suddette distribuzioni.
Capitolo 5
La parametrizzazione del fondo e
del segnale
In questo capitolo sono mostrate le distribuzioni in mD0 e ∆m per la categoria di segnale
e per tutte le categorie di fondo e le loro parametrizzazioni. E` riportato uno studio sugli
eventi di segnale in cui un pione (o un kaone) e` decaduto in volo classificati come fondo
dalla verita` MonteCarlo. Inoltre sono descritti i fit a tutte le variabili (mD0 , ∆m, t e
σt) per gli eventi di segnale (Cat1) e per quelli appartenenti alle categorie di fondo (Cat2,
Cat3, Cat4, Cat6). Infine e` riportata una stima sul numero di eventi di segnale e di fondo
che ci si aspettano nella regione di segnale con una luminosita` integrata di 384.1 fb−1.
5.1 Le distribuzioni in mD0 e ∆m dopo la selezione
In Figura 5.1 sono riportate le distribuzioni in mD0 e ∆m per entrambi i canali di segnale.
Si nota subito come le distribuzioni in ∆m siano molto simili mentre la distribuzione in
mD0 per eventi D
0 → K0SK+K− e` piu` stretta di quella dell’altro canale di segnale. Questo
e` dovuto al fatto che i due kaoni figli del D0 sono ricostruiti con un’efficienza migliore
rispetto ai pioni grazie al selettore di kaoni (KLHNotPion) applicato nella selezione. Nelle
Figure 5.2 e 5.3 sono riportate le distribuzioni in mD0 e ∆m per gli eventi appartenenti
alle diverse categorie di fondo Cat2, Cat3, Cat4, Cat6 e newCat dei canali di segnale,
rispettivamente, D0 → K0Sπ+π− e D0 → K0SK+K−. Gli istogrammi sono il risultato della
somma degli istogrammi dei diversi campioni (in diversi colori) agli eventi della categoria in
questione. L’istogramma relativo al campione signal comprende gli eventi in cui a livello
di verita` MonteCarlo e` stato generato un decadimento di segnale ma che non sono stati
ricostruiti nel modo corretto, ovvero: almeno una delle tracce ricostruite non corrisponde a
quella generata nel MonteCarlo. Le distribuzioni in mD0 per i campioni di fondo B0B0bar,
BpBm, D04uds, D0KsKs, uds e tau sono quelle aspettate: sono piatte in mD0 quando il
D0 e` malricostruito (Cat3, Cat4) e presentano un picco quando il D0 e` ben ricostruito
(Cat2, Cat6); lo stesso discorso si puo` fare per le distribuzioni in ∆m, ad eccezione di
un piccolo picco nella distribuzione del campione restOfCcbar per la categoria Cat3 del
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Figura 5.1: Distribuzioni di mD0 (a sinistra) e ∆m (a destra) per gli eventi di segnale
del canale D0 → K0Sπ+π− (in alto) e D0 → K0SK+K− (in basso) dopo l’applicazione dei
criteri di selezione descritti nel capitolo precedente.
canale D0 → K0Sπ+π−. Nelle Figure 5.2 e 5.3, pero`, si notano anche dei picchi inaspettati.
Dato che la forma di queste distribuzioni verra` utilizzata nel fit finale per distinguere il
segnale dal fondo, la presenza di picchi dove non ci dovrebbero essere e` problematica.
Prendiamo in considerazione, ad esempio, il canale di segnale D0 → K0Sπ+π−. Gli eventi
di fondo appartenenti al campione signal mostrano distribuzioni piccate in mD0 per D
0
malricostruiti (Cat3) e in ∆m per πs malricostruiti (Cat2). C’e` anche un piccolo bump
nella distribuzione in mD0 per la Cat4. Questo comportamento si trova anche per gli eventi
nel canale di segnale D0 → K0SK+K−. Inoltre, come detto prima, gli eventi del campione
restOfCcbar presentano un picco nella distribuzione di ∆m per la categoria Cat3, nel
canale D0 → K0Sπ+π−.
Per capire quali eventi formassero questi picchi sono state fatte diverse ipotesi, succes-
sivamente verificate accedendo alla verita` MonteCarlo. Risulta che il picco nella distribu-
zione di ∆m per la Cat3 del campione restOfCcbar e` dovuto a pioni che provengono dal
decadimento degli adroni ρ e ω, a loro volta provenienti da decadimenti del mesone D.
Nel paragrafo successivo si analizzano in dettaglio gli eventi di segnale malricostruiti.
5.1.1 Gli eventi di segnale malricostruiti
In questo paragrafo si analizzano gli eventi appartenenti al campione signal che, guar-
dando la verita` MonteCarlo, non risultano ben ricostruiti ma presentano distribuzioni in
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Figura 5.2: Distribuzioni di mD0 (a sinistra) e ∆m (a destra) per eventi di fondo del canale
di segnale D0 → K0Sπ+π− divisi nelle categorie: Cat2 (prima riga), Cat3 (seconda riga),
Cat4 (terza riga), Cat6 (quarta riga) e newCat (quinta riga).
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Figura 5.3: Distribuzioni di mD0 (a sinistra) e ∆m (a destra) per eventi di fondo del canale
di segnale D0 → K0SK+K− divisi nelle categorie: Cat2 (prima riga), Cat3 (seconda riga),
Cat4 (terza riga) e newCat (quarta riga).
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∆m e mD0 compatibili con quelle degli eventi di segnale.
Per quanto riguarda le categorie Cat2 e Cat3 si e` scoperto, guardando la verita` Monte-
Carlo, che gli eventi del picco sono eventi in cui il D∗ segue la catena di decadimento di
segnale ma in cui un pione (o kaone) decade in volo in un muone e il suo neutrino.
I decadimenti in volo dei pioni che interessano la categoria Cat2 sono decadimenti del
pione soffice. In Figura 5.4 sono riportate le distribuzioni in ∆m per gli eventi di segnale
malricostruiti in cui il pione soffice e` decaduto: πs → µ ν, per entrambi i canali di segnale.
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Figura 5.4: Distribuzione di ∆m per gli eventi di segnale malricostruiti in cui il pione
soffice e` decaduto in volo nello stato finale µ ν (Cat1C). A sinistra per il canale di segnale
D0 → K0Sπ+π− e a destra per il canale di segnale D0 → K0SK+K−.
I decadimenti in volo per la categoria Cat3 possono riguardare sia i pioni (o kaoni) figli del
D0 che i figli del K0S . In Figura 5.5 sono riportate le distribuzioni in mD0 per gli eventi in
cui un π (o K) figlio del D0 o del K0S e` decaduto in volo.
Tutti questi eventi possono essere considerati come segnale perche´, nel caso di decadi-
mento in volo, il decadimento del D e quello del pione (o kaone) sono scorrelati. Si sono
introdotte, quindi, nuove categorie di segnale:
 Cat1A: contiene eventi dove uno dei pioni figli del K0S e` decaduto in volo,
 Cat1B: contiene eventi dove uno dei pioni (o kaoni) figli del D0 e` decaduto in volo.
 Cat1C: contiene eventi dove il pione soffice e` decaduto in volo.
L’unica differenza tra gli eventi in Cat1 e quelli in Cat1C e` la risoluzione in ∆m. Infatti,
la distribuzione per gli eventi di Cat1C ha una RMS pari a circa sette volte quella degli
eventi in Cat1. Questo fatto non modifica comunque la distribuzione di ∆m degli eventi
di segnale in quanto gli eventi in Cat1C sono poco piu` dell’1% degli eventi di Cat1 (v.
Tabella 5.1).
Come per gli eventi in Cat1C, la differenza tra gli eventi in Cat1A, Cat1B e quelli in
Cat1 e` la risoluzione sulla variabile mD0 . Gli eventi nella categoria Cat1B per il ca-
nale D0 → K0SK+K− sono solo 15, questo e` il risultato dell’applicazione del selettore
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Figura 5.5: Distribuzione di mD0 per gli eventi di segnale malricostruiti in cui un pione
(o kaone) e` decaduto in volo nello stato finale µ ν. A sinistra le distribuzioni per il canale
di segnale D0 → K0Sπ+π− e a destra per il canale di segnale D0 → K0SK+K−. In alto gli
eventi in cui il pione (o kaone) decaduto e` figlio del D0 (Cat1B) e in basso quelli in cui il
pione decaduto e` figlio del K0S ( Cat1A).
KLHNotPion. La distribuzione relativa alla categoria Cat1B per il canale D0 → K0Sπ+π−
e` molto asimmetrica: la coda di sinistra e` molto piu` alta; questo e` dovuto al fatto che
il muone ha un’impulso minore di quello del pione e quindi, riconoscendo il muone come
pione, la massa invariante ricostruita risulta minore. Questo fatto non modifica comunque
troppo la distribuzione di mD0 degli eventi di segnale in quanto gli eventi in Cat1A sono
meno dello 0.5% degli eventi di Cat1, cosi come quelli di Cat1B (v. Tabella 5.1).
D0 → K0Sπ+π− D0 → K0SK+K−
Cat1A Cat1B Cat1C Cat1A Cat1B Cat1C
1551 2500 6005 263 15 769
Tabella 5.1: Numero di eventi nelle tre nuove categorie di segnale normalizzato alla
luminosita` dei dati.
Dal momento che questi eventi possono essere considerati come segnale e` necessario
sottrarre il loro contributo dal fondo e aggiungerlo al segnale.
La categoria Cat4, come detto prima, presenta un piccolo bump nella distribuzione in
massa del D0. Investigando la verita` MonteCarlo, si e` capito che questi eventi erano eventi
in cui un pione soffice era scambiato per un pione figlio del D0 o del K0S . Questo tipo di
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eventi malricostruiti non puo` quindi essere considerato come segnale perche´ le variabili di
Dalitz sono malricostruite.
Da ora in poi per “eventi di segnale” si considereranno gli eventi nelle categorie
Cat1 + Cat1A + Cat1B + Cat1C. Si ridefinisce la categoria Cat1 come la categoria degli
eventi di segnale. Dopo questo studio aggiorniamo le ultime due righe delle Tabelle 4.15
e 4.16 nelle Tabelle 5.2 e 5.3.
Cat1 Cat2 Cat3 Cat4 Cat5 Cat6 newCat
signal 443038 7748 41280 3967 0 0 418
totale 443038 29532 103890 93475 36 231 1616
Tabella 5.2: Composizione delle categorie di fondo per gli eventi contenuti nel campione
signal e per il totale degli eventi di fondo, valutati nella RE, per il canale di segnale
D0 → K0Sπ+π−. Sono stati applicati tutti i criteri di selezione e gli eventi in cui un pione
e` decaduto in volo sono spostati nella categoria di segnale.
Cat1 Cat2 Cat3 Cat4 Cat5 newCat
signal 61088 1049 624 30 0 105
totale 61088 2674 2762 3763 5 363
Tabella 5.3: Composizione delle categorie di fondo per gli eventi contenuti nel campione
signal e per il totale degli eventi di fondo, valutati nella RE, per il canale di segnale
D0 → K0SK+K−. Sono stati applicati tutti i criteri di selezione e gli eventi in cui un pione
e` decaduto in volo sono spostati nella categoria di segnale.
Dopo la sottrazioni degli eventi con pioni (o kaoni) decaduti in volo i picchi nelle
categorie Cat2 e Cat3 spariscono, come sara` mostrato nel paragrafo 5.4.
5.2 I fit
Per la parametrizzazione delle distribuzioni nelle variabili mD0 , ∆m, t e σt ho effettuato
dei fit binnati di maximum likelihood, eccetto nel caso della distribuzione di ∆m per gli
eventi di segnale in cui e` stato necessario effettuare un fit non binnato.
Le distribuzioni vengono descritte in ogni categoria con delle funzioni empiriche che
verranno poi utilizzate nelle probability density functions del fit sul piano di Dalitz. La
forma di tali funzioni viene determinata dal MonteCarlo, come descritto nel seguito, mentre
i parametri liberi delle funzioni saranno determinati direttamente dai dati, come discusso
nel paragrafo 2.3.2. La scelta delle funzioni e` per molti versi arbitraria. Si sono utilizzate
gaussiane e rette per quanto possibile, ma anche funzioni piu` complesse gia` utilizzate in
letteratura per problemi simili. Il criterio di scelta e` l’accuratezza del fit.
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Nel caso di distribuzione Poissoniana degli eventi nei bin, il χ2 del fit e` dato [9] da:
χ2 =
∑
i
∣∣∣δiHF∣∣∣2 = ∑
i
[
2(Npdfi −Nobsi ) + 2Nobsi log
Nobsi
Npdfi
]
(5.1)
dove la somma e` fatta su tutti i bin, Nobsi e` il numero di eventi del bin i−esimo, mentre
Npdfi e` il valore dell’integrale della funzione di parametrizzazione nel bin i−esimo. I singoli
δiHF sono mostrati sotto i plot per dare un’idea del contributo di ogni bin al χ
2 complessivo.
Il segno di δiHF e` scelto positivo quando N
obs
i ≥ Npdfi .
Ogni distribuzione fittata e` normalizzata alla luminosita` dei dati ed inoltre, in ogni
Figura, sono riportate in colori diversi le componenti della funzione di fit.
Le funzioni di base utilizzate nel fit sono definite di seguito.
Funzione gaussiana G(x;µ, σ)
G(x;µ, σ) =
1√
2πσ
exp
[
−(x− µ)
2
2σ2
]
(5.2)
Retta pol1(x;m, q)
pol1(x;m, q) = mx+ q (5.3)
Funzione esponenziale Exp(x; τ)
Exp(x; τ) =
1
τ
exp
(
−x
τ
)
. (5.4)
Funzione Johnson JSU (x;µ, σ, γ, δ)
JSU (x;µ, σ, γ, δ) =
δ
σ
√
2π
√
1 + (x−µσ )
2
exp
{
−1
2
[
γ + δ sinh−1
(
x− µ
σ
)]2}
(5.5)
dove
sinh−1(z) = log
(
z +
√
(1 + z2)
)
. (5.6)
Questa funzione e` utile in quanto riesce a parametrizzare bene le distribuzioni asimme-
triche. L’asimmetria della funzione e` governata dal parametro γ mentre i parametri σ
e δ governano la larghezza della distribuzione e l’altezza del picco, come si vede nelle
Figure 5.6 (a) e (b).
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Funzione Threshold Thr(x;α, β)
Thr(x;α, β) =

0 se x < α
x
α
[(
x
α
)2 − 1] 12 exp [−β (( xα)2 − 1)] se x ≥ α (5.7)
Questa funzione e` molto utile per parametrizzare le distribuzioni di ∆m nelle categorie
di fondo. Il valore di ∆m ha un minimo per ∆mmin = Q + mπ, dove Q = 6.3 MeV e` il
Q-value del decadimento D∗+ → D0 π+ e questo fatto e` riflesso nella funzione in quanto
essa e` nulla per x < α. Il parametro β descrive l’andamento della funzione per valori di
x > α, come si vede nella Figura 5.6 (c).
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Figura 5.6: Funzione Johnson per diversi valori del parametro γ (a) e δ (b). (c) Funzione
Threshold per diversi valori del parametro β.
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Fit alla distribuzione di mD0
La distribuzione della variabile mD0 e` stata fittata con la somma di due gaussiane con
medie diverse e una retta. La funzione e`:
f(x) = N1G(x;µ1, σ1) +N2G(x;µ2, σ2) + pol1(x;m, q) (5.8)
I risultati del fit sono riportati in Tabella 5.4 e in Figura 5.7. La retta parametrizza
l’asimmetria della distribuzione, dovuta a eventi radiativi.
Fit alla distribuzione di ∆m
La distribuzione della variabile ∆m e` stata fittata con la somma di due gaussiane e una
funzione Johnson (JSU ) per il canale di segnale D
0 → K0SK+K−; per il canale D0 →
K0Sπ
+π− e` stato necessario aggiungere una terza gaussiana:
f(x) = N
[
fJJSU (x;µ, σ, γ, δ) +
∑
i
fiG(x;µi, σi)
]
(5.9)
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Figura 5.7: Fit alla distribuzione di mD0 per gli eventi di segnale (Cat1); a sinistra per il
canale di segnale D0 → K0Sπ+π− e a destra e D0 → K0SK+K−.
funzione frazione µ(GeV/c2) σ(MeV/c2)
Gauss1 74.6% 1.86515± 0.00001 5.14± 0.02
Gauss2 20.9% 1.86361± 0.00007 11.0± 0.1
m(
[
GeV/c2
]−1
) q
retta 4.5% −1370± 90 2750± 170
funzione frazione µ(GeV/c2) σ(MeV/c2)
Gauss1 83.4% 1.86478± 0.00002 3.13± 0.02
Gauss2 14.2% 1.8648± 0.0001 9.0± 0.2
m(
[
GeV/c2
]−1
) q
retta 2.4% 5± 7 5± 13
Tabella 5.4: Risultato del fit alla distribuzione dimD0 per gli eventi di segnale (Cat1); sopra
per il canale di segnale D0 → K0Sπ+π− e sotto per il canale di segnale D0 → K0SK+K−.
Questi due fit sono risultati i piu` complicati di tutti. La distribuzione in ∆m, infatti,
ha un picco molto stretto e un fit binnato non e` risultato sufficiente per trovare la giusta
parametrizzazione. Come si vede dalla Figura 5.1 la quasi totalita` degli eventi e` contenuta
in 4 bin e quindi un fit binnato non ha la sensibilita` sufficiente per estrarre dei parametri
ragionevoli. Ho provato anche ad aumentare il numero dei bin ma il risultato del fit, an-
che se e` migliorato, non era soddisfacente. Per aumentare la sensibilita` del fit ho deciso
di effettuare un fit non binnato. I risultati del fit sono riportati in Tabella 5.5 e Figura 5.8.
Fit alla distribuzione di t
La distribuzione del tempo proprio del D, t, e` stata fittata con un esponenziale convoluto
con la somma di tre gaussiane, due a media zero e la terza a media diversa da zero. La
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Figura 5.8: Fit alla distribuzione di ∆m per gli eventi di segnale (Cat1); a sinistra per il
canale di segnale D0 → K0Sπ+π− e a destra e D0 → K0SK+K−.
funzione frazione µ(GeV/c2) σ(MeV/c2) γ δ
JSU 10.5% 0.14526± 0.00002 0.58± 0.05 −0.25± 0.01 0.86± 0.02
Gauss1 33.3% 0.1454331± 0.0000008 0.114± 0.002 - -
Gauss2 44.9% 0.145425± 0.00001 0.190± 0.004 - -
Gauss3 11.3% 0.145473± 0.000009 0.37± 0.01 - -
funzione frazione µ(GeV/c2) σ(MeV/c2) γ δ
JSU 48.6% 0.1454257± 0.0000003 0.1267± 0.0002 −0.085± 0.001 0.659± 0.004
Gauss1 40.5% 0.145433± 0.000002 0.132± 0.01 - -
Gauss2 10.9% 0.145353± 0.000008 0.246± 0.07 - -
Tabella 5.5: Risultato del fit alla distribuzione di ∆m per gli eventi di segnale (Cat1); sopra
per il canale di segnale D0 → K0Sπ+π− e sotto per il canale di segnale D0 → K0SK+K−.
5.4 La parametrizzazione degli eventi di fondo 101
funzione utilizzata e`:
f(x) = N
[
Exp(x; τ)⊗
3∑
i=1
fiG(x;µi, σi)
]
(5.10)
I risultati del fit sono riportati in Tabella 5.6 e in Figura 5.9. Per il canale D0 →
K0Sπ
+π−, il valore fittato della vita media (τ) risulta compatibile con quello generato
(411 ps) e anche la media della terza gaussiana, che rappresenta un bias nella misura,
risulta compatibile con zero. Per il canale D0 → K0SK+K−, invece, la vita media risulta
leggermente sottostimata (di circa due deviazioni standard) e anche il bias non e` compati-
bile con zero. E` importante sottolineare che questo fatto non compromette la distinzione
tra eventi di fondo e di segnale perche´ la distribuzione in t non e` utilizzata per questo
scopo. Inoltre, effettuando un fit con il bias fissato a zero, si ottiene una vita media com-
patibile entro gli errori con quella generata. Una possibile ipotesi e` che il fit non abbia
la sensibilita` necessaria per fittare tutti i parametri; l’utilizzo di un fit non binnato (come
sara` nel fit finale) potrebbe superare questo problema.
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Figura 5.9: Fit alla distribuzione di t per gli eventi di segnale (Cat1); a sinistra per il
canale di segnale D0 → K0Sπ+π− e a destra e D0 → K0SK+K−.
Fit alla distribuzione di σt
La distribuzione dell’errore sul tempo proprio del D, σt, e` stata fittata con una funzione
Johnson, definita nella 5.5. I risultati del fit sono riportati in Tabella 5.7 e in Figura 5.10.
I fit non sono eccellenti, sono state provate moltissime altre funzioni, che hanno pero` dato
risultati peggiori. In realta`, dato che la funzione di parametrizzazione di σt ha il compito di
pesare i valori di σt nel fit finale per non introdurre un bias nella misura, non e` necessario
trovare una funzione migliore della funzione Johnson.
5.4 La parametrizzazione degli eventi di fondo
In questo paragrafo sono descritte le funzioni utilizzate per fittare le distribuzioni di mD0 ,
∆m, t e σt per le categorie di fondo Cat2, Cat3, Cat4 e Cat6, descritte nella Tabella 4.14.
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funzione frazione µ( ps) σ( ps)
Gauss1 47.8% - 0.38± 0.01
Gauss2 7.3% - 0.80± 0.02
Gauss3 44.9% 0.00004± 0.01 0.193± 0.006
vita media (0.411± 0.001) ps
funzione frazione µ( ps) σ( ps)
Gauss1 41.0% - 0.5± 0.1
Gauss2 8.2% - 1.0± 0.3
Gauss3 50.9% 0.012± 0.005 0.30± 0.04
vita media (0.402± 0.005) ps
Tabella 5.6: Risultato del fit alla distribuzione di t per gli eventi di segnale (Cat1); sopra
per il canale di segnale D0 → K0Sπ+π− e sotto per il canale di segnale D0 → K0SK+K−.
funzione frazione µ( ps) σ( ps) γ δ
JSU 100% 0.0662± 0.0003 0.00444± 0.00005 −8.60± 0.02 1.872± 0.003
funzione frazione µ( ps) σ( ps) γ δ
JSU 100% 0.126± 0.005 0.046± 0.006 −4.2± 0.3 1.71± 0.03
Tabella 5.7: Risultato del fit alla distribuzione di t per gli eventi di segnale (Cat1); sopra
per il canale di segnale D0 → K0Sπ+π− e sotto per il canale di segnale D0 → K0SK+K−.
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Figura 5.10: Fit alla distribuzione di σt per gli eventi di segnale (Cat1); a sinistra per il
canale di segnale D0 → K0Sπ+π− e a destra e D0 → K0SK+K−.
Osservando le distribuzioni nelle Figure 5.2 e 5.3 si puo` notare come non sia effettivamente
necessaria la definizione della categoria newCat all’interno del fit finale. La forma delle
distribuzioni di mD0 e ∆m per questa categoria sono paragonabili con quelle di Cat3 e
quindi questo tipo di eventi saranno fittati come Cat3 nel fit finale.
Se non indicato diversamente le funzioni utilizzate sono identiche per i due canali
di segnale. Anche in questo caso, come si e` fatto per il segnale, in ogni Figura della
distribuzione fittata sono riportate, in colori diversi, le componenti della funzione di fit, e,
sotto l’istogramma, il valore della variabile δHF.
5.4.1 Fit alla massa ricostruita del D0
Le funzioni utilizzate per fittare la distribuzione della variabile mD0 per gli eventi appar-
tenenti alle diverse categorie di fondo sono riportate di seguito:
canale D0 → K0
S
π+π− Cat2 fCat2 = N1G(x;µ1, σ1) +N2G(x;µ2, σ2) + pol1(x;m, q)
canale D0 → K0
S
K+K− Cat2 fCat2 = N1G(x;µ1, σ1) +N2G(x;µ2, σ2)
Cat3 fCat3 = pol1(x;m, q)
canale D0 → K0
S
π+π− Cat4 fCat4 = NG(x;µ, σ) + pol1(x;m, q)
canale D0 → K0
S
K+K− Cat4 fCat4 = pol1(x;m, q)
Cat6 fCat6 = N1G(x;µ1, σ1) +N2G(x;µ2, σ2)
(5.11)
I risultati del fit sono riportati in Tabella 5.8 (5.9) e in Figura 5.11 (5.12) per il canale
di segnale D0 → K0Sπ+π− (D0 → K0SK+K−). Da notare come il piccolo bump nella
categoria Cat4, dovuto agli eventi di segnale malricostruiti, sia fittato con una funzione
gaussiana e sia apprezzabile solo per il canale D0 → K0Sπ+π−.
5.4 La parametrizzazione degli eventi di fondo 104
Cat2 frazione µ(GeV/c2) σ(MeV/c2) m(
[
GeV/c2
]−1
) q
Gauss1 72.4% 1.86510± 0.00005 5.0± 0.1 - -
Gauss2 22.2% 1.8639± 0.0002 10.1± 0.5 - -
retta 5.4% - - −75± 6 160± 14
Cat3 frazione m(
[
GeV/c2
]−1
) q
retta 100% −1181± 1 3240± 3
Cat4 frazione µ(GeV/c2) σ(MeV/c2) m(
[
GeV/c2
]−1
) q
Gauss 2.8% 1.859± 0.001 11± 2 - -
retta 97.2% - - −300± 100 1400± 300
Cat6 frazione µ(GeV/c2) σ(MeV/c2)
Gauss1 38.8% 1.8656± 0.0008 4± 1
Gauss2 61.2% 1.8662± 0.0009 8± 1
Tabella 5.8: Risultato del fit alla distribuzione di mD0 per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0Sπ+π−.
Cat2 frazione µ(GeV/c2) σ(MeV/c2) m(
[
GeV/c2
]−1
) q
Gauss1 89.4% 1.86477± 0.00007 3.24± 0.07 - -
Gauss2 10.6% 1.864± 0.001 10± 3 - -
Cat3 frazione m(
[
GeV/c2
]−1
) q
retta 100% 15.6± 0.3 −1.9± 0.5
Cat4 frazione m(
[
GeV/c2
]−1
) q
retta 100% −119.1± 0.3 −185.0± 0.6
Tabella 5.9: Risultato del fit alla distribuzione di mD0 per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0SK+K−.
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Figura 5.11: Fit alla distribuzione di mD0 per gli eventi di fondo divisi nelle categorie
Cat2, Cat3, Cat4 e Cat6 (a partire dall’alto in senso orario) per il canale di segnale D0 →
K0Sπ
+π−.
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Figura 5.12: Fit alla distribuzione di mD0 per gli eventi di fondo divisi nelle categorie Cat2,
Cat3, Cat4 (a partire dall’alto in senso orario) per il canale di segnale D0 → K0SK+K−.
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5.4.2 Fit al ∆m
Le funzioni utilizzate per fittare la distribuzione della variabile ∆m per gli eventi appar-
tenenti alle diverse categorie di fondo sono riportate di seguito:
Cat2 fCat2 = N Thr(x;α, β)
Cat3 fCat3 = N [f1Thr(x;α, β) + f2G(x;µ, σ)]
Cat4 fCat4 = N Thr(x;α, β)
Cat6 fCat6 = N JSU (x;µ, σ, γ, δ)
(5.12)
I risultati del fit sono riportati in Tabella 5.10 (5.11) e in Figura 5.13 (5.14) per il
canale di segnale D0 → K0Sπ+π− (D0 → K0SK+K−).
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Figura 5.13: Fit alla distribuzione di ∆m per gli eventi di fondo divisi nelle categorie
Cat2, Cat3, Cat4 e Cat6 (a partire dall’alto in senso orario) per il canale di segnale D0 →
K0Sπ
+π−.
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Cat2 frazione α(GeV/c2) β
Thr 100% 0.13965± 0.00008 1.40± 0.09 - -
Cat3 frazione µ(GeV/c2) σ(MeV/c2) α β
Gauss 3.2% 0.14553± 0.00004 0.70± 0.06 - -
Thr 96.8% - - 0.13979± 0.00002 6.75± 0.06
Cat4 frazione α(GeV/c2) β
Thr 100% 0.13956± 0.00005 1.39± 0.05 - -
Cat6 frazione µ(GeV/c2) σ(MeV/c2) γ δ
JSU 100% 0.14543± 0.00003 2.06± 0.04 0.02± 0.1 1.0± 0.1
Tabella 5.10: Risultato del fit alla distribuzione di ∆m per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0Sπ+π−.
Cat2 frazione α(GeV/c2) β
Thr 100% 0.1398± 0.0002 1.3± 0.3 - -
Cat3 frazione µ(GeV/c2) σ(GeV/c2) γ δ
Gauss 3.1% 0.1455± 0.0001 0.4± 0.1 - -
Thr 96.9% - - 0.13995± 0.00008 7.6± 0.3
Cat4 frazione α(GeV/c2) β
Thr 100% 0.1398± 0.0002 1.4± 0.2 - -
Tabella 5.11: Risultato del fit alla distribuzione di ∆m per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0SK+K−.
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Figura 5.14: Fit alla distribuzione di ∆m per gli eventi di fondo divisi nelle categorie Cat2,
Cat3, Cat4 (a partire dall’alto in senso orario) per il canale di segnale D0 → K0SK+K−.
5.4.3 Fit al tempo proprio del D0
Le funzioni utilizzate per fittare la distribuzione della variabile t per gli eventi appartenenti
alle diverse categorie di fondo sono riportate di seguito:
Cat2 fCat2 = N [Exp(x; τ)⊗
3∑
i=1
fiG(x;µi, σi)]
canale D0 → K0
S
π+π− Cat3 fCat3 = N [fJSU (x;µ, σ, δ, γ) + (1− f)G(x;µG, σG)]
canale D0 → K0
S
K+K− Cat3 fCat3 = N JSU (x;µ, σ, δ, γ)
Cat4 fCat4 = N [fJSU (x;µ, σ, δ, γ) + (1− f)G(x;µG, σG)
Cat6 fCat6 = N [Exp(x; τ)⊗
2∑
i=1
fiG(x;µi = 0, σi)]
Per quanto riguarda la categoria Cat2, µ1 = µ2 = 0 per entrambi i canali di segnale mentre
µ3 = 0 per il canale D
0 → K0SK+K− e µ3 6= 0 per il canale D0 → K0Sπ+π−. I risultati
del fit sono riportati in Tabella 5.12 (5.13) e in Figura 5.15 (5.16) per il canale di segnale
D0 → K0Sπ+π− (D0 → K0SK+K−). Da notare come la vita media fittata per gli eventi
di fondo in cui il D0 e` ben ricostruito (Cat2) sia effettivamente compatibile con quella
generata.
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Cat2 frazione τ( ps) µ( ps) σ( ps)
Exp - 0.412± 0.004 - -
Gauss1 2.3% - - 1.0± 0.2
Gauss2 39.0% - - 0.48± 0.04
Gauss3 58.2% - 0.002± 0.005 0.21± 0.01
Cat3 frazione µ ( ps) σ( ps) γ δ
JSU 88.2% 0.02± 0.01 0.56± 0.01 −0.32± 0.03 1.41± 0.02
Gauss 11.8% 0.08± 0.04 0.85± 0.03 - -
Cat4 frazione µ ( ps) σ( ps) γ δ
JSU 96.1% 0.003± 0.006 0.53± 0.02 −0.18± 0.01 1.19± 0.02
Gauss 3.9% −0.03± 0.01 0.19± 0.03 - -
Cat6 frazione τ( ps) σ( ps)
Exp - 0.82± 0.07 -
Gauss1 100% - 0.33± 0.05
Tabella 5.12: Risultato del fit alla distribuzione di t per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0Sπ+π−.
Cat2 frazione τ( ps) σ( ps)
Exp - 0.400± 0.08 -
Gauss1 74.0% - 0.39± 0.01
Gauss2 19.6% - 0.6± 0.1
Gauss3 6.4% - 6± 2
Cat3 frazione µ ( ps) σ( ps) γ δ
JSU 100% 0.03± 0.06 1.0± 0.1 −0.3± 0.1 1.9± 0.2
Cat4 frazione µ ( ps) σ( ps) γ δ
JSU 47.0% −8.3± 0.2 2.1± 0.1 −22.11± 0.03 10.5± 0.1
Gauss 53.0% 0.09± 0.01 0.37± 0.02 - -
Tabella 5.13: Risultato del fit alla distribuzione di t per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0SK+K−.
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Figura 5.15: Fit alla distribuzione di t per gli eventi di fondo divisi nelle categorie Cat2,
Cat3, Cat4 e Cat6 (a partire dall’alto in senso orario) per il canale di segnale D0 →
K0Sπ
+π−.
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Figura 5.16: Fit alla distribuzione di t per gli eventi di fondo divisi nelle categorie Cat2,
Cat3, Cat4 (a partire dall’alto in senso orario) per il canale di segnale D0 → K0SK+K−.
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5.4.4 Fit all’errore sulla misura del tempo proprio del D0
La funzione utilizzata per fittare le distribuzione della variabile σt per gli eventi apparte-
nenti alle diverse categorie di fondo e` la funzione Johnson, definita nella 5.5. I risultati
del fit sono riportati in Tabella 5.12 (5.13) e in Figura 5.17 (5.17) per il canale di segnale
D0 → K0Sπ+π− (D0 → K0SK+K−).
cat2
Entries  29534
Mean   0.3266
RMS    0.1431
 / ndf 2χ
 60.29 / 85
Prob   0.9806
 (ps)tσ
Ev
en
ts
/1
0 
fs
0
200
400
600
800
1000
1200 Entries  29534
Mean   0.3266
RMS    0.1431
 / ndf 2χ
 60.29 / 85
  
 per eventi in Cat2tσdistribuzione di 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1-5
0
5
cat3
Entries  103892
Mean   0.4056
RMS    0.1709
 / ndf 2χ
 137.6 / 84
Prob   0.0002059
 (ps)tσ
Ev
en
ts
/1
0 
fs
0
500
1000
1500
2000
2500
3000 Entries  103892
Mean   0.4056
RMS    0.1709
 / ndf 2χ
 137.6 / 84
  
 per eventi di Cat3tσdistribuzione di 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1-5
0
5
cat4
Entries  93479
Mean   0.4132
RMS    0.1695
 / ndf 2χ
 107.9 / 85
Prob   0.04765
 (ps)tσ
Ev
en
ts
/1
0 
fs
0
500
1000
1500
2000
2500
Entries  93479
Mean   0.4132
RMS    0.1695
 / ndf 2χ
 107.9 / 85
  
 per eventi di Cat4tσdistribuzione di 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1-5
0
5
cat6
Entries  231
Mean   0.4149
RMS    0.1726
 / ndf 2χ
 35.68 / 85
Prob       1
 (ps)tσ
Ev
en
ts
/1
0 
fs
0
2
4
6
8
10
Entries  231
Mean   0.4149
RMS    0.1726
 / ndf 2χ
 35.68 / 85
  
 per eventi in Cat6tσdistribuzione di 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1-5
0
5
Figura 5.17: Fit alla distribuzione di σt per gli eventi di fondo divisi nelle categorie Cat2,
Cat3, Cat4 e Cat6 (a partire dall’alto in senso orario) per il canale di segnale D0 →
K0Sπ
+π−.
Cat2 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 0.071± 0.003 0.2± 0.1 1.80± 0.02 −6± 1
Cat3 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 0.063± 0.002 0.0102± 0.0002 1.88± 0.01 −7.81± 0.04
Cat4 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 0.067± 0.002 0.0012± 0.0003 1.91± 0.01 −11.9± 0.5
Cat6 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 10
−11 ± 0.09 0.2± 0.3 3± 1 −5± 4
Tabella 5.14: Risultato del fit alla distribuzione di σt per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0Sπ+π−.
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Figura 5.18: Fit alla distribuzione di σt per gli eventi di fondo divisi nelle categorie Cat2,
Cat3, Cat4 (a partire dall’alto in senso orario) per il canale di segnale D0 → K0SK+K−.
Cat2 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 0.13± 0.03 0.04± 0.04 1.8± 0.2 −5± 2
Cat3 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 0.12± 0.04 0.05± 0.06 1.9± 0.2 −5± 3
Cat4 frazione µ ( ps) σ ( ps) δ γ
JSU 100% 0.12± 0.02 0.03± 0.04 1.9± 0.1 −6± 3
Tabella 5.15: Risultato del fit alla distribuzione di σt per gli eventi di fondo divisi nelle
categorie per il canale di segnale D0 → K0SK+K−.
5.5 La purezza della selezione nella regione di segnale
Al termine della selezione e della parametrizzazione delle distribuzioni si puo` dare una
stima del numero di eventi di segnale e di fondo che ci si aspettano sui dati nella regione
di segnale.
Per scegliere la regione di segnale nel piano {mD0 ,∆m} e` necessario un compromesso
tra efficienza di ricostruzione e purezza della selezione. Se, infatti, scegliamo una regione
molto stretta intorno ai valori nominali delle due variabili avremo una purezza molto
grande ma una piccola efficienza di ricostruzione. Per trovare il miglior compromesso
ho effettuato uno studio sulla purezza della selezione distintamente per mD0 e ∆m. Per
ognuna delle due variabili ho calcolato la purezza in una regione intorno al valore nominale
della variabile in funzione della percentuale degli eventi di segnale all’interno di questa
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regione rispetto alla RE. Questo studio e` riportato nelle Figure 5.19 e 5.20 per i due canali
di segnale.
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Figura 5.19: Studio della purezza in funzione della frazione degli eventi di segnale nella
regione intorno a (a) mD0 = 1.8645 GeV/c
2 e (b) ∆m = 0.1454 per il canale di segnale
D0 → K0Sπ+π−.
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Figura 5.20: Studio della purezza in funzione della frazione degli eventi di segnale nella
regione intorno a (a) mD0 = 1.8645 GeV/c
2 e (b) ∆m = 0.1454 per il canale di segnale
D0 → K0SK+K−.
Dato che il valore dell’efficienza di ricostruzione ha un andamento lineare crescente
in funzione della percentuale di eventi di segnale all’interno della regione, si puo` stimare
che un buon compromesso si ha per la regione che contiene circa il 68% degli eventi per
tutte e due le variabili in entrambi i canali di segnale. In Figura 5.21 e` riporta questa
regione all’interno dello scatter plot tra mD0 e ∆m per i due canali di segnale. In realta`,
come accennato nel paragrafo 2.3.2, per scegliere la migliore regione di segnale e` necessario
affiancare a questo studio anche uno studio sulla dipendenza degli errori sui parametri del
mixing dalla purezza: massimizzando l’efficienza di ricostruzione e minimizzando gli errori
su xD e yD si trova la migliore regione di segnale.
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Figura 5.21: Scatter plot tra le variabili mD0 e ∆m a sinistra per il canale di segnale
D0 → K0Sπ+π− e a destra per il canale di segnale D0 → K0SK+K−. La linee nere
tratteggiate indicano il valor medio della variabile; le linee rosse indicano gli estremi della
regione selezionata per ciascuna variabile.
Canale di segnale D0 (D0)→ K0Sπ+π−
La regione in mD0 e quella in ∆m che, valutando la distribuzione di una variabile per
volta, contiene circa il 68% degli eventi di segnale sono definite di seguito:
|mD0 − 1.8645| < 0.006325 GeV/c2 (5.13)
|∆m− 0.1454| < 0.000198 GeV/c2 (5.14)
Dal momento che l’eventuale correlazione tra le due variabili e` al prim’ordine trascurabile
(v. paragrafo 4.4), consideriamo come regione di segnale l’intersezione dei due insiemi di
eventi definiti precedentemente. In questa regione si stima un numero di eventi di segnale
(Nsig) e di fondo (Nbkg) pari a:
Nsig = 210941
Nbkg = 1380
L’efficienza di ricostruzione ǫ e` pari a:
ǫ = 7.0% (5.15)
e la purezza Π a:
Π ≡ Nsig
Nsig +Nbkg
= 99.34% (5.16)
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Canale di segnale D0 (D0)→ K0SK+K−
Consideriamo il canale di segnale D0 (D0)→ K0SK+K− e procediamo analogamente. Le
corrispondenti regioni in ∆m e mD0 sono le seguenti:
|mD0 − 1.8645| < 0.00367 GeV/c2 (5.17)
|∆m− 0.1454| < 0.0001955 GeV/c2 (5.18)
per cui, per questo canale, risulta:
Nsig = 29574
Nbkg = 67
che corrispondono ad una efficienza di ricostruzione ǫ e ad un purezza Π pari a:
ǫ = 6.2% (5.19)
Π = 99.77% (5.20)
Capitolo 6
Conclusioni
In questa tesi e` stato esposto lo studio della misura dei parametri del mixing del mesone
neutro D, xD e yD, nell’ambito dell’esperimento BABAR.
E` stato descritto il formalismo del mixing per i mesoni neutri e, in particolare, sono
stati definiti i parametri xD e yD che governano il mixing nel sistema D
0 − D0. Sono
stati brevemente descritti gli scenari che si possono aprire in conseguenza a questa misura.
Sono state mostrate le caratteristiche che rendono i canali di decadimento D0 (D0) →
K0S h
+ h− (h = π,K) ottimi candidati per la misura dei parametri del mixing. Un’a-
nalisi dipendente dal tempo sul piano di Dalitz di questi due canali e`, infatti, sensibile
direttamente ai parametri xD e yD ed agli eventuali termini che descrivono la violazione
di CP . Sono stati descritti i criteri di selezione per gli eventi di segnale e il loro effetto
sui campioni generati con un MonteCarlo. La selezione ha migliorato la risoluzione delle
variabili mD0 e ∆m che saranno utilizzate nel fit finale per discriminare gli eventi di se-
gnale da quelli di fondo. Inoltre ha rimosso, rendendo trascurabile il loro contributo, un
tipo di fondo molto pericoloso: i decadimenti del D che hanno lo stesso stato finale del
segnale. Al termine della selezione tutti gli eventi sono stati classificati in diverse catego-
rie, di segnale (Cat1) e di fondo (Cat2, Cat3,Cat4,Cat6). Per ognuna di queste categorie si
e` descritta la parametrizzazione delle distribuzioni delle variabili mD0 , ∆m, t, σt. Queste
parametrizzazioni saranno utilizzate nel fit finale, il valore dei parametri sara` comunque
estratto dai dati. Infine, dopo aver descritto lo studio sulla regione del piano {mD0 ,∆m},
e` stata riportata una stima del numero di eventi di segnale e di fondo aspettati in questa
regione. E` stata mostrata, infine, la stima dell’efficienza di ricostruzione e della purezza
della selezione, all’interno della regione suddetta.
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