Abstract Dynamic function optimisation is an important research area because many real-world problems are inherently dynamic in nature. Over the years, a wide variety of algorithms have been proposed to solve dynamic optimisation problems, and many of these algorithms have used the Moving Peaks (MP) benchmark to test their own capabilities against other approaches. This paper presents a detailed account of our hybridised Extremal Optimisation (EO) approach that has achieved hitherto unsurpassed results on the three standardised scenarios of the MP problem. Several different components are used in the hybrid EO, and it has been shown that a large proportion of the quality of its outstanding performance is due to the local search component. In this paper, the behaviour of the local search algorithms used is analysed, and the roles of other components are discussed. In the concluding remarks, the generalisation ability of this method and its wider applicability are highlighted.
Introduction
Dynamically changing fitness landscapes are one of the fundamental issues that have made optimisation problems difficult to solve [39] . Real-world problems with such characteristics can be found in the areas of economics, telecommunication networks, production scheduling and manufacturing, among others. In these problems, the task of an optimisation algorithm is to produce solutions with momentarily optimal objective values over time.
The Moving Peaks (MP) problem is an excellent testbed for dynamically changing fitness landscapes. It consists of a multi-dimensional landscape with a definable number of peaks, where the height, the width and the position of each peak are altered slightly every time a change in the environment occurs. Created by Branke [12] as a benchmark for dynamic problem solvers, the MP problem has since been used by many for the testing of algorithms for dynamic function optimisation.
In this paper, we present a detailed account of our hybridised Extremal Optimisation (EO) approach for solving the MP problem. Based on a very simple principle of mutating a single solution according to a power-law distribution, EO has been designed by Boettcher and Percus [11] to exclude bad solutions rather than finding good solutions. In other words, EO is not intended to show any convergence behaviour. This characteristic seems to make EO a very promising choice for dynamic implementations -as no convergence exists, EO is expected to automatically adapt the current working solution according to the feedback received from the objective function. If the objective function returns fitness values that reflect the current search space, the algorithm is expected to be able to adapt to changes regardless of the severity or the frequency of the changes. However, experimental studies in [30] revealed that EO alone does not work well for the MP problem, as far as the solution quality is concerned. This motivates the implementation of hybridised EO.
The remainder of this paper is organised as follows. Section 2 briefly introduces the background of the MP problem, and then describes some of the existing solution methods in detail. Following which, section 3 discusses the hybridised approach with different local search algorithms being incorporated. After that, experimental results are presented in section 4. Finally, section 5 concludes the work with some remarks on the generalisation ability and the wider applicability of this method.
Background
The MP problem is a benchmark problem for dynamic problem solvers [12] . The problem consists of a base landscape with a definable number of m peaks created randomly within certain width and height limits. The solver's task is to follow the highest peak in a landscape of several mountains while the landscape is changing. There are many free parameters, hence many different scenarios can be created and different aspects of the algorithm can be tested with this problem. To provide comparable configurations, alongside the original problem definition, three sets of standard parameter settings known as Scenario 1, Scenario 2 and Scenario 3 are published. Formally, the MP function is defined as follows:
F (x, t) = max(B(x), max 1..m P (x, h i (t), w i (t), p i (t))) (1) where B(x) is the basis landscape on which the m peaks move, with each peak P having its height h, width w and location p. The location of the peaks is fixed in a definable number of dimensions. The peaks' heights and widths are assigned randomly within defined ranges. The frequency of the landscape change ∆e is defined as numbers of function evaluations available to the solver between changes. The movement of the peaks depends on a linear correlation between a completely random assignment of new coordinates and the direction of the previous move to the new coordinates. A parameter 0 ≤ λ ≤ 1 3 is used to define the balance between random and predictable movements in the shift vector v i :
Here, r is the random shift vector and s is a definable parameter regulating the severity (length) of the movement. A λ of 0.0 results in a completely random direction of movement, a value of 1.0 makes every move's direction depends entirely on the direction of the previous move. The effects of the parameter settings are explained in detail in [13] . When the landscape changes, the location of a peak is shifted by a random variable drawn from a Gaussian distribution. The heights and widths of all peaks are also changed by adding Gaussian variables to the present values. Table 1 Choice of parameter value where Scenario 2 admits a range of values: vlength is the severity of the change and correlation lambda describes the degree of correlation between the direction of the current and previous moves, where 0.0 stands for a completely random move The standard Scenarios, i.e. problem instances, most commonly use 5 dimensions. Most of the approaches which report results that can be used as benchmarks for our approaches, have used Scenario 2. As the original listing for Scenario 2 leaves a choice with regards to a subset of the parameters, the settings listed in Table 1 are used for our experiments except where variations are made and reported in the text.
Performance Measures
Measuring algorithm performance in a dynamic environment has always been a challenge. Early approaches used a specific measure, the 'generation-best' for plotting the development of the population as it evolves over time (e.g. [1] , [18] and [40] ). Besides that, Ayvaz et al. [2] proposed measuring the run time until the best result was found. The drawback with this is that the algorithm may have found the best solution long before the end of the run. To measure the time until a certain quality is found, the anticipated quality would have to be known in advance.
De Jong [21] proposed the use of the online and offline performances, which differ in the fact that the online performance is based on all solutions, the offline performance on the best-known solution so far. They are useful in a context where the quality of the best solution remains constant over time (changing only location). Grefenstette [18] observed that subtracting the current performance from the current best would compensate for this shortcoming, and thus conceived of the online and offline errors.
The offline error has since been used as the generally accepted measure of performance in dynamic environments, although its shortcomings are well known: It favours algorithms which find relatively good solutions early (which is not necessarily a disadvantage); it skews the outcome over time due to the averaging factor; and it is sensitive to the average quality of all available solutions (the average height of the landscape). For example, when comparing performances on landscapes with varying numbers of peaks using the offline error, only the comparison between different algorithms solving a problem with an equal number of peaks is meaningful. Despite these disadvantages, the offline error has been used extensively as a standard performance measure by many researchers for dynamic problems.
Existing Approaches
Many solutions for the MP problem have been presented since its inception. In his seminal work, Branke [12] used a memory-based multi-population variation of a Genetic Algorithm (GA) to store and retrieve individuals when a change occurs. However, he found that the approach is less useful for more drastic changes to the landscape. For this reason, he collaborated with others to develop the self-organising scouts algorithm [14] . This extended GA approach is based on a forking mechanism which starts with a single population, and then divides off subpopulations with a designated search area and size. Comparing to the standard GA, it shows a much better performance. More results of the self-organising scouts approach were subsequently published by Branke and Schmeck in [13] .
Thereafter, many variants of GA have been applied to the MP problem. For example, the original memory-based multi-population GA by Branke [12] was later adopted by Zou et al. [41] as the basis for new variations. Apart from these memory-based multipopulation approaches, a speciation technique applying the formation of colonies was described and explored by Ronnewinkel and Martinetz [36] . Named MPGA, it bears some resemblance to the self-organising scouts approach [14] .
Even though the MP problem is single-objective in nature, Bui, Branke and Abbass [15] applied multi-objective GAs to it by introducing an additional objective that serves the purpose of maintaining diversity. Bui, Branke and Abbass later extended their work by using the Non-dominated Sorting Genetic Algorithm version 2 (NSGA2) [16] . NSGA2 is used to rank the non-dominated solutions and maintain diversity using the crowding distance as a basis for the implementation of the additional objective.
Ayvaz et al. [2] presented a review of the GA-based approaches and compared their performance on an undefined scenario, exploring the algorithms under different severity of change. Their empirical studies show that the self-organising scouts introduced by Branke et al. [14] produced the best results among all previously known GA-based implementations. They also reported that the self-organising scouts can perform even better when enhanced with a crossover-based local search introduced in Lozano et al. [25] .
Apart from GA, Particle Swarm Optimisation (PSO) is another popular method that has been used extensively in dynamic optimisation domain. Blackwell [6] , who introduced charged particles (hence CPSO) that repel each other and circle around neutral particles of the swarm for better convergence behaviour in dynamic environments, was among the first to study PSO for the MP problem. Afterwards, Blackwell and Branke [7] applied a multi-population version of the same approach as multi-CPSO to the same problem. They also introduced multi-Quantum Swarm Optimisation (multi-QSO), a variation whose charged particles move randomly within a cloud 5 of fixed radius centred around the swarm attractor. All these approaches perform well on the MP problem.
Other PSO-based studies include Parrott and Li [35] who adapted the speciation technique from GA [22] to PSO, Janson and Middendorf [20] who proposed a hierarchical variation of the PSO (H-PSO) that employs a tree structure where each particle uses the best location found by the individual immediately above it in the tree structure in addition to its own best find, as well as Wang et al. [38] who used Branke's idea of employing 3 populations [12] originally for GA to PSO. However, the best result by PSO comes from Blackwell and Branke [8] who added anti-convergence to the exclusion and quantum/charged particle features they first conceived in [7] and [6] respectively. In [8] , Blackwell and Branke reported an offline error of 1.72 from solving Scenario 2.
Li, Branke and Blackwell [24] subsequently combined some aspects of the previous work of Blackwell and Branke [8] with the notion of speciation PSO (SPSO) introduced in an earlier publication of Li [23] . This approach tackles problem dynamics by detection and response. It is designed to optimise problems with primarily unknown numbers of peaks. SPSO was tested on Scenario 2 of the MP problem, but its offline error of 1.93 failed to better Blackwell and Branke's PSO with anti-convergence [8] . In other words, among all the PSO-based solutions with available numerical results Blackwell and Branke's PSO with anti-convergence has the best offline error from solving Scenario 2. None of the GA-based solutions gives numerical results, so a direct comparison between GA and PSO is impossible. Nevertheless, the graphical representations suggest that the GA results are no competition for the PSO solutions listed here.
Besides GA and PSO, there are also other types of solutions for the MP problem, such as Differential Evolution (DE) [28] , Stochastic Diffusion Search (SDS) [29] inspired by neural networks, and the B-cell Algorithm (BCA) [37] . Among these, the DE approach by Mendes and Mohais [28] produced almost equal quality as Blackwell and Branke's anti-convergence PSO [8] , with an offline error of 1.75 from solving the same settings. This DE approach is a multi-population one, and the authors explored seven different schemes in combination with three techniques of developing elite individuals, one of which is based on the idea of quantum particles introduced in [7] .
The good performances of Blackwell and Branke's PSO and Mendes and Mohais' DE have encouraged Lung and Dumitrescu [26] to develop a hybridised algorithm that combines PSO and Crowding DE, called Collaborative Evolutionary-Swarm Optimisation (CESO), in which equal populations of both methods collaborate. The Crowding DE maintains diversity by replacing the closest individual if it is fitter. The PSO's task is to converge to the global optimum. Whenever a change is detected, the PSO swarm is reinitialised to the Crowding DE population. Their offline error of 1.38 on Scenario 2 with 10 peaks surpasses those of Blackwell and Branke's as well as Mendes and Mohais'.
Soon after, Lung and Dumitrescu extended their work with a new collaborative model called Evolutionary Swarm Cooperative Algorithm (ESCA) [27] . ESCA uses three equal-sized populations of individuals: a main population evolving by the rules of Crowding DE, a particle swarm population, and another Crowding DE population acting as a memory for the main population. Three types of collaboration mechanisms are used to transmit information between populations, and they differ in the mode and the quantity of information transmitted. The performance of ESCA was evaluated via some numerical experiments on the MP benchmark, and reported an offline error of 1.53 on Scenario 2 with the standard settings. Even though the offline error achieved 6 is not as good as CESO, ESCA is shown to be able to cope better with severe changes in the fitness landscape than CESO.
While all these approaches are impressive, the best solution in the literature comes in a very simple algorithm by Moser and Hendtlass [33] called Multi-phase Multiindividual Extremal Optimisation (MMEO). As suggested by the name, MMEO is a multi-phase, multi-individual version of EO. Several components, including an EO phase, a hill-climbing phase, a duplicate check phase, a reoptimisation phase, and a fine-tuning phase, are incorporated for dynamic function optimisation. It outperforms all the available approaches mentioned above with an offline error of 0.66 on Scenario 2. In spite of the outstanding results, the local search component of MMEO still carries redundant steps which cause unnecessary function evaluations. Furthermore, the step lengths used in [33] were chosen intuitively without careful consideration. As such, the use of Hooke-Jeeves (HJ) pattern search to further enhance the performance of MMEO has been examined by Moser and Chiong [32] . In the following section, a generalised version of the MMEO -termed as Hybridised EO -is first described, and then two enhancements -the use of HJ pattern search and an improved local search -are presented.
Extremal Optimisation for Solving Moving Peaks
EO is a general-purpose method for finding high-quality solutions to hard optimisation problems [10] . Unlike GAs, which employ a population of solutions, EO improves a single solution using mutation. A solution consists of multiple components which are assigned individual fitness values. Based on the Bak-Sneppen model [3] of self-organised criticality (SOC), EO was conceived to eliminate the worst component at each iteration by exchanging it for another element. In their seminal work, Boettcher [9] and Boettcher and Percus [11] experimented with selecting the worst and also used a probabilistic power-law selection process, and found the latter to be more successful. The powerlaw distributed choice is particularly useful for implementations which cannot use the current quality of individual components to choose the worst, but necessitate the design of a neighbourhood with choices of potential moves [10] .
Hybridised EO
Most of the well-performing algorithms examined in Section 2.2 are based on one common strategy, i.e. the subdivision of the search space through the use of multiple populations with GAs ([14] , [13] , [36] ) and PSOs ( [7] , [8] ). This leads to the creation of exclusion zones and therefore implicitly maintains diversity. Explicit diversity measures aimed at reducing convergence to accommodate dynamics are added as appropriate. PSOs are more prone to convergence than GAs and more often equipped with anticonvergence measures [8] .
One of the particularities of the published scenarios of the MP problem is the fact that local optima turn into global optima and back again. The conventional implementation of EO has no inherent convergence behaviour, and is therefore well-suited for continuous change. The algorithms performing best on moving peaks are all tracking algorithms. As such, a multi-individual implementation of EO is devised to keep 'outposts' on local optima. These 'outposts' can be reoptimised using the local search, rather than requiring a new global search. Given the characteristics of the offline error as a performance measure, this provides the side effect of recording a relatively high-quality solution at an early stage after a change.
Global Search
The global search is achieved by an adaptation of the conventional EO algorithm, as described at the beginning of Section 3. The initial solution is always created randomly. Variations are made to this initial solution using a 'stepwise' sampling scheme that changes each of the dimensional variables at a time to produce a set of candidates. The sampling scheme produces a predefined number of equally distanced candidates in every dimension. These candidate solutions are then ordered according to fitness.
This provides a rank k (where 1 is the best) for each solution. The solution to be adopted can then be chosen with a probability of k −τ where the only free parameter τ , usually a value between 1.1 and 3.0, is set to infinity. Given the sorting from best to worst, this setting ensures that only the best individual is chosen and eliminates the possibility for uphill moves which are often beneficial when EO is used as a standalone algorithm. In combination with a local search, the use of uphill moves has proved to be less desirable.
The algorithm then adopts one of the candidates as the next solution and proceeds to the local search phase.
Local Search After the global search phase, the local search 1 process takes over the result. It assumes the solution is on the slope of a peak and attempts to climb to the top. The candidate sampling for this phase is adapted from a 'decimal' scheme used as an EO global search neighbourhood in the single-phase model. Instead of binary sampling, the coordinates are encoded as decimals and each digit is changed into every possible alternative to create the candidates (e.g. with a coordinate of 84.63, the '8' would be changed to '7', '6', ..., '1', '9', the '4' to '3'..'1', '9'..'5', etc). Obviously, this scheme can be simulated without character-encoded coordinates. Instead, the search space in every dimension is subdivided into a logarithmic scale of base ten, with the starting point at the current solution.
This pattern samples the search space ten times more sparsely with every logarithmic step away from the current coordinate. To create the samples, the logarithmic steps are subdivided into equal steps. Using ten samples per logarithmic step would be the most intuitive scheme, but it proved more useful to reduce the number of samples in each logarithmic step to four: two samples in each of the opposite directions along the dimension axis, as illustrated in Figure 1 .
Instead of creating a full neighbourhood of samples, the local search picks one sample in each direction, starting from the furthest samples, along each dimension's axis in turn and immediately adopts the first gainful move. The next sampling step is started from this new position, until none of the samples provides an improvement, i.e. the local search has converged. If the resulting solution is not too close to an existing solution (within a predefined Euclidean distance), it is added to the list of solutions.
It is necessary to note that checking for duplicates before the local search has converged proved very effective, saving many unnecessary evaluations. The distance that defines a duplicate has to be set to a small enough value to ensure no solution residing on a neighbouring peak is mistaken for a duplicate, and large enough to ensure the local search will take it close enough to the existing solution to enable its detection as a duplicate. In accordance with this principle, the smallest logarithmic step of the local search is used as a threshold distance. Given the deterministic nature of the local search, this ensures that only one solution will be saved per peak.
After each local search phase, the list of existing solutions is re-checked for a change in fitness. If present, all peaks are optimised again using the local search.
To save evaluations, it is useful to refrain from including the digits of smallest precision in the sampling of the local search phase. The smallest logarithmic step is the largest to guarantee the duplicate threshold can be crossed. When all present solutions have been re-optimised, the best is fine-tuned by performing the local search algorithm one logarithmic step closer to the current coordinates.
EO with Hooke-Jeeves Pattern Search
HJ pattern search was proposed by Hooke and Jeeves over 40 years ago [19] . It is still among the first choices for researchers in need of a deterministic local search. The most recent applications include Neri et al. [34] as well as Benasla et al. [5] . The former used the HJ pattern search to optimise the design parameters of a controller for an electric engine, the latter to find the optimal power production for a given grid system. HJ has also been used to optimise the parameters for a controller of a heat exchanger [4] . In many cases, the HJ algorithm is used to supplant a linear program. When applied to a multi-modal landscape, it is prone to stagnation at the nearest local optimum. Therefore, it is often applied in combination with a global search strategy. The simple local search strategy described in Section 3.1 is very similar to the HJ pattern search. Both search methods pick their samples along the dimensional axes, decreasing the addition to each coordinate when no improvement can be found. However, Hooke and Jeeves proposed to effect an exploitive move after the exploration phase, a move which has not been explored in the local search in Section 3.1. As such, instead of the original local search component, we substitute it with HJ pattern search. Since the global search phase is the same as in Section 3.1, we will not repeat it here.
As described in the original paper [19] , HJ pattern search starts with an exploratory move in which all dimensional variables in turn are changed by a predefined step. As improvements are equally likely in both directions along the dimensional axes, this takes at most twice as many function evaluations as there are dimensions, at least equally many. The pattern move then repeats all changes that are found to be successful in the exploratory move and uses a single function evaluation to evaluate the effect of the combined change.
The implementation of HJ algorithm is formalised as follows: The HJ procedure repeats until no improving change can be made in any dimension. The step size is reduced and the procedure repeated until there are no more step sizes.
For our experiments, the use of exponential decline in step sizes has proved most successful.
The sequence described by equation 3 is used for the experiments. The initial value s 0 has to be determined on the basis of knowledge about the search space, and is set to {8, 9, 10, 11, 12} for our experiments. The power base b is set to the values {0.2, 0.3, 0.5}, as none of the individual values proved consistently superior to the others. The results presented do not always use the same step length sequences.
The complete EO + HJ algorithm differs from the hybridised EO only in the local search part. Unlike the hybridised EO, EO + HJ uses the HJ algorithm, which is used with different step length sequences. Also, the HJ-based local search records which direction along each dimensional axis is used for the last improvement and checks this direction first.
In all other respects, the algorithms are identical. EO + HJ also eradicates duplicates after every exploratory and pattern move, and stores the solution when it cannot be improved further and it is not identified as a duplicate. The EO + HJ algorithm also comprises a fine-tuning phase where the best solution in memory is improved using a further step on the exponential sequence. The complete algorithm is outlined below: a change has occurred. 5. Fine-tune best individual using HJ but sample closer to current position. Stop when no further improvement is possible.
EO with an Improved Local Search
An analysis of the original MMEO algorithm [33] showed that, of all its components, the local search part contributed by far the largest proportion of the result quality. However, the local search of MMEO still carries redundant steps which cause unnecessary function evaluations. Also, the step lengths used were based on intuition rather than the product of careful consideration. It is therefore meaningful to further improve this algorithm by systematically exploring appropriate step length sequences and removing unnecessary redundant steps. During the development of the MMEO algorithm, it became clear that the step lengths used for the local search are crucial for its performance. The sequence S = s 0 ...sm used for the MMEO algorithm was found to be a crucial part of it. It was first devised experimentally by choosing individual numbers for a sequence, the most successful of which ultimately described an exponential decline.
In this improved local search, the sequence is approximated by the same equation 3 as described in Section 3.2. The initial value s 0 is determined on the basis of knowledge about the search space, specifically the approximate distance a point has to move from a lowest point to the nearest local optimum, preferably erring on the shorter side, because the exponential decline dictates that many small moves have to make up for a large move which failed by a small margin. The sequence reaches its end sm when the value drops below a predefined limit, which, again, is dependent on the problem space. Given the exponential pattern of the sequence, it is important to ensure that the last value sm is indeed close to the desired smallest step length.
Consequently, the number of steps m in the sequence S will depend, besides on s 0 , on b, which is a value between 0.2 and 0.8. Different combinations of s 0 and b were explored. The initial assumption was that the local search would perform best if the step length sequence S started with a value slightly below the average length. This seems appropriate as the solution would have to travel from the slightly elevated position it is left at by the global search. Since the average width of the peaks in Scenario 2 is 6.5 and the average distance a peak travels at each change is 5, values between 2 and 10 seem appropriate for s 0 .
The implementation of the improved local search is as follows: It is necessary to note that the original implementation of the local search described in Section 3.1 has not made use of the information which direction the previous successful move (positive or negative) had taken along the axis lines. In most cases, moving in the same direction as the last successful step will further improve the fitness. In some cases, the last move, although successful, has 'overshot the goal' and needs to retract. It is therefore useful to attempt a move in the opposite direction, but only when following the previous move's direction has failed. The complete algorithm is outlined below:
Algorithm 4 EO + Improved LS Algorithm 1. Set the initial base point x t to uniformly random coordinates. Search the space in even intervals in every dimension to create a group of candidates. Choose the best candidate x t+1 as the basis of the local search. 2. Perform the improved local search. If the locally optimised solution x t+n is not within a predefined distance of any other solution, save it. 3. Repeat steps 1 and 2 while the objective function remains unchanged. 4. When a change has occurred, reoptimise the saved solutions by applying the improved local search. As every cycle starts from the beginning, when no move is possible, the whole step series is executed.
Comparison of Local Search Algorithms
Step series resumes from previous successful move lengths/directions, but PM causes unnecessary advancements in individual directions, which have to be reversed.
Step series will resume from previous step lengths/directions. If no move is possible in the same direction, the reverse direction will be checked.
Smallest possible number of redundant steps in final cycle.
Number of step lengths * number of dimensions * 2 (number of directions/dimension) 12 
Experiments and Results
For the purposes of testing the behaviour of the different local search algorithms used as well as the roles of other components incorporated in our hybrid EO, several numerical experiments were performed using the MP benchmark. In the first experiment, we aim to give an overview of the performance of the different versions of our EO algorithms by comparing them with CESO [26] and ESCA [27] from the literature. All three scenarios of the MP problem with standard settings are used, and the experimental results are summarised in Table 3 , averaged over 50 runs with 100 changes to each run. The corresponding standard error is calculated by dividing the standard deviation and the square root of the number of runs. From Table 3 , we see that EO + HJ and EO + Improved LS have comparable performance, and they are clearly superior to CESO and ESCA.
As the hybridised EO algorithms are surprisingly successful, it will be interesting to find out whether their good performance is entirely attributable to a high degree of specialisation, or whether there is a potential of wider applicability. As can be seen in the previous section, these algorithms combine many components: several optimisation algorithms, a multi-individual strategy that can be interpreted as a memory, and a duplicate removal step. Our next experiment thus aims to find out, approximately, how much of the solution quality is contributed by each of them.
This experiment used Scenario 2 with 10 peaks, and the direction of the moves of the optima was set to λ = 0.0 (random). The maximum distance of the moves was 10, and 5000 function evaluations between the changes were permitted. The results are summarised in Table 4 . The hybridised EO is the 'original' algorithm and is provided here as a reference. 'With HJ pattern search' is basically EO + HJ. Likewise, 'With improved LS' is EO + the improved local search. 'Without global search' omits the stepwise sampling phase and uses the uniformly random initial solution directly as a starting point for the local search. 'Using single solution' is designed to determine the significance of keeping multiple individuals. The single solution is fine-tuned and then forgotten. A new global search then starts from a random solution. 'Without local search' does no hill-climbing, and, consequently, no fine-tuning. As it is a multi-solution strategy, the present solutions are refined using the stepwise sampling of the global search. This will lead to fewer duplicates (more distance between the solutions) and therefore to more numerous solutions. 'Without fine-tuning' omits the fine-tuning of best solution. 'Without duplicate check during local search' performs the hill-climbing to convergence without removing a duplicate when too close to another solution. Here, the duplicates are only removed after the hill-climber has fully converged.
When the multi-individual strategy or the local search phase is omitted, a competitive result is not achieved. Checking for duplicates during the local search phase, however, has an unexpected impact which is on par with using multiple individuals instead of a single solution only. It is also surprising that the global search phase has less impact than the fine-tuning phase. If the algorithm were to be used on a static function, the emphasis of algorithmic performance would shift from 'quick rediscovery' (as is the case here) to 'quick first discovery', and the small contribution of the global search phase would be detrimental.
Varying the Number of Peaks
The results obtained in Table 3 and Table 4 have used a total of 10 peaks for the scenarios. In general, it is easier to find the global maximum when the number of peaks is small. However, it is easier to score on the offline error when the landscape is elevated (more peaks). To evaluate the performance of the algorithms when a different number of peaks is present, we test them with experiments on 1, 10, 20, 30, 40, 50 and 100 peaks for comparison. Experimental results obtained for different number of peaks are presented in Table 5 . For CESO and ESCA, the best results have been obtained with a landscape featuring a single peak. The EO-based approaches are poor on single-peak landscapes, mainly because the local search has long distances to cross (incurring many function evaluations while the best-known solution is still poor) using steps that have been calibrated for smaller 'mountains'. After a change, the peak has to be found again from a single stored solution, the previous peak. While the hybridised EO algorithms did not perform well with one peak, they outperformed CESO and ESCA on almost all other instances. EO + HJ and EO + Improved LS share similar results. The reasons behind the similarity in results between EO + HJ and EO + Improved LS will be analysed and explained in Section 4.5.
Varying the Dimensionality
The dimensionality, tantamount to the complexity of the problem, is expected to have a large impact on the performance of different algorithms. The standard scenarios used to obtain the results in Table 3 have 5 dimensions. In order to investigate the effect of varying dimensionality in the search space, we test out the algorithms on an experiment with different dimensionality values. Numerical results on 10, 50 and 100 dimensions are presented in Table 6 . As can be observed from Table 6 , CESO reported an average offline error of 2.51 in the 10 dimensions search space. The performance of CESO deteriorated drastically with increasing dimensionality, achieving average offline errors of 6.81 and 24.60 for 50 dimensions and 100 dimensions respectively. Our original hybridised EO exhibited similar trend as that of CESO when the dimensionality increases, but with much worse results. On the other hand, EO + HJ and EO + Improved LS are able to maintain a fairly competitive performance even when the dimensionality is increased to 100. It is also the first time where EO + HJ has shown distinguishably better results than EO + Improved LS. The numerical results of ESCA on different dimensionality are not available, and hence ESCA is not included in Table 6 . Nevertheless, the graphical representation of the results between CESO and ESCA on increased number of dimensions which can be found in [27] indicates that ESCA is no better than CESO with increased dimensionality.
Varying the Shift Severity
EO is known to be resilient in view of severity of change, mainly due to its deliberate lack of convergence behaviour. The experimental results in Table 3 were obtained based on shift severity of 1. This shift severity value controls the severity of the change: the higher the values, the more severe the changes and hence the more difficult the problem becomes. To find out the effect of varying shift severity, this experiment is conducted with different shift severity values. Numerical results on shift severity values from 0 to 6 are compared to those reported by CESO and ESCA, presented in Table 7 . From Table 7 , we see that the values reported by the EO variants are superior than CESO and ESCA. Among the EO algorithms, the results of EO + HJ and EO + Improved LS are again expectedly better than the hybridised EO. Between EO + HJ and EO + Improved LS, EO + HJ is slightly better for s = 0. From s = 2 to s = 6, however, EO + Improved LS is consistently better throughout.
While it is clear that the EO algorithms are coping better with larger shifts, they do not cope well with the variations of shift severity as compared to ESCA. Taking performance decay into consideration, ESCA seems to have adapted much better than our EO algorithms.
Statistical Significance
In order to prove the statistical significance of the results presented, we applied the Wilcoxon rank-sum test to the available means from Tables 5, 6 and 7. The statistical tests show that there are no significant differences between the performances of CESO and ESCA, nor between EO + Hooke-Jeeves and EO + Improved LS. Also, CESO and Hybridised EO do not differ significantly on the problems they were trialled on. All other comparisons lead to the conclusion that the algorithms perform significantly differently on the 95% level, some indeed on the 99% level.
The largest differences are found between Hybridised EO and both other EO implementations. This confirms that the improvement made to the initial hybrid EO is successful. One of the more surprising results is that the Hybridised EO outperforms ESCA on the same level as do the improved version of the same algorithm and the EO and HJ combination. The same datasets were used for all comparisons and we can exclude the possibility of error.
HJ vs Improved LS
HJ pattern search and the improved local search have shown very competitive yet similar results on various settings of the MP problem. These two algorithms are different in two ways: 1) the pattern move and 2) the fact that the variables which can no longer make gainful moves 'wait' for the others to stagnate rather than decreasing their individual step lengths and continue searching. It is therefore interesting to explore how different a performance these disparities lead to. The final experiment therefore appraises the potential of HJ and the usage of its core feature, the pattern move.
For this experiment, Scenario 2 is used in 5 dimensions. Trials with 10, 15 and 100 dimensions are also employed to detect possible differences in the way the local search types advance. The experiment was run 50 times in the given dimensions, and repeated for different combinations of initial values s 0 between 4 to 13 and bases b = {0.2, 0.3, 0.5}. As the results of both algorithms vary greatly depending on the initial value s 0 used, in Table 8 we group them according to the base value b -the three bases b have been combined with every step length between 4 and 13, resulting in 9 different trials for every b. Since the results are very different over the 9 runs per base, the maximum and minimum offline errors (oe) are shown. The results in Table 8 conclude in HJ's favour, especially those above 5 dimensions. The averaged standard deviations over the trials with 50 runs each differ only in the second precision for both algorithms in 5, 10 and 15 dimensions. They are 0.1 for 5, 0.6 for 10 and 0.9 for 15 dimensions. In 100 dimensions, the improved LS has a slightly higher standard deviation of 7.7 compared to HJ's 6.6. From the run statistics of the experiment, it appears that an average of 40% (varying between 37% and 43%) of all HJ moves are pattern moves, except in the case of 5 dimensions, where there are, on average, only 37%.
An interesting question is whether there is a causal relationship between the number of pattern moves and the quality of the end result. To this end, we have listed in Table 9 the best results with the number of successful pattern moves (averaged over the 50 trials) used in the trials which produced them. The highest and lowest numbers of successful pattern moves over all the trials are listed for comparison. It seems that problems with 15 dimensions and less were solved to the best-known outcome using a large variety of numbers of pattern moves, and no correlation is apparent. In 100 dimensions, however, fewer pattern moves seemed to lead to better results. Averaging the pattern moves' success rates over all trials, we obtained around 53% pattern moves for up to 15 dimensions, but only 38% in runs that produced the best results in 100 dimensions. These results seem to indicate that the pattern move of the HJ algorithm has little effect on the result quality when solving the MP benchmark. More insights into the pattern move's effects in concrete situations can be found in [31] .
Conclusion
In this paper, we presented a set of hybridised EO algorithms for solving dynamic function optimisation problems. Hybridisation of EO with HJ pattern search and the improved local search significantly outperformed the best algorithms for the MP problem currently available in the literature. These two algorithms have not only maintained their outstanding performance in challenging environments, i.e. search spaces with different number of peaks and different dimensionality, but also shown to be able to cope better than any other methods with larger shifts in the fitness landscape. The improved local search has been particularly robust in all aspects considered, while the HJ pattern search is very competitive too especially when the dimensionality is high.
This work demonstrated that the hybrid EO-based approach can indeed handle problem dynamics very well. As a lightweight stochastic search method, the hybrid algorithms presented here have been designed to skilfully balance exploration and exploitation in the search space via some forms of deterministic characteristics. Based on the cues offered by the problem instances, the randomness involved in EO has been reduced intelligently to benefit the overall outcome. This is very much in line with the current trends in the field of optimisation, where many algorithmic designers have started to incorporate detailed knowledge of the search space or problem-specific human expertise when creating useful automated systems [17] . The expectation therefore is that the way we use to construct our approach will soon find applicability in real-world problems.
