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Abstract
We present the ﬁrst scientiﬁc results from the luminous red galaxy (LRG) sample of the extended Baryon
Oscillation Spectroscopic Survey (eBOSS) combined with the high-redshift galaxies of the previous BOSS sample.
We measure the small- and intermediate-scale clustering from a sample of more than 97,000 galaxies in the redshift
range z0.6 0.9< < . We interpret these measurements in the framework of the Halo Occupation Distribution. The
bias of this sample of LRGs is 2.30±0.03, with a satellite fraction of 13%±3% and a mean halo mass of
h M2.5 1013 1´ - . These results are consistent with expectations, demonstrating that these LRGs will be reliable
tracers of large-scale structure at z 0.7~ . The galaxy bias implies a scatter of luminosity at ﬁxed halo mass, Llogs ,
of 0.19 dex. Using the clustering of massive galaxies from BOSS CMASS, BOSS LOWZ, and SDSS, we ﬁnd that
0.19Llogs = is consistent with observations over the full redshift range that these samples cover. The addition of
eBOSS to previous surveys allows the investigation of the evolution of massive galaxies over the past ∼7 Gyr.
Key words: cosmology: observations – galaxies: evolution – large-scale structure of universe
1. Introduction
Galaxy redshift surveys have been fundamental in advancing
our understanding of the universe. The successes of the past
decade, varying from 2dFGRS (Cole et al. 2005), SDSS
(Eisenstein et al. 2005; Zehavi et al. 2011), and BOSS
(Anderson et al. 2012), have spawned even larger investments
in mapping the universe through the three-dimensional
distributions of galaxies. In this paper, we present the ﬁrst
measurements of the clustering of luminous red galaxies
(LRGs) from the extended Baryon Oscillation Spectroscopic
Survey (eBOSS; Dawson et al. 2016), the successor program to
BOSS (Dawson et al. 2013). The eBOSS LRG program has the
power to provide reliable measurements of galaxy clustering.
We focus on LRG clustering at small scales (r h20 1 - Mpc),
which provide information on the bias of the galaxy sample and
how these galaxies are distributed in dark matter halos. The
framework in which we interpret the eBOSS data is the Halo
Occupation Distribution (HOD). This approach describes the bias
relation between the galaxies and matter at the level of
“virialized” dark matter halos, which are expected to be in
approximate dynamical equilibrium (Benson et al. 2000; Peacock
& Smith 2000; Seljak 2000; White et al. 2001; Berlind &
Weinberg 2002; Cooray & Sheth 2002). In the HOD framework,
the key quantity is the probability distribution P N M( ∣ ) that a halo
of virial mass M contains N galaxies of a given type, along with
the relations between the galaxy and dark matter spatial and
velocity distributions within halos. Given an HOD and a
particular cosmological model, the statistics of galaxy clustering
can be predicted in the sense that the cosmological model
determines the properties of the halo distribution, while the HOD
speciﬁes how those halos are populated with galaxies. HOD
modeling has been used to interpret clustering in nearly all large-
scale galaxy redshift surveys (e.g., Zheng et al. 2007, 2009; White
et al. 2011; Zehavi et al. 2011; Parejko et al. 2013; Guo
et al. 2014). The HOD results provide physically informative and
important information to test theories of galaxy formation and
evolution.
One of the key quantities in galaxy formation is the scatter in
galaxy luminosity (or stellar mass) at ﬁxed halo mass.
Clustering is one of the few methods that is sensitive to the
scatter. We will use the HOD to estimate this scatter and
compare it to other galaxy samples spanning a redshift range of
z=0.7 to z=0.1. We will show that this scatter is both small
(0.19 dex in Llog ) and constant over this redshift range.
Our paper is organized as follows. Section 2 brieﬂy describes
the eBOSS observations and the deﬁnition of our LRG sample.
The measurement of clustering is presented in Section 3, along
with the comparison with the BOSS result. In Section 4, we
interpret our result in the framework of HOD. Finally, the
conclusion and the discussion of our measurements as well as
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its implication are given in Section 5. Throughout this paper,
the distances are measured in units of h 1- Mpc with the
Hubble constant H h1000 = km s−1 Mpc−1. The redshifts are
converted into distances by assuming a spatially ﬂat ΛCDM
model with h n, , , ,m b s8sW W( ) = 0.29, 0.7, 0.04, 0.8, 0.95( ).
The same cosmology is also used for the N-body simulations to
make mock catalogs. The halos are deﬁned as the spherical
overdensity masses, which are 200 times the background
density.
2. Observations and Data
Motivated by the success of BOSS (Gunn et al. 2006;
Eisenstein et al. 2011; Bolton et al. 2012; Dawson et al. 2013;
Smee et al. 2013), eBOSS will explore a larger volume and
higher redshift of the universe (Dawson et al. 2016). As a six-
year program, the primary scientiﬁc goals of eBOSS are to
provide the ﬁrst high-precision measurements of baryon
acoustic oscillations (BAOs) and redshift space distortions
(RSDs) in the redshift range z0.6 2.0< < (Zhao et al. 2016).
Measurements of the expansion history in this redshift range
contain important information about the transition from cosmic
deceleration to acceleration. Here, we focus on the eBOSS
LRG sample, which extends the BOSS galaxy sample to higher
redshift, probing the range z0.6 1.0< < with a target density
of 60 deg−2. The LRG target selection is based on ugriz
(Fukugita et al. 1996) SDSS imaging data combined with
infrared photometry from the Wide-ﬁeld Infrared Survey
Explorer (WISE; Wright et al. 2010). The use of infrared data
allows selections of fainter optical targets at higher redshift
while minimizing stellar contamination of the sample. A full
description of the target selection algorithm, including tests for
systematics, is presented in Prakash et al. (2016).
The eBOSS LRG target selection imposes a bright limit of
i=19.9, making the eBOSS sample nearly complementary to
the BOSS CMASS sample, which used SDSS imaging only to
probe the redshift range z0.4 0.7< < (see details in Reid
et al. 2016). For the clustering analysis in this paper, we
combine the eBOSS LRGs with the high-redshift tail of the
CMASS sample. The motivation for this combination is two-
fold: (1) HOD analysis typically assumes that a sample of
galaxies is complete, in the sense that it includes all galaxies
above some mass or luminosity threshold. (2) The cosmology
analysis with eBOSS is likely to merge the two catalogs; this
increases the density of the sample without decreasing the
median redshift. Like other LRG selections, our combined
sample of eBOSS+BOSS galaxies is not a complete sample,
either in terms of luminosity or stellar mass. Color cuts will
introduce some incompleteness, while the ﬂux limit of the
target selection will create incompleteness at the higher-redshift
region of the sample. The completeness of BOSS LRG samples
has been quantiﬁed by Leauthaud et al. (2016) and Tinker et al.
(2017) using ancillary data sets to augment the BOSS samples.
Such samples do not currently exist for eBOSS, thus the
analysis presented here comes with the caveat that the
measured clustering and derived halo occupation may be
biased relative to a stellar-mass-complete sample. We will
discuss this in the context of HOD modeling in Section 4.
Figure 1 shows the distribution of the i-band magnitude as a
function of redshift for both BOSS CMASS and eBOSS LRGs.
At z 0.75< , the complementarity of the eBOSS and BOSS
samples is clear, with BOSS populating the bright end of the
distribution. The slight overlap between the BOSS and eBOSS
galaxies is due to the bright limit in eBOSS using “model”
magnitudes, while the faint limit in CMASS was enforced with
“cmodel” magnitudes (see Stoughton et al. 2002; Abazajian
et al. 2004 for details of the magnitudes and further discussion).
The smaller scatter between these two quantities causes some
overlap in the i-band distribution. At z 0.75> , the combined
sample is dominated by eBOSS galaxies due to the ﬂux limit
of BOSS.
The space density of the eBOSS, BOSS, and the combined
sample is shown in the top panel of Figure 2. Dotted lines
indicate our ﬁducial redshift range. Within this range, the
fraction of all galaxies that are eBOSS LRGs is about 60%. The
combination of the eBOSS sample with the ﬂux-limited tail of
the CMASS distribution makes for a highly asymmetric n(z),
but we will demonstrate in Section 4.1 that our halo occupation
results are insensitive to the exact details of the galaxy number
density. In the bottom panel of Figure 2, we also plot the
galaxy number densities of the eBOSS+BOSS LRG sample in
different spatial areas, as shown in Figure 3. The consistency
between these different patches shows that these data are
compatible with each other. As we demonstrate below, the
clustering measurements are also consistent between hemi-
spheres, implying that a joint analysis is sufﬁcient for an HOD
investigation.
The clustering measurements in this paper are based on the
eBOSS DR14 LRG data taken prior to 2016 May. This sample
yields a total number of spectra of 110,000 and an areal
coverage of 1591 deg−2. We restrict the data to the sectors with
a completeness greater than 0.5 and then select the galaxies in
our redshift range. The overall completeness in each sector is
deﬁned as
C
N N N N
N N N N N
, 1
spec cp BOSS BOSS
targ star knocks BOSS BOSS
cp
cp
= + + +- - + + ( )
where N is the number of objects in the sector, spec denotes
galaxies with good eBOSS spectra, cp denotes objects with no
spectra, because they were too close to another LRG target to
assign a ﬁber—the well-known “ﬁber collision” effect—BOSS
denotes BOSS galaxies with spectra, cpBOSS has the same
meaning as cp but in the BOSS CMASS sample, targ denotes
targets, star denotes spectroscopically conﬁrmed stars, and
knocks denotes knockouts from higher-priority targets which
Figure 1. Distribution of the i-band model magnitude after correcting for
galactic extinction vs. redshift for the eBOSS (red) and BOSS (green) samples.
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we will discuss in more detail presently. In the analysis, we
deﬁne “good” eBOSS spectra as follows,
1 SPECPRIMARY 1,
2a ZWARNING_NOQSO 0,
2b ZWARNING_NOQSO 2
0.005 RCHI2DIFF_NOQSO 0.01 . 2
2
AND
OR
AND
==
==
==
< <
( )
(( )
( )
)) ( )
These parameters are the ﬂags in the eBOSS catalog:
SPECPRIMARY identiﬁes the best spectrum among multiple
observations, ZWARNING_NOQSO lists potential problems
with the redshift ﬁt and a value of 0 denotes no obvious
problems, RCHI2DIFF_NOQSO is the difference in the
reduced 2c between the best-ﬁt and second best-ﬁt templates.
The third condition is used to relax the threshold of
ZWARNING_NOQSO 22= , since in Dawson et al. (2016) it
was shown that the catastrophic failure rate is still below 1%
for RCHI2DIFF_NOQSO 0.005> . Future analysis of cluster-
ing with the eBOSS LRG sample will likely use the redshift
estimates derived from a new spectroscopic classiﬁcation
algorithm (T. Hutchinson et al. 2016, in preparation). The new
routine is based on a least-squares ﬁt against discrete, physically
motivated spectral templates rather than against a linear
combination of templates derived from principal component
analysis as was done in the BOSS redshift classiﬁcation (Bolton
et al. 2012). The new redshift classiﬁcation algorithm has been
shown to produce a higher fraction of reliable redshift estimates,
particularly in the presence of stellar contamination and low
signal-to-noise spectra. The above approach increases the
redshift success rate by about 15%. These criteria yield an
eBOSS LRG sample of 62,000 galaxies, and the redshift success
rate is 84%. The stellar fraction in the spectroscopic sample is
found to be about 11%. We restrict the CMASS galaxies to the
same footprint as the eBOSS sample, resulting in an eBOSS
+BOSS sample of 97,000 galaxies. We summarize the basic
statistics of the eBOSS+BOSS sample in Table 1, including the
galaxy numbers, the space density, completeness, and stellar
contamination. Figure 3 displays the sky coverage of the eBOSS
LRG sample color-coded by completeness. The North Galactic
Cap (NGC) and South Galactic Cap (SGC) are analyzed jointly
for simplicity. The area covered by the survey and the angular
completeness of each sector are tracked by the MANGLE
software (Swanson et al. 2008).
We apply additional masks to the data to account for various
systematics. During ﬁber assignment, LRGs are only given
access to ﬁbers after all other targets have been through ﬁber
Figure 2. Top panel: number density of the galaxies for the sample described in
the text—eBOSS LRGs (red dashed), BOSS (green dotted–dashed), and
eBOSS+BOSS (blue solid). The data used for the clustering measurement are
restricted between the vertical dashed lines at z=0.6 and z=0.9. Bottom
panel: number density of the galaxies in the eBOSS+BOSS LRG sample, the
three patches in NGC and SGC are plotted separately, and the shaded region in
the restricted redshift range is the 2s error estimated from the mock catalogs.
The result shows that the data in different areas are consistent with each other.
Figure 3. Sky coverage of the galaxy sample used in this analysis, in the
Lambert azimuthal equal-area projection. The light gray region shows
the expected total footprint of the survey, while the colors indicate the
completeness in each sector. The mean completeness in each sector is 0.86; the
weighted area of the current footprint is 888 deg2 for NGC (top) and 807 deg2
for SGC (bottom), respectively; and the two regions in SGC are separated as
SGC-1 ( 10J2000d > ) and SGC-2 ( 10J2000d < ).
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allocation. Thus, there is a signiﬁcant amount of area that is
“not viewable” from the point of view of the LRGs due to ﬁber
collisions—the limit that two ﬁbers cannot be closer than 62″
on a given plate; see Dawson et al. (2016) for full details. LRG
targets that are within the collision radius of a high-priority
target are designated knockouts (the collision of an LRG with
another LRG will be discussed later). Some knockouts are
recovered in plate overlaps, but in total, roughly 10% of the
LRG footprint is eliminated due to this effect. We create a
collision priority mask to remove both targets and randoms
from this area. Bright stars in WISE can also impact target
selection. In our ﬁducial results, we do not use the bright star
mask, but we demonstrate that it has a negligible effect on our
clustering measurement in Appendix A.
3. Clustering Measurements
The primary tool to study the statistics of the galaxy
distribution is the two-point correlation function rx ( ), which
measures the excess probability of ﬁnding galaxy pairs over a
random sample of points as a function of separation r (Peebles
1980). In order to account for the RSD caused by the galaxy
peculiar velocities, it is convenient to calculate the correlation
function on a two-dimensional grid of pair separations
perpendicular (rp) and parallel (π) to the line of sight. For a
pair of galaxies with redshift space positions s1 and s2, the
dependence of the correlation function is only through
s s s1 2= - and the orientation of s relative to the line of
sight. In this case, we may write the rx ( ) as r, px p( ) through
the relation
s l
l
s s s sr r, , , 3p
2 2 2p p= = - =·
∣ ∣
· · ( )
with l s s 21 2= +( ) (e.g., Davis & Peebles 1983; Fisher
et al. 1994).
The calculation of the correlation function from the galaxy
sample is through the estimator (Landy & Szalay 1993)
r ,
DD 2DR RR
RR
, 4px p = - +( ) ( )
where DD, DR, and RR are suitably normalized numbers of
(weighted) data–data, data–random, and random–random pairs
in each separation bin. Note that an FKP-type radial weighting
is not applied here, as it has no impact on the clustering at this
scale (White et al. 2011; Parejko et al. 2013). We generate the
random catalogs in the survey area, which satisﬁes the
completeness threshold, and assign a weight of 1 to all of
these randoms. The redshifts of these randoms are selected
randomly from redshifts in the data sample. We subsample the
randoms in each sector to match the incompleteness of the
spectroscopic sample.
In order to mitigate the effect of RSD and examine the real
space correlation function, we compute the projected correla-
tion function from r ,px p( ) (Davis & Peebles 1983)
w r d r2 , . 5p p p
0ò px p=
¥
( ) ( ) ( )
In practice, the integral of π can be up to 80 h 1- Mpc, which is
large enough to include most of the correlated pairs and
produce a stable result. The measurement of w rp p( ) is achieved
with 10 equally spaced bins in rlog p from 0.2 h 1- Mpc to
60 h 1- Mpc.
Fiber collisions between LRG–LRG pairs reduce the
spectroscopic completeness by 5%~ ,16 and these collisions
have an impact on both the measured large-scale bias and the
small-scale clustering. We correct this effect by combining two
different weights: (1) upweighting galaxies that have a ﬁber
assigned in the collided pairs and (2) reconstructing the correct
galaxy pair counts in scales smaller than 62″. The ﬁrst
weighting scheme is similar to the “nearest-neighbor method”
and corrects for the impact of collisions on the bias (Zehavi
et al. 2002, 2005). The second scheme corrects the clustering
amplitude at small scales by using the ratio of angular
correlation functions (Hawkins et al. 2003),
F
w
w
1
1
, 6z
t
q qq=
+
+( )
( )
( )
( )
where wz q( ) is the angular correlation function of galaxies
drawn from the “spectroscopic” sample which has ﬁbers
assigned, and wt q( ) is the angular correlation function for the
entire photometric sample.
The quantity w1 q+ ( ) is proportional to the number of pairs
at angle θ, thus we weight each DD pair in Equation (4) by
F1 q( ) to account for the loss of pairs due to collisions.
Figure 4 presents this angular correction for both eBOSS and
BOSS galaxy samples used in our analysis. The ratio is close to
unity above the ﬁber-collision scale but depressed signiﬁcantly
at separations below this scale. To interpret these data, we start
with results from BOSS. For ﬁber allocation in BOSS, the
mandate was to place a ﬁber on every galaxy possible—i.e., to
achieve 100% completeness in the “decollided” set.17 Thus, in
areas of the survey covered by more than one tile, all collisions
were resolved by observing one galaxy on each plate. Because
40% of BOSS was covered by more than one tile, the value of
F at 62q <  is 0.4. The value of F for eBOSS galaxies is
substantially smaller below the collision scale, despite the fact
that the multi-tile coverage is nearly the same. Indeed, when
measuring F q( ) in regions of eBOSS covered by more than one
tile, F q( ) is still substantially below unity.
The reason for the different results between BOSS and
eBOSS lies in the ﬁber allocation priorities. In BOSS, the goal
Table 1
The Statistics of the eBOSS+BOSS LRG Sample
Total NGC SGC-1 SGC-2
Ngal,total 97,073 51,388 25,649 20,036
Ngal,BOSS 34,924 18,637 8625 7662
Ngal,eBOSS 62,149 32,751 17,024 12,374
Area (deg2) 1695.5 888.5 482.1 324.9
Stellar contamination 6.9% 4.6% 12.2%a 4.3%
Completeness 0.863 0.862 0.848 0.888
Note.
a The stellar contamination is higher due to this region being closest to the
galactic plane, but the clustering is not affected.
16 This is a distinct effect from knockouts, where LRGs cannot be assigned
ﬁbers due to collisions with other—uncorrelated—samples of targets. This
effect is speciﬁcally caused by the collision between two LRGs.
17 The decollided set contains all targets that are not within collision groups
(groups of targets that lie within 62″ of one another), combined with the subset
of collided targets that can be assigned ﬁbers on a single plate (Dawson
et al. 2016).
4
The Astrophysical Journal, 848:76 (14pp), 2017 October 20 Zhai et al.
of 100% completeness in the decollided set was met at the
expense of some unused ﬁbers, which totalled 7%. To
maximize ﬁber usage in eBOSS, the goal of 100% decollided
completeness was relaxed for the LRGs (but only for the
LRGs). Due to ﬂuctuations in the density of higher-priority
targets, the number of LRG ﬁbers varied from plate to plate.
Thus, in some plates, there exist more LRG targets than
available ﬁbers. This affects a small fraction of the area: 90%
of the eBOSS footprint placed ﬁbers on 90% of available
LRG targets (cf. Figure4 in Dawson et al. 2016). However, the
ﬁber allocation algorithm prioritizes galaxies in the decollided
set. Thus, if a plate runs out of ﬁbers before all available LRGs
could be assigned, the set of LRGs left unassigned is
preferentially in pairs. Correcting for this effect, fortunately,
is identical to our standard method of correcting for ﬁber
collisions; this result is shown explicitly on mock data in
Appendix B.
Our measurement of w rp p( ) is shown in Figure 5 for CMASS,
eBOSS LRGs, and the combined sample. Note again that we
restrict the CMASS sample to be within the same eBOSS survey
area and redshift range. The angular completeness and the radial
selection function are independently calculated for eBOSS and
eBOSS+BOSS, and the angular upweighting correction is
also applied separately to eBOSS and BOSS LRGs. Speciﬁcally,
in the combined sample, a BOSS–BOSS pair at 62q < 
is upweighted by 2.64, while an eBOSS–eBOSS pair is
upweighted by 5.1, and all eBOSS–BOSS cross pairs are not
upweighted because there are no collisions between surveys. The
clustering measurements from eBOSS are in agreement with
earlier measurements of massive galaxies at lower redshift (White
et al. 2011; Parejko et al. 2013). In the top panel of Figure 6, we
present the clustering measurements of the eBOSS+BOSS LRG
sample in different regions. These results show consistency with
the combined sample. We also subdivide the redshift range into a
low-z and a high-z half at about z=0.7 such that the two
subsamples have nearly equal numbers of galaxies. The result
shown in the bottom panel of Figure 6 reveals no signiﬁcant
difference between the two samples, and thus motivates our
analysis of these data as a single sample.
The errors in the clustering measurements can be estimated
in multiple ways (Norberg et al. 2009). The eBOSS survey is
far from complete, therefore the relatively small sky coverage
Figure 4. Angular correction (Equation (6)) for the eBOSS (red) and BOSS
(green) samples in the pair counts to calculate the correlation function. N 1tile >
refers to sectors that are observed more than once. This quantity is used to
weight the galaxy pairs to account for the loss of pairs due to collisions.
Figure 5. Top panel: projected correlation function for the eBOSS, BOSS, and
eBOSS+BOSS LRG samples. The dashed line corresponds to the best-ﬁt
power law for eBOSS LRGs w r rp p p
1µ g-( ) with 1.95g ~ . Bottom panel:
fractional difference for the two samples with respect to the best-ﬁt power-law
function. Note that the two data points at the largest scale for BOSS wp are not
shown because they are negative due to the sample variance, which is mainly
introduced by restricting the BOSS CMASS galaxies within the eBOSS
footprint.
Figure 6. Top panel: projected correlation function for the regions NGC, SGC-1,
and SGC-2 of the eBOSS+BOSS LRG sample, together with the overall
result. The consistency between these subsamples is measured by 2c =
w w C w wp p tot p p1 2
1
1 2- --( ) ( ), which is determined by taking the difference
between these subsamples, where the covariance is determined by scaling with
the number of galaxies in the subsample. The result is 6.8 for NGC and SGC-1,
17.0 for NGC and SGC-2, and 9.9 for SGC-1 and SGC-2, with 10 data points.
Bottom panel: projected correlation function of the high- and low-z samples, with
the corresponding 17.12c = . The results show that the LRG sample in different
areas and redshift bins are compatible with each other, and therefore motivate us
to analyze the data in a joint way.
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and the irregular geometry (Figure 3) may introduce some
difﬁculties in calculating the covariance matrix from the
resampling methods, such as jackknife and bootstrap (White
et al. 2011). We compute the covariance from 100 independent
mock catalogs created from the quick particle mesh method (White
et al. 2014). These mock catalogs have the same angular selection
function and n(z) as the data. They do not include ﬁber collisions
or ﬁber allocation effects, so we increase the variance from the
mocks by F1 q( ) at 62q <  to account for the larger shot noise
in the data at small scales. In practice, we require an HOD model
to make mock catalogs: we perform a “ﬁrst-pass” HOD analysis
on the data (see Section 2) assuming constant fractional errors in
w rp p( ). The resulting HOD is used to populate the mock catalogs.
The output of this process is a mock with constant number density
of galaxies; we then subsample them to match the observed n(z),
which are then used to perform our ﬁnal HOD analysis on the data.
This procedure is advantageous for a number of reasons: it is
simple; this makes the clustering constant across the redshift range,
meeting observations; the sample variance and shot noise on the n
(z) between different mock realizations can be properly modeled.18
This method has been used in the LRG clustering analysis (e.g.,
White et al. 2011; Parejko et al. 2013). The resulting correlation
matrix for the eBOSS+BOSS sample is presented in Figure 7. The
error bars of the w rp p( ) measurements in Figure 5 are related to
the diagonal elements of the covariance matrix. As expected, the
w rp p( ) data are highly correlated at r h2p 1 - Mpc, where pairs
of galaxies come from two distinct halos, while at smaller scales
galaxy pairs reside in a single halo, which is dominated by
uncorrelated shot noise.
4. Analysis
4.1. HOD Modeling
We interpret the observed clustering of galaxies in the
framework of the HOD, which approaches the problem of
galaxy bias statistically. In its most basic form, the HOD
constructs a probability distribution P N M( ∣ ): the probability
that a halo of mass M contains N galaxies of a given class.
Here, the class of galaxies is the combined eBOSS+BOSS
sample. Because the clustering, abundance, and interior
structure of dark matter halos is well-known from simulations,
specifying P N M( ∣ ) essentially provides a complete description
of the spatial distribution of galaxies. For HOD parameteriza-
tion, it is customary to separate the contribution of the central
galaxies from that of the satellite galaxies with the mean
occupancy of halos:
N M N M N M N M . 7gal cen sat= á ñ = +( ) ( ) ( ) ( ) ( )
The mean number of the central galaxies in each halo is
modeled with a smooth transition between 0 and 1 galaxy,
N M
M M1
2
1 erf
log log
, 8
M
cen
min
logs= +
-⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦
⎥⎥( ) ( )
and the mean number of satellite galaxies is parameterized as
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Multiplying the central galaxy occupation function in this form
guarantees that the satellite occupation terminates at a mass
higher than the central occupation cutoff. In this HOD model,
M M, , ,Mmin log sats a and Mcut are the free parameters to be ﬁt
by observations, which include both w rp p( ) and the observed
number density of galaxies. Brieﬂy, Mmin is the mass at which
half of the halos have a central galaxy, Mlogs physically relates
to the scatter of halo mass at ﬁxed galaxy luminosity, α is the
power-law index for the mass dependence of the number of
satellites, Msat is a typical mass for halos to host one satellite,
and Mcut allows for the cutoff in the satellite occupation
function to vary with halo mass. Different functional forms of
the HOD parameterization have been applied in the literature,
but the model in Equations (7)–(9) is ﬂexible enough to satisfy
our requirement. The exploration of the parameter space for the
HOD model is performed using the Markov Chain Monte Carlo
(MCMC) method. We use the analytic model described in
Tinker et al. (2005, 2012) to calculate wp from a given HOD
model. We note that the eBOSS+BOSS galaxy sample is not
an ideal sample for HOD analysis. There are gaps in color
space between the selection functions for each sample, thus this
sample is not “complete” as is usually assumed in the standard
HOD formalism. However, adding BOSS galaxies to eBOSS
makes the sample signiﬁcantly more complete than it would
otherwise be. The bright limit on the eBOSS target selection
implies that the most massive halos are not represented in the
sample, and the mean number of galaxies per halo cannot be
assumed to monotonically increase. Inclusion of the BOSS
sample brings these halos back into the fold and meets the
assumptions inherent in Equation (8).
The standard HOD approach, parameterized in Equation (8),
assumes a smooth transition between halos that are not massive
enough to contain a galaxy in the sample and more massive halos
that always have at least one galaxy within them. The width
of this transition is determined by Mlogs . This model naturally
assumes that the sample of galaxies being modeled is
Figure 7. Correlation matrix for the clustering measurements from the eBOSS
+BOSS LRG sample. It is calculated from 100 independent mock catalogs
using the particle mesh method. This matrix is used to perform the HOD
analysis in Section 4.1.
18 Speciﬁcally, we subsample the mock galaxies such that the mean n(z) of all
mocks matches the observed n(z), and thus mock-to-mock variations in n(z) are
preserved.
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complete—all galaxies above a threshold in luminosity or stellar
mass are included. However, this standard approach has been used
in many previous analyses of LRG samples (e.g., Wake et al.
2008; Zheng et al. 2009; White et al. 2011; Parejko et al. 2013;
Reid et al. 2014). In these papers, the incompleteness is folded
into this transition as an extra source of scatter. The measurements
of incompleteness in the BOSS sample list above make it possible
to test this assumption explicitly, which we show in Appendix D.
Although the impact of incompleteness on halo occupation in
eBOSS+BOSS may be quantitatively different from that in BOSS
itself, it is possible to use the standard approach to construct an
HOD model that reproduces the bias and number of density of an
LRG sample with realistic incompleteness. Additionally, Figure 6
shows that the amplitude of clustering in our sample does not
depend on redshift. Thus, the incompleteness induced by the ﬂux
limit at higher redshifts does not impact the clustering, allowing us
to treat the eBOSS+BOSS galaxies as a single sample.
The constraints on the HOD parameters are presented in
Figure 8 based on the 2c from the Gaussian likelihood function.
Mmin is not a free parameter once the galaxy number density n¯ is
known and the other HOD parameters are speciﬁed. In
particular, Mmin is determined by matching the number density
n¯ to the integral
n
dn
dM
N M , 10ò=¯ ( ) ( )
where dn/dM is the halo mass function from Tinker et al. (2008).
The dark matter halo is described by the NFW proﬁle (Navarro
et al. 1996), and the concentration–mass relation is adopted from
Macciò et al. (2008). The values of the HOD parameters and the
statistics with their conﬁdence intervals are given in Table 2.
These measurements are obtained by using the galaxy number
density n h1.4 0.05 10 Mpc4 1 3=  ´ - - -¯ ( ) ( ) , which corre-
sponds to the space density at z=0.7 for the eBOSS+BOSS
sample. We test to make sure that the characteristics of the HOD
are not sensitive to our choice of n¯; the deﬁnition of characteristics
refers to the galaxy bias, satellite fraction, and HOD shape (which
means the M Msat min ratio and α). We repeat the analysis when
the maximal space density, which is about twice the current one,
is used. The constraints of the HOD parameters necessarily
change to account for the different numbers of galaxies; however,
the characteristics of the HOD are not sensitive to the choice of
Figure 8. 68%, 95%, and 99% conﬁdence intervals of the HOD parameters for the eBOSS+BOSS LRG sample based on MCMC analysis. The diagonal panels
display the one-dimensional probability distribution function. The mass parameters have units of h M1- , and the red cross stands for the best ﬁt.
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number density; the satellite fraction increases by 1%, while the
bias remains the same, and the slope parameter α changes within
the error estimated. This means that the HOD shape is the same.
The top panel of Figure 9 shows the mean occupation function
of the best-ﬁt model and its uncertainties from MCMC analysis.
The mean halo mass for the eBOSS+BOSS sample is
h M2.5 1013 1´ - , which is roughly in agreement with the
CMASS result (White et al. 2011). The bottom panel displays the
probability that a galaxy in our sample is hosted by a halo of mass
M. The galaxies observed in the survey live in a wide halo mass
distribution.
The best ﬁt of the wp from the HOD modeling is presented in
Figure 10, where the one-halo term and the two-halo term are
also shown for illustration.19 The transition scale from the one-
halo term to the two-halo term is observed at ∼1–2 h 1- Mpc.
The HOD modeling of massive galaxies at different redshifts
has been investigated with various samples and HOD models.
We compare our measurements of the HOD parameters Mmin
and Msat versus galaxy number density, n¯, with other studies
that use a similar statistical method in Figure 11; these include
the samples of SDSS (Zehavi et al. 2011), BOSS CMASS
(White et al. 2011), and BOSS LOWZ (Parejko et al. 2013).
Our HOD ﬁtting results are in reasonable agreement with those
of previous studies. The value of Msat from our eBOSS+BOSS
measurement appears to be somewhat above the trend. A larger
satellite mass scale would normally imply a smaller fraction of
satellites, but the fsat value from eBOSS+BOSS is in good
agreement with the CMASS and LOWZ results, all near 10%.
For these BOSS results, as well as the SDSS results, α is near
unity, while our best-ﬁt value is 0.43. There is a strong
degeneracy between α and Msat (see Figure 8), such that a
value of 1a ~ from the eBOSS+BOSS sample would bring
Msat into better agreement with the other surveys.
Zehavi et al. (2011) estimate that M M17sat min» in the SDSS
galaxy sample. Incorporating the mass estimates presented in
Figure 11, we ﬁnd this relationship depends on the number
density as M M n n17sat min SDSS 0.2» ( ¯ ¯ ) , where nSDSS¯ is the
number density of SDSS galaxy samples. This result implies
that in the low space density environment, the gap between the
masses of the halos that host two galaxies and the one hosting
only one galaxy is smaller than in the dense environment.
Based on the HOD ﬁtting, we estimate the bias of the galaxy
sample with respect to the dark matter distribution through
b n b M N M
dn
dM
dM, 11h1
0ò= -
¥
¯ ( ) ( ) ( )
where bh(M) is the halo bias factor from Tinker et al. (2010),
and there is no radial range in which to measure the galaxy
bias. The large-scale bias of the eBOSS+BOSS sample is
2.30±0.03 from our clustering measurements. This value
varies inversely with the assumed mass perturbation amplitude
8s , which is set to be 0.8 in this work.
As a consistency check, we also determined the galaxy bias
independently by simply taking the ratio of the measured
projected correlation and the theoretical linear dark matter
projected correlation. Here we considered only points well
within the linear regime (rp > 3Mpc h–1). This method is
independent of the HOD modeling and ﬁt details, yet produces
a consistent measurement of bias b 2.34 0.02=  , which is
reassuring of our methodology.
We note that the high 2c of the best-ﬁt model, 13.6, is driven
by relatively poor agreement with the data at r1 p< <
h3 Mpc1- . This is likely a failure of the scale-dependent bias
model used, which is calibrated on lower-mass halos and
lower-redshift samples, and is the chief uncertainty in the HOD
ﬁtting (see, e.g., Tinker et al. 2012). A more ﬂexible HOD
model with more freedom in modeling the scale-dependent bias
may yield a lower 2c , but the characteristics of the galaxy
sample—the bias and fsat—are unlikely to change. In tests, we
ﬁnd that ad hoc changes to the scale-dependent bias formula do
lower the 2c of ﬁt, but the characteristics of the HOD itself do
not change outside of our 1s statistical errors.
4.2. Redshift Evolution
The bias from the eBOSS+BOSS sample is signiﬁcantly
larger than the BOSS results of White et al. (2011) and Parejko
et al. (2013). To make a robust comparison between various
samples, we compare our eBOSS bias measurement to galaxy
samples from BOSS CMASS (White et al. 2011, z 0.57~ ),
BOSS LOWZ (Parejko et al. 2013, z 0.3~ ), and the SDSS
Main Galaxy Sample (MGS; Zehavi et al. 2011, z 0.1~ ) at
ﬁxed number density. For each sample, we rank-order the
galaxies by absolute magnitude and truncate the sample at the
magnitude limit that achieves a space density of
n h1.4 10 Mpcg 4 1 3= ´ - - -¯ ( ) . For the CMASS and LOWZ
samples, we also restrict the redshift range of the samples to be
z 0.1D =  around the median redshift. This minimizes the
incompleteness of these samples; see further details in
Appendix C and Figure 15. For CMASS and LOWZ, this
procedure retains 50% of the samples. For the SDSS MGS, we
create a volume-limited sample with M 21.7r < - galaxies to
obtain the same number density. For each sample, we measure
the new bias as described in more detail in Appendix C. The
new bias values are shown as a function of redshift in
Figure 12. When ﬁxing ng¯ , the b(z) results show a fairly linear
trend with redshift, as opposed to the full-sample BOSS
analysis that found b 2.0~ for both samples (White et al.
2011; Parejko et al. 2013).
The top panel of Figure 12 compares these data to the
prediction of the passive evolution model (Fry 1996), which
signiﬁcantly underpredicts the evolution of bias with redshift.
Guo et al. (2013) compare the passive evolution model with the
Table 2
Values of HOD Parameters and Statistics with Their Conﬁdence Intervals
eBOSS+BOSS Best Fit
Mlog min 13.68 0.05
0.06-+ 13.67
Mlog sat 14.87 0.32
0.60-+ 14.93
α 0.41 0.16
0.20-+ 0.43
Mlog cut 12.32 0.88
0.76-+ 11.62
Mlogs 0.82±0.05 0.81
2c L 13.6
b 2.30±0.03 2.31
fsat 13.0±3.0% 15.2%
Note. Top ﬁve rows: the mean and standard deviation of the HOD parameters
from Markov Chain analysis. Bottom three rows: 2c and the derived quantities
from the HOD analysis.
19 The one-halo term means that the two galaxies in the pair come from the
same halo, while the two-halo term means that they come from two distinct
halos.
8
The Astrophysical Journal, 848:76 (14pp), 2017 October 20 Zhai et al.
clustering of CMASS galaxies and ﬁnd a consistent result, but
in a narrower redshift range of z0.47 0.62< < . Using a much
larger redshift range in Figure 12(a) highlights the deﬁciency of
the passive evolution model in describing the clustering of
massive galaxies. We also show a model in which the best-ﬁt
HOD from eBOSS+BOSS is used to predict the bias at the
median redshift of each survey. This ansatz—that the halo
occupation of massive galaxies does not evolve—predicts more
evolution in b(z) than the passive model, but is still not a good
description of the data especially at low redshift. Therefore,
some evolution is required for the full description from z=0.7
Figure 9. Top panel: mean occupancy of halos as a function of halo mass for
the eBOSS+BOSS sample used in our calculation. The dashed, dotted, and
solid lines are N N,cen sat, and N , respectively. The shaded regions correspond to
the 1s errors from the MCMC test. Bottom panel: probability per Mlog10
that a galaxy in our sample is hosted by a halo of mass M . Central and satellite
galaxies are shown explicitly.
Figure 10. Top panel: best ﬁt of w rp p( ) from MCMC for the eBOSS+BOSS
LRG samples; the one-halo term (dashed–dotted) and two-halo term (dashed)
are shown separately. The red dashed line is the best-ﬁt power-law function.
Bottom panel: fractional difference of the clustering data and best ﬁt with
respect to the power-law function. The best-ﬁt 2c is 13.6 for N N 6d p- =
degrees of freedom.
Figure 11. HOD parameters Msat and Mmin as a function of galaxy number
density for different galaxy samples. The error bars are not shown for clarity
except for the eBOSS+BOSS results. The labels refer to the following studies
—SDSS LRG: Zheng et al. (2009), BOSS CMASS: White et al. (2011), BOSS
LOWZ: Parejko et al. (2013), SDSS MGS: Zehavi et al. (2011), and eBOSS
and eBOSS+BOSS: this work. The solid and dashed lines roughly show the
linear tendency of Mmin and Msat with respect to the number density.
Figure 12. Measurements of bias based on the clustering studies. Top panel:
dynamical passive evolution model from eBOSS+BOSS LRGs (blue solid
line). The green dashed line is the bias produced by placing the eBOSS+BOSS
HOD at various redshifts. The red dotted line is obtained from the ﬁt of the
parameter Mlogs as explained in the text. Bottom panel: interpretation of the
constant scatter 0.19Llogs = of these bias measurements (solid). The blue
shaded region corresponds to Llogs between 0.19 and 0.20. Dashed and dotted–
dashed lines correspond to a linear evolution of Llogs as a function of redshift z
from 0.19Llogs = at z=0.7 to 0.27Llogs = and 0.12Llogs = at z=0.1,
respectively.
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to z=0. The amount of bias evolution in the data implies that
the HOD is evolving with time; namely, the scatter parameter
Mlogs must increase with cosmic time to lower the bias at lower
z. The dotted curve in the top panel of Figure 12 shows a model
in which the scatter in halo mass at ﬁxed luminosity varies with
redshift as
z z
z
0.7
1
1 0.7
, 12M Mlog logs s= = ++
b⎛
⎝⎜
⎞
⎠⎟( ) ( ) ( )
with 0.3b ~ - , which yields a nearly linear ﬁt to the b(z)
measurements. Although neither model is perfect, the ﬁxed
eBOSS+BOSS HOD model (green dashed line) yields a
19.92c = compared with the data, while the the evolving
Mlogs model (red dotted line) yields a 8.7,2c = which is
preferred by the data.
Just because the scatter in halo mass at ﬁxed luminosity
varies with redshift does not necessarily imply that the scatter
in luminosity at ﬁxed halo mass ( Llogs , hereafter) is also
changing. To convert from one scatter to another requires the
logarithmic slope of the halo mass function, which is also
evolving with time. For the galaxy formation theory, Llogs is
the more fundamental parameter, as it indicates how formation
efﬁciency can vary at a ﬁxed gravitational potential; see, e.g.,
Gu et al. (2016). The lower panel in Figure 12 compares our b
(z) data to predictions from the abundance-matching model
(see, e.g., Behroozi et al. 2013c and references therein). Here,
we adopt the r-band luminosity function measured from the
AGES survey (Cool et al. 2012) to match the galaxy luminosity
onto the halo mass. We use the high-resolution MultiDark
N-body simulation presented in Riebe et al. (2013) and
Behroozi et al. (2013b, 2013c), as well as the method presented
in Wetzel & White (2010) to incorporate scatter at ﬁxed halo
mass. The data are consistent with a redshift-independent
scatter of 0.19Llogs = , thus the change in Mlogs is entirely due
to the evolution in the halo mass function and not due to a
change in the growth of stellar mass in massive objects over
time. Moreover, Figure 12(b) highlights just how sensitive
these data are to ;Llogs the other curves show models in which
b 0.1 2.0=( ) —i.e., the scatter is shrinking—and b 0.1 1.5=( ) ,
in which the scatter increases with time. Our measurements
imply 0.19 0.02Llogs =  with no redshift evolution.
5. Discussion and Conclusion
This paper marks the ﬁrst scientiﬁc results from the eBOSS
LRG program. Although the observing strategy for eBOSS
LRGs differs substantially from its predecessors in BOSS and
SDSS, we demonstrated that the combination of the bright end
of the BOSS CMASS sample with the eBOSS LRGs over the
redshift range z0.6 0.9< < provides a robust clustering
sample at small and intermediate scales. Our halo occupation
analysis of this sample indicates that these galaxies have
properties that are well-placed within our understanding of the
relationship between massive galaxies and dark matter halos,
with a bias factor of b=2.30, a satellite fraction of 13%~ , and
a halo mass scale in agreement with the scaling relations
calibrated on other surveys. The addition of the eBOSS galaxy
sample to previous spectroscopic samples yields a set of
massive galaxies that span that last ∼7 Gyr of the history of the
universe.
Our measurement of scatter in galaxy luminosity at ﬁxed
halo mass, 0.19 0.02Llogs =  , is in good agreement with
other studies that focused on z=0 samples. Lehmann et al.
(2017), using galaxy clustering alone, reported a value of
0.17 ;0.05
0.03-+ Reddick et al. (2013), using a combination of galaxy
groups and clustering, ﬁnd 0.21 ;0.02
0.01-+ and More et al. (2009),
using satellite kinematics, ﬁnd 0.16±0.04. Assuming these
measurements are all independent (which is not strictly true),
the weighted combination of all four results indicate
0.19 0.01Llogs =  , a value that is somewhat larger than
recent measurements of the scatter in stellar mass at ﬁxed halo
mass, 0.16Mlog *s » (Li et al. 2012; Kravtsov et al. 2014; Zu &
Mandelbaum 2016; Tinker et al. 2017), which itself appears to
be independent of redshift. The larger scatter in luminosity, for
galaxies that are nearly all on the red sequence, is indicative of
the different formation histories at ﬁxed stellar mass that yield
different stellar M/L ratios and mean stellar ages.
At ﬁrst glance, the lack of evolution of either scatter value is
notable but not surprising given that the massive end of the red
sequence is constructed prior to z 1~ and that massive
galaxies evolve in a manner close to passive stellar evolution
over that time span (Cool et al. 2008; Wake et al. 2008).
However, true passive evolution of massive galaxies would
result in a reduction in Llogs as galaxies evolve, due to the fact
that M/L ratios for passive stellar populations evolve to the
same asymptotic value. To match dynamically passive
evolution, Llogs would have to decrease from 0.19 at z=0.7
to 0.12 at z=0.1, which is clearly ruled out by our
measurements. Gu et al. (2016) ﬁnd that the scatter (in stellar
mass) induced by hierarchical merging is constant with
redshift, but merging is not the dominant source of scatter at
the halo masses probed by eBOSS galaxies. For galaxies in
h M1013 1-  halos, in situ star formation is still predicted to be
the dominant source of scatter. Abundance-matching studies by
Behroozi et al. (2013b) and Moster et al. (2013) demonstrate
that stellar mass growth from merging accounts for 10%~ of
the z=0 galaxy mass. This result is in agreement with earlier
clustering studies of massive galaxies that found LRG merger
rates of 1%~ per Gyr (Wake et al. 2008 and references
therein). How does a population without merging or star
formation have a constant luminosity scatter for over half the
lifetime of the universe?
SDSS, CMASS, LOWZ, and eBOSS represent a heteroge-
neous set of galaxy samples. Our SDSS sample is volume limited,
and at M 21.7r < - the fraction of star-forming objects is
negligible. The BOSS samples, as a whole, suffer from high
signiﬁcant incompleteness due to their color-based selections
(Leauthaud et al. 2016; Tinker et al. 2017), but by using only the
brightest third of each sample in relatively narrow redshift ranges,
CMASS and LOWZ are roughly complete as well. eBOSS,
however, cannot be considered a complete sample. It is not trivial
to estimate what the bias of a complete eBOSS sample would be
at the number density used to create our subsamples,
h1.4 10 Mpc4 1 3´ - - -( ) . The color selection excludes some
brighter galaxies and includes some fainter objects, but the fainter
objects will be redder and thus possibly more clustered than the
brighter, but bluer, excluded objects. This is true of the overall
CMASS sample (c.f. Figure 7 of Tinker et al. 2017). If this is true
of eBOSS, then the overall trend of b(z) in Figure 12 would be
consistent with some small reduction in Llogs with time.
Alternatively, the scatter in stellar M/L ratio on the red sequence
may not change enough between z=0.7 and z=0.1 to be
detectable within our precision of 0.02 dex in scatter, since this
scatter would add in quadrature with the scatter in stellar mass at
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ﬁxed halo mass. Stellar population synthesis models would be
required to address this question within the precision of our
measurements and will be included in a future work.
The primary science driver of the eBOSS LRG sample is to
probe the growth and expansion history of the universe at
z=0.7. As a part of the SDSS-IV project, the eBOSS survey
takes over the mission from its precursor BOSS and will map
the universe in a higher redshift range and larger volume. After
roughly one year of observation, we reach an LRG sample with
more than 34,000 massive galaxies at an effective redshift
z 0.7~ . The result here shows that eBOSS is working well,
and the designed expectation is being reached. The clustering
measurements that will be achieved with this sample through
the completion of this survey will be an important extension
toward a complete map of the observable universe.
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Appendix A
Bright Star Mask
To investigate the effect of the bright stars on the LRG
clustering, we apply the latest bright star mask, which is
designed for the eBOSS tiling process, to our clustering
measurements. The bright source catalog used for the analysis
is based on the WISE Allsky catalog.20 All of the sources with
at least one saturated pixel are selected.
In order to present the inﬂuence of the bright star mask, we
calculate the following quantity,
f r
w r w r
w r
, 13p
p p p p
p p
2 1
1
= -( ) ( ) ( )
( )
( )
where wp2 and wp1 are the projected correlation functions for
LRGs with and without applying the bright star mask,
respectively. We assess the value of this fractional difference
f through tens of random catalogs that have different sizes and
seeds. Figure 13 presents the average and 1s error of f from 10
different realizations of random catalogs. This result shows that
the effect of the bright star mask is not more than 5% at all
scales. This deviation is therefore believed to be noise
dominated and not signiﬁcant. The HOD interpretation of the
clustering measurement due to the bright star mask is still valid
since the HOD parameters have no essential change.
Appendix B
Tiled Mock Test
The effect of the ﬁber allocation on our clustering
measurement is tested with a mock catalog. This mock is put
into the same tiling process as the eBOSS survey. The resulting
catalog has the same survey geometry, redshift distribution, and
target density as the LRG sample. Therefore, we apply the
same angular correction method to this sample; the result is
shown in the left panel of Figure 14. The consistency between
the intrinsic clustering and the recovered clustering is clear,
thus validating our measurement method. For comparison, we
also test this correction method for the BOSS CMASS mock
(right panel), which reveals the same robustness. The
agreement is better for BOSS data than for eBOSS because
the corrections to the small-scale pair counts are much smaller.
Poisson noise is more signiﬁcant for small-scale eBOSS pair
counts because a signiﬁcantly higher fraction—roughly a factor
of two—of small-angle pairs are lost.
Figure 13. Effect of the bright star mask on the clustering measurements. It is
represented by the fractional difference of the projected correlation wp with and
without applying the bright star mask. Both the eBOSS and eBOSS+BOSS
LRG samples are shown, and the effect is found to be smaller than 5% at all
scales.
20 http://wise2.ipac.caltech.edu/docs/release/allsky/
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Appendix C
Bias Measurements for the CMASS, LOWZ,
and SDSS Subsamples
In order to compare the measurements of bias at different
redshifts, a natural choice is to construct galaxy samples with
equivalent cumulative number densities (Behroozi et al. 2013a).
Choosing the number density removes much of the uncertainties
in comparing galaxy samples at ﬁxed magnitude or stellar mass
thresholds, given the evolution in such quantities, as well as the
uncertainties in comparing disparate samples. We note that
comparing samples at a ﬁxed number density does not remove all
possible biases (see, e.g., Behroozi et al. 2013a; Contreras
et al. 2017), but it is preferable to other available alternatives. The
samples we compare to the eBOSS+BOSS sample are the
CMASS sample, the LOWZ sample, and the SDSS MGS. All
three of these samples have a higher number density than the
eBOSS+BOSS sample, thus we create subsamples of each of
these samples that have our sample number density of
h1.4 10 Mpc4 1 3´ - - -( ) . For the MGS, this process is straight-
forward. We use the volume-limited r-band samples supplied
as part of the NYU-VAGC (Blanton et al. 2005b). The
M h5 log 21.5r - < - volume-limited sample has a larger
number density than the eBOSS+BOSS sample. From this
sample, we select all galaxies brighter than M h5 logr - =
21.7- to match the desired galaxy number density.
For the CMASS and LOWZ samples, we do the following.
CMASS galaxies are ﬁrst restricted to the redshift range
z 0.47, 0.67= [ ]. LOWZ galaxies are restricted to the range
z 0.2, 0.4= [ ]. Within these ranges, we rank-order all galaxies
by their absolute magnitudes—i-band for CMASS and r-band
for LOWZ. These band choices correspond to the bands in
which each sample was selected. The bottom panels in
Figure 15 show the distribution of absolute magnitudes in all
three samples. For the SDSS MGS, the sample is volume
limited up to M h5 log 21.5r - = - . For brighter magnitudes,
the distribution of galaxy magnitudes is the same as the
luminosity function of galaxies (i.e., Blanton et al. 2005a), but
will deviate from the true luminosity function at fainter
magnitudes. For the CMASS and LOWZ samples, the
incompleteness of the samples is much more apparent. For
both samples, the distribution of magnitudes more closely
resembles a log-normal function. In each panel, the red line
indicates the magnitude threshold utilized to create a sample
with the number density of the eBOSS+BOSS sample. For the
LOWZ and CMASS samples, this threshold lies at the peak of
the magnitude distribution. Thus, our subsamples are more
complete than the ﬁducial CMASS and LOWZ samples (Reid
et al. 2016). We note that we do not perform k-corrections for
the LOWZ and CMASS samples. Tinker et al. (2017) found
that employing k-corrections on CMASS galaxies did not
change the amplitude of their clustering, which is the quantity
of interest for this analysis.
For each sample, we measure the projected correlation function.
These data are shown in the upper panels of Figure 15 as the
points with error bars. Errors are calculated by jackknife sampling
of the survey area into 25 subsamples. For each measurement of
w rp p( ), we repeat the HOD analysis using the same HOD
parameterization as used in the eBOSS+BOSS sample. The solid
curves show the best-ﬁt HOD for each sample. The fractional
residuals of the ﬁts are shown below the wp panels. We obtain the
measurements of the bias of each sample from these HOD ﬁts.
These are the bias values used in Section 4.2 and Figure 12.
Appendix D
Incompleteness in the HOD Analysis
In this appendix, we demonstrate that the standard HOD
approach is sufﬁcient for analyzing incomplete samples such as
LRGs. Although there is limited information about the complete-
ness of the eBOSS sample, there are robust analyses of the
completeness in BOSS (Leauthaud et al. 2016; Tinker et al. 2017).
Figure 16 shows the central occupation function for a sample of
galaxies complete down toM M10gal 11>  using the stellar-to-halo
Figure 14. Clustering measurement from the tiled mock. The intrinsic clustering is also shown for comparison. The recovered clustering is measured by the correction
method as described in Section 3. The bottom panel shows the ratio between the recovered clustering and intrinsic clustering. The consistency between these results,
especially in small scales, proves our method of measuring the correlation function. Left panel: eBOSS. Right panel: BOSS.
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mass relation derived in Tinker et al. (2017). The solid red curve
shows Ncen after convolving the complete sample with the
incompleteness function of BOSS CMASS galaxies found in
Tinker et al. (2017), which is consistent with that found in
Leauthaud et al. (2016; cf. Figure3 in Tinker et al. 2017). Tinker
et al. (2017) found that CMASS galaxies are 50% complete at
M M1011.4* = . After applying the incompleteness function, the
number density of central galaxies is h2.63 10 Mpc4 1 3´ - - -( ) ,
and the large-scale bias is 2.08.
The dashed blue curve shows a central occupation function
using Equation (8). Although there are differences in the shape
of the occupation function, the number density and bias of this
function are h2.61 10 Mpc4 1 3´ - - -( ) and 2.09, respectively.
Changing Equation (8) to track the shape of the red curve more
exactly would not yield a substantive change in the clustering
properties of the HOD itself. Thus, although the HOD derived
in this analysis is only attributable to the eBOSS+BOSS
sample itself, the parameterization used in this analysis is
sufﬁcient for modeling a sample with this type of
incompleteness.
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Figure 15. Top panels: points with errors show measurements of the projected correlation wp for the bright subsamples of CMASS (left), LOWZ (middle), and SDSS
(right). In each panel, the number density of the sample is the same as that of the eBOSS+BOSS sample. Errors are obtained by jackknife sampling. The solid curves
represent the best-ﬁt HOD model to each sample. The dotted curves show the one-halo and two-halo terms. The fractional residuals of each ﬁt are shown below.
Bottom panels: distribution of absolute magnitudes of the galaxies in the samples we used in the analysis. The error bars are Poissonian. The red vertical line
corresponds to the cut we applied to each sample. All galaxies brighter than this line represent a sample with the same space density. These lines indicate that the
CMASS and LOWZ subsamples are signiﬁcantly more complete than the overall CMASS and LOWZ samples.
Figure 16. Black solid curve shows the expected central occupation function
for a sample that is complete for all galaxies more massive than M1011 , using
the stellar-to-halo mass relation of Tinker et al. (2017). The red solid line
applies the stellar mass completeness of the BOSS CMASS sample found in
Tinker et al. (2017). The dashed blue curve in a central occupation model,
using Equation (8), matches both the number density and the bias of the red
curve.
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