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Zusammenfassung
Wir untersuchen Zweifarb-QCD mit Nf = 2 bei endlichen Temperaturen und endlichen
chemischen Potenzialen mithilfe eines auf Dyson-Schwinger-Gleichungen (DSE) basieren-
den Zugangs. Wir verwenden dabei zwei verschiedene Trunkierungen fu¨r die Quarkschleife
in der DSE fu¨r Gluonen: eine Trunkierung, die auf der Hard-Dense/Hard-Thermal-
Loop-Na¨herung (HDTL) basiert, sowie eine Trunkierung, bei der der volle, selbstkonsis-
tente Quarkpropagator (SCQL) verwendet wird. Wir vergleichen Ergebnisse der beiden
Trunkierungen miteinander als auch mit denen aus anderen Zuga¨ngen.
Wie erwartet finden wir eine Phase, die von der Kondensation von Quark–Quark
Paaren dominiert wird. Diese Diquarkkondensationsphase
”
verdeckt“ den kritischen
Endpunkt und den Phasenu¨bergang erster Ordnung, den man bei Vernachla¨ssigung von
Diquarkkondensation erhielte. Der Phasenu¨bergang von der Phase ohne Diquarkkon-
densation zur Diquarkkondensationsphase ist zweiter Ordnung. Wir beobachten, dass
das Dressing mit masselosen Quarks in der HDTL-Na¨herung zu einer signifikanten Ver-
letzung der Silver-Blaze-Eigenschaft und zu zu kleinen Diquarkkondensaten fu¨hrt. In
der SCQL-Trunkierung werden hingegen die erwarteten Eigenschaften der µ-abha¨ngigen
Quarkkondensate reproduziert. Desweiteren finden wir gute bis sehr gute U¨bereinstim-
mung in allen Quarkgro¨ßen mit Resultaten aus Modell- und Gitterrechnungen, wenn wir
unsere Parameter an die Situation der jeweiligen Rechnung anpassen. Unsere Rechnun-
gen geben Hinweise darauf, dass die Physik in aktuellen Gitterrechnungen ausschließlich
durch explizite Symmetriebrechung getrieben sein ko¨nnte. Abweichungen im Vergleich
zu Gitterrechnungen beobachten wir jedoch bei zwei Gro¨ßen, die sehr stark von der Ab-
schirmung des Gluonpropagators abha¨ngen, bei dem gedressten Gluonpropagator selbst




We investigate two-color QCD with Nf = 2 at finite temperatures and chemical poten-
tials using a Dyson-Schwinger approach. We employ two different truncations for the
quark loop in the gluon DSE: one based on the Hard-Dense/Hard-Thermal Loop (HDTL)
approximation of the quark loop and one based on the back-coupling of the full, self-
consistent quark propagator (SCQL). We compare results for the different truncations
with each other as well as with other approaches.
As expected, we find a phase dominated by the condensation of quark–quark pairs.
This diquark condensation phase overshadows the critical end point and first-order phase
transition which one finds if diquark condensation is neglected. The phase transition
from the phase without diquark condensation to the diquark-condensation phase is of
second order. We observe that the dressing with massless quarks in the HDTL approx-
imation leads to a significant violation of the Silver Blaze property and to a too small
diquark condensate. The SCQL truncation, on the other hand, is found to reproduce
all expected features of the µ-dependent quark condensates. Moreover, with parameters
adapted to the situation in other approaches, we also find good to very good agreement
with model and lattice calculations in all quark quantities. We find indictions that the
physics in recent lattice calculations is likely to be driven solely by the explicit chiral
symmetry breaking. Discrepancies w.r.t. the lattice are, however, observed in two quan-
tities that are very sensitive to the screening of the gluon propagator, the dressed gluon
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Our world is commonly assumed to be governed by four fundamental interactions: grav-
itation, electromagnetic, weak, and strong interaction. Although many open questions
remain, the so-called standard model is widely agreed to provide a good description of
the latter three interactions, especially since the last missing particle, the Higgs boson
has been discovered recently at CERN [1, 2]. In the standard model, all interactions
are formulated within quantum dynamics as local gauge symmetries. Quantum Elec-
trodynamics (QED), the local U(1) gauge theory describing electro-magnetism, and the
weak interaction, a SU(2) local gauge theory, are combined into the electroweak theory.
While the electro-weak interaction acts on all fermions of the standard model, the strong
interaction, which is described by the local (non-Abelian) SU(3) gauge theory of Quan-
tum Chromodynamics (QCD), only acts on a subset of the standard model fermions,
the quarks. As a consequence of the coupling within QCD, quarks carry—apart from
the flavor and electric charges from the electroweak interaction—an additional charge,
commonly referred to as color. The strong interaction is mediated by the QCD gauge
bosons, the gluons, which also interact with each other due to the non-Abelian character
of QCD.
The strong interaction features two regimes: At low momenta (or equivalently at large
distances), the coupling is known to be strong, while the interaction becomes weakly
coupled at high momenta (or short distances). In the latter regime, the coupling constant
of QCD was shown to decrease logarithmically if the momentum is increased [3, 4]. In
2004, a Nobel Prize was awarded to Gross, Wilczek, and Politzer for the discovery that
non-Abelian gauge theories exhibit such a regime, where quarks are “asymptotically
free,” at high momenta. The strong coupling regime, on the other hand, is known to
feature interesting phenomena such as confinement and chiral symmetry breaking.
In order to grasp confinement, it is instructive to consider the static quark potential,
the potential energy as a function of the distance r between a quark and an anti-quark
with opposite color charge in the limit of infinite quark masses. It has been confirmed
in numerical calculations [5] that the static quark potential rises linearly with r and,
thus, beyond all bounds. Going to finite quark masses, one finds that another quark–
anti-quark pair is created as soon as the quark potential exceeds the threshold which is
necessary for its generation. At this point, it becomes (energetically) more preferable
that the newly created (anti-)quark form two quark–anti-quark pairs with the initially
present quarks, where the distance between the constituents of one pair is small, while the
two pairs are separated by r. Consequently, it is not possible to separate a single quark
and one finds indeed that quarks are “confined” into color-neutral states, the hadrons.
Apart from quark–anti-quark pairs, which are referred to as mesons, the SU(3) gauge




Probably the most obvious consequence of spontaneous chiral symmetry breaking is
the large effective quark mass, which is observed for quarks with low momenta. For light
quark species, this so-called constituent quark mass is about two orders of magnitude
higher than the quark mass which is induced by the electroweak interaction. In other
words, the dominant contribution to the mass of hadrons is generated by the strong
interaction.
If one considers the thermal equilibrium, the temperature T and the chemical potential
µ replace the momentum as the relevant scale(s). Since both phenomena, spontaneous
chiral symmetry breaking and confinement, result from the strong coupling, one finds
that the effective quark mass decreases to much lower values and that the quarks become
“deconfined” if one increases the temperature beyond a critical temperature Tc. There-
fore, strong interaction matter above the critical temperature forms a weakly interacting
gas of quarks and gluons, the quark–gluon plasma (QGP) (see for instance the review of
[6]). The QGP has also been confirmed in heavy-ion collision experiments at RHIC [7, 8]
and later at LHC [9]. The transition from hadronic matter to the QGP is known to be
a smooth crossover at least at low chemical potentials [10]. Going to the other extreme
of low temperatures and high chemical potentials, it is commonly expected that, also
there, quarks become deconfined and that the effective quark mass decreases well below
its value in the hadronic phase. However, one finds that quark–quark pairs (diquarks)
form, which spontaneously break the chiral, the color, and the flavor symmetry. The
formation of diquarks can be understood within the BCS theory, a theory developed by
Bardeen, Cooper, and Schrieffer to explain superconductivity [11, 12]. Hence, the phase
where diquarks represent a relevant degree of freedom is commonly referred to as the
color-superconducting (CSC) phase [13].
Only in the weak coupling regime, perturbative methods such as expansions in orders
of the coupling constant can be expected to converge. In the strong coupling regime,
non-perturbative methods have to be applied. However, since methods to calculate the
full theory without any approximation are not available, non-perturbative QCD is only
known (quantitatively) in certain limits. For instance, in the limit of low energies, one
can employ the knowledge of hadron physics and can assume that hadrons are the only
relevant (effective) degrees of freedom. In this framework, the chiral perturbation theory
(χPT), nucleons, i.e., protons and neutrons, interact via meson exchange [14]. χPT is
an effective theory, which means that it is constructed such that it obeys the symmetries
which are considered relevant. Due to this origin, χPT relies on constants, such as the
hadron masses, which have been determined in experiments. Note that, since χPT foots
on an expansion in, for instance the number of exchanged mesons, the error in each order
can be estimated by comparing the results with those of the next higher order.
A more direct method of tackling quantum chromodynamics is given by lattice QCD.
There, one discretizes the space-time and performs the calculation on a lattice with
1As a side remark, note that, in principle, one may also form color-neutral states out of combinations
of quark–anti-quark pairs and/or sets of three quarks (e.g., tetra- and pentaquarks). Moreover, it is
also possible to form gluonic states, so-called glueballs. However, as these have not been confirmed
in experiments so far and it is unclear whether they exist.
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Figure 1.1.: A (rough) sketch of the phase diagram of physical QCD reduced to the
phases that are known within systematic approximations. Phases and phase
boundaries are denoted in black (the crossover is marked with a washed-out
line). Coloring marks the areas, where the corresponding approach (denoted
in the same color) is applicable: χPT in yellow, lattice QCD in blue, and
the weak coupling regime in red.
finite size. The discretization of space-time turns the path integrals, which appear in
the partition function of quantum field theories, into a finite sum. It is then possible
to evaluate the path integrals directly. However, the method relies on interpreting the
fermion determinant (the contribution to the partition function which is Gaussian in
the fermion fields) as a probability measure. For finite chemical potentials, the fermion
determinant becomes complex, which spoils the interpretation as probability measure
and, thus, limits the method to vanishing (or purely imaginary) chemical potential (see,
e.g., [15]). Although some success in developing techniques to tackle this so-called sign
problem has been achieved for toy models [16], the problem remains unsolved for phys-
ical QCD. Nevertheless, predictions for small µ/T are feasible from results obtained at
Re(µ) = 0 using various methods [17], for instance, by means of analytic continuations
from imaginary chemical potential [18] and Taylor expansions in µ [19, 20].
We have attempted to summarize the picture outlined so far in Fig. 1.1. There, we
have sketched the phase diagram, i.e., we have mapped the known phases of quantum
chromodynamics onto the (µ, T )-plane using black labels. Since much of the physics of
strong interaction is encoded in the phase diagram it is the focus of many investigations,
see for instance the reviews of [17, 21]. Additionally to the phases, we have have shaded
some regions of the phase diagram with colors according to the approach in which they
can be accessed. Obviously, due to the limited applicability of the outlined approaches,




These parts of the phase diagram can be studied with the help of effective models.
These are constructed such that they share the symmetries which are considered im-
portant for the phenomena of interest with physical QCD, but are still simple enough
to allow for calculations in all phase-diagram regions of interest. The parameters (for
instance coupling constants) which arise during the construction of effective models are
usually fitted such that they replicate known features of the physical theory. For example,
in the Nambu–Jona-Lasinio (NJL) model, where quarks interact via a local four-fermion
interaction, the model parameters are commonly chosen such that they replicate the
pion mass and the pion decay constant in the vacuum (see for example the reviews of
[22, 23]).
Depending on their construction and the chosen parameters, effective models hint that
the QCD phase diagram might exhibit interesting phenomena: the chiral phase transi-
tion might turn into a first-order phase transition at a critical point, while the color-
superconducting phase is expected to feature a plethora of different coupling patterns
[23, 24] and inhomogeneous phases have been suggested more recently [25–27]. Apart
from the very simple NJL model mentioned above, other models include, for instance
the Polyakov-loop-extended quark-meson (PQM) model [28], which mimics confinement
by means of a background gauge field and allows for a more sophisticated treatment of
fluctuations in a functional renormalization-group (FRG) approach, which is reviewed
in [29]. It is also possible to motivate a framework directly from the QCD Lagrangian
by means of Dyson-Schwinger equations (DSEs)—the equations of motion in quantum
field theory, see e.g., [30]. However, since each DSE relies on a DSE of higher order, the
framework becomes manageable only if one introduces a truncation, i.e., an approxima-
tion that neglects higher order dependencies. Note that, also in other approaches, for
instance in FRG studies in the (P)QMD model, similar approximations are inevitable.
Nevertheless, DSEs have been applied successfully to calculate hadron properties, for
instance in [31, 32].
The trade-off for the (comparatively) easy access to otherwise unaccessible areas of
the phase diagram is that effective models and the Dyson-Schwinger approach are based
on simplifications which are not systematic in a sense that it is not possible to estimate
the error of the approximations quantitatively. In other words, although effective models
provide important hints on what might be hidden in the terra incognita, the findings
have to be taken with a grain of salt, since it can hardly be assessed whether the applied
assumptions and approximations are applicable or not. In order to shed some light on
the accuracy of effective models, it is interesting to study QCD-like theories, in particular
theories that resemble physical QCD, but do not exhibit the sign problem. It is then
possible to obtain lattice results at finite density and it can, thus, be checked how effective
models perform compared to lattice QCD. Popular examples for QCD-like theories are
(any-color) QCD with adjoint quarks and two-color QCD (with fundamental quarks)
[33–36].
In this work, we aim to assess the accuracy of Dyson-Schwinger frameworks, which
have been used to investigate the phase diagram of three-color QCD, e.g., [37, 38] (which
neglected color-superconductivity) and [39, 40] (which focussed on the low temperature,
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color-superconducting sector). For this purpose, we focus on two-color QCD with two
quark flavors, which features a strong coupling regime for low momenta and becomes
weakly coupled for large momenta. In the strong coupling regime, also two-color QCD
shows confinement of quarks with the baryons now consisting only of two quarks. Fur-
thermore, the phase diagram of two-color QCD is also known to contain a diquark
condensation phase. As we will discuss later, the symmetry breaking in two-color QCD
differs significantly from that in the color-superconducting phase of three-color QCD,
although the coupling patterns look somewhat similar.
For our study, it is of course crucial to employ truncations that are similar to those
employed in the studies of physical QCD.2 In order to allow for a meaningful comparison
with other studies of two-color QCD, we, of course, have to extract quantities which
have been calculated also in other approaches. For this reason, we put our focus on the
chiral and diquark condensate, which are quantities that are explicitly included in most
effective models and thus extensively studied. While the chiral condensate is the order
parameter of chiral symmetry breaking, the diquark condensate encodes the extent of
diquark condensation. As examples for effective models, we compare these two quantities
with the results in chiral perturbation theory and the (Polyakov-loop-extended) quark-
meson-diquark model as they are studied in [42, 43]. However, since finite chemical
potentials are accessible only in QCD-like theories, we put our focus on comparing with
the lattice studies of [44–47] and consider additionally the quark number density and
the dressed gluon propagator, which have also been calculated in these lattice studies.
This work is organized as follows: In chapter 2 we will introduce the theoretical basis of
our work, in particular features of QCD in general, features that are special to two-color
QCD, and the applied truncation. In chapter 3 we briefly present results that are based
on the Hard-Dense/Hard-Thermal Loop approximation, which was employed in [37, 39],
to demonstrate some basic features of two-color QCD. In chapter 4 we present results
for a more sophisticated truncation based on the full self-consistent quark propagator,
which is similar to the truncations in [38, 40] and compare it with those of the Hard-
Dense/Hard-Thermal Loop approximation and with results from other approaches. We
close our work with chapter 5, where we summarize our study and give a short outlook
on how it might be extended in future.
2As a side remark, note that—to our knowledge—only one other study of two-color QCD based on
DSEs exists. The study of [41], however, considers two-color QCD only in a very simple truncation




2.1. QCD at Finite Temperature
In the following we try to summarize the theoretical concepts and the formalism that is
relevant for our work. Since a more detailed account is beyond the scope of this work,
the interested reader may refer to textbooks like [48–51].
2.1.1. QCD Lagrangian
Quantum Chromodynamics (QCD) is commonly accepted as the theory describing the
strong interaction. Its Lagrangian can be derived by demanding locality, a local SU(Nc)
gauge invariance, renormalizability, and Poincare´ invariance. In Minkowski space-time
it is given by
LQCD = q¯
(
i /D −m) q − 14F aµνFµν a, (2.1)
where the quarks, the fundamental, fermionic degrees of freedom of QCD, are denoted
with q. Their dynamics is dictated by the first term, where the covariant derivative
Dµ ≡ ∂µ − igAaµta (2.2)
contains the quark kinetic term and the coupling of quarks to the gauge field Aaµ. g is
the unrenormalized coupling constant of the strong interaction, while ta represents the
generators of the imposed local SU(Nc) gauge symmetry. m is the current quark mass
generated by the electroweak interaction and is, therefore, an Nf ×Nf matrix in flavor
space, where Nf is the number of flavors. The second term of (2.1) employs the field
strength tensor
F aµν ≡ ∂µAaν − ∂νAaµ + gfabcAbµAcν (2.3)
to describe the kinetics of gluons as well as the interaction among them. The structure





Partition Function and Imaginary-Time Formalism
The partition function in quantum statistical physics is defined as
Z ≡ Tr e−βH =
∑
n
〈n| e−βH |n〉 (2.4)
with the Hamilton operator H, the inverse temperature β ≡ 1T , and a basis of orthonor-
mal states |n〉. One immediately notices a resemblance to the time evolution of a state
7
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|n(t)〉 if one writes down




















with states |n〉 that have antiperiodic boundary conditions (b.c.) on [0, β] if they describe
fermions and periodic b.c. if they represent bosons. This correspondence between τ and
it is still valid if one translates the above expressions to their path integral representation

















where the subscripts on the integrals imply that periodic boundary conditions are re-
quired for boson fields φ (i.e., φ(τ = 0) = φ(τ = β)) and antiperiodic boundary con-
ditions for fermion fields ψ (i.e., ψ(τ = 0) = −ψ(τ = β)). LE denotes the Lagrangian
in Euclidean space-time (see App. A.2 for details on our conventions). The exponent of







In this work all calculations are carried out in momentum space. It should be pointed
out that the finite interval of the imaginary-time integral translates to a discrete sum in







where ωn is the Matsubara frequency. The values of ωn depend on the boundary condi-
tions of the field carrying the momentum:
ωn =2npiT for fields with periodic b.c. (2.10a)
ωn =(2n+ 1)piT for fields with antiperiodic b.c. (2.10b)
Introducing the external sources Jaµ , η, and η¯ for gluons, quarks, and anti-quarks
respectively, the QCD partition function is given by













(−LQCD,E[q, q¯, Aaµ] +AaµJaµ + η¯q + q¯η)) . (2.11)
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Because all products in the exponent have to yield scalar quantities, the external sources
J, η, η¯ share their structure in color, flavor and Dirac space with A, q, q¯. Moreover, η and
η¯ are Graßmann numbers taking into account that fermions anticommutate. With the
above definitions, we find the Euclidean QCD Lagrangian
LQCD,E ≡ q¯
(− /DE +m) q + 14F aµν,EF aµν,E. (2.12)
The covariant derivative /DE and the field strength tensor F
a
µν,E in Euclidean space-time
are defined in App. A.2. From now on we assume Euclidean space-time — also in vacuum
calculations — and drop the corresponding index.
Chemical Potential
In order to treat dense QCD matter, we make use of the grand partition function. The
partition function (2.11) is readily transformed by supplementing the Lagrangian (2.12)
with µq†q
LQCD ≡ q¯
(− /D +m+ γ4µ) q + 14F aµνF aµν , (2.13)




= 〈q¯γ4q〉 is nothing but the
quark number density. Although a realistic treatment of QCD would require a separate
chemical potential for each quark species, we will restrict ourselves to only one chemical
potential for all quarks for simplicity.
Silver Blaze Property
On a phenomenological level, it seems to be a rather trivial observation that, at T = 0,
one stays in the vacuum as long as µ is too low to excite any state from the vacuum.
In other words, all thermodynamic observables — and, therefore, also the partition
function — have to remain unchanged as long as µ is below a threshold given by the
lowest excitation.
However, it turns out that it is not trivial at all to see such a behavior when performing
calculations in a path integral formalism as introduced above. Carrying out the path








where D ≡ − /D+m+γ4µ denotes the Dirac operator. Since D depends on the chemical
potential explicitly, it is a non-trivial feature that a regime exists where the fermion
determinant detD does not depend on µ. Studies of this so-called Silver Blaze property
have shown, that, while all eigenvalues of D depend on µ, the dependence does indeed
cancel out in the determinant [52, 53].
2.1.2. Gauge Fixing
As mentioned at the beginning of this chapter, the construction of the QCD Lagrangian
relies (among other criteria) on the required invariance under local, non-abelian gauge
9
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transformations
q → Uα(x)q, q¯ → q¯U †α(x),
Aaµt
a → (Aaµta)α(x) ≡ Uα(x)Aaµta U †α(x) + ig (∂µUα(x))U †α(x). (2.15)
The transformation matrix is an SU(Nc) matrix defined as Uα(x) ≡ eiα(x) = eiαa(x)ta .
The configurations that can be reached via gauge transformations form a set3








)α)∣∣∣Uα(x) ∈ SU(Nc)} , (2.16)
commonly referred to as gauge orbit. Since the Lagrangian is invariant under gauge
transformations, all configurations contained in a set O[q, q¯, Aaµ] yield physically identical
states. However, since the path integral in (2.11) covers all possible functions of q, q¯,
and Aaµ, it includes all elements of each gauge orbit and integrates thus over a continuous
infinity of configurations that represent the same physical state. This is a problem since
the path integral of Aaµ over a gauge orbit is divergent.
In order to solve this problem, one has to limit the path integral to only one config-
uration per gauge orbit. The gauge fixing method of Faddeev and Popov [54] tries to




)− ωa(x) != 0 (2.17)
are taken into account. Here, one can choose an arbitrary function for ωa(x) as long
as it is independent of Aaµ(x) and singles out only one configuration per gauge orbit.
4
Instead of choosing a particular ωa(x), one may also average over partition functions with















where the width of the Gaussian is determined by the parameter ξ. With the linear,
covariant condition ∂µA
a
µ(x)− ωa(x) != 0, (2.18) can be translated into the gauge-fixed
QCD Lagrangian














where Dabµ ≡ ∂µδab + gfacbAcµ denotes the adjoint representation of the covariant deriva-
tive, c the ghost field, and c¯ the anti-ghost field. These ghost fields are non-physical
particles which violate the spin-statistics relation since they have spin 0 and obey anti-
symmetric boundary conditions at the same time. The freedom in choosing ωa(x) entails
3In (2.16) we have dropped the space-time argument (x) and will omit it from now on for simplicity.
Nevertheless, α = α(x) still depends on space-time.
4For a non-abelian gauge theory, there is no local function ωa(x) that fulfills this requirement since
Gribov copies remain [55]. These have to be taken care of when considering Yang-Mills theories.
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that the gauge parameter ξ may also be chosen freely. Since Landau gauge (ξ = 0) has
turned out to be a beneficial choice in a Dyson-Schwinger approach, we will also employ
it in this work.
The gauge-fixing procedure breaks of course the invariance under local gauge transfor-
mations. As a remnant of the broken local gauge invariance, Lgf is still invariant under
global gauge and BRST transformations. This BRST symmetry essentially ensures that
the ghost fields do not appear in the physical spectrum and plays an important role
when considering (the Kugo-Ojima scenario of) confinement.
Note that the gauge-fixed partition function now also has to include source terms for
the ghost and anti-ghost fields:
Zgf
[

















(Lgf −AaµJaµ − η¯q − q¯η − σ¯c− c¯σ))
(2.20)
2.1.3. Renormalization
We will see later that the integrals over space-time are not (necessarily) convergent,
which is why we will have to introduce a UV cutoff in the numerical calculation of
momentum integrals. However, we are able to obtain results that are independent of
this cutoff by exploiting the multiplicative renormalizability of the (gauge-fixed) QCD
Lagrangian. Instead, the renormalized results depend on a renormalization scale ν with
the conversion from the cutoff-dependent to the renormalization-point dependent result
being encoded in renormalization constants. For instance, going to the renormalized
theory, we rescale the fields, the current quark mass, and the coupling constant by
supplementing the fields with the following constants:






m→ Zmm, g → Zgg,
(2.21)
As a consequence, the renormalization constants are functions of the cutoff and the
renormalization point. However, in the following, we omit the dependence for brevity.
The renormalized Lagrangian then reads






























where we have introduced renormalization constants for the interaction terms. Note that
it is not necessary to introduce a renormalization constant for the last term 12ξ (∂µAµ)
2.
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Since the only effect of this term is to implement the Landau gauge condition that
∂µAµ = 0, it is not sensitive to a rescaling of the gluon field.
The vertex renormalization constants defined in (2.22) are related with those of (2.21)
due to the Slavnov-Taylor identities for BRST symmetry:
Z1F = ZgZ2Z
1/2
3 , Z1 = ZgZ
3/2
3 , Z˜1 = ZgZ
1/2















Later, we will determine the relevant renormalization constants by imposing renormal-
ization conditions at a renormalization scale ν. As a consequence of the renormalization,
the cutoff dependence of a quantity is exchanged for a dependence on the renormaliza-
tion scale. However, it should be stressed that this scale dependence has to drop out for
all observables in the exact theory.
2.2. Symmetries of Two-Color QCD
Symmetries play an important role not only as the guiding principle for constructing
a Lagrangian, but also when considering the physics of a theory. In this section we
try to elucidate some of the shared features as well as the differences of two-color and
three-color QCD by discussing the symmetries of both theories.
2.2.1. Chiral Symmetry
Projecting the quark fields on their right- and left-handed components, respectively, with
qR ≡ 1 + γ5
2
q, qL ≡ 1− γ5
2
q, (2.25)
one can easily check that all terms mixing qR and qL are proportional to the quark mass
m and that the Lagrangian (2.12) obeys a global U(Nf ) symmetry for both fields, if the
quark current quark masses vanish (m = 0). We can reformulate this UR(Nf )⊗UL(Nf )
symmetry as
UB(1)⊗ UA(1)⊗ SUV(Nf )⊗ SUA(Nf ). (2.26)
It should be noted that, even for vanishing quark masses, the UA(1) symmetry is broken
when considering the theory on a quantum level. There, the Adler-Bell-Jackiw anomaly
[57, 58] gives rise to an additional source term [59] (see also [50]). This anomaly is crucial
for the understanding of the mass of the η′ meson.
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The corresponding (Noether) currents for the symmetries in (2.26) are given by
UB(1) : ∂µjµ = ∂µq¯γµq = 0 (2.27a)
UA(1) : ∂µj
5






























with λaf being the generators of the SU(Nf ) symmetry. Obviously, the UB(1) symmetry
cannot be broken as long as baryon number is a conserved quantity.5 Furthermore, we
observe that a mass term with a non-vanishing but flavor-independent mass, i.e., a mass
that is identical for all flavors, breaks the UA(1) and SUA(Nf ) symmetries, but not the
SUV(Nf ) symmetry.
Apart from such an explicit symmetry breaking (SB) due to an electroweak quark
mass, the above symmetries can also be broken spontaneously by a dynamically gener-
ated quark mass.
2.2.2. Properties of the Dirac Operator in Two-Color QCD
As motivated in the last section, the dynamics of quarks is determined by
Lqkin = q¯Dq = q¯
(− /D +m+ γ4µ) q, (2.28)
where we have defined the Dirac operator D. ta — as already mentioned at the beginning
of this chapter — denotes the generators of the corresponding SU(Nc) gauge group.
Apart from a trivial factor, they are given by the Gell-Mann matrices λa for three-color
QCD and by the Pauli matrices T a for two-color QCD6:
SU(3) : ta = 12λ
a, SU(2) : ta = 12T
a (2.29)
In both cases, the generators obey the relation
Tr tatb = 12δ
ab. (2.30)
The Pauli matrices also have the important feature that
T 2T aT 2 = −T aT = −T a∗. (2.31)
Employing this feature, one can easily check that the Dirac operator of two-color QCD
possesses an antiunitary symmetry
DT2Cγ5K = T2Cγ5KD = T2Cγ5D∗, (2.32)
5In Sec. 2.2.3, we will see that the UB(1) symmetry is broken and the baryon number no longer conserved
in the color-superconducting phase of three-color QCD.
6Although Pauli matrices are commonly denoted with σ, we choose T for Pauli matrices in color space
in order to avoid confusion with Pauli matrices in spinor or flavor space.
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where C = γ2γ4 represents the charge conjugation matrix andK the complex conjugation
operator. Since (T2Cγ5K)
2 = 1, one can always transform into a basis in which the Dirac
operator becomes real — rendering the Dirac operator “pseudo-real”.
The pseudo-realness of two-color QCD is often characterized using the Dyson index
β = 1 [60], where the value of β is the number of independent degrees of freedom per
matrix element of the Dirac operator. Theories without antiunitary symmetry, such as
three-color QCD, may have complex-valued Dirac operators with independent real and
imaginary part and therefore β = 2. As another example, in any-color QCD with adjoint
quarks DCγ5K = Cγ5D∗ holds with (Cγ5K)2 = −1. There, one can express the Dirac
operator in terms of selfdual quaternions yielding β = 4. The interested reader may
refer to [61] for a classification of different theories and to [34, 36] for a more complete
account on β = 4 and on its comparison with β = 2.
Sign Problem
In lattice Monte Carlo calculations—usually considered as the state of the art method
for calculations in QCD—the partition function is calculated by explicitly performing
the path integral for a sample of configurations. Due to the statistical character of Monte
Carlo methods, the fermion determinant detD (cf. (2.14)) is interpreted as probability
measure. Consequently, Monte Carlo methods require the Dirac operator to be positive
definite. However, in three-color QCD the inclusion of real chemical potential leads to
a complex fermion determinant—a problem commonly referred to as the sign problem
[15]. The sign problem can be illustrated easily if one uses the γ5 hermiticity of the




(− /D +m+ γ4µ) γ5 = (− /D +m− γ4µ∗)† = (D|µ→−µ∗)† . (2.33)






Thus, the fermion determinant is real for vanishing or purely imaginary µ. For any even
number of degenerate quarks, the fermion determinant then becomes even positive, al-
lowing for Monte Carlo techniques. Another way of obtaining a positive definite fermion
determinant is to match each quark species with a quark species that possesses the same
mass but opposite chemical potential. For this case of pure isospin chemical potential
µI, the fermion determinant can be written as
det
(− /D +m+ γ4µI) det (− /D +m− γ4µI) = ∣∣det (− /D +m+ γ4µI)∣∣2 . (2.35)
Apart from such rather special cases, the fermion determinant becomes complex in
QCD with physical parameters as already mentioned above. While some progress has
been made in solving the sign problem, for instance by using complex Langevin methods
[16] and Taylor expansions w.r.t. µT around µ = 0 [62], important features of the QCD
phase diagram, as the existence and position of a critical point, remain inaccessible for
Monte Carlo methods.
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Pauli-Gu¨rsey Symmetry and its Breaking
The pseudo-real character of two-color QCD allows for an extension of the above UB(1)⊗
SUV(Nf )⊗SUA(Nf ) symmetry to an SU(2Nf ) symmetry in the absence of quark masses
and chemical potential (m = µ = 0) [63]. This so-called Pauli-Gu¨rsey symmetry (dis-
cussed in the context of neutrino physics by Pauli and Gu¨rsey [64, 65]) can easily be
seen if one rewrites the quark kinetic term of the Lagrangian in the chiral basis:
Lqkin = q¯ /Dq = q¯L /DqL + q¯R /DqR = q†LiσµDµqL − q†Riσ†µDµqR, (2.36)
where we have employed the representation of the Dirac matrices given in Appendix A.2
with the Pauli matrices in spinor space σµ defined there.7 Expressing the quark fields













with q˜R ≡ σ2T2q∗R, the quark kinetic term turns into
Lqkin = Q†iσµDµQ. (2.38)
The extended SU(2Nf ) is now obvious, since iσµDµ is diagonal with respect to flavor
and the two (transformed) chiral components of Q. Note that we only have an SU(2Nf )
instead of a U(2Nf ) symmetry due to the axial anomaly discussed in Sec. 2.2.1.
Analogously to the breaking due to a quark mass in three-color QCD, a quark mass
in two-color QCD breaks the SU(2Nf ) symmetry into an Sp(Nf ) symmetry [66], where




∣∣∣∣UTΩNU = ΩN with ΩN = ( 1N−1N
)}
(2.39)
with the n-dimensional complex general linear group GL(n,C). On the level of its
generators Y a, (2.39) implies the condition
Y a,TΩN + ΩNY
a = 0. (2.40)
This breaking pattern can be illustrated by writing the mass term in terms of the
bispinors Q,Q†8:












with the extended flavor space matrix Σ0 ≡ ΩNf .
7Since γ0γµ is block-diagonal in the chiral basis, we can separate the four-dimensional spinor space into
two two-dimensional spaces for right- and left-handed quarks which we have done in the last step of
(2.36).
8Again, we make use of the chiral basis and the representation of γ matrices given in Appendix A.2.
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Again, this breaking may either happen explicitly due to an explicit mass term, or
it may be induced as a spontaneous symmetry breaking due to a formation of a chiral
condensate 〈q¯q〉. Since SU(N) is (N2 − 1)-dimensional and Sp(N) is (N(2N + 1))-
dimensional, a spontaneous symmetry breaking gives rise to Nf (2Nf − 1)− 1 Goldstone
bosons.
Let us now discuss the case of finite chemical potential (µ 6= 0). Rewriting the
corresponding term of the Lagrangian in terms of Q,Q† yields






Hence, a finite chemical potential leads to a breaking of the extended flavor symmetry,
but leaves the original flavor symmetry untouched. One could have anticipated such
a behavior knowing three-color QCD: There, a (flavor-independent) chemical potential
only breaks Euclidean invariance (the counterpart to Poincare´ invariance in Minkowski
space) as the imaginary-time components of the quark field are no longer treated equally
to those of spatial direction. For two-color QCD the breaking of Euclidean symmetry
is mirrored in the breaking of the extension of flavor symmetry. Also, as in three-color
QCD, the UB(1) ⊗ SUV(Nf ) ⊗ SUA(Nf ) symmetry is further broken into a UB(1) ⊗
SUV(Nf ) symmetry if a quark mass is added on top of the chemical potential. Note
that UB(1) ⊗ SUV(Nf ) is, of course, the common subgroup of Sp(Nf ) and UB(1) ⊗
SUV(Nf )⊗ SUA(Nf ).
The coset SU(2N)/Sp(N)
An important feature of physical QCD is that a chiral condensate 〈q¯q〉 develops, break-
ing chiral symmetry spontaneously and giving rise to pseudoscalar (pseudo-)Goldstone
bosons — the pions. We now want to explore the situation in two-color QCD, where
the Goldstone theorem connects the broken SU(2Nf )/Sp(Nf ) symmetry with pions and
diquarks as the corresponding Goldstone bosons.
For this discussion it is instructive to use a set of SU(2N) generators that can be split
into generators of Sp(N) and SU(2N)/Sp(N). For this purpose, we impose the condi-











)∣∣∣∣F = F †,Tr(F ) = 0, GT = −G} , (2.43b)
where D,E, F,G are N×N -matrices. It can be checked immediately that the generators
Y a span an (N(2N + 1))-dimensional subspace, while the subspace spanned by Xa has
N(2N −1)−1 dimensions. Of course, the generators Y a obey (2.40), while one observes
that the generators Xa obey
Xa,TΣ0 − Σ0Xa = 0. (2.44)
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We now want to focus on the case of Nf = 2, which we will study based on our
numerical calculations in chapters 3, 4. We start by choosing an explicit set of Xa,


























According to Cartan’s immersion theorem, the coset elements Σ are connected via
SU(2N) transformations: Σ = UTΣ0U with U ∈ SU(2N).9 This allows us to formulate
an explicit basis for the coset consisting of Σ0 and
Σa ≡ iΣ0Xa. (2.46)
This definition also guarantees that Σ†aΣa = 1, det Σa = 1, and with (2.44) ΣTa = −Σa.
As a side remark, it should be mentioned that the coset basis defined in (2.46) above
also constitutes a basis of the vector space of complex, antisymmetric 4 × 4 matrices
— illustrating the local isomorphism SU(4)/Sp(2) ' SO(6)/SO(5). We now want to
consider composite fields similar to that of the mass term (2.41). q¯q is just one component









Expressing the bispinors in terms of the conventional quark fields, we readily find the
composite fields for our generators defined in (2.45) [67]10:
Xj → iq¯γ5τjq for j = 1, 2, 3 (2.48a)
X4 → −12 qTCγ5T2τ2q + H.c., X5 → −12 i qTCγ5T2τ2q + H.c. (2.48b)
As we could have guessed from the fact that the first three generators (2.45a) transform
only within the original Nf symmetry, we observe that X1...3 can be associated with pion
fields. The remaining two generators (2.45b) connect quark fields with quark fields and
anti-quark fields with anti-quark fields and can, therefore, be associated with diquarks
and antidiquarks respectively. It should be stressed that, as a consequence of the Pauli-
Gu¨rsey symmetry, pions and diquarks are degenerate as long as the symmetry is not
explicitly broken, i.e., if m = µ = 0. Furthermore, the initial condensation does not
have to occur in the q¯q channel only, but may also occur in the diquark channel or in a
combination of both as we will see in Section 3.1.
Finally, we want to briefly address the symmetry which remains in case of diquark
condensation on top of finite µ and m. Apparently, the SUV(2)⊗UB(1) symmetry found
9By definition (see (2.39)), the Sp(N) generators Y a do not contribute.
10Note that our choice of generators Xa leads to Σa (and consequently composite fields) differing in sign
and order from those given in [67].
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SU(2Nf ) SUV(Nf )⊗ SUA(Nf )⊗ UB(1)






Figure 2.1.: Summary of the symmetry breaking pattern of Pauli-Gu¨rsey symmetry in
two-color QCD. Vertical arrows indicate symmetry breaking due to a mass
term and/or due to the formation of a chiral condensate. Horizontal arrows
indicate symmetry breaking due to a finite chemical potential, while the
diagonal double-dashed arrows indicate symmetry breaking due to diquark
condensation as discussed in Sec. 2.2.3.


















Figure 2.2.: Sketch of the symmetry breaking pattern that compares to Fig. 2.1 in three-
color QCD with three flavors. For simplicity, we have restricted ourselves to
symmetry breaking that involves a breaking of flavor symmetry and have,
thus, excluded symmetry breaking due to finite µ.
for finite m and µ is further constrained by requiring that transformations have to leave
the composite fields of (2.48b) unaltered, i.e.,
UT τ2U = τ2, U ∈ SUV(2)⊗ UB(1). (2.49)
Since τ2 equals Ω1 (cf. (2.39)) up to a factor, the remaining symmetry is a SpV(1)
symmetry. By considering (2.48b) in the chiral basis, it can easily be checked that the
diquarks consist of quarks with the same handedness. We can, thus, construct a condition
analogous to (2.49) for left- and right-handed quarks and obtain a SpL(1) ⊗ SpR(1)
symmetry.
We summarize the symmetry breaking pattern for two-color QCD in Fig. 2.1 borrowing
the more general result for diquark condensation with an arbitrary but even number of
flavors from [34].
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2.2.3. Diquark Condensation
We now want to shortly summarize the picture of diquark condensation in two-color
QCD obtained from different model studies [34, 42, 67–70]. We start from the vacuum,
where any finite current quark mass m > 0 breaks Pauli-Gu¨rsey symmetry explicitly and
entails that the spontaneous symmetry breaking is in direction of q¯q. Furthermore, all
pseudo-Goldstone bosons possess the same vacuum mass mpi and, thus, identical energy
poles in the corresponding propagators. Turning on µ will cause the energy pole of
antidiquarks to move to higher energies, the energy pole of diquarks to lower energies
ωd = mpi − 2µ, while the energy pole of pions is left constant.11 As the Silver Blaze
property (cf. Sec. 2.1.1) dictates that, at T = 0, any thermodynamic observable has to
remain unchanged as long as µ is below the lowest excitation, the change in the energy
pole must not be reflected in any observable.
Eventually, the diquark energy pole reaches 0 at µc ≡ mpi2 allowing for a formation of
a Bose-Einstein condensate (BEC) of diquarks. In the vicinity of µc, chiral perturbation
theory (χPT) is exact and it predicts that the chiral condensate is more and more rotated
into the diquark condensate as one moves into the diquark condensation phase. The χPT





1 for µ < µc(mpi
2µ
)2





0 for µ < µc√1− (mpi2µ )4 + 2 (2µ)2−m2pim2σ−m2pi for µ > µc, (2.50b)
where 〈q¯q〉0 denotes the chiral condensate in the vacuum and 〈qq〉 is used as a short-




. One immediately notes that, in the
χPT regime, 〈q¯q〉2 +〈qq〉2 = 〈q¯q〉20 is constant and that the behavior only depends on the
coefficient 2µmpi . As we will discuss in Sec. 2.6, only ratios of condensates are considered
in order to cope with a logarithmic divergence.
One observes that the momentum at which the lowest fermion excitation energy is
found starts at low momenta, but rises monotonously with increasing chemical potential.
This leads to a condensate that looks more like a condensate described by BCS theory
[11, 12]. In studies within the Nambu–Jona-Lasinio (NJL) model [69], the crossover
from a BEC to a BCS-like condensate was found to be in the range between µ = 0.8mpi





. Consequently, this crossover cannot
be described within χPT which also implies that the χPT regime is limited to a rather
small region around µc. For large µ, i.e., when the chemical potential exceeds any mass
gap, chiral symmetry is expected to be approximately restored. As a consequence, the
pions and the sigma meson become more and more alike and, thus, also mσ → mpi.
11Note that the pole energy is commonly referred to as mass, which is, however, not correct as pointed
out in [71].
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In this regime, we expect the diquark condensate to be dominated by the last term in
(2.50b).
For very high µ, we enter the regime of perturbative QCD, where the quark–quark
interaction is dominated by one-gluon exchange of unscreened magnetic gluons. In this
regime, a Wilson renormalization-group (RG) approach [72] and Dyson-Schwinger equa-














is proportional to the effective
one-gluon-exchange coupling in the attractive channel. The three-color result can easily




, where the difference stems














where θa denotes the generators of SU(N) and θS,a, θA,a the subsets of symmetric and
antisymmetric generators. However in our work, we will not be able to see this limit as
the considered chemical potentials are below 1.5 GeV and thus not high enough for a
perturbative description.
Diquark Condensation in Three-Color QCD
Although diquark condensation also occurs in QCD with three colors, there are some very
important differences compared to our two-color case. Since there have been extensive
studies of different phases in other approaches (see, e.g., the reviews [13, 23, 74]) and
also in Dyson-Schwinger equations [39, 40], we restrict ourselves to a brief overview
comparison with the most prominent phases of three-color QCD with three flavors: the
two-flavor color-superconducting (2SC) [75, 76] and the color-flavor-locked (CFL) phase
[77].
In three-color QCD, weak coupling calculations show the coupling between two quarks
can be split in a repulsive sextet 6 and an attractive anti-triplet 3¯. The latter can be
represented by the antisymmetric Gell-Mann matrices λ2,5,7 and provides us with the
attractive interaction needed for diquark condensation.




where O describes the coupling in color-flavor space. The Pauli principle requires Cγ5O
to be antisymmetric. Since the Dirac-space content of the operator Cγ5 is antisymmetric,
only symmetric O are allowed. In order to comply with the Pauli principle, this means
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where τ3fa are the Gell-Mann matrices in flavor space and saa′ is a coefficient defining
the phase.
The two-flavor color superconducting (2SC) phase is now represented by the color-
flavor space coupling
O2SC ≡ λ2τ3f2 . (2.55)
The 2SC phase is encountered if the third quark species, the strange quarks, are heavier
than the up and down quarks. In this case, intermediate chemical potentials will only
allow for diquark condensates built out of up and down quarks. With the help of
symmetry transformations in color space, one may rotate into a basis where the diquark
coupling occurs only between the first two colors, usually labeled red and green. At
first glance, O2SC looks very much like the diquark condensation observed in two-color
QCD, since λ2 contains τ2 in the upper left part. However, opposed to two-color QCD,
diquarks are not baryons, i.e., they are not color singlets. Thus, diquark condensation
in three-color QCD breaks the SUc(3) symmetry. For the 2SC phase, one can easily
check, that the corresponding condensate is no longer invariant under color (or flavor)
symmetry transformations containing λ4..8. The color SU(3) is thus broken into an
SU(2) for the first to colors and a remnant U(1) acting only on the third color (blue),
that does not take part in the diquark condensation. Since the UB(1) is obviously also
broken for the first two colors and the remaining UB˜(1) for blue quarks falls on top of
the remnant U(1) described above, we obtain the symmetry breaking pattern
SUc(3)⊗ SUV(2)
(⊗ SUA(2))⊗ UB(1)⊗ Us(1)
→ SUc(2)⊗ SUV(2)
(⊗ SUA(2))⊗ UB˜(1)⊗ Us(1), (2.56)
where Us(1) denotes the U(1) symmetry only acting on strange quarks. We have enclosed
the axial symmetries in brackets, since they are only unbroken if the two light quarks
are massless. Note that the breaking of color symmetry also affects the gluon sector, as
some gluons obtain a Meissner mass due to the Higgs mechanism.
Let us now turn to the color-flavor locked phase. There, the coupling in color-flavor







As the generators in color space are matched with their flavor space equivalent, one
finds that the condensate is only invariant under a combined flavor and color symmetry
SUc+V(3). Furthermore, the UB(1) is broken into a Z2 symmetry.
The CFL phase occurs if all three flavors have the same mass. Furthermore, if the
chemical potential in the 2SC phase is increased over the threshold of strange diquark
condensation, it is easy to imagine that the 2SC phase turns more and more into a
CFL-like phase.
Although our discussion is far from complete, we have attempted to summarize our
brief overview in Fig. 2.2. It should also be stressed that diquarks do not play a role as
(pseudo-)Goldstone bosons of chiral symmetry breaking in three-color QCD, since this
circumstance is owed to the extended flavor symmetry only existent in two-color QCD.
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Moreover, diquark condensates are only observed in regimes where the chiral condensate
is small. Therefore, diquark condensation in three-color QCD is usually of BCS-like
nature (see [24] for an exception).
2.2.4. Symmetry Breaking in the Medium
Apart from the breaking of the (extended) chiral symmetry, the introduction of finite
temperature and/or chemical potential leads to a breaking of Euclidean invariance. On a
formal level, this can be seen from the fact that both single out the imaginary-time com-
ponent of the momentum p4. A chemical potential effectively supplements p4 with an
imaginary part,12 while the Matsubara formalism discretizes p4. On a more phenomeno-
logical level, the symmetry breaking can be understood by the fact that a medium defines
a reference frame.
2.3. Dyson-Schwinger Equations
After the more general discussion of two- and three-color QCD and its symmetries, we
now want to review to Dyson-Schwinger equations (DSE), the approach employed in this
work.
Dyson-Schwinger equations can be understood as the quantum field theory analogue of
the Euler-Lagrange equations of motion. Instead of requiring the action to be invariant

















where Ji represents the external source of ϕi and
∫ D [ϕ] the path integral over all fields.
(2.58) formulates a stationary condition that also has to hold for a simultaneous variation
of various fields, providing us with equations for derivatives of higher order. The Dyson-
Schwinger equations one obtains this way are exact, but any Dyson-Schwinger equation
of n-th order depends on Dyson-Schwinger equations of order n+ 1. This leaves us with
an infinite set of coupled integral equations, which can only be solved if one approximates
the system by cutting the dependence on higher orders.
2.3.1. Effective Action
In analogy to Euler-Lagrange equations in classical mechanics, Dyson-Schwinger equa-
tions can be regarded as the conditions which determine the extrema of the one-particle
irreducible (1PI) effective action, which is defined as
Γ[φ] ≡
∫
d4z Ji(z)φi(z)− lnZ[J ] (2.59)
12Note that, although it is hard to see formally, this symmetry breaking cannot be observed in observables
in the region governed by the Silver Blaze property (cf. Sec. 2.1.1).
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with the classical fields φi(x) ≡ 〈ϕi(x)〉. Since the effective action is equivalent to
the pressure p, it also defines which solution of DSEs are thermodynamically stable.
However, as we will see in Sec. 4.6, it is at least challenging to obtain the effective action
from a numerical calculation. Depending on the truncation (see Sec. 2.4), it is even
impossible to write down the effective action in a closed form.
2.3.2. Quark DSE
In the Dyson-Schwinger formalism, quarks are described in terms of the propagator,
which is defined as the connected, imaginary-time–ordered correlation function of a
quark and an antiquark
Sαβ(x, y) ≡ 〈T qα(x)q¯β(y)〉c , (2.60)
where the indices α, β encode the components in color, flavor, and spinor space of the
(anti-)quark field and T denotes the imaginary-time ordering operator. As it is spelled
out in App. B, (2.58) and (2.60) allow to derive the Dyson-Schwinger equation for quarks
(qDSE) in momentum space
S−1(p) = Z2
(
S−10 (p) + Σ(p)
)
, (2.61)
where we have introduced the inverse bare quark propagator S−10 (p) and have defined








The qDSE depends on the gluon propagator in momentum space (see App. A.3 for our













and the quark–gluon vertex gΓbν(k, p, q) ≡ −ig(2pi)4δ(k + p − q)Γbν(p, q). Due to the
momentum conservation at the vertex, the gluon momentum k is constrained by the
momenta of the incoming and outgoing quark p and q, i.e., k = p − q. Note that
−igZ1Fγµta, together with another momentum conservation condition that was already
integrated out, constitute the bare quark–gluon vertex gΓ a0,ν .
The qDSE can also be displayed diagrammatically:
, (2.64)
where we have used the usual notation with plain lines representing quark propagators,
curly lines representing gluon propagators, and dots on the joints representing vertices.
Thick dots represent the corresponding dressed quantities.
23
CHAPTER 2. THEORETICAL FRAMEWORK
As there is a Dyson-Schwinger equation for each dressed quantity, the qDSE depends
on the gluon DSE, as well as on the DSE of the quark-gluon vertex, which is a DSE of
a three-point function. As mentioned above, this coupling to higher order equations is
a general feature of Dyson-Schwinger equations. In order to obtain a solution of a DSE,
one has to spoil the exact, but infinite set of equations by applying a truncation. For
this reason, we will employ a model ansatz for the vertex and a truncation for the gluon
DSE, which will be specified later. It should also be noted that the self energy contains
the full quark propagator making it necessary to solve the qDSE in a self-consistent way.
The high momentum contribution (q  ΛQCD) to the quark self energy Σ(p) can be
calculated perturbatively and one can easily verify that the integral suffers from a loga-
rithmic divergence. Therefore, any numerically calculated integral can only be calculated
up to a cutoff Λ. With the renormalization introduced in Sec. 2.1.3, one can convert the
cutoff-dependent quark propagator into a cutoff-independent but renormalization scale
dependent propagator
S−1(p; ν) = Z2(ν,Λ)S−1(p; Λ) (2.65)









This condition allows us to fix Z2 and, if m > 0, also Zm which is contained in the
(inverse) bare quark propagator
S−10 (p) ≡ −i/p+ Zmm. (2.67)
In the chiral limit, the DSE does not depend on Zm and we do not need to fix it. It
should be emphasized that multiplicative renormalizability only works, since Σ(p) does
not depend on the renormalization point. In the vacuum, where Euclidean invariance is
unbroken, the inverse quark propagator can be parametrized in spinor space by
S−1(p) = −i/pA(p) +B(p). (2.68)











where the inversion can be done for every component in color-flavor space separately.
Obviously, the mass function is given by M(p) = B(p)/A(p) and the wave function
renormalization by Z(p) = 1/A(p).
However, Euclidean invariance is broken in the medium and it becomes necessary to
parametrize the quark propagator with different dressing functions for imaginary-time
and spatial components. The extension of (2.68) then reads
S−1(p) = −iγ4(ωn + iµ)C(p)− i/~pA(p) +B(p). (2.70)
In consistence with other work [37, 39, 40], we choose to define the medium mass function
as M(p) ≡ B(p)C(p) .
Note that the bare quark propagator S0(p) can be recovered by substituting C(p), A(p)→




In the same way as the quark DSE is derived in App. B, one can also derive a DSE
for gluons. Since it is much more complicated due to the non-Abelian self-coupling, we
only state the full result in terms of Feynman diagrams (see, for instance, [32] for its
derivation):
(2.71)
Here, we have used dashed lines for the ghost propagator and have shaded the self energy
contribution from the Yang-Mills (YM) sector Π abYM,µν(k) in green and the contribution













Tµν(k) ≡ δµν − kµkν
k2
(2.73)
denotes the transverse projector.
A numerical solution of the gluon DSE is very hard to obtain already in the absence
of quarks, for both, two- [78] and three-color [79, 80] QCD. For this reason, we will
not calculate Π abYM,µν(k) but resort to employing lattice data from [81] and [47] and
supplement it with the quark induced self energy






aS(k + q)Γbν(k + q, q)S(q)
]
. (2.74)
Note that this already constitutes a truncation as the supplemented gluon propagator is
not back-coupled into calculation of the YM diagrams.
In Landau gauge the vacuum gluon propagator is purely transverse and can thus be





Again, going from the vacuum to the medium leads to a breaking of Euclidean invari-
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where PT,µν(k) is the transverse projector in the three-dimensional spatial subspace.
PL,µν(k) projects on the remaining part of Tµν(k). Hence, the projectors are defined as
PT,µν(k) ≡ δij − kikj~k2
, PL,µν(k) ≡ Tµν(k)− PT,µν(k), (2.77)
where we have used i, j to represent the spatial components of µ, ν, respectively. As
the gluon must remain transverse (w.r.t. its 4-dimensional momentum) in the medium,
i.e., kµkνD
ab
µν(k) = 0, we may decompose the medium polarization Π
ab
q,µν(k) in the same
fashion. With this parametrization, we can include the medium polarization into the









where we have exploited that color symmetry is not broken and use ZYMTT/TL(k) to denote
the dressing function due to the YM diagrams. We will elaborate more on the screening,
when discussing our truncation in Sec. 2.4 and 4.1.
2.3.4. DSE for the Quark–Gluon Vertex
The DSE for the quark–gluon vertex can diagrammatically be written as [82]:
= + + +
(2.79)
Apart from the propagators discussed already, the quark–gluon vertex depends on the
three-gluon vertex and the 2-gluon–2-quark vertex, which is again a dependence on a
DSE of the next-higher order. Already in the vacuum, the quark–gluon vertex consists
of 12 components in Dirac space. It has to fulfill the Slavnov-Taylor identity, the non-
Abelian analogue to Ward-Takahashi identities, [83]
− igk2G−1(k)kµΓaµ(p, q) = Ha(k, q)S−1(p)− S−1(q)Ha(k, q), (2.80)
where G(k) denotes the ghost propagator and Ha(k, q) the 1PI ghost–quark scattering
kernel. Again, due to momentum conservation, k = p − q. Assuming that Ha(k, q) ∼
h(k, q)ta with a real function h(k, q),13 (2.80) can be turned into
− igkµΓaµ(p, q) =
(
taS−1(p)− S−1(q)ta) f(p, q), (2.81)
with a scalar function f(p, q) ≡ k−2G(k)h(k, q). Based on this relation, Ball and Chiu
have constructed an ansatz for the vertex [84] which we will discuss in more detail in
Sec. 2.4.2.
13This assumption is true in the perturbative regime, but little is known about its behavior elsewhere.
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Despite these constraints, the quark–gluon vertex in the non-perturbative regime re-
mains a hardly known quantity. Although there has been some recent progress towards
a self-consistent treatment of the qDSE and the quark–gluon vertex [85], much more
investigation is needed before in-medium calculations with realistic truncations for the
vertex become feasible.
2.4. Truncation
As already discussed in the last section, the Dyson-Schwinger equations define a system
of infinitely many coupled equations that has to be truncated in order to allow for
numerical calculations. In this section, we want to continue the discussion and specify
our truncation scheme.
2.4.1. Truncation of the gluon DSE
Our truncation for the gluon DSE consists of two parts. For the Yang-Mills sector, we




























from [81], where Λ = 1.4 GeV is a scale parameter which suppresses the UV term in the
IR regime. Furthermore, c = 11.5 GeV2 is a coefficient, γ =
−13Nc+4Nf
22Nc−4Nf the anomalous
dimension of the gluon, and β0 = 4/γm = (11Nc − 2Nf )/3. Due to the renormalization,
we can chose the renormalization point of the YM gluon propagator such that α(ν) = 0.3.
Note that we will determine this ν and will adapt the renormalization point in the gluon
dressing due to quarks to it. The second term in the ansatz dominates in the UV region
and is constructed such that it reproduces the expected perturbative behavior. The first
term dominates in the IR region and contains the fit parameters aT/L(T ), bT/L(T ), which
have been obtained by fits to SU(2) lattice data at different values for the temperature
in [81] and also for different values for the chemical potential in [47]. For temperatures
between those with fit data, we interpolate aT/L(T ), bT/L(T ) linearly, which has turned
out to give almost identical results compared to a linear interpolation of the first term
as a whole.
In order to take medium effects due to quarks into account, we supplement the Yang-
Mills gluon propagator with the quark-loop polarization as it is shown in (2.78). As we
only use the dressing function from the YM sector ZYMTT,TL(k), this already constitutes
an approximation, because ZTT,TL(k) would also be modified due to the quarks in a full,
self-consistent calculation.
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However, calculating the quark loop Πq(k) self-consistently is a demanding task. On
a conceptual level, this is because divergences require us to regularize and renormalize
the quark loop as we will see later. Moreover, the fact that the integration kernel of the
quark self energy (cf. App. D.1) has to be recalculated contributes significantly to the
computational expense of the full quark loop. For this reason, some works (e.g., [37, 39])
resort to employing the quark loop in a Hard-Dense/Hard-Thermal-Loop-like (HDTL)
approximation. For this approximation,14 one assumes the quarks in the quark loop to
be massless bare quarks and, furthermore, that the gluon momentum k is much smaller
than the quark momentum q. Obviously, the first assumption is fulfilled fairly well in
the chirally restored phase. Furthermore, both, chemical potential and temperature,
effectively increase the lowest (and most contributing) quark momentum. With these

















































where Γ(k) is the scalar vertex function, which we specify in (2.87).
In our work we will discuss the HDTL approximation in chapter 3 and the self-
consistently calculated full quark loop in chapter 4, where we will also specify how
we tackle the emerging divergences if Πq(k) is calculated using the dressed quark prop-
agator.
2.4.2. Vertex Model
Although there has been some progress in investigating the DSE of the quark–gluon
vertex [86], the understanding of its IR behavior is still rather basic. For this reason, we
follow again [81] and use an ansatz that reproduces the correct running-coupling behavior
of QCD in the UV, while employing a phenomenological ansatz in the IR region.
14In the Hard-Dense/Hard-Thermal-Loop approximation as it is carried out in textbooks, one addition-
ally assumes the vertex to be bare.
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For most parts of this work, we will employ the simplest possible choice in Dirac and
color space: An Abelian ansatz Γaν(p, q) = t
aγµΓ(p, q) with the scalar function Γ(p, q)
given by


















Here, we have introduced the anomalous dimension of the vertex δ = −9Nc/(44Nc−8Nf )
and the two parameters d1 and d2. As the IR term is a phenomenological ansatz, we
choose d2 = 0.5 GeV
2 and adjust d1 such that reasonable results are obtained. Since
the resulting values differ depending on the truncation, we list them in App. C.1. We
employ the same scale parameter Λ (and all other constants) as in (2.83).
The aforementioned vertex construction suggested by Ball and Chiu implies that the










(p+ q)µ γ4 (p4 + q4)
2
C(p)− C(q)
p2 − q2 +












with the dressing functions defined in (2.70). This vertex construction foots, however,
on the assumption of a scalar ghost–quark scattering kernel, which has to be doubted for
the IR region. Furthermore, the Ball-Chiu vertex construction is not unique as (2.81)








2 , q), which is not reflected in (2.88) [39].
Also, from a technical point of view, the last three terms in the vertex construction are
known to become numerically unstable for q → p, as they require a good resolution of the
momentum derivative of the dressing functions. To avoid this problem, many works (e.g.,
[38, 81, 87]) prefer to drop the corresponding terms and combine the remaining Dirac
structure given by the first two terms with the scalar ansatz Γ(p, q) for f(p, q). Since
it is doubtful whether such a Ball-Chiu (BC)-motivated vertex ansatz would provide us
with more physical results, we employ the much simpler ansatz
Γaµ(p, q) = Z2γµt
aΓ(p, q) (2.89)
for most part of this work.
Note that the quark–gluon vertex appears at two points in our system of truncated
DSEs: In the self energy of quarks and in the quark loop that dresses the gluon. When
performing calculations in the HDTL approximation, we always employ this simple
ansatz in the running coupling (2.86) of the quark loop. Doing so when using the
BC-motivated vertex construction in the quark self energy is not only in accordance
with [37], but is also sensible when considering the other simplifications in the HDTL
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approximation. The merit of this simplification is that the integrand of the quark self en-
ergy depends now only linearly on the quark propagator. In this case, it is not necessary
to recalculate the integration kernel during the iteration (see App. D.1 for details.). For
our more sophisticated calculations with the self-consistent quark loop, we will, however,
employ the same kind of vertex model for the quark loop as for the quark self energy.
2.5. Nambu-Gorkov Formalism
We have already seen in Sec. 2.2.2 that it is helpful to formulate the system in terms
of bispinors when considering the extended flavor symmetry. For our numerical cal-
culations, we will make use of the Nambu-Gorkov (NG) formalism, which builds on
the 8NcNf -dimensional bispinors q and q¯ and which is widely used in similar studies













where C ≡ γ2γ4 denotes again the charge conjugation operator. One can easily check
that now Lqkin (cf. (2.28)) can be rewritten as
Lqkin = q¯Dq = q¯
( − /D +m+ γ4µ
− /DC +m− γ4µ
)
q (2.91)
with DC,µ ≡ ∂µ − igAaµ(taT ).
The NG bispinors are similar to the 4NcNf -dimensional bispinors Q,Q
† defined for
the discussion of the extended flavor symmetry in (2.37) of Sec. 2.2.2. Interpreting the
σ2 contained in q˜R ≡ σ2T2q∗R as a remnant of the charge conjugation operator in the
chiral basis, one sees that both bispinors combine quark fields with charge-conjugated
antiquark fields. Some studies of two-color QCD [36, 68] prefer to implement the T2
contained in q˜R also in the second component of the Nambu-Gorkov bispinor. In this
case, one finds DC,µ = Dµ and Lqkin becomes15






which already resembles (2.38) and (2.42). We will, however, keep our original definition
(2.90) in order to keep the analogy to similar work in three-color QCD [39, 40], where
it is not possible to find an analogue to the modified NG bispinors due to the lack of an
analogue to (2.31).
2.5.1. Dyson-Schwinger Equations in the Nambu-Gorkov Formalism
Let us now consider Dyson-Schwinger equations in the Nambu-Gorkov formalism. To a
large extent, we follow the discussion in [40] and adapt the findings there to our two-color




case. It is not surprising that, also on the level of propagators, all dimensions double.
Therefore, we introduce new definitions for the dressed quark propagator, the bare quark























With this notation the qDSE (cf. (2.61)) becomes
S−1(p) = Z2
(S−10 (p) + Σ(p)) . (2.94)




±)− (J∓ + Φ∓) (S∓−10 + Σ∓)−1 (J± + Φ±)) , (2.95a)
T± = − (S∓−10 + Σ∓)−1 (J± + Φ±)S±, (2.95b)
where the inversion only refers to color-flavor and Dirac space. Of course, the original
DSE (2.61) is recovered if Φ± = J± = 0. Obviously, the diagonal components of (2.93)
incorporate the connection between quark and antiquark fields, i.e., they take the role
of the normal propagator and self energy. The off-diagonal components, on the other
hand, incorporate the connection among quark fields (antiquark fields), respectively,
thus describing (anti)diquarks. Consequently, J±, which we have included in the bare
quark propagator, describes a diquark source term. Although such diquark source terms
are usually not considered in models and functional approaches, they are required in
lattice calculations that consider diquark condensation [89]. We will specify J±, when
discussing finite diquark source terms in chapter 4.
Apart from the quark propagator and self energy, we also have to redefine the quark–
gluon vertex. The bare vertex now takes the form

















since we cannot rule out off-diagonal components a priori. With these definitions, we




Γ a0,µ S(q)Γbν(p, q)Dabµν(k). (2.98)
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Extending our simple vertex ansatz (2.89) to the Nambu-Gorkov formalism, (2.97)
simplifies to






It is, of course, also possible to extend the Ball-Chiu construction to the Nambu-
Gorkov formalism as it has been presented in [39]. For this analysis, the propagator
in (2.81) is substituted with its Nambu-Gorkov equivalent and ta with the color space
matrix from the bare NG vertex (2.96). However, it turns out that all contributions
to the anomalous components ∆±aµ(p, q) suffer from the same numerical problems as
the divergent terms in (2.88). For an extension of the vertex ansatz as it is used in
works like [38, 81, 87], one would, thus, have to be drop these terms. In three-color
studies like [39, 40], it is also important to supplement the vertex construction with an
anomalous contribution which arises arising from the breaking of color symmetry. As
the color symmetry is not broken by diquark condensation in two-color QCD, there is
no analogue to the (in NG-space) off-diagonal contribution of [39]. This can be verified
easily by checking that the corresponding color-space product λaTMi+Miλ
a vanishes in
our case. (The matrices Mi, which parametrize the color-flavor space components of the
anomalous propagator, will be defined in (2.103). Therefore, the two-color QCD Nambu-
Gorkov extension of the common Ball-Chiu motivated vertex is diagonal in color-space
and Γ+aµ(p, q) given by
Γ+aµ(p, q) = Z2
(













Since both vertex constructions are diagonal in color space, the NG components of
















As the NG and Dirac components of our propagators and self energies are coupled
via (2.95) and (2.98), we have to allow for more complex structure in Dirac space [90],
already for the description of scalar spin-0 diquarks:
S±−1(p) =− iγ4(ωn + iµ)C±(p)− i/~pA±(p) +B±(p)− iγ4/ˆpD±(p), (2.102a)
T±(p) =
(
T±C (p) + γ4/ˆpT
±
A (p) + γ4T
±





where we have introduced the normalized spatial vector pˆ ≡ ~p|~p| . The self energies Σ±(p)
and Φ±(p) have to be structured analogously.
Parametrizing the color-flavor components of the propagator (and analogously those















we find the following constraints for a closed basis in color-flavor space from (2.95) and
(2.98):
PiPj = αijkPk, MiMj = βijkPk, PiMj = γijkMk, MiPj = ζijkMk, (2.104a)
taPit
a = ηijPj , t
aTMit
a = θijMj (2.104b)
For our two-color case, we start with M = T2σ2 since we want our system to contain
the (pseudo-)Goldstone-bosonic diquarks introduced in (2.48b). One readily finds that,
with P = 1, a simple closed color-flavor basis can be established. The simplicity of the
basis can be accounted to the fact that our diquark condensation does neither break
color nor flavor symmetry. With this basis (2.104) reduces to
P 2 = P, M2 = P, PM = MP = M, taPta = 34P, t
aTMta = −34M. (2.105)
Note that due to the above relation the minus sign in (2.101b) cancels and we are left
with completely analogous relations for Σ+(p) and Φ+(p). As a side remark it should also
be noted that the color-superconducting phases of three-color QCD are more involved.
For instance, in case of a CFL(-like) phase with 2+1 flavors, one finds that an eight-
dimensional basis in color-flavor space is required to be for each NG-space component
of the propagator [90].
Global Symmetries of NG propagators
By construction, the Nambu-Gorkov bispinors satisfy






Together with the definition of the NG quark propagator in momentum space
S(p) ≡ 〈T q(p)q¯(−p)〉c , (2.107)
one can easily verify that these relations lead to S(p) = −CST (−p)C or
S±(p) = −CS∓(−p)TC (2.108a)
T±(p) = −CT±(−p)TC (2.108b)
on the level of the propagator. As the relation can also be written in terms of the inverse
Nambu-Gorkov propagator, we find analogous relations for the quark self energy
Σ±(p) = −CΣ∓(−p)TC (2.109a)
Φ±(p) = −CΦ±(−p)TC. (2.109b)
Furthermore, the bispinors satisfy
q = γ4q¯
†, q¯ = q†γ4. (2.110)
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Defining a NG propagator with reversed imaginary-time ordering
ST¯ (x, y) ≡ S(y, x)|y4→−y4,x4→−x4 , (2.111)
one finds S(p4, ~p) = γ4S(−p4, ~p)†γ4 and thus
S±(p4, ~p) = γ4S±(−p4, ~p)†γ4 (2.112a)
T±(p4, ~p) = γ4T∓(−p4, ~p)†γ4. (2.112b)
Again, the qDSE entails corresponding relations for the self energy components. These
symmetry relations allow us to simplify the numerical calculations, as they reduce the
number of independent quantities by a factor of four. We have spelled out the symmetry
relations for the Dirac components defined by (2.102) in App. C.
Because the quark–gluon vertex can be understood as a functional derivative of the
quark propagator, one can find an analogous relation
Γaµ(p, q) =− CΓaµ(−q,−p)TC, (2.113)
which implies
Γ±aµ(p, q) =− C Γ∓aµ(−q,−p)T C, (2.114)
∆±aµ(p, q) =− C ∆±aµ(−q,−p)T C. (2.115)
2.6. Quark Condensates and Quark Number Density
As the central aspect of our work is to compare our results to those of other approaches,
it is crucial to extract quantities that are also accessible by other approaches. For this
purpose, we want to outline how the chiral condensate 〈q¯q〉, the diquark condensate 〈qq〉




can be extracted from a quark propagator.
2.6.1. Chiral and Diquark Condensates
As it has been already done in other works [40], the usual (renormalized) expression for










































where the indices of the trace indicate over which spaces one sums.
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Divergences
Taking a closer look at the integral of the chiral condensate in the vacuum, one can





A(p) is constant in its leading order (cf. Sec, 2.3.2), and the operator product expansion












where m¯ is, up to a renormalization factor, the current quark mass, γm ≡ 1233−2Nf is the
anomalous dimension of the mass function in three-color QCD, and α(q) is the running







with b0 ≡ 113 Nc − 23Nf . 〈q¯q〉np denotes the non-perturbative chiral condensate, i.e., the
quantity of interest, which is determined by the physics in the IR sector and comes
closest to the chiral condensate as defined in models like the NJL model. Revisiting
the renormalization-group analysis (see for example [48]) that leads to (2.119), one finds







Nc (22Nc − 4Nf ) , (2.121)




denotes the quadratic Casimir operator of the SU(Nc). In our
case of Nc = Nf = 2, γm =
3
8 . As a side remark, note that the anomalous gap function
φc(p) shares the anomalous dimension with M(p) as a consequence of Pauli-Gu¨rsey
symmetry, while the anomalous dimensions of M(p) and the color-superconducting gap
functions differ for three-color QCD (see [39] for the latter).
Putting the pieces together, it is obvious that the chiral condensate (as defined in
(2.116)) suffers from a logarithmic divergence in the chiral limit and additionally from a
quadratic divergence for m > 0. Since temperature and chemical potential are scales well
below the UV region, the same divergence is encountered when considering the chiral
condensate in the medium.
Regularization
In order to avoid the divergences, it has been suggested to obtain the chiral condensate
by fitting a function that runs like (2.119) to the high momentum regime of a mass
function obtained from a DSE [93]. The fit can be improved if one also solves the DSE
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for the solution with positive 〈q¯q〉 and the Wigner solution (which has a small 〈q¯q〉).
Since all solutions share the same leading order, a combined fit improves the fit error
for this order. However, obtaining solutions that allow for a fit with acceptable errors
in the medium is computationally very demanding, especially since the Wigner solution
can only be accessed with Newton’s method (cf. App. D.1).
Therefore, we introduce a new approach inspired by the common way of extracting
the chiral condensate on the lattice. There, the chiral condensate of a heavier quark
species 〈q¯q〉s (usually the strange quark) is used to regularize that of a light quark 〈q¯q〉l
[94]




With this approach, the quadratic divergence can be removed from the condensate with-
out much effort. Moreover, the factor m¯lm¯s helps to suppress the non-perturbative effects
of the heavy quark. Since we do not consider quark species with different masses in our
work, we introduce heavy test quarks with the mass mh to regularize the chiral conden-
sate. As we assume them to be completely unphysical, the test quarks do not contribute
to the self energy of the gluon or the light quark. This allows us to solve the coupled
system of DSEs for the physical quarks first. In a second step, we use the gluon propa-
gator obtained for physical quarks as an input in the qDSE and solve it for the heavy
quark mass. Note that neglecting the heavy quark in the gDSE corresponds to explicitly
taking the limit of mh →∞ in the quark loop. Furthermore, in order to obtain exactly
the same behavior for the mass-dependent leading order even on a numerical level, we
employ the renormalization constants of the physical quark in the iteration of the heavy
quark. Then, the renormalization constants in the ratio of renormalized masses drop




We have illustrated our procedure in the left panel of Fig. 2.3, where we plot the
integrands of the radial momentum integral in the chiral condensate in the vacuum. We
observe that, the integrand of the unregularized chiral condensate 〈q¯q〉l ∼ p3Z2Tr[S]l (red
line) is indeed approached by our heavy test quark regularization term ∼ mlmh p3Z2Tr[S]h
(blue line). Furthermore, the divergence of the regularized condensate (yellow line)
matches that of the chiral condensate in the chiral limit (black, dotted line).
Although this procedure perfectly removes the quadratic divergence, we observe that
the remaining logarithmic divergence does depend on the test quark mass. If the test
quark is too light, its non-perturbative contribution is not suppressed sufficiently. How-
ever, if the test quark is too heavy, it shows a non-perturbative behavior up to much
higher momenta than the physical quarks do, which again spoils the regularization. We
have illustrated the dependence on the test quark mass in the right panel of Fig. 2.3.
Obviously, the test quark mass introduces a new scale which is similar to a cutoff—this
finding is not surprising as our regularization can be regarded as a form of Pauli-Villars
regularization. In general, we find two regimes in 〈q¯q〉′ as a function ofmh with a constant
light quark mass: For mh below approximately 1 GeV, 〈q¯q〉′ appears to be dominated
by the logarithmic divergent term of 〈q¯q〉, which can be associated with the plateau
in the plot. For mh larger than approximately 10 GeV, the remnant of the quadratic
divergence takes over leading to a steep increase in 〈q¯q〉′. For very heavy regulariza-
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m = 1 MeV
m = 7 MeV
m = 32 MeV
Figure 2.3.: Left: The integrands of the radial momentum integral in the chiral conden-
sate 〈q¯q〉l, mlmh 〈q¯q〉h, and their difference 〈q¯q〉
′. Parameters as specified in
App. C.1.2, ml = 1 MeV, mh = 1 GeV. We have added the integrand of the
chiral condensate in the chiral limit for comparison. Right: 〈q¯q〉′ against the
regularization quark mass mh for different physical quark masses.
tion quark masses, cutoff artifacts reduce the slope again. Comparing the different light
quark masses, it is obviously much more difficult to separate the logarithmic divergence
if ml is large, because the scale at which the plateau is reached increases, while the
quadratically divergent term becomes larger and thus dominates over the contribution
from the logarithmic divergence already at lower mh.
Note that, alternatively, it is also possible to reiterate the DSE with a reduced IR ver-
tex ansatz constant d1, which entails a reduction of the spontaneous symmetry breaking
instead of increasing the explicit breaking. Interestingly, regularizing the chiral conden-
sate with a condensate based on a reiteration with d1 = 0, one obtains a regularized
condensate equivalent to 〈q¯q〉′ with mh ≈ 1040 MeV for the parameter set displayed
in the right panel of Fig. 2.3.16 However, it should be pointed out that, even with
d1 = 0, our vertex ansatz is likely to induce a (small) spontaneous symmetry breaking
and it is probably no coincidence that the value of 1040 MeV is rather close to the scale
Λ = 1.4 GeV that suppresses the UV term in the IR in our vertex ansatz and in the
gluon propagator (cf. Sec. 2.4).
As we lack alternatives, we employ the regularization with a test quark with a mass
of mh = 1 GeV, which is much heavier than all physical quark masses considered in this
work and ensures that only a negligible perturbative contribution from the heavy test
quark is contained in the result. The above finding with the reduced vertex parameter
also encourages us to choose mh = 1 GeV, as the spontaneous symmetry breaking for
d1 = 0 should be small. Nevertheless, we should keep in mind that the regularized
condensate will contain a significant perturbative contribution especially for the heavier
quark mass.
16Note that this finding is independent of the mass of the physical quark.
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In principle, it should be possible to determine this perturbative contribution by using
an appropriate fit ansatz that describes the logarithmically and quadratically divergent
terms of 〈q¯q〉′ (mh). One might then use the result to correct the regularized chiral
condensate determined at a fixed mass. The advantage of this procedure over directly
determining the logarithmic divergence from a fit is that the fit procedure would have to
be carried out only once for each physical quark mass, because the quadratic divergence
is not sensitive to medium effects as we will check in Sec. 4.3.2. However, it is not trivial
to translate the Λ dependence of the divergence to an m dependence on a quantitative
level and as it is uncertain whether good results could be extracted with an acceptable
numerical effort, we refrain from correcting 〈q¯q〉′ with a fit.
After a successful regularization, we are left with a chiral condensate that still contains
the logarithmic divergence also observed for the chiral condensate in the chiral limit. On








proportional to our quantity of interest, the non-perturbative chiral condensate 〈q¯q〉np.
However, as we focus on the comparison with other approaches, the absolute value of
the chiral condensate is not important for our purposes and we consider only ratios of
regularized chiral condensates 〈q¯q〉reg, i.e., exploit that 〈q¯q〉reg (ν) ∼ 〈q¯q〉np.
As one may have expected from the Pauli-Gu¨rsey symmetry, the two-color diquark
condensate, which is defined by (2.117) with O = τ2T2, shares the divergence of the
chiral condensate. Unless a finite diquark source is included, the diquark condensate only
contains the logarithmic divergence of the chiral condensate in the chiral limit (even for
m > 0). Since we want to compare the chiral condensate with the diquark condensate,
we will treat it analogously to 〈q¯q〉 and also employ 〈q¯q〉reg for its normalization.
2.6.2. Quark Number Density










Exploiting the symmetry for p4 → −p4 (see (2.112a)), one immediately sees that the
integral converges when treated analytically. In numerical calculations, which rely on
using cutoffs, this convergence is, however, only realized if the cutoff in p4 direction Λ4 is
chosen to be much larger than that in ~p direction Λ3. In our calculation, we circumvent
this problem again by regularizing with the corresponding term of the heavy test quark
〈q†q〉reg ≡ 〈q†q〉l − 〈q†q〉h. (2.125)
Note that this procedure can also be understood as an adaption of Pauli-Villars regular-
ization, which also employs heavy and nonphysical particles, to our numerical approach.
With our regularization we were able to choose an arbitrary ratio of Λ4/Λ3, while repro-




Before starting with the more interesting case of back-coupling of the self-consistent
quark propagator into the gDSE, let us start with a brief review of the qDSE in the Hard-
Dense/Hard-Thermal-Loop-like (HDTL) approximation as we have outlined in Sec. 2.4.1.
Making use of the parameter set given in App. C.1.1, we discuss whether the expected
features of two-color QCD can already be observed in this simple truncation.
3.1. Pauli-Gu¨rsey Symmetry
As pointed out in Sec. 2.2.2, q¯q and qTCγ5T2τ2q belong to the same multiplet and are
connected via SU(4)/Sp(2) transformations for our case of Nc = Nf = 2. At µ = m = 0,
the Pauli-Gu¨rsey symmetry is broken only spontaneously if a quark condensate is formed.
As a consequence, the direction of the spontaneous symmetry breaking is arbitrary which
means that q¯q and qTCγ5T2τ2q are entangled.
This feature of two-color QCD can actually be easily observed directly in our formalism
[41],17 but also on the level of numerical calculations. For simplicity, we limit ourselves
to the vacuum, where the NG components of the quark propagator and the self energy18
can be parametrized as
S±−1(p) = −i/pA±(p) +B±(p), T±(p) =
(












with all dressing functions being real-valued. By carrying out the products in Dirac and
color-flavor space and by exploiting the global symmetries of the NG propagator outlined








17Because the notation in the reference is rather different from ours, we find it instructive to spell out
the analysis in our formalism.
18For the corresponding medium expressions, see (2.102) and (C.1).
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Here, we have introduced the notation










+ Σ+ J− + Φ−

















where a parametrization of D,∆ in Dirac and color-flavor space which is analogous to
that of the quark propagator is implied. As the SU(2) color symmetry remains unbroken
at any time, the gluon propagator is diagonal in color space (Dabµν(k) = δ
abDµν(k)) and
the vertex is proportional to ta (Γ+aµ (k) = t
aΓ+µ (k)). Using this information we may also












+(q)Γ+ν (p, q)Dµν(k). (3.6b)
Obviously, the expressions for the anomalous NG components T+, Φ+ in (3.3) and
(3.6) are (up to a sign) analogous to those for S+, Σ+. As commuting γ5 with Γ
+
µ (k)
introduces another minus sign, one finds that, for any solution with S+0B = Z2Zmm = 0
and J+ = 0, any transformation between Σ+B and Φ
+







for all momenta defines also a solution. As D+B , ∆
+
C determine the chiral and the diquark
condensate, the same transformation can also be performed for the condensates.





C) contained in an initial trial function has to be preserved throughout the
iteration (See App. D.1 for details on the iteration process). We have tested this by
iterating the DSE with initial trial functions that feature different ratios ΣB(p)/φC(p)
and, thus, different ratios of symmetry breaking in q¯q and qTCγ5T2τ2q direction. We
have illustrated our result on the level of the chiral and diquark condensates in Fig. 3.1,
where all divergent condensates are normalized with the same constant. As expected all
solutions of the DSE satisfy
〈q¯q〉2 + 〈qq〉2 = const. (3.7)
with the same constant for all solutions. Later on, we will employ the combined quark
condensate c ≡
√
〈q¯q〉2 + 〈qq〉2 for the normalization of the chiral and diquark conden-
sates to avoid the ambiguity of a normalization w.r.t. 〈q¯q〉m=0µ=0 .
3.2. Parameters
In Sec. 2.4 we have not assigned values to three important parameters in our approach:
the renormalization scale ν, d1 which defines the strength of the IR term in our vertex,









Figure 3.1.: The chiral and diquark condensate obtained for initial chiral symmetry
breaking with different ratios of q¯q and qTCγ5T2τ2q (red crosses). The
blue circle illustrates that 〈q¯q〉2 + 〈qq〉2 = const. The data were obtained at
T = 10 MeV and µ = m = 0.
As we want to investigate medium effects, our quark mass input m must not depend
on medium effects. It is crucial to choose a renormalization point in the perturbative
regime, where medium effects can safely be neglected. In our numerical calculations, we
choose ν = 103 GeV which is well above any other physical scale in our approach.
In three color QCD, one, of course, tries to fix these parameter such that experimen-
tally known observables are reproduced. In works like [40], d1 is adjusted such that the
critical temperature of the second-order phase transition at vanishing µ matches that
found on the lattice, while the quark masses are chosen such that they match those
published by the Particle Data Group [95]. However, as no experimental data exist for
two-color QCD for obvious reasons, we are less restricted in choosing our parameters.
Throughout our work, we will use different values for m and d1 and will try to adjust
our parameters to those of other approaches when making comparisons.
For most part of this work, we fix the IR parameter d1 of the vertex model such
that the chiral phase transition is found at a temperature of Tc = 150 ± 2 MeV for
µ = m = 0. In case of the HDTL approximation, this results in d1 = 8 GeV
2 for the
BC-motivated vertex ansatz and in d1 = 17.5 GeV
2 for the simple vertex ansatz. The
difference between the two ansa¨tze can easily be understood if one considers that the BC-
motivated vertex ansatz only differs by factors, which are proportional to the dressing
functions C(p), A(p). At least with µ = 0, both dressing function are larger than one,
implying that, in the simple vertex ansatz, d1 is required to be larger than that in the
BC-motivated vertex ansatz.
Note that the above criterion is chosen somewhat arbitrarily. In SU(Nc) pure gauge
theory, the critical temperature of the deconfinement phase transition has been studied
on the lattice and results for the for critical temperature have been published in terms
of the lattice string tension [96, 97]. All lattice studies to which we refer in our work are
based on a string tension of
√
σ = 440 MeV, which implies Tc = 303 MeV for pure SU(2)
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gauge theory. Most prominently, this includes the study from which our gluon input
data from [81] originate and the studies to which we compare [46, 47]. However, as we
are not aware of any two-color lattice study using light quark flavors, we have chosen a
Tc that is close to that of physical QCD (and was also employed in the three-color QCD
study of [40]). While the renormalization-group studies in the quark-meson-diquark
(QMD) model of [42, 43] employ parameter sets that lead (for light quark masses) to
Tc = 200 MeV, these studies are unable to reproduce the critical temperature which is
found on the lattice [47] for the phase transition from the diquark condensation phase to
the normal phase at high µ. Moreover, the approach of[42] does not include the Debye
screening of gluons, while it is present in our approach. Consequently, as the Debye
screening at the phase transition differs vastly from that at low temperatures, we cannot
expect to improve the general agreement with [42] by fixing the vertex parameter such
that the critical temperatures of both approaches match. Because the Debye screening
is known to reduce the critical temperature, our choice of Tc ≈ 150 MeV, which is
somewhat lower than the critical temperature in the QMD model study, is reasonable.
The renormalization-point mass m, is closely connected to the onset of diquark con-
densation µc =
mpi
2 at low temperatures. Although a parameter encoding the quark mass
is present in all approaches, the renormalization-point mass of our approach cannot be
directly translated to its counterpart in other approaches. Therefore, (at least) in the
context of a comparison with other approaches, the quark mass in our approach becomes
a mere parameter which is tuned to obtain a desired µc.
3.3. Dependence on the Chemical Potential
We now consider finite quark masses and check whether the predictions made in chapter 2
are fulfilled. Summarizing the discussion of Sec. 2.2, we expect, at sufficiently low T , a
regime of constant chiral condensate and zero diquark condensate for low µ and, at the
threshold µc =
mpi
2 , a second-order phase-transition to a regime that is governed by an
increasing diquark condensate and a decreasing chiral condensate.
In order to check these predictions, we have plotted the µ-dependent quark condensates
at temperatures of T = 10 MeV (continuous lines) and T = 20 MeV (dashed lines) in
Fig. 3.2. Because hardly any difference in the µ dependence can be observed between
results for these two temperatures, we expect to find the same behavior at T = 0 MeV
and have skipped explicit calculations at zero-temperature to avoid the extra effort that
an implementation of a zero-temperature code would require.
As shown in Fig. 3.2 for a renormalization-point mass of 7 MeV, two-color QCD with-
out diquark condensation yields the same picture as three-color QCD: At a chemical
potential µcr,
19 the chiral condensate (black line) undergoes a first-order phase transi-
tion and drops to much lower values, which leads to a(n approximate) restoration of
chiral symmetry. The similarity to the three-color case was to be expected as—without
diquark condensation—all traces in color space are trivial and the number of colors only
enters in some constants.
19The value of µcr increases with mass, starting from µcr,m=0 = 360 MeV in the chiral limit.
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Figure 3.2.: The chiral (red line) and diquark condensate (blue line) against the chem-
ical potential at T = 10 MeV and at T = 20 MeV. If diquark condensa-
tion is suppressed, the chiral condensate (black line) undergoes a first-order
phase transition indicated by the area of metastability (shaded in grey, cf.
App. D.3). 〈q¯q〉0 ≡ 〈q¯q〉|Tµ=0 with the corresponding temperature.
Due to the Silver Blaze property, one expects that both condensates are independent
of µ below a threshold.20 We see, however, that the chiral condensate does not obey
the Silver Blaze property as it decreases for any µ > 0. This is an artifact of the HDTL
approximation which can be verified by substituting the gluon mass in (2.85) with an
expression without explicit dependence on µ. Obviously, the violation stems from the
assumption of massless quarks in the quark loop, which can be excited at any µ > 0.
Neglecting this shortcoming for a moment and turning to the diquark condensation
phase, we observe the expected second-order phase transition with the diquark conden-
sate rising quickly to values similar to those of the chiral condensate at low µ. Although
the χPT picture of the chiral condensate being rotated into the diquark condensate
appears to be applicable only in a very small region around µc, the chiral condensate
is found to drop rapidly. As we have already seen that the HDTL approximation has
severe effects on the quark loop, we postpone further comparisons with other approaches
to the next chapter.
Let us now also investigate the mass dependence of the chiral and the diquark conden-
sate. In Fig. 3.3 we have plotted the chiral and diquark condensate for three different
quark masses. One observes that the chiral condensate increases with mass at any
chemical potential. We also find that increasing the mass implies that the phase tran-
sition is shifted to higher chemical potentials. Noting that µc =
mpi
2 , the shift reflects
that mpi increases with m as it is implied by the well-known Gell-Mann–Oakes–Renner
20While we have only discussed the threshold for the case of diquark condensation, the Silver Blaze prop-
erty is also a requirement for the case without diquark condensation, where, without the additional
d.o.f., the threshold has to be at least as high as in the case with diquarks.
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(b) 〈qq〉 against µ.
Figure 3.3.: The chiral (a) and diquark (b) condensate at T = 10 MeV against the
chemical potential for different current quark masses. The chiral conden-
sates were regularized using a test quark with mh = 1 GeV. All conden-
sates are normalized to the total vacuum condensate in the chiral limit
as defined by (3.7). For the three finite masses, the onset is found at




pi = −m 〈q¯q〉+O(m2). (3.8)
Note that, as a consequence of the higher µc, the violation of the Silver Blaze property
becomes more severe for increasing quark masses.
Moreover, as predicted by χPT, this also entails a “slower” transition from the q¯q-
dominated regime to the qq-dominated regime. For high µ, we observe that, while the
asymptotic behavior of 〈q¯q〉 is proportional to m, 〈qq〉 becomes independent of m.
Summarizing our discussion, we have found that, apart from the severe violation of
the Silver Blaze property, the qualitative picture of two-color QCD is already realized
in the system with HDTL approximation. However, although the extent of error is hard
to estimate at this point, the HDTL approximation cannot be expected to give accurate
results also in the diquark phase as there is also a back-coupling of the anomalous
propagator into the gluon DSE.
44
4. Self-Consistent Quark Loop
We continue with our more sophisticated truncation scheme where we no longer rely on
the HDTL approximation, but enhance the gDSE with the quark loop calculated from
self-consistent NG propagators







Γ a0,µS(k + q)Γbν(k + q, q)S(q)
]
. (4.1)
As we will compare this truncation scheme to the HDTL approximation in the following,
we will refer to it as self-consistent quark loop (SCQL) truncation.
We may exploit the NG symmetries outlined in Sec. 2.5.1 to simplify the above ex-
pression. Furthermore, employing that the off-diagonal NG-space components of the
quark–gluon vertex vanish in our case, we find












with p = k+q. Here,we have also exploited that after shifting the integration momentum
q → −(k + q) in the second term of the NG trace it equals the first.
Although the physical gluon polarization is required to have terms only in the direction
of the projectors PT(k), PL(k) (see Sec. 2.3.3), it turns out that (4.2) also contains
contributions along the longitudinal projector Lµν(k) ≡ kµkνk2 and we decompose the
Dirac structure of the quark loop into
Πµν(k) = ΠL(k)Lµν(k) + ΠTT(k)PT,µν(k) + ΠTL(k)PL,µν(k). (4.3)
In full QCD Slavnov-Taylor identities require that these longitudinal contributions cancel
with corresponding contributions from the Yang-Mills sector. As our truncation relies on
a fixed Yang-Mills part, there is no way to find this cancellation in our truncated system.
For this reason, we resort to dropping the longitudinal component of Π abq,µν(k). Knowing
that it consists only of unphysical contributions, we use the longitudinal component for
our regularization procedure as we will outline in the next section.
4.1. Truncation
By inserting bare quark propagators into (4.2) and assuming a constant vertex for a mo-
ment, one can easily check that the quark loop suffers from a quadratic and a logarithmic
UV divergence. For simplicity, we consider the vacuum, where ΠTL(k) = ΠTT(k) =:
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k · q + 13q2 + 23q2‖ +m2
(q2 +m2)((k + q)2 +m2)
.
(4.4)
In the last line, we have eliminated p and denoted the component of q which is parallel





k · q + 13q2 + 23q2‖ +m2
(q2 +m2)((k + q)2 +m2)
= −12pi2Λ2 + 13pi2k2 ln Λ2 + conv., (4.5)
where “conv.” represents all convergent terms. Since the medium does not affect the
UV behavior, the same divergence is found for ΠTT(k),ΠTL(k).
4.1.1. Regularization
In order to remove the k-independent UV-divergent term in our numerical calculation, we
regularize ΠTT/TL(k) with ΠL(0). In our numerical calculation, we adopt the procedure
of [40] and split the calculation into













i.e., the ratio k4/|~k| is preserved while the momentum is sent to 0. The reason to split
the calculation in the first two parts is that the quadratic divergence of ΠTT/TL(k) −
ΠTT/TL(0) cancels already on the level of the integrand, which makes the numerical
treatment much easier. Since mTT/TL depends only on the ratio k4/|~k|, it can be split
in two terms, one ∼ 1 and one ∼ k24
k2
, which contain no further dependence on k. As it is
sufficient to perform the integration independently of k, we can take much better care
of the cancellation as it is computationally affordable to perform the integration on a
much finer momentum mesh.
The last term in (4.6) was introduced to remove numerical artifacts that stem from
the limited precision of our solution for the quark propagator. It can easily be verified
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by considering mTL in the vacuum, where hyperspherical coordinates are applicable,
that the cancellation in mTL only occurs after the integration over the angle χ between
imaginary-time and spatial momentum. Moreover, the cancellation requires that the two
dressing functions A(p), C(p) take the same value in the UV and become independent of
χ. Obviously, this is what one expects in this regime, because the spatial O(4) symmetry
becomes (approximately) restored for q  T, µ. Although one also finds this behavior on
a numerical level, our numerical precision is limited due to independent discretizations for
spatial and imaginary-time momentum which spoils any attempt to find the cancellation
directly. In order to avoid this problem, we again follow [40] and resort to introducing a
term that exhibits the same (numerical) UV behavior as mTL. Although mTL remains
divergent, the divergence is cancelled in the difference mTL −m0,TL.
In the vacuum, ΠvacTL(k) = Π
vac
L (k) and consequently mTL = 0. Therefore, we mimic an
explicit calculation of mTL in the vacuum for the calculation of this term which we denote
with m0,TL: Instead of summing up Matsubara frequencies, we carry out a continuous
integration (also) in the imaginary-time direction and set the chemical potential in the
quark propagator to zero (cf. (2.102)). However, in order to replicate the numerical
UV behavior of mTL, we have to obtain the dressing functions which we use in m0,TL
from the medium quark self energy. The dressing functions for momenta between the
Matsubara frequencies are obtained via a linear interpolation.
Fortunately, the situation is less involved for mTT. In this case the cancellation already
occurs after the integration over spatial momentum. Since we assume homogenous mat-
ter, the spatial symmetry is not broken by the medium and the cancellation still works
on a numerical level. Thus, also m0,TT = 0.
It should be remarked that an alternative method has been suggested in [38]. There,
the divergence is removed by setting A(p2) = C(p2) for momenta p above a certain
threshold Λ′. However, as the cancellation only occurs for q > Λ′, the result will still
depend on this newly introduced parameter in a similar fashion as mTT depends on the
cutoff. For this reason, we prefer the regularization method using m0,TT/TL.
For our regularization procedure to work, we have to take care of one more point.
Since we regularize with the polarization function at zero gluon momentum, we can only
expect the cancellation to work if the scalar vertex function in the quark loop yields the
same results for both terms in the UV. In order to achieve such a behavior, we modify
the momentum dependence of our scalar vertex function by substituting k2 with p2 + q2
in (2.87), i.e., we employ


















Note that this modification hardly changes the momentum dependence if q is small,
while the vertex becomes independent of k for q  k. Note that we only modify the
momentum dependence for the vertex ansatz in the quark loop, while we leave the
original dependence Γ(k) for the quark self energy. In case of the regularization, the
above modification could be avoided by choosing a regularization scheme that subtracts
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expressions at the same gluon momentum. In the following, we will, however, see that
also the renormalization requires a subtraction of polarization functions at different gluon
momenta.
4.1.2. Renormalization
The above regularization procedure removes the quadratic divergence of (4.5) and leaves
us with an expression that only suffers from a logarithmic divergence ∼ k2. This re-
maining divergence can be removed by renormalizing the gluon propagator. As color
symmetry remains unbroken, the gluon propagator is diagonal in color space and we









































As we have already fixed the renormalization point of the Yang-Mills counterpart of the
condition by setting α(µ) = 0.3 in Sec. 2.4, we choose to adopt the same scale for our
truncation. After determining ν from the YM condition ZYMTT/TL(ν) = 1, we can express






































21In order to distinguish the polarization from the quark loop from that gained in the YM sector, we
add the index q when the quark loop appears in conjunction with YM quantities.
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where we apply the subtraction of the first line on the level of the integrands and add
the second line after a separate integration.
4.1.3. Gluon Mass
As a nice side effect of the regularization scheme described above, we get hold of the
zero momentum gluon mass without much additional effort. The gluon screening mass


















with the parametrization from (2.83). In our truncation scheme, the additional contri-












Because we are interested in the quark sector and use a truncation in which the YM
gluon mass solely depends on the lattice input, we only consider the quark contribution,
i.e., we set m2g ≈ m2g,q. mg,TL is commonly referred to as Debye mass and is always
present in the medium, while mg,TT is known as Meissner mass in the literature and
vanishes unless color symmetry is broken (which does not happen in our case). We
discuss our results for the Debye mass in the next two sections.
4.1.4. Relation to the HDTL Approximation
The truncation scheme of the quark loop was constructed such that the textbook results
of the HDTL approximation, i.e., (2.84), are recovered in the limit of massless bare
quarks [40] for a bare vertex. However, using our modified vertex ansatz, we do not
expect our numerics to show a high T/µ asymptotics of either the textbook HDTL gluon
mass with a bare vertex or the HDTL approximation with a dressed vertex dressing
function as applied in chapter 3. In order to recover the HDTL approximation with
a bare vertex, we would require temperatures (or chemical potentials) that are very
well in the perturbative regime. In order to obtain the HDTL approximation with a
dressed vertex, one would have to revert the modified momentum dependence, which we
have introduced in Sec. 4.1.1, to Γ(k) (instead of Γ(k)|k2→p2+q2). As a consequence, all
subtraction terms in the regularization and renormalization would have to be modified
with a factor Γ(κ
2)
Γ(k2)
in order to reestablish the cancellation of the divergences. Here, κ = 0
for the regularization and κ = ν for the renormalization. However, such a modification
of the renormalization does not comply with the condition formulated in (4.14) which is
why we choose to follow the procedure as discussed above.
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(b) 〈q¯q〉 against T .
Figure 4.1.: The vacuum quark mass function M(p2) for m = 1 MeV (a) and the chi-
ral condensate against T for m = 0 (b). Both are given in the HDTL
approximation (red) and the improved truncation scheme (blue). Dashed
lines indicate the Ball-Chiu motivated vertex model, while continuous lines
represent our Abelian vertex model.
4.2. Temperature Dependence at Fixed µ
Let us start with a brief discussion of the mass function M(p) in the vacuum. In
Fig. 4.1a we show the mass functions for our different truncation schemes using the
lattice input data from [81]. As it was already done in Sec. 3.2, we have again fixed the
IR vertex parameter d1 such that the chiral phase transition is found at a temperature
of Tc = 150 ± 2 MeV for µ = m = 0. For the SCQL truncation, this criterion yields
d1 = 26.25 GeV
2 for the BC-motivated vertex ansatz and d1 = 39 GeV
2 for the simple
vertex ansatz. In Sec. 4.4, we will also show calculations, where d1 and m have been
adjusted such that they reproduce the lattice diquark condensate better.
We observe that both, the inclusion of the Ball-Chiu motivated terms as well as the
inclusion of the self-consistently calculated quark loop, entail smaller mass functions
in the vacuum. These differences can be understood if one studies the temperature
dependence of the chiral symmetry breaking in the various truncation schemes. In
the medium, we employ again the chiral condensate as an order parameter of chiral
symmetry breaking. From the definition of 〈q¯q〉 (see Sec. 2.6.1), it is obvious that both
quantities are closely related with the chiral condensate being some form of “averaged”
mass function.
We present the chiral condensate of the different truncations versus the temperature
in Fig. 4.1b. As both, temperature and chemical potential, enter the HDTL gluon mass
quadratically, it is not surprising that the chiral condensate in the HDTL approximation
(denoted with red lines) decreases in a similar way as observed for the violation of the
Silver Blaze property in the last chapter. Therefore, the much higher vacuum mass
function (and thus stronger breaking of chiral symmetry) in the HDTL approximation
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is needed to compensate for the suppression, which increases quadratically with T and
is, thus, strong near the transition temperature. For our self-consistent quark loop
(blue lines), the chiral condensate retains the same level for temperatures below about
120 MeV, leaving a similar “amount” of chiral symmetry breaking near the transition
temperature. As a side remark note that, at low temperatures, the physical result in the
chiral limit should obey the χPT prediction [99]
〈q¯q〉 (T )
〈q¯q〉 (0) = 1− cT
2 (4.19)
with a constant factor c, that essentially consists of the number of Goldstone bosons and
the pion decay constant. However, as our truncation does not include a back-coupling of
Goldstone bosons (which is responsible for the T 2 term in χPT), we expect a constant
behavior at low temperatures. Although the behavior looks in principle similar, the low
temperature decrease in the HDTL approximation is of different origin.
When comparing the two vertex ansa¨tze, one observes that the differences between the
vertex models are much more pronounced in the HDTL approximation than in SCQL
calculations. This can be understood easily if one reminds oneself that the self energies of
the BC-motivated vertex (2.100) enter the quark self energy linearly in both approxima-
tion, while they are only considered in the denominator of the gluon propagator in case
of the SCQL truncation (see Sec. 2.4.2). Obviously, the occurrence in the denominator
mitigates some of the enhancing effect in the vertex. Note that the “wiggles”, which are
more visible for the SCQL truncation, but also appear within the HDTL truncation, are
due to our YM input, where some error is contained in the fits to lattice data, which
leads to the observed “bumps” after our linear interpolation.
4.2.1. Vanishing Chemical Potential and Finite Mass
First, we want to concentrate our analysis of the temperature dependence at vanishing
chemical potential on the SCQL truncation with our simple vertex ansatz and extend the
discussion to finite quark masses. In Fig. 4.2 we show the regularized chiral condensate
normalized to the chiral condensate in the chiral limit at T = 10 MeV and the gluon mass
normalized to the HDTL gluon mass m2gl,HDTL(0) as defined in (2.85). As expected and
well known for physical QCD [10], the phase transition to the phase of (approximately)
restored chiral symmetry becomes a crossover if a finite quark mass is introduced. For
very low temperatures of T < 20 MeV, we observe that our chiral condensate increases
rapidly towards lower temperatures. We have found this behavior to be due to the fact
that we only sum up a limited number of Matsubara frequencies explicitly (see App. D.1
for details). This artifact has already been visible for all truncations in Fig. 4.1b and
also affects the gluon mass. As the overall effect of the artifact on the chiral condensate
is within 2% at T = 10 MeV, and thus within the order of other expected numerical
errors,22 we may avoid the computational effort of increasing the number of explicit
22We will later see that the effect on most quantities is even smaller, when considering the µ dependence
at T = 10 MeV and T = 20 MeV.
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(b) m2g,TL against T .
Figure 4.2.: The chiral condensate (a) and the thermal gluon mass (b) against T for
different quark masses. We normalize the chiral condensate w.r.t. the com-
bined quark condensate (defined by (3.7)) at T = 10 MeV and the Debye
mass to the HDTL gluon mass. The left axis indicates normalization w.r.t.
the gluon mass of(2.85) including the scalar vertex function Γ(0) (dHDTL)
and the right axis a normalization where the bare vertex is used for the
HDTL gluon mass (bHDTL).
Matsubara frequencies further. The slight increase of the chiral condensate between
T ≈ 50 MeV and T ≈ 100 MeV as well as the kink in both, the 〈q¯q〉 and m2g,TL at
T ≈ 135 MeV, can be accounted to the input for the YM gluon propagator. We find
that the increase is not present in calculations for three-color QCD, which only differs in
the fit data and explicit factors of Nc, and that a spike at T ≈ 133 MeV is already present
in the fit data (cf. the YM gluon screening mass in [37]). Since such spikes stem most
probably from numerical errors in the lattice data rather than from a physical feature,
one may “polish” the result by substituting the temperature interpolation between the
lattice fit data with a further fit as it has been done in [38].
It is also interesting to note that the gluon mass becomes indifferent of the quark
mass for low and high temperatures, although the chiral condensates do not coincide
in these regions. A strong dependence on the quark mass m is, however, observed for
intermediate temperatures. Obviously, the quark contribution to the gluon screening is
suppressed for large quark masses.
The temperatures considered here are too low to decide on the high-temperature
asymptotic behavior ofm2g,TL. However, as mentioned earlier, we do not expect to recover
the HDTL approximation with either a dressed or a bare vertex for high temperatures.
One might only conclude that, as the scalar vertex function is monotonously decreasing,
the high temperature behavior of m2g,TL should be below its HDTL counterparts with
a dressed vertex (dHDTL), since this corresponds to the limit Γ(q2) → Γ(0). Because
there is thus no strong reason to use either for the normalization, we have chosen to
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(b) m2g,TL against T .
Figure 4.3.: The quark condensates (a) 〈q¯q〉 (continuous line), 〈qq〉 (dashed line) and the
thermal gluon mass (b) against T for different chemical potentials. Dot-
ted lines denote 〈q¯q〉 and m2g,TL in the case of artificially suppressed di-
quark condensation, i.e., 〈qq〉 != 0. The quark condensates are normalized
to 〈q¯q〉T=10 MeVµ=0 , while the gluon mass is normalized as in Fig. 4.2b.
include two normalizations into Fig. 4.2b. On the left y-axis, we normalize our gluon
mass with its HDTL counterpart as employed in chapter 3, i.e., including Γ(0), while
we normalize w.r.t. the bare vertex on the right y-axis. When compared to the dressed
HDTL gluon mass, the gluon masses in our SCQL calculation are overall much smaller.
To some extent this explains23 why, with increasing temperature, the chiral condensate
is not suppressed as much as in the HDTL approximation, although the gluon masses
rise rapidly for T & 50 MeV. We find that the ratio m2g,TL/m2HDTL is largest near
the phase transition with the maximum being less pronounced for higher masses. For
T > Tc the ratio decreases and m
2
g,TL is likely to approach m
2
bHDTL if one considers much
higher temperatures. Note that, considering m2g,TL without a temperature-dependent
normalization, one finds no maximum but a monotonously rising behavior.
4.2.2. Finite Chemical Potential
Before considering the µ dependence in more detail in the next section, we also want
to study the temperature dependence for fixed but finite µ. Here, we limit ourselves to
m = 7 MeV and consider µ = 200 MeV and µ = 600 MeV. As we will see in the next
section, the first value corresponds to a chemical potential slightly above the onset of
diquark condensation at low temperatures, while the latter value is in the regime where
the symmetry breaking due to the quark mass is negligible. In Fig. 4.3a we present
the quark condensates at these chemical potentials. At µ = 200 MeV (blue lines) and
23For a more thorough discussion, one would have to consider the k-dependent gluon mass function. For
finite k we expect the effect of the modified argument of the vertex function to become smaller.
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low temperatures, the condensates are of similar magnitude. Around T = 125 MeV,
the diquark condensate (double-dashed line) starts to fall rabidly and vanishes above
the second-order phase transition at Tc ≈ 163 MeV. The chiral condensate (continuous
line) is suppressed by the finite diquark condensate at low temperatures and by Debye
screening, when 〈qq〉 = 0. Considering the Debye mass in Fig. 4.3b, we find that the
second-order phase transition is also clearly visible there. Note that, although the gluon
mass at µ = 200 MeV resembles that at µ = 0, the normalization w.r.t. the HDTL gluon
mass entails that the Debye screening at µ = 200 MeV is much stronger on an absolute
scale. The squared Debye mass in case of suppressed diquark condensation (dotted line)
is found to become negative at low temperature, which is a numerical artifact that we
will discuss in the next section. At µ = 600 MeV (yellow lines) hardly any temperature
dependence is visible in the chiral condensate, neither is a significant difference compared
to the case of suppressed diquark condensation visible. At the same time, the diquark
condensate is qualitatively similar to 〈qq〉 at µ = 200 MeV but larger. As we will also see
at the end of this chapter, the critical temperature in our approach rises monotonously
with chemical potential. Again, the vanishing of the diquark condensate is reflected in
the Debye mass and one observes that the Debye mass in the diquark condensation phase
is, as expected, suppressed compared to the chirally restored phase.
4.3. Dependence on Chemical Potential at Low Temperatures
We now fix the temperature to 10 MeV and consider the dependence on the chemical
potential. As already discussed in the last chapter, all considered quantities show only
a weak dependence on temperature if T is sufficiently low and we expect consequently
to find the zero-temperature physics at T = 10 MeV.
4.3.1. Comparison with the HDTL Approximation
Again, we start with a comparison of our different truncation schemes in Fig. 4.4. Com-
paring the calculations including the self-consistent quark loop (blue lines) with those in
the HDTL approximation (red lines), the SCQL truncation shows almost no violation of
the Silver Blaze property on the level of quark condensates. For the chiral condensate
shown in Fig. 4.4a, the deviations between the onset and µ = 0 amount to less than
0.5% (to about 1.2% for the BC vertex denoted with dashed lines) compared to ≈ 6%
(≈ 7% for the BC vertex) in the HDTL approximation. Despite the large differences
in the vacuum masses and absolute values of the chiral condensates (cf. Fig. 4.1), the
differences in the critical chemical potential are rather small, ranging from 154 MeV
(HDTL approximation with BC vertex) to 164 MeV (SCQL with the simple vertex). As
already conjectured in the last chapter, we find that, also beyond the onset of diquark
condensation, the results for 〈q¯q〉 and 〈qq〉 in the SCQL calculations differ significantly
from those in the HDTL approximation. While one finds a similar behavior of 〈qq〉 for
all truncations in the direct environment around the onset, the rise of the diquark con-
densate at large µ is much steeper in our SCQL calculations than that in calculations
relying on the HDTL approximation.
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(b) 〈qq〉 against µ.
Figure 4.4.: The chiral (a) and diquark (b) condensates for m = 7 MeV, T = 10 MeV in
our various truncations. All condensates are normalized to 〈q¯q〉µ=0 of the
corresponding truncation.
4.3.2. Mass Dependence
Let us now check how our results for the quark condensates change if the quark mass is
varied. In Fig. 4.5 we present the chiral and diquark condensate calculated with a self-
consistent quark loop and the simple vertex ansatz. First of all, we note that increasing
the bare quark mass has a much stronger effect on the chiral condensate than for the
HDTL results presented in Fig. 3.3. The effect of increasing the mass is also stronger
when comparing the critical chemical potential µc of the two approaches. This finding
can be accounted to the fact that the quark mass now also affects the dressing of the
gluons as we will see in more detail in Sec. 4.3.3.
Apart from the dependence on the light quark mass, we also want to readdress
the method we employ to regularize the chiral condensate. As already mentioned in
Sec. 2.6.1, the lighter the test quarks the larger is their non-perturbative contribution to
the condensate (especially when compared to the perturbative content). Consequently,
the chiral condensate turns out too small. Moreover, regularizing at different points in
the phase diagram would be influenced by a change in the non-perturbative contribution
of the test quark. In the worst case, the test quarks undergoes a phase transition itself
leading to a jump or kink in the regularized chiral condensate. Although such artifacts
are suppressed for higher test quark masses, a too heavy test quark mass enters the
perturbative regime at higher momenta than the physical quark and fails to completely
remove the perturbative content of the physical quark. To avoid both problems, we have
chosen a an intermediate regularization quark mass of mh = 1 GeV.
Although it is trivial on an analytical level, it is worth checking if our numerical
regularization procedure yields a regularized condensate 〈q¯q〉′ (defined in (2.122)), which
does not contain µ-dependent artifacts. In Fig. 4.6 we have fixed the light quark mass
and show the regularized chiral condensate 〈q¯q〉′ for different test quark masses. As
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(b) 〈qq〉 against µ.
Figure 4.5.: The chiral (a) and diquark (b) condensate for different quark masses m at
T = 10 MeV. As in Fig. 4.2, all condensates are normalized to the combined
quark condensate defined by (3.7). For the three finite masses, the onset is








mh = 50 MeV
mh = 200 MeV
mh = 1 GeV




Figure 4.6.: 〈q¯q〉′ with m = 7 MeV versus µ for different regularization quark masses mh
(lower panel). In the upper panel, we show how the discrepancy between
mh = 1 GeV and the other test quark masses changes with µ (cf. (4.20)).
Both panels are in the same units, where the chiral condensate has been nor-
malized to 〈q¯q〉′mh=1 GeVµ=0 . Dashed lines indicate the use of the BC-motivated
vertex.
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(b) m2g,TL normalized to the HDTL gluon mass.
Figure 4.7.: The Debye mass in units of GeV2 and normalized to the HDTL gluon mass
(cf. Fig. 4.2b). The continuous lines belong to the same calculations as
in Fig. 4.5. The dashed line (a) denotes a calculation with a µ-dependent
vertex ansatz.
expected, we find that the chiral condensates regularized with mh = 50 MeV, 200 MeV
(red and blue lines) are too small as they eventually change sign. Moreover, the jump
in the regularized chiral condensate of mh = 50 MeV in the truncation including the BC
vertex (dashed line) is caused by the test quark undergoing a first-order phase transition
to the chirally restored phase.
In order to check whether our regularized chiral condensate contains any µ-dependent
artifact, we have included the upper panel in Fig. 4.6, where we plot (using the same
colors as in the lower panel) the quantity
∆(µ) ≡ 〈q¯q〉′ − 〈q¯q〉′mh=1 GeV −
(




We find that, except for mh = 50 MeV with the BC-motivated vertex, the regularized
condensates vary by only up to 1% of 〈q¯q〉′mh=1 GeVµ=0 over the considered range of chemical
potentials. With this finding we are confident that the perturbative content in 〈q¯q〉′ shows
no µ-dependence also on the level of numerical calculations. However, as we are not able
to determine the absolute value of the chiral condensate, an artifact independent of µ
remains.
4.3.3. Gluon Mass and Silver Blaze Property
In Fig. 4.7, we show the squared Debye mass m2g,TL for the same calculations that
provided us with the chiral and diquark condensates of Fig. 4.5. As already found for the
condensates, the gluon mass becomes independent of the quark mass for high chemical
potentials. For low chemical potentials, we find imaginary Debye masses (m2g,TL < 0).
This behavior was already observed in the similar study of three-color QCD in [40],
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where, however, the problem appears to be less severe, because the phase transition is
of first-order and the Debye mass rises to much higher values directly after the phase
transition. There, it has been shown that, although the gluon mass is not an observable,
its definition implies that the Debye mass has to obey the Silver Blaze property. If
one considers the Silver Blaze property on an analytical level, one finds that it requires
all integrands of imaginary-time integral of quark momenta q to be indifferent w.r.t.
a transformation q4 + iµ → q4 for all chemical potentials below µc of the lowest mass
threshold.
Following this criterion, one finds two aspects that violate the Silver Blaze property in
our truncation: (i) our regularization using m0,TT/TL in (4.6) and (ii) our vertex ansatz
for the quark loop with the modified momentum dependence (4.8). The violation in
m0,TT/TL is due to the fact that only the explicit dependence on µ is set to 0, while
the implicit dependence in form of the quark propagator remains untouched. In case of
the vertex ansatz, the argument p2 + q2 violates the Silver Blaze property directly. This
violation can be cured by employing a momentum dependence (/p+iµγ4)
2 +(/q+iµγ4)
2 in
(4.8) instead of p2 + q2. In order to estimate the effect of the violation due to the vertex,
we have added the gluon mass of a calculation with Γ
(
(/p+ iµγ4)




case where the problem is most severe, m = 32 MeV (dotted line in Fig. 4.7a). We ob-
serve that the artifact is indeed reduced by a great fraction if µ is included into the vertex
ansatz. Although a quantitative comparison with the violation caused by our zero-µ reg-
ularization term is hardly feasible due to the self-consistent character of our calculation,
one might conclude that the Silver Blaze violation due to the vertex ansatz is likely to
dominate over the other violation of the Silver Blaze property. However, it should be
emphasized that new problems arise with the new ansatz Γ
(
(/p+ iµγ4)




since the IR part gains a pole if µ2 > d2 which is why we have only performed these cal-
culations up to the onset of diquark condensation. This pole does not have any physical
meaning, because (i) we have not fixed d2 to a physical quantity and (ii) our trunca-
tion neglects any back-coupling from the quarks into the vertex. Due to this problem,
we proceed with the vertex ansatz which we have introduced at the beginning of this
chapter.
In Fig. 4.7b, we again relate our Debye mass to that of the HDTL approximation with
(m2bHDTL) and without (m
2
dHDTL) the vertex factor Γ(0). Although the chemical poten-
tials considered here are not high enough to conclude on the value that is approached
at high µ, it seems plausible that eventually m2g,TL → m2bHDTL. Moreover, considering
that the temperature-dependent gluon mass displayed in Fig. 4.3b reaches much higher
values even within the normalization to the HDTL gluon mass, we find that the artifact
becomes less and less important if the temperature is increased.
4.4. Comparison with Other Approaches
As already advertised at the beginning of this work, probably the main motivation for
recent studies of two-color QCD is that lattice calculations at finite µ are feasible allowing
for a more complete comparison with other approaches to QCD than the physical theory.
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(b) 〈qq〉 against µ.
Figure 4.8.: The chiral and diquark condensate for different quark masses (m = 0.01 MeV
(green, almost on top of the χPT line), other colors as in Fig. 4.5) at T =
10 MeV. In contrast to Fig. 4.5, the chemical potential has been normalized
to the onset of diquark condensation and the condensates to 〈q¯q〉µ=0T=10 MeV of
the corresponding quark mass. The plot has been supplemented with results
from other approaches taken from [42]. The lattice data for 〈q¯q〉 are from
[100] and those for 〈qq〉 from [45].
Since recent lattice publications apply different normalizations than most model studies,
we start with a comparison to model calculations and address the recent lattice results
in Sec. 4.4.2.
4.4.1. Model studies
In this section we want to compare with results published in [42], where different ap-
proaches have been compiled. For this purpose, we have applied the same normalization
that was used in the reference to our results of Fig. 4.5 and show them in Fig. 4.8.
There, the chiral and diquark condensate have been normalized to the chiral condensate
at µ = 0, while the chemical potential is expressed in terms of µc ≡ mpi2 . It should be
noted that µc ≡ mpi2 is one of the few quantities that is defined in the same way in all
approaches. As pointed out in Sec. 3.2, we tune our quark mass such that we repro-
duce the µc of other approaches, since our renormalization-point quark mass cannot be
translated directly to the mass parameters of other approaches.
In order to test our approach against χPT, we have included results for a very low
quark mass of 0.01 MeV leading to µc = 6.2 MeV. Note that calculations near the phase
transition for low masses are numerically very demanding, because the small explicit
symmetry breaking (reflected in the lighter pions) leads, apart from the spontaneous
symmetry breaking, to an approximate restoration of Pauli-Gu¨rsey symmetry. As a
consequence, we also observe a similar behavior of our iteration process as in Sec. 3.1:
the iteration procedure slows down, making it tedious to obtain good results. We find
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that we indeed recover the χPT prediction (dash-dotted line) for m→ 0, as the (green)
lines for m = 0.01 MeV almost lie on top of those of χPT in Fig. 4.8. However, as the
mass is increased, we observe that our results depart from the χPT prediction for both,
〈q¯q〉 and 〈qq〉, with the differences becoming larger for higher chemical potential. This
finding reflects, of course, the perturbative character of χPT.
Comparing our results with those of renormalization-group (RG) calculations in the
quark-meson-diquark (QMD) model (where µc = 70 MeV, denoted with continuous black
lines), we find that our results for the chiral condensate are consistent with the RG results
if a similar pion mass (µc = 62.2 MeV corresponding to m = 1 MeV, red line in Fig. 4.8)
is considered. As for the diquark condensate, we find that our result with a similar
pion mass rises more slowly between µ ≈ 1.2µc and µ ≈ 1.5µc, but features almost the
same slope for higher chemical potentials. Although we do not know the extent of this
effect, a lower diquark condensate is to be expected in our approach, since our gluon
propagator is screened in the dense phase, which is not taken into account in the QMD
study. For completeness, it should be remarked that, in principle, a remnant of the
quadratic divergence contained in the chiral condensate might also lower our diquark
condensate, because it enters the normalization. However, the effect should be small for
our light quark mass of m = 1 MeV.
Furthermore, considering the diquark condensate in the range between µ ≈ 1.2µc
and µ ≈ 2µc, we find that our results with the simple vertex are slightly below the
χPT prediction for the diquark condensate. This finding differs from what is found in
the QMD model calculations and the linear σ model (see (2.50)), where the diquark
condensate is found to exceed the χPT prediction for µ > µc. Employing the BC-
motivated vertex, our result is closer to the χPT prediction in the range mentioned
above. Although not displayed in Fig. 4.8, we observe that the diquark condensate is
again pushed below the χPT prediction if one increases the quark mass.
We have also tested how our results respond to a variation of our other free parameter,
the IR vertex parameter d1. Choosing a smaller value for d1 leads to a smaller chiral
condensate at low chemical potentials, which reflects its role as the parameter that
encodes the magnitude of the spontaneous symmetry breaking in our approach. The
onset of diquark condensation and the slope of the unnormalized diquark condensate,
which are mainly determined by the explicit symmetry breaking due tom and µ, however,
are changed only slightly. Taking into account the normalization employed in Fig. 4.8,
one obtains results that are similar to those with an increased mass. Such a behavior
is to be expected as a smaller vertex leads to a smaller vacuum condensate causing the
explicit symmetry breaking to appear larger. As a consequence, the observation that
our calculations yield a lower diquark condensate than that found in the QMD model
RG calculations of [42] is, therefore, closely linked to our lower critical temperature in
the chiral limit. We will readdress the consequences of varying d1 when comparing with
lattice results in the next subsection.
For completeness we have also included our HDTL results for m = 1 MeV into Fig. 4.8
(red, dashed lines). Apparently, both, the chiral and the diquark condensate, resemble
the χPT prediction in the considered range of chemical potentials rather well. However,
this finding is most probably coincidental, since the diquark condensate eventually rises
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well above 1 if µ is further increased (see Fig. 3.3b). As we have observed at the begin-
ning of this section in Fig. 4.4 (and in the last chapter), the HDTL quark loop, which
overestimates the effect of quarks on gluons, entails a suppression of the condensates.
In the range considered in Fig. 4.8, this exaggerated suppression obviously compensates
the expected rise in 〈qq〉 to some extent. It should further be noted that, with smaller
quark/pion masses, also the unphysical suppression becomes smaller entailing that, also
with the HDTL approximation, one recovers the χPT prediction for m→ 0.
4.4.2. Lattice Studies
First, we want to address the lattice data from [45, 100], which we have already been
included into Fig. 4.8. One finds that, although the lattice results (black circles) are,
in principle, close to the χPT prediction, they are somewhat below the χPT prediction,
while all other approaches displayed in Fig 4.8a predict the chiral condensate to be larger
than that in χPT. Interestingly, the chiral condensate on the lattice is found in [45] to
decrease further with increasing mass.24 However, since the lattice study employs stag-
gered quarks in their adjoint representation, which do not share the global symmetries
with continuum two-color QCD, the results may not be directly transferable to our case
[46]. Unfortunately, there exist no recent lattice results for the chiral condensate with
vanishing diquark source to our knowledge.
The lattice results for the diquark condensate in Fig. 4.8b are in full agreement with
those of all other approaches. However, as most data are close to the onset of diquark
condensation, and thus in the regime of good agreement with χPT, the lattice results
do not provide us with any information on how the diquark condensate is influenced by
a finite mass.
Fortunately, there have been some recent studies of two-color QCD on the lattice. In
Fig. 4.9 we present our results for the diquark condensate and the quark number density
together with the corresponding lattice results for the lowest temperature (T = 47 MeV)
published in [46]. Again, we have adapted the normalization of our results to match those
from the reference. To compensate for the logarithmic divergence in 〈qq〉, we have scaled
the diquark condensate with a factor such that its magnitude matches that from the




has been normalized with its counterpart
in the Stefan-Boltzmann limit, i.e., with the number density of a non-interacting fermion












where Nint ≡ NsNcNf denotes the number of internal degrees of freedom (d.o.f.) and
Ns = 2 the spin degree of freedom. In (4.21), we have omitted the contribution from
antiquarks, which is negligible in case of the low temperatures and intermediate to high
chemical potentials considered here. In contrast to the lattice diquark condensate data
from [45], the more recent lattice data are distributed equally over chemical potentials
in the diquark condensation phase. With the normalization now being ∼ µ−2, one
24In order to avoid confusion, we have limited ourselves to the lightest mass in Fig. 4.8a.
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Figure 4.9.: Comparison of our results for the diquark condensate and the quark number
density with lattice data from [46]. To simplify the comparison, we have
normalized both quantities as in the reference and have scaled 〈qq〉 such
that it matches the lattice data. Apart from the results at T = 10 MeV,
we have also included those for lattice temperature T = 47 MeV and also
results with a reduced IR vertex constant of d1 = 10 GeV
2 and m = 60 MeV.
finds that both quantities show the form of a “horn” directly after the onset of diquark
condensation.
For chemical potentials beyond approx. 800 MeV the lattice calculations show a rise
in both quantities. However, as already speculated in the reference, this rise might be
due to artifacts on the lattice. As for the lattice points near the phase transition, on the
other hand, the linear extrapolation from finite diquark sources is known to be error-
prone, which even leads to finite 〈qq〉 below the onset of diquark condensation. In order
to check whether the different temperature has an influence, we have also performed
calculations at T = 47 MeV for m = 32 MeV (dashed line in Fig. 4.9). In case of 〈qq〉
the results for both temperatures hardly differ, while the “horn” in the quark number
density is less pronounced for the higher temperature.
Since our criterion for fixing the vertex parameter d1 was somewhat arbitrary and leads
to a higher value for the critical temperature in the diquark-condensation phase than
the lattice study, we have redone some of our calculations with alternative parameters,
namely d1 = 10 GeV
2 with m = 60 MeV (green line in Fig. 4.9). As we will discuss
in the next section, this value for d1 is chosen such that the phase transition from the
diquark-condensation to the normal phase occurs at a similar temperature as on the
lattice (see Fig. 4.12 for details). For the newly chosen vertex parameter, also m had to
be readapted to match the onset of diquark condensation for low temperatures. We find
that the “horn” observed before is no longer existent with the new parameter set and
our results are able to reproduce the lattice diquark condensate in the range between
µ = 400 MeV and 800 MeV. The deviations below µ = 400 MeV are caused by the
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extrapolation from finite diquark sources and will be discussed in detail in the next
subsection.
Note that the “horn”-like structure is closely linked to the spontaneous symmetry
breaking in the chiral limit: Recall that the diquark condensate exhibits a behavior that
is almost independent of the quark/pion mass shortly after the onset of diquark conden-
sation. Furthermore, for finite spontaneous symmetry breaking, the diquark condensate
〈qq〉 approaches a finite constant for m = 0, µ→ 0 and, thus, diverges in the normaliza-
tion of Fig. 4.9a. Considering our plot, it becomes obvious that the “horn” is required
for a 〈qq〉 with m > 0 in order to adapt to its chiral-limit counterpart if the spontaneous
breaking of chiral symmetry is relevant.
Therefore, it is not surprising that, for our alternative parameters, we indeed find no
(spontaneous) symmetry breaking in the vacuum for m = 0. Interestingly, our adapted
parameter is similar to the value d1 = 14 GeV
2, which has been used in an analogous
truncation for three-color QCD [40], but is well below the value of d1 = 39 GeV
2, which
we use for the same truncation elsewhere in this work. This finding raises the suspicion
that the string tension of
√
σ = 440 MeV (cf. Sec. 3.2) constitutes no or only little
spontaneous chiral symmetry breaking in two-color QCD in general.
As for the quark number density, we have adopted the two different normalizations
(of the same data) presented in [46]. In contrast to the normalization with respect to
the quark number density of the Stefan-Boltzmann limit in the continuum nSB,cont, the
normalization with respect to the respective quantity on the lattice is expected to already
contain some lattice artifacts which cancel (at least to some extent) their counterparts
in the full lattice calculations. Similar to the diquark condensates, our results with the
adapted d1 are in good qualitative agreement with the latter normalization of the lattice
results nlat/nSB,lat. It should be remarked that our results contain a numerical artifact
that leads to negative densities for small µ. This artifact is small for the unnormalized
density, but is enlarged at low µ due to the normalization being roughly ∼ µ−3. At least
for the heavier masses that reduce the lattice µc (the yellow and green lines in Fig. 4.9b),
we find the artifact to become negligible as the onset is approached and, thus, do not
expect it to play a role in the diquark phase.
4.4.3. Finite Diquark Sources
For lattice calculations that consider diquark condensation, it is inevitable to introduce
a finite diquark source. As a consequence, the lattice results shown so far are based
on extrapolations from calculations with finite diquark sources j > 0 to j = 0. As
the extrapolation introduces new uncertainties into the lattice results—especially in the
proximity of the phase transition, where the linear extrapolation is known to give poor
results—, we also want to consider the case of a finite diquark source in our approach.







where we have chosen the normalization such that j is dimensionless and encodes the
ratio of the diquark source over the current quark mass. As this fixes the angle of the
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explicit symmetry breaking,25 one also finds that j = 〈qq〉〈q¯q〉 if µ = 0. Note that the
Pauli-Gu¨rsey symmetry also entails that 〈qq〉 contains (except for a factor j) the same
quadratic divergence as 〈q¯q〉. Since the UV regime is not affected by medium effects,
this finding also holds for finite µ. Formulated in the Nambu-Gorkov formalism, the
source term introduced above becomes (cf. (2.93))
J± = ±jZmmγ5M. (4.23)
In order to make any predictions that could be compared to the lattice results directly,
it is desirable to translate the magnitude of the diquark source employed in lattice
studies, which is usually given in units of the lattice spacing, to the language of our
formalism. In principle, this task could be accomplished by considering the ratio of the
quark condensates at µ = 0, where the Pauli-Gu¨rsey symmetry ensures that the ratio
of the regularized condensate matches that of the unregularized one. However as we
lack this information, we vary our diquark source around 0.1—the value found in [70],
where χPT expressions for the number density and pressure were fitted to lattice data
from [89] (i.e., to data from the same group as [46, 47]) and jlata = 0.04⇒ j ≈ 0.1 was
found.26 We take this value as a starting point and vary j in a broad range around it in
order to study the effect of the diquark source.
To study the general influence of j, we present our results (with the Tc-fitted vertex
parameter and m = 32 MeV) for the chiral and diquark condensate with a finite diquark
source in Figs. 4.10a,b. The effect of a finite diquark source is analogous to that of a
finite quark mass: The second-order phase transition is washed out and turned into a
crossover. Consequently, the deviation from j = 0 (denoted with black lines) is largest
near the phase transition. Below and above the phase-transition region, the influence
of j on the chiral condensate is found to be negligible. For the diquark condensate,
an almost constant offset which is (to first-order) proportional to j is observed. Note
that, to some extent, the latter observation may stem from the regularization artifact
which we have discussed for the chiral condensate in Sec. 2.6.1 and which would now be
proportional to jZ2Zmm.
We also want to check what happens if one performs a linear extrapolation to j = 0
as it is done in the lattice studies which were used for comparison in the last section.
Although it has already been discussed in [45, 46] that a linear extrapolation is not
suitable for all µ, it is instructive to also look at those effects in our approach, as we are
able to vary both j and µ in smaller steps than it is computationally affordable on the
lattice. Moreover, since more complex fit ansa¨tze tend to be unstable if only a few points
are taken into account for each extrapolation, linear extrapolations are still commonly
used in lattice studies. We present linear extrapolations based on two finite diquark
sources j = j0, 2j0 and vary j0 between 0.02, . . . , 0.14 in Fig. 4.10c,d. We can now check
how the extrapolation from finite diquark sources to j = 0 performs in comparison to the
calculation at j = 0. Our extrapolation is similar to that performed in [46], where most
extrapolations are based on ja = 0.02, 0.04 (and sometimes additionally on ja = 0.03).
25Other works [68] indeed choose an angle for the parametrization of the diquark source.
26Note that with the definition of [70] tanφ corresponds to our j.
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(d) linear extrapolation of 〈qq〉 to j = 0.
Figure 4.10.: The chiral (a) and diquark (b) condensate at T = 10 MeV for m = 32 MeV
and finite diquark sources j = 0.02, 0.04, . . . , 0.2. The thick lines denote
j = 0, 0.1, 0.2. Both quantities are normalized to 〈q¯q〉 (µ = 0, j = 0).
Fig. 4.10a was supplemented with the lattice results for ja = 0.04 from [46].
The lower plots (c, d) show the results for a linear extrapolations to j = 0
based on our results for j = j0 and j = 2j0 with j0 = 0.02, 0.04, . . . , 0.14.
For 〈qq〉 the normalization has been changed to match that of Fig. 4.9a.
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against µ for j = 0.02, 0.04, . . . , 0.2.
One finds that, for both condensates, the phase transition seems to occur at slightly lower
chemical potentials, with the chiral condensate being slightly overestimated for low µ
and being underestimated in proximity to the phase transition. Especially after adopting
the normalization w.r.t. µ2 again, one observes that a linear extrapolation works very
well for the diquark condensate shortly after the phase transition. However, below the
phase transition, the extrapolation leads to finite values of the diquark condensate. For
completeness, we have also investigated the quark number density for finite diquark
sources in Fig. 4.11, where we find j to have a similar effect as already found and
discussed for the diquark condensate.
After discussing the general effect of j for results, where the vertex parameter was
determined from the condition Tc,m=0 = 150 MeV, we now want to adapt the vertex
parameter d1 to better suit the parameters used in the recent lattice calculations of
[46, 47]. Again, we tune d1 such that the phase transition to the chirally restored phase
occurs at a certain temperature. As we lack temperature-dependent results for small µ,
we adapt our phase transition to that found in the diquark condensate on the lattice at
finite j and large µ, namely at µ = 680 MeV. We make this choice, since the effect of the
quark mass on the temperature dependence is small at large µ. The quark mass can be
adapted afterwards such that it matches the low-temperature critical chemical potential
on the lattice. With this procedure, we obtain d1 = 10 GeV
2 and m = 60 MeV. We
show the lattice data together with our results with the adapted parameters in Fig. 4.12.
We find an overall good agreement with the lattice results with the slope in the lattice
results being slightly steeper when compared to ours. Apart from systematic errors of
our truncation, two reasons might be accounted for this deviation: (i) our vertex param-
eter is still slightly too high, thus, shifting the phase transition to higher temperatures
and/or (ii) a remnant of the quadratic divergence might soil our diquark condensate.
As discussed above, such an artifact would be ∼ jZ2Zmm and is, thus, cancelled after a
linear extrapolation to vanishing diquark sources, because Z2Zm is (almost) independent
of the diquark source.27 As before, we have also included such linear extrapolations from
27On an analytical level, this statement is true in leading-order of perturbation theory and is consequently
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Figure 4.12.: 〈qq〉 against T at µ = 680 MeV together with the corresponding results from
[47]. The lattice results at finite diquark sources ja = 0.02, 0.03, 0.04, 0.05
are denoted with colored circles starting from green and going to red. The
black circles denote linear extrapolations to j = 0 based on ja ≤ 0.04 (plain
circles) and ja = 0.02, 0.03 (filled circles). We denote our results for j = 0
with a black and those for j = 0.045, 0.09, . . . , 0.225 with blue lines. We
also include linear extrapolations to j = 0 based on j = 0.09, 0.18 (light
green) and j = 0.09, 0.135 (dark green).
finite to vanishing diquark sources. Our extrapolation shows even stronger deviations
from the corresponding lattice results. However, because only few points from the lattice
are available and because both of the possible explanations mentioned above affect the
results similarly, we cannot tell which effect dominates. Therefore, we do not attempt
to further improve our parameters.
As a side remark, note that, in [47], the critical temperature has been determined by
extracting the inflection points of the data at finite j and extrapolating to j = 0. In our
approach this method is spoiled by the employed lattice input for the gluon propagator,
which only exists at certain discrete temperatures.
In Fig. 4.13 we present our results for the new parameter set. There, we have limited
ourselves to j = 0.09, 0.18, since Fig. 4.12 implies that these probably come close to
the most prominently used lattice diquark sources, ja = 0.02, 0.04. Comparing the
chiral condensate obtained with the new vertex parameter with that of the old vertex
parameter, we find that the dominant explicit symmetry breaking of the new parameter
set in Fig. 4.13a leads to a more linear decrease shortly after the phase transition when
compared to 〈q¯q〉 in Fig. 4.10a. However, in relation to the chiral condensate at µ = 0,
the decrease is less steep.
We have supplemented both, Fig. 4.10a and Fig. 4.13a, with lattice results for the
chiral condensate at ja = 0.04 from Fig. 19 in [46] (denoted with red circles). In
order to allow for a better comparison, we have shifted and scaled the lattice chiral
well fulfilled if the renormalization point is sufficiently large enough. For the quark masses and diquark
sources employed in Fig. 4.12, we find that the relative deviation in Z2Zm is well below 10
−5.
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Figure 4.13.: 〈q¯q〉, 〈qq〉 and 〈q†q〉 against µ at T = 10 MeV. Our calculations are
performed with d1 = 10 GeV
2, m = 60 MeV and j = 0 (black lines),
j = 0.09, 0.18 (blue lines). Green lines indicate extrapolation from finite to
zero diquark source. In (b), we have added 〈q¯q〉 at T = 150 MeV (dashed
lines), but show only j = 0, 0.18. The lattice data are taken from [47] (〈q¯q〉,〈
q†q
〉
) and [46] (〈qq〉). The color of the circles indicate j = 0 (black) and
ja = 0.04 (red).
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condensate in the vertical direction such that it matches our results at both sides of the
phase transition, where the influence of j is small. This adaption is inevitable, since
our data (maybe also the lattice results) are likely to contain a µ-independent artifact
and the absolute value of the chiral condensate in our approach remains unknown. The
uncertainties in translating the lattice chiral condensate to our case are large, especially
since the chiral condensate on the lattice was obtained using Wilson fermions. The lattice
results from [46] resemble the results of our old parameter set more closely, but appear
to be somewhat between our parameter sets. In the region near the phase transition,
where the behavior is dominated by effects from the diquark source, it appears that both
parameter sets with j ≈ 0.2 seem to describe the lattice data fairly well. Interestingly,
the lattice chiral condensate in [47] is found to fall on top of the same line independently
of the temperature. Since this is even true for temperatures that are too high to exhibit
diquark condensation, it is questionable whether the decrease of the chiral condensate is
caused by diquark condensation. In order to shed some light on this puzzling finding, we
have calculated 〈q¯q〉 at T = 150 MeV in Fig. 4.13b. Indeed, it turns out that, with such a
strong explicit symmetry breaking, the results at finite diquark source are qualitatively
the same independently of diquark condensation. However, there is no second-order
phase transition at high T and j = 0 and we find the results to coincide independently
of the diquark source.
In Fig. 4.13c we now find that our extrapolated diquark condensate is, also quanti-
tatively, in good agreement with its lattice counterpart up to µ = 800 MeV, i.e., the
deviation at low µ observed in Fig. 4.9a are consistent with extrapolation artifacts. For
the quark number density displayed in Fig. 4.13d, we have included lattice data for zero
(black circles) and finite (red circles) j from the same reference. While we find that our
results at j = 0 appear to describe the corresponding quantity on the lattice very well,
massive differences are observed at finite j. Although we can only guess what causes
the deviation on the lattice without a more detailed knowledge of the calculation in the
reference, it might very well be that the deviations at finite j are caused by artifacts
which are proportional to j and, thus, do not contribute to the extrapolated quantity.
4.5. On the Truncation of the Gluon Propagator
After finding a rather good agreement between our results for 〈q¯q〉 and 〈qq〉 and their
corresponding lattice results, we also want to revisit the µ dependence of the gluon
propagator in our truncation and eventually compare it to the lattice results of [47],
where the gluon propagator has been the center of attention. For our discussion, we
employ the parameters d1 = 10 GeV
2 and m = 60 MeV and adopt the notation
Dabµν(k) = δ
ab (DM(k)PT,µν(k) +DE(k)PL,µν(k)) (4.24)
from [47] to parametrize the color-magnetic and color-electric components of the gluon
propagator. Remember that, with the truncation outlined at the beginning of this
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In Fig. 4.14a,c we present both components DM,E at the zeroth and the second Mat-
subara frequency (ω0, ω2) calculated at T = 10 MeV. We find that, already at µ = 0, the
dressed gluon propagator (denoted with continuous lines) shows a significant suppres-
sion compared to the Yang-Mills propagator (dash-dotted lines). However, due to the
absence of a Debye (and Meissner) mass, the dressed and the YM propagator coincide
at k = 0. Furthermore, as one expects for low temperatures and vanishing chemical
potential, the two components DM,E are almost identical. In the diquark condensation
phase, represented by µ = 675 MeV and dashed lines in our plots, the Debye mass leads
to a strong suppression of DE (blue line) at low gluon momenta. However, it turns out
that (mTL −m0,TL) = m2g,TL~k2/k2 (cf. Sec. 4.1.3) and that the suppression is, thus,
weak if k4 > 0 and ~k small.
For the color-magnetic component DM (denoted with red lines), we find some en-
hancement compared to the vacuum propagator if k4 < |~k| and a suppression for
k4 > |~k|. For a closer inspection of the µ-dependence at the lowest Matsubara fre-
quency, we have plotted the gluon propagator against µ in Fig. 4.14b. At the low-
est momentum (continuous lines), the screening of the color-electric propagator is al-
most solely determined by the Debye mass mg,TL, since, as a consequence of (4.25),
lim|~k|→0DE(
~k, 0) = 1/m2q,TL. Consequently, we find that the artifact in the Debye
mass, which leads to imaginary gluon masses, causes an enhancement in DE below the
phase transition and a strong suppression beyond the onset. Because the Meissner mass
vanishes, lim|~k|→0DM(
~k, 0) = lim|~k|→0 Z
YM
M (|~k|, 0)/|~k|2 = 1/m2g,YM,TT with m2g,YM,TT as
defined in (4.17). Since m2g,YM,TT solely depends on the YM input, DM stays constant
over the whole range of µ for our lowest |~k|. For increasing gluon momenta (represented
by dot-dashed lines), the effect of the Debye mass becomes smaller as can be seen from
the decreasing artifact in the vacuum phase. We also find that the enhancement of DM
observed in Fig. 4.14a only occurs in the diquark condensation phase and that there is
no significant change of DM in the Silver Blaze regime. This enhancement in DM is not
unique to our diquark condensation phase but is also observed in the chirally restored
phase, i.e., if one artificially suppresses diquark condensation. It turns out that this
behavior, which is not present in the HDTL prediction from (2.84), is a regularization
artifact of our truncation caused by the fact, that (despite the modified momentum de-
pendence) the arguments in the vertex function differ for Π(k) and Π(0) in (4.6). This
can easily be checked by employing the bare quark–gluon vertex (Γ(k)→ 1) in the self-
consistent quark loop. However, the artifact is small compared to the artifact due to the
Silver Blaze violation in the Debye mass. Since we were not able to observe any effect
on the quark condensates in the Silver Blaze regime, we do not expect the enhancement
of DM to have a significant influence on quark condensates in the diquark condensation
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(d) D(~k, k4 = ω2) against µ.
Figure 4.14.: The color-electric and -magnetic components of the gluon propagator (4.24)
at the lowest and the second Matsubara frequency for T = 10 MeV as a
function of the spatial momentum |~k| (a,c) and the chemical potential µ
(b,d).
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Figure 4.15.: Lattice results from [47] for the color-magnetic and -electric components
of the gluon propagator at the lowest and the first Matsubara mode at
T = 124a ≈ 47 MeV as a function of µ. Note that a−1 ≈ 1.2 GeV.
regime.28 In any case, the (physically expected) suppression in DE is expected to affect
the physics in the diquark phase much more heavily. Note that the inclusion of a finite
diquark source again leads to the phase transition being washed out, which effectively
weakens the artifact due to the Silver Blaze violation in the Debye mass.
Comparison with the Gluon Propagator on the Lattice
In Fig. 4.15 we show lattice results for the gluon propagator from [47], which are plot-
ted analogously to Fig. 4.14b,d. Comparing the different lines, we can (roughly) de-
termine the momenta at which the gluon propagator take half their maximum value
(i.e., DM/E(k)
!
= 12DM/E(k = 0)). We find, for instance at µ = 0, k4 = 0, that
both components take half their maximum value (i.e., DM/E(k)
!
= 12DM/E(k = 0)) at
28Note that this comparison is only possible, since both artifacts occur in different regimes.
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k ≈ 0.7a ≈ 850 MeV on the lattice29 and at k ≈ 340 MeV in our approach. This finding
implies that the gluon propagator as a function of ~k descends less steeply on the lattice
than in our approach. Apparently, the lattice gluon propagator at µ = 0 (which includes
quark effects) features a behavior that agrees with the our YM gluon propagator.
As for the µ-dependence, we first want to focus on the region between 0.25a−1 and
0.6a−1, where we have found good agreement in the diquark condensate in Fig. 4.13c.
For the lowest Matsubara frequency, DM (see Fig. 4.15a) shows a slight enhancement
compared to µ = 0 for all included ~k, while DE (see Fig. 4.15b) is suppressed for low
~k. In this region, where the screening is most dominantly determined by the gluon
mass, the errors in the lattice results are, however, too large to determine whether
the screening becomes stronger with increasing µ. The gluon propagator at the first
Matsubara frequency ω1 = 2piT and small |~k| are represented by the black data set
in Fig. 4.15c and the red data set in Fig. 4.15d. For this momentum, gluons are only
screened by ΠTT/TL(k) − ΠTT/TL(0) in our approach. On the lattice both components
appear to be unaffected by the onset of diquark condensation for µ below ≈ 0.4a−1, but
might decrease for increasing µ. In the range of µ investigated so far, the screening of the
lattice gluon propagator is in good qualitative agreement with the screening found in our
approach. We have to admit, though, that the enhancement observed for DM(|~k| > 0, 0)
in the diquark phase in both approaches (dashed, red lines in Fig. 4.14b and the red and
blue points in Fig. 4.15a) is most probably induced by different mechanisms as we have
found it to be caused by the regularization of the quark loop in our approach.
Taking the comparison to a more quantitative level, we observe that the screening
on the lattice is much weaker than in our approach. In our truncation, there are two
obvious reasons that are likely to lead to the observed discrepancy. Firstly, the screening
in our truncation relies heavily on the employed vertex for which we have used a simple
phenomenological ansatz. Interestingly, if one limits oneself to a scalar dressing of the
vertex, one can easily check that the influence by a too large vertex parameter d1 on quark
quantities is somewhat weakened by the fact that the gluon propagator only appears in





is largest and the overall effect of the screening of the gluon is the strongest, a too
large d1 contained in the vertex dressing in ΠTT/TL(k) is to some extent compensated
by the corresponding term in the quark–gluon vertex in the quark self energy. Apart
from the influence of the vertex function, the screening might also be dampened by the
back-coupling of the quark loop into the YM sector, which we have neglected in our
truncation.
For completeness, we also want to remark that for µa > 0.6, all components of the
lattice gluon propagator decrease with increasing chemical potential in a similar fashion.
This also includes the color-magnetic component of the gluon propagator at low |~k| = 0,
which could only be screened by a Meissner mass in our truncation. Our study thus
29This is apparent from the points in the y-axis of Fig. 4.15a,b.
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supports the suspicion (which has already been formulated in the reference) that lattice
artifacts dominate the region of µa > 0.6. The reference of [47] also includes results for
higher temperatures, where diquark condensation no longer occurs. There, the color-
magnetic component changes only slightly over the whole range of µ, while the color-
electric component is suppressed more heavily. The artifacts suspected for the diquark
condensation phase are thus likely to be connected directly to diquark condensation.
As a final remark, note that in [47], fit data of the µ-dependent lattice gluon propagator
have been obtained with a parametrization analogous to the IR term of ZTT,TL(k) in
(2.83). In principle, one might employ these data as an input for a calculation in our
approach, but only after modifying our truncation in the following way. Firstly, with
the (negative) values for the exponent, bT,L, found in [47], the decrease of the IR term is
slower than the decrease of the UV term. In order to circumvent this problem, one might
modify the ansatz with a factor that suppresses the IR term in the UV, which would,
however, add new uncertainties as another parameter (the scale where the suppression
sets in) had to be introduced. Secondly, as the lattice data of [47] contain thermal quarks
at µ = 0, we would have to change our regularization such that we subtract the quark
loop at zero chemical potential but the same temperature. However, one might also
argue on a conceptual level that, as one introduces more and more detailed data from
other approaches, the predictive power of the approach is impaired by the reliance on the
input data. Since we have already achieved a fairly well agreement with our truncation,
we refrain from including the new lattice data into our approach.
4.6. Phase Diagram
After the more detailed discussion of the µ dependence of the quark condensates, we
want to summarize this chapter by considering the phase diagram, limiting ourselves
to the line in the (µ, T )-plane, where the onset of diquark condensation is observed.
Note that, for a rigorous determination of a phase, one would have to find the global
maximum of the pressure. The pressure can be obtained from the effective action in the
Cornwall-Jackiw-Tomboulis (CJT) formalism [101] (cf. Sec. 2.3.1) :











where all 2-particle-irreducible (2PI) diagrams of the quark propagator are contained in
Γ2[φ]. As the solution of the qDSE fulfills by construction
δΓ[S(p)]





In the HDTL approximation with our simple vertex ansatz, Σ(p) is linear in the quark
propagator and it is thus straightforward to find an expression for Γ2[φ] that fulfills
(4.28). This is already spoiled if one applies the BC-motivated vertex, since the addi-
tional factors (see (2.100)) introduce a new dependence on the quark propagator. For
our truncation based on the self-consistent quark loop, one observes that the truncation
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scheme of the quark loop, namely the modified momentum dependence of the vertex
and the regularization procedure, spoil any attempt to find an expression for Γ2[S]. In
the HDTL approximation with the simple vertex, where the pressure can be expressed
in terms of known quantities analytically, one finds the pressure to suffer from a quartic
divergence. On a numerical level, calculating the pressure difference between two phases
is very demanding.
Since the transition towards diquark condensation is known to be a second-order phase
transition, we avoid the problems in obtaining the pressure by choosing another criterion
for fixing the phase-transition line. In [40] it has been shown for the NJL model that only
maxima of the pressure yield numerical stable solutions of the gap equation. Although
it has not been proven so far, the same is likely to be true in our formalism, i.e., that
the solution corresponding to the maximal pressure is numerically stable. In our case we
find the solution with 〈qq〉 = 0 to be numerically unstable for any (µ, T ) that features a
stable solution with 〈qq〉 6= 0. For this reason, we choose to fix the phase-transition line
by determining the (µ, T ) at which the normal phase becomes numerically unstable (see
App. D.3 for further details).
In Fig. 4.16 we present phase diagrams for the different parameter sets encountered
throughout this work. Considering the different truncations employed in our work, we
find that, for most temperatures in the chirally broken phase, the critical chemical poten-
tial µc stays almost constant, which supports our earlier finding that the µ-dependence
of the quark condensates hardly differs between T = 10 MeV and T = 47 MeV and
should thus be the same at T = 0. For increasing temperatures, the phase-transition
line bends very slightly towards lower chemical potentials, since the screening of the
gluons increases decreasing the coupling between quarks. In the HDTL approximation,
the screening gains a contribution30 ∼ T 2. In our more sophisticated SCQL truncation,
the dynamical mass of the quarks dampens the gluon screening at low temperatures, but
the screening becomes larger as the chiral crossover is approached from below. In the
PQMD calculations of [42, 43], the phase transition line is found to start perpendicular
to the µ axis, but bends towards higher chemical potentials as T is increased. Since
lattice calculations become more and more expensive as the temperature is decreased,
not many lattice results are published for this region. Although a bending as observed in
Fig. 4.16c might still be within the error margins of lattice results, the results discussed
in [46, 47] seem to support a very steep phase-transition line as found in our approach.
At temperatures close to the chiral crossover Tc,µ=0(≈ 150 MeV), we observe that the
phase transition line almost abruptly bends towards higher chemical potentials with the
critical temperature as a function of µ rising only slowly for our SCQL truncation. In
the HDTL approximation the critical temperature eventually starts to decrease which
can be accounted to the gluon screening being overestimated at high densities. Here,
the reduced effective coupling entails that diquarks are bound less strongly, making it
easier for thermal fluctuations to tear the pair apart. Note that in the PQMD-model
calculation of [42], the phase-transition line at large µ was observed to be much steeper
30As the other contribution is ∼ µ2, the bending is more prominent for smaller m, where the phase
transition is found at smaller µ.
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(d) m = 60 MeV, d1 = 10 GeV
2 in the SCQL
truncation and lattice phase transition from
[47].
Figure 4.16.: The µ-T phase diagram of diquark condensation in two-color QCD for
different parameters in our approach and in other approaches.
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than in our approach. In [43] a Debye screening inspired by the gluon mass in the HDTL
approximation was employed which lowers the slope of the critical temperature as one
would have also expected from the above reasoning. For the two versions of the vertex
model employed in our work, we observe that the effect of the BC-motivated ansatz
leads to slightly higher critical temperatures, but the differences are rather small and
negligible if the phase transition is considered only on a qualitative level. Furthermore,
we find that our mass parameter only shifts the critical chemical potential while having
only negligible influence on the critical temperature for chemical potentials exceeding
1.2µc,T=0.
In Fig. 4.16d we also compare the lattice phase diagram from [47] with our result for the
adapted parameter set. At µ = 680 MeV, where we have adapted our parameters such
that they fit the lattice results at finite j, we find that the critical temperatures of the
two approaches differ. The phase-transition line at finite temperature was determined
by extrapolating the inflection points of 〈qq〉 (T ) from finite to zero diquark source on
the lattice, which we have found to yield lower results than our calculation with explicit
j = 0. On the lattice the critical temperature at intermediate µ has been found to be
constant. Despite the significant error of the lattice points in Fig. 4.16d, our results are
not compatible with this finding as our approach exhibits lower Tc for lower µ also at
finite j, where the errors on the lattice are rather small. Note that the lattice phase-
transition line is found to decrease31 if one increases µ beyond about 0.6a−1 ≈ 700 MeV.
Thus, it is possible that the constant behavior is caused by lattice artifacts that have
lead to discrepancies in all compared quantities at large µ but might already be present
below 0.6a−1.
BEC-BCS Crossover
Some other works also include another phase transition that occurs in two-color QCD:
the crossover from a dilute BEC to a diquark condensate described by BCS theory, which
we have outlined in Sec. 2.2.3. Being a crossover, there exists no strict criterion for its
determination and different works use different ways of determining a crossover line.
For instance, the condition that the baryon mass equals the baryon chemical potential
(M(µ)
!
= Ncµ) was employed in [42, 68, 69], while the (averaged) Polyakov loop 〈L〉, i.e.,
the deconfinement transition, was employed in [43, 47]. For a correct implementation
into our approach, the first criterion requires an analytic continuation of our Euclidean
results to Minkowski space in order to determine the baryon pole mass. Although such a
continuation is possible, the procedure relies on an ansatz for the structure of the spectral
function in Minkowski space and is based on the assumption of a positive-definite Fock
space, which is not guaranteed in gauge-fixed QCD, see for instance [37, 39]. As a
substitute of the quantity used for the second criterion, the Polyakov loop, other works
31Although no explicit critical temperatures have been published in the reference, the decrease can be
concluded from Fig. 8 in [46].
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TrS(~q, ωϕn), where ω
ϕ
n ≡
T (2pin + ϕ). If one compares the crossover lines obtained from the two criteria, one
finds that results differ considerably: At low temperatures, the first criterion applied
to the QMD model [42] and the NJL model [68] lead to a crossover between approx.
1.7µc and 2µc. For increasing temperature, the crossover line slightly bends towards
higher chemical potentials, but shows, in general, only a very weak dependence on the
temperature in both approaches. The crossover line obtained from the averaged Polyakov
loop in [47], on the other hand, shows a strong dependence on temperature and runs
approximately linearly towards lower µ.
Probably the most direct criterion for the BEC-BCS crossover is the calculation of the
ratio of the diquark coherence length and the mean particle distance. Both quantities
have been calculated for Dyson-Schwinger equations in the chiral limit of three-color
QCD in [39]. However, in our case, expressions derived for the chiral limit are not
applicable, since the spontaneous symmetry breaking is large everywhere in the diquark
phase. If one attempts to extend the expression to the case of broken chiral symmetry,
one encounters the problem that the the energy projector is ill-defined in Euclidean
space-time.
Summarizing the above, although there exist criteria that might be employed to de-
termine a crossover line, as none of them comes without caveats, we do not expect to
gain a deeper insight than we have already from our analysis of other quantities. On a
qualitative level, our earlier statement that χPT is only a good description for a small
region beyond the phase transition hints also to a small BEC region. As we have seen in
Fig. 4.8b, this region is larger for lighter quarks if one considers the chemical potential
in units of the pion mass.
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5. Summary and Outlook
In our work we have studied the phase diagram of two-color QCD using Dyson-Schwinger
equations. As we wanted to focus on the dynamics of quarks, we have truncated the
gluon DSE and employed a vertex model for the quark–gluon vertex. In our truncation of
the gDSE, we have employed a dressing function which reproduces the expected running
in the UV and is based on fits to YM lattice data for the Yang-Mills part. As for the
quark dressing of the gluons, we have employed and compared two different truncations,
the quark loop in the Hard-Dense/Hard-Thermal Loop (HDTL) approximation as well as
the back-coupling based on the self-consistent quark propagator (SCQL). While the first
truncation provided us with a computationally cheap method to study two-color QCD, it
fails to reproduce the Silver Blaze property and exhibits µ-dependent quark condensates
that differ significantly from those found in the truncation based on the self-consistently
calculated quark loop. We have thus focussed on the latter truncation, which takes the
medium dependence of the self-consistent quark propagator into account and is, thus,
expected to yield results that are closer to the full theory. Since little is known about
the behavior of the quark–gluon vertex in the IR, we resorted to a phenomenological
ansatz in this regime and chose a UV part that reproduces the correct running coupling.
Again, we have employed two variations of this ansatz—one including the numerically
manageable terms of the Ball-Chiu vertex construction and one neglecting these terms
altogether, i.e., Γaµ(p, q) ∼ γµ. However, since the results turned out to be similar
and since it is arguable whether a Ball-Chiu construction, that only takes some of the
relevant term into account, improves the results, we have chosen to perform some of our
calculations only with the latter, computationally less expensive vertex ansatz.
With this setup we have explored the phase diagram of two-color QCD and compared
our results with models as well as with lattice data. For this purpose we have varied
two parameters in our approach: the quark mass which is connected to the pion mass
and thus defines the critical chemical potential of the onset of diquark condensation and
the parameter d1 of our vertex model which defines the coupling strength in the IR.
Considering the quark condensates at low T , we were able to recover the χPT prediction
in the limit of very light quark masses. For an adapted quark mass, we have also obtained
quark condensates that are similar to those found in the QMD model [42] with the main
difference being that our diquark condensate is below its QMD counterpart. However,
such a difference was to be expected, since our gluon propagator is increasingly screened
in the color-superconducting phase which is neglected in the QMD calculation.
The inclusion of a finite diquark source term into our approach enabled us to find
another parameter set which turned out to be in very good agreement with the lattice
results of [46, 47] for the diquark condensate and the quark number density up to µ ≈ mpi.
Beyond this point, we observe strong deviations in all quantities. However, since, in the
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lattice calculations, also the color-magnetic component of the gluon propagator gains a
screening mass, the lattice results are likely to be dominated by artifacts for µ & mpi. We
were also able to reproduce the finding that, with this parameter set and a finite diquark
source, 〈q¯q〉 (µ) shows a behavior that hardly depends on whether diquark condensation
occurs or not. We have also found indications that the string tension in the lattice
calculation is too weak to constitute spontaneous symmetry breaking in the vacuum of
the chiral limit. The latter two findings imply that the scenario in the lattice calculations
differs significantly from that usually considered in model calculations, as the behavior
on the lattice appears to be driven mainly by the explicit symmetry breaking due to the
quark mass and the chemical potential.
In order to test our truncation of the gluon propagator, we have compared our dressed
gluon propagator with the full lattice gluon propagator. Apart from the fact that our
truncation suffers from an artifact that causes the Debye mass to become imaginary
for µ < µc (which is not reflected in the quark condensates), our truncation appears to
overestimate the screening compared to the full calculation. Since more sophisticated
truncations for the gluon DSE and the quark–gluon propagator are beyond the scope
of this work, it remains unknown whether the discrepancy is caused by the neglected
back-coupling into the YM gluon dressing function or by our ansatz for the quark–gluon
vertex being too simple.
We have also calculated the phase diagram, i.e., the phase-transition line in the (T, µ)
plane. At almost all temperatures below the chiral crossover temperature, the critical
chemical potential is found to depend on the temperature only very weakly. For larger
temperatures/chemical potentials, the phase transition line depends strongly on the
screening of the gluon propagator. The overestimated screening in the HDTL approxi-
mation was found to cause the phase-transition line to slowly decrease with increasing
chemical potential, while it slowly rises for our SCQL truncation.
Summarizing the above, we were able to reproduce the quark condensates and the
quark number density of other approaches by adapting the vertex parameter d1 and
the quark mass m accordingly, while clear differences occur in the gluon propagator,
where the limitations of our truncation surface. This finding already shows that a
Dyson-Schwinger approach for three-color QCD with a similar truncation (as it has been
used, for instance, in [38, 40]) are likely to describe the quark sector of the QCD phase
diagram very well if the parameters are chosen appropriately. Nevertheless, it would be
interesting to extend our analysis in different directions, especially since also research in
other approaches are ongoing and more precise lattice results are to be published in the
future.
As results on the lattice become more and more precise, comparisons on a more
quantitative level will become feasible, which will also deepen the insight into what
price one has to pay by applying an approximation. In our approach, the (at least
conceptually) most severe approximation is the use of a phenomenological ansatz for the
IR regime of the quark–gluon vertex. As the knowledge of its behavior in this regime is
not yet understood very well, testing different models in two-color QCD might provide
hints on what contributions to the vertex are of importance in medium QCD.
On the way to more quantitative comparisons, it becomes more and more important to
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formulate quantities in one approach such that they can be related to their counterparts
in other approaches. For instance, diquark sources could be translated to functional
approaches more easily if they were known in terms of the explicit symmetry breaking in
direction of q¯q. As we have suggested earlier, this might be accomplished by determining
the ratio of the quark condensates at vanishing µ.
Another direction of extension that should be pursued in future works is the calcu-
lations of more quantities in our approach. In our work, we have focused on the quark
condensates and the quark number density, while quantities like the µ-dependent pole
masses of the mesons have been determined in model studies and others like the pres-
sure on the lattice. While the pole masses are accessible and have been determined
in DSE studies of three-color QCD (e.g., [37, 38]), their determination relies on a con-
tinuation from Euclidean to Minkowski space-time, which is ambiguous. The situation
for the pressure is even more involved. Although the pressure is given in the Cornwall-
Jackiw-Tomboulis (CJT) formalism, a closed expression cannot be derived for the SCQL
truncation. Even within the HDTL approximation, where a closed expression can be
obtained, one has to cope with quartic divergences in the integrals. Since these problems





Throughout this work, we use natural units, i.e., we set kB = ~ = c = 1.
A.1. Notation
A.1.1. Indices
We also make use of the Einstein notation, i.e. we sum over all indices that appear
twice in a product. For example, x · y = xiyi =
∑
i xiyi. We denote components of four-
vectors using Greek letters µ, ν, . . . (running over 1, . . . 4,), while Latin letters i, j, . . . are
employed when we refer to the spatial components only (thus, running from 1 to 3).
Latin letters a, b, . . . are used for components in color space.
A.1.2. Pauli Matrices
Throughout this work, we encounter Pauli matrices in three different contexts: They act
as generators of the SU(2) in color and flavor space, but also as ingredients of the Dirac
gamma matrices (see next section). For clarity we denote Pauli matrices in spinor space,
i.e., those discussed in the next section, with σi, those in flavor space with τi, while we
reserve T a for Pauli matrices in color space.
A.1.3. Momentum Integrals














if T > 0
(A.1)
which indicates that an integration over the four-momentum has to be performed if con-
sidering T = 0, while an integration over the spatial three-momentum qs and summation
of the Matsubara sum has to be carried out if T > 0.
A.2. Euclidean Space-Time
As motivated in Sec. 2.1.1, we use Euclidean space-time if not noted otherwise. To
underline this, we give the imaginary time dimension the subscript 4 — opposed to 0
commonly used in Minkowski space-time. Our metric tensor is then given by
gµν = δµν , (A.2)
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which leads to the condition
{γµ, γν} = 2gµν = 2δµν (A.3)
for the Clifford algebra of Dirac matrices γµ. We choose the Dirac matrices to be






, σµ = (~σ,−i), σ˜µ = (−~σ,−i), (A.4)
where ~σ are the three Pauli matrices used for the spatial gamma matrices. Note that
the particular choice of representation is irrelevant for most parts of this work. We will
however rely on (A.4) for the illustration of the Pauli-Gu¨rsey symmetry in Sec. 2.2.2. In
addition we make use of
γ5 ≡ −γ1γ2γ3γ4. (A.5)
γ5 has the properties
γ 25 = 1, {γ5, γµ} = 0, γ†5 = γ5. (A.6)
Furthermore, we employ the charge conjugation operator C ≡ γ2γ4, which obeys
C2 = −1, C† = −C. (A.7)
For the discussion of Nambu-Gorkov propagators, we also require CT = −C and CγTµ =
−γµC, which is true for our above choice of gamma matrices, but also other choices.
A.2.1. Going from Minkowski to Euclidean space-time
In Minkowski space-time the metric tensor is given by gµν = diag(1,−1,−1,−1). Com-
paring with the Clifford algebra in Euclidean space-time (A.3), we find that one has to
choose a different set of Dirac matrices. Minkowski Dirac matrices can be converted to
their Euclidean counterparts like
γ0,M = ±γ4,E, γi,M = ±iγi,E. (A.8)
Furthermore, the imaginary-time formalism implies that
it = τ(= ix0 = x4) ⇔ ∂0 = i∂4 ⇔ p0 = ip4 (A.9)
Another constraint for identities between the two space-time is that the resulting action
has to respect the same symmetries as the untransformed action—of course apart form
Lorentz invariance which is substituted with invariance under Euclidean transformations.
Apart from these constraints, there is, however, much freedom left in choosing signs
in a formalism in Euclidean space-time since basically all of them could also be absorbed
into fields. Therefore, we list our definitions in Euclidean space-time for quantities which
were only defined for Minkowski space-time in chapter 2 in the following.
84
A.3. Fourier transformation
We also convert the covariant derivative to
/DM = i /DE (A.10)
with DM defined in (2.2) and the gauge field chosen such that DE,µ ≡ ∂µ + igAaµta. As
for the field strength tensor first, we choose
F aE,µν ≡ ∂µAaν − ∂νAaµ − gfabcAbµAcν . (A.11)
Finally, we define the QCD Lagrangian in Euclidean space-time






Note that we omit the index indicating Euclidean space-time in the rest of this work.
A.3. Fourier Transformation











−ipxf(x) if T > 0, (A.13b)
where
∫
d3xs denotes the integration over all components of the spatial coordinate. The






B. Derivation of the Quark DSE
Since Dyson-Schwinger equations are our chosen approach to QCD, we want to recapit-
ulate the derivation of the Dyson-Schwinger equation for quarks.
We start by defining the superfield ϕ ≡ {q, q¯, Aaµ, c, c¯} with its external sources J ≡










We also define the generating functional W [J ] ≡ lnZ, which allows us to calculate the
expectation values for connected diagrams of any imaginary-time–ordered combination
of fields ϕi(xi) . . . ϕj(xj) by differentiating with respect to the corresponding sources.













= si 〈ϕi(x)〉 ≡ siφi(x),
(B.2)
where φi represents the “classical” field of ϕi. We have also introduced si to take
into account the minus sign inflicted by exchanging Graßmann numbers in case of the
antighost and antiquark fields, i.e., si = −1 for q¯ and c¯ and si = 1 for all other fields.
The Legendre transform of the generating functional, the one-particle irreducible (1PI)
effective action, is now given by
Γ[φ] ≡
∫
d4z Ji(z)φi(z)−W [J ]. (B.3)














Expressing the quark and gluon propagators in terms of W [J ] and Γ[φ] then yields




















































Z[J ] != 0, (B.7)


























The Dyson-Schwinger equations of n-point functions can now be derived by applying


















































where we have made use of (B.4) to express the first derivative in terms of sources.















32This relation can be easily checked by inserting Z[J ] = exp(W [J ]) on the left-hand side.
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The connected 3-point function can be determined by differentiating the quark propa-
gator with respect to δδjaµ(y)
and using that ddtA





















In order to put our result into a more common form, we only have to make a few more
identifications. As bare propagators are defined as the corresponding derivative of the





(x, y) ≡ (−/∂ + Zmm)βα δ(x− y). (B.13)
Moreover, the quark-gluon vertex is defined as

























After transforming the qDSE into momentum space, we can further simplify the qDSE
due to the momentum conservation at the vertex
Γaµ,αβ(k, p, q) = −i(2pi)4δ(k + p− q)Γaµ,αβ(p, q), (B.16)
where we have denoted the momenta of the qluon, the incoming quark, and the outgoing
quark with k, p, and q, respectively. Using the conventions for Fourier transformations




















The derivation of the DSE for gluons and the quark–gluon vertex can be performed in a
similar fashion but have been omitted for brevity in this work. With a Lagrangian where







(2.72) can be derived directly [40].




In this chapter we want to spell out some relations that are useful when performing
calculations.
Symmetries in Nambu-Gorkov Space


























we find from (2.109) and (2.112) that [39]
Σ±A/B,i(p4, |~p|) = Σ±A/B,i(−p4, |~p|)∗ (C.2a)
Σ±C/D,i(p4, |~p|) = −Σ±C/D,i(−p4, |~p|)∗ (C.2b)
and
φ±A/B/C,i(p4, |~p|) = φ±A/B/C,i(−p4, |~p|) (C.3a)
φ±D,i(p4, |~p|) = −φ±D,i(−p4, |~p|). (C.3b)
Since the set of color-flavor matrices {Pi} and {Mi} reduces to P = 1 and M = τ2T2
in our two-color case, the transposition in color-flavor space is trivial and we may also
drop the corresponding index. As for the relation of the different Nambu-Gorkov space
components, we find
Σ+A/B/C,i(p4, |~p|) = Σ−A/B/C,i(p4, |~p|)∗ (C.4a)
Σ+D,i(p4, |~p|) = −Σ−D,i(p4, |~p|)∗ (C.4b)
and
φ+B/D,i(p4, |~p|) = φ−B/D,i(p4, |~p|)∗ (C.5a)
φ+A/C,i(p4, |~p|) = −φ−A/C,i(p4, |~p|)∗. (C.5b)
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Traces in Dirac Space
When calculating self energies, the different Dirac components can be projected out
by performing the following traces over Dirac space. With our usual Dirac space
parametrization, we define the matrix elements ΣIJ denoting the contribution of SJ
to ΣI (I, J ∈ {A,B,C,D}). Absorbing the non-Dirac space structure and all factors
into DT, DL, we obtain the non-vanishing matrix elements
ΣCC ≡Tr (γ4γµγ4γν) (DTPT,µν(k) +DLPL,µν(k)) = ΣBBC − ΣBBA, (C.6a)
ΣCA ≡Tr (γ4γµ/ˆqγν) (DTPT,µν(k) +DLPL,µν(k)) = 2ΣCAC , (C.6b)
ΣAC ≡Tr (/ˆpγµγ4γν) (DTPT,µν(k) +DLPL,µν(k)) = 2ΣACC , (C.6c)
ΣAA ≡Tr (/ˆpγµ/ˆqγν) (DTPT,µν(k) +DLPL,µν(k)) = ΣAAC + ΣAAA, (C.6d)
ΣBB ≡Tr (γµγν) (DTPT,µν(k) +DLPL,µν(k)) = ΣBBC + ΣBBA, (C.6e)






















































the anomalous self energy Φ, permutations of the γ5 matrices lead to
ΦCC = −ΣBB, ΦAA = −ΣDD, ΦBB = −ΣCC , (C.8a)
ΦBD = −ΣCA, ΦDB = −ΣAC , ΦDD = −ΣAA, (C.8b)
where DT, DL have to be substituted with the corresponding counterparts of Φ.
For the quark loop, one has to evaluate the same traces in Dirac space for Σ with the
exception of ΠΣDD ∼ −ΣDD, where Tr (γ4/ˆpγµγ4/ˆqγν) = −Tr (/ˆpγ4γµγ4/ˆqγν) leads to an
extra minus sign ΠΣDD ∼ −ΣDD. Analogously, for the anomalous contribution
ΠΦCC = −ΣBB, ΠΦAA = ΣDD, ΠΦBB = ΣCC , (C.9a)
ΠΦBD = ΣCA, ΠΦDB = ΣAC , ΠΦDD = ΣAA. (C.9b)
C.1. Parameters




If not specified otherwise, the quark self energy integral is performed with an IR cutoff
of ΛIR = 0.1 MeV and a UV cutoff of ΛUV =
√
2 · 107 MeV in the vacuum. For medium
calculations we use the same IR cutoff for |~p| integrals, while we use ΛUV,4 = ΛUV,3 =
107 MeV for integrals in p4 and |~p| direction. For simplicity, we renormalize only in the
vacuum, as medium effects only have a minor influence on the perturbative sector. We
employ a renormalization point of at ν = 106 MeV.
C.1.1. Parameters for Calculations in the HDTL Approximation
Apart from the cutoffs and the renormalization scale, we employ the ansatz for the Yang-
Mills dressing function defined in (2.83) with the fit results for the parameters aT,L(T ),
bT,L(T ), which we cite from [81] in Tab. C.1. As for the vertex parameters d2, we use
d2 = 0.5 GeV
2 and vary only d1 in order to obtain the expected behavior. During most
parts of this work, we tune d1 such that the (second-order) phase transition in the chiral
limit is found at T ≈ 150 MeV for µ = 0. Depending on whether we use the Ball-Chiu
(BC) motivated ansatz or the simpler ansatz of (2.89), we employ d1,BC = 8 GeV
2 or
d1,A = 17.5 GeV
2.
C.1.2. Parameters for Calculations with a Self-Consistent Quark Loop
As discussed in Sec. 4.1, the renormalization scale of the quark loop is chosen such that
it fulfills also the corresponding condition for the Yang-Mills gluon dressing function
ZYM(k). This leads to a renormalization scale of νql = 23.5 GeV for the SU(2) lattice
fit data from [81]. Again, we only modify d1 to obtain the expected behavior. Requiring
T ≈ 150 MeV for the phase transition at µ = m = 0, we find d1,BC = 26.25 GeV2 and
d1,A = 39 GeV
2 for the two vertex models.
In chapter 4, we also employ an alternative value for d1 which we have obtained by
demanding that the phase transition from the diquark-condensation to the normal phase
occurs at a similar temperature as in [47]. With otherwise unchanged parameters and
a fixed chemical potential of µ = 680 MeV, we find d1,A = 10 GeV
2 to fulfill the new
Table C.1.: The SU(2) fit results for the temperature-dependent parameters aT,L(T ),
bT,L(T ) of (2.83) from [81].
T [MeV] aL bL aT bT
0 1.22 1.94 1.22 1.94
109 0.62 1.48 1.31 1.98
133 0.48 1.41 1.31 2.02
136 0.63 1.52 1.39 2.03
166 0.30 1.31 1.31 1.98
182 0.29 1.29 1.32 1.92
222 0.21 1.29 1.32 1.89
273 0.15 1.28 1.33 1.76
T [MeV] aL bL aT bT
293 0.15 1.30 1.32 1.75
298 0.15 1.29 1.29 1.72
303 0.18 1.28 1.24 1.71
308 0.34 1.31 1.26 1.76
314 0.56 1.41 1.30 1.79
333 0.93 1.56 1.37 1.83
548 2.69 1.15 1.33 1.48
665 5.00 1.16 1.35 1.32
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requirement rather well (see Fig. 4.12). Note that at this value of µ the temperature-
dependent behavior is independent of m in the range considered in this work.
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D. Numerical Details
D.1. On the Numerical Solution of the qDSE
The truncated qDSE discussed in Sec. 2.4 has to be solved self-consistently, since the
self energy depends on the quark propagator. Obviously, the momentum integration in
the self energy couples quark propagators of different momenta with each other, while
the inversion of the propagator entails a coupling of the components in Dirac space —
and depending on the structure in color-flavor and Nambu-Gorkov space also a coupling
in those spaces.
In order to tackle the qDSE numerically, we start by discretizing momentum space
into a set of points {pi}. While the vacuum O(4) symmetry allows us to discretize
the momentum in only one direction, the symmetry breaking in the medium requires
us to introduce a two-dimensional momentum mesh for the imaginary-time (p4) and
spatial (|~p|) direction. For all continuous momenta dimensions, we distribute the points
pi such that they are (in principle) equidistant on a logarithmic scale (e.g., ln |~p|) up to
a cutoff Λ. Since we expect the propagator to have a rich structure around the Fermi
surface, we increase the number of points in |~p| direction in the region where |~p| ≈ µ
and p4 is only intermediate. In order to include finite temperature effects, the first few
(≈ 15) Matsubara sums are summed over explicitly, while we distribute our mesh as
we would for continuous momentum dimensions to approximate all other Matsubara
frequencies below the UV cutoff. This approximation can be justified from the fact that
the distance between Matsubara frequencies becomes small compared to the momentum
scale as the momentum is increased. Moreover, it is sufficient to consider only p4 ≥ 0
as the propagator for p4 < 0 can be obtained by exploiting the symmetries described in
Sec. 2.5.1. We have sketched an example for a resulting mesh in Fig. D.1. The qDSE
is then solved only on the {pi} mesh, which leads to a finite-dimensional set of coupled
equations.
In order to obtain more accurate results for the integration, it is beneficial to introduce
a second momentum mesh {qi} which is much finer than the mesh {pi} everywhere
where the propagator is assumed to be continuous and the propagator is expected to
vary significantly. We obtain the propagator on this second mesh by interpolating the
self energy linearly in both dimensions34 from the first mesh and by applying the qDSE
afterwards. Combining all constants, the quark–gluon vertex and the gluon propagator
34To be more precise, we use an interpolation which is a linear interpolation if one considers the logarithm
of the momenta p4, ~p.
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Figure D.1.: An example for the momentum mesh {pi} for T = 10 MeV and µ =
500 MeV.

















For both meshes it is important to test whether the result depends on the specific
choice of the mesh. We have done this by increasing the number of points contained in
each mesh and observes only changes of a few percent in the IR region of our dressing
functions (and much less in the UV region).
It has also been investigated whether using a Gauss-Kronrod quadrature is advanta-
geous over using a quadrature with equidistant points.35 However, since the self energy
is dominated by the momenta with q ≈ p, this leads to an overestimation of Σ(pj) if a
point on the {qi} mesh happens to be close to pj . Similarly, the self energy is underesti-
mated if {qi} is comparatively coarse near pj . Although this problem could be tackled
by introducing an integration mesh that depends on the external momentum, we prefer
to circumvent the problem by resorting to a quadrature with equidistant points that are
chosen such that they divide the area between four neighboring points of the mesh {pi}
into equally sized spaces.
(D.1) can be understood as multi-dimensional fixed-point equation and is, therefore,
mainly tackled either with a (i) direct or fixed-point iteration (e.g., [38–40]) or (ii)
Newton’s method (e.g., [93]). Both methods require an initial trial function for the
propagator (or self energy). For the fixed-point iteration, the next trial function is
obtained by calculating the right-hand side of (D.1). The result is then reinserted in
the right-hand side and the procedure is repeated until the result is (within a tolerance)
35Again, we consider the problem on the logarithmic scales ln |~p|, ln p4.
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identical to that of the last iteration step. For Newton’s method, the fixed-point problem
of (D.1) is reformulated into root-solving problem









The increment between two iteration steps ∆Σn = Σn+1−Σn can then be calculated by
solving the system of linear equations
J(Σn)∆Σn = −F (Σn), (D.3)
where J(Σn) is the Jacobi matrix of F at Σn.
Newton’s method has certain advantages over the fixed-point iteration. If one is
sufficiently close to a solution, Newton’s method is known to converge quadratically to
the solution, while the fixed-point iteration is not guaranteed to converge at all. In fact,
this can be nicely seen if one considers the vacuum qDSE in the chiral limit. There, the
qDSE also has a chirally symmetric solution with M(p) = 0, which can be found with
both methods by starting the iteration with a propagator that has B(p) = 0. However,
adding a small perturbation to B(p) of the solution causes the fixed-point iteration to
depart and to converge to the chiral-symmetry breaking solution eventually. In contrast,
Newton’s method returns to the chirally symmetric solution.
The disadvantage of Newton’s method is that its implementation as well as its calcula-
tion are much more demanding than the fixed-point method, mainly because the Jacobi
matrix has to be determined. Even without diquark condensation, F (Σ(pi)) has about
104 degrees of freedom (#pi× internal d.o.f.) if one employs a momentum mesh like that
in Fig. D.1. While the solution of the system of linear equations can be sped up by using
iterative solvers, the recalculation of the Jacobi matrix remains a time consuming task,
which, in most cases, overcompensates for the fewer iteration steps required with this
method.
Although there is no rigorous proof to our knowledge, studies in models where the
thermodynamic potential can be calculated show that minima of the thermodynamic
potential — and thus the physical solution — are accessible with either method [40].
Extrapolating from the discussion based on the NJL model, one would conclude that the
chirally symmetric solution of the vacuum qDSE is a saddle-point of the thermodynamic
potential as the fixed-point method converges only if the solution is approached with a
trial function that does not break chiral symmetry. Since we do not rely on unphysical
solutions of the qDSE, we employ the fixed-point iteration in our work.
D.2. The Full Quark Loop
For the calculation of the full quark loop, we have to discretize the gluon momentum to a
mesh {ki} which features bosonic Matsubara frequencies. We again discretize on the first
few Matsubara frequencies and approximate higher ωn with a more coarse mesh. As for
the quark momentum mesh, when employ the same mesh {qi} as for the quark self energy.
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In order to save some of the computational effort, we calculate the quark propagator on
a very fine mesh and interpolate all propagators needed for the calculation of the full
quark loop linearly from this mesh. With this procedure, we maintain an acceptable
numerical accuracy, while avoiding the computational expense of numerous evaluations
of the qDSE.
As already pointed out in Sec. 4.1, the divergent regularization terms m, m0 have to
be calculated with a very high precision in order to obtain an acceptable precision in
the gluon mass. In order to achieve this, we employ the same discretization in spatial
momentum for m and m0. This discretization features about 30 times more nodes in
spatial direction than {qi}. For the imaginary-time direction of m, we explicitly sum up
up to 104 Matsubara frequencies.36 The integral in imaginary-time direction of m0 is
again much finer than those used for the quark self energy (featuring about 50 times as
many nodes).
D.3. Solutions near a Phase Transition
In our work we encounter phase-transitions of first and second order. We want to discuss
briefly how we obtain the phase transition lines in our work.
First-Order Phase Transitions
Considering first-order phase transitions on the level of a thermodynamic potential, the
transition is characterized by a region of metastability, where two local minima exist.
This region is delimited by the spinodal lines, the lines in the phase diagram where the
second local minimum first appears. At every point in the phase diagram, the physical
phase is given by the global minimum or equivalently by the global maximum of the
pressure. Therefore, the first-order transition can only be determined exactly if one gets
hold of the pressure for the two extrema (or at least the pressure difference between
the extrema). As outlined at the beginning of Sec. 4.6, obtaining the pressure in our
SCQL truncation remains an unsolved task and is numerically challenging in the HDTL
approximation with the simple vertex, where it can be determined in principle. As the
exact position of first-order transitions is of minor importance for our work, we limit
ourselves to drawing spinodal lines or regions.
Second-Order Phase Transitions
By definition, observables are continuous but not differentiable at a second-order tran-
sition. Considering the problem again on the level of a thermodynamic potential, one
notices that the region around the minimum of the potential becomes very flat near
the phase transition. In our approach, this is reflected in form of a slower and slower
convergence when approaching the phase transition. This behavior makes obtaining a
precise solution near the phase transition a computationally very expensive task.
36The number is reduced, when ωmax > 5 · 106 MeV, i.e., for T > 79.5 MeV.
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D.4. BC vertex in the diquark condensation phase
For our work, we are in the fortunate position that not only the observables but
also some dressing functions vanish in one phase and take finite values in the other.
This behavior allows us to exploit the iteration process to determine the phase at a
low behavior by starting the iteration with a trial function that is chosen such that the
dressing function known to vanish in one phase are almost but not exactly zero. For
any point in the phase diagram, we may then determine the phase by performing the
iteration process until we observe the much slower convergence. We then check whether
the iteration process reduces or raises the almost vanishing dressing functions.
In case of the onset of diquark condensation, we choose to monitor φC(ω0, 0), while
we monitor ΣB in case of the chiral symmetry breaking when determining the vertex
parameter d1.
D.4. BC Vertex in the Diquark Condensation Phase
If one performs the fixed-point iteration of a truncation employing the BC-motivated
vertex defined (2.100) in the diquark condensation phase, one encounters the problem
that the iteration does not converge in the anomalous self energies φi. A closer look at
the iteration process reveals, however, that the anomalous self energy is rotated in the
complex plane while its absolute value converges. This problem, which also occurs in
three-color QCD, is probably one of the reasons why the BC-motivated vertex ansatz
has been avoided in works like [39, 40].
As the diquark condensation breaks the UB(1) symmetry spontaneously, the corre-
sponding physics is indifferent towards a constant complex phase of the diquark conden-
sation. This is also reflected in (2.48b), where the composite fields of X4 and X5 are
connected via a U(1) transformation of qTCγ5T2τ2q. It is thus legitimate modify the
anomalous propagator (or equivalently the anomalous self energy) with a global phase
factor of our choosing. We use this feature to compensate the rotation that we encounter
during the iteration by multiplying the anomalous self energy with
φ+∗c (ω0, 0)∣∣φ+c (ω0, 0)∣∣ , (D.4)
where φ+c is defined in (C.1b), after each iteration step. This procedure allows us to
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