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Abstract 
Scintimammography is a promising functional radionuclide imaging technique that is gen- 
erally undertaken using high resolution parallel-hole collimators with Anger cameras. This 
technique suffers from some clinical limitations as it is less reliable at detecting small (less 
than 1 cm in diameter) lesions. These limitations are due to resolution-efficiency trade-off 
that is inherent in the use of collimation. 
As an alternative approach this study proposes using a simple Coded Aperture (CA) 
mask, instead of a collimator, coupled to a standard clinical gamma camera for breast 
tumour imaging. This is particularly attractive at General Hospital level, where the cost 
of running an additional dedicated imaging system may be prohibitive. In addition, CA 
imaging as originally developed for astronomical applications, is well suited to detect- 
ing faint pseudo-point like objects in a non-zero background; thus it appears to be well 
matched to the imaging objectives in SM. 
The thesis introduces and investigates the applications of the CA imaging technique 
for breast tumour imaging using a combination of three methods. The first method is 
entitles binary mask shift which consists of superimposing a set of aperture pattern pro- 
jections, the second method is based on pseudo-ray tracing and finally the third method 
is based on using Monte Carlo Simulation (MCS). All these methods successfully produce 
comparable results and predict the overall form of artefacts arising from the near-field 
imaging geometries. The predicted background can be used to correct the near-field effect 
of 3D sources, as might be found in SM using CA. 
To emulate SM, 3D pseudo-anthropomorphic phantoms (including torso, heart, breast 
and tumors) have been developed and verified using MCS (using MCNPX) and used along 
with a realistic model of a clinical gamma camera. This study examines a moderately com- 
pressed breast phantom in a cranio-caudal-projection i. e. a similar view to that used in 
conventional X-ray mammography. The performance of such an imaging system is mod- 
elled by MCS method and images are reconstructed by correlation analysis. This imaging 
system was quantitaively evaluated using variable parameters: the detected photon from 
tumour, spatial resolution, photon statistics and lesion visibility of the system at several 
tumour-background activity ratios. 
In addition, the effectiveness and the performance of the CA-SM system are also com- 
1 
pared with that of a low energy high resolution parallel-hole collimator and ultra-high 
resolution parallel-hole collimator image formation systems. The simulated planar images 
from these collimator-based image formation systems suggest tumors of 1 cm diameter 
may be observable with a tumour-background-ratio of 5: 1. However, when tumour diam- 
eter is < 0.8 cm these become less reliable detecting small (less than 1 cm in diameter) 
lesion unless a tumour-background-ratio of more than 10: 1 is used. The results of the 
simulations demonstrate that with near-field artefacts corrections the CA-SM approach 
shows good performance in lesion detection for all lesions (located 3 cm deep in a6 cm 
thick breast phantom) and for a tumour-background ratio as low as 3: 1. This level of per- 
formance is highly competitive, in some cases, superior to conventional collimator-based 
image formation methods. 
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Chapter 1 
Overview & Background 
The goal of this chapter, is to introduce the problems caused by breast cancer. Start- 
ing with the structural anatomy of the normal breast, an overview of the pathology and 
the treatment options of breast cancer are then presented. The requirements for breast 
tumour imaging are briefly described and the diagnostic techniques used for breast can- 
cer assessment are also discussed, highlighting the advantages and disadvantages of each 
technique. In addition, the problems associated with a relatively new functional breast 
imaging technique: Scintimammography (SM) is introduced and thus, the primary mo- 
tivations for investigating the application of coded aperture approach for breast tumour 
imaging is highlighted. It is intended that this chapter provides the reader with sufficient 
background on the available diagnostic techniques of breast tumour imaging approach, as 
well as an overview of the literature. 
1.1 Introduction 
Cancer is a disease that starts in a localised organ or tissue and then grows out of control. 
Breast cancer is an important health problem as in the western world it is the second most 
frequent cause of cancer death in women (after lung cancer) [1,2]. Statistics show that a 
large number of women in Europe, North America, Australia and many Latin-American 
Countries suffer from this life-threatening disease [3]. Worldwide, in the year of 2005, the 
number of new cases exceeded 1.2 million [2]. Breast cancer is rare in women below the 
age of twenty years and less common below the age of thirty years but it is more aggressive 
and thus has a lower survival rate. The incidence rate however, rises dramatically over the 
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age of 50 years. This is may be due to several risk factors such as family history, genetics, 
early menstruation, late menopause and other factors that have not yet been identified. 
Breast cancer can also occur in males and often fatal but it is extremely rare. 
The above problems have prompted global governments to put constant efforts to 
increase patient's recovery level against this disease. Early and accurate detection with 
mass screening programs helps improves a woman's chances for successful treatment. It 
also minimises pain, suffering and anxiety that surrounds patient's and their families. The 
current and the most cost effective technique used for screening and diagnosis of breast 
cancer is X-ray mammography. It is the state-of-the-art for earlier detection to improve 
both prognosis and survival rate [4]. This is may be due to its good availability, high 
sensitivity and relatively low cost/patient. 
Despite the above efforts the mortality rate of breast cancer still remains high and 
in the UK accounts for -- 17% of all female deaths 
[5]. This is due to some limitations 
of the current mammographic procedures. As a result, a large number of cases with 
positive mammography results undergo invasive surgical breast biopsies (see section 1.5.3). 
These techniques are often uncomfortable, stressful, and also increase patient's radiation 
exposure. In addition, such techniques are time consuming and causes large medical 
expenditure. However, breast biopsy still widely used and thus is the only failsafe method 
to determine whether a lesion is a malignant. Of all biopsy cases only about 25% prove to 
be malignant. Moreover, a majority of the diagnosed women below the age of 50 have a 
dense breast tissue. This is a problematic as it obscures lesions and results in false negative 
mammographies. For the aforementioned reasons, the use of complementary imaging 
techniques, to aid in the diagnosis, is necessary. A brief overview of these techniques and 
their strength and weakness is given in section 1.7. 
Among these methods, non-invasive SM is becoming widely used for breast cancer 
diagnosis. This is a radionuclide imaging technique in which a radiopharmaceutical is 
injected into the patient and then gets trapped by the tumour tissue. This means that 
the tumour has a slightly higher uptake than the surrounding healthy (normal) breast 
tissue. A gamma camera, employing a Low Energy High Resolution (LEHR) parallel- 
hole collimator is used, to generate an image of the resulting radionuclide distribution. 
For details of the gamma camera assembly, how the camera works and a review of the 
literature of SM imaging see chapter two. The LEHR collimator geometrically selects 
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-y-photons from a predetermined direction and as a result a very small fraction of the 
total emitted photons reach the detector. This however, limits the statistics and thus, the 
quality of the observed image as the detection efficiency and spatial resolution of such a 
collimator are also trade-off. Factors like these, have generated massive research aimed to 
improve the accuracy and efficiency the current SM imaging systems and reduce the over 
all costs of breast surgical biopsies procedures but without the need for the new dedicated 
camera instrumentation development. This is one of the primary motivations to undertake 
this research project. 
1.2 The Morphology of Normal Breast 
The breast tissue extends from below the collarbone to the level of the sixth or seventh 
rib, and from the breast bone to the underarm (axilla). Each breast is made up of ducts 
and about 15-20 lobes [6] surrounded by fat cells and connective tissue as shown in Fig. 
1.1. Each lobe contains hundreds of gland cells (lobules) that are responsible for producing 
milk in women following pregnancy. In the centre of the breast is the nipple and areola 
(circular area around the nipple). 
Breast fluids are circulated by both blood stream and lymphatic vessels. Blood carries 
nutrients where as the lymphatic vessels carries the lymph. This is a clear fluid that 
contains waste product and immune system cells. Most lymphatic vessels, in the breast, 
drain into a network of lymph nodes. The location of these lymph nodes are around 
the breast edges, in the underarm, and near the collarbone. These lymph nodes are 
usually embedded within fat. Axillary lymph nodes are often the first site of breast cancer 
metastasis. At this stage, the cancer will continue to grow and will eventually spread out 
to other organs or parts of the body. 
1.3 The Pathology of Breast 
Breast cancer is a heterogeneous disease as it has different cell types, different behavioral 
characteristic and appearance. Understanding the types of breast cancer and their growth 
pattern is important for imaging purposes. Breast cancer is usually categorised into two 
main types; invasive (infiltrating) and noninvasive (in situ) cancer. In situ means that 
the cancer cells are at early stage i. e. remains localised to ducts (milk passages) or lobule 
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Figure 1.1: A schematic cross sectional diagram of the structural anatomy of the normal 
mammary gland. Figure taken from [7]. 
(milk producing glands) with no micro-invasion to the surrounding fatty tissue. Once the 
basement membrane is penetrated, the cancer cells break into the surrounding tissue and 
are refered to as invasive breast carcinoma. 
1.3.1 Non-Invasive Carcinoma 
In situ carcinoma is a non-invasive breast cancer that represents 90% of all carcinoma 
[9]. It is often non-palpable and not life-threatening but it is regarded as a 'marker' (signal) 
that may develop invasive breast carcinoma. In situ carcinoma is subdivided into several 
groups depending on its location, appearance and microscopic characteristic. 
Ductal Carcinoma In Situ 
Ductal Carcinoma In Situ (DCIS) (see Fig. 1.2) is usually detected by the presence of 
rnicrocalcification on mammography. Most detected 
DCIS cases present with no symptoms 
or signs of breast disease. DCIS is often subdivided into comedo and non-comedo types. 
The cornedo type is characterised by a rapid growth of cancer cells but the centre of the 
involved ducts are necrotic (dead). This is because there is not enough blood supply and 
thus inadequate nutrition in the centre but the surrounding tissue are viable living cells. 
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Figure 1.2: Types of of DCIS. Figure taken from [8] 
The central area of necrosis (damaged tissue) often demonstrates soft tissue mineralization 
(calcification) [10]. 
Lobular Carcinoma In Situ 
Lobular Carcinoma In Situ (LCIS) is also called lobular neoplasia. It is characterised by a 
sharp increase in the number, and appearance of lobular cells. This type of breast cancer is 
commonly occur in younger women and always non-palpable and thus, difficult to detect. 
However, it can be detected or diagnosed in two ways. First, if found close to clinically 
or mammographically detectable lesion. Second, through histopathological examination 
of tissue from breast biopsies. Involvement of one complete lobule in a biopsy is usually 
sufficient for the diagnosis. The histology shows that LCIS is often multi-centric (lesions 
found in more than one duct system). The LCIS frequently presents in both breasts 
(bilateral). 
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Papillary Carcinoma 
Papillary carcinoma is a less common type of breast cancer with the papillary lesion 
presented within a distended duct. It is often attached to more than one site on the duct 
wall. It also occurs in the subareolar duct and thus, is often associated with a bloody 
nipple discharge. 
1.3.2 Invasive Carcinoma 
This is the most common and as the name suggests is the most aggressive type of breast 
cancer. This is because the cancer cells are capable of spreading to other part of the body 
via either bloodstream or lymphatic system. Thus, it is considered the main cause of 
cancer death. This type of breast cancer has also many forms and subtypes depending on 
its location. 
Ductal Carcinoma 
Ductal carcinoma originates in the duct and then invades the surrounding tissues as 
demonstrated in Fig. 1.2. The cancer cells also have the possibility to spread and metas- 
tasise other organs such as liver, lungs and bones. Ductal carcinoma comprises about 
75-80% [2] of all invasive breast cancers. According to the World Health Organisation 
(WHO) classification, ductal carcinoma can be divided into two main subgroups [3]. The 
first group is characterised by reactive fibrosis (scar-like tissue). This type appears as a 
spiculated tumour on the mammogram. The second group, is less fibrotic and also more 
regular in outline with a predominant intraductal component. 
Lobular Carcinoma 
Lobular carcinoma grows through the wall, of the lobules and is often difficult to detect 
either clinically or mammographically, because of the absence of associated microcalcifi- 
cations. It is usually characterized by growth patterns of invasive carcinoma. This growth 
pattern may be intermixed with ductal forms of invasive carcinoma and sometimes asso- 
ciated with either LCIS or DCIS. Nearly 15-20% of invasive breast carcinoma originate in 
lobules [3]. 
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Colloid Carcinoma 
Colloid carcinoma is a slow growing cancer but characterised by large extracellular mucin 
(a family of large proteins scattered outside the cell) surrounding nests of carcinoma cells. 
Such carcinomas are typically circumscribed and may have adjacent foci of DCIS. However, 
this type of breast cancer is often associated with a relatively good prognosis [3]. 
Tubular Carcinoma 
Tubular carcinoma is a well differentiated form of invasive breast carcinoma. It is usually 
seen to be associated with foci of DCIS, and is characterised microscopically by relatively 
uniform angulated small ducts which invade mammary stroma. 
Medullary Carcinoma 
Medullary carcinoma have similar presentation as other breast cancer but have a distin- 
guished microscopical appearance marked by the presence of white blood cell in and around 
the lesion. This form of invasive breast carcinoma has aggressive histologic appearance 
but luckily it is often associated with a relatively good prognosis. 
Adenoid Cystic 
Adenoid cystic (fluid filled sacs) is a rare form of malignant breast cancers arises within 
secretory glands surrounding breast tissue. This form of invasive breast cancer has a 
distinctive microscopical appearance. 
1.3.3 Other Benign Breast Diseases 
Most breast problems are benign diseases [11] but need to be clearly distinguished from 
the malignant diseases. This is because the majority of benign disorders are harmless 
conditions and thus, the use of surgical breast procedures in these should be avoided. 
Benign breast disorders include some type of cysts, fibro-cystic nodular, fibrosis, adenosis 
(gland disorder), fibro-glandular and the most common tumour in young women fibro- 
adenomas (solid marble-like lumps). These conditions may begin to rise early in women 
life but with higher incidences occur after the age of forty. These abnormalities may 
be caused by tissue inflammations during tissue development (physiological changes) and 
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proliferations (cells growing and increasing in number) or due to hormone imbalances [11]. 
Careful assessment and follow up are needed as some of these disorders may develop breast 
cancer. 
1.4 Requirements for Breast Imaging 
The size, shape, and appearance of the female breast is not constant but undergoes a 
number of changes during the lifetime of women. For instance, changes occur with preg- 
nancy, breast feeding, and during the menstrual cycle. In addition, the age of the subject 
not only influences the shape but also parenchymal density of the breast. That is why 
young women tend to have dense breasts (more fibro-glandular tissue), creating a rounded 
appearance. On the other hand, post-menopausal women have breasts containing a large 
amount of fat. This makes the X-ray mammogram far more effective in older women as 
the fat content is more radio-translucent (appears darker) compared to glandular tissue 
(appears under-exposed) in younger women [12]. 
The above discussion suggests that both the shape and parenchymal density of the 
breast imposes particular constraints on the choice of imaging modality. The imaging 
technique should be powerful for initial detection and subsequent follow-up of the diseases. 
At present, no single technique can be used for all cases of breast cancer detection without 
showing certain clinical or technical limitations. This implies necessity to address the 
specific needs that can help for breast tumour imaging to overcome these limitations. For 
instance, breast compression is often needed as it holds the breast still and enhances the 
spatial resolution. It also evens out the breast thickness and reduces scatter in X-ray or 
-y-ray imaging [13], thus increasing image sharpness. Moreover, it spreads out the tissue 
so that small abnormalities will not be obscured by the overlying breast tissue. 
Since the breast is an external organ and extends to the chest wall it requires appro- 
priate views to be taken. For instance, in X-ray mammography a lateral (from the side) 
view of the breast allows separation of the chest wall from lesions deep within the breast. 
On the other hand, in single photon 'y-ray emission imaging, one needs to separate the 
breast from the heart by employing an appropriate prone (face down) position. However, 
it has been claimed that with prone imaging view there is a possibility of missing a small 
low-intensity medial lesion because of attenuation. This implies that another image is 
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needed but with the camera positioned in the lateral view. In addition, shielding the 
camera from the background cardiac flux is very useful in tumour detection in terms of 
contrast and resolution as will be demonstrated later in the thesis. 
1.4.1 Interpreting Imaging Test 
The idea in using any diagnostic test is to be able to correctly diagnose the disease and 
easily interpret the results. The latter is achieved by calculating the probability that a 
patient has a disease. The diagnostic test performance can be measured by calculating 
four important statistical parameters. These are the test's sensitivity, specificity, positive 
predictive value (PPV), and negative predictive value (NPV) [14,15]. Table 1.1 illustrates 
these parameters and their relationship. In breast tumour ry-ray imaging these parameters 
are dependent on clinical history, biological factors such as size, site or location, the type 
of the lesion and patient's age. The test parameters may also depend on the physical 
and the practical aspects as well as the imaging technology parameters. Sensitivity and 
specificity are properties of a test that tell us how good the diagnostic test is at predicting 
the disease and whether it is to be used or not [14]. Sensitivity is the proportion of people 
with the disease who have a positive test for the disease [14]. Specificity is the proportion 
of people without the disease who test negative [14]. A high sensitivity test means that 
the test has a low rate of false-negatives and high specificity means that the test has a low 
rate of false-positives. 
In clinical practice the decision to send patients for breast biopsies is arbitrary i. e. there 
is no fixed test threshold. Instead the decision is usually based on the needs of patients and 
clinicians for the different clinical situations. As a result, for any given image of a breast 
lesion, there is a kind of trade-off between the sensitivity and specificity i. e. sensitivity 
can only be increased by decreasing specificity of a test. For instance, if the decision is 
to only select patients with extremely abnormal images to have breast biopsy, then the 
test will become extremely specific but not very sensitive. In this case many patients are 
falsely diagnosed as not having breast cancer. On the other hand, if the decision is to send 
patients with borderline abnormal images to have biopsy, the test will then become more 
sensitive but less specific. As a result, many patients who do not have breast cancer may 
be sent for an unnecessary biopsy. This sensitivity specificity trade-off of the diagnostic 
test can be accurately illustrated by the analysis of the Receiver Operating Characteristic 
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(ROC) curve at each test threshold or cut-point. This curve is basically a plot of the 
true positive rate against the false positive rate for the different possible thresholds of the 
diagnostic test. The area under the ROC curve is a measure of test accuracy i. e. how 
well the test separates or classifies the patient population into those with the abnormality 
and those without. An area of 1 represents excellent performance test and an area of 0.5 
represents a fail test. 
Table 1.1: The main diagnostic test parameters [14,151. 
Test Outcome Condition as determined by 
"gold" standard 
True False 
Positive True positive False positive = Positive predictive value 
Negative False negative True negative = Negative predictive value 
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Sensitivity 
u 
Specificity 
To know the probability that the imaging test is giving the correct diagnosis the pos- 
itive and negative predictive values need to be calculated. The PPV of a test is the 
probability of a patient having the disease following a positive test result [15]. The NPV 
is the probability of a patient not having the disease following a negative test result [15]. 
These test performance measures are influenced by the prevalence (probability of disease 
in the entire population at any point in time) of the abnormality in the population tested 
[15]. The predictive values also vary as a function of disease prevalence depending on par 
tient subpopulation. Thus, a combined measure of diagnostic performance, the likelihood 
ratio, is a clinically useful diagnostic test performance measure. Negative likelihood ratios 
measure the ability of the test to accurately "rule out" 
disease, and positive likelihood 
ratios measure the ability of the test to accurately detect disease. 
1.5 Detection & Diagnosis of Breast Diseases 
Breast lesion investigations may include self or clinical breast examination, X-ray mam- 
mography and biopsy. In addition, a variety of other efficient complementary imaging 
modalities (see section 1.7) that provide additional 
information to achieve a definite breast 
10 
diagnosis. The following subsections give an overview of the main diagnostic techniques 
used for breast tumour imaging. 
1.5.1 Breast Physical Examinations 
The initial steps in evaluating breast disease are with history and physical examination. 
Women are recommended to practice regular breast self-exams to gain familiarity of normal 
breast morphology so it becomes easier for a patient to find changes that may occur. 
Women are also recommended to have their breasts examined by physician at least every 
2-3 years. The examination may include careful feeling the lesion and the tissue around it, 
its size, location and its texture. Nipple discharge examination is also included if needed. 
However, a high sensitive imaging method is still needed particularly for non-palpable or 
deep seated lesion smaller than 1 cm. 
1.5.2 X-ray Mammography & Screening 
Mammography is a low-energy (25-32 keV) X-ray examination of the soft tissues of the 
breast. It uses the variation in density between normal mammary features and abnormal 
tissue structures (lesion) to produce the image. The current widely used technique is 
based on screen-film technology. It is considered the gold standard in breast imaging as 
it is fast, available and has a lower cost than SM. It has two main applications: as a 
screening method in asymptomatic patients, and as a diagnostic method in symptomatic 
populations. The former application is extremely important and its introduction has 
significantly reduced the mortality rate of breast cancer in many countries [16,17]. This 
is because the screening services accurately detect microcalcifications and non-palpable 
soft tissue masses which until now have been beyond other imaging methods thanks to 
the high spatial resolution (- 50 - 100 µm). Normally, screening is achieved by exposing 
the breast to X-rays after being gently compressed between two plates, and then taking 
two views for each breast. A craniocudal (imaging from above to below) and lateral 
views are generally taken. A lead grid is used to reduce scattering photons that reach the 
film. Diagnostic mammography is used for assessing the size of the lesion, for pre-surgical 
localisation of suspicious areas of breast and in the guidance of needle biopsies. 
The reported sensitivity (the fraction of patients actually having the disease and cor- 
rectly diagnosed as positive) in lesion detection varied between 69% and 90% [18] depend- 
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ing on the breast density. The specificity (the fraction of patients without the disease, 
correctly diagnosed as negative) is the major drawbacks of conventional mammography. A 
variation in specificity between 87%-97% and a low positive predictive value as low as 15% 
has also been reported [19]. This 'less than perfect' performance may be due to several 
confounding factors e. g. poor mammographic technique, observer error, the lesions are 
non-palpable or at a cellular level, and/or the lesions are obscured by the normal breast 
tissues. In addition, the presence of scars or tissue distortion may hide true small tu- 
mours on the mammogram. Nevertheless, conventional mammography remains the most 
valuable and cost-effective technique for breast tumour diagnosis. 
Over the last two decades, considerable efforts have been carried out to improve the 
current screen-film mammographic technique. These improvements include image qual- 
ity, acquisition techniques, and interpretation protocol in order to reduce some of the 
mammographic limitations [20]. Furthermore, a new research effort started focusing on 
"Digital Mammography" (DM) as a possible future direction in breast imaging. This 
technique offers many advantages over the conventional screen film-based method [21,22]. 
For instance, processing with digital systems increase dynamic range (two to four times 
the dynamic range of typical film-screen), improved quantum efficiency and storage and 
display mechanisms. 
In addition, the use of computer-assisted image interpretation is claimed to be helpful 
for the physician. This may enhance different features such as computer-aided diagnosis 
which may further improve the visibility of lesions and improve mammographic sensitivity 
[23]. Therefore, repeated exposures (which are sometimes needed when using conventional 
mammography) are not required and this may reduce the radiation dose. Moreover, it 
does not need either cassettes or dark rooms or processors and thus allegedly saves space 
and time in archiving and retrieving DM images. However, DM requires large disk space 
for saving image data. 
Despite several advantages, DM does not yet reach the level of detail to replace screen- 
film mammography. However, with continuous technical improvements of the digital sys- 
tem this may expected to change in the near future. Both conventional and DM systems 
suffer from substantial technical and clinical limitations. For instance, these system are 
unreliable in imaging patients with dense parenchyma tissue especially in the younger 
female population due to more glandular tissue. Mammographic findings are non-specific 
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(cannot always differentiate benign from malignant disease) and often underestimate the 
size of the detected lesion. X-ray based imaging is also not useful for breast diagnosis 
following surgery or radiotherapy as the patient's breasts in these cases have architectural 
distortion. Mammography is not recommended for women with breast implants and is also 
not useful following hormonal replacement therapy due to the increase of breast density. 
It is worth mentioning that X-ray mammography is not always useful for non-palpable tu- 
mours. Another group of women: close carrying a mutation in BRCA1 (human gene called 
breast cancer 1, early onset) or BRCA2 (breast cancer 2) genes are at high genetic risk 
of cancer, some even having opted for preventative bilateral mastectomy. It is preferred 
not to repeat scan this group due to X-ray dose and thus, a more sensitive diagnostic test 
would be advisable. 
1.5.3 Diagnostic Biopsy 
Once the diagnostic tests particularly mammography indicated or suspected breast cancer, 
breast biopsies are then performed. Breast biopsy is an invasive procedure used to remove 
tissue or cells from the breast for microscopic examination. This technique is generally 
performed under local anesthesia. Several types of biopsy are available depending on 
location, type and size of lesion. Fine needle aspiration biopsy performed by inserting a 
very thin needle to the lesion for taking a small sample of cells, fluid, or tissue. Core needle 
biopsy is used with a large needle to remove a small cylindrical shape of tissue. Surgical 
biopsy involves removing part (incisional biopsy) or entire (excisional biopsy) lesion tissue. 
In addition, a special wire localisation technique my be used during surgery for deeply 
seated lesion. This technique is usually performed under X-ray or ultrasound guidance. 
There are special instruments and techniques that help to guide the needle biopsy. These 
include: stereotactic biopsy with a 3D mammographic technique, to find the exact location 
of breast lesion, and vacuum assisted biopsy using a tube to gently suctioned the breast 
lesion and a knife to remove tissue. This technique is much less traumatic than open 
biopsy. Moreover, a sentinel node (is the first lymph node to receive drainage from a 
breast cancer cells) biopsy may often be used to determine if cancer cells have spread to 
other tissue. 
In summary, invasive breast biopsies play an important role for evaluating breast cancer 
particulary non-palpable lesions. These surgical procedures are important for staging 
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(see table 1.2) and are considered the "gold standard" [19] to determine the presence or 
absence of breast cancer. However, invasive breast biopsies procedures are expensive, time 
consuming, and are often associated with emotional stress. It also causes scar and tissue 
distortion that complicate the future mammography. As a result, additional imaging tests 
are being used to reduce the trauma, cost, avoid or minimises unnecessary invasive breast 
biopsies and more importantly to further improve breast cancer diagnosis. 
1.6 Treatment of Breast Cancer 
There are a range of treatment choices that have been used for breast cancer. Treatment 
options include Surgical, Radiation, Chemotherapy, Hormone (anti-estrogen) therapy or a 
combination of two or three treatment choices. The success of the treatment depends upon 
a range of factors that include the type of breast cancer, the breast compositions, the stage 
of the disease, the size of the lesion, involvement of lymph nodes and the patient history. 
A primary localised lesion is usually considered curable however, metastatic breast disease 
is generally fatal. The different form of treatment options are briefly outlined. 
1.6.1 Surgery 
Surgery or lumpectomy is used for small lesions to remove the area of the breast containing 
the lesion. However, if the lesion is large or appears in several places of the breast, then 
total removal of the breast (mastectomy) may be considered the appropriate treatment. 
Combining surgical lumpectomy plus irradiation of the remaining breast is sometimes 
used, and refered to as conservative treatment. 
1.6.2 Radiation Therapy 
Radiation therapy using external beam or radioactive seed implants may be used for 
treating the early-stage of breast cancer. Often after lumpectomy the whole breast is 
exposed to external beam radiation to kill the remaining cancer cells. 
1.6.3 Chemotherapy 
Chemotherapy is a systemic therapy as it affects the whole body. Chemical drugs are usu- 
ally injected to the patients and pass through the bloodstream to the rapidly dividing cells 
14 
Table 1.2: The staging of breast cancer, adapted from [24]. Note: beyond stage IIIB the 
tumour is usually extended to either the skin or the chest wall and thus can be of any 
size. The NO= no regional lymph node, N1= metastasis in movable ipsilateral axillary 
lymph node(s), N2= metastasis in ipsilateral axillary lymph node(s) fixed or matted, N3= 
metastasis in ipsilateral infraclavicular lymph node(s) or clinically apparent. 
Stage Tumour Size Lymph Node Involvement Metastasis 
0 Carcinoma in situ NO MO 
I < 2cm NO MO 
IIA No evidence of tumour N1 MO 
< 2cm Ni MO 
2-5 cm NO MO 
IIB 2-5 cm N1 MO 
> 5cm NO MO 
IIIA No evidence of tumour N2 MO 
< 2cm N2 MO 
2-5 cm N2 MO 
> 5cm N1 MO 
> 5cm N2 MO 
IIIB Of any size NO MO 
Of any size Ni MO 
Of any size N2 MO 
IIIC Of any size N3 MO 
IV Of any size Any N M1 
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to kill the cancer cells and prevent them from spreading to other part of the body. Un- 
fortunately, most drugs have side effects as these tend to also kill rapidly dividing healthy 
cells such as blood, mouth, intestinal tract and hair cells. However, post-treatment, these 
normal cells can rapidly repair the damage that the drugs do. 
1.6.4 Hormonal Therapy 
Hormonal therapy is a very effective treatment especially if the cancer cells have hormone 
receptors (i. e. hormone-receptor-positive). It blocks the ability of the hormone estrogen 
to stimulate the growth of the cancer cells. Tamoxifen drug [25] is a breast common 
hormonal treatment and is recommended for early cancer cases. It basically lowers the 
risk of recurrence or getting a new cancer. 
1.7 Complementary Diagnostic Techniques 
From the previous discussion it is clear that there are some clinical situations where there 
are significant limitations to use mammography in isolation. In such cases, there is a great 
need to use sensitive tests to achieve a high confidence and accurate diagnostic decision. 
The use of breast biopsies is necessary if breast cancer is indicated or suspected in such 
cases. Of the performed breast biopsies 60-80% [19] are negative of breast cancer or 
have benign lesions. In these cases breast biopsies are considered unnecessary. This has 
lead many breast cancer experts to propose complementary imaging modalities to provide 
additional diagnostic information and reduce unnecessary breast biopsies. 
1.7.1 Ultrasonography 
Ultrasonography (US) uses high frequency acoustic waves that reflect at boundaries with 
different acoustic properties. It is a non-invasive technique, easily available, and relay 
tively cheap. Breast US provides unique information in assessing both palpable, and 
non-palpable breast abnormalities. For instance, it clearly differentiates between solid 
masses and cystic lesions [26]. It is also considered to be useful in cancer staging, measur- 
ing tumour sizes, easy accessing lesions located in peripheries and reducing the number of 
unnecessary biopsies. It allows accurate needle placement during biopsy and is very useful 
for aspiration of cysts. The members of the European group for breast cancer screening 
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recommended using US as a complementary method to X-ray mammography. In addition, 
the use of high frequency transducers has improved spatial resolution and thus claimed to 
be useful in axillary node evaluation. 
However, breast US technique is time consuming and operator/observer dependent. 
It has also a number of other limitations that may be due to overlapping in sonographic 
characteristics. For instance, it can not detect calcifications (microcalcifications or macro- 
calcifications) in DCIS. It could also miss solid lesions especially in a fatty breast and 
if detected can not determine whether a solid lump is benign or malignant. For these 
reasons, US is not used as a screening technique for asymptomatic breast cancer as it is 
difficult to ensure that the entire breast has been scanned. 
1.7.2 Magnetic Resonance Imaging 
Magnetic Resonance Imaging (MRI) images are created by the recording of signals gener- 
ated after radio-frequency excitation of nuclear particles exposed to strong magnetic field. 
Breast MRI is a non-ionising tomographic functional technique that may be used when 
the diagnosis is uncertain with mammography [27]. The technique is valuable for specific 
clinical indications such as patients with (1) axillary adenopathy (enlargement or inflam- 
mation of lymph gland), (2) possible tumour recurrence after surgery or radiotherapy, (3) 
lesions overlying implants, or (4) those requiring staging of multi-focal carcinoma (two or 
more discrete lesions in one breast) [28]. 
Breast MRI with dedicated breast coil has excellent soft tissue resolution that enhances 
the ability to both identify the location and in some cases determines the full extent of the 
lesion. The use of intravenous contrast agent, gadolinium, which accumulates in tissues 
with a dense blood vessel network, has also increases the sensitivity of breast MRI [18]. 
However, the reported specificity (ability to determine if lesion is benign or malignant) is 
56-72% [28]. This technique has a limited application in patients with implanted metal 
devices or other metallic materials inside the body. MRI cannot also differentiate between 
inflammatory breast cancer and abscesses. In addition, several clinical limitations have 
been reported in the literature suggested not use use MRI in pre-menopausal women. For 
example changes that do occur in the T1 value of the breast tissue during the menstrual 
cycle [28] mean that patients should be scanned between the 6th and 16th day of the cycle. 
In summary, researchers have concluded that breast MRI is limited by lack of availability 
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and inconsistent quality and the technique is too expensive for routine use in breast cancer 
screening. 
1.7.3 Radionuclide Breast Imaging Techniques 
The need to improve breast cancer detection and to reduce unnecessary invasive breast 
biopsies have stimulated researchers to investigate functional imaging modalities. These 
techniques produce a range of different imaging approaches such as Positron Emission 
Tomography (PET), Single Photon Emission Computed Tomography (SPECT), planar 
imaging and dedicated imaging instrumentation with and without breast compression. 
These imaging techniques of the breast potentially offer additional information in breast 
cancer diagnosis. This is because these imaging methods rely on the physiological and 
biochemical characteristics of a lesion. Thus, considered as the best hope to differen- 
tiate between benign/normal and malignant diseases. These functional techniques have 
also been used to assess and monitor the effect of cancer prevention drugs. The current 
radionuclide imaging techniques used for breast tumour imaging are briefly discussed. 
(a) Positron Emission Mammography 
In PET a small amount of positron emitter radio-tracer, 18F fluorodeoxyglucose (FDG), 
is administered intravenously to the patient [29]. It then distributed in the body and as it 
decays, the radionuclide emits a positron in any random direction. If the positron while 
travelling interacts with an electron within the body the two particles then annihilate 
and produces two y-rays of 511 keV each. Either a whole body scanner or a breast 
specific Positron Emission Mammography (PEM) camera [30] is used to detect the two 
-f-rays in coincidence (two events that are detected within -- 12 nanosecond). PEM is 
increasingly used in North America not, only in cancer diagnosis but also in staging, 
planning and monitoring anticancer therapy. This information can be helpful not only 
in eliminating unnecessary axillary dissection [31] and biopsies but also in determining 
the appropriate treatment. The diagnosis of viable tumour tissue following chemotherapy 
is another application of PET [25,32]. 
Imaging with 18F-FDG has shown considerable promise in breast cancer imaging, but 
the exact role is still in evolution. Wahl [30] recommended that it is best applied to solve 
difficult clinical cases in specific patients rather than routinely. There are a number of 
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reasons that limit the wide use of PEM for routine cancer diagnosis: 1) the high cost 
(over £2 million) of PET coincidence imaging equipment, i. e. cyclotron, scanner and 
radiochemistry facility [29]; 2) the difficulty of producing and labeling the short half life 
PET radionuclides [23] and 3) the lack of centers with the required experience to develop 
more advanced methodology appropriate for breast oncology. In particular, more data are 
needed about the metabolism of different PET radiopharmaceuticals in breast tumours; 
4) the lack of oncologists with a high knowledge of PET methodology [33]. 
(b) Scintimammography 
Scintimammography (SM) is a promising non-invasive functional imaging technique. It 
has been proposed to complement X-ray mammography and to improve patient selection 
for biopsy. This single photon imaging of the breast involves injecting the patient in the 
arm vein with a small amount (555-740 MBq [34]) of radiopharmaceutical. The most 
commonly used radiopharmaceutical for SM is 99mTc labelled Sestamibi (see section 2.3.1 
(a)). After a period of time, the tracer distributes in the breast tissue as well as in the 
body organs. It accumulates more in the target object (lesion) with uptake ratio nearly 
9: 1 Tumour-to-Background-Ratio (TBR) [35]. A standard full-size clinical gamma camera 
is then used to scan the patient and thus measure the 3D distribution of the radioactivity. 
SM imaging using full size clinical y-camera includes a range of different imaging 
approaches such as planar (2D) imaging or SPECT technique. The latter technique gives 
a 3D representation image but is not widely used because it is difficult with this technique 
to accurately localise the lesion [36]. In contrast, planar SM is the technique that is more 
widely used in clinical practice because it provides better lesion localisation particularly the 
prone images with lateral views [36]. In this case the gamma camera is usually equipped 
with a LEHR parallel-hole collimator and two views (prone and supine) are taken to the 
diagnosed breast. Since the energy imaged is 140 keV representing the photopeak, 20% 
energy window (symmetric ± 10%) is often used and thus centred over the photopeak. The 
main clinical applications of planar SM imaging is summarised here but detailed review 
of the literatures is given in chapter two. 
In brief, SM with a general purpose -y-camera has been introduced to evaluate patients 
with dense breast prior and in a least cases after breast biopsy [37]. The technique may 
also be considered valuable for many clinical applications such as evaluating the axillary 
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lymph nodes, investigating patients with microcalcifications [38], assessing multifocal and 
multi-centric breast cancer diseases [39]. It is also useful for imaging patients following 
surgery, chemotherapy, hormonal replacement therapy and radiotherapy as well as for 
patients with breast implants [36]. The technique may also assist in the differentiation of 
benign and malignant breast abnormalities by measuring radiotracer uptake in the lesions 
as compared with surrounding breast tissues. Studies such as [40,41] suggested that SM 
may be used as a second line diagnostic test in cases where the sensitivity of mammography 
is decreased or there is doubt about the presence of lesion. 
In summary, SM using conventional y-camera may be considered as a useful comple- 
mentary imaging modality to aid the diagnosis and the detection of breast cancer [42]. It 
may also help to assess in patients selection for biopsies and this may reduced the number 
of unnecessary or negative breast biopsies. However, the major drawback of the current 
standard clinical gamma camera SM imaging systems is the use of mechanical collimator. 
This causes the camera imaging system to utilise a very small fraction, .-0.01%, of the 
total number of the emitted photons. This limits the statistics and hence the quality and 
diagnostic value of the observed images. The collimator sensitivity and resolution are a 
trade-off and the camera is also limited by its intrinsic spatial resolution. As a result, 
these factors make it difficult to practically image cases of smaller, non-palpable, lesions 
(< 1 cm) that may be deep seated or those close to the chest wall. These have stimulated 
the development of new dedicated (breast specific) instrumentations that used for breast 
tumour imaging applications. 
(c) Dedicated Breast Cameras 
Recent years have seen considerable interest by scientists in developing new compact med- 
ical imaging detectors. These instruments were proposed for different clinical applications 
with the aim to improve image quality by building cameras of suitable size and shape for 
the part of the body under investigation. Among these designed detectors is the small 
dedicated gamma camera for functional breast tumour imaging. The justification for this 
development is that a standard full size clinical gamma camera is designed for whole-body 
imaging and thus, has not been optimised for breast tumour imaging. In other words, 
there are a number of shortcomings with such general purpose gamma camera such as the 
limiting sensitivity (on average 50% [43]) for lesions <1 cm such as DCIS particularly the 
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medially located tumours. In addition, several studies have pointed out that due to the 
large FoV of the camera and the bulky collimators it is difficult to position the camera 
close to the breast and thus, imaging breast tissue adjacent to the chest wall may not 
be possible. This may, ultimately, decrease the spatial resolution of the camera imaging 
system and thus affect the diagnostic value of the test in detecting such a small lesion size. 
To overcome some of the limitations offered by conventional gamma camera on breast 
imaging Gupta and colleagues [44] reported the first preliminary clinical data that per- 
formed with breast specific detectors and then compare it with the data obtained from 
standard full size camera. A limited number of patients were investigated in this study but 
interestingly reported a higher sensitivity for the dedicated camera. Following this and 
due to the large research activities new generation of detectors have been designed and de- 
veloped for breast tumour imaging. For instance, the Position-Sensitive Photo-Multiplier 
Tubes (PSPMT), semiconductor arrays and scintillation crystals coupled to an array of 
solid-state photo-detectors. Table 1.3 summarises the features and the physical parame- 
ters of some of the currently under investigation and the commercially available dedicated 
breast camera. In general, these small FoV detectors have lead to the improvement of the 
overall spatial resolution of such imaging system. 
The commercially available dedicated breast camera has two detectors and is designed 
and optimised to image only the breasts. It possesses a high intrinsic spatial resolution and 
the camera is also equipped with ultra-high resolution parallel-hole collimator and thus, 
optimised for high-resolution SM. The main advantage of such cameras is the ability to 
separate the breast from the chest wall by positioning the camera close to the breast. Thus, 
the camera can be used in areas with limited space (e. g. medial view can be possible), 
where the use of a full-sized camera is impractical or impossible. The use of moderate 
breast compression capabilities may improve both the Signal-to-Nose-Ratio (SNR) and 
the spatial resolution [45] and thus; increase the sensitivity for detecting smaller lesions. 
The proposed clinical indications for such dedicated cameras are similar to the full size 
clinical gamma camera SM. There are some recent clinical studies associated with using 
these dedicated gamma cameras. For instance, a clinical preliminary study by Brem et al. 
[46,47] using dedicated breast camera demonstrated a slight improvement in resolution 
and tumour sensitivity particularly for lesions <1 cm. Rhodes and colleagues reported 
[48] on SM performed on 40 women with small mammographic abnormalities (< 2 cm) 
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scheduled to undergo biopsy. The SM examination identified (33/36) malignant lesions 
confirmed at biopsy. The authors concluded that this preliminary study suggested an 
important role for the dedicated SM camera in women with dense breasts. In another 
study Brem and colleagues [49] evaluated 94 women (median age 55 years) presented with 
normal mammographic and physical examination results but all considered at high risk of 
developing breast cancer. Of these women 35 had a history of previous breast carcinoma 
or atypical ductal hyperplasia. The authors concluded that with this camera they can 
depict small (8-9 mm) non-palpable lesions in women at high risk of breast cancer. 
In summary, while these studies using breast-specific cameras are promising, all are 
considered preliminary in nature because they based on very few cases. Additional studies 
with a larger sample size are needed to accurately assess and reach scientific conclusions 
concerning these proposed cameras. They also need to be cost competitive with the 
general-purpose gamma cameras in order to be widely used in breast tumour imaging 
applications. In addition, the smallest lesion sizes that can be detected with these cameras 
claimed to be 3-3.3 mm [50] compared to 4-5 mm [51] with conventional camera. However, 
the evidence published to date did not demonstrate a statistically significant difference in 
lesion detection. The spatial resolution of these proposed cameras may further improve by 
increasing the pixel size but there are however, practical limitations in the development 
of cameras with small pixel sizes, including cost and detector design. More importantly 
due to the use of collimator these dedicated camera suffer from low detection efficiency. 
1.7.4 Summary of the Role of Different Imaging Modalities 
In many centres the current evaluation and primary diagnosis of breast is based on combi- 
nation of physical examination, X-ray mammography and breast biopsy. Mammography 
represents a significant contribution and, remains the gold standard for breast tumour 
imaging. This is because mammography is relatively simple, cost-effective and highly 
sensitive. However, in many clinical cases X-ray mammography may be non-specific and 
lesions cannot be detected. This is because a lesion is indistinguishable from normal 
breast tissue or covered by the dense parenchyma. Mammography is also not reliable 
following radiation therapy, surgery and hormonal replacement therapy. It is also not 
suitable for women with severe dysplastic (abnormal growth of breast tissue) disease or 
patients with breast implants. Consequently, breast biopsies are used for many cases as a 
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Table 1.3: Physical characteristic and specifications of dedicated gamma cameras pro- 
posed for scintimammography. All cameras are based on PSPMT(s) principle. The CZT 
detectors array absorb the 'y-rays directly and converts their energy into electrical signal 
without the conversion to visible light as in the case with a scintillation detector. The 
spatial resolution is measured with general purpose collimator at 10 cm distance except 
the LumaGEM cameras that based on ultra-high resolution collimators. Note: n/a=not 
available 
Cameras & Crystal FoV Intrinsic Spatial Energy 
Study sizes sizes resolution resolution resolution 
(reference) mm3 cm2 (mm) (mm) (%) 
CsI(Tl) [50] 2x2x3 10x10 2 9 n/a 
CsI(Si) [52] 3x3x6 21x21 3 6.5 n/a 
NaI(Tl) [53] 3x3x6 15x20 3 6.3 10% 
LumaGEM 2x2x6 12.8x12.8 2.2 3.4 10% 
NaI(Tl) [45,53] 
LumaGEM 2.5x2.5x5 16x20 1.58 2.5 6% 
320005/ 12K2 
(CZT) [54] 
LumaGEM (CsI) 3x3x6 10 x 10 1.7 n/a n/a 
5600 crystal [55] 
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second line diagnostic test to evaluate suspicious lesion. Unfortunately, many breast biop- 
sies are performed on normal patients which results high cost and patients stress. Thus, 
other non-invasive imaging techniques are necessary and have been used as complementary 
method to minimises unnecessary breast biopsies. 
US and MRI are adjunctive imaging techniques to X-ray mammography. Breast US 
is relatively inexpensive and is currently the commonest complementary method. This 
technique is also useful particularly when there is a cyst in the breast but have lower 
accuracy in solid lesions. Breast MRI is sensitive and relatively specific technique for 
some certain indications but are too expensive to be used routinely. Both US and MRI are 
useful tools in breast diagnosis, in particular for solving problems in selected applications. 
Thus, additional imaging methods are still needed. 
Functional breast 'y-ray imaging techniques have been proposed to aid the breast can- 
cer diagnosis. Among the currently used techniques are planar SM with 99mTc labelled 
sestamibi and PET with 18F-FDG. Both radionuclide techniques have been increasingly 
used particularly for imaging patients with fibrous or dense breasts. 
Having obtained current imaging methodologies, various weaknesses in each approach 
lead to the need for new complimentary imaging methods. Of these approaches, SM is 
one of the most promising. The current research in this area is focused on dedicated 
collimator-based cameras. These dedicated camera suffer from low detection efficiency. In 
addition, this is an unattractive option for many health providers, due to limited clinical 
applications of such an imaging system. This provides the motivation for investigating 
the application of collimator-less imaging in breast tumour imaging. 
1.8 Collimator-less Radionuclide Imaging 
As previously mentioned SM (planar and SPECT) techniques are usually performed using 
standard clinical gamma cameras employing LEHR parallel-hole collimators. The use of 
a mechanical collimator limits the angular acceptance of the incident y-rays, and thus 
degrades the efficiency (which is a measure of the proportion of -/-rays incident on the 
collimator that pass through to the detector). 
The two most obvious means of increasing the number of detected events would be 
to increase the administered activity or to image the patient for a longer period of time 
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(or a combination of both). However, the radiation dose (activity) that can be safely 
administered to the patient is limited. In practice, the imaging time is also limited by 
the patient's ability to hold still during the scanning time. Thus, due to the collimator 
both the spatial resolution and the efficiency are a trade-off. This inverse relationship 
limits the statistics and hence, the quality and the diagnostic value of the observed image. 
Moreover, images are always photon limited and often need to be filtered to remove the 
effects of random noise. Several attempts have been made to overcome these limitations 
and one of the suggested alternative methods is the Compton camera principle. 
1.8.1 Compton Camera Imaging 
The Compton camera [56,57,58] is a method used for imaging the distributions of y-ray 
without using conventional collimators. The collimator is replaced by a scattering detector 
and the Compton scattered photons are then detected in another absorption detector. 
Compton cameras can take different forms [58] but all are based on Compton scattering 
principle i. e the direction of the incoming photon is determined from the kinematics of 
Compton scattering. 
Reconstructed we. 
The kinematic of Compton 
scatesring msam that 
each went b kfcaId as 
part of an arc or ckds. 
Sourc. Compton Sc. tt. ring 
McMbuaon scaa. r dabelor 
Primary 
detector 
Figure 1.3: A schematic diagram of Compton camera demonstrating its principle on imag- 
ing a point-like object emitting y-ray photons. This demonstrate that the image can be 
reconstructed from the knowledge of the first interaction coordinate (x1, yl, z1) at the scat- 
terer detector and the second interaction coordinate (x2i y2, z2) of the absorber detector 
[58]. 
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Figure 1.3 illustrates the principles of a Compton camera showing two position sensitive 
detectors. The gamma photon emitted from the source undergoes a Compton interaction 
in the scattering detector (scatterer) and is then scattered toward the primary detector 
(absorber) to be detected. To ensure that the two interactions in both detectors are 
from the same photon a time coincidence detection mode is employed. The energy loss 
associated with the first Compton interaction, E 1i can be used to determine the scattering 
angle 0 from this relationship: 
COS O= 1- moe2 
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El E (1.1) 
where mace is the electron, E is the incident photon energy, El is the energy loss in 
the scatter process and 9 is the scatter angle of the photon. Thus, the scatter process 
can be defined by the measurement of the first interaction coordinate (xi, yl, z1), the 
second interaction coordinate (x2, Y29 z2) as well as the two energies El and E2 and from 
these knowledge 9 can be easily determined. From the reconstruction method each emitted 
(incident) photon vector lies on the surface of a cone. The axis of that cone passes through 
both interaction points. A set of cones is usually generated as a results of many number 
of incident photons. These need to be reconstructed to obtain the distribution of photon 
source. 
Due to the use of electronic collimation, Compton cameras can in principle provide 
good resolution and high sensitivity depending on the detector type but suffers from the 
following limitations: 
For low energy photons the Compton scattering distribution is broad and this affects 
the spatial resolution of the Compton camera. 
" The uncertainties in both the energy and spatial measurements in the involved de- 
tectors (scatterer and absorber) affect the spatial accuracy in the image and thus, 
the resolution of the camera. 
" At clinical photon energies (« MeV) Compton cameras require a very high spatial 
and energy resolution for both detectors to accurately localise the source. 
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1.8.2 The use of Coded Apertures (CAs) 
The last ten years have seen large efforts by scientists to develop advanced imaging instru- 
mentation dedicated for SM imaging to aid the conventional method. As an alternative 
approach, this research hopes to add to this knowledge by investigating the application 
of CA for SM. This is certainly an attractive approach as it is simple, inexpensive and 
the CA has an open area significantly greater than the conventional collimator. Also the 
aperture itself is employed as a simple mask so that no collimation is used, thus providing, 
potentially, very high sensitivity compared with the parallel-hole collimator. The basic 
principle of CA imaging and how the image is formed by this approach is first introduced. 
Introduction to Coded Aperture Imaging 
The idea of replacing the conventional collimator by the use of CAs was first employed 
by Barrett [59]. It basically, involves the placement of CA (an open and close aperture 
pattern) between the source and the detecting device. Sources at different depths and 
positions cast a shadows (pattern) of the aperture onto the imaging detector (see Fig. 1.4). 
Thus, the resultant (projected) image called a composite or multiplexed image represents 
the sum of all projections at different x, y positions and depths within the object. To locate 
the proper size and position of the desired objects, the projected image must be decoded 
by determining the correlation of the mask pattern in size and position. However, the 
advantage offered by the CA lies in its increased photon collection efficiency due to its 
large open area, which is several thousand times that of a single pinhole [60]. The technique 
has been successful at detecting small distance objects. The main current application is 
in astronomy for stellar -y-ray and X-ray imaging [61]. 
Choice of CA Design for Scintimammography 
The early proposed CAs imaging techniques such as the Fresnel Zone Plate (FZP) [62] 
and the random array [63,64] have been avoided in this study. This is because it has been 
shown by [65,66] that these patterns fail to deliver superior results compared to collimators 
and pinhole camera systems, and suffer to some degree from distortion artefacts. However, 
the development of CA patterns based on "Cyclic Difference Sets" (see chapter 3) such 
as Uniformly Redundant Arrays (URAs) [67,68], Modified Uniformly Redundant Arrays 
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Coded Apemus Pocition Senctive Detector 
Figure 1.4: Schematic diagram of the CA, the production of a coded image and obtaining 
depth information. Increasing the source-aperture distance produces the smaller shadow 
of the CA on the detector. The lateral displacement of the shadow is proportional to that 
of the two sources (source plane). By correlating the recorded image with a postprocessing, 
G function, an image of the source distribution at different depths may be determined. 
Note that this simple CA pattern shown is only for illustration. Real CA designs are far 
more sophisticated (see section 3.2). 
(MURAs) [69] and arrays based on MURAs such as No-Two-Hole-Touching (NTHT) [70] 
have been demonstrated to be the most promising of all the CA patterns. These optimum 
arrays, as originally developed and extended by Fenimore and Cannon [67,68,71,60] have 
become widely used in the detection of X-ray and I-ray sources in astronomy for imaging 
stars and more recently in nuclear medicine for small animal imaging [72]. 
These arrays combine the high transmission (have up to 50% open area for the MUR. A 
patterns) characteristic with flat (zero) side-lobes in their response function. The high 
transmission provides a potential capability to image low-contrast sources and may dra- 
matically enhances the detection efficiency compared to collimators system. These pat- 
terns have an interesting property that one can generate the mask and its negative (anti- 
mask) along with the decoding patterns, G, for each one. Two separate images can be 
then taken one with the mask and the second with the anti-mask and then add these two 
images after decoding each projected image with its post-processing decoding array. This 
technique is of special interest in artefact reduction and has been used in the past for re- 
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ducing systemic non-uniform background [73]. Certainly, these advantages and properties 
have motivated the author to select this family of CA patterns as appropriate for use in 
SM. 
In the last 10 years a number of attempts have been made to use URA-CAs for 3D 
(SPECT and PET) imaging e. g. [74,75]. They have demonstrated that the use of URAs 
have improved sensitivity and resolution over single pinhole collimators. However, their 
resolution does not exceed that of planar parallel-hole collimators and this may be due to 
the complexity of the reconstruction or convolution algorithms for complex 3D imaging. 
To the best of the author's knowledge, no research has systematically investigated 
the application of CA for planar SM. This thesis thus, aims to examine the state of CA 
imaging and develops some of the theory of its application to breast tumour imaging. The 
main advantages of this approach, is that a standard clinical gamma camera is utilised 
that combines image quality, affordability and ease of use and potentially reduces the 
need for dedicated breast camera instrumentations. This is an attractive option for health 
care providers with limited resources where investment in single-application dedicated 
instrumentation is unattractive. 
Motivations 
In this proposed approach a planar single photon imaging gamma camera is used after 
replacing the conventional collimator with a planar CA. The major anticipated advantages 
and motivations may be summarized as: 
" First, CA imaging is well suited for detecting faint pseudo-point like objects in 
non-zero background. Imaging point-like small lesions (objects) in medicine is akin 
to imaging stellar points (objects) in astronomy. Thus, CA imaging appears well 
matched to the imaging objectives in SM. 
" Theoretically, the selected CA patterns have wide open area and thus about half of 
the incident -y-rays will be transmitted. This may dramatically improve the photon 
collection efficiencies and thus may reduce the acquisition time of the imaging system 
compared to a collimator-based system. 
" Combining CAs using geometric magnification with a full size standard 'y-camera for 
imaging a relatively small organ such as breast has a potential ability to maintain the 
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resolution compared to using a conventional collimator. In addition, the hole size of 
the mask dominates the spatial resolution, making the CA-camera very attractive for 
early breast tumour imaging. Ultimately, high resolution could be achieved without 
the need for dedicated high resolution y-camera instrumentations. 
" In CA imaging photons impinging at a wide variety of angles are usually accepted, 
compared to the restricted angular acceptance when using collimator. This is be- 
cause each hole of the CA provides a different view of the source object. Thus, 
inherent depth information contained in the data may be used to reconstruct a par- 
ticular depth in the source object. This is achieved by re-scaling the magnification 
factor to the desired depth. This gives 3D information (limited angle tomography) 
from a single conventional 2D image. 
" Displacing the gamma camera away from the breast may allow access to a larger FoV. 
Thus, one possible application of CA-SM may be determining lymph node involve- 
ment. In addition, this may help in monitoring the tumour response to chemotherapy 
and may used for post surgery and post chemotherapy applications. 
" The use of CAs to replace the collimator minimises the effects of camera-associated 
scatter as the surface area presented to the scatter flux is dramatically reduced 
(although, the patient scatter flux may be enhanced without appropriate shielding). 
Thus, CA imaging appears to be attractive for SM applications: it utilises a limited, 
well-defined FoV, and the targets are "high" intensity point-like objects (lesions) which 
CA imaging methods are well suited to image. 
1.9 Thesis Overview 
This thesis consists of Nine chapters. The foregoing chapter has aimed at providing an 
appreciation of the diagnostic techniques of breast tumour imaging, discussing the relative 
merits of each of the current techniques highlighting the role of NM techniques as a unique 
tool for the in vivo investigation. Moreover, the motivations associated with CA imaging 
is also introduced emphasizing its possible attractive application in SM. 
The second chapter, provides an overview of the -y-camera, including the concept of 
image formation for single photon imaging. It also provides a review of the literature of 
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the state-of-the-art radionuclide breast imaging systems highlighting the role of SM. A 
general overview of the entire imaging problems associated with the collimator-based SM 
system closes the chapter. 
The third chapter, describes the theory of CA imaging and provides an overview of the 
history of CA methods. The main focus is on the CA patterns used in this study which 
include their generation rules and the decoding properties. In addition, the possible mask 
camera configurations and designs in the case of near field CA imaging are also discussed. 
The chapter closes by describing the decoding correlation methods that have been used 
for CA imaging. 
Chapter four, provides a description to the theoretical tools and the three methods 
used for investigating the application of CA for breast tumour imaging. The main method 
used in this study was based on the well known Monte-Carlo Simulation (MCS) approach. 
A realistic model for a single head clinical gamma camera, Toshiba (GCA 7100A), is 
developed. It explicitly models the transport and detailed physical interaction of photons 
from the object until these reach the detector. The effects of limiting energy and spatial 
resolution are also simulated. The presented results demonstrate a full camera simulation 
experimently validated against the aforementioned gamma camera. This is followed by a 
brief describtion of the Monte Carlo implementation of CA patterns and the basic mask 
design. This chapter is closed by describing the other two methods used specifically for 
CA imaging investigations. These are Pseudo-Ray Tracing (PRT) method and a new but 
simple Binary Mask Shift (BMS) method. 
Having described the MCS framework used for this work, chapter five describes the 
various investigations undertaken using the proposed CA masks coupled to the aforemen- 
tioned gamma camera, starting with an idealised point source in air and then in tissue 
equivalent material. The complexity of the source geometry is increased to finally explore 
different extended object sizes. This chapter also systematically investigates the imaging 
artefacts arising from different these different object geometries. 
Chapter six investigates how the CA imaging approach might be applied to the par- 
ticular case of SM. 3D pseudo-anthropomorphic phantom geometries have been modeled, 
verified for such investigations. The developed phantom contains torso, heart, breast and 
variable user defined tumour sizes. This chapter shows that introducing the torso and the 
heart is problematic due to the open field geometry. The chapter closes by developing 
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better shielding geometry for the CA and the camera from the non-specific background 
activities arising from torso/cardiac flux. The aim was to reduce the effect of volumetric 
background corruption from these non-target objects. 
Chapter seven, describes the correction methods used to correct the near-field artefacts 
arising from the particular case of CA breast tumour imaging. These correction methods 
are used to solve the problems discussed in chapter six and optimize the CA for breast 
tumour imaging. 
Chapter eight presents the results that investigate the effectiveness of CA for breast 
tumour imaging after the near field artefact corrections. These initial investigations in- 
clude different lesion sizes and TBRs. The performance of the proposed CA-SM system 
was compared with that obtained from simulating two high resolution collimator-based 
camera systems. The effectiveness and the performance of these image formation methods 
were quantitatively evaluated. This is achieved by comparison of three fundamental par 
rameters: lesion detection (contrast), the observed lesion resolution and tumour Contrast- 
Noise-Ratio under a variety of clinical imaging situations. The final part in this chapter 
demonstrates the various investigations using the PRT method of an isolated hot breast 
phantom with and without the lesion present. 
Finally, chapter nine highlights and summaries the main achievements, findings and 
conclusions, and suggests the future work that can be done with the CA mask approach. 
1.10 Achievements & Major Contributions 
There are a number of achievements that have been obtained from this study: 
1. This work represents the final systematic study into the application of CAs to breast 
tumour imaging. Whilst other prior work [74,76] has suggested this approach, it 
has been characterised by gross simplifications. By contrast, in this thesis, the full 
implication of non-specific activity, confounding artefacts from cardiac and out-of- 
field activity, have been demonstrated, and novel solutions proposed to overcome 
these issues. 
2. Chapter 5 demonstrates the effect of multiplexing on the performance of the decoded 
image by gradually increasing the complexity of the source using three different 
methods. These locally generated artefacts mainly arise from the near-field imaging 
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geometry of the hot uniform background and thus, tend to offset and degrade the 
decoded imaging. The presented results also suggest that the so-called near-field 
distortions can be easily predicted and corrected. 
3. Two iterative methods, namely Pseudo-Ray Tracing (PRT) and Binary Mask Shift 
(BMS) were developed for performing the CA imaging investigations and used as the 
basis for artefact prediction and correction. One of the key results from developing 
these approaches is that the form of the background artefact arises mainly due to the 
2D distributed source geometry. For slightly compressed breasts (6 cm compression), 
there are only minor contributions to the distributed activity artefact from depth- 
dependent activity. 
4. Chapter six demonstrates how the selected CA camera, using a standard full size 
clinical gamma camera, can be applied for SM application. For these investigations 
pseudo-anthropomorphic phantom geometries were first developed and verified in 
order to emulate SM. This 3D phantom model contains torso, heart, breast and 
user defined tumour sizes. The influence and the contribution of out-of-field tracer 
uptake from the heart and other soft tissue are also presented. The results clearly 
demonstrate for the first time the effects of -y-ray emission from volumetrically dis- 
tributed background from the torso and the heart in such an open geometry system. 
As a result, a shielding geometry is proposed to mitigate the effects of non-specific 
out-of-field background torso/cardiac flux. 
5. Chapter 8 assesses the performance of the CA-SM data, after the near-field artefacts 
corrections, by comparing its results with corresponding results produced from two 
collimator-based image formation methods. Also the effectiveness of these image 
formation methods were evaluated by quantitative comparison of three fundamental 
parameters: the detected tumour events, lesion resolution (FWHM) and contrast un- 
der a variety of clinical imaging situations. The main simulation results demonstrate 
that all image formation methods have comparable result in term of the observed 
lesion resolution (a slightly lower values in the case of MURA-CA). Despite reduc- 
ing the collimator-tumour distance to 3.1 cm in the case of Ultra-High Resolution 
(UHR) and LEHR parallel-hole collimators to enhance both the spatial resolution 
and the contrast the MURA-CA shows the highest performance in term of contrast. 
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These investigations demonstrated that with the use of near-field artefacts correc- 
tions it is possible to visualised small lesions (2 mm diameter) down to TBR of 3: 1. 
The final part of this chapter demonstrates the intrinsic properties of the application 
of MURA-CA pattern in breast tumour imaging using Pseudo-Ray Tracing (PRT) 
method. The SM imaging characteristic of this imaging system was quantitatively 
assessed in term of Contrast-Noise-Ratio (CNR) and spatial resolution. 
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Chapter 2 
Radionuclide Single Photon 
Imaging 
This chapter is divided into two main parts. In the first part the concept and the basic 
principles of gamma camera operation is presented. The discussion include camera per- 
formance parameters i. e. collimator sensitivity, resolution and their relationship. In the 
second part a review of the state-of-the-art planar radionuclide breast tumour imaging 
systems using full size clinical y-camera. 
2.1 The Gamma Camera 
The Anger camera [77,78] also called gamma camera is the most commonly used device 
in radionuclide imaging to detect gamma photons. This is due to its image quality, low 
cost, and ease of use. The gamma camera imaging detector is usually composed of a 
collimator, scintillating crystal, several photomultiplier tubes (PMTs), an electronic chain 
and a digital computer for constructing the image. The gamma camera can have one, two, 
three or four heads mounted on a gantry where it can be moved easily in any direction. 
Current gamma camera imaging systems are capable of planar 2D image and 3D Single 
Photon Emission Computed Tomography (SPECT) and, are optimised for imaging 140 
keV photons associated with the decay of 99mTc [29]. This radionuclide is widely available 
and can be produced locally using the generator system. This is achieved by eluting the 
99mTc from 99Mo that has a half-life of 66 hours. The cheap generation makes 99"'Tc 
the most widely used radioactive isotope. In addition, 99mTc offers a single detectable 
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y-rays emission, has relatively short half life (6.02 hours) and thus, low radiation dose. 
The following subsections described the principle of the gamma camera operation but first 
the basic idea of how a camera works and the principle of single photon imaging is briefly 
summarised. 
A small amount of radiopharmaceutical is first administered to the patient body 
through inhalation, orally or by injection. Then this radioactive substance physically 
decays via y photon emission. This emission is isotropic and thus, exits the patient body 
in all directions. A y-camera is then used to detect these -y-ray photons after passing 
through a collimator. The literatures show that gamma camera systems have undergone 
significant improvements over the last 50 years, but the imaging technology and the over- 
all design of the -y-camera head has largely remained the same. The components and the 
main parts of the camera heads are illustrated in Fig. 2.1 and are briefly described in the 
following subsections. 
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Figure 2.1: Schematic diagram showing various component of the camera. The -Y-ray 
photon emitted from the source pass through the collimator to form an image in the 
scintillation crystal. The Anger logic (comprises pulse arithmetic and pulse bight analyzer 
(PHA)) is used to for position decoding. Figure adapted from [29]. 
2.1.1 The Collimator 
The collimator is a device necessary for image formation. Based on its design it can 
magnify, minify and invert the resulting image. Parallel-hole collimators are the most 
commonly used collimator for single photon imaging. It provides large Field of View 
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(FoV), reasonable imaging capabilities but with no object magnification. It is usually 
formed from a lead structure containing precisely aligned holes. These holes are separated 
by septa with thickness ranges from 0.1-0.5 mm and can have circular, square or hexagonal 
shape. The main job of the parallel-hole collimator is to select photons according to 
their emission direction and thus, provide a directional information that form a projected 
image. In other words, it geometrically rejects photons with oblique incidence and allows 
only those y-rays travelling near parallel directions to reach the detector crystal. This 
accurately provides the place of origin of the incident -y-ray photons flux. The camera is 
also shielded from the side and back with lead so that -y-rays from outside the FoV are 
prevented from reaching the detector. 
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Figure 2.2: Schematic diagram showing the four types of the gamma camera collima- 
tors: parallel-hole (top left), diversion collimator (top right), pinhole (bottom left) and 
conversion collimator (bottom right). Figure adapted and redrawn from [80]. 
Apart from the parallel-hole collimators single photon devices can also use pinhole, 
converging (fan beam). and diverging collimators (see Fig. 2.2). The pinhole is the 
simplest collimator as it has a single hole (aperture) 3-6 mm in diameter at the top of a 
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hollow lead cone. The diameter of the cone base is similar to the camera dimension. As 
the aperture hole is located at a distance from the crystal this would produces a magnified 
image of a small object and thus, produces images of good resolution. However, the 
pinhole collimator is associated with small FoV and low detection sensitivity and thus, it 
is often used for thyroid scintigraphy, bone scintigraphy of small areas, and for pediatric 
nuclear medicine [79]. 
The collimator is the main limiting factor of the ry-camera as it affects both system 
spatial resolution and sensitivity. The former can be defined as the ability of the camera to 
discriminate between two point sources in the resulting image so that both can be seen as 
two separate sources [29], and the sensitivity is defined later. The resolution in this case is 
also expressed as the FWHM of the point spread function. Standard -y-camera has also an 
intrinsic resolution (due to statistical variation in the distribution of the PMTS) of « 3.7 
mm FWHM that further worsen the resolution. In fact, the system spatial resolution R, 
is the convolution of the collimator spatial resolution R, and the intrinsic resolution, Ri 
and given as [29]: 
Rs= R, 2 +R? (2.1) 
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Figure 2.3: Schematic diagram of the parallel-hole determined. 
This suggests that the collimator 
is the main factor that determine the system resolu- 
tion particularly if it is slightly higher than the 
intrinsic resolution. With reference to Fig. 
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2.3 the collimator (of ideal absorber material) spatial resolution for the same parameters 
is given by [77]: 
R- 
d(l +f+ e) (2.2) 
--- l 
where f is the distance between the collimator and the object being imaged, d is the 
hole diameter, l is the length of the septa and finally e is the distance from end of the 
collimator to the crystal. Equation 2.2 suggests that the collimator spatial resolution 
degrades linearly with imaging distance. Thus, for better resolution the camera should be 
positioned as close to the tissue of interest as possible. 
On the other hand the sensitivity is defined as the proportion of 'y-rays incident on 
the collimator and successfully pass through to the detector [29]. Thus, is also dominated 
by the collimator which rejects most of the incoming gamma rays only a small fraction of 
the incident photon flux, - 0.1-0.01%, reach the detector. The resulting limited photon 
statistics image may also degrade the spatial resolution. The geometric efficiency (g) of a 
parallel-hole collimator is defined as the fraction of the -y-rays emitted by the source that 
successfully pass through the collimator. It is a function of the hole diameter d, shape k, 
length of the collimator hole 1, and septal thickness t, and expressed as [78]: 
g= k(d)2(d 
d 
t)2 
(2.3) 
The k factor is a constant that depends on the hole shape (« 0.24 for circular holes, 
0.26 for hexagonal holes, and ti 0.28 for square holes). For non-ideal collimator absorbing 
material the effective length le of the collimator is shorter than the physical length, 1, due 
to septal penetration and is given by [77]: 
le%. "1-2µ-1 (2.4) 
where µ is the attenuation coefficient for gamma rays of the characteristic energy in 
the collimator material (e. g., lead). By combining Eq. 2.3 and 2.2 produces the following 
key relation: 
9 oc (Rc )2 (2.5) 
This mean R, can only be improved by decreasing g, and vise versa. This trade-off 
limits the camera performance and unfortunately present in all collimator-based systems. 
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2.1.2 Scintillation Detector 
Photons are not rejected by the collimator pass into the scintillating crystal. This is the 
main part of the y-camera detector. It is made of a single block of thallium activated 
sodium iodide, NaI (Ti), scintillator. Pure Na! does not scintillate efficiently, and the use 
of Ti improves the scintillation process because it distributes itself uniformly throughout 
the crystal. The shape of the crystal (3D lattice) may be circular or more commonly 
rectangular with a dimension of - 50 cm and a thickness between 9-12 mm [81,82]. The 
high density (p=3.67 g/cm3) combined with a high atomic number (Z=53), allows the 
crystal to absorb (by photoelectric effect) over 90% of the 140 keV y-rays [29]. 
Once a gamma photon with sufficient energy (> 20 keV) hits the scintillation crystal 
it undergos an interaction that releases all or part of its energy to an electron in the 
crystal. The gamma radiation is completely absorbed by crystal atoms in the photoelectric 
absorption process (dominant in low energy y-rays). In Compton scattering process, the 
incident -y-rays only transfer part of its energy and this often occurs in more than one 
position in the crystal for a single event. These are the main interactions process when 
imaging with the 140 keV photons. 
As a result of these interactions, the crystal produces a flash of visible blue light. The 
amount of light produced is proportional to the energy deposited in each interaction. This 
light disperses throughout the crystal and thus, needs to be guided by the light guide. 
This is used to allow transmission of light from the crystal to the 
PMTs. The light guide 
is a few cm thick transparent material helps to minimises the 
light losses by guiding the 
light photons to the PMTs. 
The PMTs are attached behind the crystal. 
Each tube consists of an evacuated glass 
envelop (5-7 cm in diameter) arranged in a hexagonal or circular shape. 
The hexagonal 
PMTs are better as with this close packed geometries the gaps 
between tubes can be 
eliminated. Thus a better detection efficiency can 
be achieved, albeit with increased cost 
per tube. Each camera has about 37-91 
PMTs evenly distributed across the FoV. The 
higher the number of PMTs, the higher the 
intrinsic resolution of the camera [82]. Inside 
each tube one can find a photocathode, an anode and around 
10 dynodes (electrodes). 
The main task of the photocathode is to 
detect (by the means of the photoelectric effect) 
the scintillation light emitted from the crystal and converts 
it into electrons. For every 
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Figure 2.4: Schematic cross section through PMT, showing its basic components. Note 
that each PMT have 10-12 dynodes. 
-10 photons incident on the photocathode, only around one electron is generated. The 
ejected electrons (photo-electrons) will then be accelerated toward the first dynode. The 
electrons are focused on a dynode which absorbs each electron and re-emits secondary 
electrons (normally 6 to 10). These will then be focused on the next dynode (have higher 
voltage than the first dynode). This process is repeated over and over until reachs the 
final dynode (see Fig. 2.4). Finally, the anode attracts the cascade of electrons producing 
an electrical pulse corresponding to each photon interaction in the scintillation crystal. 
Those pulses are then pass through a circuit containing preamplifier to amplify and shape 
the signal for further processing. 
2.1.3 Signal Analysis & Processing 
Now the spatial location and the energy of the -y-ray need to be accurately computed. The 
Anger logic or pulse arithmetic circuits (capacitor or resistance array) receives the electrical 
impulses from the PMT array. The main job of the position circuits is to determine where 
each scintillation event occurred in the detector crystal. The position coordinates depend 
on the X and Y locations at the point of scintillation. The final output signals gives the 
spatial information (X, Y) and the energy (Z) of the event. 
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Modern cameras digitize the X, Y and the energy signals after being computed by the 
analogue position encoding matrix and then store it. More recent digital system cameras 
completely replace the analogue circuits, and the thus, the signals from PMTs are first 
digitized, and then the position of the event is determined digitally [29). 
The sum (size) of the Z signal (pulse) represents the energy of the detected gamma 
photon. This signal needs to be processed by the pulse height analyser which selects the 
photopeak for a particular radionuclide being imaged. Windowing is also done to bin 
energies of the -y-ray within a certain selected range into an energy channel. For simplicity 
consider imaging with 99'nTc (of energy 140 keV) at certain depth in the body. Then some 
of the energy of the gamma photons get absorbed within the body, some gets Compton 
scattered (at energies < 140) and some gets transmitted at 140 keV. Ideally, it is desirable 
to measure the photopeak energy (a spike of 140 keV) but due to the energy resolution of 
the NaI (10% at 140 keV) the photopeak is rather a Gaussian shape. This is the energy 
response function of NaI at 140 keV. The width of this response can be measured by 
calculating the Full Width Half Maximum (FWHM) value of the full energy photopeak. 
Thus, the pulse height analyser is used to tests whether the observed pulse height is within 
the range of values expected. Typically, in this case, pulse heights corresponding to 126- 
154 keV i. e. 20% (f 10%) of the photopeak [29] are used. This rejects a large portion 
of scattered photons. However, due to statistical uncertainty, there is an overlap between 
pulse heights corresponding to Compton events and those corresponding to photo-electric 
absorption. This produces unavoidable Compton scatter in the 
final image. 
At this stage, the final image can be displayed 
in the camera associated workstation. In 
the workstation the user can select various image processing and reconstruction technique. 
2.2 Single Photon Imaging 
Single photon imaging categorised into two main 
techniques, planar and SPECT. A brief 
description of each technique is given hereunder. 
2.2.1 Planar Imaging 
Planar (2D) imaging is a fast, simple, less expensive and widely used 
investigation to 
assess the functional status or physiology of a patient. 
It basically involves taking a 2D 
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projection image from a single location. In this case, the data are acquired directly (no 
reconstruction is required) particularly when using parallel-hole collimator. However, this 
technique gives no depth information due to tissue superimposition. This may cause a 
slight loss in contrast, due to overlying and underlying activity, and thus for certain clinical 
applications the use of SPECT is preferred. 
2.2.2 SPECT Imaging 
SPECT is also widely used and requires scanning (at defined points) the patient or the 
organ of interest from different views. In this case the camera rotates about the patient 
collecting image information from different angles. Most clinical examinations requires a 
full 360 degree rotation of the camera head. In this case the camera rotating every 3-6 
degrees and each rotation position being 15-20 sec, giving a total imaging time of 15-20 
minutes. Thus, the multiple planar raw data images need to be reconstructed to produce 
a 3D image. These reconstructed images are typically of resolution 128 x 128 pixels and 
usually presented as cross-sectional slices. 
The use of SPECT for breast tumour imaging when imaging with conventional y- 
camera may be undesirable and challenging. This is because 99mTc-sestamibi is a heart 
agent and unevenly distributed and concentrate in the heart and thus potentially causes 
artefacts. The intense area of activity can also cause streaking of the images and this may 
obscure the surrounding area of activity. Thus, the reconstruction images from SPECT 
are of lower resolution and are more susceptible to noise than planar techniques. In 
addition, the position anatomy of the breast makes it perfect for planar imaging as SPECT 
application is usually performed for organ surrounded by tissue of overlying density such 
as the heart [51]. 
2.3 Radionuclide Breast Tumour Imaging 
This section provides an overview of the state-of-the-art planar radionuclide breast imaging 
systems performed with conventional -y-camera. The aim is to highlight the main clinical 
application and provides a summary of the literature. 
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2.3.1 Scintimammography Imaging Using Standard y-Camera 
The use of radionuclide imaging for breast tumour imaging was discovered in the 1990s 
after using 99i'Tc-sestamibi for cardiac scanning [51]. An area of abnormal uptake was 
observed in the breast suggesting this agent as a suitable breast imaging agent. The 
imaging technique has been mainly proposed to aid in the diagnosis for particular clinical 
indications that can not be performed with X-ray mammography. 
(a) Radiopharmaceuticals 
Sestamibi has been used for breast tumour imaging since 1994. It was officially approved by 
the Food and Drug Administration in 1997 [51]. The 99mTc-sestamibi is a small lipophilic 
cationic molecule composed of six "2-methoxy-isobutyl-isonitrile" or MIBI moieties. This 
radiotracer is currently the most commonly used radiopharmaceutical may be due its 
large availability and cheap generation. The mechanism of uptake by cancer cells is not 
well understood but it has been suggested [86] that sestamibi may accumulate in the 
mitochondria and within the cytoplasm of tumour cells . 
Various other radiopharmaceuticals have been used for breast tumour imaging includ- 
ing thallium (201T1), 99mTc-tetrofosmin, 99mTc-Methylene Diphosphonate (MDP), and 
"F-FDG [84]. The 201T1 is limited by its long half life (73 hours) as well as by the poor 
physical characteristic of photons that limit the injected dose to about 110-185 MBq. 
However, 99mTc-labelled imaging agents are far more reliable for breast tumour imaging 
due to higher uptake level. In addition, the use 99mTc labelled tetrofosmin is promising 
and claimed [87] that it can cross the cell membrane and has faster clearance from lung 
and liver. This is advantageous in detecting tumours in the inferior quadrant of the breast 
[87]. However, the main limitation is the insufficient numbers of studies obtained with 
this agent and thus its performance need'further evaluation [87,88]. Furthermore, several 
groups are currently developing cancer specific pharmaceuticals and antibodies that may 
increase tumour uptake. 
(b) Imaging Procedure 
Breast tumour imaging requires injecting the patient with a small amount (555-740 MBq 
[83,84]) of 99»Tc-sestamibi. The site of injection is usually in the arm opposite to the 
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suspected breast lesion. After a period of time, the radiotracer distribute in the breast 
tissue with a slightly higher concentration (uptake) in cancer cells than normal cells. 
Sestamibi also distributes with higher concentration in other organs of the body such as 
liver and heart. 
In planar imaging of the breast a combination of two views (prone and supine) are 
usually acquired 5-15 minutes after the injection. This is may be due to the tumour high 
metabolic activity compared to the surrounding normal tissue. If additional views are 
required a delayed image is performed 60-90 min after the injection. The left or right 
prone positions are best to provide a compression and to separate the breast tissue from 
the heart and the liver [85]. The prone position also allows imaging deep breast tissue 
that is close to the chest wall [84]. The supine position is more useful for visualizing the 
axillary region, upper and anterior part of the breast. This may also be useful and to 
evaluate any lymph node involvement. Additional views include lateral oblique with the 
patient in the prone position or a 90° lateral view. The acquired image may be of size 
128 x 128 pixels or larger matrix if needed and often displayed in grey scale. 
(c) Clinical Applications 
A large proportion of women screened by conventional X-ray mammography have dense 
breasts particularly in young women. This group of patients are advised to have a test that 
independent of breast density. SM imaging is the modality recommended for this group 
of patients as it is not affected by the density of the breast [51]. It has a higher sensitivity 
over mammography in such group of patients [51]. SM imaging play an important role, 
as a complementary imaging method to X-ray mammography, for many different clinical 
applications (51]. As discussed in section 1.7.3 (b), surgery, radiation therapy, hormonal 
replacement therapy, excisional biopsies and chemotherapy causes architectural distortion 
to the breast tissues. As a result, mammographic evaluation in these cases is very difficult. 
The best alternative is SM as its diagnostic accuracy is not affected by breast tissue 
distortions. It is also useful in determining the presence of recurrent disease in these 
circumstances. In North America SM may be regarded as a third line (in some clinical 
indications may considered as second line) diagnostic aid to assist in the evaluation of 
breast lesions [89]. 
SM may also considered to be useful for evaluating non-palpable breast lesions and thus 
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Table 2.1: A comprehensive review [51] from 20 studies and a total of 2009 patients to 
evaluate the accuracy of SM. 
Test Parameters Summary of the results 
Total average sensitivity 85% (1,029/1,218 lesions) 
Total average specificity 89% (963/1,086 lesions) 
Total average accuracy 86% (1,992/2,304 lesions) 
Total average PPV 89% (1,029/1,152 lesions) 
Total average NPV 84% (963/1,147 lesions) 
aid X-ray mammography. Using the two imaging modalities has been demonstrated [90] to 
improve the low positive predictive value (PPV) which may help in detecting non-palpable 
breast lesions. In addition, SM may also be valuable for the assessment of multifocal breast 
cancer [91]. This is clinically important since multifocal disease is very difficult to detect 
and the only treatment option is mastectomy. Moreover, two clinical reviews [51,84] 
reported that SM may also be useful for monitoring and evaluating the tumour response 
to chemotherapy. Another clinical application of 99"Tc-sestamibi reported in literature, 
is the investigation of patients with microcalcification [51]. Furthermore, SM may be 
clinically valuable for detecting axillary lymph nodes metastasis [83]. 
Taillefer [51] has reviewed the published papers between 1994 and 1998 to investigate 
the clinical capability and performance of SM using standard "y-camera. This review is 
based on 20 studies with a total of 2009 patients and show discrepancies in the reported 
data from these studies. These variations in the reported values was believed to be due to 
several factors such as different patient population and different type, size, location and 
tumour uptake. In addition, a variety of other factors related to the camera performance, 
resolution, settings, and acquisition, imaging time and the type and diameter of the col- 
limator used. A summary of the results is given in table 2.1 [51]. This review confirms 
that SM may be used effectively as a complementary method to X-ray mammography. 
From this review Taillefer shows that no lesion less than 5 mm has been detected by the 
standard full-size clinical gamma camera detectors. He also demonstrated that the re- 
ported sensitivity varies between 80%-90% and it is higher in the group of patients with 
palpable lesions than those of non-palpable lesions. The reported average specificity of 
99niTc-sestamibi SM for malignant breast lesions is 89% [51]. 
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In another review evaluating the diagnostic accuracy of SM using standard -y-camera 
[92], it has been reported that the overall sensitivity and specificity average 83.3% and 
81.3%, respectively. These results based on the detection of primary breast cancer tak- 
ing histopathology as the gold standard. In a more recent comparative review published 
in early 2006, the Federal Agency for Healthcare Research and Quality (FAHRQ) [93] 
evaluated the performance of non-invasive diagnostic tests in women with breast abnor- 
malities. These abnormalities were previously identified by either X-ray mammography or 
breast physical examination. This comparative report compares the effectiveness and the 
diagnostic accuracy of ultrasound, MRI, PET and SM and concluded that none of these 
non-invasive diagnostic met the suggested standard of having a less than 2% risk of having 
cancer particularly among women with negative diagnostic results. However, this is the 
only negative finding compared to all other studies, nevertheless, provides motivation for 
work in this thesis aimed at improving SM imaging performance using CA techniques. 
(d) Limitations 
The performance of the general purpose clinical -y-camera in lesion detection using 99"`Tc- 
sestamibi, is dependent on tumour size. Imaging patients with lesions of sizes >1 cm in 
diameter are more likely to be detected. This mean that the sensitivity is higher for lesion 
>1 cm in diameter than smaller lesion. Similarly, the sensitivity of lesion detection is 
higher for palpable lesion than non-palpable lesion. However, the technique becomes less 
reliable in lesions <1 cm in diameter [89,93] may be due to the small incident flux from 
such lesions. In this case photon noise may dominate the image and consequently reduce 
image resolution. The significant noise from the background activity further complicate 
the detection. 
In order to improve the sensitivity of SM, many recent studies [50,94,45,46,47,48,49] 
have been performed using new dedicated detectors constructed for use in breast tumour 
imaging applications. The commercially available dedicated imaging systems (see table 
1.3) are based on either modifications of the existing PMT-based scintillation camera 
technology or based on the new pixelated direct detection detector technology. Few studies 
have demonstrated slight improvements in sensitivity with respect to stage I cancers (of 
size <1 cm) when imaging with such high resolution cameras [47,49]. Despite these slight 
advantages there is still difficulty imaging areas near the thoracic wall or axillary regions 
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because of the small FoV. These cameras are also not reliable to be used for screening 
purposes because of their limitations in visualizing small calcifications and soft tissue 
masses [89,48]. In addition, a slight reduction in the specificity is shown as the sensitivity 
increases. The main important limitations in using such dedicated breast cameras are their 
high cost as well as their role in breast cancer diagnosis are not clearly established. Thus, 
further studies are necessary to evaluate their complementary role in the management of 
breast cancer as well as the indications in clinical practice. 
In summary, most cited papers and review concluded that 99'Tc-sestamibi SM imag- 
ing, using full-size clinical y-camera, is valuable technique and can be effectively used to 
complement X-ray mammography. These studies suggest that SM is not indicated for 
breast cancer screening to confirm the presence or absence of malignancy. This technique 
is not sufficiently accurate to be used as an alternative method to breast biopsies. To 
be able to do so the diagnostic imaging test must possess a high accuracy so that it can 
clearly classify and assess the anatomical and physiological features of the imaged lesion. 
Thus, ideal imaging test must have both high spatial resolution and high contrast sen- 
sitivity with accuracy > 98% [93]. However, many studies showed that SM might be 
useful as a complementary imaging technique to improve the sensitivity and specificity of 
conventional imaging modalities. The main technical problem of the current gamma-ray 
detection systems is believed to be due to the use of mechanical collimator. This is because 
the performance of the standard y-camera is heavily dependent on the collimator and its 
geometry (see section 2.1.1). Since the LEHR collimator is always employed it tend to 
affect the spatial resolution and the sensitivity of the -y-camera and the resulting image 
will have low photon statistics. As a solution to these problems this study proposed using 
CA, alternative to LEHR collimator, coupled to standard -y-camera for breast tumour 
imaging application. 
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Chapter 3 
Coded Aperture Imaging Theory 
This chapter is divided into three main parts. The first part introduces the concept of 
Coded Aperture (CA) imaging as well as provides an historical background of the different 
types of apertures. The second part gives a brief description of the CA families having 
perfect mathematical imaging properties including their generation rules and correlation 
properties. The third part highlights the CA camera geometries describing the design 
methods of the proposed approach. This discusses the mask camera configuration and 
design with emphases on the size, the open fraction and the Field of View (FoV). The 
reconstruction methods used to decode and recover the encoded image close the chapter. 
The chapter begins with introduction to the principle of pinhole camera to give the reader 
the opportunity to appreciate the theory and the formation of coded image. 
3.1 Introduction 
Imaging y-rays at > few keV is not an easy task as it is difficult or often impossible to 
focus these photons with conventional mirrors or lenses. A form of geometrical collimator 
such as pinhole camera was introduced as a solution for this problem. As shown in Fig. 
3.1(a), the gamma flux passes through a hole in an opaque plate and the image is formed 
in a position sensitive detector. The pinhole camera has ideal imaging properties as its 
response is b function. It is also associated with small Field of View (FoV) but produces 
images of good resolution. However, this direct-imaging system requires a long imaging 
time as it suffers from low efficiency due to its small hole size. As a result, a low signal poor 
quality image is obtained because the -y-ray photons detected are usually few in numbers. 
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(a) (b) 
Figure 3.1: Schematic diagrams of two image formation principles: (a) a pinhole camera; 
the production of an image by a pinhole camera, (h) multiple pinholes camera (CA mask); 
the production of a coded image using signal multiplexing principle. Note: both techniques 
gives inverted image of the object. 
The collimator imaging such as the parallel-hole is limited by the design and also provides 
a low detection efficiency (see chapter 2). 
A camera with many pinholes (see Fig. 3.1(b)) was proposed as a solution to obtain a 
much larger fraction of the incident flux and permits high resolution imaging. The image 
produced from such camera is based on the principle of "Spatial Signal Multiplexing" [95]. 
It simply means that every incident point source, within the object FoV, is participating 
in encoding the flux into a predetermined pattern or code, thus called CA or mask, which 
casts a shadow of this pattern onto the detector surface. To obtain a useful image, the 
encoded pattern (projected image) is then decoded, most often by using the correlation 
analysis of the pattern produced by a point source, with that of the encoded image. Thus, 
this form of imaging is a two stage process. It begins with encoding (multiplexing) t lie 
source information and ends with decoding (de-multiplexing) to recover or reconstruct the 
image from that source. The main motivation to undertake this indirect image formation 
is the hope of combining the higher Signal-to-Noise-Ratio (SNR), due to the large open 
area of the CA, with the higher resolution, due to image magnification, compared to the 
collimator based imaging systems. 
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(a) (b) 
Figure 3.2: These show the FZP CAs [66]: (a) a binary FZP, (b) a sinusoidal zone plate 
that has infinite extent. The resulting image from such pattern is a hologram that can 
also be reconstructed with coherent optical system. 
3.2 History of Coded Aperture Imaging 
This section provides a brief descriptive overview of the various forms of CA imaging 
systems. A detailed review of CA imaging approaches can be found elsewhere [66,96]. 
The first form of a viable CA pattern was proposed by Mertz and Young [62]. It was 
used for imaging faint stars in astronomy. In such imaging application, the problem is 
characterised by far field geometry i. e. the objects are located at infinity from the detector. 
In this case all the ^y-rays travel in nearly straight line (parallel to each other) and fall 
perpendicular to the imaging detector. In the early days of this application, Fresnel Zone 
Plate (FZP) pattern [62] was the most widely used CA. As demonstrated in Fig. 3.2, the 
FZP consists of a series of circular patterns of equal area arranged in alternating design. 
One half of its area is open (transparent) and the other is closed (opaque) to -y-rays. This 
large open area means that photons at wide variety of angles may be accepted giving more 
depth information and thus, 3D information of the source position. It also mean that such 
patterns possess a higher sensitivity than collimator based-systems. Consequently, it was 
applied in medical gamma-ray imaging by Barrett [59] as an alternative to the pinhole 
collimator. A considerable amount of clinical work was followed by Rogers and colleague 
[97]. However, it has been reported [66,98] that the FZP is not ideal in its imaging 
properties. This is because the auto-correlation function of such patterns have side lobes 
artefacts and its Fourier transform is not perfectly flat. It also possesses a poor resolution 
that limits its wide acceptance [66]. 
The random pattern [63.64] (see Fig. 3.3(a)) is also one of the early CA that has been 
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proposed as an extension of the pinhole camera. The idea behind the random array is to 
increase the open area of the mask, while preserving its spatial resolution. The detection 
efficiency may further be increased by enlarging the mask hole size, but this will be at the 
cost of the resolution. The random character is necessary to get imaging properties that 
approximate ad auto-correlation function. However, it has been reported [66,99] that 
the random arrays suffer from inherent noise due to the presence of the side-lobes. As 
illustrated in Fig. 3.3(b) these side-lobes are the cause of non-perfect imaging properties. 
(a) (b) 
u 
(c) 
ý  
(d) 
Figure 3.3: The random array and its auto-correlation response 
function: (a) a random 
binary mask of size 15x15, (b) the decoded image 
demonstrating the inherent noise of 
the random array. (c) 3D plot of the array auto-correlated 
image showing a peak on top 
of pyramid shapes with the ratio between the two equal to the open 
fraction, (d) vertical 
bar plot through the centre of the decoded image. 
Soon after a considerable amount of work was undertaken 
to synthesis suitable pat- 
terns. demonstrating flat side-lobes, to be used 
for imaging. Various design patterns have 
been proposed with the hope to maximise the 
detection efficiency without degrading the 
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resolution. For instance, in 1971 Non Redundant Arrays (NRAs) [100] were introduced as 
an extension of the pinhole camera. As shown in Fig. 3.4(a) this type of CA is made up of 
small pinholes arranged in a non-redundant pattern i. e. with no repetition of hole pattern 
occurs [100]. In other words, the spacing between any two holes occur once over the whole 
plane. These arrays are compact and have nearly perfect imaging characteristics only on 
a very small FoV. However, its small number of holes prevent great improvements in the 
detection efficiency. 
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Figure 3.4: The non-redundant array and its response function: (a) a non-redundant 
binary array of 19 x 19 elements, (b) a 3D plot of its auto-correlation function clearly 
demonstrating the non-ideal imaging properties. 
A few years later, time modulated CAs have been developed to eliminate some of 
the problems of the stationary CAs. The main principle is that the ry-ray transmission 
at different points in the aperture varied independently. Several other approaches have 
been proposed for instance the rotating slit suggested by Tanaka and Linuma [66] and the 
stochastic aperture proposed by May [66]. The former consists of a small transparent slit 
rotating about its centre but the latter is more sophisticated. This is because the aperture 
used for imaging is stepped through a sequence of positions so that all the elements are 
cyclic in the time domain. The most promising form of aperture is the planar pseudo- 
random binary sequence also called stochastic time modulated CA. This is because during 
scanning the CA is stationary but its elements CA are cyclically permuted for each sub- 
interval of the scan. This allow image decoding to be performed on a detector element by 
element basis. 
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Figure 3.5 illustrates a simple geometry of a stochastic time modulated CA, the imaging 
principle of such CA, using a single point source, is that as the aperture is moved in its 
plane the detector record the signal of the source. The aperture movement is through a 
sequence of positions encoded (in the time domain) the signal of the source as the phase or 
time is different. A simple correlation analysis with suitable decoding function is needed to 
recover the source information. The use of array of detectors as shown in Fig. 3.5 permits 
tomographic imaging for instance, the first detector recorded the same signal from sources 
number 1 and 3. In addition, point 1 and 3 have different positions and are projected to 
detector 4 and thus viewed from different angle. This permits tomographic imaging and 
the use of array of detectors makes this more simplified. 
DetetMrArrq 
6 5 2 
Figure 3.5: Simple geometry illustrating 1D pseudo-random sequence time-modulated 
coded aperture. Figure adapted and redrawn from 
[66]. 
In 1983 Gourlary [101,102,103] introduced several geometrical arrays. These arrays 
are flexible in their designs and having open fraction less than 50%. 
The main designs focus 
on L and X family arrays having a square shape. 
Two examples of these arrays are shown 
in Fig. 3.6 for the L family and Fig. 3.7 for the X family. 
Unfortunately, these arrays do 
not provide any advantages over the 
MUR. As patterns. The imaging performance of these 
arrays depends on the location of the object within 
the FoV [101,102,103]. This may be 
because these geometric arrays are not cyclic 
in its nature. 
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(a) (b) 
Figure 3.6: The L shape geometric array and its response function: (a) a geometric array 
of 9x9 elements, (b) a 3D plot of its auto-correlation function clearly demonstrating the 
non-ideal imaging properties. 
(a) (b) 
Figure IT The X shape geometric array and its response function: (a) a geometric array 
of 9x9 elements, (b) a 3D plot of its auto-correlation function clearly demonstrating side- 
lobes in the image. 
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The majority of the above CA approaches are impractical and are rarely used in clinical 
practice. This is because the autocorrelation functions in these array are subject to coding 
noise or artefacts [99]. Some of these patterns had been mainly used in astrophysical field 
and did not achieve much success in medical imaging applications. However, CA imaging 
technique continued to be used by the astrophysics community. 
(a) (b) 
Figure 3.8: Binary URA mask and its correlation PSF: (a) 43x41 pattern where white 
corresponds to 1 and black corresponds to 0, (b) The correlation function of URA. 
The drawbacks of the above patterns overcome in 1977, when Fenimore [67] intro- 
duced the rectangular Uniformly Redundant Arrays (URAs), which have attractive imag- 
ing properties (see Fig. 3.8) and are finite. These arrays have rapidly gained a widespread 
acceptance in the field of astronomy. A decade later, URAs were followed by the Modi- 
fied URAs (MURAs) (see Fig. 3.9) [69], which have the additional convenience of being 
square. From the URAs and MURAs one can construct a self-supporting arrays called No- 
Two- Hole-Touching arrays (see 3.10). Such arrays also having perfect correlation property 
providing 8 function of the imaging system. 
All the aforementioned 2D arrays have many interesting properties given in more 
details in [67,68,99] and are summarised below: 
" As their names suggest, the spacing between any two holes occurs a constant number 
of times. 
. The construction methods generate these arrays and also generate the corresponding 
decoding arrays. 
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(a) (b) 
Figure 3.9: Binary MURA mask and its correlation PSF: (a) 97x97 pattern where white 
corresponds to 1 and black corresponds to 0, (b) The correlation function of the MURA. 
(a) (b) 
Figure 3.10: NTHT array of 82 x 82 elements and its response function: (a) NTHT array 
obtained from AURA pattern of size 41 x 41, (b) The correlation function of the NTHT- 
MURA. 
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" The main attraction of these arrays is the perfect correlation property providing a 
6 function of the imaging system. 
" These arrays possess high transmission capability approximating 50% and can main- 
tain resolution by image magnification. 
" The design or the cyclic nature of such arrays and their decoding array provides 
another interesting advantage in which an arrangement involving a mosaic (2x2) of 
the basic pattern as demonstrated in Fig. 3.11. To reconstruct the image in this case 
one needs an area equal to the basic pattern [68]. This can be perfectly achieved by 
selecting the central area of the mosaic patten of size equal to the basic pattern (see 
section 8.2.3). 
" The negative of a mask, i. e. a mask with open and opaque positions exchanged 
also has ideal imaging properties. Both masks can be used together to reduce the 
near-field artefacts. 
(a) (b) 
Figure 3.11: Mosaic MURA mask and its correlation PSF: (a) a2x2 mosaic of the basic 
pattern 41 x 41 pattern. (b) The correlation function of the MURA. 
In summary, the main advantages of CA imaging systems are the high photon trans- 
mission, the image magnification and to a lesser extent the (limited-angle) tomographic 
capability. The URAs and MURAs patterns developments have more attractive features 
providing a 6-like autocorrelation function of the 
imaging system. These properties have 
attracted the medical imaging community to renewed 
interest in the CA imaging tech- 
nique. The increase in the resolution of imaging 
detectors as well as the increase in 
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computing power and speeds have made this possible. In fact, the current practical appli- 
cations of such apertures include astronomy, physics and nuclear medicine applications. 
Multiple pinholes camera, MURAs and NTHT-MURAs are the most widely used devices 
in the current nuclear medicine research [72]. 
Based on the author's opinion the MURAs and NTHT-MURAs CA patterns are 
squares arrays and expected to produce good decoded images when used in breast tumour 
imaging applications. This is because the technique is ideal for imaging small isolated 
sources and thus provides a good match to the imaging objective of scintimammography. 
This thesis is therefore mainly concerned with the investigation and the understanding 
of the application of these CA patterns in breast tumour imaging. In particular, the 
evaluation of their potential and their performance under a variety of imaging conditions. 
3.3 Coded Image Formation 
Anger cameras use a collimator to form a projected image of the incident photon flux. This 
is achieved by geometrically rejecting photons with oblique incidence, and only permitting 
photons with a narrow range of incident directions to reach the detector surface. By 
contrast, CA imaging systems generally accept a much larger fraction of the incident 
photon flux and encode the flux into a predetermined pattern or code, which casts a 
shadow of this pattern onto the detector surface. For instance, when imaging a point 
source (with low statistical noise), in the far-field geometry, then each photon contributes 
to casting a shadow (encoded flux) of part of the aperture pattern onto the detector surface. 
This means that the counts of the point source spread over a non-point like surface area. 
The size or magnification of the aperture shadow depends on the distance of the point 
source from the CA. To obtain a useful image, the encoded pattern is then decoded, most 
often by using the correlation of the observed pattern with a suitable decoding function. 
In the case of imaging an extended object the basic concept does not change. Each 
point in the object can be regarded as a point source casting an aperture shadow of a 
certain size and location on the detector. In other words, the number of photons passing 
through a single hole of the CA is independent of photons passing through all other 
aperture holes. The contributions from each aperture hole represent the total projections 
of the object being imaged. These projections, collected at the detector, are composed 
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Figure 3.12: A schematic diagram of coded aperture principle imaging a point source. 
of many shifted copies of the source object. The decoding process can be obtained in a 
similar way as in the case of point source. 
As CAs have been historically developed for far field imaging applications, then the 
behavior of CAs in this geometry will be discussed initially. Near field application will 
then developed later in this chapter. For an object denoted by array 0 located at infinity 
from the aperture pattern that is given by the array A (a 2D function containing a0 where 
the aperture is closed, and 1 where it contains a hole). The noise is denoted by array B 
(noise term). Following Fenimore [68] the recorded image, D, can be given as: 
D=(O*A)+B (3.1) 
where: *, is the convolution operator and is used here because the process is physical. 
As most aperture arrays have a large number of holes, D does not look like 0 at all. In 
other words, a point in the image is not represented on the detector by a point, but rather 
by the shadow of the mask pattern or part of it (see Fig. 3.12). This is what basically 
causes the signal or the information of the source to be encoded. In this sense the point 
source is not counted once, but once for every hole of the 
CA. This is expected to increase 
the counting statistics, and consequently, the quality of the image. On the other hand, on 
imaging an extended source object or many point sources, the source spatial information 
is then multiplexed (see Fig. 3.13). This is because each detector element receives as 
much information (signal) as the number of point sources incident on it. The recorded 
(projected) pattern, D, must be decoded to recover the source object information and 
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Figure 3.13: Coded aperture principle on imaging an extended object. 
obtain a useful image. In other words, D must be scanned or correlated with the known 
pattern array to replace the shadowgram cast by a point source in order to separate the 
overlapped copies cast by an extended source object. The reconstructed image, (I), in 
the proposed patterns, is often obtained by correlating D with a post processing array, G 
(inverse filter of A), and is defined as: 
I= D® G (3.2) 
where: ® indicates periodic correlation. 
The particular imaging properties of the these patterns is that given arrays A and G 
then (A'rý G) approximates ab function. The G function is obtained using the balanced 
correlation method [681 that contains 1 where there is a hole and -1 where it is closed. 
Using Eq. 3.1 but ignoring the noise term, I can be written as: 
I=DýgG=O*(AoG) (3.3) 
This suggests that the correlation of the projected image with the post-processing 
array is just the original image plus, of course. the ignored noise term. The quality of the 
object reconstruction therefore depends on the choice of the aperture A and the decoding 
function G [67,681. If C can he chosen so that: 
Ao G=6 (3.4) 
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In this case Eq. 3.3 can be reduced to the convolution: 
I=0*5=0 (3.5) 
This indicates that the reconstructed image will perfectly represent the object (i. e. 
I 0). From the above equations one can infer that the final output of the CA imaging 
system is not directly the object but a convolution of the object with the system response 
or (A® G). This is refered as the system Point Spread Function (PSF) i. e. the image 
produced in response to a point source. From this definition, Eq. 3.5 becomes: 
I=O* PSF (3.6) 
Thus, for a single point, then: 
I=5* PSF = PSF (3.7) 
This suggests that a properly designed CA imaging system should spread (blur) the 
point over a very small area of the detector. Thus, the PSF clearly describes the behavior 
of the imaging system. This is because the output of the imaging system can be predicted 
by knowing both the input and the system PSF. Thus, in CA imaging the system PSF 
can be described by the convolution of the arrays A and G: 
PSF = (A (9 G) (3.8) 
From the above if the correlation of A and G i. e. the PSF gives af function then the 
construction is perfect. There are many types of arrays proposed in the literature that 
their generation of A and G satisfy the condition A®G;.. 5. The pattern families of these 
arrays and others are summarised in section 3.4. 
Having demonstrated the CA image formation principle in simple terms more details of 
the fundamentals of CA imaging are given here. The basic mathematical formulation that 
describes the formation of the coded image when imaging a planar source is summarised 
below based on analysis in [104]. For simplicity, let us consider imaging a point source 
with a simple pinhole (one pixel) as illustrated in Fig. 3.14 (a). The recorded counts of 
photons from that point source in one detector pixel (assuming a=b and thus, the pixel 
size at the detector plane is twice the pixel size mask opening) is given by: 
D(yt = 0) = O(yo = 0) xn (3.9) 
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Figure 3.14: Schematic representation of projection geometry: (a) pinhole (one single hole 
of the mask) geometry demonstrating that D(y = 0) = O(yo = 0) x S2 and zero elsewhere, 
(b) consider two open hole geometry at y. t with the first hole at 0.5 and the second at -0.5, 
note that yo is the coordinate of the source at, the source axis and yj is the coordinate of 
the detector pixel 
Now consider the case of two pinholes (at ym) that illustrated ill Fig. 3.14 (b) the 
recorded counts in each detector pixels at the centre of yz are given by: 
D(yi = 0) = 01 x S2(pinholel) + 02 x S2(pin. hole2) 
D (y2 = 1) =0 
D(yi = -1) =0 
D(yi = 2) = 02 x S2(pinholel) 
D(yi = -2) = 01 x S2(pinhole2) 
Equation 3.10 can be generalized as: 
sI 
( D(yi) -ý ýJ"slýl//ymýSlly, yn, ) 
. ti=1 
(3.10) 
(3.11) 
where Sl is the number sources, A(y, ) is the mask opening when a ray is drawn from yo 
to y2 and intercept the mask plane at y,,,. Let us take this example with yo=-l and yi=2 
the ray pass through pinhole 1 at 0.5 with reference to Fig. 3.14 (b) y, =2 (yo+yý) = 0.5. 
Now consider the case of a 2D source emitting at distance z from the detector, and 
encoded Vey a CA placed at distance !i from the detector. The 2D planar source object, at 
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distance, a= (z-b), from the CA, is denoted by 0. The aperture pattern is given by the 
array A (a 2D function containing a0 where the aperture is closed, and 1 where it contains 
a hole). Finally the noise is denoted by array B (noise term) but is initially ignored here 
to simplify the analysis. With reference to Fig. 3.15 the elemental distribution of the 
recorded counts in the detector at position ri, is represented by dD(#) such as: 
dD(ri) = O(7'o) rm)d2To (3.12) 
where O(ro)d2ro is the intensity of the elemental 2D source @ ro. 
The above equation suggest that the photon distribution from the object r, recoded at 
the detector in position ri is modulated by the mask. With r, n = ri + (i - ro)a/z and it 
is the vector represent the intersection of the ray going from ro to ri with the mask plane. 
To understand the above a full description with some drawing through the positions is 
given in Appendix A. 
To obtain the total photon distribution recorded at the detector one need to integrate 
over the object plane as: 
D(rt) -ý J*o 
ý(ro) A( zrt + 
zrý)aZro (3.13) 
where: 
ý(ro, T+ný - 
a2 
Cos' ýBý (3.14) 
where: 0= arctan(Iri - r0 /z) and p,,,, is the mask pixel size (see appendix A). 
The above geometric theory suggest that it is possible to calculate the projection from 
any aperture and object based on purely geometrical calculations. It also demonstrates 
that the photon distribution D recorded at the detector position f and due to the point 
source at ro is equal to the source 0(r0), modulated by the mask transmission A. In 
far-field geometry cos3(B) ^_ 1. 
3.4 Coded Aperture Patterns 
There are few CA pattern families proposed in the literature having the aforementioned 
ideal system PSF. These patterns have different methods of pattern generation and the 
majority are binary i. e. having two values, typically 0 and 1. This section provides a 
description of the classes of array patterns used in this work. The discussion includes the 
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Figure 3.15: A schematic representation of the coded aperture geometry showing the point 
of intersection with the ray going from ro to r i. Adapted from [104]. 
pattern generation rules and the correlation properties. Of note, the most practically used 
class of masks relies on the "cyclic difference sets" [105] and thus, is described first. 
3.4.1 Cyclic Difference Sets Arrays 
A cyclic difference set S modulo N, is a set of K ordered numbers which have values 
between 0 and N-1 that satisfy certain rules. Consider S= {d0, di, d2, .... 
dk - 1}, the first 
rule state that: all the values between 1 and N-1 should be represented (the same number 
of times M) by a difference modulo N between the numbers in the set S. In other words 
each element of E= {1,2,3,4, ..., 
N- 1} must have a corresponding (di - dj)TnoduloN" 
Here the difference modulo N is defined as follow: 
(rl, - (lj ),,,,,, týý,: v ý 
di - dj ifdi>d; 
di - dj +N if di < dj 
(3.15) 
The second rule state that for each element in E there must be the same number 
Al of representation (dz - d; ). The M is also called the redundancy of the set S. For 
simplicity, let us consider thes example of a 1D cyclic difference set S={0,1,2,4} with 
N=7. here K=4 and M=2. The N is the total number of position and K is the size of the 
set and finally M is the redundancy. Now E would be equal to 11,2,3,4,5,6} and each 
element of it can be represented twice using the difference modulo 7 between the elements 
in set S i. e. 1 can be represented by {(1,0); (2,1)}, 2={(2.0); (4,2)}, 3={(4,1), (0,4)}, 
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4=1(4, O); 4={(4, O); (1,4)} , 5=1(0,2); 
(2,4)1 and 6={(0,1); (1,2)} and NB: diff(0,1)mod7=0-1+7. 
The cyclic difference sets can also be represented by a binary array sequence ai of size 
N such as: 
Q'6- 
1 ifiES 
0 if iv .7 
(3.16) 
with i having values between 0 and N-1. In the above example the sequence ai is given 
by 1110100. The periodic auto-correlation, ci, of these 1D sequences are a single peak on 
a flat background given by [105): 
N-1 
Gi = 1: aiamod(i+I, N) - 
i=0 
K if mod(i + 1, N) =0 
M=KK-1 
1 if mod(i + 1, N) 3ý 0 
(3.17) 
The cyclic difference sets can be categorised into two subclasses, namely Singer sets and 
Hadamard sets [105]. These generate a 1D sequence pattern but can folded or wrapped to 
produce a 2-D pattern [107]. The parameter characterisation of Singer sets and Hadamard 
sets are listed in table 3.1 [96]. Singer sets are equivalent to sequences constructed from 
maximum length shift register sequence [106] where as Hadamaxd sets are related to the 
Hadamard matrices. These are type of square matrices whose elements have 1 or -1 with 
their rows are mutually orthogonal. As seen in table 3.2 Hadamard sets are also classified 
into three classes of binary sequence. A detailed discussion of the generation rule and 
correlation properties of these classes of arrays can be found elsewhere [105,96]. However, 
the Pseudo-Noise (PN) sequence [106] is a special type of binary sequence having ideal 
correlation properties. Interestingly, in this class of array the spacing between a pair of 
holes occurs a constant number of time. This is of course regardless of which separation 
distance is under consideration. This sequence of arrays is indicated to generate the URAs. 
Uniformly Redundant Arrays (URAs) 
The URAs are the class of array constructed from PN sequences [107]. As demonstrated 
in Fig. 3.8 the auto-correlation properties of such array has a single peak and zero side- 
lobes. Their application to imaging was introduced and extended by Fenimore and Cannon 
[67,68]. The uniform redundancy mean all separations between holes in the pattern occur 
a constant number of times (M). 
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Table 3.1: The two important subclasses of cyclic difference sets namely the Singer sets 
and Hadamard sets [96]. 
Cyclic difference sets subclasses Characterization 
Characterised by parameters for which: 
N=(t'+i-1)/(t-1) 
Singer sets K= (t"`-1) /(t-1) 
M 
where t is a prime number. 
Characterised by parameters for which: 
N= 4t-1 
Hadamard sets K= 2t-1 
M=t-1 
with t being an integer 
Table 3.2: A characterization of the three important subclasses of the Hadamard Sets. 
These are quadratic residues, twin primes, and M-sequences arrays. According to Caroli 
and colleague [96] the M-sequences are also known as Pseudo-Noise (PN). 
Hadamard sets subclasses Characterization 
A set given by the residual, mod(N), of the 
Quadratic residues squares of the first (N+1)/2 integers 
with N being prime. 
A set is twin prime if: 
Twin primes N=pxq where p&q are primes 
and (q - pi =2 
A set characterised by: 
M-sequences N= 2'-1 
with integer m> 1. 
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There are many ways to construct URAs [96,99] and the following only describes the 
Fenimore and Cannon [68] procedure to generate a 2D basic URA: 
Where: 
0 ifi=0 
Atj = 
if j=0, i#0 
if CI (i)C8 (j) =1 
otherwise 
(3.18) 
1 if there exists an integer x, 1< x<r 
Cr(i) = such that i= modrx2 (3.19) 
-1 otherwise 
The array is generated as an rxs (dimension of array) 2D array using two prime 
numbers with Ir - sJ = 2. This is the only case that provides a5 function auto-correlation. 
Thus, the URA referred to as twin-prime Hadamard array. The above equations suggest 
to evaluate modrx2 for all x to r-1. Th resulting values gives the location (i) in Cr that 
contain +1 otherwise -1. The positive coefficients Cr are called quadratic residues modulo 
r and C. is defined in a similar way. To simplified the discussion consider generating 2D 
URA array of dimension r=7 by s=5. For r=7 this mean that the value of x lies 1<x<7 
and similarly for s=5 the value of x lies 1<x<5. Table 3.3 evaluates mod 7X2 for all 
x to 7-1. Similarly table 3.4 evaluate mod5x2 for all x to 5-1. Th resulting values gives 
the location (i) in Cr that contain +1 otherwise -1 and similarly the the location (j) in C, 
that also contain +1 otherwise -1. 
Table 3.3: Evaluat 
1 2 3 4 5 6 
E 
1 4 9 16 25 36 
x2) 1 4 2 2 4 1 
1 fori={1,2,4} 
-1 foci={3,5,6} 
C7(i) _ 
1 forj={1,4} 
-1 forj = 
{2,3} cg(j) _ 
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Table 3.4: Evaluations of mod3x2 for all x to s-1 with s=5 and 1<x<5. 
x 1 2 3 4 
x2 1 4 9 16 
mod5(x2) 1 4 4 1 
Now from Eq. 3.18 it is clear that the first row is zeros and the first column is ones 
except the first element. Having obtained the C5(j) and C7(i) the resulting value gives 
the location of (i) and (j) in Cr and C3 respectively that contain +1 otherwise -1. Thus, 
the generated mask of of dimension (7x5) elements in this example is illustrated in Figure 
3.16. 
Iý', I 11 -1 -1 1 
c5(, ) 
1 
1 
-1 
1 
-1 
-1 
Figure : 3.16: 'Flic ýeneratccl URA niýusk of ýtinnensiun (7x. 5) elements. 
All 2D URAs are characterised by M=K/2, and K=N+1/2. The decoding (postpro- 
cessing array), G, is given as: 
11i. f Aj, ý =1 G;, ý _ (3.20) 
1 if A, j =0 
3.4.2 Modified Uniformly Redundant Array (MURAs) 
The MURAs (see Fig. 3.9) proposed by Gottesman and Fenimore [691 have imaging 
properties similar to URAs. However, class of arrays is based on quadratic residue arrays 
[1071 and is not related to cyclic difference sets. Thus, these arrays do not belong to the 
family class of URAs. These can he generated or extended from the the 1D quadratic 
residue sequences [107]. being the product of any two primes numbers p and q. This 
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means that many array sizes can be generated making them more attractive than URAs. 
MURAs can be produced in different sizes depending on whether Iq - pl = 0,2,4, or 6. 
The pattern for which Iq - pl =0 are square arrays and are the only ones used in this 
thesis. The generation algorithm is similar to the URAs using: 
0 if i=0 
Atj = 
where: 
if j=0, i#0 
if Ce(i)C8(j) =1 
otherwise 
1 if there exists an integer x, 1< x<s 
C. (i) = such that i= mod, x2 
-1 otherwise 
(3.21) 
(3.22) 
It is worth noting that the mod8x2 is basically the remainder of x2 after the division 
by s. In order to decode such array, a decoding array, G, is required, as described in 
section 3.3. However, the array G can not be equal to the array A because the auto- 
correlation will not be a8 function. Gottesman and Fenimore [69] pointed out that a 
slight modification in the definition of A gives the G resulting in ideal imaging properties 
so that G®A=B. The decoding function is now: 
1 if i®j=0 
G: j =1 if Atj = 1, i ®j #0 
0 ifAb, j=0, i®j#0 
(3.23) 
where ® is sum modulo S. 
From eq. 3.22 it can be seen that the only difference between URAs and MURAs is in 
one single element. It is basically in the element i®j=0 which is now 1 not 0. This means 
that square arrays of any prime numbers are now possible. The generated array need to 
be cyclically shifted to bring the upper left corner to the centre of the array i. e. the centre 
of symmetry is at the centre of rotation. This means that the totally closed and open line 
at the centre of the of the pattern resulting in the pattern shown in Fig. 3.17 
(a). This is 
important as it brings the peak of the PSF into the centre. 
The MURAs patterns are invariant for a 180° rotation about the centre. For a 90° 
rotation some arrays those called symmetric 
(have axial symmetry) arrays, are also invari- 
ant. However, other arrays exchange open and closed positions and are thus referred to 
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(a) (h) 
Figure : 3.17: Two JIURA patterns: (a) 41 x 41 symmetric mask, (b) 31 x 31 anti-svminetric 
as anti-symmetric arrays (see Fig. 3.17 (b)). In other words, these arrays are rotationally 
anti-symmetric about the centre. This feature makes the mask/anti-mask camera design, 
that used in artefact reduction, more convenient [108]. This means that one design is 
needed for both masks because the anti-mask can simply obtained by rotating the mask 
by 90° about its centre. All these arrays are characterised by M=K/2, K=(N-1)/2 and 
the open fraction is K/N = 50%. Thus, MURAs have also the same open fraction as 
URAs. 
3.4.3 No-Two-Hole-Touching (NTHT) Arrays 
The NTHT arrays are new families of arrays proposed by Fenimore [70] to produce arrays 
of the URAs having other than 50% open fraction. In fact any of the previously discussed 
patterns can he made as NTHT arrays by simply reducing their holes. This is achieved by 
adding a border around them so all holes become isolated. This is also a way of making 
these arrays self-supporting. If the mask is reduced by a factor 1/e, it mean adding e-1 
zeros with size 1/e between all array positions. The mask original open fraction is now 
reduced by a factor e2. The following example illustrates the above discussion so if the 
original mask is aij then the NTHT array of that mask is given in bi, j. 
101011 
01110 
rcIj 0000O 
01110 
ý1010 1) 
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(iooo1oooiol 
bij = 
0000000000 
0010101000 
0000000000 
0000000000 
0000000000 
0010101000 
0000000000 
1000100010 
k0000000000) 
The postprocessing array, G, has to also be modified to match the new dimensions of 
the mask. This is done by adding lines of Os corresponding to the new rows and columns 
in a similar way to the mask. The following example illustrate this discussion so if the 
original decoding function is g; j then the NTHT decoding array is given in gg; j. The 
postprocessing array in this case is a three-leveled function. Both arrays are still valid 
arrays and thus, having ideal imaging properties or system PSF with zero side-lobes as 
demonstrated in Fig. 3.10. The NTHT patterns used in this work is based on MURAs. 
11 
-1 1 -1 11 
-1 111 -1 
9i, j = -1 -1 -1 -1 -1 
-1 111 -1 
1 -1 1 -1 1 
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f1 
o-io io -io i ol 
99i, j = 
0000000000 
-1 0101010 -1 0 
0000000000 
-1 0 -1 0 -1 0 -1 0 -1 0 
0000000000 
-1 0101010 -1 0 
0000000000 
10 -1 010 -1 010 
0000000000 
3.5 Near Field Coded Aperture Imaging 
The above presented patterns have been demonstrated to theoretically possess perfect 
imaging properties. This is because such patterns are of finite size and can be successfully 
decoded with correlation analysis, and are thus, capable of achieving an approximately 6 
function-like system PSF. The interest is particularly on the square patterns composed of 
square aperture holes. This means the design is specifically limited to the MURAs and 
the NTHT-MURAs CA patterns. The following subsections provide an overview of the 
mask camera configurations, designs and consequences of theoretical and practical issues. 
The geometrical parameters such the imaging FoV and the geometrical spatial resolution 
are also discussed. 
3.5.1 The Mask Camera Configurations 
This section presents the possible geometrical arrangements of the mask and the detector. 
Figure 3.18 illustrates these mask camera configurations but in this particular example 
assumes a point source located at infinity. Thus, the projection of the mask on the detector 
has the same size as the mask itself as the projected lines of response through the mask 
are assumed to be parallel. The first arrangement is the one shown in Fig. 3.18 (a) where 
the mask and the detector are of the same size. This configuration is refered to as the box 
camera [109] and to be used, the source needs to be located on the instrument axis. This 
is necessary to ensure that the source casts a complete pattern on the detector. In the 
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second arrangement (see Fig. 3.18 (b)) a larger detector is used as a possible solution for 
the off central axis sources. If the available detector is small in size a third arrangement 
can also be made using a mosaic mask. This is a (2x2) replication of the basic mask 
pattern so that off-centre rays still project a full cyclic mask pattern onto the detector. 
These geometrical configurations of the mask and the camera are considered the initial 
step of determining the imaging FoV. 
Mask 
Detector 
(a) (b) 
NJ ask 
(C) 
Figure 3.18: The three possible mask camera configurations: (a) both the mask and the 
camera have the same size, (b) the detector is larger than the mask, (c) The mask (2x2 
mosaics of the basic pattern) is larger than the detector. These schematic diagrams are 
adapted from [96]. 
The above concepts and arrangements can also be used in the near-field geometries. 
However, in near field geometry (as found in nuclear medicine applications) the source 
object must placed as close as possible to the detector to have a magnified image. This 
basically eliminates the use of the box camera geometry due to enlarging of the projected 
image. The second and the third arrangements are the only options to ensure that the 
object within the FoV project the full mask pattern, i. e. a 
"fully coded FoV", or at least 
a large part of the mask pattern onto the detector. 
As will be seen later once the source 
projects only part of its pattern on the 
detector, then its image can not be reconstructed 
perfectly. This is due to the incomplete coded information of the projected image and 
often termed as "partially coded FoV". The simplest solution to solve this problem is to 
use a larger detector to cover oblique sources, 
but this depends on the object FoV and is 
not always possible. An alternative solution 
is to introduce a adequate shielding to reduce 
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the FoV that is with less interest. This is an attractive option but in practice it is difficult 
to exclude all the effect of partial encoding from off-centre sources. Ultimately, this will 
produces undesirable near field imaging artefacts. However, and as will be seen in chapter 
7, a set of near field corrections can be implemented to mitigate these artefacts. 
In addition, the use of a mosaic mask is another option to solve the problem as it 
projects the entire mask pattern onto the detector, but with different pattern shifts de- 
pending on the source position. This ensures that all point sources at the edges of the fully 
coded FoV project the same pattern as the rest of point sources. However, the detector 
needs to be large enough to ensure that at least one basic pattern of the mask is fully 
projected onto the detector. 
3.5.2 Near Field Coded Aperture System Design Issues 
Having outlined the possible CA camera configurations, the discussion that follows falls 
into two main parts; the mask characteristics and the CA camera geometric parameters. 
The former considers the parameters of the mask such as size, thickness, material, pattern 
open fraction and type, and the number of basic patterns used in the mask if mosaics 
were to be considered. The geometric parameters on the other hand include the FoV and 
the geometric resolution. These together provide the design procedures and principles for 
CA imaging. Ultimately these have important consequences on the efficiency and on the 
resolution of the CA imaging device. 
The Mask Parameters & Physical Considerations 
As described earlier the MURAs and NTHT-MURAs families of CA patterns have ideal 
imaging properties. These patterns are the best available patterns that suit the proposed 
application. The MURAs have an open fraction of ; zz 50% and the NTHT-MURAs pro- 
vides 12.5% open fraction. Both have significantly higher transmission capability than 
the parallel-hole collimators that allow 0.01-0.1% transmission. The choice of the mask 
parameters is a compromise and is governed by the object size, and the distances between 
mask and object and the mask and detector. Thus, the physical mask size and the FoV 
depend on these parameters. 
In addition, the mask thickness is another important parameter for imaging. Binary 
masks produce ideal imaging properties i. e. allow a perfect decoded image with noise-free 
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data. To replicate the same performance in real imaging, the mask has to be infinitely 
thin and at the same time perfectly opaque in those areas designed to block the incident 
flux. In practice, these -y-rays have a finite probability of passing through the mask. The 
best material to be used as a mask is the one having minimum thickness for a given 
attenuation. 
The above discussed arrays are of two types non-self-supporting masks and self-supporting 
pattern. In the latter case, all opaque areas are connected at least along a line. However, 
in practical terms, the non-self supporting array is also not a problem to construct, as 
it can be made as a supported mask at the design stage with appropriate use of modern 
materials. This achieved by putting a thin low atomic number (Z) but supportive grid be- 
tween adjacent open holes. The most obvious material is carbon fibre but other materials 
can also be used. This however, may cause a loss of throughput and potential increase in 
scatter particularly for low energy photons. 
The Geometric Parameters 
There are several important parameters when considering CA for imaging. Apart from 
the intrinsic imaging characteristics, other geometrical factors are important and crucial 
for imaging. These include the physical detector size, the number of detector pixels, and 
the distances between the mask and the object, and between the mask and the detector. 
The choice will usually be governed by the desired FoV size and imaging resolution [99]. 
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Figure 3.19: Coded aperture geometric parameters: (a) determining the magnification 
coefficient , 
(b) determining the mask geometric resolution, Cr. 
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In near field geometry the magnification coefficient, m, is always greater than one. 
This is also called the scaling coefficient and is defined as the ratio of the size of mask 
shadowgram on the imaging detector to the physical size of the mask. For a mask of size 
m8, the magnification coefficient is purely geometric and with reference to Fig. 3.19 (a) 
can be obtained from: 
de z 
m9 a 
m9(ý) b mc= a =1+- m8 a 
(3.24) 
where a is the object-to-mask distance and b the mask-to-detector distance as demon- 
strated in Fig. 3.15. It is important that the magnification coefficient should not be 
confused with the object magnification, 0,,,,. The later can be defined as the ratio of the 
size of the projected object to the actual size of the object itself. This can be obtained 
from a simple geometry as: 
Om -b a 
(3.25) 
This indicates that the projected object is re-scaled. If a>b this mean that the mask 
is closer to the detector and thus, the projected object is minified. On the other hand, 
if a<b, the projected object is magnified. Both object magnification and magnification 
coefficient are related to each other so that: 
mc = 0,,,. +1 (3.26) 
One parameter of great importance in CA near-field design is the geometric resolution. 
The geometric resolution is the resolution of the system due to its geometric design. With 
reference to Fig. 3.19 (b) and considering an ideal detector the mask geometric resolution, 
G,., can be obtained from [110]: 
GrT _ 
me X Pm 
a_ 
Inc X Pm 
b me-1 
(3.27) 
where p,,,, is the size of a mask hole. 
Equation 3.27 suggests that the mask geometric resolution is largely affected by the 
aperture-hole size and the magnification coefficient. In practice, the image obtained from 
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FoV ; 
Iaýb1 
1 
Figure 3.20: Determining the imaging FoV from a simple geometry. 
real CA imaging system has a somewhat worse resolution and called the system resolution, 
due to other confounding factors (e. g. intrinsic camera resolution, statistical noise etc). 
Another important parameter in CA imaging design is the FoV or the size of object 
to be imaged by the CA. The size of the FoV is governed by the magnification coefficient 
and the detector size, d8, and with reference to Fig. 3.20 geometrically can be defined as: 
FoV = 
d'' 
M, -1 
(3.28) 
The FoV is closely related to the mask geometric resolution. This means that to 
improve the geometric resolution, by using a higher magnification, the FoV is actually 
reduced. The ratio between the two can be obtained from: 
FoV ds 
GT mcpm 
(3.29) 
Based on Eq. 3.29 the trade-off between the mask element and the FoV for a mask 
pixel, p,, , of arbitrary selected size 
2 mm, can be seen in Fig. 3.21 (a). The relationship 
between the geometric resolution as a function of magnification coefficient is given in Fig. 
3.21 (b). This suggest that the resolution is the same as the size of the hole magnified 
by the factor rn, assuming ideal detector. However, in practice in a real CA system other 
parameters such as intrinsic resolution and detector sampling must be considered. 
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Figure 3.21: Coded aperture geometric parameters: (a) trade-off between resolution and 
FoV, also reducing the FoV improves magnification, (b) the geometric resolution against 
magnification coefficient, illustrates that after m, >4 there is a very small improvement. 
3.6 The Decoding Methods 
As discussed before. CA is a two-step image formation device. First, it encodes the source 
information by casting a shadow of the CA pattern onto the imaging detector. Second, 
the recorded image must then be reconstructed by some form of decoding techniques to 
recover the original source object. This process is designed to give the spatial information 
and the intensity of the source object located within the FoV. Thus, the reconstructed 
image become as similar as possible to the original source object. 
There are several reconstruction technique proposed in the literatures for image decod- 
ing. The choice for a certain method depends on the application, the type of patterns used, 
and the available resources. The most widely used methods are the correlation analysis 
methods and the iterative reconstruction technique [109). The correlation methods are 
fast. the iterative methods may generate slightly better reconstructed images but albeit 
requiring longer execution time. All these methods reconstruct the object in the focused 
plane, but can not completely remove the influence of over/underlying planes. 
This work focuses on the correlation technique because it provides the highest sensi- 
tivity for point-like object [1091. The following subsection provides a brief summary of the 
correlation methods used in this thesis. The discussion also include sampling approach to 
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avoid artefacts in the decoded image. 
3.6.1 Correlation Techniques 
The correlation approach involves decoding the CA projected image with some array 
function of the mask pattern. The correlation process can be easily calculated via the 
inverse-transform of the product of the Fast Fourier Transform (FFT) of the two arrays. 
In modern computers this process can take few seconds. The early method of decoding was 
based on "matched filter" array [95]. This means that the postprocessing array (i. e. array 
of 1's and 0's) is the mask, A, itself. This correlation process is called auto-correlation 
and an example of the matched decoding can be found in Fig. 3.3. 
Another decoding method proposed by Brown [95] is refered to as the "mismatched 
filter" array. The only difference between these two decoding methods is that in the 
mismatched decoding the 0's in the array, A, are substituted with -1's. Thus, the resulting 
array are now called, G and if correlated with the binary array A, it produces an ideal peak 
(impulse like) with zero side lobes. This is because the mismatched filtering suppress the 
pyramid of the autocorrelation function. This decoding method is called the mismatched 
cross correlation function. Fig. 3.22 compares the system PSF of the random array 
obtained with matched decoding with that obtained with mismatched filtering. In the first 
case the decoded image is the response function convolved with a pyramid Fig. 3.22 (b). 
The side-lobe value in this case can be given by (r. s + 1)/4 with r. s representing the array 
dimension [68]. The decoded image improves with mismatched method as demonstrated 
in Fig. 3.22(d). This is because the zeros in the decoding array having been replaced with 
negative terms (-is) and thus, the artefacts removed or subtracted off while decoding [68]. 
Mismatched decoding method is also refered to as "balanced correlation" [68] analysis. 
This is because the post processing array, G, of such patterns contain +1's and -i's and 
the negative terms balance the positive terms of array, A, to a8 function once both arrays 
are correlated. 
In the case of mosaic arrays the correlation process is called periodic correlation. In 
this case the recorded pattern is also correlated with a cyclic postprocessing array. One 
of the advantages of imaging with mosaic pattern is that if the object is in the centre of 
the mask, and the projected image takes less than the whole imaging detector area, then 
a central area equivalent to the basic pattern is enough 
for decoding. In other words, this 
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Figure 3.22: The random array and its response function using matched analysis compared 
with mismatched correlation: (a) The decoded image of the random array using matched 
filtering, (b) vertical bar plot of the decoded image showing a peak on top of pyramid 
shape. (c) The decoded image of the random array using mismatched decoding, (d) vertical 
bar plot of the decoded image using mismatched decoding. 
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central area contain all the object information needed to reconstruct the image. In this 
case, the postprocessing array needs to be of similar size to the projected image. If then 
correlated with the selected central area of the recorded pattern it will recover the object. 
It is worth noting that zero padding are not necessary if both the projected image and 
the postprocessing array are appropriately scaled. In fact, with the periodic correlation, 
mosaicking the postprocessing array, G, is also not necessary. 
On the other hand, the mask camera arrangement shown in Fig. 3.18 b provides 
non-periodic projections. This is because one basic pattern is used to provide image 
magnification. In this case, particular care must be taken to ensure that the projection of 
the pattern is of similar size to the postprocessing array. If not, then the scaling or zero 
padding is needed to ensure that both arrays are of the same size. This is to ensure that 
the reconstructed image is not affected by edge boundary effect. It is worth noting that 
the decoding process with periodic or non-periodic correlation maintains an ideal PSF. 
In near-field digital decoding process, it is important that the projection is sampled 
appropriately to avoid artefacts. This is because in the selected geometry the projection of 
each mask hole is sampled on the detector more than once. This is of course dependent on 
the chosen magnification coeflicient, m,. The projection of each CA hole can be represented 
as axa square of square pixels. The sampling strategies or concepts in this case depend 
on the following equation [110]: 
mcpm 
Pd 
(3.30) 
where p,,, is mask pixel size and pd is the size of the detector pixel. This is an important 
equation and valid for all CA arrays involving the correlation analysis. This means that if 
a mask of size rxs is used for imaging a point source then the projected image is simply 
ar x as pixels. The axa square is filled with 1's or 0's according to the relevant position 
on the mask. If the chosen CA imaging geometry ensure that a> l then this called fine 
sampling [70]. It simply mean that the shadow cast of the aperture hole covers more 
than one detector pixel. Another important issue with decoding is to ensure that the 
mask shape is matched at the decoding stage. The postprocessing array, G, has also to 
be extended from rxs to or x as in order to perform the correlation. The arrays new 
locations must then be filled using either of two ways: 
" (i) First, by using the same scaling 
factor of the original postprocessing array. The 
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Figure 3.23: The system PSF for binary MURA mask using two decoding method: (a) 
using fine sampling, (b) using 6-decoding. Both methods were demonstrated with scaling 
factor of 4. 
filling here is with 1's and -1's in a similar fashion to the original decoding array 
elements. The system PSF for the binary MURA using this fine sampling method 
is given in Fig. 3.23 (a) 
" (ii) Second, by using 0's. This means that all the new locations are filled with 0's. 
Fenimore [70] called this method a 6-decoding. The system PSF for the binary 
AURA using this method is given in Fig. 3.23 (b) 
To understand the principle of delta decoding consider imaging a point source the 
produced (recoded) image is blurred. A second blur also comes from decoding the pro- 
jected image with the G function. According to Fenimore [70] 6-decoding can mitigate 
the blur of the reconstruction process i. e. the secondary blurring. In this case both the 
projected image and the decoding array, G, are finely sampled. The G array containing a 
8 functions for each CA-holes. This may slightly improve the resolution capability of the 
system in the case of isolated point-like objects with no background. Figure 3.24 show 
two profiles taken through the centre of the decoded images of a binary mask correlated 
using delta decoding and fine sampling respectively. This demonstrates that delta decod- 
ing have a slightly better resolution compared to the fine sampling mismatched decoding. 
However, fine sampling provides a higher sensitivity for such point-like object. Therefore. 
the vast majority of the CA data used in this thesis are based on fine sampling and with 
mismatched correlation analysis. 
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Figure 3.24: Profiles taken through the centre of the decoded images (system PSF) of a 
: AURA of 41x41 for fine sampling decoding (black solid line) and delta decoding (blue 
solid line) respectively. 
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Chapter 4 
Methodology 
This chapter provides a description of the three different methods undertaken to investigate 
the applications of Coded Aperture (CA) for breast tumour imaging. The initial method 
is based on the well known Monte Carlo Simulation (MCS) approach. This begins by 
describing the simulation package used in this work. Then in brief, describes the MCNPX 
input file and the way of modelling the imaging detector. Then the modelling steps and the 
validation process of the simulated camera against the full-size clinical gamma camera is 
described. Such verification steps are important and provide confidence to the simulation 
work. 
The other two methods of investigation are non-Monte Carlo and were particularly 
used for CA imaging investigations. The first of these is based on a simple approach 
called Binary Mask Shift (BMS) representing the action of a distributed source in the 
projective CA imaging geometry. This is attractive because it allows us to study these 
artefacts without the effect of 1(r;, fi) term of Eq. 3.13. The second method is based on 
Pseudo-Ray Tracing (PRT). This is based on purely calculating the angle of incidence of 
each point in the object that successfully strikes an open aperture element and then hits 
the detector element. Interestingly, these non-Monte Carlo methods yields similar results 
but takes less computing power, than using a full MCS approach. 
4.1 Monte Carlo Simulations 
This section describes the central methodology used in this thesis: it describes the design 
and the development of the MCS method. It is basically divided into four main parts. 
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The first part provides an overview of the MCS technique and the different simulation 
packages for photon transport. The second part describes the structure of the simulation 
code system. The third part of this section present the simulation method and code 
verification for modelling the imaging detector. The final part of this section highlights 
the different geometries used in this work for modelling the exemplar Toshiba gamma 
camera used here. It also provides a description of the verification process. 
4.1.1 Introduction 
MCS is a computational technique that attempts to model a real physical system. This 
statistical calculation method is based on the technique of random variable sampling that 
utilizes sequences of random numbers [111]. For instance in the case of y-ray transport 
problems, individual photons are tracked from point of origin to removal from the system 
(either by escape or by absorption), while interacting in a random way, as determined by 
the cross sections. Anger was the first to use this technique for simulating the physical 
response of his gamma camera. Since then, the technique has gained wide spread for many 
nuclear medicine applications. This may include the optimization of new cameras (detector 
or collimator) and the evaluation of the correction and the reconstruction techniques 
[112,113]. 
There are a wide variety of simulation packages that are commercially available in 
practice. Codes such as SimSET [112], GATE [114], GEANT4 [115] and SIMIND [112] 
are dedicated codes and thus used for specific geometries and applications where as codes 
such as EGS4 [112] and MCNP [116,111] are considered general-purpose codes. MCNP 
stands for Monte Carlo N-Particle and is a well established general-purpose code. It 
supports 34 particle (or coupled particles) types and has many cross section libraries for 
different physics models. The latest release is MCNP5 but MCNPX (stands for MCNP 
eXtended) is the one that was locally available. The main difference between the two codes 
is that MCNPX5 has many new additional features such as new source options, improved 
variance reduction technique and improved parallelism support. The latter feature can 
be achieved using parallel virtual machine and message passing interface which cluster to 
speed up calculation. Unfortunately MCNP5 
did not become available in the department 
until 2006, but has yet to be validated. 
Among the above mentioned Code MCNPX code was chosen because most of the above 
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dedicated codes employ large approximations on the interaction process particularly on 
the collimator model [112]. MCNPX however, models the physics of photon transport 
of the imaging system in a more accurate way. It is also more user friendly in term of 
geometrical and materials control and it does not require any programming. 
4.1.2 MCNPX Code Description & Concepts 
MCNPX (version 2.4.0) code was used in this work because it explicitly models the trans- 
port and the details physical interaction of photons within the geometries simulated. The 
code was written in Fortran-90 and Fortran-70, runs on PC Windows, Linux, and Unix 
platforms. It has powerful source definitions, a large collection of data libraries and good 
geometry plotting capabilities. It allows the user to build complicated geometries and to 
simulate the radiation transport within the geometries. 
The input file requires specifying the materials, geometry, radionuclides and their ener- 
gies. As well as the user need to determine what he needs to calculate from the geometry. 
The interactions of every primary and all subsequent photons and particles are tracked 
until they are either stopped, absorbed or leave the detection system. In other words, 
histories were terminated when the photon escapes from the detector or when its en- 
ergy dropped to the energy cut-off (1 keV). Although MCNPX has a large collection of 
variance reduction techniques, these were avoided for two reasons. First, due to the rea- 
sonably good speed of the available computers it was decided to keep the physics of photon 
transport to ensure preserving the stochastic (isotropic) nature of photon imaging. Sec- 
ond, most of variance reduction techniques involve using tallies (the calculations required) 
alone and that was not the case in all the simulated data presented in this thesis. In fact 
a performance increase was achieved by eliminating tallies and thus variance reduction 
technique. 
The Use of MCNPX 
The objective of this part is to simply give an overview of the structure of the MCNPX 
input file. For details of how to use and run the input files see the user manual [116]. In 
brief, the MCNPX input file contains the 3D geometry of the simulated problem includ- 
ing the material and source definition. A simple example of the structure of the input 
file is given in Appendix B. The cell cards section (a legacy aspect from using Fortran) 
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collectively gives the geometry of the system modeled. Each cell is preceded by number 
and followed by its material number and density. Each cell is also composed of bounding 
surfaces. These surfaces are defined in the surfaces card section and always commenced by 
a surface number. In the surface card each surface is also given an alphabetic mnemonic 
to indicate the surface type e. g. CY mean Cylinder on the Y axis. The final cell geometry 
is defined by union, intersection and complement of the listed regions bounded by the 
surfaces. 
In the data card section the card name must be the first entry. The type of particle 
is given in this section in the MODE card with the letter "P" stands for photon and 
"E" stands for electron transport. The "IMP" card is also used to determine the locally 
active particles transport. The data card section also contain the source specification cards 
that define the starting points for particle transport, and the material cards including the 
nuclide identification numbers. It also contain cell and surface parameters cards if they 
have not been specified in the cell and surface sections. For example the universe or "U" 
card is used to defines a universe number. This is considered as a self-contained cell e. g. 
a sphere or a box. A "FILL" card may be used to fill a subsequent cell of that universe 
using a specified universe number. The "LAT" card may also be used to create a repeated 
lattice structure of the relevant cell. The "TRCL" card provides a co-ordinate transform 
and may be used to shift or rotate the cell [116]. 
The final and the most important part of this section contain the physics model and 
the tally specification card i. e. the calculations that needed. The physics model is selected 
as either "simple physics" model or "detailed physics" model. 
The former does not take 
into account coherent scatter and the latter does and is the one used in this study. The 
last card in this section is the "NPS" which is the total number of histories used to 
terminate the simulation. Alternatively, the "CTME" card may 
be used that terminates 
the simulation by setting the total simulating time 
in seconds. 
Monte Carlo Basic Concepts 
Having described the layout of the input file the MCNPX code, then the package reads the 
file of the specified geometry and desired calculations. 
It then simulates individual particle 
histories and records the requested information. 
It basically allows the representation of 
all aspects of physical data with no approximations or averaging. 
This means that the 
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individual probabilistic events subject to statistical processes during interactions with 
various media are simulated sequentially. 
The MCNPX code uses a built in pseudo-random number generator. MCNPX code 
uses the linear congruential of Lehmer [116] but it has been modified in such way so that it 
can take into account different computer platform. The pseudo-random number generator 
supplies a unique sequence of numbers having an initial value called seeds. If the same 
seed is used it will generate the same sequence of random number. The pseudo-random 
number generator has also a random number stride (period or jump). This is basically 
the number of random numbers between any two consecutive particle histories. The code 
has a default pseudo-random number stride but it can be changed on the "RAND" card 
so that the stride is not exceeded. As with most codes MCNPX code deal with binary 
numbers. A pseudo-random sequence of integers I,, is generated by: 
I` n+1 = mod(Iýnln, n 
4S1 (4.1) 
Where Rm is the random number multiplier and 48 bit integers and 48 bit floating point 
mantissas are assumed. The default value of R71. is 519. The pseudo-random number is 
then given by: 
Rn = (2-48In) 
The starting pseudo-random number of each history is: 
In+1 = mod(M8, In) 
(4.2) 
(4.3) 
Where s is the pseudo-random number stride. The default value of s is 4525258. This 
number ensures that the bit pattern will change when the stride is multiplied by almost 
anything. The period P of the MCNP algorithm is: 
P=2 46 " 7.04 x 1013 (4.4) 
4.1.3 Modelling the Imaging Detector 
Most y-ray imaging detectors normally operate in pulse mode [117]. This mean that each 
detected photon is represented as a pulse and the final image is produced from a narrow 
window of particular amplitudes corresponding to a particular range of deposited energy. 
Thus, to simulate and accurately model the imaging detector, using the MCNPX code, 
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one needs to know the energy deposition, process by the detector as well as the spatial 
information that gives the exact location of photons. This can be achieved by combining 
the use of tally F8 as well as the use of a feature of the MCNPX code refered to as Particle 
Track Output Card (PTRAC). The former gives the energy deposition of number of pulses 
recorded by the detector where as the latter gives detail interactions including the photon 
locations as well as their energies deposition. Both utilities provide accurate and detailed 
physics simulation for the imaging detector. 
The following subsection provides a description of the steps undertaken to model the 
-y-ray imaging detector in a realistic way using the MCNPX code. This should also include 
the effects of limiting energy and spatial resolution on the projected images. These effects 
have been accounted for using a post simulation utility written using Matlab. The model 
then validated with experimental results so that it can be used as a platform with any 
image formation systems. Before describing the post-simulation program a description of 
the PTRAC is given here. In brief the use of PTRAC card in the simulation geometry of 
the MCNPX code produces a large output data file on particles trajectories. This single 
output list file, referred to as a PTRAC file has specific format. A summary of the format, 
the contents and the features of the PTRAC file is given in Appendix C. The PTRAC file 
needs to be sorted out first for further processing and image construction. 
Post Simulation Program 
To read the simulation data file a simple in-house post-processing program was written 
[118] to extract all histories from the PTRAC ASCII file corresponding to photons which 
interacted in the gamma camera's Nal crystal. The code then increments the image from 
these data file. The main disadvantages of this code is the limited imaging geometry and 
the long processing time. Further details of the code structure is available in [118] and 
references therein. 
To achieve better efficiency the code has been slightly modified to suite different source 
geometries and simulation set-ups. The main structure and the theoretical principle of 
the original code remains the same. A flow chart of the modified matlab code is given 
in Fig. 4.1. The code accumulate the spatial information of photons and their energies 
that have been finally deposited in the detector lattice. The effective position of a photon 
within the detector is calculated as the weighted average of the energy lost within the 
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Figure 4.1: Flow chart for the post simulation code 
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scintillation crystal. This is achieved by following each individual event over the position 
of the respective interaction using the centre-of-mass principle for the calculation. The 
total energy deposited within the detector is obtained by summing all the energies lost by 
the photon. 
The imperfections arising due to statistical uncertainty in position read out and in 
the recorded energy deposition process were also simulated using the same Matlab code. 
This was achieved by sampling a Gaussian distribution. Both the energy deposited by the 
photon and the X and Y position information are convoluted with a random noise from 
a zero mean values normal distribution. This process will simply blur both the spatial 
information and the energy deposition. Then the code uses a specified energy window to 
determine whether a particular event is accepted or ignored. Thus, all the major physics 
aspects of the imaging system are considered. The final part of the code is to divide 
the detector up into a matrix of pixels to produce a 2D projected image. The code also 
produces simulated energy histogram. 
Figure 4.2: The Toshiba single headed gamma camera. 
4.1.4 The Toshiba Gamma Camera 
Figure 4.2 shows the imaging detector used in the majority of the simulated data. This 
is a Toshiba (GCA-7100A) single headed gamma camera based in Royal Surrey County 
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Hospital (RSCH) nuclear medicine department. The camera specifications obtained ex- 
perimentally as well as by the manufacturer's are summarised in table 4.1 and table 4.2 
respectively. The imaging detector is a single block rectangular object whose size is 55 x 40 
cm2. The scintillator (crystal) is of thickness 0.95 cm and provides an experimentally (by 
the manufacturer) verified spatial resolution of . 0.37 cm FWHM. The later value is the 
system PSF measured at the center of the crystal with an idealised point source. This 
means that an idealised point source is seen not as a point but as a blur or spot. In 
practice, the use of some form of collimation is necessary to form the image, which further 
degrades resolution (see chapter 2). 
Table 4.1: The main parameters of the Toshiba (GCA-7100A) single head system gamma 
camera. All the physical parameters are obtained using 99mTc point source and with its 
photon energy 140 keV with the LEHR collimator in place. 
Main Parameters Values obtained 
Sensitivity (cpm/kBq) 4.6 
Field of View (mm) 550 x 400 
Photomultipliers 49 tubes x 76 mm diameter 
Scintillator Nal (Ti) crystal 
Crystal thickness 9.5 mm thickness 
Collimator mass (kg) 65 
Overall resolution (mm) 4.2 (at 0 distance) 
Table 4.2: The Detector performance (manufacturer's specification). The physical mea- 
surements are obtained with 9"Tc point source having 140 keV. 
Main Parameters Manufacturer's Specification 
Energy range 50 - 400 keV 
Field of view (mm) 550 x 400 
Intrinsic resolution 3.7 mm FWHM (Central FoV) 
Uniformity 3.3 % (Central FoV) 
Linearity 0.2 mm (Diff ) 
Energy resolution 10.0% (Useful FoV) 
Max count rate 230 kcps (20% windows) 
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Figure 4.3: The MCNPX geometrical model of the gamma camera: (a) a side view , 
(b) a 
top view (not to scale) demonstrating the geometry of the LEHR parallel-hole collimator 
plotted from the MCNPX code. 
Geometry 
In this part a description of the imaging geometries, collimator and the camera over all 
design is provided. The camera was modeled following an approach suggested by DeVries 
and Moore [119]. The first and the most important component of the camera is the 
collimator (see 4.3 (a)) and was geometrically modeled as a parallel-hole having square 
holes (see 4.3 (b)) [119]. The simulated collimator was of LEHR type as such collimator 
is mainly used for imaging 140 keV photons. The main parameters or specifications of 
such collimator is given in table 4.3. The imaging detector consists of a 0.95 cm Nal 
scintillation detector with density 3.67 g/cm3. The simulated detector is of size 40 cm 
x40 cm and defined by 1282 pixels, each 0.3125x0.3125 cm2. The backscatter from 
the Photo-Multiplier Tube (PMT) array is approximated by simulating a 6.8 cm thick 
slab of Pyrex following the method recommended by [119]. This homogenous block of 
Pyrex has 66% of the density of normal Pyrex to accurately simulate the PMT array 
glass material. The Pyrex was positioned directly behind the camera imaging detector. 
Thus, all the camera components were modelled, with MCNPX code, using sets of simple 
geometric primitives with various materials assigned to these shapes. Finally, all the 
camera geometries including the source should be within a sphere used in all simulations 
to limit the area in which transport take place as shown in Fig. 4.4. 
In all simulations carried out in this thesis the sources are emitted isotropically in 
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Table 4.3: The LEHR parallel-hole collimator specifications. 
Parameters Descriptions 
Collimator design Parallel square holes 
Material Lead 
Septa thickness (t) 0.02 cm 
Hole size (d) 0.15 cm 
Hole length (1) 4.00 cm 
collimator to detector distance (e) 0.575 cm 
/, - ýýý\ 
Point source °as % 
Pyrax 
Figure 4.4: The MCNPX model of the LEHR parallel-hole collimator gamma camera 
including the geometrical boundary. 
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all directions of the geometry. The simulated photons generated in the object under 
study are mainly subject to Compton scattering and photoelectric effect. The resulting 
photon histories, track individually, the positions of interactions and energy losses are 
then recorded in the PTRAC output file. The use of pulse height tallies (F8) provide 
the energy distribution of pulses created in the NaI crystal. The primary photons and all 
subsequent photons and electron particles are considered in the simulation. All these are 
tracked until they are either stopped entirely or leave the detector boundary. 
For accurate and more realistic simulation of the Toshiba gamma camera, each photon 
must be then subject to the effects of limited photoelectron statistics reflected in the finite 
energy and spatial resolution. To account for these effects, specific values were utilized 
derived from a-priori experiments on an actual Toshiba clinical gamma camera. The use 
of these detector imperfection processes in the simulation is discussed in the following 
section. 
Verification of the Simulation 
In order to validate the simulation data, an accurate and detailed knowledge of the Toshiba 
gamma camera response function is required. This is important to have a good faith that 
the geometry and the results from the simulation are correct. To simulate the response 
function of the gamma camera detector, first the resolution function of the camera needed 
to be modeled. Both the energy deposition and the spatial resolution function of the 
gamma camera were assumed to be closely approximated by a Gaussian response. This 
meant that to simulate a physical -y-camera both Gaussian energy blurring and Gaussian 
spatial blurring are required. 
Firstly, the limited spatial resolution encountered in real imaging situations, the recorded 
(X, Y) spatial information are blurred. The spatial blurring was achieved by sampling a 
Gaussian distribution with FWHM=0.37 cm, corresponding to the intrinsic resolution as 
determined by the camera's manufacturer. In the real gamma camera, this effect is due 
to incorrect image recording by the PMT. For the simulated data the true (X, Y) spatial 
information is blurred by a Gaussian with o =FWHM/2.35=0.1574. 
Similarly, recording of the energy deposition process is also subject to Gaussian broad- 
ening by sampling a Gaussian with energy 
dependent FWHM. The FWHM energy de- 
pendence was determined experimentally, using derived spectra from the aforementioned 
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Toshiba gamma camera. Various mono-energetic gamma sources (201T1,57Co, 99mTc and 
51Cr) ranging from 72-320 keV peak energies were experimentally imaged in air with no 
scattering material. The FWHM values of these energy spectra were fitted to a function 
[120] relating the energy deposited with the FWHM of the energy response [121,120]: 
FWHM = nl x Ei-"2 (4.5) 
where n1, n2 are values representing the best fit to the experimental data and the simulated 
results from the 'vICNPX, and E is the energy deposited. The above functional model 
is used in the Matlab code for blurring the energy deposited. Based on the the above 
energy spectra measurements, using the actual Toshiba gamma camera, and using Eq. 4.5 
the best fit was found with n1=0.35 and n2=0.23 as demonstrated in Fig. 4.5. 
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Figure 4.5: The relationship between the full energy peak FWHM and the energy deposited 
in the detector. Unfilled circles represent the experimental data. 
The -/-ray photons used in nuclear medicine usually suffer from Compton scattering as 
they travel through the scattering medium. As a result of this interaction process a photon 
loses energy. In addition, the Nal detector has an imperfect response to the incoming 
pulse. Thus, the energy deposition in the NaI crystal should be subjected to an acceptance 
window defined by 20% (± 10%) about the full energy peak. Because this symmetrical 
window is set around the full energy peak it is often called the photopeak window. For 
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99n, Tc, having gamma emission of 140 keV, the window is typically set between 126-154 
keV. Photons which fall outside this window are rejected and do not contribute to the 
final image. In reality, the final projected image contains some proportion of scattered 
photon in the photopeak, due to statistical broadening. 
Having constructed, tested the simulated geometry of the aforementioned Toshiba y- 
camera, the initial step to be taken now is verify the simulation. This can be obtained by 
determining the simulated system Point Spread Function (PSF) and the energy spectra 
and comparing it with the experimental data. 
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Figure 4.6: Comparison between the simulated and the experimental energy spectra for 
ssmTc of an small point source in air. The slight discrepancies 
between the two spectra 
are within the acceptable marginal error 
(i. e. 2-5 % of the FWHM). 
(a) Energy Spectra 
Using the PTRAC utility the simulated energy photopeak for a point source in air was first 
obtained and then compared with the the corresponding experimental data obtained from 
the Toshiba -y-camera. In both cases the incident radiation was mono-energetic (99mTc) 
at energy 140 keV. Figure 4.6 demonstrates the energy photo-peaks obtained from both 
the simulated data and the experimental data. 
(b) System Spatial Resolution 
The PSF is usually obtained from the 
2D projected image of a point source in air. It 
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can also be theoretically determined using the collimator equation and expressed as the 
FWHM. A set of MCS experiments of a point source in air located at various distances, 
(f), from the LEHR parallel-hole (of square-hole) were conducted. The chosen distances 
were 2 cm, 5 cm, 10 cm, 25 cm, 50 cm and 75 cm and the number of histories simulated 
in each of these simulated work was 108. These were performed to investigate the spatial 
resolution as a function of distances from the -y-camera collimator. The same experiments 
were a-priori performed using the aforementioned Toshiba clinical imaging system that 
coupled to an hexagonal-hole LEHR collimator. Exemplar plots of the response from a 
point source in air at 25 cm distance obtained from both the MCS and the simulated 
data are shown in Fig. 4.7. Figure 4.8 (a) and (b) shows the image profiles from both 
experiment and simulation of a point source in air separated by 10 and 50 cm from the 
collimator respectively. These demonstrate that simulation is in good agreement (i. e. f 
2%) with the experimental data. 
The spatial resolution expressed in FWHM were calculated from the simulated data 
and then compared with both the experimental data and the theoretical predictions. The 
theoretical resolution predictions were based on the collimator geometric spatial resolution 
equations proposed by Anger [77] and Webb [65] respectively. According to Anger the 
geometric resolution of the parallel hole collimator in terms of FWHM can be expressed 
as: 
FW HM = 
d(l +f+ e) (4.6) 
- -- --1 
where d is the hole diameter and f is the source-to-collimator distance and e is the 
distance between collimator and the centre of the detector (commonly e=0.575 cm), finally 
l is the collimator length or depth. Now if the parameters of Eq. 4.6 are replaced with the 
values shown in table 4.3 then the equation becomes FWHM = 0.038f +0.172. Similarly, 
Webb [65] suggested a similar equation but he ignored the e term as: 
FWHM = 
d(l 
l 
f) 
= 0.038f + 0.150 (4.7) 
The above theoretical equations defined by Webb and Anger suggest that the spatial 
resolution of the parallel-hole collimator can be improved by placing the source closer to 
the collimator. Thus, both equations seem to have a linear relationship [65]. 
Using the least square error line fit to the experimental and simulated data gives this 
equation FWHM = 0.038f + 0.210 as plotted in Fig. 4.9. This also shows the variation 
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(a) 
(c) 
(b) 
(d) 
Figure 4.7: Exemplar plots of the response from a point source at 25 cm from the colli- 
mator face: (a) the image obtained experimentally using the Toshiba y-camera, (b) the 
corresponding 3D plot of the image, (c) The simulated image and finally (d) the corre- 
sponding 3D plot of the simulated image. These demonstrate that the simulated results 
agree with the experimental data. 
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Figure 4.8: Exemplar profiles of the PSF from a point source obtained using MCS and 
real experiment using the the Toshiba -y-camera: (a) the point source located at 10 cm 
from the collimator, (b) the point source separated from the collimator by 50 cm. This 
demonstrates that the closer the point source from the collimator the sharper the PSF. 
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Figure 4.9: The spatial resolution in terms of the FWHM of an infinitesimally small point 
source of 99mTc in air versus imaging distance for experimental (unfilled triangle) and 
simulated results (unfilled circle) compared with theoretical models proposed by Anger 
and Webb. 
Anger: 
FWHM=0.038f+0.172 
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of the spatial resolution in term of the FWHM for the LEHR parallel-hole collimator. 
The presented results are for the simulated and experimental data compared with the 
Anger and Webb theoretical equations. These demonstrated the fall off of the spatial 
resolution with increasing the distance of the source from the collimator. Figure 4.9 
demonstrates good agreement between the simulated and experimental data although the 
simulated collimator had a square hole compared with the hexagonal hole in the case of 
experimental data. This is also confirmed and agrees with that concluded by DeVries [122] 
that on average both the square hole and the hexagonal hole approximately give the same 
result. 
Figure 4.9 also show sthat the model used for the experimental and the simulated data 
also agree with Webb and Anger Model. The slight differences (less than 5%) between 
the model used here and the Webb and Anger models are expected. This is because both 
theoretical models given by Anger and Webb are geometrical models and neglects any 
thing else. However the model used for the experimental and simulated data are more 
realistic as it includes the degradation effect of the camera physics. This is because in 
both cases the imaging detector was based on NaI and this is responsible for worsening 
the spatial resolution. 
This simulated camera model was used as a benchmark for the subsequent work with 
CA. The same camera model has been used after replacing the LEHR collimator with CA. 
4.1.5 Implementation of Coded Aperture for Simulation 
Having described the Monte Carlo (MC) method and the validation procedures, this sec- 
tion describe the MC implementation of CA pattern. To do so one first need to establish 
the relationship between the mask parameters including mask-to-detector-distance and 
source-to-mask distance. These parameters are important as it determines the system 
spatial resolution and needs to be established first. Before the MC coded images were 
undertaken, simple calculations were carried out to determine the suitable mask thick- 
ness and material. From Beer's Law, the attenuation or 
fractional loss of y-ray photons 
stopped in a material is given by the formula 
for linear attenuation coefficient: 
IT 
-µ' 1- Io =1- exp 
(4.8) 
where IT is the transmission intensity after passing through material, 1o is the initial 
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incident intensity, p is the attenuation coefficient (cm2/g) at the energy of interest and 
finally x is the density thickness (density thickness) g/cm2. 
The fraction of -y-rays passing through a material positions is called mask transmission 
or transparency, t, and is given by: 
t= exp-µy 
where p is the density of the mask material g/cm2. 
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Figure 4.10: The calculations of the total absorption as a function of materials thickness. 
The materials used in the calculations were uranium (U), tungsten (W) and lead (Pb). 
The simulated CA mask was tungsten sheet of thickness 1.5 mm as this will attenuate 
99.4% of the incident photons of energy 140 keV. 
The best material to be used as a mask is the one having minimum thickness for a 
given attenuation i. e. with the maximum product pxp. At 140 keV the values of µ were 
calculated, using the XCOM programme [123], for three materials; uranium, tungsten and 
lead. The mass absorption coefficient for these three materials as a function of thickness is 
illustrated in Fig. 4.10. Of these investigated materials, uranium (48.97 cm-1) is the best 
material, followed by tungsten (30.5 cm-1) and then lead (22.96 cm-1). However, it was 
decided to use tungsten with 1.5 mm thickness because practically it is the most suitable 
material. Tungsten has a density of 19.3 g/cm3 and its linear attenuation coefficient at 
140 keV is 1.76 cm2/g. For the chosen mask thickness of 1.5 mm and based on eq. 4.8. 
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the mask transmission is t=0.006 or 0.6%. This means that it allows less than 1% 
penetration of that introduced into the image and contributes to the deterioration of its 
quality and contrast. 
Basic Mask Design for Scintimammography 
In the particular case of scintimammography, the imaged region can be approximated to be 
a uniform volume of tissue with approximately uniform background activity, superimposed 
upon a small region of enhanced activity which is usually attributed to a lesion or disease 
presence. This target area is typically smaller than the sensitive imaging area provided 
on a clinical gamma camera. The displacement of the CA and the gamma camera away 
from close proximity to the breast means that shielding can be introduced to mitigate the 
effects of unwanted cardiac, liver, and bladder tracer uptake. In practice, the standard 
clinical gamma camera detector is limited in dimension to - 1/2 m2. Taken together with 
the need to shield the detector from non-specific (non-breast) activity means that the use 
of a mosaic mask may be impractical [124]. 
In addition, since the size of the breast is usually smaller than the -y-camera imaging 
detector, the second CA camera arrangement, Fig. 3.18 (b), is examined. This geometry 
allows a basic mask pattern to be projected onto the imaging detector. However, there 
are some constraints imposed by the detector. For instance, the allowed distance between 
the object and the CA mask, the size of the object or the FoV and the chosen image 
magnification. The latter is limited by the size of the object and more importantly by 
the size of the detector and its resolving capability. Finally and importantly the detector 
sampling so that the image produced not be distorted by the artefacts. 
Several masks have been investigated in this study; 41x41 MURA 
(symmetric mask) 
and 82 x 82 NTHT-MURA. Several geometrical configurations has also been considered. 
In additions, small investigations were carried out using 31x31 MURA (antisymmetric 
mask) and mosaic pattern arrangement based on either 
41x41 MURA masks. The main 
parameters of these masks are summarised in table 4.4. It is worth noting that the smaller 
the CA-hole the higher the image resolution but fewer photons reach the detector. In this 
study realistic aperture sizes of 2mm and 1mm were used 
in the simulations because it 
may be difficult in practice to design aperture-holes smaller than 1mm. 
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Table 4.4: The main parameters for the masks used geometry in CA imaging investigations. 
The Mask A B C 
Mask pattern MURA 41 x 41 NTHT MURA 82 x 82 MURA 31 x 31 
Open fraction 50% 12.5% 50% 
Mask symmetry symmetric antisymmetric anti-symmetric 
Material Tungsten Tungsten non 
Mask pixel size 2 mm 1 mm 2 mm 
Magnification coefficient 4 4 4 
Geometric resolution 2.6 mm 1.6 mm 2.6 mm 
FoV 8.2 cm 8.2 cm 6.2 cm 
Mask thickness 1.5 mm 1.5 mm Perfect 
4.2 Non-Monte Carlo Methods 
The main problems with MCS is that it takes very long execution time due to its intensive 
calculations. To obtain sufficient statistics the simulation can takes several weeks and 
produce huge output PTRAC files particularly with CA simulation. Two non-Monte 
Carlo methods, taking much less computation time, were developed to investigate and 
understand the performance of CA for imaging various source objects. The first method 
is referred to as the Binary Mask Shift (BMS) whereas the second method is referred to 
as Pseudo-Ray Tracing (PRT). These methods are discussed in the following subsections. 
4.2.1 Binary Mask Shift (BMS) Method 
This method was initiated using the projected image array of a perfect MURA (or pattern 
based on MURA) binary mask generated by an on-axis point source. Then using assumed 
knowledge of the shape of the distributed source to be imaged, the projected pattern 
was systematically shifted according to the projected point source pattern that would be 
obtained by every non-zero element in the object. The result of each single or "binary 
shift" of the projected pattern is then summed with the preceding projection pattern. For 
illustration consider a binary mask that has been first shifted to the left then right and 
then up and down and finally summed. 
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The summed shifted copies were then decoded with the usual post-processing, G func- 
tion (an inverse filter of A). This binary mask displacement method represents a far-field 
approximation and is also given by using Eq. 3.13 but with a constant fl(r"o, r; ) term. This 
noise-less composite method was used to demonstrate the effect of artefacts from planar 
objects or displaced (shifted) sources. Mask transparency, finite mask thickness and sta- 
tistical noise is not considered in this approach. But the projection data were convolved 
with a 2D Gaussian of standard deviation, or = 1.57 mm, to simulate the intrinsic PSF 
blurring of the gamma camera. As will be demonstrated in the next chapter, this simple 
BMS approach could be used to predict the source and the background pattern produced 
by uniform 2D object. This initial approach lead to the development of the Pseudo-Ray 
Tracing (PRT) method [124]. 
4.2.2 Pseudo-Ray Tracing (PRT) Method 
This method has been used to investigate the background distortion observed when imag- 
ing planar and 3D source phantoms. The images obtained from the PRT are divided into 
two groups these generated from a phantom containing lesion and those generated from 
a phantom without a lesion. In all the projections of a CA-hole cast by a point on the 
object falling on the detector grid these are represented by Eq. 3.13 and is calculated 
using purely geometric formulae. Simple in-house code was written to do this calculation 
based on calculating the fractional solid angle [125] subtended by each element of the 
mask whose shadow projected along the flux direction is intercepted by the detector. An 
accurate knowledge of the solid angle presented 
by the source to the mask is essential for 
calculating the projection. 
The solid angle, f2, (in steradian) is generally 
defined by an integral over the surface 
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P(zP, vp, u) 
Figure 4.11: Schematic diagrams used to define the solid angle for a point P: (a) a geometry 
for a solid angle subtended by the shaded rectangle OBCD , 
(b) a geometry for a solid 
angle subtended by the small shaded rectangle ABCD at the point P. Both geometrical 
diagrams were adapted from [125]. 
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that faces the source. The calculation here is based on calculating the fractional solid angle 
subtended by a rectangle shape [125]. To illustrate this consider the schematic diagram 
of Fig. 4.11 (a) the fractional solid angle, 0, subtended by the rectangle OBCD at point 
P is represented by: 
abd 
c=hf dxf y (4.10) 
00 (x2+y2+h2) 
As will be seen in Appendix B the above equation with the double integration can be 
solved and the result is: 
SZ = arctan Wa-y +--bFT h2 
(4.11) 
To illustrate how the fractional solid angles for each open element of the mask is 
calculated consider the schematic diagram of Fig. 4.11 (b). The rectangle in this case is 
enclosed by the four straight lines x=x1i x=x2, y=y1 and y=y2 and the coordinates of the 
observation point P are (xp, yp, zp). For the small shaded area ABCD (see Fig. 4.11 (b)) 
the fractional solid angles, 11, is represented by four solid angles subtended by rectangles: 
Q=arcta. n (22-xp)(y2-Up) 1 
zPý(22 - 2p)2 + 
(Y2 
- yp)2 + zp]4 
- arctan 
(21 
- Xp)(Y2 - lip) 
zP[(21 - 2p)2 + (Y2 - yp)2 + xp] 
arctan 
(X2 - 2p)(y1 - Up) 
- 
zPI(22 - 2p)2 + (Ul - y, 
)2 + Z2]J 
+ arctan 
(xi 
- 2p)(y1 - UP) (4.12) 
Z [(21 -x )2 + (U1 - yp)2 + zp2] 
Equation 4.12 has been used to calculate the fractional solid angle subtended by each 
opening of the mask at an arbitrary point. To calculate the projection for a 2D or 3D 
object the solid angle calculations requires a priori 
knowledge of the source distribution. 
In SM this is not a major issue as the breast is commonly compressed to a known thickness, 
and the 2D projection can be obtained from a simple optical camera. 
The code finds the 
center of the projection of the mask-hole 
by ray-tracing. 
To simulate a continuous distribution 
in the case of 2D or 3D objects, the phantom is 
divided into 3D volume elements or voxel of 1 mm3. 
Attenuation in the phantom, mask 
transparency, finite mask thickness and statistical noise are not considered in this simple 
model. The projection data were convolved with a 
2D Gaussian of standard deviation, a 
ab 
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= 1.57 mm, to simulate the intrinsic PSF blurring of the gamma camera. The CA camera 
performance has been judge based on its ability to detect a variable spherical lesion located 
at different positions and different Tumour-Background-Ratios (TBRs). 
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Chapter 5 
Pilot Simulations Using a MURA 
Coded Aperture for Near Field 
Imaging 
Having described the main methods developed for Coded Aperture (CA) imaging investi- 
gations in the previous chapter, the results from a preliminary study are given here. This 
chapter presents the near-field investigations of a CA coupled to conventional -y-camera 
using some relatively simple imaging geometries. These highlight the differences between 
the imaging geometries in previously reported [96) astronomical applications and that of 
using CA imaging in nuclear medicine environment [74,76]. In presenting these results 
this chapter is divided into four main sections. The first section describes the main in- 
vestigations obtained with the simple case of imaging a point source in air. The second 
section presents the effect of multiple-sources and imaging at multiple-depths. These in- 
tended to demonstrate the effect of multiplexing on the decoded images. The third and 
the fourth sections discuss the main investigations carried out with 2D and 3D source 
objects respectively. 
5.1 Introduction 
Using the MURA CAs in the far-field geometry with low noise applications produces 
artefact-free images when imaging point-like objects. In such far-field imaging problems 
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Figure 5.1: The response function (PSF) of an: (a) ideal (no noise) binary mask, (b) ideal 
decoded image i. e. the cross correlation of (a) with its G function produces sharp point 
with zero side-lobe, (c) 3D plot of the ideal decoded image and finally (d) a vertical profile. 
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applications, an object characterised as being made of isolated point sources (at infinity) 
distributed over a mainly dark background. These conditions provide the basis of artefact- 
free and high Signal-to-Noise-Ratio (SNR) imaging. Theoretically and as explained in 
chapter 3 in such low noise stellar applications [96] the S2(ro, rm) factor of Eq. 3.13 is 
constant (i. e. cos3(9) ^_' 1). This means that the imaging process can be considered to 
utilize a far-field geometry providing artefact-free images. Fig. 5.1 (a-d) demonstrates 
that in such situation the binary MURA produces a perfect correlation properties with 
zero side-lobes. In addition, to demonstrate the performance of the binary MURA CA of 
exemplar size 41x41 the Modulation Transfer Function (MTF) can be calculated. The 
MTF is a useful measure as it tell us about the quality of the imaging system and how it 
is susceptible to noise. There are various functions used to derive [126] the MTF and the 
one used here is defined as the absolute value of the Fast Fourier Transform (FFT) of the 
PSF and is given as: 
MTF(u, v) = JH(u, v) 1 (5.1) 
where H(u, v) is the FFT of the system PSF 
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Figure 5.2: The MTF of the MURA-CA as a function of frequency demonstrating how 
efficient is the MURA in passing frequency 
information. 
Figure 5.2 demonstrates that the MTF for the 
binary MURA-CA system has one value 
at all frequencies [126]. Thus, this represents 
the ideal case with no blurring or noise effect. 
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In practice, due to the finite size of the mask holes the CA imaging system can have several 
MTF values. 
5.2 Near-Field MURA Coded Aperture Imaging 
In contrast to the astronomical applications, this thesis is concerned with the near-field 
imaging as the source is placed at close distance (40 cm) from the detector to maximise 
the efficiency by collecting acceptable number of photons. In this case the far-field approx- 
imation breaks down and the incident photons are no longer parallel. This is a challenging 
task as the incident photons in near-field imaging geometries produce serious artefacts. A 
combination of Monte Carlo method and two other iterative methods have been conducted 
to illustrate the performance of CA imaging system and the quality of the reconstructed 
images. Fortunately a number of methods [104,76,124] have been suggested to mitigate 
these near-field effects (see chapter 7). 
In all investigations carried out in this study only static projection images (planar 
images) were considered i. e. data collected from a single angle. This is because multiple 
view CA imaging has been demonstrated [75] to add structured noise (from the out-of- 
focus planes) to the decoded images. 
5.2.1 Imaging with a Point Source 
This section represent the various investigations obtained with a point source using the 
aforementioned methods. The effect of placing the point source off the central axis is 
investigated demonstrating the effect of partial encoding. In addition, the effects of out 
of focus decoding is also investigated. Finally, in placing the point sources in water, this 
showed a relatively small effect on the decoded image, albeit with some loss of statistics. 
The main findings are highlighted and discussed in the subsequent sections. 
(a) On-central axis point source 
Figure 5.3 shows the schematic setup of the near-field imaging geometry for an idealised 
point source in air on the central axis. This imaging geometry ensures a magnification 
coefficient, (me), of four. This geometry setup is an ideal case for a point source in air 
and is used as a reference for the subsequent point source imaging results. In this case, 
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Figure 5.3: Schematic diagram of the h1CS using MURAs-CA, in the near-field imaging 
geometry, with a 99i'Tc photon energy (140 keV) point source. The imaging detector 
consist of 0.95 cm : dal scintillation detector defined by 1642 pixels each of 0.22 cm2. The 
physical dimension of the mask is 8.2 cm2. The source-to-mask-distance is 10 cm2 and 
the mask-to-detector-distance is 30 cm2. 
the projected shadowgram of the mask is completely covered by the whole detector area. 
This projected "image" does not produce the object directly (see Fig. 5.4 (a)) and needs 
to he decoded with the postprocessing array, G. This however, produces the intrinsic 
response function image from a point source for this particular arrangement. The point 
source decoded image produced from a CA camera is also referred to as the Point Source 
response Function or Point Spread Function (PSF). Fig. 5.4 (b-cl) illustrates the results 
of imaging the aforementioned point source with imaging geometry shown in Fig. 5.3. 
Note, the small cross-shaped side-lobes observed in Fig. 5.3 is due to the variation in the 
incident angle of y-rays i. e. solid angles effect, as will be seen later in chapter 7. The 
observed results from this on central axis geometry is near perfect because the correlation 
process of the projected image and the G function is complete and acts over all elements 
in the mask and detector. 
Having obtained the correlated image from an on-central axis point source, the effect 
of photon statistics can be established. In this case and for a set of point sources in air 
the total number of simulated photons were systematically varied. Then the peak value 
plotted as a function of photon statistics is given in 
Fig. 5.5 (a). From the point source 
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Figure 5.4: The MCS of system response from an idealised point source in air in the central 
axis shown in Fig. 5.3: (a) shows the appearance of the mask shadow i. e. the projected 
image . (b) the decoded image, 
(c) the 3D plot of the decoded image, and finally (d) a 
vertical profile taken through the centre of the decoded image. Note for this simulation 
7.5 Million photons were simulated and 1.6x 105 detected by the detector. The decoded 
image instead of a sharp point image there is a blurred spot. This latter effect is principally 
due to the simulated -y camera's finite PSF as well as object magnification. 
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in air investigations as a function of the simulated photons it was concluded that there 
only starts to be a significant drop in image quality when the total photons detected drops 
below ti 150k. This corresponds to a detected photon density of 10-100 photons cm-2. 
Figure 5.5: The effect of photon statistics a plot of the peak value as a function of counting 
statistics. This show that further increase in the simulated number of photons produce 
no significant increase in the peak value. 
(b) System Spatial Resolution 
One of the preliminary investigations with MURA-CA was to evaluate the spatial resolu- 
tion by simulating two idealised point sources of 
99mTc in air separated by 6 mm. The 
geometrical configurations for this simple experiment is the same as demonstrated in Fig. 
5.3. The decoded image and the corresponding vertical profile taken through the centre 
of the decoded image is illustrated in Fig. 5.6. 
(c) Off central axis point source displacement 
A series of MCS experiments, using a point source 
(140 keV) in air, were carried out to 
investigate the peripheral point source response 
function. In each case, the point source 
was displaced by a1 cm along the horizontal 
(Y axis of Fig. 5.3) about the centre of the 
FoV corresponding to a breast phantom that 
is 10 cm wide. The projected images were 
considered and then correlated with the post-processing array, 
G, corresponding to the 
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Figure 5.6: Spatial resolution image: (a) the decoded image result from the two point 
sources, (b) Profiles of 2 point sources separated by 6 mm, in air with the full-width-half 
maximum 4 pixel. NB: one pixel=2 mm, and due to imaging geometry a magnification of 
3 is also present. 
central source. 
Fig. 5.7 and 5.8 show exemplar plots of the point source response function, of 3 and 
5 cm point source displacement respectively. These two off-central-axis sources project 
only part of the mask onto the detector with respect to the full-field projection seen 
in Fig. 5.4 (a-d). The resulting decoded source locations in the decoded images were, 
unsurprisingly, shifted accordingly. This results in a lower peak point response value due 
to sensitivity (solid angle) loss. In addition, the side lobes clearly observed in the decoded 
image demonstrates enhanced magnitude with source displacement. 
To investigate this further, a set of point source response functions from the TICS data 
and the theoretical calculation were compared. An accurate knowledge of the fractional 
solid angle S2 subtended by each opening of the mask to the source is essential for this 
theoretical calculation. The fractional solid angle Sl is generally defined by an integral over 
the surface that faces the source; and for the mask is calculated from Eq. 4.12 considering 
the same geometrical configuration of the MCS. For a particular position of the source, 
the subtended fractional solid angle of each opening of the mask was calculated using the 
Eq. 4.12 then multiplied by the fractional area of projected shadow (illumination). This 
fractional area is equal to the covered area of the shadow by the detector divided by the 
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Figure 5.7: Exemplar plots of the response from a point source displaced by 3 cm from 
the central axis obtained from MCS: (a) the projected image which is simply a shadow 
of part of the mask, (b) the corresponding decoded image, (c) a 3D plot of the decoded 
image and finally (d) a horizontal profile through the decoded image. Note that (c) and 
(d) illustrate the "cross-like" side-lobes that occur due to imperfect imaging conditions 
associated with near-field geometry. 
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Figure 5.8: Exemplar plots of the response from a point source displaced by 5 cm from 
the central axis: (a) the projected image is simply a shadow of part of the mask, (b) 
the corresponding decoded image, (c) a 3D plot of the decoded image and finally (d) a 
horizontal profile through the decoded image. Once more, imperfect imaging causes an 
unwanted artefact in the image the magnitude of which increases with source displacement. 
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total area of the shadowgram. It is equal to one if the whole cast shadow is covered by 
the detector. Then this elemental solid angle is summed over all the mask opening as: 
S2 =EE Qij (ro) x ý1jj (ro) (5.2) 
where i, j represent the index of the mask opening and r0 is the source position, 522 is the 
elemental solid angle subtended by the mask opening and ýltij is the fractional area of the 
covered shadow by the detector as illustrated in Fig. 5.9. 
fl = 
covered area (5.3) 
total area 
E A 
Detector 
Figure 5.9: Schematic diagram showing fractional detected cast illumination of mask hole 
(shaded area) on the edge of the detector. In this case =a and A=(p,,,, x m,, )2, where: 
p, is the mask pixel size. 
The results of the source response 
function were represented in term of maximum 
(peak) value for each source as a function of point source 
displacement and is given in Fig. 
5.10. From such a figure one can see that the simulated 
data is slightly larger compared 
to the theoretical calculation. This slight 
discrepancy in the results is believed to be due 
to practical considerations not implemented 
in the theoretical calculation such as mask 
penetration and the finite mask thickness. 
The results also demonstrates that for the 
particular geometry shown here 
(MURA of 41x41 elements, magnification of 4) the point 
source displacements across the FoV produces a maximum 
loss of 0.52 in sensitivity along 
the the central axis. This will 
be expected to produce quadratic combination of 0.522= 
0.2704 at the corners. 
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Figure 5.10: The maximum value of the decoded image as a function of an off cental axis 
point source displacement. The horizontal shifts about the centre of the FoV correspond 
to a 10x10 cm2 FoV. Similar effects can be seen in the perpendicular direction. There is 
approximately a factor of 2 difference between the central and the edge (off-central axis) 
point source. 
Further study of the spatial variation in sensitivity was initiated using Binary Mask 
Shift (BMS) of the MURA pattern of 41 x 41 elements after being scaled by 4 to have the 
same imaging geometry as the MCS. As discussed in the previous chapter, in the BMS 
method, the mask is basically shifted one pixel at a time to produce the required shifted 
point source. This noiseless composite mask was then decoded using the usual G function 
to demonstrate the intrinsic imaging properties of the MURA mask under consideration. 
Figure 5.11 show exemplar plots of the binary (ideal) response from a shifted mask pattern 
corresponding to a point source shifted by 3 cm. 
For a realistic comparison of the BMS with MCS data each open hole of the shifted 
binary mask is then multiplied by 106 (representing the activity of the point source) and 
then convolved with a 2D Gaussian of standard deviation. Q=1.57 mm, to simulate 
the intrinsic PSF blurring of the gamma camera. Then this is decoded using the usual 
G function to demonstrate the intrinsic imaging properties of the MURA mask under 
consideration. Herein, only the 3 and 5 cm were considered individually. Figures 5.12 and 
5.13 show exemplar plots of the binary (ideal) response from a projected mask pattern. 
decoded images corresponding to a3 cm and 5 cm source displacement respectively. This 
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Figure 5.11: Exemplar plots of the BMS displaced by 3 cm: (a) shifted binary mask, (b) 
the corresponding decoded image, (c) a 3D plot of the decoded image and finally (d) a 
horizontal profile through the decoded image. 
This demonstrates the intrinsic imaging 
properties of the MURA mask. 
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Figure 5.12: Exemplar plots of the response function from BMS displaced by 3 cm, that 
shown in Fig. 5.11, after adding spatial blurring: (a) shifted mask, (b) the corresponding 
decoded image, (c) a 3D plot of the decoded image and finally (d) a horizontal profile 
through the decoded image. 
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Figure 5.13: Exemplar plots of the response from a BMS displaced by 5 cm: (a) binary 
mask shift, (b) the corresponding decoded image, (c) a 3D plot of the decoded image and 
(d) a horizontal profile through the decoded image. 
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binary mask displacement produces a striking similar results to the MCS results shown 
in Figs. 5.7 and 5.8. This suggests that the form of artefacts, in term of the shape and 
the magnitude of the side-lobes, arising from such imaging geometry can be predicted. 
The slight discrepancies in the BMS results compared to the simulated data is expected 
because in the BMS method there was no incident angle variation included i. e. solid angle 
effects were considered constant for all mask positions. To implement the variations in 
the angle of incidence for ry-rays at all mask locations and displacements, then the PRT 
method is needed. 
Figure 5.14: The maximum value of the decoded image as a function of an off cental 
axis point source displacement from MCS data compared with PRT. The horizontal shifts 
about the centre of the FoV correspond to a 10 x 10 cm2 FoV. Similar effect can be seen 
in the perpendicular direction. There is a good agreement between the two methods. 
Imaging a point source of similar configuration geometry to that shown in Fig. 5.3 but 
with an infinitely thin mask, using the PRT method has found to be almost identical to the 
MCS data of the same geometry. The shape and the magnitude of the small cross-shaped 
side-lobe artefact in the decoded image is observed clearly in both methods. Displacing 
the point source along the horizontal direction using the PRT method was compared with 
that obtained from the MMCS data and the results are given in Fig. 5.14. The PRT dis- 
placements results produce almost identical results to the MCS data. A similar effect 
was seen in the perpendicular direction. The slight discrepancies between the : TICS data 
and PRT is believed to involve some issues such as mask penetration and the finite mask 
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thickness that have not been consider in the PRT method. 
(d) Out of Focus Source Displacement 
The correlation of the projected image of a point source in air (on-central axis) and the 
postprocessing array G produces a delta function with a d. c. bias but no significant side- 
lobes for a point source in the desired decoding plane. However, this theoretically only 
holds true for a fixed source: CA distance, although this may be considered to be at infinity 
for large distances. 
In contrast, a number of MCS results were carried out using a point source that 
is displaced, along the principal axis, from the in-focus plane. In each case, the point 
source is displaced by a1 cm step, axially (in Z direction) from the in-focus plane of that 
shown in Fig. 5.3. Moving the point source closer to the mask produces an increases in 
the magnification. On the other hand, displacing the point source a way from the mask 
reduces the magnification. Exemplar plots of these results are shown in the subsequent 
figures (5.15-5.20). The decoded images and the form of artefacts arising from the out-of- 
focus source displacement were compared with the in-focus plane of Fig. 5.4. 
The source displacement, obviously, reduces or enlarge the image magnification coef- 
ficient sm,, and produces large complex artefacts structures. However, for these experi- 
ments, the same G function was used for decoding throughout, which represented a fixed 
magnification of 4 in order to observe the point source response at unknown depth, and 
using a simple central-plane decoding approach. Therefore, in these simulation experi- 
ments the influence of out-of-plane (axially displaced point source) activity in a near-field 
geometry was observed. It can be seen clearly that at a1 cm source displacement, there 
is a clear point-source signature, with evidence of increased side-lobe artefact. However, 
at 2 cm displacement, this artefact approaches the magnitude of the original out-of-plane 
point source signature. In addition, the observed 
PSF width of the original out-of-plane 
source naturally increase/decreases according to the effective magnification coefficient, m c, 
produced by its displacement. 
The above results (5.15-5.20) demonstrate 
the severity of the out-of-focus artefacts. 
These demonstrate that different forms of highly distorted images are produce in each case. 
This out-of-focus confirms what was suggested 
by Barrett and Swindell [66]: that the off- 
focus planes produce non-uniform complex 
blurred background. Figure 5.21 graphically 
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Figure 5.15: The MCS of system response from a point source displaced by 1 cm toward the 
mask: (a) the projected image which looks superficially similar to the usual CA pattern. 
There is. in fact, a loss of pattern around the perimeter due to the increased magnification. 
(b) the decoded image which has some unwanted artefacts due to imperfect correlation, 
(c) a 3D plot of the decoded image, and (d) a vertical profile through the centre of the 
decoded image, showing these effects in more details. 
127 
(a) (b) 
- 
u 
((") (d) 
, ýý 
ý ý. 
ý . ý, 
r . ý. 
I r; = 
it 11 
aLl 
Figure 5.16: The MCS of system response from a point source displaced by 2 cm, from the 
in-focus, toward the mask with m, =4.75: (a) the projected image exhibiting further loss 
of the mask pattern, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a 
vertical profile through the centre of the decoded image. This shows further deterioration 
in the image. However, it is worth noting the scale: in this case the artefacts are of similar 
or smaller magnitude compared to those seen in Fig. 5.15. 
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Figure 5.17: The MCS of system response from a point source displaced by 3 cm, from 
the in-focus, toward the mask with m, =5.29: (a) the projected image. (b) the decoded 
image, (c) a 3D plot of the decoded image, and (d) a vertical profile through the centre 
of the decoded image. The peak magnitude of the artefacts here is about half the peak 
response seen in Fig. 5.15 
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Figure 5.18: The MMCS of system response from a point source displaced by 1 cm, from 
the in-focus, away from the mask with m, =3.73: (a) the projected image, (b) the decoded 
image, (c) a 3D plot of the decoded image, and (d) a vertical profile through the centre 
of the decoded image. In this case a border can be seen around (a) corresponding to loss 
of magnification. This is imperfect correlation also enhances the cross-shaped side-lobes 
seen as a consequence of near-field imaging. 
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Figure 5.19: The TICS of system response from a point source displaced by 2 cm, from 
the in-focus, away from the mask with m, =3.50: (a) the projected image, (b) the decoded 
image, (c) a 3-D plot of the decoded image, and (d) a vertical profile through the centre 
of the decoded image. Similar effects as for Fig. 5.18 are observed except that further 
"false peak" artefacts are also seen. 
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Figure 5.20: The MCS of system response from a point source displaced by 3 cm, from 
the in-focus, away from the mask with m, =3.30: (a) the projected image, (b) the decoded 
image, (c) a 3D plot of the decoded image, and (d) a vertical profile through the centre 
of the decoded image. In this case the peak response from the point source is now lost in 
the broader artefacts. However, the magnitude of the artefact. However, the magnitude 
of the artefacts smaller than the peak response from the point source. 
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express this depth dependent effect. 
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Figure 5.21: The maximum value of the decoded image as a function of the axial shift in 
cm in both directions out of the central in-focus plane. 
As it has been suggested [70] the out-of-focus artefacts are believed to be due to the 
imperfect sampling of the projected shadow. This can be explained considering the mask 
used here composed of a square array of 41 x 41 (p x q) elements. The detector is similarly 
divided into pixels but not necessarily equal to the size of the mask pixels. The projection 
of each hole in the aperture is sampled as an axa set of the square pixels depending on 
the magnification coefficient (me). This leads to an important equation that relates m, to 
the projection of the mask-hole [110] as: 
7IZcpm 
Pd 
(5.4) 
where p,,,, is mask element size and pd is the size of the detector pixel. The above 
equation suggests that if a is integer then the projection of a point source covers exactly 
a square of axa pixels. This will then provides a perfect reconstructed image. This 
only exists for a specific position of the point source in the object and in practice this 
not the case. Thus, in the case the mask projection not matching the detector pixel i. e. 
a is having non-integer value then the constructed image is affected and the undesirable 
artefacts appear in the image. The severity of the artefacts increases as the matching of 
the projection and the detector pixel decreases. 
To investigate the effect of non-integer values of a in the decoded image. BMS method 
was used. This method was used to eliminate the near-field and the statistical noise effect. 
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The decoded image of a point source projected for different value of a ranging from 3.9-4.2 
was simulated. Figure 5.22 and Fig. 5.23 demonstrate that the intrinsic response function 
image of a MURA mask of 41x41 pattern is seriously affected by the small difference in 
the a value. It is worth noting that in all these different data the decoding was performed 
in the same depth. Thus, focusing the CA camera properly and decoding at the right 
depth minimises these out-of-focus artefacts. 
From all the above investigations one can infer that all sources at a particular depth 
are decoded correctly, but all others, outside this focal plane, are not, and therefore may 
contribute artefacts to the focal plane image. This suggests that for SM applications, where 
point-like objects are anticipated, it may be possible to apply a set of scaled decoding steps 
to seek out limited depth information as one can expect to see the highest intensity at the 
correctly decoded depth, dependent on the noise in the actual data. Attempts were made 
to decode the above results (i. e. Figs. 5.15-5.20), of a point source at different depths, 
in the right focal plane by applying a set of scaled decoding steps to seek out the correct 
plane. 
The resulting decoded images shown in Fig. 5.24 and Fig. 5.25 are for only a point 
source moved by 3 cm toward and away from the mask respectively. These demonstrate 
that it is possible to recover the response function of a single point source located at 
different depth. Note, the presence of artefacts in these decoded images particularly in 
Figs. 5.24. This is because the point source has been moved closer to the mask and thus, 
the magnification coefficient, rn, is greater than 5. Thus, in these particular geometries 
and due to the limited size of the imaging detector parts of the projected shadowgram of 
the mask are missing. This is believed to 
be the main cause of such imaging artefacts. 
From these investigations one can infers that the ideal geometry when imaging a thick ob- 
ject is to ensure that the maximum magnification coefficient at 
the front face of the object. 
(e) Depth of Focus 
From the above discussion one can see that 
the postprocessing array (G function) must 
be scaled so that it match the 
dimensions of the projected image. This is necessary 
to produce a perfect reconstructed image as 
imperfect matching distorts the resulting 
response function image. The aim of this section 
is to investigate the performance of the 
intrinsic response function image of a point source 
in air as a function of depth i. e. to 
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Figure 5.22: The effect of non-integer value of a on the PSF of a point source projected 
using BMS: (a) the decoded image for a=4 showing the ideal case of PSF. (b) a profile 
through the centre of such decoded image, (c) the decoded image for 0=3.9, (d) and a 
vertical profile through the centre of the decoded image. This demonstrate that small 
change in a is responsible for the loss in the peak value of (b) by : 42%. -Note that the 
mean side-lobe is 0.5 x 108. 
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Figure 5.23: The effect of non-integer value of a on the response function of a point source 
projected using BMS: (a) the decoded image for a=4.1, (b) a profile through the centre of 
such decoded image showing that the small change in a is responsible for the loss in the 
peak value by ti 43% compared with Fig. 5.22 (b) and the mean side-lobe is 0.5 x 108., (c) 
the decoded image for a=4.2 and, (d) a profile through the centre of such decoded image. 
Similarly the loss in the peak value is X75%. The mean side-lobe is 0.5 x 108. 
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Figure 5.24: The MCS of system response of a point source displaced by 3 cm, from the 
in-focus, toward the mask with m, =5.29: (a) the projected image results from decoding 
(a) with the equivalent scaled G function, (b) the decoded image, (c) a 3D plot of the 
decoded image, and (d) a vertical profile through (b). This should be compared with Fig. 
5.17 
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Figure 5.25: The MCS of system response of a point source displaced by 3 cm, from the 
in-focus, away from the mask with m, =3.30: (a) the projected image, (b) the decoded 
image results from decoding (a) with the equivalent scaled G function, (c) a 3D plot of 
the decoded image, and (d) a vertical profile through the centre of (b). This plot should 
be compared with Fig. 5.20 
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measure the depth of focus. The depth of focus is usually defined as the Full-Width-Half- 
Maximum of the PSF measured at different depth. A set of MCS experiments imaging an 
idealised point source in air was first carried out using the geometry depicted in Fig. 5.3. 
Then in each simulation the point source was displaced by 1 mm (in the Z directions of 
Fig. 5.3) step from the in-focus plane. This mean that the projection is changing due to the 
changes in the object-to-detector distance. Note that in each case the projected image is 
decoded using the usual correlation corresponding to focal plane. Figure 5.26 show a plot 
of the ratio of peak value to the mean side lobe of all decoded images as a function of axial 
shift in mm, about the central in-focus plane. A Gaussian curve fit to the demonstrated 
data was also shown in the same figure. A small displacement form the focal plane is 
enough to distort the image. 
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Figure 5.26: Plots of the depth of focus: the ratio of peak to the mean side lobe of the 
decoded image as a function of axial shift in mm, about the central in-focus plane with 
Gaussian fit. The FWHM=0.6826 cm and this represent half of the in focus point source. 
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5.2.2 Multi-source & Multi-depth Decoding 
Having considered the effects of a single point source at different depths, in the next set of 
MCS the effects of >2 sources at different depths is investigated. In each case 108 photon 
histories were simulated. 
(a) 
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Figure 5.27: Schematic diagram of the simulated geometry: (a) 3 point sources in air with 
the central source at the focal plane and the other two sources separated by 3 cm in front 
of and behind the middle source, (b) 3 point sources in air at different depths separated 
diagonally by X cm. The parallelepiped of 10 x 10 x6 cm3 test volume was drawn to clearly 
identify the locations of the point sources. 
(a) Imaging On Axis Point Sources Located at Multi-depth 
First three point sources in air were placed along the principle axis with the central source 
at the focal plane and the other two (out-of-focus) sources separated by 3 cm in front of 
and behind the middle source as shown in Fig. 5.27 (a). The aim was to observe the 
potential artefacts from each source and to see whether the use of a set of scaled decoding 
steps are able to successfully construct all these sources. Initially the projected image 
was decoded in the central plane and the results are shown in Fig-5.28 demonstrating a 
slight side-lobe corruption from the other two planes 
in the projected image. However, 
the image is dominated by the central target source. 
To recover the other two sources one needs 
to know the plane (depth) of the target 
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Figure 5.28: Exemplar plot of 3 point sources in air at different depths separated by 3 cm: 
(a) the projected image, (b) the decoded image of the central plane, (c) a 3D plot of the 
decoded image, (d) a vertical profile through the centre of the decoded image. 
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Figure 5.29: The AICS of system response using scaled decoding steps to recover the other 
two point sources of Fig. 5.28: (a) the decoded image of the first source, note that the 
point source is magnified by X4.3 (b) a diagonal profile taken from the upper right corner 
through the centre of the decoded image, (c) the decoded image of the second point source 
with magnified by X2.3, (d) a diagonal profile taken 
from the upper right corner through 
the centre of the decoded image. 
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object. If no a priori information is available then from the geometrical set-up all the 
distances between the mask and the detector and the mask and the the front face of the 
imaged object should be considered. In this particular example (Fig. 5.28) and for the first 
point source that has been placed closer to mask, the projected mask pattern provides a 
magnification coefficient or scaling factor >5. Then the decoding function, G, scaled by 
the same scalling factor of the projected image. Since the imaging detector is of known 
size 164x164, in this case the projected image is correlated with only the central part of 
the scaled G function that matched with this size of detector. This is necessary to ensure 
that both the decoding function and the projected image are of the same size. On the 
other hand, the second point source was located at the farthest distance from the mask 
so that the scaling factor is slightly >3 and thus, the projected image is now smaller 
than the imaging detector. Again the G function has to be similarly scaled. In this case 
the projected image is selected and then decoded with the correctly scaled G function. 
Figure 5.29 demonstrates that by applying a set of scaled decoding both point sources are 
recovered. Variation in the peak height between sources can be compensated by applying 
zero order correction to the projected before decoding (see chapter 7). 
Similarly, the geometry of Fig. 5.27 (a) was repeated, but in this case using cold 
(i. e. non-radioactive) Tissue Equivalent Material (TEM) to introduce the effect of pho- 
tons attenuation and scattering. The result is shown in Fig. 5.30 demonstrates a slight 
appearance of "leakage" from other planes. The slight difference between Fig. 5.28 and 
Fig. 5.30 is attributed to photon attenuation and scattering. Attempts were also made to 
recover the other two point sources using a set of scaled decoding steps and the result is 
presented in Fig. 5.31. 
(b) Imaging Off Axis Point Sources Located at Multi-depth 
The following set of MCS investigations combine the effect of both off-central axis and 
multi-depths point sources decoding. Thus, the response function from these investigations 
is the product of the off-central axis and the out-of-focus effect that has been separately 
demonstrated in the previous experiments. The aim was to demonstrate the system's 
ability in resolving these sources as well as to demonstrate the effect of multiplexing on 
the projected images. Four MCS experiments of point sources in air at different depths 
have been undertaken with sources placed along the major diagonal. All have the same 
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Figure 5.30: Exemplar plot of 3 point sources in TEM at different depths separated by 3 
cm: (a) the projected image, (b) the decoded image of the central plane, (c) a 3-D plot of 
the decoded image, (d) a vertical profile through the centre of the decoded image. This 
demonstrates similar behavior to Fig. 5.28, except that the peak has been attenuated 
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Figure 5.31: The MCS of system response using scaled decoding steps to recover the other 
two point sources in TEM of Fig. 5.30: (a) the decoded image of the first or front-most 
source, note that the point source is magnified by X4.3 (b) a diagonal profile taken from 
the upper right corner through the centre of the decoded image, (c) the decoded image 
of the second point source with magnified by X2.3, (d) a diagonal profile taken from the 
upper right corner of the decoded image through the centre. 
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experimental set-up as demonstrated in Fig. 5.27 (b) but with different numbers of point 
sources. It is worth noting that in each experiment the position of the central point source 
is the same placed on the central axis and giving an object magnification factor of 3. The 
point sources located closer to the mask provides higher object magnifications where as the 
point sources located further from the mask provides lower object magnifications. Initially, 
the projected images from these point sources were considered and then correlated with 
the post-processing array, G, corresponding to the central source. 
The first and the second experiments are for only 3 point sources in air placed at 
different depths and separated diagonally by 7.68 and 1.22 cm respectively. In the first 
experiment and after decoding one would expect to see mainly the central point source 
as the two out-of-plane sources are placed at the far diagonal edges of the image as 
demonstrated in Fig. 5.32. In the second experiment the point sources were separated 
by 1.22 cm and initially correlated in the demonstrated central plane. The results from 
these experiments are presented in Fig. 5.33. These demonstrate the increased effect 
of artefactual leaks from other planes as the diagonally measured distance between two 
point sources decreases i. e. separation is less than 1 cm. Note also the initial indications 
of a non-uniform background associated with the multiple point sources in Fig. 5.33. The 
slightly brighter patches seen in close to the edges of the image can be contrasted with the 
near uniform zero background seen in Fig-5.32. This effect is seen with greater clarity as 
the object moves from being point like to a distributed nature. A set of scaled decoding 
steps was used to recover the other two point sources is given in Fig. 5.34. 
The third and the fourth experiments were for 5 (see Fig. 5.35) and 9 (see Fig. 5.36) 
point sources separated by 3.84 and 1.92 cm respectively. These distances were chosen 
to see the potential artefacts from such sources as well as to demonstrate the effect of 
multiplexing. More importantly to demonstrate whether the use of a set of scaled decoding 
steps is useful in resolving all the point sources separately. Initially, the two projected 
images shown in Fig. 5.35 (a) and Fig. 5.36 (a) were correlated in the demonstrated 
central plane in order to observe the effect of activity at out-off plane unknown depth. 
Figure 5.35 (d) demonstrates the locations of these 5 point sources with source number 
1 being the closest to the mask and source number 5 is the farthest. Only two closest 
point sources to the focal plane can be clearly 
identified as a point sources. The other two 
point sources (1 and 5) were located at the two edges of the object FoV and thus, without 
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Figure 5.32: The MCS of system response for 3 point sources in air placed at different 
diagonal depths and separated by 7.68 cm: (a) the projected image, (b) the decoded 
image, (c) a 3D plot of the decoded image, (d) a diagonal profile taken from the top right 
corner of the decoded image. 
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Figure 5.33: The MCS of system response for 3 point sources in air placed at different 
diagonal depths and separated by 1.22 cm: (a) the projected image demonstrating spill- 
over of depth dependent decoding into the central focal plane, (b) the decoded image, (c) 
a 3D plot of the decoded image, (d) a diagonal profile taken from the top right corner of 
the decoded image. 
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Figure 5.34: The MCS of system response using scaled decoding steps to recover the other 
two point sources of Fig. 5.33: (a) the decoded image of the first source, note that the 
point source is magnified by ýz-, 3.3. This has been successfully recovered, but there is 
evidence of spill-over from the central plane, (b) a diagonal profile taken from the upper 
right corner through the centre of the decoded image, (c) the decoded image of the second 
point source with magnified by X2.7. (d) a diagonal profile taken from the upper right 
corner of the decoded image through the centre. Again a similar spill-over effect from the 
central plane can be seen. 
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prior knowledge were difficult to be identified from the side-lobes artefacts. This again 
show the drop-off in sensitivity with depth, although because of different magnification, 
this drop-off is not symmetrical about the focal plane. 
(a) (h) 
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Figure 5.35: Exemplar of 5 point sources in air placed in the major at different axial depth 
separated diagonally by 3.84 cm: (a) the projected image, 
(b) the decoded image, (c) a 
3D plot of the decoded image, and (d) a diagonal profile through the decoded image. Note 
that source 1 and 5 were identified through a set of scaled decoding steps. 
A set of scaled decoding stages with a1 mm step was used through the entire depth 
of the point sources. This is achieved through using the usual correlation method in order 
to recover the remaining two sources of 
Fig. 5.35 i. e. point sources number 1 and 5. 
This is because the other three central point sources can be easily identified with this step 
decoding. Figure 5.37 show that with a set of scaled decoding it is possible to separately 
recover both point sources but with significant artefacts. 
However, from these decoding 
steps one can infer that once the point sources exceeded 
5 point and thus the depth spacing 
between these point sources are small it is 
difficult to successfully recover all the point 
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Figure 5.36: Exemplar plot of 9 point sources in air at different diagonal depth separated 
by 1.92 cm: (a) the projected image, (b) the decoded image, (c) a 3D plot of the decoded 
image, and (d) a diagonal profile through the decoded image. Note that planes at different 
depths contribute to artefacts in the decoded image (b). 
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sources. 
5.2.3 Imaging a 2D Uniform Object 
Having considered the geometric and decoding effects associated with multiple point 
sources, it is now appropriate to consider the effects of imaging 2D planar distributed 
source. The geometry seen in Fig. 5.3 of an on-central axis point source projects a shad- 
owgram of the mask that covers the entire detector area. It is more appropriate to use 
a very large imaging detector in the following investigations but it was decided to limit 
the detector size to a more realistic size as may be found with a conventional -y-camera. 
The MCS experiments used here represent approximately planar (2D) square objects of 
0.1 cm thickness and different sizes ranging from (12-122 cm2) using the same mask cam- 
era configurations as demonstrated in Fig. 5.38. In each case approximately 109 photon 
histories were simulated. In these cases each point source of the object produces its own 
projected shadow of the CA. The coded image (2D distribution shadowgram) is the sum 
of each of these point source projections. Two exemplar planar object phantoms of size 
1x1 cm2 (see Fig. 5.39) and 5x5 cm2 (see Fig. 5.40) are given here. In Fig. 5.41 the 
decoded images obtained from systematically increasing planar source are shown. Other 
exemplars of different object size are given in the next section. 
The results from such investigations suggest that the distributed source artefacts ap- 
pear very clearly for object larger than 1x1 cm (see Fig. 5.39). Due to the finite size of 
the detector different object sizes produce different artefact shapes (i. e. re-enforced with 
object size) in the reconstructed images. Thus, one tends to gradually lose the decoded ob- 
jects completely as the artefact dominates the image for larger planar source distributions 
(see Fig. 5.41). 
To initially investigate the background distortions, of a planar distributed object, ap- 
pearing in the reconstructed image the BMS technique was used. This method produces a 
background distortion artefact that is due to the finite size of the object (off-axis sources) 
but ignoring other artefacts due to 0K, rt) term or variations in the incident -Y-rays. 
Exemplar images of the predicted flat field distortion from the BMS method of a planar 
square source of 1 cm2 and 5 cm2 are given in Fig. 5.42 and Fig. 5.43 respectively. This 
shows that the intrinsic distributed nature of the source and the multiplexing that pro- 
duces leads to a particular type of artefact that can be easily predicted. Although the 
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Figure 5.37: MCS of system response using scaled decoding steps to recover the other 
point sources of Fig. 5.35: (a) the decoded image of the first source, note that the point 
source is magnified by ,: 4.2. The other 'ghost' sources also occur due to the imperfect 
decoding. (b) a diagonal profile taken from the upper right corner through the centre of 
the decoded image, (c) the decoded image of the fifth point source with magnified by X2.2. 
(d) a diagonal profile taken from the upper right corner of the decoded image through the 
centre. 
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Figure 5.38: Schematic diagram of the flood field of variable phantom sizes showing the 
basic elements of the complete geometry simulated of thin phantom. 
overall images and their corresponding surface plot from using the BMS method are simi- 
lar to that produced from MCS, the BMS ignores solid angle effects. Therefore, to better 
reproduce and predict the shape of these artefacts, the PRT technique was employed, as 
this incorporate the solid angle effect that are particularly important in imaging with a 
near field geometry. 
Thus, to consider the effects of all these geometrical artefacts, similar sized planar 
square objects were studied using the PRT method (see Fig. 5.44). The reconstructed 
image from such square source shown in Fig. 5.44 was compared to the corresponding 
from the BMS (see Fig. 5.42) and MCS data Fig. 5.39. Both methods successfully 
predicted the flat field background distortion artefacts of the uniform 2D object imaged. 
With the PRT and MCS methods the radiation intensity reaching the detector are not 
uniform (solid angle effect) and this causes a sensitivity 
dip toward the centre. Exemplar 
vertical profiles of predicted flat field distortion of 2D square source object of size 1x1 
cm2 and 3x3 cm2 from PRT method compared with the corresponding produced from 
JICS data is shown in Fig. 5.45 
(a) and (b) respectively. This show that the PRT method 
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Figure 5.39: Exemplar plot of the MCS of a planar phantom of a1x1x0.1 cm3: (a) 
the projected image, (b) the decoded image, (c) a 3D plot of the decoded image, this 
demonstrates the effect of the solid angle factor as it causes a sensitivity dip toward the 
centre, (d) a vertical profile taken through the centre of the decoded image. 
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Figure 5.40: Exemplar plot of MCS of planar square source of 5x5x0.1 cm3, (a) the 
projected image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a 
vertical profile taken through the centre of the decoded image. 
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Figure 5.41: Exemplar plot of MMCS of planar square source of lOx 1OxO. 1 cm3, (a) the 
projected image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a 
vertical profile taken through the centre of the decoded image. 
157 
(a) (b) 
1: 1 
(c) 
1, -.. 
(d) 
Figure 5.42: Exemplar plot of synthetic BMS equivalent to 1x1 cm2 square source: (a) 
the projected image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a 
vertical profile taken through the centre of the decoded image. This should be compared 
with 5.39 
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Figure 5.43: Exemplar plot of BMS equivalent to 5x5 cm2 square source: (a) the projected 
image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a vertical profile 
taken through the centre of the decoded image. 
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was found to produce flat field distortions that is almost identical to the MCS data. The 
slight discrepancies remaining are due to photon statistics and MCS geometry specific 
effects such as mask thickness. More results that compare the PRT and MCS methods 
are presented in Appendix E. 
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Figure 5.44: Exemplar plot of PRT of 1x1 cm2 square source: (a) the projected image, 
(b) the decoded image, (c) a 3D plot of the decoded image, and (d) a vertical profile taken 
through the centre of the decoded image. This should be compared with Fig. 5.39 and 
Fig. 5.42. This technique successfully predicts the intrinsic flat field distortion caused by 
a distributed planar source. 
5.2.4 Imaging a 3D Uniform Object 
Having observed the in-plane artefacts produced 
by a 2D distributed source, and learnt 
how to predict and corrected these, a more realistic 
3D object distribution was considered. 
Extending from 2D planar to 3D volumetric source objects means that Eq. 3.13 is now 
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Figure 5.45: Exemplar vertical profiles of predicted flat field distortion from PRT method 
compared with the corresponding produced by 2D MCS: (a) 2D source object of 1x1 
cm 2. (b) 2D source object of 3x3 cm2 from PRT method (filled circle) compared with the 
corresponding produced by 2D MCS (filled square). 
extended to triple integrals that may further increase the complexity of the decoding 
procedure. This is because in practice, one can only focus in one plane and the other 
underlying/overlying planes potentially contribute to blurred out-of-plane artefacts, as was 
seen with the previous simple point source investigation in section (5.2.1 (d)). This section 
investigate the effects of imaging artefacts arising from 3D "flood field" uniform objects 
using PRT and MCS method. The aim was to generate a prediction of the unwanted 
background structure by simulating a uniform 3D object of similar size to a compressed 
breast. 
The geometrical set-up of the MCS is shown in Fig. 5.46. Different target volumes of 
fixed thickness (6 cm) ranging from 6-864 cm3 were imaged. In each case approximately 
109 photon histories were simulated. Figure 5.47 and Fig. 5.48 show two exemplar of 
the predicted flat field distortion from \ICS method of a 3D source of 1x1x6 cm3 and 
5x5x6 cm3 respectively. The results from these investigations suggest that the artefact 
appear very clearly for object larger than 1x1 cm and increase with source object size. 
For larger source object >4 cm the decoded images show 2 arc-shaped valley in each side 
of the image. The effect of the volumetric source is clearly demonstrated in Fig. 5.47(a) 
compared with that produce from the planar source but having the same size shown in 
(b) 
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Figure 5.46: Schematic diagram of the flood field of variable phantom sizes (having fixed 
thickness of 6 cm) showing the basic elements of the complete geometry simulated. 
Fig. 5.39 (a). 
Now the PRT method is used to demonstrate the predicted flat field distortion obtained 
for different target volumes of fixed thickness (6 cm) ranging from 6-864 cm3. Figure 5.49 
show exemplar of the predicted flat field distortion from PRT method of a 3D source of 
1x1x6 cm3 demonstrating a slightly larger distortion artefacts compared with the 2D 
source object. 
To consider the difference between a full 3D prediction of the background compare to 
just considering 2D in-plane effects, a 
high statistics PRT method was used. Fig. 5.50 
shows exemplar (few more results are shown in appendix E) profiles of the decoded image 
of the predicted flat field distortion obtained 
from the PRT method for 2D planar and 3D 
volumetric source objects. The imaging profiles taken through the centre of the decoded 
images demonstrate that the flat field distortion artefacts from 3D volumetric source 
objects appear some how similar to that observed when imaging a 2D planar object. It is 
also worth showing the decoded images resulting 
from these 2D planar and 3D volumetric 
source objects. This is clearly 
demonstrated in Fig. 5.51 showing that the flat field 
distortion artefacts from 3D appear some 
how similar to that observed when imaging a 
2D planar object. This suggests that the source of gross artefacts is 
largely attributed to 
the effect of in-plane distributed radioactivity and 
the effect of incomplete (partial coding) 
162 
(a) (b) 
u 
(c) (d) 
Figure 5.47: Exemplar plot of MCS of 3D square source of 1x1x6 cm3: (a) the projected 
image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a vertical 
profile taken through the centre of the decoded image. 
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Figure 5.48: Exemplar plot of the simulated 3D phantom of a5x5x6 cm3: (a) the 
simulated image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) 
a vertical profile taken through the centre of the decoded image. The effect of limited 
photon statistic is clearly demonstrated. 
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Figure 5.49: Exemplar plot of PRT of 3D square source of 1x1x6 cm3: (a) the projected 
image, (b) the decoded image, (c) a 3D plot of the decoded image, and (d) a vertical 
profile taken through the centre of the decoded image. This should be compared with Fig. 
5.44. 
165 
of the mask pattern due to off-axis sources. 
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Figure 5.50: Exemplar vertical profiles of predicted 2D flat field distortion from the PRT 
method for a planar source compared with 3D source object after least squares fit to 
normalise the distribution: (a) planar square object of size 3x3 cm2 compared with 3D 
object of 3x3x6 cm3, (b) planar square object of size 4x4 cm2 compared with 3D object 
of 4x4x6 cm. 3 
The 3D set of investigations suggests that the main cause of the distortion artefacts, in 
near-field geometry, is the finite distributed size of the source object mainly from within 
the focal plane. It also suggests that the form of the artefact, in terms of the shape and the 
magnitude of the side-lobes, arising from such imaging geometry can be predicted. These 
are encouraging results and suggest that the MURAs-CA near field distortion observed 
with distributed 3D source object, as might be found in SM, can be easily predicted and 
corrected (see chapter 7). 
5.2.5 Conclusions from the Pilot Simulation Study 
From the above investigations one may draw the following conclusion: 
1. The 'AURA pattern for imaging a point-like object in the near field geometry has 
good performance with zero side lobes. However, image artefacts are intrinsic to CA 
imaging when using near-field geometry even when imaging small point like objects. 
2. The non-Monte Carlo methods i. e. the 
BMS and the PRT methods produce compa- 
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Figure 5.51: The decoded images from PRT method for 2D and 3D source object: (a) the 
decoded image from 2D source object of size 3x3 cm2, (b) the decoded image from planar 
source of size 4x4 cm2, (d) the decoded image from planar source of size 4x4x6 cm2. 
These reconstructed images demonstrate that the predicted flat field distortion obtained 
from the PRT method for 2D planar and 3D volumetric source objects are almost the 
same. 
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rable results to using MCS. Both methods successfully predict the form of artefacts, 
in term of the shape and the magnitude of the side-lobes that is due to the off-centre 
source displacement. 
3. It should be noted that by even removing the effect of varying the incident 'y-ray or 
solid angle effect (when using the BMS method), the artefacts are still present in 
the decoded image. These artefacts accounted for the effect of source displacement 
result in losing information by not covering the whole image. This suggests that 
for high resolution near-field imaging one ideally needs a large detector that fully 
samples the mask patterns for all the sources within the FoV. 
4. In the case of a single point source in air located at different depths, decoding is not 
a problem as it can be obtained by applying a set of scaled decoding steps to seek 
out limited depth information, where the highest intensity is seen at the correctly 
decoded depth. 
5. One of the observation demonstrated with MURA-CA investigations is that the out- 
of-focus behaviour of reconstruction have complex non-uniform structure. These 
investigations suggest that 3D imaging with CA is not the best option as the out of 
focus planes produces highly distorted images with severe artefacts. 
6. The multi-source & multi-depth decoding investigations demonstrate the effect of 
multiplexing on the projected image particularly as the complexity of the object 
increases. In addition, once the complexity of the object increases i. e. for more 
than 5 sources and the spacing between them are less than 0.5 cm FWHM, then it 
becomes difficult to faithfully recover the true distribution due to the presence of 
artefacts. 
7. Distortion artefacts appear in the image with large magnitude once the geometry 
starts to become more complicated 
(distributed) and the FoV increases. These were 
visualized for objects larger than 
1x1 cm2. The source of background distortion 
artefacts appear when imaging 2D and 
3D object are believed to be due to a com- 
bination of several factors: 1) Due to finite size of the detector the off-axis sources 
cause incomplete (partial coding) of 
the mask pattern. 2) The inherent non-linearity 
in the photon flux impinging on the 
detector. 
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8. The non-Monte Carlo methods successfully predict the form of artefacts arising from 
imaging extended objects of 2D shape. The BMS method predicted the shape of 
artefacts that are due to off-axis sources and finite size of the object (extended 
sources) but ignores the effect of varying the angle of incidence of the gamma, 
rays. However, for PRT and MCS methods the near field effect cause non-uniform 
radiation intensity to reach the detector and thus another form of artefacts appear 
in the image. 
9. The background artefacts produced by uniform 2D and 3D source objects of different 
sizes using the PRT method compared with the corresponding data obtained with 
the MCS method suggests that the PRT method produces striking similarities to the 
MCS data. These results are encouraging and thus, the so-called near field distortion 
observed with distributed planar and 3D sources, as might be found in SM using 
coded apertures, can be easily predicted and corrected. 
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Chapter 6 
Monte Carlo Simulation of Breast 
Tumour Coded Aperture Imaging 
Having previously considered the effects of decoding point sources and establishing an 
approprite CA imaging geometry for SM, this chapter now considers the simulation is- 
sues needed for representing finite-sized lesions in a clinically realistic imaging situation. 
Thus, this chapter describes the geometric model of the 3D phantom and the method of 
calculating the activities for the breast tumour imaging used in these investigations are 
described. Then the quantitative parameters used to assess the different image forma- 
tion methods investigated in this thesis. The emphasis is on presenting the main MCS 
investigations carried out with CA breast tumour imaging. First to be investigated were 
the effects of adding a hot background to assess the system behavior to various back- 
ground sources. More importantly, the effect of unwanted cardiac uptake on the decoded 
images, and how this might affect tumour imaging was considered. Then the need to 
shield the camera from unwanted cardiac/torso uptake was studied. Finally qualitatively 
comparison is made of the performance of CA for detecting lesions of various sizes and 
Tumour-to-Background-Ratio (TBR) before and after shielding. 
6.1 Breast Tumour Imaging 
This section first provides a description of the 3D breast phantom MCS geometry used 
for SM imaging. Then the way of calculating the activity is described, used in a realistic 
clinical simulation, to estimate the total photon 
flux emitted from the source. Then the 
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application of MURA-CA coupled to conventional y-camera after removing the collimator 
for breast tumour imaging is investigated. 
6.1.1 Geometric Model & 3D Phantom 
Due to the lack of availability MCNPX data of a female anthropomorphic phantom, it 
was decided to use a model of simplified geometries to describe the upper part of the 
body or torso. Thus, the geometries discussed herein are designed to be nonetheless 
representative of a realistic SM imaging situation. The different elements of the complete 
3D geometry studied under MCNPX include: source(s), torso phantom, breast, tumours. 
Uniform isotropic point-like sources of 99mTc emitting 140 keV photons are located inside 
the breast compartment, with or without background activity assigned to the surrounding 
media. The breast is schematized as a parallelepiped of 10 x 10 x6 cm3. The body or 
torso compartment was simulated by a parallelepiped of (40 x 20 x 20 cm3). The heart 
was simulated as a sphere of 8 cm diameter having an uptake: background concentration 
ratio of 10: 1 s assumed based on Ref. [127]. All tissue atomic compositions and material 
densities were obtained from the ICRU report 44 [128]. 
A breast thickness of 6 cm was chosen based on the assumption of light breast compres- 
sion. This assumption is used to emulate SM where the breast is immobilized to provide 
a more uniform background in the resulting image. It has been suggested [13] that breast 
compression increases the lesion delectability. The density of the breast phantom is similar 
to that found in the uncompressed breast. In this way one is able to consider the effect of 
the adjacent surrounding scattering material in isolation whilst neglecting any effects from 
the non-specific uptake in the torso. The lesion(s) was simulated as spheres of variable 
sizes but always positioned at 3 cm depth from the surface of the breast. Photons are 
then generated either in the background object or the lesions under study. These were 
first estimated by calculating the activity of a given dosage used clinically a realistic SM 
imaging condition. 
6.1.2 Activity Calculation 
In order to emulate clinically realistic SM imaging in cranio-caudal view, the number of 
simulated y-rays must be matched to that found in a clinical imaging situation. As have 
been reported in the literature [83,34] the patient is usually injected with arround 555-740 
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MBq of 99mTc-sestamibi and imaged for 10 minutes. First, it was assumed the radiotracer 
is uniformly distributed in the torso. 
For a dosage of 555 MBq the integrated number of photons generated in patient during 
SM scans is X5.55 x 108 photons/seconds. For these, activity calculation a corrective factor 
of 0.89 (the branching ratio for 99mTc), which represents the proportion of 140 keV photons 
emitted for each transition, ignoring the small loss to the radioactivity before scan and 
the decay loss during the scan. As well as adjusting the emitted photons during scan for 
the patient of (128000 cm3) for omissions in the phantom geometry (e. g., it has no liver, 
lungs, legs, head, or bladder) then the total number of emitted photons within the upper 
torso compartment used in the simulation is assumed to be 1010 photons. This is the 
total simulated photons and are distributed based on the total volume of the source and 
the Tumour activity-to-Background Ratio (TBR). 
The breast and the torso should have the same ratio radioactivity concentration values 
to obtain clinical images with about a 1: 1 torso: breast ratio. The heart is well known to 
produce a significantly higher activity concentration than most other non-tumour tissues. 
This is due to its substantial blood supply and because 99"Tc sestamibi was originally 
developed as a heart perfusion agent. A heart-background-ratio of 10: 1 is assumed based 
on values taken from [1271. The tumour activity concentration in the simulations is then 
varied ranging from 3: 1 up to 100: 1 for the 2,4,6 and 10 mm diameter tumours. Table 6.1 
shows a summary of lesion diameters and the estimated integrated flux for various tumour 
diameters simulated. This demonstrates the extremely low integrated flux available for 
small lesions at low TBR. 
Having estimated the integrated flux the entire Monte Carlo code geometries are ver- 
ified to ensure accurate source distribution. This is achieved by looking carefully at the 
performance of individual sections of the code. Then the location and direction of simu- 
lated photons are plotted to ensure that each source is uniformly distributed, and ensure 
that the photons/volume are as desired for all sources and as adjusted by the TBR con- 
centration. 
The simulation time spent calculating the huge background photon contribution, in 
the 3D phantom, is large (few weeks) compared to the time spent generating photons 
originating in the lesion. To reduce subsequent computational time, for required back- 
ground photons, the energy, position, and direction of the gamma photons that successfully 
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Table 6.1: Summary of lesion diameters (mm) and the simulated photons for different 
tumour-background-ratio of tissue uptake. 
TBR 10: 1 20: 1 40: 1 50: 1 60: 1 80: 1 100: 1 
Lesion 
diameter 
(mm) 'y 7 'Y 'Y 7 'Y 7 
2 2.9E+4 5.9E+4 1.2E+5 1.5E+5 1.8E+5 2.3E+5 2.9E+5 
4 2.3E+5 4.7E+5 9.4E+5 1.2E+6 1.4E+6 1.9E+6 2.3E+6 
6 7.9E+5 1.6E+6 3.2E+6 4.0E+6 4.7E+6 6.3E+6 7.9E+6 
8 1.9E+6 3.8E+6 7.5E+6 9.4E+6 1.1E+7 1.5E+7 1.9E+7 
10 3.6E+6 7.3E+6 1.5E+7 1.8E+7 2.20E+07 2.9E+7 3.7E+7 
reached the detector with energy 126-154 keV were then saved in list mode from the re- 
sulting MCNPX PTRAC file. For the lesion component different simulations were run by 
systematically increasing the lesion size with different TBR. The lesion PTRAC data were 
then added to the background torso data. This removed the need to generate separate 
torso data for each simulation. All these simulation consists of tracing the path of gamma 
photons (99'Tc isotropic sources emitting 140 keV photons) through tissue equivalent 
scattering material, through the image formation method until detected in the detector. 
6.1.3 Quantifications of Planar Tumour Images 
In order to compare tumour images from different simulations, three fundamental param- 
eters values are quantified: the observed tumour spatial FWHM and the observed tumour 
visibility contrast and the contrast-to-noise ratio. These are discussed in the following 
subsections. 
Tumour Spatial Resolution 
Tumour spatial resolution is expressed as FWHM and is of interest as it reveals how much 
the spatial resolution of the camera spreads out the tumour dimensions in the 2D planar 
image. The tumour spatial FWHM was calculated by taking a profile through the centre 
of the tumour of the detected lesion in a row of pixels after a gaussian curve fit, using 
Matlab 6.5. The calculated values are the average of four such FWHM values for each 
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tumour, using one along each of the x, y, and two 45° diagonal directions. 
Lesion Contrast 
The observed tumour contrast was calculated to quantify the lesion visibility. The lesion 
contrast, C, was defined as: 
C_S-B 
B (6.1) 
where S representing the tumour signal and B representing the background. 
The signal was obtained by first defining a region of interest (ROI) around the tumour 
at the modeled depth. This ROI is a square area and was defined by the FWHM i. e. 
the tumour signal in this case is twice the FWHM to ensure that all tumour events are 
included. Then integrate all the tumour event and divided by the number of pixels (area) 
of that ROI. The background was defined similarly but in this case a square area that is 
six times the FWHM excluding the area that contains the tumour signal. 
Contrast-Noise-Ratio (CNR) 
The CNR was computed with the aim to quantify how visible a lesion would be against 
the local background. This is important as it allows for the comparison of images taken 
with different imaging conditions. The CNR is defined as: 
CNR - 
Jµh2 - µhll 
al 
(6.2) 
where: µh2 is the mean signal, µh1 is the mean background values and al is the 
standard deviation in the background. 
6.2 Imaging with a Coded Aperture 
This section contains the various investigations carried out with MURA-CA and are thus, 
divided into two main subsections. The first subsection initially investigates the effect of 
imaging a small hot lesion in air without scattering material. This represents a highly 
idealised case as it neglects any surrounding tissue scatter or non-specific tracer uptake. 
Then the effects of scatter by imaging a lesion in Tissue Equivalent breast Material (TEM) 
is considered. The second subsection demonstrates the effects of non-negligible background 
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activity both within the breast and emanating from the torso. It also includes the effects 
of cardiac uptake, the limited photon statistics and the effects of open field geometries. 
In all these cases the projected images were decoded with the post processing array, G, 
using the fine sampling cross-correlation method (see chapter 3). 
6.2.1 Imaging a Lesion in Air & in Tissue Equivalent Material 
Before considering the effect of imaging a lesion in a hot background, a spherical lesion in 
air and in cold TEM were initially investigated using MCS. Note for these simulations 
7.5 Million photons were simulated. Figure 6.1 show exemplar plot of the decoded images 
of a 10 mm lesion in air and in TEM of size 10 x 10 x6 cm3. The slight difference between 
the two profiles of Fig. 6.1 (b) and (d) is due to the photon attenuation and scattering 
present in the case of lesion TEM. These results should be compared with that which 
might be found in perfect imaging conditions where the source is an infinitely small point 
(see Fig. 5.4). 
6.2.2 Imaging a Lesion in 3D Warm Background 
In the particular case of SM (see Fig. 6.2), the target region can be considered approxi- 
mated to be a uniform volume of tissue with approximately uniform background activity, 
superimposed upon which small regions of enhanced activity are usually attributed to 
lesions or disease. This target area is typically smaller than the sensitive imaging area 
provided on a clinical gamma camera. Displacement of the camera from the breast allows 
the projected flux to fill the camera field of view and thus, produce a magnified image. 
Solid angle losses in photon flux, which might otherwise occur if a collimator were used, 
are countered by the inherent wide angle acceptance of CA imaging, and the high open 
area ('50%) when MURAs-CA are used. 
Having demonstrated the effects of imaging a lesion in air and in a cold scattering 
medium corresponding to breast tissue, the effects of adding activity (hot background) 
to the surrounding breast tissue is considered. In addition, the effect of activity in the 
adjacent torso or the target region is also considered. These were necessary to realistically 
assess the systems behaviour to the various background intensities. 
Before investigating the performance of the CA imaging system for SM, the effect 
of background activity from the hot 3D phantom geometries is considered. These are 
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Figure 6.1: Exemplar MCS plot of the decoded images of 10 mm diameter lesion in air and 
in TEM: (a) the decoded image of a 10 mm diameter in air, (b) vertical profile through 
the decoded image of (a), (c) the decoded image of a 10 mm diameter lesion in TEM, (d) 
a profile through the centre of (c). 
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Cyr.. 
Figure 6.2: A schematic representation for the 3D torso phantom and MIURAs camera for 
Monte Carlo simulation designed to emulate scintimammography. The frame surrounds 
the CA is made of 1.5 mm thick tungsten to minimises detection of oblique photons 
arriving from outside the breast FoV. 
responsible for photon attenuation and scattering and thus, affects the quality of the 
projected image. For the 140 keV energy used for SM1 imaging the more commonly form 
of scattering is Compton scattering that arises as the ry-ray travel through the tissue. 
Both photon attenuation and Compton scattering limits any quantitative measurement 
performed with the imaging system. In CA imaging the scattered photons are expected to 
arise from within the phantom as well as from the CA-camera imaging system itself. The 
following subsection is intended to demonstrate the effect of the background and scatter 
activity from the unwanted uptake on the CA imaging system, and address whether this 
will reduce the diagnostic accuracy and the image contrast. 
Effect of Local Scatter & Background Activity 
The CA imaging system is particularly sensitive to stray photons from outside the target 
ROI compared to collimator-based imaging. The aim of this section is to demonstrate the 
background arises from the presence of heart and torso in the 3D phantom. All the Monte 
Carlo generated images are obtained from 3D phantoms using the imaging geometries 
shown in Fig. 6.2. 
Since the activity concentration in the heart is ten times the background this may 
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Table 6.2: The total number of detected photons form each source for different 
heart: background ratios. 
Sources Heart ratio 1 Heart ratio 10 
Torso 867672 868104 
Tumour 1192 1311 
Heart 24190 243915 
Breast 403011 403231 
suggest that the contribution of activity and cardiac scatter from the heart could play a 
major role in the quality of the decoded image. To explore this more clearly two simulation 
studies were generated with 108 total photon histories simulated in each case using the 
geometry shown in Fig. 6.2. In the first simulation the heart activity was set equal to the 
background activity concentration in the torso and breast phantom where as in the second 
simulation the heart activity concentration was ten times greater than the background. 
The second case mimics the clinical situation in which the concentration in myocardium is 
10 times the normal breast tissue. The total number of detected photons from each source 
in the 3D phantom geometries in each case are shown in table 6.2. The deposited energy 
spectrum from each simulation is shown in Fig. 6.3. These give an indirect measure of the 
effect of scatter on the energy spectra, which also include the effect of the camera energy 
resolution. These clearly demonstrate the contribution of scatter and direct radiation from 
the heart and other sources in the 3D phantom. It shows that the major contributions 
(scatter and direct radiation) are from the torso and the heart. 
Despite the use of 1.5 mm thick tungsten frame surrounding the CA (see Fig. 6.2) to 
minimises detection of oblique photons arriving from outside the breast breast FoV, there 
was also background contribution from the heart and the torso. Figure 6.3 (b) clearly 
show the effect of the heart on the decoded image and is mainly created by the wide 
open geometry of the CA imaging. To demonstrate this, the full energy photo-peak of 
the 3D phantom shown in Fig. 6.3 
(a) and (b) were compared as shown in Fig. 6.4. For 
this particular geometry the background contribution of the 
heart to the left breast This 
shows the contribution of scatter and 
direct radiation from the heart. In addition, the 
response of the detector to the incoming radiation 
is not perfect due to in ability of the 
proposed system to separate nearby transitions 
(represented by the energy resolution). 
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Figure 6.3: The simulated full energy photopeak generated using the geometry depicted 
in Fig. 6.2: (a) the heart activity concentration is equal the background (b) the heart 
activity concentration is 10 times the background. In both cases a 10 mm lesion with 
TBR of 10: 1 was placed at a depth of 3 cm. 
These together will impose a severe limitation on the ability of the system to characterize, 
detect and quantify the activity contained in a small lesion in the breast. Furthermore, 
the larger the volume of the non-target object compared to the lesion causes blooming of 
the apparent source size as well as a loss of sharpness of object. 
The above investigations suggest that the open field geometry associated with MURA- 
CA imaging requires correcting the non-specific background tracer uptake. This is mainly 
due to both scattered photons (within torso, heart and non-tumour breast tissue) as well 
as the emitted radiation from the non-zero background activity of 3D phantom geometries. 
The displacement of the CA and the -y-camera away from the close proximity to the breast 
means that shielding can be introduced to mitigate the effects of unwanted cardiac/torso 
uptake. Although, the contribution of scatter can be reduced by using a 20%, "energy 
window", on the photo-peak energy of the recorded events, further reduction could be 
obtained by the use of proper geometric shielding. 
To investigate the effect of shielding a 1.5 mm tungsten sheet was used to reduce the 
contribution of the heart and the torso. This has been achieved by shielding the CA and 
camera from the background torso/cardiac flux by placing 1.5 mm tungsten sheets on 
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Figure 6.4: Two Monte Carlo generated energy spectra using the imaging geometry shown 
in Fig. 6.2 with heart activity equal background 
(filled circle) and with heart activity 10 
times the background (filled circle). 
the off-side of the breast, and around all surfaces which could geometrically emit photons 
through to the CA. This effectively removes most of the unwanted torso/cardiac flux. 
Figure 6.5 show exemplar plots of the decoded image after shielding for the 3D phantom 
geometries shown in Fig. 6.2 with a 10 mm lesion having a TBR of 40: 1 (see table 6.1). 
Despite the use of shielding the appearance of a large artefact (two arc-shaped valleys 
in each side of the image) in the decoded image causing subsequent loss in visualising the 
target lesion. This suggest that post-simulation corrections are necessary to correct for 
the near field distortion observed 
from the 3D distributed. These near-field corrections are 
necessary to accurately assess the performance of the CA-SM imaging system. In order 
to remove the effect of volumetric background corruption caused by systematic decoding 
artefacts and thus, to improve the lower limit on tumour detection, in terms of contrast 
and resolution these near-field corrections are presented in the next chapter. 
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Figure 6.5: The MCS decoded image of the 3D phantom geometries using the geometry 
shown in Fig. 6.2. after shielding the camera by placing the 1.5 mm tungsten sheets on 
the off-side of the breast, and around all surfaces which could geometrically emit photons 
through to the CA. 
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Chapter 7 
An Investigation into Near Field 
Image Artefacts 
This chapter describe the near-field artefact corrections that have been developed and 
then applied to the CA-SM data to remove or minimise the corruption artefact arising 
in the decoded image of such 3D source object. The main aim is to correct the effects 
of non-ideal imaging conditions and to investigate how these post-acquisition methods of 
image correction can improve object detection. 
7.1 Near Field Artefacts Corrections 
As has been demonstrated in chapter 6 near-field CA imaging presents a number of prob- 
lems when imaging an extended object (a lesion) surrounded by a noisy background ac- 
tivity from normal tissue of the breast. In these non-ideal imaging conditions, imaging 
artefacts arise as the imaging geometry deviates significantly from ideality i. e. is not any 
more a point-like object. There are many factors that may be attributed to this deviation 
including the finite object thickness and the intensity variation across the projected im- 
age. The latter is due to angular variation in the incident -y-rays falling on the detector 
i. e. the incident 'y-rays are no longer parallel. Other possible effects that cause degrada- 
tion in the decoded image are the geometry of the mask, incomplete (partial) projection 
and background contributions outside the target detection plane [129]. These sources of 
image artefact significantly affect the decoded image and thus, obfuscate the analysis of 
underlying diagnostic information. 
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Previous studies [104,76] in CA imaging have explored and implemented different 
solutions to alleviate the artefacts induced by the inherent near-field geometry. Accorsi 
and Lanza suggested [104] that factors such as variation in the incident angle of y-rays, 
which adds an intensity modulation to the projection of the mask pattern, finite thickness 
of both the object and the mask are the most serious causes of artefacts when imaging a 
planar object. Thus, they also looked at the consequence of the cos3(B) factor of expression 
3.13 and mathematically expanded this consequence into a Taylor series to second order 
[104]. Each of these expansion terms contributes various artefacts arising from the imaging 
geometry whose shape has been mathematically predicted [104]. To illustrate the above 
discussion in a mathematical way one needs first to recall the following expression from 
chapter 3: 
D(rt) =f JTO 
O(To)A(z-Ti + 
bri)d2To (7.1ý 
where: D(fi) is the recorded counts in the detector at position Fi and 
2 
Q (roýri) = 
a2 
COS3(9) 
where: 0= arctan(Iri - rah/z) and all other symbols are given in chapter 3. 
Accorsi and Lanza [104] define some of the symbols presented in Eq. 7.1 as: 
=-br0 a 
O'r"= O brl 
A'r=A( a r' 
Z 
(7.2) 
where: 0' and A' are, respectively, a resealed and reflected (negative sign mean the object 
is inverted) form of the object and a rescaled version of the mask pattern. It is worth 
noting and as been stated before that the scaling coefficient for 0' is not the same as 
scaling coefficient for A'. Now Eq. 7.1 become: 
a 
D(Tt) oc 
f fO'()A'(rz 
-ý) cOS3(arctan( 
IT' 
z 
býý )]daý (7.3) 
From the theory presented in chapter 3 the reconstructed image I can be obtained by 
correlating D with the properly scaled postprocessing function, G', as: 
I=D®G' (7.4) 
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In far field geometry the imaging process provides artefact-free images because cos3(0) 
1. This is because the object is effectively located at infinity, so that Sri-rod « z, d(ro, r; ). 
Thus, Eq. 7.3 become in the form of convolution so that: 
D=0'*G' (7.5) 
In contrast in the near-field geometry the object is placed at a close distance from the 
detector so that (Fi - FoI has almost similar value to z. Thus, the effect of the near-field 
is a modulation by cos3(0). Following Accorsi and Lanza [104] is suggested mathematical 
expansion of cos3 (B) term in Eq. 7.3 into a second order Taylor series with centre Fi, and 
with the use of cos(arctan(x)) = 1- , the result is: 
ri 
z 
bSý )J COS3 
1I 
arCtan(( 
iI )1 Cosa [arctan(I 
3/z2 a --1 a2 5/2x2 al 
1+ Tt, 
((rio 
bý2blýý 
+, 
(rtc býý (7.6) 
zz 
where o indicates a scalar product. This expansion is more accurate with high magnifi- 
cation geometry where the object is placed very close to the detector. In such cases the 
near field effect is large as: 
Ibýý 
_ 
lie o) <1 
Ti ITtiI 
(7.7) 
As demonstrated above Eq. 7.6 breaks cos3(0) into zero, first and second order terms of 
a Taylor series. Each of these expansion terms contributes various artefacts arising from 
the near-field imaging geometry as summarized here, details appear elsewhere 
[104]. From 
Eq. 7.6 one can see that the zero order does not 
depend on ý and is obtained as: 
Cosa 
[arctan( Irt 
z 
)] a, Cosa 
[arctan(i! i)] 
If 7.8 is substituted with 7.3 then this give the following equation: 
D(4) = cos3 [arctan(i)] JfO'() A'(ri _ ýýd2 f 
(7.8) 
(7.9) 
In this case, as Eq. 7.9 demonstrated, 
the projected image, D, is no longer in the form 
of a convolution (or correlation) 
due to the near-field term. Thus, correlating D with the 
correctly scaled G' will not produce a perfect reconstruction 
to the object. However, if 
the near-field effect stopped at zero order 
then this effect can be easily compensated (see 
section 7.1.1). 
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According to Accorsi and Lanza [1041 the first order artefacts can be corrected by 
placing the object and the mask in the centre of the detector. From Eq. 7.6 the expression 
that indicates the first order is given as: 
ra1 
cos3 
rI 
arctan( 
Lz1 
r12/ 
Cosa L arctan (L 
z lI )J 3ý 
r{ 
I ri ob ýl (7.10) 
C1 +'? )\/ 
Now substituting in Eq. 7.3 after zero order correction leads to the following: 
D(r: ) 
z2 +tlrZl2 
of 
fJO'()A'(r= 
- ß)d2 (7.11) 
A' is the aperture transmission function and if the object is uniform and centred in 
the FoV then the result is not a strong function of shift and thus the first order artefacts 
are eliminated [104]. Now only second order artefacts still remain and thus, are a cause of 
image corruption. These artefacts can be corrected by using the mask/antimask technique. 
By first substituting in Eq. 7.3 and from Eq. 7.6 one can see that the second order terms 
are given as: 
1 
)1 
1 
T2 
i 
2) cos3 arctan 
art 
z 
bbl 11 
I11 
cos3 arctan(t 
Z 4, 
x 
[2 
b +2r 
22) 
(ri o 
bý)2 (7.12) 
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Having summarised the consequence of cos3(9) term the following subsections describe 
the near-field corrections methods that have been applied to the SM data to correct for the 
CA artefacts. These methods are zero order correction, mask/anti-mask correction and 
background subtraction (subtracted flat field correction). The mask/anti-mask technique 
is equivalent to a second order correction as referred to in ref. [104. Since the mask 
pattern has been centred and the object also been placed in the centre of the FoV then 
this mean all the presented result has been first order corrected. The main aim from 
these corrections was to demonstrate how post-acquisition methods of image correction 
can improve object detection for the SM data. 
7.1.1 Zero Order Correction 
Near field CA imaging geometry causes variations of the incident -y-ray flux on the detector. 
This modulation of the intensity of the projection of the mask on the detector is dependent 
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Figurc 7.1: Thc effect of c"os3(0) factor on the projected iuinges 2LM ;c function sonrcc-tcr 
detector distance, z: (a) the projected image with z=40 cm, (b) the projected image with 
z=20 cm, (c) the projected image with z=10 cm, (d) the projected image with z=4 cm. 
In all the above imaging geometries a magnification coefficient of 4 was used. 
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on the position of the source as it projects photons through the aperture. This modulation 
in the intensity is of course due to the cos 3(0) factor, as described in chapter three. The 
effect of cos3(0) factor on the projected image as a function of object-to-detector distance, 
z is demonstrated in Fig. 7.1. It is worth noting that all projected images are obtained 
with the same magnification coefficient. 
Each projected image demonstrated in Fig. 7.1 can be corrected and the above demon- 
strated near field effect can be compensated from the knowledge of the distance of the 
object from the detector, z. This can be achieved if the projected image, D, is divided by 
Sl (ro = 0, ri) as: 
ýýrt) 
T_ 
IC = 
C033 (arCtAn(z )) 
(7.13) 
where I, is the corrected image and i (pixel coordinate) with respect to the centre of the 
image i. e. (iO, jO)=(n/2, n/2) is given by: 
ITi, I 
= 
[((1Zl2 
- i) X pm)2 + ((n/2 - j) x pm)2] 
where n is equal the size of the image and pn is the mask pixel size. 
Equation 7.13 only corrects the incident solid angle of gamma-ray photons seen by a 
source at the centre of the mask i. e. as if the reconstruction was focused at the center of 
the FoV. Applying this correction to the projected images shown in Fig. 7.1 i. e. dividing 
each projected image by 1l(i ,=0, fi) using Eq. 7.13 produces the results shown in Fig. 
7.2. The zero effect is reduced and the projection is now a convolution as in the case of 
far field geometry. 
It is worth noting that imaging an idealized point source centred on-axis of the FoV 
and then applying this correction to the projected image before decoding will flatten the 
field. If the corrected image were then decoded with the post-processing array, G, it would 
produce a perfect response function image with reduction in the cross-shaped side-lobes 
(see Fig. 7.3). This is the ideal response from a point source and thus can be said to 
be analogous the far-field case. This near-field correction (pre-correlation) is valuable as 
it flattens the field. Figure 7.4 (a) and (b) demonstrates the projected images of planar 
square source of size 42 cm2 before and after zero order correction. The corresponding 
decoded images of the predicted flat field distortion of planar square source of size 42 cm2 
before and after zero order correction are shown in Fig. 7.5. 
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Figure 7.2: This demonstrates that applying a zero order correction to the projected 
images shown in Fig. 7.1 minimises the effect of cos3(0) 
factor: the corrected projected 
image with (a) z=40 cm, (b) z=20 cm, 
(c) z=10 cm, (d) with z=4 cm. 
(a) (b) 
I. -I 
Figure 7.3: The reconstructed image of an on-axis point source in air from PRT: (a) 
with no zero order correction , 
(b) with zero order correction demonstrating the slight 
removal of the cross shaped side 
lobe. The noise effects and the effect of mask thickness 
are demonstrated in both case. 
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Figure 7.4: The effect of cos3(0) factor on the projected image of a planar square source of 
size 4x4 cm2 with source-to-detector distance, z=4 cm: (a) with no zero order correction , 
(b) with zero order correction. All projected images were obtained from the PRT method. 
7.1.2 Mask/Anti-Mask Correction 
All the masks investigated in this thesis have an interesting property that one can generate 
the mask and its negative (anti-mask) along with the decoding patterns, G, for each one. 
The anti-mask is given by interchange of the opaque and transparent the mask elements. 
Figure 7.6 show an exemplar of mask and the anti-mask patterns of MURA. Such mask 
pattern possesses a 90° antisymmetry about its centre. This means that the anti-mask 
can be obtained by simply rotating the mask by 90°. Thus, the use of such mask patterns 
reduces the cost and simplifies the associated moving mechanisms if such masks were to 
be physically constructed [108]. 
The mask anti-mask technique involves taking two separate images: one with the mask 
and the second with the anti-mask and then add these two images after decoding each 
projected image with its post-processing decoding array. The use of the mask/anti-mask 
technique has been claimed to be effective in reducing the near field artefacts [104] as well 
as recovering signal-to-noise-ratio lost due to systemic non-uniformity in the background 
[108,76]. 
To demonstrate the performance of this technique for SM imaging a cube lesion of 
size 1x1x1 mm3 (with TBR equivalent to 100: 1) embedded in a hot 3D phantom of 
2x2x2 cm3 produced from the PRT method was investigated. Two separate images were 
simulated one with the mask (A+) and the second with the anti-mask (A-) in each case 
as demonstrated in Fig. 7.7. The first projected image from the mask reconstructed by 
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Figure 7.5: The reconstructed image of the predicted flat field distortion of planar square 
source (of 4x4 cm2) using PRT: (a) the decoded image (obtained from Fig. 7.4 (a)) before 
zero order correction, (b) a vertical profile through centre of (a), (c) the decoded image 
after zero order correction (obtained from Fig. 7.4 (b)), (d) vertical profile through the 
centre of the corrected decoded image. 
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(a) (b) 
Figure 7.6: The mask anti-mask system based on MURA of 31x31 matrix: (a) antisym- 
metric MURA mask, (b) the anti-mask. 
correlating the mask projected image (D) with the postprocessing array G+ 
I+=DxG+=OxG+xA+ (7.14) 
where x is the correlation operator. The second projected image is with the negative 
aperture pattern (A-) i. e. the anti-mask. This is basically the same as the mask but with 
open and close elements interchanged. The postprocessing array G- is a complement of 
the G+ i. e G- = (-1)G+. This postprocessing array, G-, must be used for correlating 
the second projected image so a second reconstructed image is now given by: 
I-=DxG- =OxG- xA- (7.15) 
Adding the two correlated images of Fig. 7.7 produced the result given in Fig. 7.8. This 
shows that some the artefacts may be reduced by using the mask/antimask correction 
technique. This is because by adding Eq. 7.14 and Eq. 7.15 one obtains: 
I=OxG+xA++OxG-xA- 
According to [76] A+ - A- G+ and thus Eq. 7.16 become: 
I=Ox[G+xA++G-xA-] 
But G- = (-1)G+ and thus, Eq. 7.17 become: 
(7.16) 
(7.17) 
I=Ox[G' xA' -G+xA-j=OxG+x[A' - Aj (7.18) 
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Figure 7.7: The performance of the mask-anti-mask technique: (a) the projected image 
using the mask, (b) 3D plot of the decoded image of the mask, (c) the projected image 
using the anti-mask and finally 
(d) 3D plot of the decoded image using the anti-mask. 
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But A+ - A- - G+ and thus, the final image from the mask/antimask technique is 
equivalent to [76]: 
I=OxG+xG+ (7.19) 
This mean that the decoding technique uses the correlation of G with itself. This 
produces a delta function with side-lobes equal to -1 and thus, reduces the non-uniform 
background artefacts [76]. The imaging artefacts that are still present in the decoded 
image of Fig. 7.8 are primarily due to the imperfect decoding process, which do not properly 
produce delta functions image. The cause for the larger side-lobes is believed to be due 
to the partial decoding for the off-center sources from the extended source object. This is 
also because the detector is not large enough to fully samples the mask patterns from all 
sources within the FoV. Thus, for SM imaging another correction method is needed and 
can do even better. 
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Figure 7.8: A 3D surface plot of the reconstructed image obtained by adding the correlated 
images obtained from the mask and anti-mask that shown in Fig. 7.7. It should be noted 
that the mask/anti-mask method provides a slight improvement by a factor of V2-. Note 
that it also reinforces the side-lobes. 
7.1.3 Background Subtraction 
As demonstrated in the previous chapter once the object distribution moved from being 
point-like to an extended object. as is the case of non-specific uptake in normal breast tissue 
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imaging, artefacts will arise. This suggests that the raw projection images of the 3D CA- 
SM data need to be corrected from the effect of unwanted volumetric background artefacts. 
These background corruption artefacts are object-dependent and a priori knowledge is 
needed to subtract and remove these artefact contributions to the target objects (lesion). 
Luckily, the unwanted background from non-specific uptake can be predicted and thus, its 
effects minimized to keep the target object alone. One way to achieve this is through using 
the PRT method, the other through using the MCS method assuming prior knowledge of 
the object. Both methods give close representation of the shape and the form of these 
background artefacts but the former is faster. 
To apply the background subtraction correction the shape and the thickness of the 
breast needs to be identified. In practice the thickness of this is known from the amount 
of compression used, typically 6 cm. The shape could then be easily captured from an opti- 
cal image acquired from above compressed breast. Once this information is available then 
MCS or the PRT method, which is faster, can be used to produce a prediction of the ex- 
pected background distributed radioisotope distribution. In order to match this predicted 
background artefact with the observed distribution, first, an 2D initial normalisation fac- 
tor, NJ, was obtained by dividing the observed data image, Od by the background data 
image, Bd, as: 
Nf(i, j) = 
Od(i,, 7) 
Bd(i,. 9) 
(7.20) 
Then the mean value over i and j, M, of Nj was obtained. An interval of value 
containing the "M" value was used to calculate the Mean Square Error (MSE) between 
the observed data (Od) image and the normalised background data image (Bd) as: 
Nl Nl 
1 ýE [Od(257) - cx1Bd(a, j)]2 
MSE = t=1, 
j-1 
Ni x Nl 
(7.21) 
where Ni is the size of the image, a1E [M - , ß, Mv +, ß] in step of 0.01 and ß is set 
to a value big enough such that the MSE plot respect to al would show the minimum. 
A simple background subtraction technique is performed to remove the resulting scaled 
background. 
To demonstrate this correction method an attempt was made to correct the non- 
specific uptake associated with imaging a bright lesion (uptake ratio 10: 1) in a non-zero 
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Figure 7.9: The reconstructed image of 3D object of size 1Ox10x6 cm3 with off-axis 10 
mm diameter sphere (uptake 10: 1) placed at depth of 3 cm: (a) raw decoded image from 
PRT method containing the lesion, (b) the predicted background of similar size phantom, 
(c) the subtracted image with some background artefacts, (d) diagonal profile through the 
the subtracted image. 
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noisy background using the PRT method. In this case a 10 mm spherical lesion was 
displaced from the centre of the FoV by 2 cm in both the X, Y positions and placed 
at a depth of 3 cm from the surface of a uniform phantom with size 10 x 10 x6 cm3. 
The mask used in this investigation is an MURA of 41x41 elements and the aim was 
to determine the performance of the MURA camera system in resolving such a lesion. 
Figure 7.9 demonstrates that the appearance of a large artefact (two arc-shaped valleys 
in each side of the image) in the decoded image causing subsequent loss in visualising 
the target lesion. The cause of these gross artefacts are the background contributions 
from activity above/below and within the decoded plane under consideration. The use 
of a background subtraction technique is necessary to remove the effect of volumetric 
background corruption and to resolve the target object as shown in Fig. 7.9 (c). For this 
particular example the : VISE (see Eq. 7.21) as a function of scaling factor is demonstrated 
in Fig. 7.10 (a) and the figure also illustrates a profile through the centre of the observed 
data and the scaled background (see Fig. 7.10 (b)). 
(a) (b) 
Figure 7.10: Illustration of the method of performing background subtraction: (a) a plot of 
the MSE as a function of the scaling 
factor which gives a unique minima for matching the 
predicted background with the observed 
data, (b) profiles through the decoded image of the 
observed data (solid black line) and the scaled 
background (un-filled circle) demonstrating 
the excellent fit between the two. 
Continuous line represents observed data whilst the open 
circles represent scaled background. 
Having demonstrated the near field effect and the imaging artefacts arising when us- 
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ing MURAs-CA, in the near-field imaging geometries, for breast tumour imaging. Then 
present and demonstrate how to implement the near-field correction methods in order to 
alleviate these imaging artefacts and improve the quality of the decoded image. These 
set of near field artefact corrections are then applied to all the 3D data of a hot lesion in 
warm background presented in the next chapter. 
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Chapter 8 
Assessment of Coded Aperture for 
Breast Tumour Imaging 
This chapter is divided into three main sections. The first section describes the various 
investigations carried out with Monte Carlo Simulation (MCS) to assess the performance 
of a MURA-CA imaging system for breast tumour imaging. The effectiveness and the 
performance of the CA imaging system was first assessed after the near-field artefact 
corrections and then compared with two collimator-based systems. 
The second section 
presents the various investigations obtained with the Pseudo-Ray-Tracing (PRT) non- 
Monte Carlo method. The final section in this chapter provides a summary discussion to 
the main outcome. 
8.1 Monte Carlo Breast Tumour Imaging 
Using MCS the applications of MURA-CA for breast tumour imaging was first assessed 
and then compared with two collimator-based 
image formation methods. These image 
formation methods are parallel hole collimators namely the Low Energy High Resolution 
(LEHR) collimator and the Ultra-High Resolution 
(UHR) collimator. The aim was to 
assess and evaluate the effectiveness and the performance of these 
image formation meth- 
ods under a variety of clinical imaging situations. 
These image formation methods were 
quantitatively assessed in term of 
lesion contrast and lesion resolution. 
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8.1.1 Coded Aperture Breast Tumour Imaging 
The current MCS investigations consider the MURA-CA SM imaging using a standard 
clinical gamma camera (without a collimator). All the CA-SM results presented in this 
section have been corrected from the near-field artefacts as described in chapter 7. To 
assess the CA imaging system this section is divided into two subsections: the first sub- 
section present the CA-SM results obtained from whole body torso phantom. The second 
subsection present the CA-SM results obtained from isolated breast phantom. In all 
craniocaudal projected images were simulated as a function of Tumour-Background-Ratio 
(TBR) but with different lesion sizes placed at fixed depth (3 cm). 
Imaging using 3D Body Torso Phantom 
As demonstrated in chapter six, the imaging geometry shown in Fig. 6.2 requires first 
proper shielding from non-specific background tracer uptake and then corrections from 
the near-field imaging artefacts (see chapter 7). The former is necessary due to the open 
field geometry associated with the MURA-CA to shield the CA-camera from the torso 
and the heart. The latter is the main source of background noise due to its high level of 
radiotracer concentration. This has been achieved by shielding the CA and camera from 
the background torso/cardiac flux by placing 1.5 mm tungsten sheets on the off-side of 
the breast, and around all surfaces which could geometrically emit photons through to the 
CA. This effectively removes most of the unwanted torso/cardiac flux as demonstrated in 
Fig. 6.5. Before presenting the results the CA-SM MCS, data have been first corrected for 
the near field distortion described in section 7.1. These post-simulation corrections were 
necessary to remove the effect of volumetric background corruption caused by systematic 
decoding artefacts and thus, to improve the lower limit on tumour detection, in terms of 
contrast and resolution. In here only zero order correction, first order correction and back- 
ground subtraction corrections are considered. Second order correction (mask/antimask 
technique) was only applied for particular cases. 
(a) The Effect of Finite Lesion Size 
Initially, the effect of finite lesion size is also investigated by measuring the tumour 
visibility in the decoded image as a function of TBR, ranging from a TBR of 5: 1 to a highly 
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Figure 8.1: A plot of the decoded images obtained from the geometry shown in Fig. 6.2 of 
a2 and 4 mm diameter lesion respectively: 
(a) the decoded image of a projected image of 
2 mm diameter lesion with TBR 5: 1, (b) the horizontal profile through the centre of (a), 
(c) the decoded image of a projected image of 4 mm diameter lesion with TBR 5: 1, (d) 
a horizontal profile taken through the centre of 
(c). Note the camera has been shielded 
as described in the text and the post simulation corrections include zero order, first order 
and background subtraction corrections. 
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Figure 8.2: A plot of the decoded images obtained from the geometry shown in Fig. 6.2 of 
a6 and 10 mm diameter lesion respectively: (a) the decoded image of a projected image 
of 6 mm diameter lesion with TBR 5: 1, (b) the horizontal profile through the centre of 
(a), (c) the decoded image of a projected image of 10 mm diameter lesion with TBR 5: 1, 
(d) a horizontal profile taken through the centre of (c). Note the camera has been shielded 
as described in the text and the post simulation corrections include zero order, first order 
and background subtraction corrections. 
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idealised case of TBR of 100: 1. The aim was to analyze the detectability as a function of 
the tumour size, by varying the diameter and hence the In all simulated data the tumour 
was located at the centre of the breast phantom at a depth of 3 cm. Figures 8.1 and 
8.2 show exemplar plot of the decoded images and the corresponding image profiles of 2, 
4,6 and 10 mm lesions with uptake ratio of 5: 1. The quality of the decoded images are 
slightly affected by the limited photon statistics that has an effect on the image contrast 
and spatial resolution. However, the results of these simulation studies show that with 
the shielding and the near field corrections and with a TBR ratio as low as 5: 1, all lesions 
have been clearly visualized. These are encouraging results as it demonstrates that the 
MURA-CAs coupled to conventional -y-camera may have a good performance in breast 
tumour imaging application. 
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Figure 8.3: Quantification of the MCS data of MURA-CA camera in detecting a signal 
in a hot background: (a) the tumour FWHM as a function of TBRs. Values calculated 
from data images of 10 mm lesions, (b) tumour contrast as a function of TBRs for 10 mm 
lesion. Values shown are calculated from Eq. 6.1. 
To demonstrate this further the effectiveness of the MURA-CA imaging system need to 
be quantitatively assessed. 
This was achieved by calculating the lesion spatial resolution, 
in term of Full-Width-Half-: Maximum 
(FWHM), and lesion contrast as a function of TBR. 
Figure 8.3 (a) and (b) show the calculated 
FWHM and contrast for a 10 mm diameter 
lesion using the full 3D torso phantom simulation geometry. Due to the limited photon 
202 
statistics and the partial volume effect, the observed tumour FWHM values are smaller 
than the actual size of the lesion. 
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Figure 8.4: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing a 10 mm diameter lesion: (a) the decoded image with TBR 
of 3: 1, (b) a horizontal profile taken through the centre of (a), (c) the decoded with TBR 
of 5: 1, (d) a horizontal profile through the centre of (c). 
Imaging a Tumour in Isolated Breast Phantom 
he MCS geometry is the same as shown in Fig. 6.2 but with no torso and heart i. e. 
no shielding is required. Thus, this imaging geometry only considers a spherical lesion 
impeded inside the breast of 10 x 10 x6 cm3 at 3 cm depth from the surface of the breast. 
A breast thickness of 6 cm was chosen based on the assumption of light breast compression 
emulating SM in the cranio-caudal view . The detector is a planar block 32.8x32.8 cm2 
203 
by 0.95 cm thick of NaI at a distance of 30 cm from the coded mask. Since the overall 
spatial resolution of a CA camera is predominantly affected by the detector intrinsic spatial 
resolution (3.7 mm in this case) the chosen geometry provides an object magnification of 
3. The mask is based on a 41x41 MURA pattern and composed of 2x2 mm2 tungsten 
elements with a thickness of 1.5 mm, providing ^s 99.4% photon attenuation for 140 keV 
photons at normal incidence. 
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Figure 8.5: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing a 
10 mm diameter lesion: (a) the decoded image with TBR 
of 10: 1, (b) a horizontal profile taken 
through the centre of (a), (c) the decoded with TBR 
of 20: 1, (d) a horizontal profile 
through (c). 
The background radiation simulated from the breast was 2x1.09 photons. A variations 
in lesion sizes and TBR concentration were simulated. 
The TBR value was calculated by 
dividing the number of photons from the tumour per cm3 by the number of photons from 
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the background per cm3. Two post-simulation near field artefacts corrections (zero order 
correction and background subtraction) have been applied to all CA-SM data. Initially, the 
effect of TBR improvement on the quality of the decoded image and on lesion detectibility 
was investigated. The results from these investigations are shown in the subsequent Figs. 
8.4- 8.7. These demonstrate the SM imaging characteristic of the MURA-CA imaging 
system. 
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Figure 8.6: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing a 10 mm diameter lesion: (a) the decoded image with TBR 
of 40: 1, (b) a horizontal profile taken through the centre of (a), (c) the decoded with TBR 
of 60: 1, (d) a horizontal profile through (c). 
To evaluate the tumour detectability the MURA-CA breast tumour imaging approach 
needs to be assessed. This is acheived by quantitative calculation of the lesion contrast, 
FWHM and the detected tumour event under a variety of clinical imaging situations. In 
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Figure 8.7: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing a 10 mm diameter lesion: (a) the decoded image with TBR 
of 80: 1, (b) a horizontal profile taken through the centre of 
(a), (c) the decoded with TBR 
of 100: 1, (d) a horizontal profile through 
(c). 
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Figure 8.8: Quantification of the MCS data of MURA-CA camera in detecting a signal 
in a hot background: (a) the tumour FWHM as a function of TBRs. Values calculated 
from data images of 10 mm lesions, (b) tumour contrast as a function of TBRs for 10 mm 
lesion. Values shown are calculated from Eq. 6.1. 
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Figure 8.9: The number of tumour detected photon from a 10 mm diameter lesion using 
the MURA-CA camera coupled to full-size standard -y-camera as a function of TBR. 
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here the results from the 10 mm diameter lesion placed at a fixed position with 3 cm 
depth are presented. Tumour FWHM and contrast obtained by the MURA-CA camera 
are drawn as a function of TBR as in Fig. 8.8 (a) and (b) respectvely. The number of 
tumour detected photons from the MURA-CA as a function of TBR is shown in 8.9. 
(a) The effect of Imaging a Lesion at Different Depths 
This section investigate the effect of imaging a lesion at different depths. The aim was to 
demonstrate whether the use of a set of scaled decoding steps are capable of detecting a 
lesion placed at unknown depth. In these investigations the 10 mm diameter lesion was 
systematically placed at 3.5,4,4.5 and 5 cm depths. From these investigations and for 
all TBRs studied, the use of a set of scaled decoding steps for each MCS data are able to 
successfully construct the lesion at all depths. Exemplar plots from 4 different MCS data 
for a 10 mm diameter lesion (uptake of 10: 1) placed at different depths are shown in 8.10 
and 8.11. 
(b) The effect of Imaging Mutiple lesions 
Having demonstrated the performance of the MURA-CA system in detecting a spherical 
lesion positioned on the central axis and at different depths, this section demonstrates 
whether the MURA-CA imaging system is capable of 
detecting one or more lesions located 
off-central axis i. e. the lesion(s) placed at 
different positions within the phantom. Two set 
of MCS experiments were carried out 
by imaging a 10 mm diameter lesion(s) with TBR 
of 5: 1 but at fixed depth. 
In the first set of experiments only one lesion is simulated where 
as in the second set of experiments 2 and 
3 spherical lesions were simulated respectively. 
These experiments were designed to 
demonstrate the effect of both off-central axis lesion 
decoding. Figure 8.12 shows the decoded images of 10 mm diameter lesions (uptake 5: 1) 
placed at different positions within the phantom. 
This demonstrates that with only zero- 
order correction and background subtraction even 
the off-central lesion can be clearly 
visualised. In an attempt to 
further enhance the lesion and reduce the side-lobes artefacts 
shown in Fig. 8.12 the mask/antimask correction 
technique (see section 7.1.2) was used. 
The result from this double simulations 
is shown in Fig. 8.13. This technique slightly 
smooth the decoded image 
but the image may further enhanced by the use of image 
processing techniques. 
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Figure 8.10: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing a 10 mm diameter lesion at different depths but with uptake 
of 10: 1: (a) the decoded image with the lesion placed at depth 3.5 cm, NB: -: 41k photons 
detected by the detector, (b) a vertical profile taken through the centre of (a), (c) the 
decoded with the lesion placed at 4 cm, NB: 36k photons hit the detector, (d) a vertical 
profile drawn through the centre of (c). 
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Figure 8.11: The decoded images and the corresponding profiles obtained from the ILMCSs 
of a 3D phantom containing a 10 mm diameter lesion at different depths but with uptake 
of 10: 1: (a) the decoded image with the lesion placed at depth 4.5 cm, NB: s: 32k photons 
detected by the detector, (b) a vertical profile taken through the centre of (a), (c) the 
decoded with the lesion placed at 5 cm, NB: 28k photons detected by the detector, (d) 
a vertical profile drawn through the centre of (c). 
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Figure 8.12: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing a 10 nim diameter lesion: (a) the decoded image with a TBR 
of 5: 1 (lesion was displaced from the centre of the FoV by 2 cm along both the horizontal 
and vertical directions), (b) a diagonal profile through (a), (c) the decoded image with 
TBR of 5: 1 (lesion was displaced from the centre of the FoV by 4 cm along both the 
horizontal and vertical directions), (d) a diagonal profile through (c). 
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Figure S. 13: The decoded images using the mask/antirnask technique and the correspond- 
ing profiles obtained from the MCSs of a 3D phantom containing a 10 min diameter lesion: 
(a) the decoded image with a TBR of 5: 1 (lesion was displaced from the centre of the FoV 
by 2 cm along both the horizontal and vertical 
directions), (b) a diagonal profile through 
(a), (c) the decoded image with TBR of 5: 1 (lesion was displaced from the centre of the 
FoV by 4 cni along both the horizontal and vertical directions), (d) a diagonal profile 
through (c). 
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Having demonstrated the effect of off-centra axis lesion on the decoded image and le- 
sion detectibility, in here the effect of multiple lesions are demontrated. Figure 8.14 shows 
exampler plot of the decoded images of 2 and 3 spherical lesions (of 10 mm diameter and 
uptake of 5: 1) respectively. In the case of two lesions (Fig. 8.14 (a)), both lesions are 
clearly visualised. However, in Fig. 8.14 (c) the third lesion is hardly seen. Thus, for this 
particular case the mask/antimask technique was used in order to allivate some of the 
artefacts (caused by the off-central axis lesions) and improve image contrast. As demon- 
strated in Fig. 8.15 only a slight improvement has been achieved with the mask/antimask 
correction technique. From these investigations one can infer that with a larger imaging 
detector one would expect the MURA-CA imaging system to have a higher performance 
in detecting multiple lesions particularly off-central axis lesions. 
(c) The effect of Imaging small Lesions 
The above MCS results demonstrated in this section show that the MURA-CA imaging 
system coupled to the conventional y-camera has a potential in detecting a 10 mm lesion 
down to TBR of 3. One of the problem of the current SM technique using a standard 
-y-camera with the LEHR collimator is the detection of lesion lower than 1 cm size [51, 
89,84,93]. This simulated the development of a high resolution small FoV dedicated -y- 
camera that also equiped with the UHR parallel-hole collimator [50,94,46,47,45,48,49]. 
To demonstrate the capability of the MURA-CA in detecting small lesions two lesion sizes 
of 5mm and 8 mm diameter were selected. In each case two fixed TBRs of 5: 1 and 10: 1 
were simulated and the results from these simulations are presented in Figs. 8.16 and 
Figs. 8.17. 
To assess the CA-SM system performance one needs to compare the CA-SM data with 
the corresponding obtained from the LEHR collimator and the UHR collimator image 
formation methods. The aim was to assess each imaging system separately and to observe 
what factors that have an effect on lesion Note that all the MCS data were obtained under 
similar imaging conditions for true comparison with the MURA-CA. 
8.1.2 Breast Tumour Imaging using LEHR Collimator 
Planar Scintimammography (SM) is generally performed using a LEHR parallel-hole col- 
limator coupled to full-size clinical -y-camera. This section evaluates the SM imaging 
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Figure 8.14: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing 2 or 3 lesions: (a) the decoded image with two lesions with 
TBR of 5: 1, (b) a diagonal profile through (a), (c) the decoded image with TBR of 5: 1, 
(d) a diagonal profile through (c). 
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Figure 8.15: The decoded images and the corresponding profiles obtained from the MCSs 
of a 3D phantom containing 2 or 3 lesions using the mask/antimask technique: (a) the 
decoded image with two lesions with TBR of 5: 1, (b) a diagonal profile through (a), (c) 
the decoded image with TBR of 5: 1, (d) a diagonal profile through (c). 
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Figure 8.16: The decoded images and the corresponding profiles obtained from the Mo-Ss 
of a 3D phantom containing a5 mm diameter lesion: (a) the decoded image with TBR 
of 5: 1 (NB: =3k photons detected by the detector) (b) a horizontal profile taken through 
the centre of (a), (c) the decoded with TBR of 10: 1 (NB: Pzý5k photons detected by the 
detector), (d) a horizontal profile through (c). 
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Figure 8.17: The decoded images and the corresponding profiles obtained from the MICSs 
of a 3D phantom containing a8 mm diameter lesion: (a) the decoded image with TBR of 
5: 1 (NB: ; zý; llk photons get detected), (b) a horizontal profile taken through the centre of 
(a), (c) the decoded with TBR of 10: 1 (NB: z --23k photons detected by the detector), (d) 
a horizontal profile through (c). 
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characteristic of the LEHR collimator to compare it with that previously obtained with 
the MURA-CA. The simulated parameters of the LEHR collimator is given in Fig. 4.3. 
The simulated detector was a planar block 40x40 cm by 0.95 cm thick of Nal. A uniform 
hot breast of size 10 x 10 x6 cm3, separated from the LEHR collimator by 0.1 cm, was 
simulated. The background radiation simulated was 2x 109 photons. A spherical lesion 
filled with soft tissue of diameter 1 cm was placed at the centre of the Field of View (FoV) 
at a depth of 3 cm from the front surface of the breast. The tumour level of activity i. e. 
TBRs values were varied ranging from TBR of 3: 1 to TBR of 100: 1. The simulated imag- 
ing geometry of a realistic phantom is shown in Fig. 8.18. The projected image produced 
from the simulation composed of 128 x 128 square pixels of sizes 0.3125 x 0.3125 cm. 
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Figure 8.18: The simulated geometry set-up in a longitudinal view (not to scale). The 
breast phantom is almost touching the collimator and the lesion at 3 cm depth from the 
surface of the breast. Note that the distance between the centre of the lesion and the 
collimator surface is 3.1 cm. 
Initially, the effects of an improvement on the quality of the projected image and lesion 
detectability as a function of TBR when imaging with a LEHR collimator was investigated. 
Figures 8.19-8.22 show the results of the SM imaging characteristic of the LEHR collimator 
for a 10 mm diameter lesion under 
different TBRs. The results demonstrate that the quality 
of the projected image is greatly affected 
by the TBR value. At low TBR values < 5: 1 the 
image is noisy and thus the lesion 
is hardly visualised. This is mainly due to the limited 
number of events detected 
from the tumour. In such case the main source of noise is the 
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Figure 8.19: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: (a) the projected image with TBR 3: 1, (b) 
a horizontal profile through the centre of (a), (c) the projected image with TBR of 5: 1, 
(d) a horizontal profile taken through the centre of (c). 
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Figure 8.20: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: (a) the projected image of TBR 10: 1, (b) 
a horizontal profile taken through the centre of (a), (c) the projected image with TBR of 
20: 1, (d) a horizontal profile taken through the centre of (c). All the images were acquired 
using the LEHR collimator coupled to the conventional y-camera. 
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Poissons noise because the detection is governed by the statistical process. 
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Figure 8.21: The NICS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: (a) the projected image containing a lesion 
with TBR of 40: 1. (b) a horizontal profile taken through the centre of (a), (c) the projected 
image of TBR of 60: 1, (d) a horizontal profile through the centre of (c). 
Having demonstrated the projected images and the corresponding profiles acquired 
using the LEHR collimator coupled to conventional -y-camera as a function of TBR. In 
here the performance of such camera was evaluated quantitatively by calculating lesion 
contrast and Full-Width Half-Maximum (FWHM) as a function of TBR. Figure 8.23 (a) 
and (b) show the calculated FWHM and contrast respectively. Figure 8.23 (b) show 
that at lower TBRs the nonspecific breast activity significantly affects the observed lesion 
contrast. Note that for the LEHR collimator, the projeced image of a 10 mm diameter 
tumour with uptake of 3: 1 both the lesion resolution and contrast were difficult to calculate 
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Figure 8.22: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: (a) the projected image contaning a lesion 
with TBR of 80: 1, (b) a horizontal profile taken through the centre of (a), (c) the projected 
image containing a lesion with TBR of 100: 1, (d) a horizontal profile taken through the 
centre of (c). 
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as the image is seriously affected by Poisson noise. The improvement, in contrast values 
demonstrated at TBR > 10: 1 is due to the increase of tumour signal compared to the 
background. To demonstrate this the total number of detected photon from the tumour 
was plotted as a function of TBR as shown in Fig. 8.24. 
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Figure 8.23: Quantification with -y-camera in detecting a signal in a hot background: (a) 
the tumour FWHM as a function of TBRs. Values calculated from data images of 10 mm 
lesions, (b) tumour contrast as a function of TBRs before for 10 mm lesion. Values shown 
calculated from Eq. 6.1. 
To investigate the capability of the LEHR parallel-hole collimator in detecting small 
lesions with sizes less than 1 cm two lesion sizes of 5 mm and 8 mm diameter were selected. 
In each case two fixed TBRs of 5: 1 and 10: 1 were simulated and the results from these 
simulations are presented in Figs. 8.25 and Figs. 8.26. The data showed that due to the 
low detected photon from the tumour the 5 mm lesion is not visualised and a TBR of 10: 1 
or higher is required to clearly visualise the 8 mm lesion. 
8.1.3 Breast Tumour Imaging using UHR Collimator 
In recent years there are a large interest in dedicated y-cameras for use in breast tumour 
imaging [130]. One of the commercially available cameras is the LumaGEM camera, 
Gamma Medica, inc., Northridge [131]. This solid-state Cadmium Zinc Telluride (CZT) 
y-camera is equipped with an ultra-high resolution collimator. The imaging FoV of such 
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Figure 8.24: The tumour detected photon from a 10 mm diameter lesion as a function of 
TBR. Values acquired from the MCS of the LEHR coupled to the full-size -y-camera. 
camera is 16 x 20 cm2 with 2.5 x 2.5 x5 mm3 (see table 1.3). 
Table 8.1: The UHR parallel-hole collimator specifications [131]. 
Parameters Descriptions 
Collimator design Parallel square holes 
Material Lead 
Septa thickness (t) 0.02 cm 
Hole size (d) 0.122 cm flat-to-flat 
Hole length (1) 2.54 cm 
collimator to detector distance (e) 0.1 cm 
This section presents the MCS work to the aforementioned CZT camera that utilises 
a parallel-hole UHR collimator with the parameters shown in table 8.1. The experimental 
set-up for the UHR parallel-hole collimator 
MCS work is shown in Fig. 8.27. This MCS 
set-up and the imaging conditions used 
here is exactly the same as the LEHR collima- 
tor investigations. For the simulated 
CZT camera size 20x20 crn2 (80x80 pixels). The 
recorded (X, Y) spatial information was 
blurred by sampling a Gaussian probability func- 
tion with FWHM=1.58 mm. 
The energy deposition process is also subject to Gaussian 
broadening with energy dependent FWHM values obtained from the published experi- 
mental data [131]. The camera was 
first validated using the validation steps described in 
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Figure 8.25: The MMCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a5 mm diameter lesion: (a) the projected image of TBR 5: 1 (\B: 
only 123 photons detected from the lesion), (b) a horizontal profile taken through the 
centre of (a), (c) the projected image with TBR of 10: 1 (\B: 235 photons detected from 
the lesion), (d) a horizontal profile taken through the centre of (c). All the images were 
acquired using the LEHR collimator coupled to the conventional 'y-camera. 
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Figure 8.26: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a8 mm diameter lesion: 
(a) the projected image of TBR 5: 1 (NB: 
536 photons detected from the lesion), (b) a horizontal profile taken through the centre of 
(a), (c) the projected image with TBR of 10: 1 (NB: 1100 photons hit the detector), (d) a 
horizontal profile taken through the centre of (c). All the images were acquired using the 
LEHR collimator coupled to the conventional -y-camera. 
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Figure 8.27: The simulated geometry set-up side view (not to scale). The breast phantom 
is almost touching the collimator and the lesion at 3 cm depth from the surface of the 
breast. Note that the distance from the centre of the hot lesion to the collimator surface 
was 3.1 cm. 
chapter 3. The motivation for this SM imaging investigation was to utilise the enhanced 
spatial and energy resolution of the CZT camera compared to the full size conventional 
y-cameras. 
The subject of current investigation seeks to determine the performance of the UHR 
collimator coupled to CZT camera for breast tumour imaging. Figures 8.28-8.31 show 
the results for a 10 mm diameter lesion under different TBRs. These clearly demonstrate 
the influence of the TBR factor on the quality of the projected image and the lesion 
detectability. The effectiveness and performance of the CZT camera was then evaluated 
by quantitative comparison of lesion contrast and Full-Width Half-Maximum (FWHM) 
under a variety of clinical imaging situations. Figure 8.32 (a) and (b) show the calculated 
FWHM and contrast respectively. Figure 8.32 (a) demonstrates that the UHR collimator 
give more or less very similar results to the LEHR collimator in term of lesion resolution. 
Note however, that for the UHR collimator, the 10 mm diameter tumours with TBR of 
3 is just abut visualized. Below the TBR of 3 the lesion visibility is seriously affected 
by Poisson noise. The number of tumour detected photons as a function of TBR is also 
plotted in Fig. 8.33. 
To investigate the capability of the UHR parallel-hole collimator in detecting small 
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Figure 8.28: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: 
(a) the projected image of 10 mm diameter 
lesion with TBR 3: 1, (b) a horizontal profile through the centre of (a), (c) the projected 
image containing 10 mm diameter lesion with TBR 5: 1, (d) a horizontal profile through 
the centre of (c). All the images were acquired using the UHR collimator coupled to the 
CZT camera. 
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Figure 8.29: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: (a) the projected image with TBR of 10: 1, 
(b) a horizontal profile taken through the centre of (a), (c) the projected image of TBR of 
20: 1, (d) a horizontal profile taken through the centre of (c). All the images were acquired 
using the UHR collimator coupled to CZT camera. 
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Figure 8.30: The MCS projeced images and the corresponding profiles obtained from the 
3D phantom containing a 10 mm diameter lesion: (a) the projected image with TBR of 
40: 1, (b) a horizontal profile taken through the centre of (a), (c) the projected image with 
TBR of 60: 1, (d) a horizontal profile taken through the centre of (c). 
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Figure 8.31: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a 10 mm diameter lesion: (a) the projected image with TBR of 80: 1, 
(b) a horizontal profile taken through the centre of (a), (c) the projected image of isolated 
breast phantom of TBR 100: 1, (d) a horizontal profile taken through the centre of (c). 
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Figure 8.32: Quantification with CZT camera in detecting a signal in a hot background: 
(a) the tumour FWHM as a function of TBRs. Values calculated from data images of 10 
mm lesions, (b) tumour contrast as a function of TBRs before for 10 mm lesion. Values 
demonstrated were calculated from Eq. 6.1. 
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Figure 8.33: The tumour detected photon from a 10 mm diameter lesion using the UHR 
parallel-hole collimator coupled to the CZT camera as a function of TBR. 
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lesions with sizes less than 1 cm two lesion sizes of 5mm and 8 mm diameter were selected. 
In each case two fixed TBRs of 5: 1 and 10: 1 were simulated and the results from these 
simulations are presented in Figs. 8.34 and Figs. 8.35. The data showed that due to the 
low detected photon from the tumour particularly the 5 mm lesion with TBR of 10: 1 is 
hardly seen. 
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Figure 8.34: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a5 mm diameter lesion: (a) the projected image with TBR of 5: 1 
(NB: 155 photons hit the detector), (b) a horizontal profile taken through the centre of 
(a), (c) the projected image of isolated breast phantom of TBR 10: 1 (NB: 290 photons hit 
the detector), (d) a horizontal profile taken through the centre of (c). 
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Figure 8.35: The MCS projeced images and the corresponding profiles obtained from 3D 
phantom containing a8 mm diameter 
lesion: (a) the projected image with TBR of 5: 1 
(NB: 629 photons hit the detector), (b) a horizontal profile taken through the centre of 
(a), (c) the projected image of isolated breast phantom of TBR 10: 1 (NB: 1257 photons 
hit the detector), (d) a horizontal profile taken through the centre of (c). 
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8.1.4 Conclusions from the Comparative Simulation Study 
From the imaging characteristics of SM investigations using MURA-CA, LEHR and UHR 
parallel-hole collimators at different imaging conditions one may draw the following con- 
clusions: 
1. For all image formation methods the MCS data were generated from a 3D phantom 
that models the breast with small spherical lesion. The quality of these simulated 
images are limited by the Poisson noise particularly at low TBRs (i. e. low Signal- 
to-Noise-Ratio, SNR). This reduces the lesion detectability and the accuracy of any 
quantitative measurements. Other than image noise, photon scatter and photon 
attenuation are inherent physical process and thus, limit the precise quantification 
of source distribution in planar image. These seriously affect the lesion visibility and 
thus, the performance of the imaging system. In addition, statistical variations and 
partial volume effect tend to make calculated tumour fwhm values slightly smaller 
than the actual size of the lesion. 
2. The above results demonstrate that all image formation methods produce more 
or less similar results in term of lesion resolution with a slightly lower values in 
the case of MURA (see table 8.2). This is beleived to be due to the effect of the 
decoding process involved in the case of the MURA-CA imaging system. The UHR 
collimator provides a slightly better peformance than the LEHR collimator in terms 
of image contrast. However, wih zero order correction and background subtraction 
the MURA-CA SM imaging approach provides significantly better performance in 
term of contrast (see table 8.3) than both collimator-based image formation methods. 
3. The incomplete mask shadow (partial encoding) for the off-central axis lesions are 
the main cause that lower the performance of the CA imaging system particularly 
in the case of multiple lesions. These off-central axis lesions are responsible for 
a slightly imperfect decoding as each point source of the off-axis lesions produces 
sidelobes that lead to the degrdation of lesion visibility. As stated before an obvious 
way of solving this problem is to use a larger detector. 
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Table 8.2: The lesion resolution values (mm) for three image formation methods as a 
functi 
TBR value MURA CA LEHR collimator UHR collimator 
3: 1 6.65 - 7.82 
5: 1 6.64 7.81 7.84 
10: 1 6.69 7.77 7.79 
20: 1 6.84 7.86 7.61 
40: 1 6.89 7.85 7.62 
60: 1 6.92 7.89 7.64 
80: 1 6.95 7.89 7.63 
100: 1 7.92 7.92 7.72 
Table 8.3: The contrast (see section 6.1.3) values (%) for three image formation methods 
as af 
TBR value MURA CA LEHR collimator UHR collimator 
3: 1 2.809 - 0.048 
5: 1 3.427 0.159 0.101 
10: 1 3.852 0.296 0.229 
20: 1 4.704 0.516 0.494 
40: 1 6.045 0.915 0.988 
60: 1 6.425 1.197 1.462 
80: 1 6.920 1.401 1.96 
100: 1 7.498 1.601 2.39 
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Figure 8.36: The system response from an idealised point source in air using the geometry 
shown in Fig. 5.3: (a) decoded image with FWHM=2.72 mm and a contrast value of 
24.78, (b) a vertical profile taken through the centre of the decoded image (a). Note for 
this simulation 34k photons detected by the detector. 
Having demonstrated the performance of the aforementioned image formation methods 
in breast tumour imaging, let us also determine the response function from all image 
formations systems. This was achieved by simulating a point source in air (with 107 
photon histories) separated from the mask and the collimators by 10 cm. In the case of 
the MURA-CA the imaging geometry configuration ensure an object magnification of 3. 
The system response from an idealised point source for the MURA-CA, LEHR collimator 
and the UHR collimator are shown in the subsequent Figs. 8.36-8.38. The SNR (i. e. 
contrast multipled by the square root of the background [132) for the simulted data 
produced from all image formation systems were calculated. The SNR for the MURA 
was the highest 323.75 where as for the UHR and LEHR collimators were 30.1 and 109 
respectively. 
8.2 Investigations using Pseudo-Ray Tracing 
Having demonstrated in chapter five that the PRT method produces similar results to 
the MCS method, this section present the various investigations carried out with PRT 
to investigate the performance of different CA masks (see table 4.4) for breast tumour 
imaging. This is because the method is fast and requires less computation power than the 
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Figure 8.37: The system response from an idealised point source in air using the LEHR 
collimator: (a) projected image with FWHM=6.69 mm and a contrast value of 787.50, (b) 
a vertical profile taken through the centre of 
(a). Note for this simulation 1. lk photons 
detected by the detector. 
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Figure 8.38: The system response from an idealised point source in air using the UHR 
collimator: (a) the projected image with 
FWHM=5.39 mm and a contrast value of 31.58, 
(b) a vertical profile taken through the centre of (a). Note for this simulation 1219 photons 
hit the detector. 
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MCS method. In all these investigations infinitely thin masks were used to eliminate the 
noise effects and other physical factor. 
8.2.1 Imaging with Symmetric MURA Mask 
The imaging performance of the CA-SM system in resolving a lesion embedded in a hot 3D 
phantom of size 10 x 10 x6 cm3 was investigated using the PRT method. Different lesion 
sizes (0.5 &1 cm diameter) and a variety of imaging TBRs conditions ranging from 5: 1- 
100: 1 are considered. These high statistics (106 /47r dis/mm3) investigations demonstrate 
the intrinsic capability of the CA imaging in detecting a signal in a hot background. The 
aim was to demonstrate how post-acquisition near-field image corrections can improve 
object detection in terms of CNR and resolution. Note, the "noise" present arises due to 
systematic effects within the correlation process and due to the presence of artefacts in 
the decoded image. 
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Figure 8.39: Quantification with MURA-CA imaging in detecting a signal in a hot back- 
ground: (a) the tumour FWHM as a function of TBRs before and after near field correc- 
tions. Values calculated from the 3D data images of 5 and 10 mm lesions. NB: 1 pixel=2 
mm, and due to imaging geometry a magnification of 3 is also present, (b) tumour CNR as 
a function of TBRs before and after near-field corrections for 10 and 5 mm lesion. Values 
calculated from Eq. 6.2 for images produced from PRT method. 
The observed object size expressed in terms of FWHM of 5 and 10 mm diameter 
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(b) 
lesions was quantified before and after the near-field corrections, with the results given in 
Fig. 8.39 (a). Values were averaged based on 4 profiles (horizontal, vertical and the two 
diagonal directions. Note that in each case, projection and partial volume effects reduce 
the measurement to less than the actual lesion size, and that it appears that TBRs has 
relatively little effect on observed resolution above TBR=20. 
Figure 8.39 (b) illustrates the calculated CNR data, demonstrating that after the near- 
field corrections the lesion visibility of a 10 mm lesion down to a TBR of 5: 1 and a5 mm 
lesion down to TBR of 10: 1. Note with near field corrections all lesions are visualised (not 
shown here) down to a TBR of 3: 1. Prior to near field corrections the limits of visibility 
were at TBRs of 10: 1 and 20: 1 respectively. These data demonstrate that the use of 
near-field corrections in CA-SM system has relatively small effect on lesion resolution, but 
however, it does significantly improve the system contrast by approximately a factor of 
10. 
Having demonstrated the system contrast and resolution for a 10 mm lesion centred 
on the FoV, the following considers the off-axis lesion displacement. In each case, a 10 
mm lesion with uptake ratio of 10: 1 (at 3 cm depth) was systematically shifted by 1 
cm along both the horizontal and vertical direction (X and Y axis) about the centre of 
the FoV corresponding to a breast phantom that is 10 cm wide. The decoded images 
were considered in each case after being corrected with background subtraction technique. 
Figure 8.40 (a) and (c) show exemplars of the subtracted images of off-axis lesion of 3 and 
5 cm displacement respectively. In both cases the target object (lesion) is resolved but 
with the presence of background artefact. 
8.2.2 Imaging with Mosaic MURA Mask 
The use of mosaicking in CA imaging ensure complete encoding of the mask pattern but 
it requires a large detector. This is necessary to ensure that at least one complete basic 
pattern of the mask is fully covered in the detector. To demonstrate the effect of imaging 
with a mosiac mask a 2x2 of the basic MURA pattern with 41x41 were used. Figure 
8.41 show exemplar plot of the PRT of planar phantoms with sizes 1x1x0.1 cm3 and 
5x5x0.1 cm3. This demonstrates that the use of mosiac mask is not actually eliminating 
the imaging artefacts as it produces similar distortion artefacts when imaging a planar 2D 
uniform object (see section 5.2.3) if not worse. 
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Figure 8.40: The reconstructed image of 3D object of size 10 x 10 x6 cm 3 with off-axis 10 
mm diameter sphere (uptake 10: 1) placed at a depth of 3 cm: (a) raw decoded image from 
PRT method containing the lesion, (b) a diagonal profile through (a) phantom, (c) raw 
decoded image from PRT method containing the lesion, (d) a diagonal profile through (c). 
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Figure 8.41: The reconstructed images of planar uniform object obtained from the PRT 
method: (a) the decoded image of a phantom of size 1x1x0.1 cm3, (b) a vertical profile 
taken through the centre of (a), (c) the decoded image of a phantom of size 5x5x0.1 cm 3, 
(d) a vertical profile taken through the centre of (c). Note in this example only the central 
projected image of the mosaic 
(of size 164x164) was correlated with the corresponding 
decoding array. 
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8.3 Discussion 
This chapter has demonstrated the application of different MURA-CA imaging systems 
for breast tumour imaging using MCS and PRT methods. First, the performance of the 
MURA-CA was assessed using the MCS method and then the effectiveness of the system 
was compared with two image formation collimator-based systems, namely the LEHR col- 
limator of the conventional -y-camera and the UHR collimator used with a dedicated CZT 
camera. In these investigations, considering a realistic background activity distribution, 
a range of TBRs were used ranging from 100: 1 to a more clinically realistic TBRs of 3: 1. 
The MURA-CA system is particularly sensitive to stray photons from outside the target 
region of interest compared to both collimator-based imaging systems. In addition, the 
projections of the extended object (mainly from the background of the breast) produce a 
highly multiplexed image. This needs to be decoded to obtain the information contained 
in the object. Direct decoding would actually produce a highly distorted image with large 
artefacts. These artefacts are mainly due to the finite size of the detector the projected 
image information is significantly less than it should be. This is because the off-axis source 
cause partial coded information as the imaging geometry used here ensures that only a 
point source in the centre of th FoV projects an entire mask pattern onto the detector but 
other sources project only part of the mask pattern on the detector. Thus, the decoded 
process in such cases produce large artefacts that offset the performance of the CA imag- 
ing system. These mask out the ability of the CA imaging system to have a high image 
contrast and thus, affect lesion detectability. 
To minimise these artefacts so that the MURA-CA in SM yields a higher overall per- 
formance than the collimator-based system a set of near field corrections is needed. First, 
zero order correction (see section 7.1.1) is need to correct the all the projected images (the 
image contain the lesion in a backgroud and the image contain the generated background) 
from the near field effect. Note that the predicted breast background can be generated 
using either accelerated MCS method or PRT method. Then a simple background sub- 
traction (see section 7.1.3) is performed to remove the properly scaled background image. 
At this stage all the background is totally removed and now the projected image should 
only contain the lesion alone. Since CAs work well on imaging small objects and were 
originally developed for imaging point-like objects, this means that if the projected image 
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is then decoded with the usual G function it should then produce a lesion image. Thus, 
the smaller the source object the lower the sidelobe artefacts the better the performance 
of the CA imaging system. This improvement gradually decreased with increasing the 
object size i. e. once the source become extended. 
The imaging performance of the CA-SM system in resolving a lesion of variable sizes 
embedded in a hot 3D phantom of 10 x 10 x6 cm3 was evaluated using the MCS and the 
PRT methods. In real SM imaging with 
99mTc-sestamibi (140 keV gamma emitter) the 
typical TBR is often as much as 9: 1 [35]. The above MCS data demonstrate that with 
near near-field corrections the MURA-CA has good SM imaging characteristics. These 
data show that the lesion visibility for a 10 mm diameter lesion down to 3: 1 and lesion as 
small as 2 mm with a TBR of 5: 1 is also visible. 
This is far higher in performance than 
the current collimator-based SM imaging systems. 
To assess the performance of the MURA-CA it was compared with the LEHR (see 
section 8.1.2) and the UHR (see section 8.1.3) parallel-hole collimators. For this particular 
imaging geometry used here it was demonstrated that the LEHR collimator coupled to 
the full-size clinical ry-camera yields more or less similar overall performance (albeit with 
reduced contrast), to UHR parall-hole collimator coupled to the 
CZT camera. The results 
data also show that the collimator is the main drawback of these imaging formation 
methods as only small fraction of the total emited photons 
from the lesion is detected i. e. 
the number of events detected in 10 minuest using the aformentioned image formation 
methods are small compared to the 
background radiation. This limited photon statistics 
affects the quality of the projected image as the observed number of counts are described 
by Poisson probability distribution. This make the detection of small lesion less than 
8 mm in the case of the LEHR collimator and less than 5 mm in the case of the UHR 
collimator difficult. For accuretly visualzing a small 
lesion one needs a high TBR value 
(i. e. a higher SNR) higher than 10: 1. 
The is necessary so that one can differentiate between 
the background region and the tumour region. 
There are however, two problems associated with the near-field CA-SM imaging. The 
first problem is decoding at depth 
(plane) as in practice the location of lesion(s) is un- 
known. This is particularly true in the case of multiple sources i. e. more than 5 lesions 
separated by less than 1 cm. To recover the lesion one needs to know the depth of the 
target object. If no a priori information is available then from the geometrical set-up all 
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the distances between the mask and the detector and the mask and the front face of the 
semi-compressed breast should be considered. Note that the optimum imaging geometry 
is to ensure that the desired magnification coefficient, m,, at the front face of the breast. 
This necessary so that with depth the m, decreases and thus, the projected shadow from 
sources at depth which contain the sources information are covered by the detector. A 
set of scaled decoding is then used through the entire depth of the breast to recover the 
lesion(s) of unknown depth. From eq. 5.4 if a is integer then the projection of the mask- 
hole cover exactly a square of ax a pixel and thus, a perfect decoded image is produced. 
This only exist for a specific position of the lesion in the breast. If however a have non- 
integer value this mean that the G function is scaled with non-integer value as a result 
undesirable artefacts appear in the image (see section 5.2.1 (d)). To solve this problem 
and to see the lesion clearly and to eleminate these artefacts the only way is to ensure that 
in each depth (plane) that a is integer. With reference to eq. 5.4 for example if m, =3.9, 
a=4 (chosen) and the mask element size pm=2 then the size of the detector pixel is given 
as pd = p. =, Q=1.95. Another example if m, =4.2, a=4 and the mask element size pm=2 
then pd = 2.1 ans so on. This mean that for each non-integer depth then based on other 
parameters the size of the detector pixel pd is chosen so that a is integer. If this can be 
achived off-line for such limited depth of simi-compressed breast then the artefacts arising 
from imperfect sampling can be either eleminated or minimised. 
The second problem with the near-field CA-SM imaging is the off-central axis lesion 
particularly in the case of multiple lesions. The off-centre lesions contribute noise to 
the decoded image as these are responsible for the presence of side-lobe artefacts in the 
decoded image. These slightly offset the performance and the effectiveness of the system. 
An obvious way to solve this problem is to look up (by simulation) to the best geometrical 
set-up or to use a detector that is large enough to fully coded the object and cover the 
whole Field of View (FoV). Alternatively, give a larger activity (740 MBq [84] or 925-1110 
MBq [49]) or image the the patient for more than 10 minutes. From the PRT high statistics 
(106/41r dis/mm3 photons was simulated) investigations the results demonstrate that the 
MURA-CA masks provide good performance and work well in the case off-central axis 
sources (see Fig. 8.39). From the above investigations one can infer that CA-SM would 
work even better with either a larger detector then used or with imaging for more than 
10 minutes. The former is needed to cover the whole Field of View (FoV) of the object 
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and thus, fully coded the projected shadow pattern where as the latter is needed due to 
the presence of coding noise from the off-central axis sources. 
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Chapter 9 
Summary & Conclusions 
This chapter summarizes the main thesis outcomes that have been made and discusses 
the future directions for the continuation of this work. 
9.1 Summary & Conclusions 
Breast cancer is a major health problem affecting women in US, UK, and Western Eu- 
rope. It also affects many other countries in Asia, and the third world. This study was 
aimed to join the battle against this aggressive disease by investigating the performance of 
Coded Apertures (CAs) in breast tumour imaging. After describing the problems caused 
by breast cancer an overview of the available literature was obtained covering the most 
currently used screening and diagnostic techniques of breast cancer. It also includes the 
recently developed dedicated camera designed for breast tumour imaging. Based on these 
literature it was found that the existing diagnostic techniques for evaluating breast cancer 
are a combination of imaging techniques and invasive breast biopsies. Among these imag- 
ing techniques is Scintimammography (SM) using a full size clinical -y-camera employing a 
Low Energy High Resolution (LEHR) collimator. This functional radionuclide technique 
offers information about the function of an organ and is a valuable diagnostic method par- 
ticularly for evaluating dense breasts. However, the use of a physical collimator is a major 
disadvantage of such gamma camera SM imaging systems. It limits the performance of 
the imaging system and thus, exhibits a resolution-efficiency trade-off. 
As an alternative, CA coupled to a standard clinical gamma camera, without a col- 
limator was investigated in this thesis. This image formation technique is attractive for 
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imaging small sparse objects i. e. a small FoV object and thus, matches the imaging 
objective of SM. In addition, the recent advances in near-field artefacts correction have 
attracted us to investigate the CA imaging technique. The motivation for this study is 
that the use of CA for breast tumour imaging, using a standard y-camera, may circumuent 
the need for high resolution dedicated systems. First, the most suitable CA patterns were 
explored including their generation role and correlation properties and with a review of 
the literature. This is important because the ideal reconstructed (decoded) image strongly 
depends on the choice of the aperture pattern. The current optimum mask patterns were 
found to be the Modified Uniformly Redundant Array (MURA) and the No-Two-Hole- 
Touching (NTHT) that is based on MURA. This is because the response function of such 
pattern is a ö-function with zero side-lobes. These patterns were particularly attractive as 
they combine the wide open area and the ability of obtaining a magnified image compared 
with the LEHR collimator. 
Following this, all the possible mask camera configurations, 
geometry and design for CA imaging were explored. 
It was pointed out that the mask 
camera design depends on the size and resolution of the 
detector as well as the size and 
the FoV of the object. Square mask elements were chosen to match the detector elements 
to make best use of the available 
detector area. 
The original part of this work explores the application of CA imaging for breast tumour 
detection. Initially, these investigations were carried out using the well known Monte 
Carlo (MC) methods in imaging different phantom geometries. Before doing so and as a 
first part of this project, the MC methods and utilities were geometrically validated for 
accuracy. The validation was essential and was achieved 
by conducting an experimental 
study, at the Royal Surrey County Hospital, using a 
Toshiba (GCA-7200A) clinical gamma 
camera with a LEHR parallel-hole collimator imaging mono-energetic point sources having 
variable range of energies, as well as 
imaging a point source as different distances from 
the LEHR collimator. 
After describing the MCS framework, the second and the most important part, in- 
volved the various investigations undertaken using a CA coupled to a full size standard 
y-camera for imaging a point 
like source. 2D projected images were investigated after 
being decoded using the correlation analysis. To do so in-house code was written to re- 
construct these projected images 
based on fine sampling cross correlation. In all planar 
images with an idealised point source no distortion or artefacts occur in the reconstructed 
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image except a small cross-shaped sides-lobe due to the near-field effect. These side-lobes 
can be minimised if the projected image are first corrected using a zero order correction. 
These results demonstrate the highest Signal-Noise-Ratio (SNR) for a source in the near- 
field geometry. However, these improvements for CA imaging tend to gradually decrease 
once the source becomes extended and its FoV increases unless use is made of a large 
detector that fully encodes all the source information. In this case artefacts (ghosts) of 
bright sources occur in the correlated image of distributed sources due to off central axis 
point sources. This is largely due to the multiplexing effect and the partially encoded in- 
formation because the detector is not large enough to contain all the source information. 
From these investigations and for the particular imaging geometry used here it is clear 
that for the CA camera, the smaller the object the better the decoded image and thus, 
the greater the advantages of the CA system. 
CA is a focusing technique and thus, demonstrates a tomographic capability from a 
single projection. This has been shown in the multi-source & multi-depth investigations. 
It has also been demonstrated that the out-of-focus planes produce non-uniform complex 
structural artefacts in the decoded image. This is because the projected image is not 
matched with the decoding array and thus, artefacts appear from the out-of-focus object 
plane. For faithful reconstruction one needs to properly focus in the desired decoding plane 
by using the appropriately scaled G function. Thus, if the sampling of the projection is 
perfect i. e. the mask projection matching the detector pixel then the distortion artefacts 
and structural noise are largely reduced. This only holds true for a fixed source: CA 
distance i. e. only exist for a specific position of the point source in the object. The 
imperfect detector sampling of the projection is because the mask projection does not 
perfectly match the detector pixel dimention i. e. a is having a non-integer value. Now 
scaling the decoding array G to a non-integer value means that the projected image is 
not matching with the decoding array. Despite this, one could still recover the object 
particularly for a limited depth, for a limited number of point-like objects. 
To investigate the intrinsic contribution of non-specific or background artefacts from 
a uniform 2D and 3D source object the camera simulation physics were removed and an 
ideal plane detector was simulated. The results from such an ideal detector were found to 
be almost identical to the results obtained from the full camera simulation. This suggest 
that the problem is geometrical. Further investigations were carried out with CA imaging 
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and two non-Monte Carlo methods were developed. The first method is new but simple 
called Binary Mask Shift (BMS) and the second method is Pseudo-Ray Tracing (PRT). 
Both methods are capable of predicting the performance of CA for imaging a variable 
source object as well as the shape of artefacts that are due to off-axis sources and finite 
size of the object. However, BMS ignores the effect of varying the angle of incidence of the 
, y-rays and thus, can be said that it represent far field geometry for imaging an extended 
but uniform 2D source object. 
On the other hand, the PRT method is far more realistic as it represents the near 
field imaging geometry. The background artefact pattern produced by uniform 2D and 
3D source objects of different sizes using a PRT method were comparable with the cor- 
responding data obtained with MCS. This suggest that both methods produce striking 
similarities and are almost identical. These results were encouraging and suggest that the 
so-called near field distortion observed with distributed 3D sources, as might be found in 
SM using CA, can be easily predicted and corrected. It was also found that the contribu- 
tion of background artefact distortion is mainly from the in-plane activity. 
To demonstrate the performance of CA for SM imaging pseudo-anthropomorphic phan- 
tom geometries containing torso, heart, breast and variable lesion sizes were first developed 
and then verified. Light breast compression has been assumed and the geometry chosen 
ensure craino-caudal imaging view. Various investigations were undertaken to evaluate the 
performance of the CA for the application of breast tumour imaging after image decoding. 
The performance of CA-SM was then evaluated by quantitative analysis of system resolu- 
tion, contrast, and Contrast-Noise-Ratio (CNR) at different imaging conditions. Although 
a tungsten frame (1.5 mm thick) surrounding the CA largely minimises the detection of 
oblique photons arriving from outside the breast FoV, the open field geometry associated 
with the MURA-CA imaging is problematic. From such investigations it was found that 
proper shielding is required to shield the CA camera from the non-specific out-of-field 
background activities arising from the torso and the heart. 
In addition, the non-specific background radiation from breast, photon scatter, source 
multiplexing and decoding process introduce noises to the decoded image. The multiplex- 
ing is an intrinsic property of the CA imaging system and is the cause that each point 
in the image is subject to the noise from other sources in the FoV. In other words each 
point in the image is subject to the noise from the rest of the detector plane. Due to 
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the limited size of the detector the presence of the breast background activities is the 
main contribution of imaging artefacts. These actually arise from the in-plane/out-plane 
activity as well as off-axis sources and are thus, responsible for the distorting quality of 
the decoded image. 
For the CA to have competitive SM imaging characteristics the distortion artefacts 
need to be eliminated or minimised first to improve the image quality of the decoded 
image. To do so three near-field correction techniques were implemented to the CA-SM 
data. First the projected image needs to be corrected with the zero-order correction. Then 
a simple background subtraction should be performed to remove the effect of volumetric 
background corruption caused by scatter and systematic decoding artefacts. These two 
corrections are necessary and have to be applied to the projected images before decoding 
and in any order. Then the mask/antimask technique could be used if needed. Note that 
for the presented data in this thesis the mask/antimask technique was only used where 
specifically indicated. 
After the near-field artefacts and for all lesions sizes that were investigated it was found 
that a minimal TBR of 3: 1 is required for visualising any lesions. This is competitive with 
that observed clinically, typically 3: 1 up to 9: 1. For lesion resolution it was found that the 
values reported were less than the actual lesion size. This may be due to the projection and 
partial volume effects which contribute to the reduction of lesion resolution measurement. 
In addition, the artefact arising from the in-plane off-centre sources may further deteriorate 
the spatial resolution in the Z direction as well as in the X and Y direction. 
To assess the performance of the CA-SM approach this was compared with a LEHR 
collimator placed on the the aforementioned camera. In addition, both image formation 
methods were also compared with the UHR parallel-hole collimator of the dedicated CZT 
camera. An important conclusion drawn from these simulation studies is that for these 
particular geometries the results were highly comparable in terms of spatial resolution. 
However, after the near-field correction the MURA-CA demonstrates superior performance 
in terms of contrast compared with both collimator-based systems. More importantly 
these collimator-based systems show poor detection efficiency particularly in the case of 
tumours less than 1 cm diameter. 
One of the drawbacks of CA imaging is the complexity of the out-of-focus behavior of 
the decoding. Our investigations show that the out-of-focus planes do not necessarily blur 
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smoothly and continuously instead it produces sharp and complex structures. With these 
artefacts present it is not possible to unambiguously extract the object information and 
thus this seriously confuses the diagnostic process. However, in CA-SM imaging we are 
often after a small point-like object (lesion) and focusing properly on the right plane that 
contains the lesion is important and will provide evidence of lesion presence. Focusing 
on the correct plane at the target object can increase the SNR and this can be achieved 
iteratively by scanning (off line) over the different position of the object (the FoV). The 
main novel contributions of this work are the demonstration that CA-SM can provide 
higher contrast compared to collimator-based approaches and lesion as small as 2 mm 
with a TBR of 3: 1 can be clearly visualised. 
9.2 Future Work 
The presented CA work has considered 2D projected images of 99mTc labelled sestamibi 
spherical lesions located at different positions of the pseudo-anthropomorphic phantom 
geometries. In such applications CA imaging technique showed good performance if both 
proper shielding and near-field artefact corrections are implemented. This opens new pos- 
sibilities for future CA tumour imaging applications. One avenue of the possible further 
work in this area is to consider repeating the simulation work with a Zubal anthropomor- 
phic phantom to investigate the optimum imaging geometries for the CA that consider a 
greater level of realism for non-specific background uptake. It would also be interesting to 
build a simple physical mask and repeat the MCS work experimentally. In addition, one of 
the problems of the CA-SM imaging is that the reconstruction at different planes as well 
as for off-central lesions multiple lesions with a set of decoding steps (scanning off line over 
the different plane of the object) introduces artefacts due to imperfect sampling. This 3D 
decoding technique needs further investigations with iterative reconstruction techniques 
suggested in [133,134] in order to produce a cleaner image. This work can also be ex- 
panded for a 3D imaging i. e. looking at the possibility of a tomographic CA system that 
might rotate arround the breast. This should ensure a continous CA pattern, so that each 
projection is no longer cut short. 
Another possible near-field applications for CA imaging would be sentinel node imag- 
ing, prostate imaging and thyroid imaging. Another possible and attractive application 
252 
would be small animal imaging. These are pseudo-planar objects (of small thickness), 
having small FoV and thus, represent point-like objects. In these small organs (small 
FoV) a high resolution image can be achieved by making the CA hole very small. This 
can be achieved by taking advantage of the large surface area of the conventional full- 
size -y-camera to achieve less than 2 mm spatial resolution. In addition, a high uniform 
sensitivity can be achieved compared to pinhole collimator. Thus, with proper shielding 
of the non-zero background arising from the surrounding organs of the area of interest 
and near-field corrections the MURA-CA imaging technique is capable of determining the 
location and the extent of the lesion. These suggested investigations could be carried out 
initially with MCS using more realistic anthropomorphic phantoms as it mimics the real 
situation in clinical practice. 
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Appendix A 
Chapter three illustrate that the total photon distribution recorded at the detector when 
imaging with CA can be obtained by integrating over the object plane , Gs: 
D(ý'i) - 
ýý 
()iýo) Aýrm)sýýro, rni)d2"r'o 
rý 
where: 
brttý 
_ (a ýi+ -ro ) and Zl 
9 (fo, rJ = 
1)tt2 
cos: ' (0) a 
(9.1) 
(9.2) 
(9.3) 
Equation 9.1 illustrates the basic mathematical formulation that describes the formation 
of the coded image when imaging a planar source. 
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Figure 9.1: Coded aperture geometry showing the point of intersection with the ray going 
from i to ri with illustration to all positions. 
In the following we will try to prove equation 9.2 and 9.3 respectively. From the geometry 
of Fig. 9.1 one can see two similar right-angled triangles (0 0,,, I7z) and (0 O; Ii) so 
that: 
Oili 00, 
_ 
a+ b 
Ornln, 00n, aa 
(] 
_, rt 
25.1 
aý 
Tm = To + am = To + -ai 7 
we know that (äi + i) = rti 
since z=a+b 
a Tý, = ro +z lTi - Toý 
ý'. = 
br + arti 
7 
Having proved Eq. 9.2, now we show (see Fig. 9.2) exemplar of some of the possible cases 
of the point of intersection with the ray going from ro to ri illustrating the positions of 
r;,,. that projected onto the detector plane. 
a=b 
1/2 
a=2b 
2/3 
b=2a 
1/3 
Figure 9.2: Exemplar of some of the possible cases of the point of intersection with the 
ray going from r. to i illustrating the positions of r; n, in each case. The illustration is 
projected onto the detector plane. 
Now let us consider the term Q(To, 'm) that given in Eq. 9.3. From Fig. 9.1 the 
can he obtained as: 
2 
ý(ý'o one) = 
Pm 
X Cos B (9.4) 
rp2 
where p. is the side size of the square pixel of the mask and this approximation is valid 
S1nCC TP >> pm. 
P2 a2 
=ax (rz) x coSB z 
p 
From Fig. 9.1 we know that (0 0,,, I, n) is a right-angled triangle at 
0,,,., hence: 
rp =a cos 8=a cos 
20 a )2. a2 =- =(- 2 
cos 0 rp rp rp 
Equation 9.5) becomes: 
2 
S2(T0  
rýti) 
== 2 cos3 B 
a 
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(9.5) 
(9.6) 
Appendix B: Example MCNPX input file. 
c point source (12.5 cm dirt. ) in a cylinder of water 
c detector cell cards 
1010 imp: p=0 $ sphere void cell 
21 -3.67 1 -2 3 -4 -5 6 imp: p=1 
$ geometry parameters of Nai 
32 -1.00 7 -8 -9 11 imp: p=1 
$ water cylinder 
44-1-00-11 imp: p=1 $ tumour or lesion cell 
53 -1.225E-3 -10 #2 #3 #4 imp: p=1 
$ air around NaI and water cylinder 
c end of cell card 
c surface cards for detector 
1 px -27.5 
2 px 27.5 
3 py -20 
4 py 20 
5 pz 0.0 
6 pz -0.95 
7 pz 10 
8 pz 20 
9 cz 2 
lo so 100 
11 RCC 00 12 0 0.005 . 005 
c end surface specifications 
$ Rectangular detector 
$ bottom plane of water cylinder 
$ top plane of water cylinder 
$ radius of water cylinder 
$ sphere 
$ lesion inside cylinder 
c Data Cards 
SDEF pos=0 0 12.0025 par=2 erg=. 14 
FB: P 1 
F18: p 1 
e0 0 le-5.001 250i . 25 
ft8 geb . 00329 
0.04191 
MODE P 
Mi 11000 -. 1534 
$ source information 
$ energy distribution of pulses 
$ energy deposition tally 
$ energy bins 
$ Energy broadening 
$ this is a photon problem 
$ define NaI using Na and I atom fractions 
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53000 -. 8466 
c water in cylinder 
M2 1001 -. 66667 
8016 -. 33333 
c Air around the system 
M3 7014 -. 7809 
8016 -. 2095 
18000 -. 0096 
M4 1001 -. 66667 
8016 -. 33333 
mplot 
nps 1000 
print 
PTRAC file=asc event=src write=all 
c end data section 
$ define NaI using Na and I atom fractions 
$ water in cylinder 
$ define h2o using h and o atom fractions 
$ Air around the system 
$ water in cylinder 
$ define h2o using h and o atom fractions 
$ for plotting 
$ run 1000 photon histories in this calculation 
$ print everything about the calculation 
max=1000 $ Max >=nps 
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Appendix C PTRAC File 
The two important parameters that determine the detection process when imaging with 
say 99"Tc isotropic sources emitting 140 keV photons, are the energy contents of the 
photon and its position on the detector. The 'y-ray photons generated from such a source 
are subject to Compton scattering, photoelectric effect and Rayleigh scattering. The 
resulting photon histories tracking individual the positions of interactions and energy 
losses are then recorded in a single output list file, referred to as a PTRAC file [116]. The 
use of the PTRAC command in the input file in the default mode produces unmanageable 
output data files on particles trajectories unless the number of histories are strictly limited. 
Thus, the use of PTRAC commands that link to the use of tally F8 are needed to filter out 
some of the unnecessary events information. This produce a relatively shorter PTRAC file 
and slightly reduces the computation time depending on the number of particles simulated. 
These commands instructs the code to only write specified events information to the file. 
The PTRAC commands used in the majority of the simulations in this study are listed 
in table 9.1. Details discussion of these commands and PTRAC file format can be found 
elsewhere [111,116]. Despite the use of these PTRAC command the majority of the 
simulated input files still produce very large output files (40-60 GB) particularly in the 
case of CA imaging geometries. This is because it provides a log of all events containing 
the 3D coordinates of their locations as well as the changes in the energy of the photons 
as they traverse through the imaging detector. 
Table 9.1: The main parameters and commands used with the PTRAC are listed below. 
These instruct the code to write the event of interest such as scattering, collision and 
photoelectric abs 
Parameters Operation 
File Write ASCII file (ASC) 
Write What need to be written (All) 
Type Type of event (Photon & Electron) 
Tally Tally F8 
The PTRAC stored data generally has the same formate and possess the following 
features: 
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Table 9.2: The types of events most relevant to the gamma camera simulations. These 
events depend on the incident -y-ray photon, the atomic number and the size of the medium. 
Event Code Event 
1000 Source 
2009 Photon from double fluorescence 
2016 Bremsstrahlung from electron 
3000 Surface collision 
4000 Collision inside the material 
5000 Photoelectric absorption 
9000 Particle termination 
1. The first 10 lines of the PTRAC output file is refered to as header block and only 
provides information about the simulation set-up. 
2. Records on particle histories appear on line 11 onward and in blocks. Each block 
contains new tracked particle. Every block begins with a line having 10 entries and 
the rest of lines are not. This is used to indicate the start of a new block and on the 
same time the end of the previous one. 
3. The second line after the line of 10 entries is the event code i. e. the source infor- 
mation. This provides the type of the event that the particle undergoes. These are 
listed in table 9.2. 
4. The first three entries on the second line of the block represent the 3D coordinates 
(x, y, z) of the event and the seventh entry represents the energy of the photon in 
MeVs. 
5. The first entry of the third line of the block contains the code of the next event. 
6. Line 4 is similar to line 2 as it contains the coordinates of the event and the energy 
content of the particle following the event. 
7. The lines then continue to repeat as in (5) and (6) till the particle terminates or 
leaves the detector. The latter is another marks for the end of the block. 
259 
One of the main feature of PTRAC utility is the ability of recording the number or 
the percentage of scattering events separated from the Photo-electric event. 
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Appendix D 
ha dxb 
dy S2= ff 
0o (x2 + y2 + h2)2 
Taking the second integration: - 
6 dy 1 %b dy 
0 (x2+y2+h2)2 (x2+h2) o (ý +1)2 
Now we assume the following: - 
y= (x2 + h2) tan B 
dy = (x2 + h2) 
1 
d9 
cos2 0 
when y=b 0=0' 
b= (x2 + h2) tan B' 
fa fe' (2 2) d9 1 S2 = hJ dxJ x+h 
cost B ((x2 + h2) + (x2 + h2) tan2 B] 2 
SZ -hf 
adx f e(x2 + h2) 2 dB 1 
00 (x2+h2)2 Co328 (1+tan29)2 
We know that 1+tan20 =I 
S2-h fadxfe' 1 dB 
00 
(x2 + h2) cos2 B (1/ cos2 B)2 
S2 = hýadx 
ecos 
9d0 (xa + h2) 
r 
1 S2 hJoadx (xa + h2 ) 
(sin B]oý 
S2 hýadx (x2 
1 
h2) sin 
B' 
We know that: 
cost B+ sine 0=1 tan2B 
+1 
sin B 
(9.7) 
(9.8) 
(9.9) 
(9.10) 
(9.11) 
(9.12) 
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Also, from Eq. 9.10: tan B'= 
y +b h 
x2+h2 
+1 
x2+h2+b2 1 
= b2 b2 = si 9' 
sin B' =b Vx'+ h2 T Ö2 
From Eq. 9.13 into Eq. 9.12 
S2=bh fadx 11 
o x2+h2 x +h +ý 
Now, we assume the following: 
x= h2 + b2 tan 6 
n-- dB ax=Vh`+b' 
CO829 
when x=a*B= 8" then 
a= h2+b2 tan B" 
9= bh 
B" 
h2 +b2 
d0' 1 
o C03291 * (h2+b2)tan2B'+h2 
1 
(h2+b2)tan20'+h2+b2 
S2 = bh 
f B// h2 + b2 
dB' 11 
o cos2B' 
" (h2 + b2) tan B' + h2 h+b 1+ tan B' 
We know the following: 
1+ tang B=1 
cost B 
Bd9' 1 f? = bhý 
c 
tos2os 
' (h2 + b2) tan2 B' + h2 ' cos B' 01 
bh /'B" d9' 1 
h2Ja cosB' (-V)-tan 2B'+1 
b 10" dB' 
h1 cos B' (1 +ý) tan2 B/ +1 
_bdB' 
1 
_b 
%B" dB' cost B' 
h Jo cos B' (1 + 77 )ý+1h Jo cos B' (1 +h) sine 9' + cost B' 
(9.13) 
(9.14) 
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0" cos 8'd9' b 
hf (1 + ý)sin2 B' +1- sine 9' 
_b 
%B" cos B'd9' b cO" cos B'dO' 
Jo sin 2 9' +h+1 -sin 
2 B' h Jo h sin2 6' +1 
For simplicity we will use t= 0" and for integration we assume that: 
t= sin B' dt = cos B'dO' 
b psin 9' dt 
J ho ýt2+1 
By taken another assumption: - 
ht btanB"=ý- 
ýdt bcosýýý 9" 
b80/ h dB" 1 
_B" 
d8" 
h J0 b cost 9" h h2 tan2 On +1- Jo C082011 1+ tang B" 
0_- 
Jo 
ý8ýý d9" 26ýý ' cos cos2 Off 
fa sý- ae"=e" 0 
9= eulsinB' 
cl = sin 6' 
We know that: 
1 
sin2B' 
sin28 
1+t 
n2 
a= h2+b2tan0' 
tan 0' _ h F) 
a2 tan2 B' _ (h2 + b2) 
=1+ 
1 
a2 
h +6 
h2 + b2 
= i+ 
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a2 
(9.15) 
(9.16) 
(9.17) 
1_ h2 + b2 + a2 
sin2B' a2 
sin 0' = 
From Eq. 9.16 we know that: 
a 
h +b -a, - 7 
sin B' =b tan B" 
a 
_h h +b +a -b 
tang 
tan B" = 
ab 1 
h h"+bý ä 
8" = arctan[ab 
1ý 
hh -+2b-77+ 'ý 
(s. 1s) 
(9.19) 
(9.20) 
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Appendix E 
This appendix is divided into two main sections. The first section present the results that 
compare the MCS data of planar square objects with that from the PRT method. The 
second section present the results that compare the 2D object with the 3D object. 
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Figure 9.3: Exemplar vertical profiles of predicted flat field distortion from PRT method 
compared with the corresponding produced by 2D MCS data: (a) 2D source object of 
2x2 cm2, (b) 2D source object of 4x4 cm2 . 
The slight discrepancies remaining are due to 
photon statistics and MCS geometry specific effects such as mask thickness. 
Imaging a 2D Uniform Object 
The following set of results compared the predicted flat field distortion of 2D square source 
object. Figure 9.3 (a) and (b) present the predicted flat field distortion of size 2x2 cm2 
and 4x4 cm2 from PRT method compared with the corresponding produced from MCS 
data. Figure 9.4 show another exemplar of the predicted flat field distortion of size 5x5 
cm2 and 10 x 10 cm2 from PRT method compared with the corresponding produced from 
MCS data. The slight discrepancies remaining are due to photon statistics and MCS ge- 
ometry specific effects such as mask thickness. 
Imaging 2D & 3D Uniform Object 
This section looked at the difference between the full 3D prediction of the background 
(b) 
. +d 
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(a) (b) 
Figure 9.4: Exemplar vertical profiles of predicted flat field distortion from PRT method 
compared with the corresponding produced by 2D MCS: (a) 2D source object of 5x5 cm2, 
(b) 2D source object of lOx 10 cm2 from PRT method (filled circle) compared with the 
corresponding produced 
by 2D MCS (filled square). 
compare to just considering 
2D in-plane effects from both the PRT as well as the MCS 
method. Exemplar vertical profiles through the 
decoded images of predicted 2D and 3D 
objects of different sizes obtained 
from the PRT method are shown in Fig. 9.5 and Fig. 
9.6. 
Having demonstrated that at a particular plane the predicted flat field distortion using 
the PRT method for a planar source is comparable to that obtained from the the 3D source 
object of similar size. The 
following set of results compare the flat field distortion of 2D 
square source object with the corresponding obtained from the 3D sourece object but 
with all data generated 
from the MCS. Exemplar vertical profiles through the decoded 
images oof planar object compared with 
3D source object of different sizes are shown in 
Fig. 9.7 and Fig. 9.7. All data were obtained from the MCS method after least squares 
fit to normalise the distribution. 
The slight discrepancies remaining are due to photon 
statistics. 
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Figure 9.5: Exemplar vertical profiles through the decoded image of predicted 2D flat 
field distortion from the PRT method for a planar source compared with 3D source object 
after least squares fit to normalise the distribution: (a) planar square object of size 10x10 
cm2 compared with 3D object of 10 x 10 x6 cm3, (b) planar square object of size 5x5 cm2 
compared with 3D object of 5x5x6 cm3. 
(a) (b) 
Figure 9.6: Exemplar vertical profiles through the decoded image of predicted 2D flat 
field distortion from the PRT method for a planar source compared with 3D source object 
after least squares fit to normalise the distribution: (a) planar square object of size 3x3 
cm2 compared with 3D object of 3x3x6 cm3, (b) planar square object of size 4x4 cm2 
compared with 3D object of 4x4x6 cm3. 
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Figure 9.7: Exemplar vertical profiles through the decoded images of predicted 2D flat 
field distortion from the MCS method for a planar source compared with 3D source object 
after least squares fit to normalise the distribution: (a) planar square object of size 10x 10 
cm2 compared with 3D object of lO x 10 x6 cm3, (b) planar square object of size 5x5 cm2 
compared with 3D object of 5x5x6 cm3. 
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Figure 9.8: Exemplar vertical profiles through the decoded images of planar object com- 
pared with 3D source object. 
The planar square object of size 3x3 cm'' compared with 
3D object of 3x3x6 cm3. 
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