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Following John Kennison, a ﬂow (or discrete dynamical system) in a category C is a couple
(X, f ), where X is an object of C and f : X → X is a morphism, called the iterator. If (A, f )
and (B, g) are ﬂows in C, then h : A → B is a morphism of ﬂows from (A, f ) to (B, g) if
h ◦ f = g ◦ h. We let Flow(C) denote the resulting category of ﬂows in C.
This paper deals with Flow(Set) and Flow(Top), where Set and Top denote respectively the
categories of sets and topological spaces.
By a Gottschalk ﬂow, we mean a ﬂow (X, f ) in Top satisfying the following conditions:
(i) If x ∈ X is any almost periodic point of f , then the closure O f (x) is a minimal set
of f ;
(ii) All points in any minimal set of f are almost periodic points.
As proven by Gottschalk, if X is a compact Hausdorff space and f : X → X is a continuous
function, then (X, f ) is a Gottschalk ﬂow.
In this paper, we prove that for any ﬂow (X, f ) of Set, there is a topology P( f ) on X
for which ((X,P( f )), f ) is a Gottschalk ﬂow in Top. This, actually, deﬁnes a covariant
functor P from Flow(Set) into Flow(Top).
The main result of this paper provides a characterization of spaces in the image of the
functor P in order-theoretical terms.
Some categorical properties of Flow(Set) and Flow(Top) are also given.
© 2012 Elsevier B.V. All rights reserved.
0. Introduction
According to Kennison, a ﬂow in a category C is a couple (X, f ), where X is an object of C and f : X → X is a morphism,
called the iterator (see [21] and [22]). If (A, f ) and (B, g) are ﬂows in C, then h : A → B is a morphism of ﬂows from (A, f )
to (B, g) if h ◦ f = g ◦ h. We let Flow(C) denote the resulting category of ﬂows in C.
Let Set and Top denote respectively the categories of sets and topological spaces. For specialists in dynamical systems,
ﬂows in Set (resp., Top) are called discrete dynamical systems (resp., topological discrete dynamical systems).
The main goal of this paper is to construct a covariant functor P from Flow(Set) into Flow(Top) and to characterize the
image of P.
The construction of the functor P needs the concept of principal spaces [27].
A principal space is a topological space in which any intersection of open sets is open. These spaces were ﬁrst considered
by Alexandroff in 1937 [1] with the name of “Diskrete Räume”. In [27], Steiner has called them principal spaces.
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given set [27]: the lattice of topologies on any set is complemented; moreover, each topology has a principal topology
complement.
Principal spaces have prominent aspects which are applied in several areas including geometry, digital topology, di-
verse branches of computer sciences, natural and social sciences. Also, it is worth noting that Principal spaces are used for
derivation of an effective topology of a discretization space–time in theoretical physics (see [28]).
Principal T0-spaces have been studied as topological models of the supports of digital images (see for instance [24]
and [23]).
Recently, principal topologies proved to be useful for some authors in providing examples and counterexamples in several
papers dealing with spectral spaces or foliation theory (see for instance [11,7,8,12] and [13]).
A principal space (X,T) obviously has a quasi-order T (i.e. a reﬂexive, transitive relation) given by xT y if and only
if x ∈ {y} (the specialization quasi-order). For more details about specialization order, One may see [17]. Conversely, every
quasi-order  on X determines a principal topology. Indeed, for each x ∈ X , we let (x↑) be the set {y ∈ X : x y}. Then the
family B := {(x↑): x ∈ X} is a basis of a principal topology P() on X ; with  as specialization quasi-order. This topology
will be called the principal topology associated with . Note that, in this context, the closure {x} is exactly the downset
(↓x) = {y ∈ X : y  x}.
We let PTop be the category whose objects are the Alexandroff spaces and arrows continuous maps. Also, we let Qord be
the category whose objects are quasi-ordered sets and arrows are isotone (= order-preserving) maps. What was explained
in the beginning of the previous paragraph provides an isomorphism between the two categories PTop and Qord.
Now, let (X, f ) be a ﬂow in Set. Then we deﬁne the topology P( f ) on X with closed sets exactly those A which are
f -invariant, i.e., f (A) ⊆ A. One may easily see that the topological closure {y} is the orbit O f (x) := { f n(x): n ∈ N}, where
N is the set of all natural numbers including 0.
Clearly, P( f ) is a principal topology on X and ((X,P( f )), f ) becomes a ﬂow in Top.
If (X, f ) is a ﬂow in Set, then the corresponding quasi-order determined by (X,P( f )) is given by: x f y if and only if
there exists n ∈N with f n(y) = x.
Actually, P deﬁnes a covariant functor from Flow(Set) into Flow(Top). We are aiming to characterize the image of the
functor P.
In the ﬁrst section of this paper we are interested in some dynamical properties of the topological ﬂow ((X,P( f )), f )
which are related to Gottschalk’s papers [18] and [19].
The second section is devoted to the characterization of the image of the functor P. A topological space (X,T) will be
called a primal space if there is some mapping f : X → X such that T = P( f ).
Our main result provides a characterization of primal spaces in order-theoretical terms. This characterization is based on
the concepts of causal sets and quasi-forests.
Let (P ,) be a poset (partially ordered set). The past (resp., future) sets of an element x ∈ P is deﬁned as (↓x) :=
{y: y  x} (resp., (x↑) := {y: x y}).
A causal set is a poset (P ,) which is also “locally ﬁnite” (i.e., (↓x) ∩ (y↑) is ﬁnite for each x, y ∈ P ).
Causal set theory provides an approach to quantum gravity, which treats space–time as a discrete combinatorial object.
To any continuum space–time M , we associate a causal set, which is indeed the appropriate discretization of M , with the
ordering corresponding to the space–time causal relation. If a causal set is a discretization of a continuum space–time and
can capture its large scale structure, then large scale space–time geometry and topology must be encoded in purely order
theoretic terms in the causal set.
Note also that Sorkin [26] has described an attempt to apply causal sets to some “large-number” problems in cosmology
related to the size and homogeneity (isotropy) of the universe. For more details about the usefulness of causal sets in
physics one may see, for instance, [6] and [16].
The causal set notion may be extended to quasi-ordered sets.
Deﬁnition 0.1. Let (X,) be a quasi-ordered set. We say that (X,) is causal if for each x, y ∈ X , the interval [x, y] :=
{z ∈ X : x z y} is ﬁnite.
A quasi-forest is a quasi-ordered set in which any two points with a common upper bound are comparable (equivalently,
the Past of any point is totally quasi-ordered).
A minimal point of a quasi-ordered set (X,), is an x ∈ X satisfying the property: for each y ∈ X if y  x, then x y.
Our main result shows that a principal space (X,T) is primal if and only if the associated quasi-ordered set (X,T) is a
causal quasi-forest whose non-minimal points x have singleton intervals [x, x].
The third section of this paper deals with some categorical properties of the two categories Flow(Set) and Flow(Top).
1. Gottschalk ﬂows
For any discrete dynamical system (X, f ), let f 0 = idX be the identity map of X , and by induction, let f i = f ◦ f i−1 be
the composition of f and f i−1 (i = 1,2,3, . . .).
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(see for instance, [2,4], and [5]). Recall that an x ∈ X is said to be a periodic point if f n(x) = x for some positive integer n;
in this case, O f (x) is called a periodic orbit.
Consider a topological discrete dynamical system (X, f ). A point x ∈ X is called a recurrent point of f and O f (x) is called
a recurrent orbit if for any neighborhood U of x and any N ∈ N, there exists an integer n > N such that f n(x) ∈ U . We say
that x ∈ X is an almost periodic point of f and O f (x) is called an almost periodic orbit if for any neighborhood U of x there
exists N ∈N such that { f n+i(x): i ∈ {0,1, . . . ,N}} ∩ U 	= ∅, for each n ∈N.
Recall that a subset W of X is said to be invariant or f -invariant if f (W ) ⊆ W . A subset W of X is called a minimal set
of f if W is a minimal element in the set of all nonempty closed invariant sets of f equipped with the inclusion ordering.
According to [4,18] and [19], given a compact Hausdorff space X and f : X → X a continuous function, the following
properties hold.
(1) If x ∈ X is any almost periodic point of f , then the closure O f (x) is a minimal set of f .
(2) All points in any minimal set of f are almost periodic points.
This result motivates the introduction of the following concept.
Deﬁnition 1.1. A ﬂow (X, f ) in Top is said to be a Gottschalk ﬂow if the above conditions (1) and (2) are satisﬁed.
Our goal, here, is to show that for any ﬂow (X, f ) in Set, ((X,P( f )), f ) is a Gottschalk ﬂow in Top.
Recall that a space X is said to be a quasi-Hausdorff space [20] if for each distinct points x, y ∈ X , either there exists
z ∈ X such that x, y ∈ {z}, or x and y have disjoint neighborhoods.
Next, we give some elementary straightforward properties of the topology P( f ) on X .
Proposition 1.2. Let (X, f ) be a ﬂow in Set and x ∈ X. We equip X with the topology P( f ). Then the following properties hold.
(1) The topology P( f ) on X is exactly the topology whose closed sets are the f -invariant sets.
(2) The Kuratowski closure associated with the topology P( f ) is given by μ f (A) := A =⋃n∈N f n(A), for each subset A of X .
(3) {x} =O f (x) = (↓x) f .
(4) The smallest open set containing x is
V f (x) :=
{
y ∈ X : there exists n ∈N such that f n(y) = x}= (x↑) f .
(5) If x, y ∈ X, then either V f (x) ∩V f (y) = ∅ or V f (x),V f (y) are comparable.
(6) (X,P( f )) is a quasi-Hausdorff space.
(7) f : (X,P( f )) → (X,P( f )) is a closed continuous map.
As a comment on the fact that P( f ) on X is exactly the topology whose closed sets are the f -invariant sets, one may
mention that it was Dedekind who ﬁrst used that approach to the idea of closure, numbers and induction in his famous
paper [10] (see [14] for a historical survey).
In order to state a result showing some dynamical properties which are satisﬁed by the topological ﬂow ((X,P( f )), f ),
we need some preparatory lemmas.
Lemma 1.3. For any point x of the topological ﬂow ((X,P( f )), f ), the following statements are equivalent.
(i) x is a periodic point;
(ii) x is a recurrent point;
(iii) x is an almost periodic point.
Proof. Of course, the implications (i) ⇒ (ii) and (i) ⇒ (iii) are valid in any discrete time dynamical system.
(ii) ⇒ (iii). Let x be a recurrent point. To prove (iii), it suﬃces to show that x is a periodic point. Indeed, for the
neighborhood U = V f (x), there exists n > 1 such that f n(x) ∈ U = V f (x). By Proposition 1.2(4), there is some p ∈ N such
that f p( f n(x)) = x, showing that x is a periodic point.
(iii) ⇒ (i). By hypothesis, there is N ∈N such that{
f (x), f 2(x), . . . , f N+1(x)
}∩V f (x) 	= ∅.
Pick an integer 1 i  N +1 such that f i(x) ∈ V f (x). Again by Proposition 1.2(4), there exists k ∈N such that f k( f i(x)) = x,
showing that x is periodic. 
Lemma 1.4. The minimal sets of the topological ﬂow ((X,P( f )), f ) are exactly the orbits of periodic points.
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x ∈ A then A coincides with the orbit of x which, by the same argument, coincides with the orbit of f (x). So x is in the
orbit of f (x), which clearly implies that x is periodic. Conversely, it is trivial to show that the orbit of any periodic point is
minimal. 
Now, combining Lemmas 1.3 and 1.3, we state the following result.
Theorem 1.5. Let (X, f ) be a ﬂow in Set. Then ((X,P( f )), f ) is a Gottschalk ﬂow in Top.
We close this section by a problem:
Problem 1.6. A topological space X will be called a Gottschalk space if for each continuous map f : X → X , (X, f ) is a
Gottschalk ﬂow. Then, following [18] and [19], any compact Hausdorff space is a Gottschalk space. We ask the following
problem:
“give an intrinsic topological characterization of Gottschalk spaces”.
2. Primal spaces
We start with a result giving information on the interval [x, x] in a principal space as well as minimal points in the
quasi-ordered set (X, f ).
Lemma 2.1. Let (X, f ) be a ﬂow in Set and x ∈ X. Then x is a minimal point of (X, f ) if and only if x is a periodic point.
Proof. Suppose that x is minimal in (X, f ). As f (x) f x, we get x f f (x). Hence, x is periodic.
Conversely, if x is periodic and y  f x, then there exists n ∈ N such that y = f n(x). But, as x is periodic, we may write
x= f m(y) for some m ∈N, so x f y, showing that x is minimal. 
Proposition 2.2.
1. Let X be a principal space and x ∈ X. Then {x} \ [x, x] is a closed set.
2. Let (X,) be a causal quasi-forest and x be a non-minimal point of X , with [x, x] = {x}. Then there exists yx ∈ X such that
(↓x) \ {x} = (↓yx).
Proof. 1. Suppose y /∈ {x} \ [x, x]. We have to show that V ∩ ({x} \ [x, x]) is empty, where V is the smallest neighborhood
of y. Assume z ∈ V ∩ ({x} \ [x, x]). It follows that y ∈ {z} and z ∈ {x}, so y ∈ {x}. This easily implies that y ∈ [x, x]. But this
readily implies that z ∈ [x, x] which leads to a contradiction.
2. As (X,) is a quasi-forest and x is non-minimal, (↓x) \ {x} is a nonempty totally quasi-ordered subset of X . Now, as
in addition (X,) is causal, (↓x) \ {x} has a largest element yx (it is not necessarily unique). Since [x, x] = {x}, we get easily
(↓x) \ {x} = (↓yx). 
Now, we are in a position to give our main result.
Theorem 2.3. Let (X,T) be a principal topological space. Then X is a primal space if and only if the associated quasi-ordered set
(X,T) is a causal quasi-forest in which each non-minimal point x has a singleton interval [x, x].
Proof. • Suppose that there exists a map f : X → X such that T = P( f ).
1. It follows readily from Proposition 1.2(5) that (X, f ) is a quasi-forest.
2. Let us show that the quasi-ordered set (X, f ) is causal. Note that if [x, y] is nonempty, then x ∈ [x, y] so there exists
m ∈ N such that f m(y) = x. Choose such an m. Then if z ∈ [x, y], there exist n,k ∈ N with x = f n(z) and z = f k(y). If
y is not periodic, then it is obvious that n + k =m and if y is periodic with period p, then it is readily shown that we
can choose k with z = f k(y) and so that k p. In either case, k is bounded so [x, y] is ﬁnite. Consequently, (X, f ) is
causal.
3. Suppose that [x, x] 	= {x}. Then there exists y 	= x with x  f y  f x. This implies that there are positive integers m,n
such that x = f n(y) and y = f m(x). Thus x is a periodic point. So, by Lemma 2.1 it is a minimal point of (X, f ).
• Conversely, suppose that (X,T) is a causal quasi-forest whose non-minimal points x have singletons intervals [x, x].
We are aiming to deﬁne a map f : X → X such that P( f ) = T.
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yx ∈ (↓x) \ {x}, with {x} \ {x} = (↓yx). In this case, we set f (x) = yx .
– Now, we have to deﬁne f on the set Min(X) of minimal points of (X,T).
Let {xi : i ∈ I} be a set of representatives (with respect to the equivalence relation ∼ deﬁned by: x ∼ y if and only if
xT y T x) such that ([xi, xi], i ∈ I) is a partition of Min(X). It will be suﬃcient to deﬁne the map f on each [xi, xi].
Let [xi, xi] = {a0, . . . ,ar−1}, where a0 = xi and r = |[xi, xi]|. Then we let the restriction of f on [xi, xi] be deﬁned by:
f (xi) = a1, . . . , f (ar−2) = ar−1 and f (ar−1) = xi .
With this deﬁnition, if x is a minimal element of (X,T), then
{x} = [x, x] = {x, f (x), . . . , f r−1(x)},
with r = |[x, x]| and f r(x) = x.
It remains to prove that P( f ) = T. But, since P( f ) and T are principal topologies, it is suﬃcient to show that {x} =
{ f n(x): n ∈N}. By construction of the map f , we have f (x) ∈ {x}, for each x ∈ X . Thus { f n(x): n ∈N} ⊆ {x}.
Let us check the reverse containment. We consider two cases.
Case 1. Suppose that x is minimal in (X,T). Then, {x} = [x, x] = {x, f (x), . . . , f r−1(x)}, where r is the cardinality of the
interval [x, x]. It follows that {x} ⊆ { f n(x): n ∈N}.
Case 2. Now, suppose that x is non-minimal in (X,T).
Let y ∈ {x}; we will prove by induction on the cardinality of [y, x] = {z ∈ X : y T zT x}, that y ∈ { f n(x): n ∈N}.
– If |[y, x]| = 1, then x = y; and thus y = f 0(x) = x.
– Let k be a positive integer. Suppose that for each x, y ∈ X such that y ∈ {x} and 1  |[y, x]|  k, we have y ∈
{ f n(x): n ∈N}. Let us prove that if x, y ∈ X , with y ∈ {x} and |[y, x]| = k + 1, then y ∈ { f n(x): n ∈N}.
One may suppose, without loss of generality, that y 	= x. By deﬁnition of the mapping f , we have {x} \ {x} = { f (x)}.
Hence y ∈ { f (x)}. We claim that [y, f (x)] ⊆ [y, x] \ {x}. Indeed, let z ∈ [y, f (x)]; then we have the containments
{y} ⊆ {z} ⊆ { f (x)}⊆ {x}.
If we suppose that z = x, then {x} = { f (x)}, contradicting the fact that {x}\{x} = { f (x)}. We conclude that |[y, f (x)]| k.
Thus using induction, we get
y ∈ { f n( f (x)): n ∈N}= { f n(x): n ∈N∗},
as desired. 
Remark 2.4. Theorem 2.3 tells us that we can obtain a map f : X → X by providing a suitable topology on X . This is a
notable fact, since in general we are doing the converse: given a topology on X and a map f : X → X , we are interested in
studying topological properties of that map.
We think that it is of interest to investigate switching between properties of the map f and topological properties of the
space (X,P( f )). Any property of f must be encoded in purely topological terms in the space (X,P( f )) and vice versa.
Let us recall some separation axioms.
Two points of a space X are said to be topologically distinguishable if they do not have exactly the same neighborhoods;
that is, at least one of them has a neighborhood that is not a neighborhood of the other.
Two sets A, B of a space X are said to be separated if A ∩ B = A ∩ B = ∅.
Let X be a topological space.
– We say that X is a regular (or a T3-space) if for each closed set A and each b ∈ X \ A, A and b are separated by open
sets.
– By a completely regular space (or a T3 12
-space), we mean a space X such that for each closed set A and each b ∈ X \ A,
A and b are separated by a continuous function X → [0,1].
– X is called a normal space (or a T4-space) if any two disjoint closed sets of X are separated by open sets.
– We say that X is hereditarily normal (or T5-space) if every subspace of X is normal (this can be characterized by “any
separated subsets are separated by open sets”).
– The space X is said to be an R0-space (or a symmetric space) if any two topologically distinguishable points in X are
separated (equivalently, whenever x ∈ {y}, we have {x} = {x}).
– X is called an R1-space if any two topologically distinguishable points in X are separated by open sets.
Note that, in [3], R0-spaces (resp., R1-spaces) were also called T(0,1)-spaces (resp., T(0,2)-spaces).
We will use here symmetry axioms [9] of Császár, namely S1 and S2 instead of R0 and R1.
The following result investigates how separation axioms of the topological space (X,P( f )) can be encoded in the
map f .
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1. Primal spaces are exactly hereditarily normal locally ﬁnite principal spaces such that each non-minimal point closure has a unique
generic point.
2. (X,P( f )) is a T0-space if and only if each periodic point of (X, f ) is ﬁxed.
3. The following statements are equivalent.
(i) (X,P( f )) is a T1-space;
(ii) (X,P( f )) is a T2-space;
(iii) f = idX .
4. The following statements are equivalent.
(i) (X,P( f )) is a T3 12
-space;
(ii) (X,P( f )) is T3-space;
(iii) (X,P( f )) is an S2-space;
(iv) (X,P( f )) is an S1-space;
(v) Each point of x is periodic.
Proof. 1. By Erné–Stege [15], a principal space is hereditarily normal if and only if the associated quasi-ordered set is a
quasi-forest. Conversely, by Proposition 2.3(1) and Theorem 2.5, one may see easily that any hereditarily normal locally
ﬁnite principal space such that each non-minimal point closure has a unique generic point is a primal space.
2. It is obvious that if x is a periodic point, then x and f (x) are in the same open sets, so, in order for (X,P( f )) to be T0
we need to have x= f (x). The converse is similarly obvious.
3. Straightforward.
4. This follows immediately from well-known equivalent characterizations of regular principal spaces. 
Remark 2.6. It is worth noting that there is o one-to-one correspondence between hereditarily normal locally ﬁnite principal
T0-spaces and ﬂows in Set with no periodic points (any periodic point is ﬁxed).
Examples 2.7.
1. Any discrete space X is a primal space. Indeed the discrete topology on X is identical to P( f ), where f = 1X is the
identity map of X .
2. Let X be a set and G be the indiscrete topology (G := {∅, X}).
– If X is ﬁnite, then (X,G) is a primal space. To see this, let X = {a1,a2, . . . ,an}; then G = P( f ), where f : X → X is
the map deﬁned by f (ai) = ai+1, for i ∈ {1,2, . . . ,n− 1} and f (an) = a1.
– If X is inﬁnite, then since [x, x] = X , X is not “locally ﬁnite”. Thus, (X,G) is not a primal space.
3. We equip the set of natural numbers N with the usual ordering . As (N,) is a causal forest, the space (N,P()) is
a primal.
4. We let X be the set { 1n : n ∈ N∗} ∪ {0} equipped with the usual order. Then (X,P()) is a principal space which is not
a primal space, since (X,) is not causal.
5. Let X be a set and T be a principal topology on X . The dual of T is the principal topology T∗ := {X \ O : O ∈ T}. If
(X,T) is a primal space, then the dual space (X,T∗) is not necessarily a primal space. In fact, the primal spaces whose
duals are primal, too, are those for which each component is nested (totally ordered by the specialization order).
6. A subspace of a primal space is primal.
Indeed, let Y be a subspace of a primal space X . Clearly, any subspace of a principal space is principal. It remains to
show that the associated quasi-ordered set (Y ,Y ) is a quasi-forest in which each non-minimal point y has a singleton
interval [y, y]. But, this follows readily from the fact that for x, y ∈ Y , we have the following equivalence:
xY y ⇔ xX y.
In the following argument, we will make clear the construction of a map g : Y → Y such that the induced topology
on Y is P(g).
Let (X, f ) be a ﬂow in Set and Y be a subspace of (X,P( f )). The Kuratowski closure associated with the topology of Y
is given by AY = A ∩ Y . It is suﬃcient to construct a map g : Y → Y , with A ∩ Y =⋃n∈N gn(A), for each subset A of Y .
For, let y ∈ Y .
– If S y := {n ∈N: f n(y) ∈ Y } = ∅, then we set g(y) := y.
– Now, if S y 	= ∅, then we deﬁne g(y) := f p(y), where p is the least element of the set S y .
With this construction, it is easily seen that
AY = A ∩ Y =
⋃
n∈N
(
f n(A) ∩ Y )= ⋃
n∈N
gn(A).
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Two ﬂows (X, f ) and (Y , g) in Top are said to be topologically isomorphic, if they are isomorphic in the category
Flow(Top) (that is to say, there exists a homeomorphism ϕ : X → Y such that g ◦ ϕ = ϕ ◦ f ).
Proposition 3.1. Let (X, f ), (Y , g) be two ﬂows in Set and ϕ : (X, f ) → (Y , g) be a morphism of ﬂows. Then the following properties
hold.
(1) ϕ : (X,P( f )) → (Y ,P(g)) is a closed continuous map.
(2) ϕ is an isomorphism if and only if
ϕ : ((X,P( f )), f )→ ((Y ,P(g)), g)
is a topological isomorphism.
Proof. (1) Since P( f ) and P(g) are principal topologies, it is enough to show that ϕ({x}) = {ϕ(x)}, for each x ∈ X .
Indeed, this may be easily checked, as g ◦ ϕ = ϕ ◦ f and {x} = { f n(x): n ∈N}, {ϕ(x)} = {gn(ϕ(x)): n ∈N}.
(2) Homeomorphisms are exactly the closed continuous bijections. 
The following example shows that the converse of Proposition 3.1(1) does not hold.
Example 3.2. Let X := {a,b, c} and f : X → X be the map deﬁned by f (a) = b, f (b) = c and f (c) = a. Also, we let ϕ be the
map deﬁned by ϕ(a) = a, ϕ(b) = c, and ϕ(c) = b. Then P( f ) is the indiscrete topology on X and ϕ : (X,P( f )) → (X,P( f ))
is a homeomorphism. However, ϕ is not a morphism of ﬂows, as f (ϕ(a)) = b 	= ϕ( f (a)) = c.
Now, we will link ﬂows with causal forests. I am very grateful to one of the referees for the idea of introducing the
following concept of “cyclically rooted causal forest”.
Deﬁnition 3.3. By a cyclically rooted causal forest, we mean a triple (X,,α), where (X,) is a causal forest and α :
Min(X) → X is a map such that x α(x), for each x ∈Min(X).
We let CRCF be the category whose objects are cyclically rooted causal forests and arrows of the type ϕ : (X,,α) →
(Y ,, β) be maps satisfying the following properties:
(i) ϕ((↓x)) = (↓ϕ(x)), for each x ∈ X .
(ii) ϕ(α(x)) = β(ϕ(x)), for each x ∈Min(X,).
(iii) |[ϕ(x),ϕ(α(x))]| = |[x,α(x)]|, for each x ∈Min(X,).
Next, we slightly modify the category Flow(Set). We let Flow1(Set) be the category whose objects are the triples
(X, f , X1), where (X, f ) is a ﬂow of Set and X1 is a subset of the set Period(X, f ) of f -periodic points such that X1 is a set
of representatives (with respect to the equivalence relation ∼ deﬁned on X by: x ∼ y if and only if x f y and y  f x) with
([x, x] f , x ∈ X1) is a partition of Period(X, f ). Morphisms of Flow1(Set) are maps ϕ : (X, f , X1) → (Y , g, Y1) satisfying the
following properties:
(i) ϕ is a morphism of ﬂows from (X, f ) into (Y , g).
(ii) For x ∈ X , x is periodic if and only if ϕ(x) is periodic. Moreover,∣∣[x, x] f
∣∣= ∣∣[ϕ(x),ϕ(x)]g
∣∣.
(iii) ϕ(X1) ⊆ Y1.
Theorem 3.4. The two categories Flow1(Set) and CRCF are isomorphic.
Proof. 1. Let (X, f , X1) be an object of Flow1(Set). Then (X, f ) is a quasi-forest.
Let us deﬁne an ordering  f on X . For x, y ∈ X , we consider three cases.
– Suppose that x /∈ [y, y] f ; then we let x f y if and only if x f y;
– If x ∈ [y, y] f and y is not periodic, then we let x f y;
– Now, suppose that x ∈ [y, y] f and y is minimal. Then there exists a unique z ∈ X1 such that x, y ∈ [z, z] f . Let r be
the period of z; then [z, z] = {z, f (z), . . . , f r−1(z)}. Then there are unique integers 0 s, t  r − 1 such that x = f s(z)
and y = f t(z); here we decide that x f y if and only if t  s.
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Min(X, f ) =
{
f r−1(x): x ∈ X1 and r is the period of x
}
.
We consider the map α f : Min(X, f ) → X sending each f r−1(x) to x, for each x ∈ X1. Thus (X, f ,α f ) is a cyclically
rooted causal forest. Set Γ (X, f , X1) = (X, f ,α f ).
Now, let ϕ : (X, f , X1) → (Y , g, Y1) be a morphism in Flow1(Set). We have to check that Γ (ϕ) = ϕ : (X, f ,α f ) →
(Y ,g,αg) is a morphism of cyclically rooted causal forests.
Let x ∈Min(X,). Then there exists x1 ∈ X1 such that x = f r−1(x1), where r is the period of x1. Then∣∣[x,α f (x)]∣∣= ∣∣[ f r−1(x1), x1]∣∣= r(the period of x1).
On the other hand, ϕ(x) = ϕ( f r−1(x1)) = gr−1(ϕ(x1)) and ϕ(α f (x)) = ϕ(x1). Hence, |[ϕ(x),ϕ(α f (x))]| = |[gr−1(ϕ(x1),
ϕ(x1))] is the period of ϕ(x1). Consequently, |[x,α f (x)]| = |[ϕ(x),ϕ(α f (x))]|.
Also, it is clear that αg(ϕ(x)) = ϕ(α f (x)), for each x ∈Min(X,).
It remains to show that ϕ((↓x) f ) = (↓ϕ(x))g , for each x ∈ X . Two cases have to be considered.
– Suppose that x is not f -periodic. Then (↓x) f = (↓x) f and (↓ϕ(x))g = (↓ϕ(x))g , as ϕ(x) is not g-periodic. Thus, by
Proposition 3.1(1), we get
ϕ
(
(↓x) f
)= ϕ((↓x) f
)= (↓ϕ(x))g =
(↓ϕ(x))g .
– Now, suppose that x is f -periodic. Then there exists a unique element x1 ∈ X1 such that x ∈ [x1, x1] f . Let r be the
period of x1; then there is an integer 0 t  r − 1, with x= f t(x1). In this case,
(↓x) f =
{
f t(x1), . . . , f
r−1(x1)
}
.
Of course,
ϕ
(
(↓x) f
)= {ϕ( f t(x1)), . . . ,ϕ( f r−1(x1))}
= {gt(ϕ(x1)), . . . , gr−1(ϕ(x1))}
= (↓ϕ(x))g .
Thus, ϕ : (X, f ,α f ) → (Y ,g ,αg) is a morphism of cyclically rooted causal forests.
Therefore, Γ deﬁnes a covariant functor from Flow1(Set) into CRCF.
2. Conversely, let (X,,α) be a cyclically rooted causal forest.
Let f : X → X be the map deﬁned by:
– f (x) = α(x), for x ∈Min(X,);
– if x is non-minimal, then by Proposition 2.2, there exists an element yx ∈ X, such that (↓x) \ {x} = (↓yx), in this case
we let f (x) = yx .
Set X1 =Min(X,). Of course, [x, x] f = [x,α(x)] , for each x ∈ X1; and ([x, x] f , x ∈ X1) is a partition of Period(X, f ).
Thus, to a cyclically rooted causal forest we have assigned an object Ψ (X,,α) = (X, f , X1) of Flow1(Set).
Note, here, that a point y ∈ X is f -periodic if and only if there is x ∈ X1 such that y ∈ [x,α(x)]; in this case, the period
of y is |[x,α(x)]|.
Let ϕ : (X,,α) → (Y ,, β) be a morphism of cyclically rooted causal forests.
We let Ψ (X,,α) = (X, f , X1), Ψ (Y ,, β) = (Y , g, Y1) be the associated objects of Flow1(Set).
Obviously, Ψ (ϕ) = ϕ : (X, f , X1) → (Y , g, Y1) is a morphism of Flow1(Set).
Therefore, we have deﬁned a covariant functor Ψ from CRCF into Flow1(Set).
One may check easily that Γ ◦ Ψ is the identity functor of CRCF and Ψ ◦ Γ is the identity functor of Flow1(Set).
We conclude that Flow1(Set) and CRCF are isomorphic. 
The following result investigates when two primal spaces are homeomorphic.
Theorem 3.5. Let (X, f ) and (Y , g) be two ﬂows in Set. Then the following statements are equivalent.
(i) (X,P( f )) and (Y ,P(g)) are homeomorphic;
(ii) (X, f ) and (Y ,g) are isomorphic;
(iii) (X, f ) and (Y , g) are isomorphic.
Proof. (i) ⇔ (ii). This follows immediately from the fact that a map between two principal spaces is continuous if and only
if the induced map between the associated quasi-ordered sets is isotone.
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– If Min(X, f ) = ∅, then ϕ : (X, f ) → (Y , g) is an isomorphism of ﬂows.
– Suppose that Min(X, f ) 	= ∅. Let ([xi, xi], i ∈ I) be a partition of Min(X, f ). Then ([ϕ(xi),ϕ(xi)], i ∈ I) is a partition of
Min(Y ,g). As in the proof of Theorem 3.4, we may construct an ordering  f (resp., g ) on X (resp., g ) agreeing with  f
(resp., g ) on X \Min(X, f ) (resp., Y \Min(Y ,g)), with xi  f f (xi)  f · · ·  f f ri−1(xi) (resp., ϕ(xi) g g(ϕ(xi)) g · · · g
gri−1(ϕ(xi))), where ri is the cardinality of [xi, xi].
Now, we deﬁne ψ : X → Y by ψ(x) = ϕ(x), for x ∈ X \Min(X, f ) and on the intervals [xi, xi], ψ( f t(xi)) = gt(ϕ(xi)), for
any t ∈ {0, . . . , ri − 1}.
By construction ψ : (X, f ) → (Y , g) is a bijection and satisﬁes g ◦ ψ = ψ ◦ f . Thus ψ is an isomorphism of ﬂows.
(iii) ⇒ (i). Follows immediately from Proposition 3.1. 
In some literature, especially in the French school, T0-spaces are also called Kolmogoroff spaces. Hence, following Propo-
sition 2.5(2), we introduce the following concept.
Deﬁnition 3.6. A ﬂow (X, f ) in Set is called a Kolmogoroff ﬂow if any periodic point of (X, f ) is ﬁxed.
Theorem 3.7. Let (X, f ) and (Y , g) be two Kolmogoroff ﬂows and ϕ : (X,P( f )) → (Y ,P(g)) be a closed continuous one-to-one map.
Then ϕ : (X, f ) → (Y , g) is a morphism of ﬂows.
Proof. It is worth pointing out that the fact that (X, f ) and (Y , g) are two Kolmogoroff ﬂows is equivalent to (X,P( f )) and
(Y ,P(g)) are T0-spaces (see Proposition 2.5).
Let x ∈ X . We will show that ϕ( f (x)) = g(ϕ(x)). Two cases are to be considered.
Suppose that x is a closed point of X . Then ϕ(x) is a closed point of Y . The proof, for this case, reduces to the
observation that x is closed if and only if f (x) = x (and y is closed if and only if g(y) = y).
If x is not a closed point, then f (x) is determined as the unique generic point of {x} \ {x}. Also, if y = ϕ(x), then g(y) is
the unique generic point of {y} \ {y}. The proof follows easily. 
Corollary 3.8. Let (X, f ) and (Y , g) be two Kolmogoroff ﬂows and ϕ : (X,P( f )) → (Y ,P(g)) be a homeomorphism. Then ϕ :
(X, f ) → (Y , g) is a conjugation.
Corollary 3.9. Let (X, f ) and (X, g) be two Kolmogoroff ﬂows such that P( f ) = P(g). Then f = g.
The following example shows that the assumption “one-to-one” in Theorem 3.7 is essential.
Example 3.10. Consider X = Y = { 1n : n ∈ N∗} and let f = g : X → X be deﬁned by f ( 1n ) = g( 1n ) = 1n+1 . Let ϕ : (X,P( f )) →
(Y ,P(g)) be deﬁned by ϕ(1) = 1, ϕ( 12 ) = 1 and ϕ( 1n ) = 1n+1 for n 3. Then, clearly, the following properties hold:
– (X, f ) and (Y , g) are Kolmogoroff ﬂows.
– ϕ is a closed continuous map which is not one-to-one.
– ϕ is not a morphism of ﬂows (as ϕ( f (1)) = 1 	= 12 = g(ϕ(1))).
Let KolF be the full subcategory of Flow(Set) whose objects are Kolmogoroff ﬂows. Then KolF is obviously equivalent to
the category of causal forests and to the category of causal hereditarily normal principal T0-spaces.
Let C1 be the category whose objects are Kolmogoroff ﬂows and arrows are one-to-one morphisms of ﬂows. Let C2
be the category whose objects are primal spaces satisfying the T0 separation axiom and arrows are one-to-one closed
continuous maps. Also, let C3 be the category whose objects are causal forests and arrows are one-to-one maps of the type
ϕ : (X,≺) → (X,≺), with ϕ((↓x)) = (↓ϕ(x)). Then using the previous results, one may easily obtain the following theorem.
Theorem 3.11. The three categories C1,C2 and C3 are isomorphic.
Reﬂective subcategories arise throughout mathematics, via functors in algebra, various compactiﬁcation functors in topol-
ogy, and completion functors in analysis: cf. [25, p. 90]. Recall from [25, p. 89] that a subcategory D of a category C is called
reﬂective (in C) if the inclusion functor I : D → C has a left adjoint functor F : C → D; i.e., if, for each object A of C, there
exist an object A0 of D and a morphism μA : A → A0 in C such that, for each object X in D and each morphism f : A → X
in C, there exists a unique morphism f˜ : A0 → X in D such that f˜ ◦ μA = f .
If we let Ord be the full subcategory of Qord whose objects are ordered sets, then by a simple antisymmetrization of a
quasi-order, one may see easily that Ord is reﬂective in Qord. This fact yields immediately the following result that concerns
the reﬂection of ﬂows into Kolmogoroff ﬂows.
Theorem 3.12. KolF is a reﬂective subcategory of Flow(Set).
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