We geometrically analyze the problem of estimating parameters related to the shape and size of a 2-D target object on the plane by using randomly distributed distance sensors whose locations are unknown. Based on the analysis using geometric probability, we discuss the estimability of these parameters: which parameters we can estimate and what conditions are required to estimate them. For a convex target object, its size and perimeter length can be estimated, and other parameters cannot be estimated. For a general polygon target object, convexity, in addition to its size and perimeter length, can be estimated. Parameters related to a concave vertex can be estimated when some conditions are satisfied. We also propose a method for estimating the convexity of a target object and the perimeter length of the target object.
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I. INTRODUCTION
S MALL and low-cost sensors that have communication capabilities and built-in batteries to communicate via a wireless link can be used to build wireless sensor networks [1] - [4] . These sensors can be implemented as single chips, lowering their cost. As a result, we can deploy such sensors like the scattering of dust [5] . This situation leads us to a new sensing paradigm. That is, instead of having a few sensors with advanced functions and high performance, many sensors with simple functions and low performance are distributed randomly. They are networked and send reports, each of which includes only an insignificant amount of information, over a wireless link. However, as a whole, we can extract significant information. Because there are many sensors deployed in this sensing paradigm, we cannot carefully plan the location of each one. A global positioning H. Saito was with NTT Network Technology Laboratories, Tokyo 180-8585, Japan. He is now with the Mathematics and Informatics Center, the University of Tokyo, Tokyo 113-8656, Japan (e-mail: saito@ mi.u-tokyo.ac.jp).
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Digital Object Identifier 10.1109/TCNS.2018.2797807 system (GPS) cannot be used because the sensors should have limited capability and power consumption [6] . Developing low-power wide-area networks, such as LoRa WAN [7] , narrowband Internet of Things (IoT) [8] , the widearea ubiquitous network [9] and SIGFOX [10] support sensors with low performance and functionalities and a long-range, lowspeed wireless link with very-low-power consumption. These networks enables us to implement this sensing paradigm and IoT [11] , [12] .
As a typical and challenging application under this new sensing paradigm, we investigated the problem of estimating parameters related to the shape and size of a target object by using randomly distributed distance sensors. An individual sensor in this paper is a simple sensor measuring the distance between the sensor and a target object. It is often composed of an infrared emitting diode and a position-sensitive detector. Its output is the voltage corresponding to the distance. A typical example of this sensor is a commercial sensor produced by Sharp (Sharp GP2Y0A02YK0F), although it has no communication capability. In this paper, we assume that an individual sensor does not have a positioning function, such as a GPS, or functions for monitoring the target object size and shape, such as a camera, and it can be placed without careful design. However, the sensor has communication capability and sends reports. By collecting reports from individual sensors, we statistically estimate the parameters of target objects.
The fundamental questions for this problem under this paradigm are: Can we estimate the shape of the target object (or is its shape estimable) under this paradigm? If yes, how can we estimate it? If no, what can we estimate? Nothing? This paper intends to answer these questions when distance sensors are used.
Although we also attempted to answer these questions in our prior studies [13] - [16] , we did not use distance sensors. By using binary sensors of a convex sensing area, reporting on whether they detect a target object, size, and perimeter length estimation proved possible even when the locations of sensors were unknown. A size and perimeter length estimation method was proposed for use when the sensing area is convex [13] . To estimate additional parameters by using location-unknown sensors, combinations of binary sensors of a convex sensing area were proposed [14] , [15] . However, it is difficult to implement and deploy combined binary sensors called "composite sensor nodes," particularly when the composite sensor nodes are large. Another extension was done [16] , where the target object was assumed to be time-variant. That paper also covers a non-Boolean model, although a Boolean sensing model has been often assumed in the literature [17] - [21] .
As far as we know, there have been no other studies to directly tackle this question. However, there have been a considerable amount of studies on developing an estimation method using location-unknown sensors. These studies took a different approach. Most first estimated the sensor locations [22] because it is believed that "The information gathered by such sensor nodes, in general, will be useless without determining the locations of these nodes" [23] or "the measurement data are meaningless without knowing the location from where the data are obtained" [24] . Once sensors' locations are estimated, shape estimation is no longer special. However, it is often the case that the approach of estimating the sensor locations requires additional mechanisms or side information, such as locations of anchor sensors and measurement mechanisms including angleof-arrival measurements, a training period and training data, and distance-related measurements [22] , [24] - [26] . Concrete examples are intersensor distance information [23] , location-known anchor sensors [27] , a set of signals between sensors [28] , and the system dynamic model and location ambiguity of a small range [29] .
This paper discusses the estimability of parameters, that is, which parameters can be estimated. In some technical areas, researchers discuss which parameters or variables can be estimated or determined. Such examples are: state variable estimation of a linear system in the control theory [30] , [31] ; identifying the location of faults/failures mainly in a wavelength-division multiplexing network [32] - [34] ; and link-quality estimation, called "network tomography," by using a probe packet or multicast probe [35] - [44] . However, the estimability defined later is not directly related to these technical areas.
The main contribution of this paper is the development of a concept of estimability of the target object shape when locationunknown distance sensors are used. For a convex target object, it has been proven that its size and perimeter length can be estimated and that other parameters cannot be estimated. For a general target object, convexity can also be estimated and conditions under which some parameters related to concave vertices become estimable are provided. We developed a method for estimating the size, perimeter length, and convexity of a target object by using distance sensors.
Unfortunately, some parameters cannot be estimated under the new sensing paradigm when the distance sensors are used. This means that this paradigm has some restrictions in target object shape estimation, while it works for some applications. For example, when we have a set of target object candidates and can distinguish them by their size, perimeter length, and convexity, this paradigm using the distance sensor can identify the target object. This paradigm is also appropriate in other applications such as forecasting or estimating thunder areas [16] , because the precise estimation of the thunder area is not needed but a rough shape such as its size or length is enough. Applications for roughly determining the environment before detailed monitoring are also suitable to this paradigm, particularly when a target object is moving. These applications can be used in an assistant robot to detect an object of interest in a search step. Because our research enables us to distinguish what we can/cannot know without the location information of sensors, some applications using participatory sensing and crowd sensing may be able to remove location information. Not using location information is ideal from the location-privacy point of view. Thus, our research can contribute to reducing concerns regarding location privacy.
II. MODEL
There is a target object T in a monitored area Ω ⊂ R 2 . T is a polygon, and its boundary ∂T is closed and simple (no holes or double points) and consists of n l line segments. Let l i be the length of the ith line segment and φ i be the inner angle formed by the ith and (i + 1)th (mod n l ) line segments [see Fig. 1 (a)], where i = 1, . . . , n l .
There are n s directional distance sensors deployed in Ω. Each sensor has a sensing capability to measure the distance to an object lying in the sensing direction within the maximum range r max . Therefore, when the location of the sensor is x = (x, y) and its direction from the x-axis is θ, the sensing range S(x, θ) is {(x + a cos θ, y + a sin θ), 0 ≤ ∀a ≤ r max }, and the measured distance s to T by this sensor is given as These sensors are randomly deployed and their directions are also random and uniformly distributed in [0, 2π). For the ith sensor (i = 1, . . . , n s ), let x i be its location, θ i be its direction, and s i be the measured distance to T . Assume that we do not know x i or θ i for any i. We may remove the subscript i and use x, θ, and s to simplify the notation. Because sensors monitor Ω, assume that x i ⊂ Ω for all i. To remove the boundary effect of Ω, assume that the location of T satisfies
Each sensor can communicate with a server collecting sensing reports from individual sensors. It reports the measured distance s between the sensor and T if it detects within a range or reports 
Regi on where sensor lies with s ≤ r and direction θ and sensor's detected point is on line segment of length l v i (r|θ, l)
Overlap between T and ω(r|θ, l) for concave φ i N 0
Num. of sensing reports of which results are 0 N + Num. of sensing reports of which results are positive N ∅ Num. of sensing reports of which results are ∅ N (r)
Num. of sensing reports of which results are less than r N (> r)
"no detection" otherwise. Because it does not have a positioning function or a direction sensor, the report does not include x or θ. All of the sensors are assumed to send reports at each sensing epoch.
Although the target object and sensors can move, it is not necessary for us to assume their movement. This is because the analysis in this paper is based on the sensing results at each sensing epoch.
For a set X ⊂ R 2 , |X| 2 , and |X| 1 denote its area size and perimeter length, respectively. In addition, for
and t is an estimator of t. Table I lists the variables and parameters used in the remainder of this paper for the reader's convenience.
III. INTEGRAL GEOMETRY AND GEOMETRIC PROBABILITY FOR OUR MODEL
As a preliminary of the analysis in this paper, this section introduces a brief explanation on integral geometry and geometric probability available for our model.
A sensing area position is characterized by the sensor location (x, y) and its direction θ. We can define a probability that a set of sensing area positions satisfies a certain condition X c . An example of X c is the sensing area position detecting the target T . When (x, y) and θ are uniformly distributed, it is quite natural that this probability is given by the ratio of the size of the subspace {(x, y, θ)|(x, y, θ) satisfies X c } to the size of the possible whole parameter domain Ω × [0, 2π) of (x, y, θ). That is, the probability that a set of sensing area positions satisfies X c is X c dx dy dθ/ Ω×[0,2π ) dx dy dθ = |X c | 3 /(2π|Ω| 2 ). This is formally called a geometric probability based on integral geometry [45] . In this sense, X c dx dy dθ, called the measure of the set of sensor area positions satisfying condition X c , is a non-normalized probability because it is proportional to the probability.
A tutorial article regarding integral geometry and geometric probability in the plane is provided at [46] for readers who are not familiar with these subjects.
IV. ANALYSIS
In this section, we geometrically analyze the locations of a sensor of which the sensing result is less than r. The area size of these locations gives the probability that the sensing result is less than r. In this analysis, the locations and directions of the target object are fixed.
For a given direction θ, the locations of a sensor of which the sensing result is less than or equal to r are illustrated in Fig. 1(a) . According to the definition of geometric probability, the probability that a sensor's measured distance s is smaller than or equal to r is given by
where, for a given θ
and s(x, y|θ) = min (x+a cos θ,y +a sin θ )∈T a.
Let ω(r|θ, l) ⊂ R 2 be the region where a sensor lies with s ≤ r and direction θ, and the sensor's detected point is on the line segment of length l [see Fig. 1 
is a parallelogram of edge lengths r and l. As shown in Fig. 1(a) ,
When the direction of a line segment from the x-axis is ξ (0 ≤ ξ < 2π), the detected point is on this line segment if and only if ξ − π ≤ θ ≤ ξ for r > 0 [see Fig. 1(b) ]. Then, for 0 < r ≤ r max and fixed θ
Therefore 
That is, |T s (r)| 3 = 2r|T | 1 + 2π|T | 2 . This is fundamentally equivalent to [45, Eq. (6.48)]. Therefore, we obtained the following result. Theorem 1: For a convex target object T
B. Analysis for Nonconvex T
For nonconvex T , we will derive |T s (r)| 3 . Assume that φ i > π, and focus on the ith line segment in ∂T . See Fig. 2 , where the x-axis is set along this line segment to make the analysis comprehensive (this is possible because we consider this linesegment only.) For φ i > π, as θ decreases, ω(r|θ, l i ) can overlap at the concave vertex φ i by the (i + 1)th line segment. (The nonoverlap part of ω(r|θ, l i ) is in pink in Fig. 2 . For a large θ, the whole ω(r|θ, l i ) is in pink. For a small θ, only a small part is in pink.) Thus, |T s (r)| 3 may not be equal to i |ω(r|θ, l i )| 3 .
In this paper, events in which ω(r|θ, l i ) is limited by the jth line segments within a sensing range are not taken into account, where j = i − 1, i + 1.
When θ < φ i − π, ω(r|θ, l i ) overlaps with T [see Fig. 2 ]. Let v i (r|θ, l j ) be the overlap between ω(r|θ, l j ) and T around φ i where j = i, i + 1. In general, we need to take into account the effect of the overlaps to evaluate due to |T s (r)| 3 . Due to (4)
Consider the four exclusive cases to evaluate |v i (r|θ, l i )| 3 shown in Fig. 2 for 0 < r ≤ r max . Among the edges of ω(r|θ, l i ), consider the edge that is not parallel to the ith line segment and the end point of which is at the connecting point between the ith and (i − 1)th line segments. We call this edge the tail edge of ω(r|θ, l i ) because it is at the tail of the ith line segment (see Fig. 2 ). The former (latter) two cases correspond to the those in which the tail edge cannot (can) intersect the (i + 1)th line segment of T . If the tail edge does not intersect the line segment, the overlap v i (r|θ, l i ) is a triangle. However, if it intersects the line segment, the overlap becomes a quadrangle. Because the condition under which the tail edge can intersect the (i + 1)th line segment of T depends on whether φ i is larger than 3π/2, we obtain four exclusive cases: whether φ > 3π/2 or not and whether the tail edge can intersect the (i + 1)th line segment or not. Calculation of |v i (r|θ, l i )| 3 is fundamentally the calculation of the size of the triangle or quadrangle. The details are shown in the Appendix.
Appendix A and (7) provide us |T s (r)| 3
Here
and g k (φ i , l, r) (k = 3, 4) are defined at the top of the next page.
There arcsin takes a value between −π/2 and π/2. The meaning of the second term of the right-hand side of (8) is as follows. For a convex φ i and ith line segment (or (i + 1)th line segment), one of three conditions C 12 (φ i , l, r), C 3 (φ i , l, r), or C 4 (φ i , l, r) becomes true for a given r. When C k (φ i , l, r) becomes true, g k provides the effect of the overlap |v i (r|θ, l i )| 3 (or |v i (r|θ, l i+1 )| 3 ) at φ i and the ith line segment (or (i + 1)th line segment)
Due to (2), we obtained the following result. 
V. ESTIMABILITY
In this paper, we use the following definition of estimability and discuss what parameters of a target object we can estimate. If some parameters are not estimable, we cannot estimate them even with any number of sensors and with any estimation method.
Definition of estimability: Let Pr(s ≤ r|ρ, ρ ) be Pr(s ≤ r) when parameter vectors ρ and ρ are given. A parameter vector ρ is estimable if and only if there exists a finite set of values {Pr(s ≤ s i |ρ, ρ )} i that can uniquely determine ρ.
A. Estimability for Convex T
Theorem 3: When we know that T is convex, |T | 1 and |T | 2 are estimable and parameters other than |T | 1 and |T | 2 are not estimable.
Proof: Because sensors are independently deployed, the sensing result of each sensor is a random sample of which probability distribution is Pr(s ≤ r). Due to (6) , it is clear that |T | 1 and |T | 2 are estimable. However, parameters other than |T | 1 and |T | 2 are not estimable because (6) is determined only by |T | 1 and |T | 2 .
Because |T | 1 and |T | 2 are estimable but other parameters are not estimable by using randomly deployed binary sensors [13] , this theorem implies that the parameter space that we can estimate cannot be increased even by distance sensors for convex T .
B. Estimability for General T
For a general polygon T , we will derive estimable parameters and the conditions that {l i , l i+1 , φ i > π} i are estimable.
Theorem 4: |T | 1 , |T | 2 , and convexity are estimable. Proof: First, we show that |T | 1 , |T | 2 , and i 1(φ i > π)g 1 (φ i ) are estimable. Note Pr(s = 0) = |T | 2 /|Ω| 2 . In addition, for sufficiently small positive s k (k = 1, 2) i l=l i ,l i + 1
(1(C j (φ i , l, s k )) = 0 for j = 3, 4 and i l=l i ,l i + 1 1(C 12 
where k = 1, 2. Therefore, |T | 2 , |T | 1 , and i 1(φ i > π)g 1 (φ i ) can be determined uniquely by using Pr(s = 0), Pr(s ≤ s 1 ), and Pr(s ≤ s 2 ) when s 1 = s 2 . That is, they are estimable.
Because
That is, i 1(φ i > π)g 1 (φ i ) can represent the convexity of T . Because it is estimable, the convexity of T is estimable. Define
This definition implies that q(r) provides an error caused by the assumption that C 12 (φ i , l, r) is true for any concave φ i . Please keep in mind that q(r) can be determined when Pr(s ≤ r) and r are given because |T | 1 , |T | 2 , and i 1(φ i > π)g 1 (φ i ) are estimable. According to (9) q(r) = − k =3,4 i l=l i ,l i + 1 1(C k (φ i , l, r))g k (φ i , l, r)
By appropriately setting r in q(r) and using a set of estimable parameters, we can make the right-hand side of (12) a function of unknown l i , l i+1 , (φ i , l i ), or (φ i , l i+1 ) for a certain i and independent of other unknown parameters. By using this property, we can estimate l i , l i+1 , (φ i , l i ), or (φ i , l i+1 ). As a result, such a parameter that we can estimate becomes estimable, and the set of estimable parameters becomes larger. By estimating such a parameter, the right-hand side of (12) becomes a function of unknown l i , l i+1 , (φ i , l i ), or (φ i , l i+1 ) for a another i. Again, we can estimate l i , l i+1 , (φ i , l i ), or (φ i , l i+1 ). The conditions that makes this procedure possible is, roughly speaking, estimability.
In general, parameters such as φ i and l i are not estimable. However, {l i , l i+1 , φ i > π} i become estimable if some conditions are met. We now provide conditions to make them estimable.
Theorem 5: If l i , l i+1 , φ i > π are estimable, the following necessary condition for estimability must be satisfied:
Proof: If this necessary condition is not satisfied, Pr(s ≤ r) does not depend on l i , l i+1 for given |T | 1 , |T | 2 because
Theorem 6: Assume (13) . If the following sufficient condition is satisfied, {l i , l i+1 , φ i > π} i are estimable: An interval [l k sin φ i , l k ] does not intersect [l k sin φ i , l k ], [l j sin φ j , l j ], or [l j +1 sin φ j , l j +1 ] for any j = i, where π < φ i , φ j , (k, k ) = (i, i + 1), (i + 1, i).
Before the proof of this theorem, we need some preliminaries. Under this sufficient condition, we can define the kth interval I k among {[l i sin φ i , l i ], [l i+1 sin φ i , l i+1 ]} i in ascending order because they do not intersect each other. That is, if x i ⊂ I i , x j ⊂ I j , and i < j, then x i < x j . In addition, define
Let Ξ k be the set of parameters that can be uniquely determined by {Pr(s ≤ s i )} i , where s i ≺ I k .
Roughly speaking, for I k ≺ s ≺ I k +1 , the right-hand side of (12) with r = s is determined by parameters in Ξ k and an unknown parameter l. Therefore: 1) determine q(s ) by giving Pr(s ≤ s ) in (11); 2) use this q(s ) as the left-hand side of (12) with r = s ; 3) determine the unknown parameter of (12) with r = s . When the right-hand side of (12) with r = s is determined by parameters in Ξ k and unknown parameters φ, l, introduce s † , where I k ≺ s † ≺ I k +1 . Note that the right-hand side of (12) with r = s † is also determined by parameters in Ξ k and unknown parameters φ, l. Therefore, similarly to the procedure mentioned above, by using Pr(s ≤ s ) and Pr(s ≤ s † ), we can determine the unknown parameters φ, l.
By adding these parameters to Ξ k , update Ξ k to Ξ k +1 and repeat these steps. This is the outline of the proof of Theorem 6, which is given in Appendix B.
[Remark] (9) , which is one of the main results in this paper, does not require that the sensor locations follow a homogeneous Poisson process. It requires that the expectation of the sensor's position is homogeneous and independent of the location of the target object. For example, a doubly stochastic process, such as a Cox process, is possible [13] . The discussion regarding estimability mentioned above uses this equation only. Thus, the theoretical result of estimability is valid even for a doubly stochastic process.
VI. ESTIMATION METHOD
In this section, we discuss our method for estimating estimable parameters of a time-invariant target object that is based on the analysis in the previous sections. An estimation method derived in this section uses sensing reports at a single sensing epoch. To apply this estimation method to multiple sensing epochs, we assume that sensing results at different sensing epochs are independent and are regarded as those measured by different sensors. This assumption of independence is evaluated later in numerical examples. When the target object or sensors move, the estimation method using sensing reports of multiple sensing epochs can reduce the number of sensors while maintaining estimation accuracy.
Although each sample of measured distance depends on the sensor location and direction, Pr(s ≤ r) is of course not a function of them. If the number of samples is large, we expect that we can observe Pr(s ≤ r). If Pr(s ≤ r) is a function of a certain parameter, we expect that we can estimate it through the observed Pr(s ≤ r). Therefore, the estimation for such a parameter is possible without sensor location and direction information.
Let N 0 , N + , and N ∅ be the number of sensing reports of which r = 0, r > 0, and r = ∅, respectively, where N 0 + N + + N ∅ = n s .
Because sensors are independently deployed, the likelihood for the sensing results r 1 , r 2 , . . . r n s is
Here, Pr(s = 0) and Pr(s = ∅) = 1 − Pr(s = r max ) are given by Pr(s ≤ r).
A. Estimating Parameters of Convex T
Due to (6) , d Pr(s≤r ) dr = |T | 1 π |Ω| 2 . Therefore, the likelihood for the sensing results r 1 , r 2 , . . . , r n s becomes (|T | 2 /|Ω| 2 ) N 0 (1 − r m a x |T | 1 +π |T | 2 π |Ω| 2 ) N ∅ ( |T | 1 π |Ω| 2 ) N + . Therefore, the maximum likelihood estimators |T | 1 , |T | 2 for |T | 1 , |T | 2 are given by the following:
Equation (15) is quite natural because N 0 is a random sample from the binomial distribution B(n s , Pr(s = 0) ). These estimators are unbiased due to (6) E[N + ] = n s Pr(0 < s ≤ r max ) = (n s r max |T | 1 )/(π|Ω| 2 ) E[N 0 ] = n s Pr(s = 0) = n s |T | 2 /|Ω| 2 .
B. Estimating Parameters of Nonconvex T
If we cannot assume that T is convex, we need to use (9) instead of (6). However, we cannot obtain the explicit maximum likelihood estimators.
Because Pr(s = 0) = |T | 2 /|Ω| 2 , |T | 2 can be estimated by Pr(s = 0). In addition, for sufficiently small s 1 , s 2 
where j = 1, 2. Therefore, by using Pr(s ≤ s j ) (j = 1, 2)
and |T | 2 = N 0 |Ω| 2 /n s (17) where N (s i ) is the number of sensing results less than s i . These are unbiased estimators of |T | 1 and |T | 2 , respectively. In particular, |T | 2 is given by the same formula both irrespective of the convexity of T . It is also possible to estimate i 1(φ i > π)g 1 (φ i ) by 4 2 j =1 {π|Ω| 2 Pr(s ≤ s i ) − |T | 1 s j − π|T | 2 }/s 2 j . However, we cannot estimate individual g 1 (φ i ) or φ i if there are multiple concave vertices.
Assume the necessary and sufficient conditions mentioned in the previous section. Then, there exist {s i } i and {Pr(s ≤ s i )} i that can uniquely determine {l i , l i+1 , φ i > π}. Therefore, by using Pr(s ≤ s i ) instead of Pr(s ≤ s i ), it theoretically seems possible for us to estimate these parameters. In practice, however, it is possible only in limited situations because it is difficult to specify {s i } i and because the estimation results are very sensitive to {s i } i , particularly when the number of concave vertices is large (in Appendix D, a method for estimating {l i , l i+1 , φ i > π} is provided.)
C. Estimating Convexity/Nonconvexity
We can guess whether T is convex or not with sensing results by using the following method.
1) Assume that T is convex and apply (14) and (15) On the basis of the judgment regarding convexity mentioned above, we propose a method for estimating |T | 1 . The proposed method uses (14) for T judged as convex and (16) for T judged as nonconvex.
VII. NUMERICAL EXAMPLES
This section provides numerical examples. With the proposed estimation method, we used parameter values r max = 20, s 1 = 1 according to the results in Appendix E. Regarding s 2 , we calculate |T | 1 using (14) with a small number of samples and use s 2 = |T | 1 /10.
A. Various T
We randomly generated a total of 60 polygons (20 polygons each with 4, 6, and 10 vertices) for use as a T (see Appendix F). There were 16, 4, and 4 convex polygons with 4, 6, and 10 vertices among them. For each T , we conducted a simulation and applied the proposed method to judge convexity and estimate its size and perimeter length. We conducted five simulations for each T . Thus, we had a total of 300 simulation results (100 simulation results each with 4, 6, and 10 vertices). We used N d = 1000 samples only to determine s 2 . After that, we conducted a simulation with N d = 10000.
First, we describe the results on the judgment of convexity/nonconvexity. For a convex T , the ratio of misjudgment was 0.175, 0.0667, and 0.15 for four-vertex, six-vertex, and tenvertex target objects, respectively. However, for a nonconvex T , the ratio of misjudgment reached 0.55, 0.46, and 0.11. Although the results strongly depends on the shape of T , it seems more difficult to find nonconvexity than convexity particularly when the number of vertices is small. To detect nonconvexity, it seems that there must be a clear concave angle. If not, we are likely to judge that T is convex. Particularly, when the number of vertices is small, it seems likely that there is no clear concave vertex. As the number of vertices increases, it is likely that there is at least one clear concave vertex. Thus, it becomes easier to detect nonconvexity.
Second, we discuss the results of estimating |T | 1 . Fig. 3 compares the results between the proposed method and the method using (14) for four-, six-, and ten-vertex target objects. As shown in this figure, both bias and variance (standard deviation) decreased for all three types (four-, six-, and ten-vertex).
B. Realistic Example
In this subsection, T is one of two examples shown in Fig. 4 . Ω is a straight street of which the width is 50 m. Along the center of this street, T is moving at a speed of 10 m/s. All the sensors deployed in Ω with density d /m 2 simultaneously sense and send sensing reports at a regular interval of t s. We estimate |T | 1 , |T | 2 and judge the convexity by using M n sensing reports from each sensor. The figures plot the results of 50 simulation runs. First, we investigated the relationship between the estimation accuracy and total number of samples, which is proportional to M n d.
Correctness in Fig. 5 means the ratio of our proposed method reaching the judgment "convex" for a convex T [(car) in Fig. 4 ] or "nonconvex" for a nonconvex T [(tank) in Fig. 4 ]. For the car, the correctness was high even for a small M n d. For the tank, the correctness became higher as M n d became larger. Thus, we need a larger number of samples to detect nonconvexity for a nonconvex target. For a fixed M n d, the results were insensitive to d, as expected. Therefore, if a target object moves around, it is possible for us to distribute sensors with low density (that is, small d) to monitor a large Ω while maintaining accuracy.
The size estimation results in Fig. 6 illustrate that the estimation error became smaller as the total number of samples or M n d became larger. The error for the car was a little bit larger than that for the tank. This seems to be because the tank was larger than the car.
The perimeter length was estimated by our proposed method. The results are shown in Fig. 7 . Curves "convex" means the results of estimation using (14) without judging whether T is convex. Estimation for the car was accurate even for a small number of samples. However, a large number of samples was needed for accurate estimation for the tank. This is because a large number of samples was needed to detect nonconvexity for a nonconvex T . If the nonconvexity was not correctly detected, (14) was used for the tank and resulted in a large negative bias. As the total number of samples increases, the proposed method is more effective at estimating the perimeter length.
Second, we investigated the relationship between the estimation accuracy and sensing interval t. Although the independence of sensing results is assumed with our proposed method, short sensing intervals cause dependence among them. Thus, the estimation results may deteriorate for a short t.
Figs. 8 and 9 plot the results. As expected, a very short t resulted in poor correctness. This is because T moves only a short distance during a short sensing interval, and the sensing results of two consecutive sensing epochs are quite similar to each other. Hence, the two sensing results are highly correlated and not independent. In this example, we should use t ≥ 1. Perimeter length estimation for the tank also became poor for a very short t. In general, we should use a long t. However, for a fast-moving target, we can use a short t because the sensing results become independent even for a short t.
VIII. CONCLUSION
We investigated the estimation of parameters regarding the shape of a target object T by using distance sensors of which the locations are unknown. We analyzed the estimability of parameters of T . The following was shown: when we know that T is convex, the size and perimeter length are estimable and other parameters are not estimable. That is, even when any number of sensors with any estimation method are used, we cannot estimate parameters other than the size and perimeter length. For a general T , the size, perimeter length, and convexity are estimable but other parameters are, in general, not estimable. However, a concave vertex angle and the lengths of the edges forming the angle can be estimable under certain conditions.
Additionally, we developed a method for estimating the convexity of T and the perimeter length. The method estimating the perimeter length is applicable when we do not know whether T is convex or not, because the method estimates the convexity at estimating the perimeter length.
The shape estimation using the location-unknown distance sensors have restrictions. Not all the parameters regarding the shape can be estimated even with any data processing and any number of sensors. On the other hand, this paradigm is appropriate for some applications requiring the estimation of only the size and perimeter length.
Theoretical generalization of assumptions, such as estimation under obstacles and sensing/communication errors and a sensing area of a non-line-segment, remain as future work. An experiment involving the proposed estimation method remains as future work.
APPENDIX
Appendix is provided at http://www9.plala.or.jp/hslab/ supplement/.
