Illtroductioll alld prelimillaries
In the re cent years, several groups have studied stochastic equations (e.g., SDE's, SPDE's, stochastic Volterra equations) outside the framework of the Ito calculus. Often, this led to solutions in spaces of generalized random processes or fields. It is therefore of interest to study the probabilistic properties of generalized stochastic processes, and the present paper makes some (rather naive) first steps into this direction.
If we think of a gencralized process as a mapping from the real line (or an interval) into aspace of generalized random variables (with some additional properties), then there is a wide range of choices for the latter: e.g., the space (8)* ofHidadistributions (e.g. [HKPS] ), the space (8)-1 ofKondratiev distributions (e.g. [KLS] ), the Sobolev type space D* which is used within the Malliavin calculus and so on. Often, the generalized processes coming up in applications have a chaos decomposition with kernels which belong to L 2 (JR
and in this paper we shall focus our attention on this situation. It will be convenient to work with a space~rwhich is larger than D*. This space has already been considered by several authors, cf. e.g. [PT] and the references quoted there. It turns out, that basic notions from the theory of stochastic processes like conditional expectation, martingales, sub-(super-) martingales etc. have a rather natural generalization to mappings from the realline into g* .
The paper is organized as folIows. In Section 2 we shall give a construction of the Ito integral (with respeet to Brownian motion) of generalized stochastic processes, and compare it with the Hitsuda--Skorokhod integral (e.g. [HKPS] ). In Section 3 we define generalized martingales and derive a number of properties. In particular, we prove that the generalized Ito integrals of Section 2 are indeed generalized martingales. Moreover, a representation of generalized martingales (in analogy with the Clark-Haussmann formula) will be shown, and wc prove that the Wiek product of twogeneralized martingales is again one. Finally, in Section 4 we define the not ion of a generalizedsemimattingale and give a dass of exampies. In the remainder of this Introduction we provide the necessary background. We shall work within the framework of white noise analysis (e.g., [HKPS] 
(AN).
With its natural norm 11. 11>. := 11exp(AN) . 11£2(1')' 9>. is a Hilbert space. 9 denotes the projective limit of the family {9>., A 2: O}, 9* denotes its dual. 9* is equal to the inductive limit of the family {9 _ >., A 2: O}, where 9->. is the dual of 9>.. The latter is a Hil bert space with norm denoted by 11 . 11_>.. Upon the usual identification of L 2 (Jl) with its dual we obtain the tripie above. Dual pairing between 9* and 9 will be denoted by ((-, .) ).
It is plain to see that 9* inherits from 9 achaas decomposition: <I> E 9* is in one to one correspondence with a sequence (<I>(n), n E jN 0), where for nEIN 0, <I>(n) 
e E S(IR).
For~as above one obtains:
The Wiek produet~0 q"~, q, E g" , is defined as follows: S-1 (S~. Sq,) and it can be shown [PT] that it defines a continuous mapping from g" x g" into g".
In the sequel let I denote the positive halfline or a finite interval [0, Tl, T < 00. By a generalized stoehastie process we mean a mapping from I into g" I t 1--+~t, for which there exists a A~0, independent of t, so that~t E g-A for all tEl.
Note that this implies that e-AN~t is a stochastic process in (L

).
A generalized stochastic process is said to be jointly measurable if the mapping
where BI is the Borel l7-algebra on I. All generalized stochastic processes considered in this paper are assumed to be jointly measurable.
We introduce the notion of adaptedness for generalized stochastic processes:
We know that it has a chaos decompo- 
The Itö integral for generalized stochastic processes
In this seetion we define the Ito integral for adapted generalized stochastic processes. In order to construct such an integral, it is convenient to bring in the notion of strong independence for generalized random variables:~, q, E g" are ealled strongly independent, if there exist two intervals or halflines 141 and 11Jt whose interseetion has Lebesgue measure zero, and so that for all m, nEIN 0,
We mention in passing that the notion ofstrong independence has also been discussed in [GHL0UZ] . From a probabilistic point of view independence and strong independenee for Ilsual random variables are not too different, as the next result shows. 
Proposition 2 Let X, Y be two independent random variables in (L
On the other hand, by construction the kernels of X and 17 have the desired support property and hence X and 17 are strongly independent. Le~ma 3 The pointwise product of random variables has a well-defined extension to pairs <I>, W of strongly independent elements in g* so that <I> . W E g*.
Moreover, the following formula holds
Proof
We only need to show that the above formula holds for strongly independent <I> and W which have only a finite number of non-vanishing kernels. The general case follows then by an approximation argument,and the fact that the Wick product is continuous on Q*. Let <I>(n) , wen) respectively, denote the kernels of <I>, W. Using the well-known formula for the product of Wiener integrals (e.g. [HKPS] , Cor. 2.13) we compute as folIows:
In the last computation cf>(m)@k\li(n) denotes the symmetrization of which --due to the assumption of strong independence -is zero unless k = O.
Moreover, the well-known formula for the chaos expansion of the Wiek product used above can be found e.g. in [PT] . 
The following generalization of the Ho isometry holds: For ..\~0,
Assume that cf>t is an adapted generalized stochastic process which satisfies
(1) 
Next we consider the relation between the generalized and the usual Ho integral. Proof First of all one shows equation (1) The chaos decomposition for the generalized Ito integral follows now from the well-known formula for the chaos decomposition of the usual Ito integral. In the same way one finds the formula for its S-transform. 0 Remark The Ito integral dcfined above for generalized stochastic processes coincides with the Hitsuda-Skorohod integral (see e.g. [HKPS] for more information about the Hitsuda-Skorohod integral). We end this section with an example: It is well-known that the Donsker 6-function has chaos expansion for x E IR and t > 0 given by 00 
Proposition 4 Let <I>t be a generalized It6 integrable stochastic process with values in 9-
6,,(B t ) = (2t)-1/4pt(X)!~)n!tn)-~~,,(~) In(l~~)).
n=,jJ V'{;L (e.g. [HKPS] .) Pt(x) is the heat kernel and~n is the n'th Hermite polynomial.
By direct estimation, one finds (e.g. [PT] 
Remark
For a general sub-o--algebra i of F the above statement that conditional expectation maps the n-th chaos into itself is false, as the following simple example shows (details are left to the interested reader): consider B ( 1), i.e. Brownian motion at time 1. Let i be the sub-o--algebra generated by sign(B(l», which obviously is~ot generated by random variables in the first chaos. Note furthermore that sign(B(l» and IB(l)1 are independent. Thus we have E(B{l)li) = (2/71')1/2 sign(B(l», which clearly does not belong to the . first chaos.
Let FM be a sub-o--algebra generated by M as above. Then we can make the following definition. 
(iv) For all A E IR, e AN E(cI>IFM) = E(eANcI>I.rM).
From now on we restriet oUf attention t.o the filtration {Ft, t~O} of sub-ualgebras F t , generated by the standard version of Brownian motion Bt. (4) (where the equality is in the sense of (J*).
One part of the next equivalence is the generalization of Theorem 4.6 in [H] to (J*-valued martingales. and that it commutes with the conditional expectation.
The equivalence of (ii) and (iii) follows from Theorem 4.6 in [H] 
SNs(e)e(s) ds.
In the second equality we used the theorem of Fubini-Tonelli.
0
A eorollary of this theorem is the result that the Wiek produet -unlike the ordinary produet -preserves the martingale property: In the second equality we used an integration by parts formula shown in [G] and [BG] . 'References
