We extend normalization by evaluation ( rst presented in 5]) from the pure typed -calculus to general higher type term rewriting systems and prove its correctness w.r.t. a domain-theoretic model. We distinguish between computational rules and proper rewrite rules. The former is a rather restricted class of rules, which, however, allows for a more e cient implementation.
Introduction
It is well known that implementing normalization of -terms in the usual recursive fashion is quite ine cient. However, it is possible to compute the long normal form of a -term by evaluating it in an appropriate model (cf. 5]). When using for that purpose the built-in evaluation mechanism of e.g. Scheme (a pure Lisp dialect) one obtains an amazingly fast algorithm called \normalization by evaluation" or NbE for short. In the context of type-directed partial evaluation 8] it has been analyzed in what sense NbE is more e cient, and why; a punctual comparison between NbE and a naive, symbolic normalizer can be found in 4, section 5]. The essential idea is to nd an inverse to evaluation, converting a semantic object into a syntactic term. This normalization procedure is used and tested in the proof system Minlog developed in Munich (cf. 2]). { Notice, however, that once NbE is expressed in a functional programming language, the evaluation order of this language (call-by-value for Scheme) determines the reduction order of NbE (applicative order for a call-by-value language). It is thus easy to defeat NbE in Scheme by normalizing the application of a non-strict function to an expression that is expensive to normalize. For such a term, a symbolic normalizer following a normal order reduction strategy can easily be more e cient.
Obviously, for applications pure typed -terms are not su cient; one clearly needs constants as well. In 4] NbE has been extended to term systems with higher order term rewrite rules. The present paper adds a distinction between what we call computational rules and (proper) rewrite rules; NbE seems to be much more e cient for the former than for the latter. In our implementation (in the Minlog system) we therefore use computational rules whenever possible.
A related approach (using a glueing construction) is elaborated by T. Coquand and P. Dybjer in 6] . Another related paper is T. Altenkirch, M. Hofmann and T. Streicher 1] ; there a cartesian closed category is de ned which has the property that the interpretation of the simply typed lambda calculus in it yields the reduction-free normalization algorithm from 5], as well as its correctness. Moreover, O. Danvy (cf. e.g. 8]) has successfully used this algorithm (or more precisely its call-by-value counterpart) in the context of partial evaluation. A. Filinski 10 ] also treats NbE for an extension of the -calculus by constants, where non-termination is allowed. However, he does not consider constants whose meaning is only given operationally, i.e. by arbitrary rewrite rules. Therefore the normal proof technique employing the logical relation \the value of expression e in environment is a" is available in his case, whereas in ours it is more convenient to follow a di erent approach, via an appropriate inductive generation of the reducibility relation.
Why should one be interested in the correctness of NbE for general rewrite rules, where neither termination nor even con uence is assumed? One reason is that in an interactive proof development system (Minlog in our case) it is convenient not having to deal explicity with equality axioms, but rather to identify terms with the same normal form, modulo a given set of rewrite rules.
Then an e cient normalization algorithm like NbE to test for equality clearly is useful. However, one does not want to have the obligation to prove termination and con uence of the whole set of rewrite rules whenever a new one is added.
The aim of the present paper is to develop the theory of normalization by evaluation from scratch, up to and including (some generalizations of) G odel's system T of higher order primitive recursion. In fact, we will treat almost arbitrary rewrite systems.
Let us begin with a short explanation of the essence of the method for normalizing typed -terms by means of an evaluation procedure of some functional programming language such as Scheme. For simplicity we return to the simplest case, simply typed -calculus without constants.
Simple types are built from ground types by ! (later also products will be included). The set of terms is given by x , ( x M ) ! , (M ! N ) ; let denote the set of all terms of type . The set Lnf by IH = yN Notice that this is a correctness proof in the style of 5]. The situation is di erent when we add constants together with rewrite rules, since then preservation of values (in our model) is false in general (cf. examples 20 and 19 below). However, correctness of normalization by evaluation still holds, but needs to be proven by a di erent method. It might be worth noting that in the special case where no rewrite or computation rules are present our proof below boils down to the simple correctness proof sketched above.
The structure of the paper is as follows. In section 2 we present the simply typed -calculus with constants and pairing and give some examples of higher order rewrite systems. We also introduce the distinction between computational and (proper) rewrite rules. Then we inductively de ne a relation M ?! Q, with the intended meaning that M is normalizable with long normal form Q, and prove in section 3.6 the correctness of normalization by evaluation by showing that M ?! Q (essentially) implies #( M] ] " ) = Q. Hence the mapping M 7 ! #( M] ] " ) is a normalization function. In order to de ne the semantics M] ] of a term M properly we use domain theory. This is described brie y in section 3.1.
Note that we prove correctness of NbE w.r.t. a denotational semantics, but do not attempt to prove operational correctness, i.e. the fact that the functional program formalizing NbE when called with a term M such that M ?! Q will terminate with Q as output. In order to obtain operational correctness from denotational correctness one needs a suitable adequacy result a la Plotkin 13] relating the denotational and the operational semantics. Plotkin's result cannot be applied here because it refers to a call-by-name operational semantics, whereas we are interested in a call-by-value semantics in order to obtain a correctness result for our implementation of NbE in the call-by-value language Scheme. Furthermore Plotkin only considers the integers and the booleans as base types, whereas we need complex recursively de ned types as base types (see section 3.2). We leave the problem of proving adequacy of our denotational semantics for a fragment of a call-by-value language suitable for formalizing our extension of NbE to future work. Type indices will be omitted whenever they are inessential or clear from the context. Also, x binds tighter than application and pairing; however, a dot after x means that the scope extends as far as allowed by the parentheses. So xMN means ( xM)N, but x:MN means x(MN).
Ground types will always be denoted by . We sometimes write M0 for 0 (M) and M1 for 1 
Computation rules
Given a set of rewrite rules, we want to treat some rules -which we call computation rules -in a di erent, more e cient way. The idea is that a computation rule can be understood as a description of a computation in a suitable semantical model, provided the syntactic constructors correspond to semantic ones in the model, whereas the other rules describe syntactic transformations. Every variable is a constructor pattern. If c is a constructor and P 1 ; : : :; P n are constructor patterns or projection markers 0 or 1, such that cP is of ground type, then cP is a constructor pattern. From the given set of rewrite rules we choose a subset Comp with the following properties.
If cP 7 ?! Q 2 Comp, then P 1 ; : : :; P n are constructor patterns or projection markers.
The rules are left-linear, i.e. if cP 7 ?! Q 2 Comp, then every variable in cP occurs only once in cP . The rules are non-overlapping, i.e. for di erent rules cK 7 ?! M and cL 7 ?! N in Comp the left hand sides cK and cL are non-uni able. We write cM 7 ?! comp Q to indicate that the rule is in Comp. The set of constructors appearing in the constructor patterns is denoted by Constr. All other rules will be called (proper) rewrite rules, written cM 7 ?! rew K.
In our reduction strategy below computation rules will always be applied rst, and since they are non-overlapping, this part of the reduction is unique. However, since we allowed almost arbitrary rewrite rules, it may happen that in case no computation rule applies a term may be rewritten by di erent rules = 2 Comp. In order to obtain a deterministic procedure we assume that for every constant c ! we are given a function sel c computing from M either a rule cK 7 ?! rew N, in which case M is an instance of K, i.e. M = K x L], or else the message \no-match", in which case M doesn't match any rewrite rule, i.e.
there is no rule cK 7 ?! rew N such that M is an instance of K. Clearly sel c should be compatible with -equality, and should satisfy an obvious uniformity property, i.e. whenever M and M 0 are variants (i.e. can be obtained from each other by an invertible substitution), then sel c (M) = sel c (M 0 ).
Often the rewrite rules will be left-linear (i.e. no variable occurs twice in the left hand side of a rule); then is is reasonable to require that every select function sel c is strongly uniform in the sense that for all instances (with not necessarily distinct variables z) we have sel c (M) = sel c (M x z]). Looking at the form of a term we will embark on the following strategy: -redexes ( xM)N and computation rules cMN are reduced promptly, i.e. we use call-by-name here. If no rule applies to cMN one rst tries to nd out whether M can be reduced to P such that cP matches a computation rule. This does not require reducing each M i to normal form, it su ces to nd out the outer pattern of M i (let us call it for now \constructor normal form"). The reductions for doing so will be called \weak" and we write ?! w for them. If in cMN all M are already in constructor normal form and no computation rule applies, then in a second step one reduces all M and N to normal form (if it exists) and tries to apply a proper rewrite rule, i.e. we use call-by-value at this point. In case the constant c in the rules Arg and PassApp is a constructor, N is required to be empty. For readability we will often write Rew in the following form, assuming that cK 7 ?! rew Q is the selected rule.
Examples
Rew.
For the de nition above to make sense we prove the following.
Lemma 2. If M ?! s M 0 and M 0 is an instance of a constructor pattern P, then also M is an instance of P. Proof. By induction on P. If P is a variable the claim is trivial, so let P = cP . Then M 0 = cK 0 and K 0 is an instance of P . Moreover, the only possibility to infer M ?! s M 0 = cK 0 is by PassApp. Thus M = cK, K ?! s K 0 and by induction hypothesis (IH) K is an instance of P . Since P is linear we eventually get that cK is an instance of cP.
De nition 3. The set Lnf of terms in long normal form is de ned as follows. xM, hM; Ni, (xM) and (cMN) are in Lnf if M; N; M; N are, provided that cM is not an instance of any computation or rewrite rule.
For example, the -expansion exp(x) of a variable x is in long normal form; it is de ned using induction on types by (e.g. for pure !-types) exp(x ) = x , exp(x ! ) = y :x exp(y ). The simpli cations in case we assume strongly uniformity of all sel c -functions are obvious.
Example 7. In the examples in section 2.3, many of the (proper) rewrite rules have been written as \higher type rules", i.e. in the form cM 7 ?! xN rather than cMx 7 ?! N. This is preferable from a semantical point of view, because the latter form may cause unnecessary calculations (cf. the de nition of I(c) in section 3.5). Note also that in the presence of non-terminating rewrite rules both versions can lead to di erent sets of normalizing terms. To see that, assume there is a term M that has no normal form, so no N exists such that M ?! s N. Then for a proper rewrite rule cy 7 ?! d the term cM has no normal form, but for c 7 ?! yd it has, namely d.
Also for terminating but non-con uent rewrite rules both versions can lead to di erent normal forms. Here is an example, with all rules considered as proper rewrite rules. But by the rule Arg we now need to have a normal form for YM(Py), and thus for YM(P(Py)), and so on. { However, the term add MN with numerals M; N reduces to a numeral.
Term families
Since normalization by evaluation needs to create bound variables when \reify-ing" abstract objects of higher type, it is useful to follow de Bruijn's 9] style of representing bound variables in terms. This is done here { as in 5 For our interpretation of types in section 3.2 we will also have to consider partial term families r: N * . We extend application of term families, rs, as well as the operation ext to partial term families in the obvious way following the principle that all syntactic operations are strict, i.e. unde ned whenever one argument is unde ned.
3 Normalization by evaluation
Domain theoretic semantics of simply typed -calculi
In this section, we shall discuss the domain theoretic semantics of simply typed lambda calculi in general. Although the constructions below are standard (see e.g. the books of Lambek/Scott 11] or Crole 7] ), we discuss them in some detail in order to make the paper accessible also for readers not familiar with this subject. Most constructions make sense in an arbitrary cartesian closed category (ccc). However we will con ne ourselves to the domain semantics and will only occasionally comment on the categorical aspects.
It is well-known that Scott-domains with continuous functions form a cartesian closed category Dom : : :; a n ) or f(a) stands for f(a 1 ) : : :(a n ).
An interpretation for a given system of ground types is a mapping I assigning to every ground type a domain I( 
Interpretation of the types
We now consider a special model, whose ground type objects contain syntactic material. We let N * denote the set of partial term families, i.e. partial functions from the integers to the set of terms of type . N * partially ordered by inclusion of graphs is a domain. We will interpret the ground types in such a way that we have functions # : I( ) ! (N * ) and " : (N * ) ! I( ) satisfying # (" (r)) = r: (1) This shows that there is an embedding of the term families N * into I( ).
Recall that Constr is the set of all constructors used in the computation rules. We de ne In the sequel we use (similar to our syntactic convention) the abbreviation ai for i (a), i 2 f0; 1g. We write successive applications of "(r) to a sequence a = a 1 ; : : :; a n (a i 2 i ] ] or projection markers 0 or 1) shortly as "(r)(a) = " (r #(a)): (2) In particular, if is a ground type, "(r)(a) = fam (r #(a)) and therefore "(r) can be understood as a \self-evaluating" interpretation of r. Without computation rules the de nition would be much simpler. It is then possible to de ne I( ) := N * , and the functions # and " would be identities. Then the de nition of # and " becomes an inductive de nition on the types (see 4]). We will need these functions to de ne an interpretation of the constants as well as normalization by evaluation itself.
Predecessor functions
In this section we de ne for a constructor pattern P with FV(P ) = x generalized predecessor functions Since in the case of computation rules we assumed the left hand sides of these rules to be non-uni able, lemma 14 guarantees that this is a sound de nition.
The usefulness of the computation rules is due to the fact that it is much simpler to compute gpred P (a) than to compute L] ] " , where ext(#(a)) = K L]. This can be seen from the following examples.
Example 15. Let us compare the two possibilities for interpreting constants, either as computation rules or else as rewrite rules. To this end we introduce iteration types n, by 0 := and n + 1 := n ! n. Let abst n be a constructor of type n ! 0, and x n be a variable of iteration type n, e.g. x 3 : (( ! ) ! ( ! )) ! ( ! ) ! ! . We add special constants c n with the rule c n (abst n x n ) = 0 (3) (0 a constant of type 0). The intention again is to show the di erence in e ciency between viewing (3) as computation or as rewrite rule. To see this di erence, consider the term c n (abst n x n ) with a variable x n .
If we view (3) as a rewrite rule, c n ] ] gets a := abst n x n ] ] " as an argument. It computes ext(#(a)), i.e. the term abst n (nf(x n )). Then it nds L := nf(x n ), and computes nf(x n )] ] " . Finally in the environment assigning this value to x n it computes 0] ].
If however we view (3) as a computation rule, then c n ] ] again gets a := abst n x n ] ] " as an argument. Since inst? abstnxn (a) = tt, we only need to compute 0] ] in the environment assigning gpred a = "(x 1 n ) to x n . This does not involve computation of the long normal form of any variable.
The example shows that normalizing via the rewrite rule may take time exponential in the type level n of x n , whereas normalizing via the computation rule takes linear time 5 . The reason is simply that the length l n of the long 5 We have veri ed this in the Minlog system normal form nf(x n ) of a variable x n of iteration type n is 2 n . (Proof by induction on n.
Step: l n+1 1 + P n i=0 l i 1 + P n i=0 2 i = 2 n+1 ). The di erence between the two possibilities for interpreting constants can also be seen in the tree example in 2. Example 16. As mentioned at the end of section 2.4, it makes a di erence whether we use the cMx 7 ?! N or the cM 7 ?! xN version of a rewrite rule. Now we see that in the former case the last argument a forces us to calculate ext(#(a)) and then interprete this term again, which may be cumbersome. This can also be veri ed easily by an example similar to the one above: Let us compare the two rules c0x n 7 ?! 0 and c0 7 ?! x n 0. Consider the term c0x n with a variable x n of iteration type n. NbE via the rst form proceeds as 
