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Abstract
An antiring is a semiring which is zerosumfree (i.e., a + b = 0 implies a = b = 0 for any a, b in this
semiring). In this paper, the complete description of the invertible matrices over a commutative antiring is
given and some necessary and sufficient conditions for a matrix over a commutative antiring to be invertible
are obtained. Also, Cramer’s rule over commutative antirings is presented. The main results in this paper
generalize and develop the corresponding results for the Boolean matrices, the fuzzy matrices, the lattice
matrices and the incline matrices.
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1. Introduction
A semiring is an algebraic system (S,+, ·) in which (S,+) is an Abelian monoid with identity
element 0 and (S, ·) is another monoid with identity element 1, connected by ring-like distributiv-
ity. Also, the element 0 is an absorbing element in S, i.e., 0r = r0 = 0 for all r ∈ S. A semiring
S is called commutative if ab = ba for all a, b ∈ S.
Let S be a semiring. S is called an antiring if a + b = 0 implies that a = b = 0 for any
a, b ∈ S (see [23]). Antirings were studied in [8] under the name of zerosumfree semirings. All
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rings with identity are semirings, but not all rings are antirings. Antirings are quite abundant: for
example, every Boolean algebra, the fuzzy algebra ([0, 1],∨, T ), where T is a t-norm (for t-norm,
refer to [13]), every distributive lattice and any incline (see [3]) are commutative antirings. Also,
the set Z+ of nonnegative integers with the usual operations of addition and multiplication of
integers is a commutative antiring. The same is true for the set Q+ of all nonnegative rational
numbers, for the set R+ of all nonnegative real numbers. In addition, the max-plus algebra
(R ∪ {−∞},max,+) and the min-plus algebra (R ∪ {+∞},min,+) are commutative antirings
(see [4,28]).
The study of matrices over general semirings has a long history. In 1964, Rutherford [19]
gave a proof of the Cayley–Hamiltion theorem for a commutative semiring avoiding the use of
determinants. Since then, a number of works on theory of matrices over semirings were published
(see e.g. [2,6,9,12,15–18]). In 1999, Golan described semirings and matrices over semirings in his
work [8] comprehensively. The techniques of matrices over semirings have important applications
in optimization theory, models of discrete event networks and graph theory. For further examples,
see [1,5].
Invertible matrices are an important type of matrices. Since the beginning of the 1950s, many
authors have studied this type of matrices for some special cases of antirings (see e.g. [3,7,
11,14,20,25–27]). In 1952, Luce [14] showed that a matrix over a Boolean algebra of at least
two elements is invertible if and only if it is an orthogonal matrix. Zhao [27] proved that a
fuzzy square matrix is invertible if and only if it is a permutation matrix. Give’on [7] developed
the theory of invertible lattice matrices, thus generalizing the result of Luce [14]. Zhao [25,26]
discussed the conditions for invertibility of matrices over a kind of Brouwerian lattices and
arbitrary distributive lattice, respectively. Skornyakov [20] gave an extensive description of the
invertible lattice matrices. Cao et al. [3] were the first to study the condition for an incline matrix
to be invertible and showed that the statement of Luce [14] holds for the incline matrices as well.
In addition, Zarko [24] established Cramer’s rule over general Boolean algebras. Tian et al. [22]
presented Cramer’s ruler over complete and completely distributive lattices. Recently, Han et al.
[11] gave the complete description of the invertible incline matrices, they studied some necessary
and sufficient conditions for an incline matrix to be invertible and presented Cramer’s rule over
inclines.
In the present work, we consider the invertible matrices over general commutative antirings. In
Section 3, we give the complete description for the invertible matrices and obtain some necessary
and sufficient conditions for a matrix over a commutative antiring to be invertible. In Section 4,
we present Cramer’s rule for a matrix equation over a commutative antiring. The main results in
the present paper generalize and develop the corresponding results in the literature for Boolean
matrices, fuzzy matrices, lattice matrices and incline matrices.
2. Definitions and preliminary lemmas
In this section, we give some definitions and preliminary lemmas. For convenience, we use n
to denote the set {1, 2, . . . , n} for any positive integer n and use Sn to denote the symmetric group
on the set n. Also, we use |X| to denote the cardinal number for any finite set X.
Let S be a semiring and a ∈ S. We denote by ak the kth power of a and by ka the sum
a + a + · · · + a (k times) for any positive integer k. For a ∈ S, a is called an idempotent element
in S if a2 = a. The set of all idempotent elements in S is denoted by I (S), i.e., I (S) = {a ∈
S: a2 = a}. An element a ∈ S is called invertible in S if there exists an element b ∈ S such that
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ab = ba = 1. The element b is called an inverse of a in S. It is easily proved that the inverse
of a in S is unique. The inverse of a in S is denoted by a−1. Let U(S) denote the set of all
invertible elements in S. Then U(S) forms a group with respect to the multiplication of the
semiring S.
A commutative semiring S is called an incline if a + 1 = 1 for all a ∈ S (see [3,8]). If S
is an incline and a, b ∈ S such that a + b = 0, then a = a + 0 = a + (a + b) = (a + a) + b =
(1 + 1)a + b = a + b = 0 and so b = 0. Therefore, any incline is a commutative antiring. Also,
if S is an incline and a ∈ U(S), then there exists an element b in S such that ab = 1, and so
a = a · 1 = a(1 + b) = a + ab = a + 1 = 1. Then U(S) = {1}.
Let now S be a commutative semiring. We denote by Mm×n(S) and Vn(S) the set of all m × n
matrices over S and the set of all column vectors of order n over S, respectively. Especially, we
denote by Mn(S) the set of all square matrices of order n over S. It is clear that Vn(S) = Mn×1(S).
For A ∈ Mm×n(S), we denote by aij or Aij the element of S corresponding to the (i, j)th entry
of A and denote by A∗j the j th column of A. Also, we denote by AT the transposed matrix of A.
For A ∈ Mn(S), if aij = 0 for all i and j provided that i /= j then A is called a diagonal matrix
and denoted by diag(a11, a22, . . . , ann), in particular, if aij =
{
1 i = j
0 i = j for all i, j ∈ n, then A
is called the identity matrix and denoted by In; if aij = 0 for all i, j ∈ n, then A is called the zero
matrix and denoted by On.
Likewise, for α ∈ Vn(S), we denote by αi the element of S corresponding to the ith coordinate
of α. If αi = 1 for all i ∈ n then α is called the universal vector of Vn(S) and denoted by e; if
αi = 0 for all i ∈ n, then α is called the zero vector and denoted by 0. For any i ∈ n, we denote
by ei the vector in Vn(S) with 1 as the ith coordinate, 0 otherwise.
Given A,B ∈ Mm×n(S) and C ∈ Mn×l (S), we define:
A + B = (aij + bij )m×n;
AC =
⎛
⎝∑
k∈n
aikckj
⎞
⎠
m×l
;
λA = (λaij )m×n, λ ∈ S.
The following properties are derived immediately from these definitions.
(1) Mn(S) is an Abelian monoid with the identity elementOn with respect to the matrix addition;
(2) Mn(S) is another monoid with the identity element In with respect to the matrix multipli-
cation;
(3) The distributivity holds, i.e., A(B + C) = AB + AC and (A + B)C = AC + BC for any
A,B,C ∈ Mn(S).
(4) The absorption property holds, i.e., OnA = AOn = On for all A ∈ Mn(S).
Therefore, (Mn(S),+, ·,On, In) is a semiring.
For A ∈ Mn(S), the powers of A are defined as follows: A0 = In, Al = Al−1 · A, where l is
any positive integer. The (i, j)th entry of Al is denoted by a(l)ij . A matrix A in Mn(S) is said to
be right invertible (left invertible) in Mn(S) if AB = In(BA = In) for some B ∈ Mn(S). The
matrix B is called a right inverse (left inverse) of A in Mn(S). If A is both right and left invertible
in Mn(S) then it is called invertible in Mn(S). Obviously, if A is invertible then its right inverse
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coincides with its left inverse which is called its inverse. The inverse of A is denoted by A−1.
Clearly, any permutation matrix P is invertible and its inverse is P T. Let GLn(S) denote the set
of all invertible matrices in Mn(S). Then GLn(S) forms a group with respect to the multiplication
of Mn(S).
Definition 2.1. Let A ∈ Mm×n(S) and m  n. Then the permanent per A of A is defined by
per A =
∑
σ∈Sm,n
a1σ(1)a2σ(2) · · · amσ(m),
where Sm,n is the set of all injective mappings from the set m to the set n.
For A ∈ Mn(S), we denote by A(i1, . . . , ir | j1, . . . , jr ) the (n − r) × (n − r) submatrix of A
obtained from A by deleting rows i1, . . . , ir and columns j1, . . . , jr , where {i1, i2, . . . , ir} and
{j1, j2, . . . , jr} ⊆ n with is /= it (s /= t) and js /= jt (s /= t).
Definition 2.2. Let A ∈ Mn(S). The adjoint matrix adjA ∈ Mn(S) of A is the matrix whose
(i, j)th entry is per A(j |i) for all i, j ∈ n.
The following lemmas are used.
Lemma 2.1 [18]. Let A,B ∈ Mn(S). If AB = In then BA = In.
Lemma 2.2
(1) Let ai ∈ S, i = 1, 2, . . . , n. Then the matrix diag(a1, a2, . . . , an) is invertible in Mn(S) iff
ai is invertible in S for each i ∈ n.
(2) The inverse of any invertible diagonal matrix in Mn(S) is a diagonal matrix.
The proof is omitted.
Lemma 2.3. Let A ∈ Mn(S). Then
(1) per A =∑j∈n aijper A(i|j) for any i ∈ n;
(2) per A =∑i∈n aijper A(i|j) for any j ∈ n.
The proof is omitted.
Lemma 2.4 ([10], Lemma 2.3). If S is an incline and I (S) is the set of all idempotent elements
in S, then I (S) is a distributive lattice.
Lemma 2.5 ([7], Corollary 1.1). If S is a distributive lattice and A ∈ Mn(S), then there exist
positive integers k and d such that Ak+d = Ak.
3. Some conditions for invertible matrices over antirings
In this section, we give the complete description for the invertible matrices over an antiring and
obtain some necessary and sufficient conditions for the matrices to be invertible. In this section
and Section 4, S is always supposed to be a commutative antiring.
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Proposition 3.1 ([8], Proposition 19.4). Let A,B ∈ Mn(S). If AB = In, then
(1) aij aik = ajiaki = bij bik = bjibki = 0 for any i, j, k ∈ n with j /= k;
(2) aikbkj = akibjk = 0 for any i, j, k ∈ n with i /= j ;
(3)
(∑
k∈n aik
) (∑
l∈n bli
)
=
(∑
k∈n akj
) (∑
l∈n bjl
)
= 1 for any i, j ∈ n.
Proposition 3.2. Let A ∈ Mn(S). If A is invertible in Mn(S), then AAT and ATA are invertible
diagonal matrices.
Proof. Suppose that A is invertible in Mn(S). Then there exists a matrix B in Mn(S) such
that AB = In. By Proposition 3.1(3), we have
(∑
k∈n aik
) (∑
l∈n bli
)
= 1 for all i ∈ n, and so∑
k∈n aik ∈ U(S) for all i ∈ n. Let ui =
∑
k∈n aik for each i ∈ n. Then u2i =
(∑
k∈n aik
)2 =∑
k∈n a2ik +
∑
1k<ln 2aikail =
∑
k∈n a2ik (by Proposition 3.1(1)) and u2i ∈ U(S). By Proposi-
tion 3.1(1), we have that for any i and j in n, (AAT)ij =∑k∈n aikajk =
{
u2i i = j
0 i /= j . By Lemma
2.2, AAT = diag(u21, u22, . . . , u2n) is an invertible matrix in Mn(S).
Similarly, we can prove that ATA is an invertible diagonal matrix in Mn(S).
This completes the proof. 
Remark 3.1. The diagonal matrices AAT and ATA in Proposition 3.2 need not to be equal in
general. For example, consider the matrix A =
[
0 2
3 0
]
over the antiring R+. Then, it is clear that
A is invertible in M2(R+) and AAT =
[
4 0
0 9
]
. But ATA =
[
9 0
0 4
]
.
By Proposition 3.2, we have:
Corollary 3.1. If S satisfies U(S) = {1} and A ∈ GLn(S), then AAT = ATA = In.
Remark 3.2. Corollary 3.1 generalizes Theorem 3.2 in Han and Li [11] and Theorem 6 of Give’on
[7] and Theorem 4.2 in Luce [14].
Proposition 3.3. Let A ∈ Mn(S). If A is right invertible in Mn(S), then A[n] is an invertible
diagonal matrix inMn(S),where [n] denotes the least common multiple of the integers 1, 2, . . . , n.
Proof. Let A ∈ Mn(S) be right invertible. Then, by Lemma 2.1, A is invertible in Mn(S), and so
A[n] is invertible in Mn(S). In the following we will prove that A[n] is a diagonal matrix.
Let w = [n]. If n = 2, then w = [2] = 2 and
Aw = A2 =
[
a11 a12
a21 a22
]2
=
[
a211 + a12a21 a11a12 + a12a22
a11a21 + a21a22 a21a12 + a222
]
=
[
a211 + a12a21 0
0 a21a12 + a222
]
(by Proposition 3.1(1)).
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Therefore A2 is a diagonal matrix.
We now assume n  3.
For any i, j ∈ n. Ifa(w)ij /= 0, then there exist i1, i2, . . . , iw−1 ∈ n such thataii1ai1i2 · · · aiw−1j /=
0, where w = [n]. In the following we shall prove i = j .
We prove it in four steps.
(1) If is = it for some s, t with 0  s < t < w (taking i = i0, j = iw), then is+1 = it+1. In
fact, if is+1 /= it+1, then ais is+1ait it+1 = ais is+1ais it+1 = 0 (by Proposition 3.1(1)), and so
aii1ai1i2 · · · aiw−1j = ai0i1 · · · ais is+1 · · · ait it+1 · · · aiw−1iw = 0. This is a contradiction.
(2) If is = it for some s, t with 0 < s < t  w, then is−1 = it−1. In fact, if is−1 /= it−1,
then ais−1is ait−1it = ais−1is ait−1is = 0 (by Proposition 3.1(1)), and so aii1ai1i2 · · · aiw−1j =
ai0i1 · · · ais−1is · · · ait−1it · · · aiw−1iw = 0. This is a contradiction.
(3) There exists a d ∈ n such that i0 = id . In fact, since i0, i1, . . . , in ∈ n (note that w > n),
there exist some u, v in {0, 1, . . . , n} such that iu = iv with u < v. If u = 0, then i0 = iv
and in this case, our statement is proved. If 0 < u, then, by (2), we have iu−1 = iv−1, and
if 0 < u − 1, then, again, we have iu−2 = iv−2 (by (2)). Repeating this argument, we have
i0 = iv−u. Taking d = v − u, we have d ∈ n and i0 = id .
(4) Since 1  d  n, we have d|w. Let w = gd , where g is a positive integer. Then, by (1) and
(3), we have i = i0 = id = i2d = · · · = igd = iw = j .
Consequently, we have that a(w)ij = 0 for all i, j in n with i = j . Thus, Aw is a diagonal matrix.
This completes the proof. 
By Proposition 3.3, we have
Corollary 3.2. If S satisfies U(S) = {1} and A is a right invertible matrix in Mn(S), then A[n] =
In.
Remark 3.3. Corollary 3.2 generalizes Theorem 3.1 of Han and Li [11] and Theorem 7 in Give’on
[7] and Proposition 5 of Skornyakov [20].
Let A ∈ Mn(S). The mapping fA : Vn(S) → Vn(S) is defined by fA(x) = Ax for x ∈ Vn(S).
Proposition 3.4. If A ∈ Mn(S) and fA is a surjective mapping, then A is right invertible in
Mn(S).
Proof. Since fA is a surjective mapping, there exist column vectors (x1i , x2i , . . . , xni)T ∈ Vn(S)
(i ∈ n) such that
A
⎛
⎜⎜⎜⎝
x11
x21
...
xn1
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
1
0
...
0
⎞
⎟⎟⎟⎠ , A
⎛
⎜⎜⎜⎝
x12
x22
...
xn2
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
0
1
...
0
⎞
⎟⎟⎟⎠ , . . . , A
⎛
⎜⎜⎜⎝
x1n
x2n
...
xnn
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
0
0
...
1
⎞
⎟⎟⎟⎠ .
Put X = (xij ). Then X ∈ Mn(S) and AX = In, i.e., A is right invertible. 
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Proposition 3.5. Let A ∈ Mn(S). If fA is an injective mapping and for any i, j ∈ n,∑s∈n ais,∑
t∈n atj ∈ U(S), and aij
(∑
s∈n ais
)
= aij
(∑
t∈n atj
)
= a2ij , then A is invertible in Mn(S).
Proof. For any i, j ∈ n, take bij =
(∑
s∈n ais
)−1
aij . Then
∑
s∈n bis = 1 and b2ij = bij . Let
di =∑s∈n ais for 1  i  n and D = diag(d1, d2, . . . , dn) and B = (bij ). Then D is invertible
in Mn(S) (by Lemma 2.2(1)) and B = D−1A.
To show A is invertible in Mn(S), it is sufficient to show that B is invertible in Mn(S). We
shall prove it in four steps.
(1) fB is an injective mapping. In fact, suppose that fB(x) = fB(y) for some x, y ∈ Vn(S).
Then Bx = By, i.e., D−1Ax = D−1Ay, and so Ax = Ay, i.e., fA(x) = fA(y). Since fA is an
injective mapping, we have x = y. Therefore, fB is an injective mapping.
(2) For any j ∈ n, we have∏
t∈n
btj = 0. (3.1)
Assume that
∏
t∈n btj0 /= 0 for some j0 ∈ n. Put x =
∏
t∈n btj0ej0 , y =
∏
t∈n btj0e. Then
Bx = (b21j0b2j0 · · · bnj0 , b1j0b22j0 · · · bnj0 , . . . , b1j0b2j0 · · · b2nj0)T
=
⎛
⎝∏
t∈n
btj0 ,
∏
t∈n
btj0 , . . . ,
∏
t∈n
btj0
⎞
⎠
T
(because b2ij = bij for all i, j ∈ n)
=
∏
t∈n
btj0e = y
and
By =
∏
t∈n
btj0Be
=
∏
t∈n
btj0
⎛
⎝∑
s∈n
b1s ,
∑
s∈n
b2s , . . . ,
∑
s∈n
bns
⎞
⎠
T
=
∏
t∈n
btj0(1, 1, . . . , 1)
T
⎛
⎝since ∑
s∈n
bis = 1 for all i ∈ n
⎞
⎠
=
∏
t∈n
btj0e = y.
Thus fB(x) = Bx = By = fB(y). But x = y. This contradicts the fact that fB is an injective
mapping.
(3) For any i, j, p ∈ n with i /= j , we have
bipbjp = 0 (3.2)
Assume that bi0p0bj0p0 /= 0 for some i0, j0, p0 ∈ n with i0 /= j0.
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Let M be a maximal subset of the set n × n such that (i0, p0), (j0, p0) ∈ M and =∏(s,t)∈M
bst /= 0, where n × n = {(i, j) : i ∈ n, j ∈ n}. Then M /= φ since (i0, p0) and (j0, p0) ∈ M ,
and M /= n × n since∏t∈n btj = 0 for any j ∈ n (by (3.1)).
Furthermore, for any (i, j) ∈ n × n, we have
bij =
{
 if (i, j) ∈ M,
0 if (i, j) /∈ M. (3.3)
In fact, if (i, j) ∈ M , then
bij=
⎛
⎝ ∏
(s,t)∈M
bst
⎞
⎠ bij =
⎛
⎜⎝ ∏
(s,t)∈M
(s,t) /=(i,j)
bst
⎞
⎟⎠ b2ij
=
⎛
⎜⎝ ∏
(s,t)∈M
(s,t) /=(i,j)
bst
⎞
⎟⎠ bij (since b2ij = bij )
=
∏
(s,t)∈M
bst = ,
if (i, j) /∈ M , then, by the definitions of M and , we have bij = 0. Thus, (3.3) holds.
In the following, we will prove that for any i ∈ n, there exists a j ∈ n such that (i, j) ∈ M . In
fact, since
∑
s∈n bis = 1 for each i ∈ n, we have  = 
(∑
s∈n bis
)
=∑s∈n(bis) /= 0, and so
bij /= 0 for some j ∈ n. By (3.3), we have bij =  and (i, j) ∈ M .
For each i ∈ n, let M(i) = {s ∈ n : (i, s) ∈ M}. It is clear that M(i) /= φ. Let ki = |M(i)|.
Then 1  ki  n and  =  · 1 = 
(∑
s∈n bis
)
=∑s∈n bis =∑(i,s)∈M (by(3.3)) =∑
s∈M(i)  = ki. That is,  = ki for each i ∈ n.
In the following we shall prove that k1 = k2 = · · · = kn = 1.
To do this, we first prove that for any given j ∈ n, there exists an i ∈ n such that bij = 0. In
fact, if there exists some j ∈ n such that bij /= 0 for all i ∈ n, then bij =  for all i ∈ n (by
(3.3)), and so ∏t∈n btj = . But ∏t∈n btj = 0 (by (3.1)), we have  = 0. This contradicts the
fact that  /= 0.
Suppose that there exists an i′ ∈ n such that ki′  2. Taking k = max{k1, k2, . . . , kn}, we have
that k  2 and  = k (since  = ki for every ki). Let H = {i ∈ n, ki  2}. Then |H |  1
since i′ ∈ H .
We now choose an s0 in n such that bts0 = 0 for all t ∈ n\H (note that if H = n then s0 may
be chosen arbitrarily in n), and let x = 
(∑
s∈n
s /=s0
es
)
+ (k − 1)es0 , y = 
(∑
s∈n
s /=s0
es
)
, u = Bx
and v = By.
For any i ∈ n, if bis0 = 0, then
ui = (Bx)i =
∑
s∈n
bisxs
=
⎛
⎜⎝∑
s∈n
s /=s0
bis
⎞
⎟⎠+ bis0(k − 1)
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=
⎛
⎜⎝∑
s∈n
s /=s0
bis
⎞
⎟⎠ (since bis0 = 0)
= (By)i = vi .
If bis0 /= 0, then i ∈ H (since bts0 = 0 for all t ∈ n\H ) and (i, s0) ∈ M (or s0 ∈ M(i)),
and so bis0 =  (by (3.3)). Then
ui = (Bx)i =
∑
s∈n
bisxs
=
⎛
⎜⎝∑
s∈n
s /=s0
bis
⎞
⎟⎠+ (k − 1) =
⎛
⎜⎝ ∑
(i,s)∈M
s /=s0
bis
⎞
⎟⎠+ (k − 1)
=
⎛
⎜⎝ ∑
(i,s)∈M
s /=s0

⎞
⎟⎠+ (k − 1) =
⎛
⎜⎝ ∑
s∈M(i)
s /=s0

⎞
⎟⎠+ (k − 1)
= (ki − 1)+ (k − 1) (since s0 ∈ M(i)).
Since i ∈ H , we have ki  2. If ki = 2 then ui = + (k − 1) = (1 + (k − 1)) = k = 
(since  = k) = (ki − 1) and if ki  3 then
ui = (ki − 1)+ (k − 1)
= (ki − 2)+ + (k − 1) (since ki  3)
= (ki − 2)+ k = (ki − 2)+  (since  = k)
= (ki − 1).
Since
vi = (By)i =
∑
s∈n
bisys =
⎛
⎜⎝∑
s∈n
s /=s0
bis
⎞
⎟⎠ = ∑
(i,s)∈M
s /=s0
bis =
∑
(i,s)∈M
s /=s0
 = (ki − 1),
we have ui = vi .
Consequently, we have u = v, i.e., fB(x) = fB(y). But x /= y. This contradicts the fact that
fB is an injective mapping. Therefore k1 = k2 = · · · = kn = 1.
Since k1 = k2 = · · · = kn = 1, we have that for each i ∈ n, there exists a unique j ∈ n such that
(i, j) ∈ M . Since (i0, p0), (j0, p0) ∈ M and i0 /= j0, there exists a q0 ∈ n such that (i, q0) /∈ M
for each i ∈ n, that is, biq0 = 0 for each i ∈ n. Then aiq0 = dibiq0 = 0 for all i ∈ n, and so⎛
⎝∑
t∈n
atq0
⎞
⎠ =∑
t∈n
atq0 = 0.
But
∑
t∈n atq0 ∈ U(S), we have  = 0. This contradicts the fact that  /= 0. Thus bipbjp = 0 for
any i, j, p ∈ n with i /= j .
Y. Tan / Linear Algebra and its Applications 423 (2007) 428–444 437
(4) Now
BBT =
⎛
⎝∑
s∈n
bisbjs
⎞
⎠
n×n
= diag
⎛
⎝∑
s∈n
b21s , . . . ,
∑
s∈n
b2ns
⎞
⎠ (by (3.2))
= diag
⎛
⎝∑
s∈n
b1s , . . . ,
∑
s∈n
bns
⎞
⎠ (because b2ij = bij for all i, j ∈ n)
= diag(1, 1, . . . , 1)
⎛
⎝because ∑
s∈n
bis = 1 for all i ∈ n
⎞
⎠ = In.
Then B is invertible in Mn(S). The proof is completed. 
Proposition 3.6. If A ∈ Mn(S) is right (left) invertible and a11, a22, . . . , ann ∈ U(S), then A is
a diagonal matrix.
Proof. We assume that A is right invertible in Mn(S), i.e., AB = In for some B ∈ Mn(S). Then
for any i, j ∈ n
aiibij +
∑
k∈n
k /=i
aikbkj =
{
1 if i = j,
0 if i /= j.
Consequently aiibij = 0 for i /= j , and so bij = 0 for i /= j (since aii ∈ U(S)). Therefore B
is a diagonal matrix. Since AB = In, B is an invertible diagonal matrix, and so A = B−1 is an
invertible diagonal matrix (by Lemma 2.2(2)). If A is left invertible, then, by Lemma 2.1, A is
right invertible, according to what we have proved, A is a diagonal matrix. 
By Proposition 3.6, we have:
Corollary 3.3. If A ∈ Mn(S) is right (left) invertible with a11 = a22 = · · · = ann = 1, then A =
In.
Remark 3.4. Corollary 3.3 generalizes Proposition 4 of Skornyakov [20].
Let x, y ∈ Vn(S), the scalar product of x and y is defined as xTy ∈ S.
Theorem 3.1. Let A ∈ Mn(S). Then the following statements are equivalent:
(1) A is right invertible.
(2) A is left invertible.
(3) A is invertible.
(4) AAT is an invertible diagonal matrix.
(5) ATA is an invertible diagonal matrix.
(6) AAT and ATA are invertible diagonal matrices.
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(7) Ad is an invertible diagonal matrix for some positive integer d.
(8) fA is a surjective mapping.
(9) fA is a bijective mapping.
(10) There exist u1, u2, . . . , un ∈ U(S) such that (fA(x))TfA(y) =∑i∈n uixiyi for any x =
(x1, x2, . . . , xn)T and y = (y1, y2, . . . , yn)T ∈ Vn(S).
(11) fA is an injective mapping and for any i, j ∈ n, ∑s∈n ais, ∑t∈n atj ∈ U(S) and aij(∑
s∈n ais
)
= aij
(∑
t∈n atj
)
= a2ij .
(12) fA is an injective mapping and Ak+d = Ak · D for some invertible diagonal matrix D and
positive integers k and d.
Proof. By Lemma 2.1 and Propositions 3.2 and 3.3, we have that statements (1)–(7) are equivalent.
Also, the implications (3) ⇒ (9) and (9) ⇒ (8) are obvious.
(8) ⇒ (1). It is Proposition 3.4.
(7) ⇒ (12). It is obvious.
(12) ⇒ (7). Since fA is an injective mapping, fAk is also an injective mapping. Since Ak ·
Ad = Ak+d = Ak · D for some invertible diagonal matrixD and positive integers k and d, we have
Ak · ((Ad)∗j ) = Ak · (D∗j ) for all j ∈ n, i.e., fAk ((Ad)∗j ) = fAk (D∗j ). Then (Ad)∗j = D∗j for
all j ∈ n (since fA is an injective mapping), and so Ad = D.
(11) ⇒ (3). It is Proposition 3.5.
(3) ⇒ (11). By Proposition 3.1(1) and (3).
(5) ⇒ (10). Let ATA = D, where D is an invertible diagonal matrix. Then for any x =
(x1, x2, . . . , xn)T and y = (y1, y2, . . . , yn)T ∈ Vn(S), we have (fA(x))TfA(y) = (Ax)T(Ay) =
xT(ATA)y = xTDy. Let D = diag(u1, u2, . . . , un). Then u1, u2, . . . , un ∈ U(S) and (fA(x))T
fA(y) =∑i∈n uixiyi .
(10) ⇒ (5). Suppose that (10) holds. Then for any x = (x1, x2, . . . , xn)T and y = (y1, y2,
. . . , yn)
T ∈ Vn(S), we have xTATAy = (Ax)T(Ay) = (fA(x))TfA(y) =∑i∈n uixiyi . Let D =
diag(u1, u2, . . . , un). Then D is an invertible diagonal matrix in Mn(S) and xT(ATA)y = xTDy.
Therefore, eTi (A
TA)ej = eTi Dej for any i and j ∈ n, i.e.,∑
s∈n
asiasj =
{
ui if i = j,
0 if i /= j.
Hence ATA = D is an invertible diagonal matrix in Mn(S). The proof is completed. 
Corollary 3.4 ([11], Theorem 3.4). If S is an incline and A ∈ Mn(S). Then the following
statements are equivalent:
(1) A is right invertible.
(2) A is left invertible.
(3) A is invertible.
(4) AAT = In.
(5) ATA = In.
(6) AAT = ATA = In.
(7) Ak = In for some positive integer k.
(8) fA is a surjective mapping.
(9) fA is a bijective mapping.
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(10) fA preserves the scalar products, that is, for any x, y ∈ Vn(S), (fA(x))TfA(y) = xTy.
(11) A ∈ Mn(I (S)) and fA is an injective mapping, where Mn(I (S)) denotes the set of all n × n
matrices over the set I (S).
(12) fA is an injective mapping and Ak+d = Ak for some integers k and d.
Proof. SinceS is an incline, we haveU(S) = {1} and so any invertible diagonal matrix inMn(S) is
the identity matrix In. Therefore, by Theorem 3.1, the statements (1)–(10) and (12) are equivalent.
(3) ⇒ (11). If (3) holds, then by Theorem 3.1 and the condition U(S) = {1}, we have that for
any i ∈ n, ∑s∈n ais =∑t∈n atj = 1 and that for any i, j ∈ n, a2ij = aij , and so A ∈ Mn(I (S)).
It is clear that fA is an injective mapping. Thus the statement (11) holds.
(11) ⇒ (12). Since I (S) is a distributive lattice (by Lemma 2.4) andA ∈ Mn(I (S)), it follows
from Lemma 2.5 that Ak+d = Ak for some positive integers k and d. Since fA is an injective
mapping, (12) holds. This completes the proof. 
A set {a1, a2, . . . , am} of elements in the antiring S is called a decomposition of 1 in S if∑
i∈m ai = 1; the set {a1, a2, . . . , am} is called orthogonal if aiaj = 0 holds for any i and j
provided that i /= j ; a set of elements in S is called an orthogonal decomposition of 1 in S if it is
orthogonal and a decomposition of 1 in S.
Let {A1, A2, . . . , Am} ⊆ Mn(S). A matrix A ∈ Mn(S) is called an orthogonal combination of
the matricesA1, A2, . . . , Am if there exists an orthogonal decomposition of 1 inS, {a1, a2, . . . , am},
such that A =∑i∈m aiAi .
Proposition 3.7. If S satisfies U(S) = {1} and A ∈ Mn(S), then the following statements are
equivalent:
(1) A is invertible.
(2) A is an orthogonal combination of some permutation matrices of order n.
Proof. (1) ⇒ (2). IfA is invertible inMn(S), then, by Theorem 3.1, we haveATA = AAT = In
(since U(S) = {1}). Therefore aij aik = ajiaki = 0 for all i, j, k in n with j /= k and∑s∈n a2is =∑
t∈n a2tj = 1 for all i, j ∈ n, and so
(∑
s∈n ais
)2 =∑s∈n a2is +∑s1 /=s2 ais1ais2 =∑s∈n a2is =
1 and
(∑
t∈n atj
)2 =∑t∈n a2tj +∑t1 /=t2 at1j at2j =∑t∈n a2tj = 1. Thus, ∑s∈n ais = 1 and∑
t∈n atj = 1, that is, each row and each column of A is an orthogonal decomposition of 1
in S. Also, for any i, j ∈ n, aij = aij
(∑
s∈n ais
)
= a2ij +
∑
s /=j aisaij = a2ij , that is, each entry
of A is idempotent.
Since
∑
s∈n ais = 1 for all i ∈ n, we have 1 =
∏
i∈n
(∑
s∈n ais
)
=∑1s1,s2,...,snn a1s1a2s2
· · · ansn . If si = sj for some i, j ∈ n with i /= j , then aisi · ajsj = 0, and so a1s1a2s2 · · · ansn =
0. Therefore 1 =∑σ∈Sn a1σ(1)a2σ(2) · · · anσ(n). Let aσ = a1σ(1)a2σ(2) · · · anσ(n) for σ ∈ Sn and
G = {σ : σ ∈ Sn, aσ /= 0}. Then, it is clear that ∑σ∈G aσ = 1 and aσ aτ for any σ, τ ∈ G with
σ /= τ , and so the set {aσ : σ ∈ G} is an orthogonal decomposition of 1 in S. Also, for any
σ ∈ G
aσaij =
{
aσ if j = σ(i)
0 if j /= σ(i) i, j ∈ n.
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Therefore, there exists a unique (0,1) matrix Pσ ∈ Mn(S) such that aσA = aσPσ holds. It follows
that a2σPσP Tσ = (aσPσ )(aσPσ )T = (aσA)(aσA)T = a2σAAT = a2σ In, and so PσP Tσ = In. Then
Pσ is a permutation matrix for each σ ∈ G. Clearly,∑
σ∈G
aσPσ =
∑
σ∈G
aσA =
(∑
σ∈G
aσ
)
A = A
i.e., A is an orthogonal combination of some permutation matrices.
(2) ⇒ (1). If A is such combination, say
A =
∑
s∈m
asPs,
then
AAT =
⎛
⎝∑
s∈m
asPs
⎞
⎠
⎛
⎝∑
t∈m
atPt
⎞
⎠
T
=
∑
s∈m
∑
t∈m
asatPsP
T
t =
∑
s∈m
a2s In
=
∑
s∈m
∑
t∈m
asat In (since asat = 0 with s /= t) =
⎛
⎝∑
s∈m
as
⎞
⎠
2
In = In.
Thus A is invertible in Mn(S). This completes the proof. 
Remark 3.5. Proposition 3.7 generalizes Theorem 8 in Give’on [7].
4. Cramer’s rule over commutative antirings
In this section, we will present Cramer’s rule for a matrix equation over a commutative antiring
S.
The following lemmas are used.
Lemma 4.1. Let A ∈ Mm×n(S)(m  n), and U ∈ GLm(S) and V ∈ GLn(S). Then
per(UAV ) = per U per A per V.
Proof. We first prove that per(UA) = per UperA for any A ∈ Mm×n(S) and U in GLm(S).
Let W = UA. Then for any i ∈ m and j ∈ n, wij =∑mk=1 uikakj . Thus
per(UA)= per W =
∑
σ∈Sm,n
∏
i∈m
wiσ(i)
=
∑
σ∈Sm,n
∏
i∈m
⎛
⎝∑
k∈m
uikakσ(i)
⎞
⎠
=
∑
σ∈Sm,n
∑
1k1,k2,...,kmm
u1k1ak1σ(1)u2k2ak2σ(2) · · · umkmakmσ(m)
=
∑
σ∈Sm,n
∑
1k1,k2,...,kmm
(u1k1u2k2 · · · umkm)(ak1σ(1)ak2σ(2) · · · akmσ(m)).
Y. Tan / Linear Algebra and its Applications 423 (2007) 428–444 441
If ks = kt for some s, t ∈ m with s /= t , then usks utkt = usks utks = 0 (by Proposition 3.1(1))
and so
(u1k1u2k2 · · · umkm)(ak1σ(1)ak2σ(2) · · · akmσ(m)) = 0.
Therefore
per(UA)=
∑
σ∈Sm,n
∑
1k1,k2,...,kmm
ks /=kt (s /=t)
(u1k1u2k2 · · · umkm)(ak1σ(1)ak2σ(2) · · · akmσ(m))
=
∑
σ∈Sm,n
∑
ρ∈Sm
(u1ρ(1)u2ρ(2) · · · umρ(m))(aρ(1)σ (1)aρ(2)σ (2) · · · aρ(m)σ(m))
=
∑
ρ∈Sm
u1ρ(1)u2ρ(2) · · · umρ(m)
⎛
⎝ ∑
σ∈Sm,n
aρ(1)σ (1)aρ(2)σ (2) · · · aρ(m)σ(m)
⎞
⎠
=
∑
ρ∈Sm
u1ρ(1) · · · umρ(m)
⎛
⎝ ∑
σ∈Sm,n
aρ(1),σ (ρ−1(ρ(1))) · · · aρ(m),σ (ρ−1(ρ(m)))
⎞
⎠
=
∑
ρ∈Sm
u1ρ(1) · · · umρ(m)
⎛
⎝ ∑
σ∈Sm,n
a1σ(ρ−1(1)) · · · amσ(ρ−1(1))
⎞
⎠
(because ρ is a bijection of the set m)
=
∑
ρ∈Sm
u1ρ(1) · · · umρ(m)
⎛
⎝ ∑
σρ−1∈Sm,n
a1(σρ−1)(1) · · · am(σρ−1)(m)
⎞
⎠
=
∑
ρ∈Sm
u1ρ(1) · · · umρ(m)
⎛
⎝ ∑
σ∈Sm,n
a1σ(1) · · · amσ(m)
⎞
⎠ = per U per A.
Similarly, we can prove that per(AV ) = per A per V for any A ∈ Mm×n(S) and V ∈ GLn(S).
Therefore, per(UAV ) = per U per(AV ) = per Uper Aper V .
This completes the proof. 
Corollary 4.1. If A ∈ GLn(S), then per A ∈ U(S).
Proof. If A ∈ GLn(S), then there exists a B ∈ Mn(S) such that AB = In. By Lemma 4.1, we
have 1 = perIn = per(AB) = per AperB, and so per A ∈ U(S). 
By Lemma 4.1 and Corollary 4.1, we have
Corollary 4.2. If S satisfies U(S) = {1}, then
(1) for any A ∈ GLn(S), we have per A = 1;
(2) for any A ∈ Mm×n(s)(m  n), and U ∈ GLm(S) and V ∈ GLn(S), we have
per(UAV ) = per A.
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Remark 4.1. Corollary 4.2(1) generalizes Theorem 4.1 of Han and Li [11] and Lemma 2.10(1)
in Tan [21], Corollary 4.2(2) generalizes Lemma 4.2 of Han and Li [11].
Lemma 4.2. Let A ∈ GLn(S). Then A−1 = (per A)−1adjA.
Proof. Let A ∈ GLn(S). Then aikail = 0 for any i, k, l ∈ n with k /= l (by Proposition 3.1(1)).
Let B = AadjA. Then for any i, j ∈ n, we have
bij =
∑
k∈n
aik per(j |k).
If i = j , then bii =∑k∈n aik per A(i|k) = per A (by Lemma 2.3); if i /= j , then
bij =
∑
k∈n
aik
⎛
⎜⎝∑
l∈n
l /=k
ailper A(ij |kl)
⎞
⎟⎠ (by Lemma 2.3)
=
∑
k∈n
∑
l∈n
l /=k
aikail per A(ij |kl) = 0 (by Proposition 3.1(1))
Therefore, B = AadjA = (per A)In. Since per A ∈ U(S) (by Corollary 4.1), A−1 =
(per A)−1adjA. The proof is completed. 
Corollary 4.3. If S satisfies U(S) = {1} and A ∈ GLn(S), then adjA = AT.
Proof. By Corollary 3.4 and Corollary 4.2(1) and Lemma 4.2, we have AT = A−1 = adjA. 
Remark 4.2. Corollary 4.3 generalizes Theorem 4.2 in Han and Li [11] and Lemma 2.10(2) in
Tan [21].
The following theorem is Cramer’s rule for a matrix equation over a commutative antiring.
Theorem 4.1. Let A ∈ Mn(S) and b = (b1, b2, . . . , bn)T ∈ Vn(S). If A is invertible in Mn(S),
then the matrix equation Ax = b has a unique solution x = (d−1d1, d−1d2, . . . , d−1dn)T ∈
Vn(S), where d = per A and
dj = per
⎡
⎢⎢⎣
a11 a12 · · · a1,j−1 b1 a1,j+1 · · · a1n
a21 a22 · · · a2,j−1 b2 a2,j+1 · · · a2n
· · · · · · · · · · · · · · · · · · · · · · · ·
an1 an2 · · · an,j−1 bn an,j+1 · · · ann
⎤
⎥⎥⎦ , j = 1, 2, . . ., n.
Proof. It is clear that the equationAx = b has a solution x = A−1b. Let y ∈ Vn(S) be any solution
of this equation. Then Ay = b, and so y = Iny = (A−1A)y = A−1(Ay) = A−1b, which means
that the equation Ax = b has a unique solution.
Let now (adjA)b = (d1, d2, . . ., dn)T. Then for any j in n, we have dj =∑i∈n per A(i|j)bi .
On the other hand, we have
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per
⎡
⎢⎢⎣
a11 · · · a1,j−1 b1 a1,j+1 · · · a1n
a21 · · · a2,j−1 b2 a2,j+1 · · · a2n
· · · · · · · · · · · · · · · · · · · · ·
an1 · · · an,j−1 bn an,j+1 · · · ann
⎤
⎥⎥⎦
=
∑
i∈n
biper A(i|j) (by Lemma 2.3).
Therefore
x = A−1b = (per A)−1(adjA)b (by Lemma 4.2)
= d−1(adjA)b = (d−1d1, d−1d2, . . ., d−1dn)T.
This completes the proof. 
By Theorem 4.1, we have
Corollary 4.4. If S satisfies U(S) = {1} and A ∈ GLn(S), and (b1, b2, . . ., bn)T ∈ Vn(S), then
the matrix equation Ax = b has a unique solution x = (d1, d2, . . ., dn)T ∈ Vn(S), where
dj = per
⎡
⎢⎢⎣
a11 · · · a1,j−1 b1 a1,j+1 · · · a1n
a21 · · · a2,j−1 b2 a2,j+1 · · · a2n
· · · · · · · · · · · · · · · · · · · · ·
an1 · · · an,j−1 bn an,j+1 · · · ann
⎤
⎥⎥⎦ , j = 1, 2, . . ., n. 
Remark 4.3. Corollary 4.4 generalizes Theorem 4.3 in Han and Li [11].
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