defined the causal effect as the difference between what would have happened, for instance, to students under the treatment condition and what would have happened to these same students in the counterfactual or control situation (i.e., without intervention, but under identical circumstances). RCM can be characterized by three main characteristics (Holland, 1986) . First, it refers to the effect of a cause and not to the cause of a given effect. Second, the effect of a cause is always relative to another cause-the counterfactual, so that both a treatment and contrast are required to define a cause-effect relation. Third, only manipulable events can be a cause ("no causation without manipulation"; Holland, 1986) . In this theory, events and attributes that cannot be manipulated in practice or in theory (e.g., weather or student's age and sex) cannot be causes. This RCM theory leads to a fundamental problem of causal inference: It is not possible to expose a student, class, or school to the treatment and control condition under exactly the same circumstances at exactly the same time. So the most appropriate counterfactual is not possible-the same unit (e.g., the same student) being simultaneously exposed to both the treatment and control condition. Nonetheless, three main research strategies are commonly considered to justify causal inference, although each requires assumptions:
1. Within-subject designs measure each experimental unit under the treatment and control condition, not simultaneously but successively. Unfortunately, withinsubject designs are rarely useful in education unless they are linked to other methods for enhancing causal conclusions. This is primarily because students typically mature over time, and this maturation is confounded with treatment effects, particularly when performance is measured only at pretest and again at posttest. Moreover, it is not reasonable to expose someone to a control condition after a treatment one if there is any reason to expect that the original treatment effect will persist over time.
2. Matching designs seek to pair nearly identical units before or after assigning them to the treatment and control conditions. But it has not yet been possible to identify matching techniques that consistently re-create the same results as experiments. This is primarily because of the possibility of unmeasured differences between groups that might be correlated with the outcome (for a summary, see Glazerman et al., 2003) .
3. Random assignment seeks to create treatment and control groups that, on average, are identical with respect to all measured and unmeasured variables save the treatment they receive. Randomized experiments, also known as randomized clinical or controlled trial (RCT), have a clear theoretic warrant in statistics, and they are routinely used today in many sectors other than education, in clinical or agricultural research, for instance. If certain transparent assumptions are met, we know that randomized experiments generate unbiased causal inference.
Random assignment entails using the equivalent of a fair coin toss to create two or more initially equivalent groups. The intervention under consideration is then assigned to the treatment group, whereas the control group is exposed to something else-often no explicit treatment, but sometimes a qualitatively different one. Randomization ensures that, prior to treatment, both groups will be on average equal in all measured and unmeasured variables. Consequently, if an experiment is properly implemented initially and then maintained over time, any observed group differences at the end of a study can be reasonably attributed to the intervention, they are not likely to be due to selection, thanks to the random assignment process. But this particular counterfactual is not perfect. Individual causal effects cannot be estimated, only average ones-thanks to the random assignment equating treatment and control groups on average. In Rubin's conceptualization, the causal effect of an experiment is defined by the difference between the average outcome of the treatment and control groups. RCM offers us a clear but restrictive formal conceptualization of cause. It focuses solely on causal description (i.e., ascertaining the average effect of a presumed cause). It does not seek to explain any of the causal mechanisms through which cause and effect are related, nor can it deal with a large number of contingency variables that limit the conditions under which a cause and an effect are related. Moreover, cause only refers to potentially manipulable events and excludes nonmanipulable ones that are central for causal explanation in some social sciences. Of course, RCM was never intended to be a model of causal explanation, nor was it intended to be so general as to apply to all the everyday life contexts where causation is invoked. Nonetheless, due to its clarity and strength, RCM is the predominant model of causal description. The following discussion of experiments and quasi-experimental designs strongly sticks to this causal model.
Causation and Experiments
Experiments are well suited for inferring causal relationships because (a) the presumed cause (treatment) is manipulated, making it easy to know that the cause precedes the effect in time; (b) covariation between the treatment and outcome can be readily observed; and (c) the treatment and control groups are treated identically in every way other than for treatment assignment, thus ruling out all alternative interpretations when certain assumptions are met. These are quite transparent assumptions because one can readily observe whether the groups were initially similar, whether there has been differential attrition from the study, and whether there is contamination between the treatment and control groups. No nonexperimental method matches the experiment on all of these characteristics that promote stable causal inference. Some assumptions are crucial even when an experiment is done. The key ones are the following. First, randomization must be successfully implemented. For instance, if members of the administrative staff responsible for the assignment of students, classes, or schools overrule the random process, then a selection bias may emerge that corrupts causal effect estimates by confounding them with a potential selection effect. Second, because randomization equates treatment and control group "on average," detectable group differences may occur within probability limits, particularly when the number of sampled units is low and so unhappy randomization may result even from a proper randomization procedure. Third, random assignment controls for selection, but selection is only one of the many threats to internal validity on Cook and Campbell's (1979) list. So we have to add the further assumption that the treatment and control conditions are treated similarly in all ways other than treatment assignment, particularly in the ways that observation and measurement take place. Fourth, it is assumed that there is no differential attrition between the treatment and control groups. Attrition may occur when parents take their children out of the program or when students change schools. If the pattern of attrition differs by group, then a selection confound is introduced. Finally, neither the random assignment procedure nor the treatment or nontreatment other students (classes, schools) receive should affect a student's outcome. This assumption, often called the stable-unit-treatment-value-assumption (SUTVA), is violated if, for instance, some control students seek to compensate for not receiving the planned treatment or if some intervention students do not faithfully comply with the program details. To achieve SUTVA, it is advisable to implement the experiment in a way such that students and teachers do not become aware of the specific treatment or control condition to which they were not assigned. This can often be achieved by selecting treatment and control classes from different schools and districts. These assumptions are small in number, testable, and intuitively clear to theorists and practitioners of educational evaluation alike. Moreover, the long tradition of experimentation has led to developing strategies that protect against the violation of assumptions by learning both how to prevent them from occurring and how to deal with them if they should occur and are not extreme (see Cook & Campbell, 1979; Shadish et al., 2002) .
Quasi-Experimental Designs
For ethical, practical, legal, or political reasons, randomized experiments are sometimes hard or impossible to implement. Many of the nonexperimental methods are exclusively correlational, making it difficult to know which of the correlated variables is the cause and which is the effect, given the ambiguity of temporal precedence. Moreover, correlational relationships may be due to a confounding variable correlated with both the cause and the effect-the reason for the cliché that correlation cannot prove causation. Even the strongest quasi-experimental designs-regression discontinuity designs, interrupted time series analysis, and nonequivalent control group designs, including propensity score matching and selection modeling-are less well suited for causal inference than experiments (Cook, Shadish, & Wong, 2008; Glazerman et al., 2003) . These alternative designs and their linked analyses typically require more numerous and less realistic causal assumptions than the experiment, and the statistical techniques on which they depend for estimating effects require even more and even less transparent assumptions. Also a problem is that statistical tests are less efficient with non-and quasi-experiments than with experiments. However, nonrandomized designs are frequently recommended as good alternatives to randomized experiments (e.g., by AERA; Schneider et al., 2007) . Here, we briefly describe the basic settings of the strongest quasi-experimental designs and discuss their warrants (for a general overview, see Shadish et al., 2002; West, Biesanz, & Pitts, 2000) .
Regression Discontinuity Designs
Regression discontinuity designs have a long tradition, but have only recently experienced a renaissance (Cook, 2008) , including educational evaluation (e.g., Angrist & Lavy, 1999; Barnett, Lamy, & Jung, 2005; Cohen, 2006; Gormley, Gayer, Phillips, & Dawson, 2005; Jackson et al., 2007; Jacob & Lefgren, 2004; Lockwood, Gill, Setodji, & Martorell, 2007; Van der Klaauw, 2002; Wong, Cook, Barnett, & Jung, 2008) . The basic regression discontinuity design requires that participants are deterministically assigned to a treatment and control condition on the basis of a quantitative assignment variable (e.g., a student's birthday or a pretest score). There is no necessity that the assignment variable has a clear meaning or is measured without error. The crucial need is that participants with a measure below a fixed cutoff value of the assignment variable are assigned to one condition (treatment or control), whereas those above the cutoff are assigned to the other condition. After treatment, the causal effect on an outcome variable is investigated by regressing the outcome on the quantitative assignment variable and a treatment dummy variable-treated units are coded with 1, and untreated units are coded with 0. The dummy variable models the expected discontinuity in the regression line exactly at the cutoff point and represent the causal effect. Because the treatment effect is estimated via regression, the assignment variable must be quantitative (i.e., a continuous variable). Nominal variables, such as gender or race, cannot be used because no regression line can be estimated-the discontinuity due to the treatment would be confounded with the effect of the dichotomous assignment variable. Regression discontinuity designs are warranted by the feature that the assignment process into treatment or control conditions is completely known (Goldberger, 1972a (Goldberger, , 1972b . For this reason, unbiased treatment effects can be estimated at the cutoff value, but only if assumptions in addition to those for the randomized experiment are met. First, the functional form of the regression equation must be correctly specified; second, there should be no interaction between the treatment and assignment variables. Frequently, a linear relationship between the outcome and assignment variable is assumed. However, curvilinear relationships should be modeled by including higher order polynomial terms of the quantitative assignment variable if substantive theory and data suggest it. Misspecifications of the functional form result in biased estimates of the treatment effect. In practice, the robustness of effect estimates should be checked by using different regression models. The assumption that there is no interaction effect between treatment and assignment variable implies that the regression lines are parallel for the treatment and control group. This means that there is only a discontinuity in the regression line at the cutoff, but no change in the slope. Interpretation complicates when there is a significant change in the slope or, more generally, in the functional form. If there is no discontinuity at the cutoff, but a change in slope, the increased or decreased slope cannot be uniquely attributed to the treatment without further assumptions. This is because the change may also reflect a nonlinear relationship between the outcome and the assignment variable. If there is a discontinuity at the cutoff in addition to the change in slope, the offset can be interpreted as a causal effect, but at the cutoff point only. The estimation of (nonconstant) treatment effects at other values than the cutoff is only possible if the change in slope was uniquely caused by treatment-alternative explanations, including nonlinear functional forms, must be ruled out. However, if these additional assumptions hold, regression discontinuity designs are also empirically warranted alternatives to randomized experiments (Cook & Wong, in press) . Indeed, at the cutoff point, regression discontinuity designs are equivalent to randomized experiments. But in contrast to randomized experiments, they have considerably lower power (given the same sample sizes). Power mainly depends on the choice of the cutoff value-cutoffs at the extreme ends of the assignment variable should be avoided-and the strength of correlation between the outcome and assignment variable. Even for well-designed regression designs, 2.75 times more observations are necessary to achieve the same power as in a corresponding randomized experiment (Goldberger, 1972a) . Moreover, the use of only a single cutoff value restricts the generalization of causal effect estimates because treatment effects can only be interpreted at or close to the cutoff value. However, more complex variants of the basic design can at least partially deal with these restrictions (Judd & Kenny, 1981; Shadish et al., 2002; Trochim, 1984) . The key requirement of the regression discontinuity design is that subjects are assigned to the treatment or control condition solely on the basis of the cutoff of a quantitative assignment variable. This requirement is as strict as random assignment in a randomized experiment. If assignment does not solely take place according to the cutoff, the strength of the regression discontinuity design is corrupted, and biased effect estimates may result. This is the case if administrators or participants override the assignment rule in order to achieve or avoid treatment. For instance, teachers may override the assignment rule for students close to the cutoff value because they think that some of these students do or do not need treatment. If students know in advance about the assignment variable (e.g., a vocabulary pretest) and the cutoff, they may try to manipulate their own pretest score by intentionally producing poor results. Because in such cases assignment is not completely controlled, selection bias may contaminate estimated treatment effects. The same holds if there are treatment crossovers (subjects assigned to treatment do not receive treatment, and subjects assigned to the control condition receive treatment) and attrition from the study.
Interrupted Time Series Designs
Interrupted time series designs are similar to regression discontinuity designs. The quantitative assignment variable is exclusively given by a time variable. The implementation of an intervention at a certain point in time separates an observed time series of the outcome under investigation into two parts: the time series before and the time series after intervention. As with regression discontinuity designs, regression analysis is used to assess potential effects of the intervention. For an effective intervention, one would expect an interruption in the pattern of the observed time series immediately after the intervention point. In the simplest case, this can be either a change in the time series' level, slope, or both. To achieve unbiased estimates of treatment effects with interrupted time series designs, two assumptions must be met. First, time is the sole variable determining implementation of treatment. If time is not the single factor determining the assignment to the control and treatment condition, treatment effects may be biased. Second, the functional form of the outcome over time must be correctly modeled. That includes the correct specification of the long-term trend, as well as the identification of potential periodic cycles in the time series. Moreover, serial dependencies are likely because observations close together in time are likely to be not independent of each other. Although misspecifications of long-term trends or periodic cycles result in biased treatment effect estimates, the failure to adequately model serial dependencies leads to biased standard errors and, as a consequence, incorrect statistical inference. The proper specification of a time series typically requires a long time series-100 observations, as a rule of thumb (Velicer & Harrop, 1983) . Otherwise long-term and cyclical trends cannot be reasonably estimated. If only short time series are available, competing models may fit the data equally well, but effect estimates may substantially differ. Hence, for short time series, more substantive knowledge or stronger assumptions about the functional form are needed to justify the results from a specific interrupted time series design. Another problem associated with the interpretation of an interrupted time series design is that an observed change in the level, slope, or both must be uniquely attributable to the intervention. That is, alternative explanations for the interruption in the time series pattern must be ruled out. Particularly, effects of events occurring at approximately the same time as the intervention under investigation may be confounded with the treatment effect. First, other unrelated, competing, or compensating interventions influencing the outcome of interest may have been launched at about the same time. Second, the population under investigation may have changed. This happens if, immediately after the announcement, implementation, or becoming aware of the intervention, subjects start to select themselves into or out of treatment or the measurement framework. In such cases, the interruption in the time series is probably only due to an unintended change in the composition of the population covered by the pre-and postintervention time series. Third, changes in the measurement framework of the outcome (i.e., the reporting, measuring, or recording of the outcome of interest) may have changed over time, particularly simultaneously with the implementation of treatment.
An additional challenge with interrupted time series analyses occurs when interventions do not produce immediate but rather delayed effects. The reason for this may be that interventions are either not immediately and completely implemented, slowly diffuse through the population, or both. Delayed effects are more difficult to interpret unless theoretical justifications exist for explaining the observed delay. The longer the time period between treatment and the first possible effects, the more alternative interpretations are plausible. In particular, with short time series, only immediate effects can be detected. The assessment of delayed effects requires much longer time series. Further, power issues are also important for interrupted time series analysis. If time series are short and show a high amount of unexplained error, weak effects are difficult to prove. For both the regression discontinuity and the interrupted time series analysis, the major problem is that alternative interpretations for the discontinuity or interruption must be ruled out. If alternative interpretations other than the treatment remain likely, then the observed effect may not be causally attributed to the intervention. To rule out alternative explanations, the basic design can be improved by including nonequivalent control group time series without any treatment or other nonequivalent dependent variables that are not affected by treatment, but would reveal potential threats to the interrupted time series' internal validity. Sometimes it is also possible to show the effect of an intervention not only by introducing it, but also by removing it at a later point in time. Another strategy consists of adding a switching replication of the time series, where an additional group receives treatment at a later point in time (Shadish et al., 2002) . However, if time series are long enough and if the required assumptions hold, then interrupted time series designs are among the strongest quasi-experimental designs. Nonetheless, time series designs in educational evaluations are rare and typically not long (Henry & Rubenstein, 2002; Kearney & Kim, 1990; Lin & Lawrenz, 1999; May & Supovitz, 2006; Moon, Stanley, & Shin, 2005) .
Nonequivalent Control Group Designs
The currently most popular quasi-experimental alternative is probably the nonequivalent control group design. As in a randomized experiment, a group of subjects who received treatment is compared to a control group not receiving treatment. But unlike in randomized experiments, treatment is not randomly assigned to participants. Rather, they select themselves or are selected by administrators or third persons (e.g., parents) into treatment. Thus, the selection process into treatment is usually not completely known and measured. Hence, a direct comparison of the treatment and comparison groups cannot yield an unbiased estimate of the treatment effect as long as groups differ prior to treatment with respect to important background characteristics that are related to the outcome under study. Only if treatment and comparison groups can be balanced on all important covariates that are related to both treatment and outcome effect, estimates can be adjusted for pretreatment group differences. In principal, two main strategies for aligning treatment and comparison groups are possible: individual case matching and intact group matching.
Individual Case Matching
With individual case matching treatment and comparison groups are typically balanced on the basis of individual-level covariates, but also group-level covariates may be included for each case. A variety of statistical methods has been suggested to adjust treatment effects for pretreatment group differences in observed covariates (Morgan & Winship, 2007; Rosenbaum, 2002; Rubin, 2006) . Among them are covariance adjustment via regression analysis (ANCOVA), econometric selection modeling, as well as stratification, weighting, and matching approaches on the basis of either the originally observed covariates or the propensity score. Propensity scores are currently frequently used in educational evaluations (e.g., Hill, Rubin, & Thomas, 1999; Hong & Raudenbush, 2005 Morgan, 2001) . Propensity scores try to model the unknown selection process and are defined as the conditional probability that subjects received treatment, given all observed background variables (Rosenbaum & Rubin, 1983 , 1984 . In practical applications, propensity scores are estimated using logistic regression or discriminant analysis with observed covariates as independent variables. If the propensity score model is correctly specified, estimated propensity scores are able to balance pretreatment group differences on observed covariates. Balance in groups can then be achieved by (a) including the propensity score as a predictor into the regression model for the outcome, (b) stratifying observations on the basis of the propensity score, (c) weighting observations with weights derived from the propensity score, or (d) matching individual cases of the treatment and comparison group solely on the basis of propensity scores or together with other covariates. However, all these methods require a strong assumption to obtain unbiased treatment effects: the assumption of a strongly ignorable treatment assignment, also called selection on observables or unconfoundedness assumption (Rosenbaum & Rubin, 1983) . This assumption requires that (a) all important covariates related to treatment and outcome are identified and reliably measured, and (b) sufficient overlap of treatment and comparison group on these covariates is given. The first part of the strong ignorability assumption ensures that all pretreatment group differences that also affect the outcome can be balanced. This is possible only when all these confounding covariates are measured. The second part of the assumption requires that the joint covariate distributions of the treatment and control group completely overlap. This means that for each treated subject with specific background characteristics, a corresponding untreated subject with the same or similar background characteristics should have been observed. If no subjects in the control group share similar characteristics, a lack of overlap is given and treatment effects for this part of the covariate distribution cannot be estimated. The assumption of sufficient overlap can be checked by plotting the treatment and control group's univariate distributions of observed covariates and propensity scores. Unfortunately, an empirical test of the first part of the strong ignorability assumption is not possible. Only substantive theory on determining factors of the actual selection process and their relation to the outcome under investigation may help to justify the assumption. If there are reasonable doubts about whether all covariates related to both treatment selection and outcome have been measured, strong ignorability may not hold, and estimates of the treatment effect may remain considerably biased. For instance, if the most important covariates explaining treatment selection-that is, pretest measures on the same scale as the outcome and motivational factors for choosing or avoiding the treatment under consideration-are not measured, strong ignorability can hardly be assumed (Steiner et al., under review) . It is important to note that groups must also be balanced with regard to different maturation rates, which is a major issue in educational evaluations. This can be achieved by considering changes in pretest measures as additional covariates. Even if all covariates required for establishing a strongly ignorability treatment assignment are observed, regression models for the outcome or the propensity score must be correctly specified in order to obtain unbiased effect estimates.
Intact Group Matching
In retrospective studies, which rely on existing databases, not all important covariates related to treatment assignment may be available. Consequently, a strongly ignorable treatment assignment cannot be reasonably assumed, and effect estimates based on individual case matching may be plagued by hidden bias. This is particularly true when national datasets are used to construct matched pairs for a locally implemented intervention. National datasets are not designed to represent the complex selection models operating in local settings with a specific intervention. Within-study comparisons have shown that such retrospective nonequivalent group designs using propensity scores nearly always fail to approximate the results of their experimental benchmarks when treatment and comparison populations are initially very different Glazerman et al., 2003) . This emphasizes the importance of locally and focally similar comparison groups-groups that come from data samples in the same locale with the same substantive characteristics as the treatment group. Then, even without individual selection modeling, the comparison of well-matched, intact groups can result in pretest means and slopes that are similar for experimentally and nonexperimentally constructed comparisons (Aiken, West, Schwalm, Caroll, & Hsuing, 1998; Bloom, Michaelopoulos, & Hill, 2005) . Even if complete bias reduction cannot be achieved with an intact group matching, the greater initial overlap relative to other possible nonequivalent populations is likely to improve bias reduction with adjustment methods such as individual case propensity score matching. In cases where classrooms or schools are the unit of analysis, one can also take advantage of the fact that school achievement data from prior years are often available. Then multiple comparison schools can be selected by matching on school-level pretest means and slopes over several years.
Experimentation and Evaluation in the United States and Europe
Quasi-experimental designs, although not the strongest ones as described earlier, are dominant in educational evaluation, whereas experimental designs are often an exemption, particularly in Europe. Two main reasons for the marginal role of experimentation in evaluating educational programs can be identified: the historical emergence and tradition of experimentation (described in this section), and reservations about using experiments in educational evaluation (described in the next section). In the United States, experiments are common for assessing the effectiveness of a program or intervention, although they are relatively rare in education (Cook & Gorard, 2007) . In the European countries, experiments are rare except in medicine, psychology and agriculture. In general, this has to do with the different roles that evaluation plays in the United States and Europe. In the United States, evaluation has a longer tradition and is more institutionalized. According to Rossi, Freeman, & Lipsey (1999) , evaluation of social programs has its roots in the United States of the 1930s. A real boom started in the 1960s, when various social welfare programs were launched and their effects had to be assessed. The demand for evaluation exceeded the capacity of the U.S. General Accounting Office, and so evaluation opened up new employment possibilities for the dramatically increasing number of social science doctorates. Two professional evaluation societies also began in the 1970s (Evaluation Research Society and Evaluation Network), and professional journals and standards were not long behind. In the 1980s, some countries within the Anglo-Saxon tradition started introducing public sector reforms (known as New Public Management). Here, the UK, Australia, and New Zealand were foremost, and some Northern European continental countries (e.g., Sweden) followed. According to Stame (2003) , these countries also participated in the Anglo-Saxon debate concerning evaluation methods and techniques. The situation in most European countries has lagged behind this development. The process of professionalism and institutionalization started during the 1990s, thanks to an external push coming from the EU. The EU has developed "a complex system of multi-level governance of which a specific architecture of evaluation is a crucial element" (Stame, 2003, p. 39) . This system of multilevel governance is characterized by the following process: The EU establishes general goals and allocates money to the states, the member states establish specific goals and allocate money to regions, and the lower levels decide on programs and interventions. As a consequence, an evaluation hierarchy corresponding to these levels has been institutionalized. Important steps toward professionalism of evaluation were the foundation of the European Evaluation Society (founded in 1994) or the German Association for Evaluation (founded in 1997). The development of methods is characterized by a combination of orientation toward the established standards in the Anglo-Saxon countries and the development of original approaches building on their own cultural traditions. Although in the United States evaluation emerged from substantive evaluation theory and the general development of social science methods, in Europe evaluation was strongly associated with standards and procedures of accounting. Auditors are much more central in evaluation than social scientists trained in evaluation theory. Not surprisingly, auditors and social scientists have quite different views about evaluation (Cook & Wittmann, 1998) . Social scientists translate government programs into theoretical statement about the relationship between inputs and outputs. They are interested in the causal conditions and program factors that lead to a more or less successful implementation of the program. They focus on different levels (e.g., students, classes, schools, regions) and include unintended side effects into their investigations. They use different methods for revealing the truth about the program, including experimental and quasi-experimental designs, econometric models, and qualitative techniques. They are concerned about ethics and values, fearing the limitation to a single perspective, particularly that of a powerful government. In contrast, auditors are more engaged with auditing standards, the monitoring of program implementation according to these standards, and the cost effectiveness of public funds spent for governmental programs. They are less interested in the causal relation between inputs and outputs, and they do not care much about how an effect came about. Likewise, unintended side effects and policy and ethical considerations are of minor relevance to them. Auditing standards mainly focus on the judgment of how well a program is implemented relative to its goals. In the United States, evaluation is strongly associated with empirically based decision making. In Europe, it is seen as a supportive management tool for an efficient allocation of resources, for further development of programs, and for helping politicians when they argue for or against a program. Hence, European evaluators are generally more sensitive about the political consequences of their work. The priority of evaluation questions also differs between the United States and European countries. In the United States, evaluation mainly refers to generating and using information on the actual performance of implemented programs. In Europe, evaluation also comprises ex-ante investigations for planning intended programs and assessing effects to be expected in the future. Hence, this kind of ex-ante evaluation strongly depends on the validity of the substantive model and the underlying assumptions, whereas ex-post evaluation-as typical for the United States-relies on demonstrated performance-that is, what happened and not what might happen. Due to the different perspectives of evaluation, experiments are of higher significance in the United States than in Europe (Cook & Wittmann, 1998) . During the 1960s, quantitative methods dominated qualitative techniques in the United States. To investigate the causal effects of programs, experimental methods were clearly preferred to nonexperimental ones, design controls were preferred to statistical controls, and qualitative techniques were downplayed because they are not able to rule out competing causal interpretations. However, in the 1970s and 1980s, qualitative methods became more and more important in education as experience led commentators to believe that large causal effects are rare. In addition, an increasing number of social scientists and scholars thought that quantitative methods-especially experiments-are epistemologically too restricted. Because the development of evaluation in Europe lagged behind the one of the United States, the booming phase of experimentation was basically missed. Instead, European evaluators were more strongly committed to both auditing and qualitative versus quantitative methods. In the latest evaluation guidelines of the European Commission (Directorate-General (DG) Budget, 2004), experimental designs are not even mentioned, although the DG for Employment concluded that quasi-experimental designs constitute the most important way to assess effects of intervention "since perfect experimental comparisons do not exist" (European Commission, 1999, p. 14) . For educational evaluation, the EU has not yet formulated explicit evaluation method preferences. However, the number of experiments is low in educational evaluation in both the United States and Europe, and educational evaluators in each setting generally use the same arguments for rejecting experiments in favor of quasi-or nonexperimental investigations. Their reservations to randomized experiments are analyzed in some detail in the remainder of this chapter.
The Validity of Reservations About Using Experiments in Educational Evaluation
The superiority of random assignment for drawing inferences about the consequences of planned interventions is routinely acknowledged in philosophy, medicine, public health, agriculture, statistics, microeconomics, psychology, criminology, prevention research, early childhood education, and marketing. Furthermore, it is also acknowledged in those parts of political science and sociology concerned with improving opinion surveys, as well as in all the elementary education method textbooks we have consulted. However, random assignment is relatively rare in educational evaluation, especially for assessing the impact of educational interventions of obvious policy relevance. Random assignment is also rare in sociology, political science, macroeconomics, and management. Yet causal statements are routinely made in these fields, usually through a process that links substantive theory to various qualitative or quantitative nonexperimental practices. We do not argue that correct causal conclusions come only from experiments. We argue that experiments provide a better warrant for such conclusions than any quasi-experimental method (see also the series of discussions in the Point/Counterpoint Section of the Journal of Policy Analysis and Management 27(2), 27(3), and 28(1), with the opening statements in Nathan, 2008 (Cook, 2002) . These theorists want educational evaluation to pursue goals other than describing what works in schools. Most of them want evaluation to improve the organization and management of individual districts or schools, assuming that this will routinely improve student performance. They examine ways to provide individual schools or district staff with continuous feedback about strategic planning, program implementation, and student or teacher performance monitoring. The expectation is that local officials will immediately use this feedback in their schools and that student performance will consequently improve. This model of research and its connection to organizational change is much like what we find in management consulting in the private sector.
Other educational evaluators want evaluation to contribute to developing general theories, especially those that specify the often complex constellation of forces that bring about important school effects. Engaged time on task is such a generative process and, over a broad set of circumstances, enhances academic achievement. It can be instantiated in many different ways-as more days of schooling per year, as longer school days, as more time devoted to the core curriculum, as textbooks that are engaging, as exposure to teachers who know how to motivate students, and so on. Identifying such generative causal mechanisms becomes the paramount goal of evaluation. Unfortunately, neither the management consulting nor the causal mechanism model of evaluation places the premium where experimentation does-on directly observing student change and unambiguously attributing it to a single policy-related treatment. Although the management consulting and causal mechanism approaches may deliver valuable hints and theories for causal inference, they are not able to disentangle the complex and confounded effects on empirically measured student achievements. The objections to randomized experimentation are manifold. According to Cook (2002) , who discusses several reservations to experiments and illustrates them with a lot of examples from the United States, the common arguments put forward can be divided into five main categories: (a) practical arguments, (b) arguments about undesirable trade-offs, (c) arguments that experiments are not necessary because better alternatives exist, (d) arguments that schools will not use experimental results, and (e) philosophical arguments. In the following, we only discuss the first three arguments because they are more strongly related to practical issues and alternative approaches to randomized experiments.
Practical Reasons for Not Doing Experiments

Randomized Experiments Cannot Be Mounted
Opponents of randomized experiments assert a number of reasons that experimentation cannot be implemented, particularly in school research: Many officials do not like the unequal allocation of resources generated by random assignment and fear respective negative reactions from parents and staff. Due to their complexity, educational related topics are not appropriate for experimental investigations. Therefore, other-often less effective and less esteemed-methods are generally preferred to randomized experiments (Cook, 2002) . Nevertheless, it is striking that-at least in the United States-experiments in schools are to be found when the topic is not pedagogic, such as school-based programs to prevent negative behavior (tobacco, drugs, alcohol). They are also common in preschool education. One possible explanation might be the different time requirements associated with the intervention and when it is expected to achieve results. Pedagogical interventions are more likely to be multiyear; they require a change in established routines, and if they are not successful it might threaten a school's local reputation. Furthermore, the discipline-based difference in the frequency of experiments may also be due to disciplinary culture. Random assignment is common in health sciences, where it is institutionally supported by funding agencies, integrated in graduate training programs, has a long tradition (e.g., clinical trials), and is considered in political discussions. Cook (2000) argues that the implementation of experimental settings is easier in cases with centralized decision making (e.g., when funding of a program is bound to the use of experiments in evaluation). Furthermore, it is necessary to give an incentive to schools that participate in the control group of an experiment. A motivation for schools to participate without belonging to the treatment group could be the promise that they would be the first to offer the intervention at the study end, by when it might be improved. Last but not least, all these practical challenges indicate that random assignment should be in independent hands and carried out by staff with experience in randomization in complex settings.
Even When Experiments Are Mounted, Many of the Planned Between-Treatment Contrasts Become Compromised
Random assignment leads to treatment and control groups that are equivalent at the pretest prior to treatment. Assuming unchanged circumstances, the treatment effect is defined as the difference in the outcome variable in a posttest. Experiments are likely to be compromised if systematic effects-making groups different-operate. Such effects are differential attrition and treatment crossovers. Differential attrition occurs if different kinds of students drop out of various treatment groups, resulting in nonequivalent groups and consequently in effect estimates of questionable value. Attrition may be kept at a low rate if school staff can strongly be committed to participation and the acceptance of the random assignment results and if modest payments to the units experiencing less desirable treatments are provided. It is also important that treatment implementation is closely monitored, particularly in order to detect and deal with early dropout trends. However, with longlasting treatments, some attrition-due to changes in the school management, for instance-cannot be prevented. Nevertheless, units lost to intervention should remain within the measurement framework. Although attrition may never be completely avoided, the resulting bias is likely to be less than the bias due to a complete self-selection of schools or teachers from start. Statistical selection controls are better the smaller the initial bias and the better selection have been measured (Holland, 1986) . Furthermore, experiments might be compromised by treatment crossover. Although extensive crossovers may be rare, Cook et al. (1999) showed that 3 out of 10 control schools borrowed program elements. This was mainly due to informal communication paths, which facilitated an exchange between units in the treatment and control groups concerning the intervention. Minimizing crossovers requires a well-planned experimental design, including random selection of physically separated units, innovative treatments, and the measurement of treatment fidelity.
Random Assignment Assumes Fixed Program Theory and Standard Implementation, But These Treatment-Specific Assumptions Are Not Valid for School Contexts
The interpretation of experimental results is facilitated when intervention is based on strong substantive theory, when implementation corresponds with the treatment-specific program theory, and when variation within each treatment implementation is minimal. However, in school research, these conditions are rarely met because schools are complex social organizations faced with conflicting stakeholder goals. Standardized implementation of a reform initiative or total fidelity to program theory is usually not achieved. So, the assumption of treatment homogeneity or invariance of settings in the educational contexts can hardly be justified in experimental investigations. However, random assignment does not require well-specified program theories, good management, standard implementation, or treatments that exactly correspond to program theory. Experiments primarily protect against bias in causal estimates and only secondarily against imprecision in these estimates resulting from the complexity and heterogeneity of schools. But increasing school sample sizes and measuring school-specific sources of variation to reduce their unwanted influence through statistical control can tackle this. In addition, implementation quality should be studied on its own to learn about which types of schools and teachers implement the program better. It is important to note that only a few educational interventions will be standardized once they are implemented as formal policy. So, why standardize in an experiment? The measurement of sources of implementation variation and their inclusion in the analysis of causal effects is of greater importance than standardization.
Random Assignment Entails Undesirable Trade-offs
Increasing Internal Validity Decreases External Validity
The strength of experiments is internal validity, the focus on unbiased causal estimates, rather than external validity or causal explanation. Therefore, experiments are clearly limited in time and space. But scientists typically prefer general results-results that are at least more general than those derived from a single experiment of a specifically implemented intervention in a particular sample of schools that volunteered for experimentation. Moreover, educational evaluators seek for general causal agents whose operating mechanisms are fully understood. They place less priority on the effectiveness of a particular implementation of a program in a particular time with a particular group of respondents. This means that they are prepared to tolerate more uncertainty than other scientists who would like to know whether a program works reliably. One possibility to overcome the limited generalizability of single experiments is to implement experiments in a way that sampling particulars permit tests of generalization across types of students, teachers, settings, and times. With random sampling of these instances, followed by random assignment to treatment, empirical robustness of effects or boundary conditions under which effects occur can hopefully be demonstrated. However, random sampling is hardly relevant if, for instance, volunteering to be in a study is required or causal relationships may vary by historical period. Further, random sampling cannot be used to select the outcome measures and treatment variants that are used to represent general causeand-effect constructs. So, a different generalization model is required-one that emphasizes how consistently a causal relationship replicates across multiple sources of heterogeneity (Cook, 1993) : Can the same causal relationship be observed across different laboratories, time periods, regions of the country, and ways of operationalizing the cause and effect? This heterogeneity-of-replication model permits purposive instead of random sampling. Only the heterogeneous sampling plan with respect to people, settings, operational definitions, and times are of vital importance. Single experiments rarely produce definitive answers, and, in addition, they are not able to answer all ancillary questions about the contingencies on which a causal relationship depends. In this sense, causal generalization can be understood as an average effect size derived from heterogeneous studies of the same hypothesis. But it can also be seen as an identifying generative causal process. For instance, engaged time on task is presumed to stimulate achievement through activities such as more homework, summer classes, or longer school days. The methods for identifying such explanatory processes place relatively little weight on sampling; instead, they require the measurement of each variable in the presumed generative theory. Fortunately, it is easier to build these explanatory methods into individual experiments than it is to sample at random or to add populations to the sampling design. Hence, experiments could and should be designed to explain the consequences of interventions and not just to describe them. This means adding to an experiment's measurement and sampling plan and abjuring black box experiments.
Prioritizing Scientific Purity Over Utility
Critics frequently argue that experimenters focus only on uncertainty reduction about the cause in order to obtain pure effect estimates, rather than results of more general utility. 
Quasi-Experiments Are as Good as Experiments
Quasi-experiments are identical to experiments in purpose and in most structural details, the defining difference being nonrandom assignment. Quasi-experiments use design rather than statistical controls to create the best possible approximation to the missing counterfactual that random assignment would have generated. These design controls include matched comparison groups, age or sibling controls, pretest measures at several times before a treatment begins, interrupted time series assigning units based solely on a quantitative criterion, assigning the same treatment to different groups at different times, and building multiple outcome variables into studies, some of which should theoretically be influenced by a treatment and others not (Corrin & Cook, 1998; Shadish et al., 2002) . Quasi-experimental designs are created through a mixing process that tailors the research problem and the resources available to the best design that can be achieved by mixing the previous design elements. However, strong quasi-experiments with design elements mentioned earlier are rarely found in educational evaluation. In particular, the strongest quasi-experiments-interrupted time series analysis, regression discontinuity analysis, and nonequivalent control group designs with more than one pretest measurement-started to enter educational evaluation only recently (see the section on quasi-experimental designs). Instead, weak quasi-experiments with some form of nonequivalent control groups or some pretreatment observations can be frequently found, but they run the risk of being "generally causally uninterpretable" (Campbell & Stanley, 1963; Cook & Campbell, 1979) . Quasi-experiments are more likely to be biased and inefficient when compared with experimental results. In areas such as education, where few studies exist, randomized experiments are particularly needed. It will take fewer of them to arrive at what might-or might not-be the same answer, and anyway, most scholars trust the answers from experiments more than from quasiexperiments.
Theories of Change
Theories of change are used in evaluations of interventions in complex social settings such as schools or communities (Connell, Kubisch, Schorr, & Weiss, 1995) . The theory of change requires a detailed explication of the substantive theory behind a reform initiative and the specification of all flow-through relationships that should occur if the intended intervention is to impact on a major distal outcome such as student achievement. To this end, highly valid measurements of each construct in the substantive theory as well as a valid analysis of multivariate explanatory processes are necessary for assessing whether the postulated relationships have actually occurred in the predicted time sequences. Without using a causal counterfactual (i.e., control or comparison groups), it is assumed that the theory under investigation is proved if the data patterns obtained are congruent with the program theory. Without doubt, the extensive use of substantive theory to guide measurement and analysis is of great value for improving causal probes. But the issue is whether such measurement and analysis alone can completely substitute randomized experiments. There are reasons for skepticism about the validity of using theories of change to support strong causal conclusions (Cook, 2000) . They comprise the difficulty with making program theory explicit and unique (competing theories may exist). They also cover problems in specifying the timelines of effects, the linearity in the flow of influence often neglecting reciprocal feedback loops or external contingencies moderating effects, or the difficulty in obtaining valid measurement. In addition, there is usually not only one unique but a set of rather heterogeneous theories of change that all fit to a single pattern of data (Glymour, Scheines, Spirtes, & Kelly 1987) . The implication here is that causal modeling is more valid when multiple competing models are tested against each other, rather than when a single model is tested. As with case studies, the biggest problem with theory-of-change models is the absence of a valid counterfactual: Which models what would have happened without treatment? As a result, it is impossible to decide whether the observed data result from the intervention or would have occurred anyway. Although theories of change are not an adequate alternative to experiments if causal effects are to be analyzed, they give valuable information about why these effects occurred, as well as the mechanisms behind that. From that point of view, theories of change are-like case studies-no alternative to randomized experiments; but they are a valuable completion.
Conclusion
Within the RCM, random assignment remains the most reliable technique for justifying causal inference. It provides the logically most valid and efficient causal counterfactual. Consequently, results are more credible than those from other quasi-or nonexperimental methods. Moreover, empirical comparisons of experiments and their alternatives suggest (Bloom, Michaelopoulos, Hill, & Lei, 2002; Glazerman et al., 2003; Lipsey & Wilson, 1993) that individual experiments are less biased, and that, as studies on a topic accumulate, they are more efficient about reducing causal uncertainty than quasi-experiments. Therefore, from a pragmatic point of view, experiments have a lower risk of drawing false causal conclusions, and they are probably less expensive in the long run because fewer of them are needed for the same degree of confidence in the causal conclusion drawn.
Although the superiority of randomized experiments is generally known, experimentation is still too rare in research on the effectiveness of school-based strategies to improve student performance. However, random assignment is not at all rare in preschool education or in school research on preventing negative behaviors or feelings. One possible reason is the difference in intellectual culture. Prevention researchers and preschool teachers tend to be trained in fields, where random assignment is more esteemed and where funders and journal editors clearly prefer this technique. In contrast, training and professional rewards in educational research set no high value on experimentation. Another reason may be the difference in experiments' scale. Most school-based prevention experiments are typically shorter, implemented by researchers, rather than school staff, and research topics probably involve educators less than issues of school governance or teaching practice. It is true, experimentation is more demanding in school-based research, but it can and should be done, particularly in cooperation with evaluators trained and experienced in randomized experiments. However, a more successful dissemination of random assignment in school-based research is restrained by the belief of most educational evaluators that experiments are of little value. They believe that the theory of causation underlying experimentation is naïve, that experiments cannot be successfully implemented, and that they require unacceptable trade-offs. They also argue that experiments deliver a kind of information that is rarely used to change policy, and that the information experiments provide can be gained using simpler and more flexible methods. Some of these beliefs are better justified than others. Beliefs about the viability of alternatives to experiments are particularly less strongly warranted because no current quasi-experimental method or other alternative provides as convincing a causal counterfactual as the randomized assignment. Educational evaluators will not be persuaded to do experiments simply by outlining their advantages and describing newer methods for implementing randomization. Most educational evaluators share some of the reservations outlined earlier. To start a dialog, advocates of experimentation will need to be more explicit about the method's limit. They will also have to take some of the critics' concerns seriously-especially about program theory, the quality of implementation, the value of qualitative data, the necessity for analysis of causal contingency, and concern to meet the information needs of school personnel as well as other stakeholders. Finally, they will have to incorporate them into experimental practice. Strongly warranted quasi-experimental methods-regression discontinuity designs, interrupted time series designs, and nonequivalent control group designs with close matching or sophisticated pattern matching-should be used whenever randomized experiments cannot be conducted. In any case, quasi-experimental investigations can complement findings from randomized experiments and may help in generalizing them. For successful educational planning and policymaking, we need strong causal evidence from both randomized experiments and quasi-experiments.
