ABSTRACT Unsupervised polarimetric synthetic aperture radar (PolSAR) image classification is an important task in PolSAR automatic image analysis and interpretation. Generally, a group of features is insufficient to effectively classify PolSAR images, especially in multiple terrain scenarios. Therefore, multiple features need to be extracted for PolSAR image classification. However, how to combine and integrate these features effectively to fully utilize each feature's information and discriminability need to be determined. Such integrated work has traditionally received little attention. In this paper, a novel unsupervised classification framework for PolSAR images is proposed. First, a PolSAR image is oversegmented via a fast superpixel segmentation method. Second, five feature vectors are extracted from PolSAR images via superpixels, resulting in five corresponding similarity matrices that are constructed by using Gaussian kernels. Third, consensus similarity network fusion (CSNF), originally proposed and widely used for biomedical sciences, is employed to combine and integrate the five similarity matrices to obtain a fused similarity matrix. Fourth, spectral clustering method, based on the fused similarity matrix, is used to cluster the PolSAR image. Finally, a novel classification postprocessing procedure is presented and exploited to smooth the initial clusters and correct some misclassified pixels. The extensive experimental results conducted on one simulated and two real-world PolSAR images demonstrate the feasibility and superiority of the proposed method compared with five other state-of-the-art classification approaches.
I. INTRODUCTION
Polarimetric synthetic aperture radar (PolSAR) is attractive because of its advantage of all-day and all-weather operation. Therefore, PolSAR image-based interpretation methods have drawn much attention. Unsupervised classification of PolSAR images plays an essential role in PolSAR image automatic interpretation methods, although PolSAR image unsupervised classification requires further research.
Generally, in terms of whether a labeled data set is required, PolSAR image classification methods can be divided into two categories: supervised classification methods and unsupervised classification methods. Many traditional supervised
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methods [1] - [6] have been proposed thus far for PolSAR image classification. In addition, many machine learning methods, such as k-nearest neighbor (k-NN) [7] , sparse representation [8] , support vector machines (SVM) [9] , [10] , random forests and rotation forests [11] , Bayes classification [12] and neural networks [13] - [15] , have been applied in PolSAR image classification. Recently, deep learning methods have made remarkable achievements in many fields. Stacked autoencoders (SAEs) [16] and deep belief networks (DBNs) [17] have been successfully applied for remote sensing image classification. In particular, convolutional neural network (CNN) models have achieved great performance in computer vision. Because of the great performance of CNN models, they have also been successfully applied to PolSAR image classification [18] - [23] . Although these methods can obtain better results with higher classification accuracy than unsupervised methods, there are usually few or no sufficient labeled data sets available for most PolSAR images, and labeling a complete training data set is time-consuming and automation-less. This is not always possible due to the unavailability of timely ground-truth information. Therefore, more attention is being paid to unsupervised classification methods, also known as clustering methods, and many unsupervised methods [24] - [29] for PolSAR image analysis have been proposed. These methods include Wishart classifier [30] , region growing [24] and spectral clustering [31] methods. Spectral clustering is attractive among them because of its good performance in cases with arbitrary shapes and its well-defined mathematical framework [32] . Therefore, many unsupervised PolSAR image classification methods based on spectral clustering have been developed. An affinity matrix, which is based on analytic information-theoretic divergence, was constructed for spectral clustering of PolSAR images in [27] . A novel kernel fuzzy similarity measure that uses membership distribution in partitioned matrices was obtained by a kernel fuzzy C-means clustering (KFCM). KFCM was proposed by Yang et al. [29] to obtain good PolSAR image clustering results. In [28] , a novel spectral clustering method based on a new similarity matrix constructed from the Wishart-derived distance measure was proposed. These methods were concerned about feature selection, distance measures, or the kernel functions for the construction of the affinity matrices.
Unsupervised classification methods for PolSAR images can also be divided into two categories: pixel-based methods and superpixel-based methods. The advantage of traditional pixel-based methods mainly lies in the effective preservation of the terrain edges and details. However, these methods seriously suffer from low accuracy caused by the inherent speckle noise in PolSAR images and low computation efficiency, particularly when the data volume is large. For superpixelbased methods, a superpixel, which is a group of pixels with similar color or some other low-level features, is considered a basic processing unit. Therefore, these methods can overcome the effect of speckle noise in PolSAR images as well as with high computation efficiency. In this paper, a fast superpixel segmentation method called Pol-IER [33] , which was proposed in our previous study, is utilized to generate superpixels with good boundary adherence and regular shape in the homogeneous regions of PolSAR images for the subsequent processing.
Numerous feature vectors, such as decomposition feature vectors, color feature vectors, texture feature vectors, and so on, can be extracted from a PolSAR image simultaneously. Generally, these feature vectors can be directly concatenated into a high-dimensional feature vector to further construct an affinity matrix by utilizing some appropriate kernel function, e.g., a Gaussian kernel function, thus leading to the loss of some features' discriminability. Multiview learning algorithms can effectively combine the data sets from different views, so that the discriminability of the multiple view data sets becomes stronger. Therefore, each feature vector extracted from a PolSAR image is regarded as a data set for a different view, which allows multiview learning algorithms to be introduced into the PolSAR image classification. Consensus similarity network fusion (CSNF) [34] , which is one of the multiview learning methods, can integrate a fused similarity matrix and incorporate the advantages of multiple view data sets via a cross-network diffusion process. Compared with the similarity matrix formed by each individual view data set, the fused similarity matrix is much more discriminative for classification.
To address the discriminability loss problem caused by the concatenation of multiple feature vectors, we propose a superpixel-based unsupervised classification framework for PolSAR images based on CSNF. To take advantage of region information and overcome problems caused by speckle noise, the PolSAR image is first oversegmented into many superpixels by Pol-IER [33] . Second, five feature vectors, including the Krogager decomposition feature vector [35] , the Yamaguchi4 decomposition feature vector [36] , the CloudePottier's decomposition feature vector [37] , the HSI color feature vector and a feature vector stacked by scattering power entropy and the copolarized ratio [38] , are extracted based on superpixels, and five corresponding similarity matrices are constructed by using a Gaussian kernel. Third, CSNF is employed to combine the five similarity matrices and further to obtain a fused similarity matrix. Fourth, spectral clustering is adopted to cluster the PolSAR image based on the obtained fused similarity matrix. Finally, a novel classification postprocessing procedure is presented and used to simultaneously smooth the initial clusters and correct some misclassified pixels. The main contributions of our work are summarized and shown as follows: 1) The superpixel is used as a basic processing unit in our classification framework, which significantly reduces the impact of serious speckle noise in PolSAR images on the classification accuracy and improves the computation efficiency. 2) Each of the five mean feature vectors extracted from the PolSAR image based on superpixels is regarded as a different view data set, and for the first time, CSNF based on the multiview learning idea is introduced for the unsupervised classification of PolSAR images. CSNF can effectively integrate multiple similarity matrices constructed from multiple different mean feature vectors to obtain a more informative and discriminative similarity matrix for spectral clustering. 3) A novel classification postprocessing procedure is proposed to further reduce the misclassified pixels and thus significantly improve the classification accuracy. An extensive evaluation of the results was conducted by performing experiments on one simulated PolSAR image and two real-world PolSAR images, which validate the effectiveness and superiority of the proposed method compared with five other state-of-the-art PolSAR image unsupervised classification algorithms.
The rest of this paper is organized as follows. In Section II, the proposed methodology, consisting the details of the five main steps, is presented. The comparison and evaluation experiments on one simulated and two real-world PolSAR images are carried out and investigated in Section III. Section IV provides the final conclusions and outlooks for future work.
II. METHODOLOGY
The proposed method consists of five main parts: 1) Superpixel segmentation of PolSAR images by using the Pol-IER algorithm; 2) Feature extraction and affinity matrix construction based on segmented superpixels; 3) Consensus similarity network fusion to obtain the fused similarity matrix; 4) Spectral clustering to classify the PolSAR image with a manually selected number of terrain classes; and 5) The classification postprocessing procedure to eliminate the misclassified segments and improve the classification accuracy. The details of the five corresponding parts will be explained in subsequent sections. The flowchart of the proposed method is shown in Fig. 1 . The flowchart illustrates the structure of our proposed classification framework for PolSAR images.
A. SUPERPIXEL SEGMENTATION
A superpixel is a group of pixels with similar color or similar low-level features. Due to the severe coherent speckle noise in PolSAR images and the low computation efficiency of PolSAR image superpixel segmentation, a fast segmentation algorithm for generating superpixels of PolSAR images is urgently needed to preprocess underlying PolSAR images for the subsequent procedures. Among existing superpixel segmentation methods, Pol-IER satisfies the requirements of superpixel segmentation algorithm in our previous study [33] and was specifically designed for superpixel generation of PolSAR images. Pol-IER can obtain good superpixels with fine boundary adherence and regular shapes in homogenous regions with a high computational efficiency. Therefore, Pol-IER is adopted in this paper to segment the PolSAR images into a variety of superpixels at a fast speed. For more details about Pol-IER algorithm, the reader is referred to [33] . In addition, to compare the segmentation performance of different superpixel segmentation approaches, another superpixel segmentation method based on linear spectral clustering (LSC) and originally designed to generate superpixels for optical images [39] is also modified and implemented by replacing the three color components (i.e., L, a and b) in CIELAB color space with the three polarimetric features (i.e., H , α and A) decomposed by Cloude-Pottier's decomposition method [37] for superpixel segmentation of PolSAR images in Subsection III-A3. The modified version of LSC for superpixel generation of PolSAR images is called Pol-LSC (for simplicity) hereafter. VOLUME 7, 2019 
B. FEATURE EXTRACTION AND SIMILARITY MATRIX CONSTRUCTION
As mentioned above, the Pol-IER [33] algorithm is employed to oversegment PolSAR images into a variety of superpixels. After Pol-IER is executed, many superpixels are generated. Then, a set of feature vectors based on superpixels needs to be extracted for subsequent processing. First, five feature vectors, i.e., the Krogager decomposition feature vector [35] , the Yamaguchi4 decomposition feature vector [36] , the Cloude-Pottier's decomposition feature vector [37] , the HSI color feature vector and a feature vector stacked by scattering power entropy and the copolarized ratio [38] , are extracted for each individual pixel in the PolSAR image. Second, for each of the five types of extracted feature vectors, the mean feature vector of pixels belonging to each of the superpixels is calculated and taken as one of the five feature vectors of the underlying superpixel. Hence, there are five feature vectors available for a single superpixel in the proposed method. With this procedure, the extraction of the five feature vectors based on superpixels is accomplished, leading to five feature matrices with size The similarity between the superpixels obtained by the oversegmentation for a PolSAR image can be expressed in the form of a graph G = (V , E), where V represents the vertices of the graph (or the superpixels in the proposed method), and the edges E are weighted by the similarity between two vertices. As mentioned above, a superpixel can be expressed by N mean feature vectors; therefore, N graphs
can be constructed for all the generated superpixels in a PolSAR image, where V (v) corresponds to the superpixels with the vth mean feature vector, and E (v) is the similarity between superpixels represented by the form of the vth mean feature vector. Therefore, N similarity matrices can be constructed by using the following Gaussian kernel, as shown in (1):
where d (v) ij is the Euclidean distance between the ith and the jth superpixel when the superpixels are represented by the vth mean feature vector. µ is a hyperparameter that can be empirically set to be in the range [0.3, 0.8] and is set to 0.5 in all the experiments described in this paper. ε ij is a scale parameter that can be used to eliminate the scaling problem. However, the scale parameter is usually set to be a fixed value, which is not appropriate for multiscale data sets. Therefore, an adaptive scale parameter is needed to consider both the local structural information and the global distance information for constructing the similarity matrices. The scale parameter ε ij is characterized by the following expression [34] :
where mean(d (v) (i, N i )) is the average Euclidean distance between the ith superpixel and its neighboring superpixels N i , N i is determined by the k-nearest neighbors (k-NN), and k is empirically set to 5 in the experiments. The mean(d (v) (j, N j )) has a similar meaning to mean(d (v) (i, N i ) ).
C. CONSENSUS SIMILARITY NETWORK FUSION FOR POLSAR IMAGES
Similarity network fusion (SNF), which was originally proposed and widely used for biomedical sciences, solves the combination problem of diverse types of genome-wide data by constructing similarity networks of samples for each available data type and then efficiently fuses these similarity networks into a similarity network that represents the full spectrum of the underlying data. The advantages of the method are that weak similarities (low-weight edges) disappear, which helps reduce the noise, and strong similarities (high-weight edges) in one or more similarity networks are added to the others, making the final fused similarity matrix more informative and discriminative. CSNF, which exploits the consensus k-NN method instead of the traditional k-NN in the original SNF, is an improved version of the SNF method. Compared with SNF, CSNF can further take advantage of complementarity in the data. CSNF is generally used to infer microbial interaction networks. Generally, numerous feature vectors can be extracted from a PolSAR image and used by the PolSAR image classification methods. Among most of these methods, multiple feature vectors are concatenated directly into a high-dimensional feature vector to construct an affinity matrix. Although the high-dimensional feature vector contains much more information, it may lose discriminability of some features. However, CSNF can effectively combine diverse data sets, taking advantage of complementary information between different data sets and generating a more discriminative fused similarity matrix. Therefore, CSNF is introduced into the PolSAR image unsupervised classification in this paper.
CSNF can integrate and fuse the discriminability of multiple view data sets of a PolSAR image. In this paper, each feature matrix, which is constructed by using one of five feature vectors extracted from the PolSAR image, is considered a different view of the data set. Since different types of feature matrices have different classification abilities, CSNF is thus used to fuse the advantages of multiple similarity matrices to further achieve higher classification accuracy. CSNF takes multiple similarity matrices constructed from multiple feature vectors, and fuses them into a similarity matrix with stronger discriminability for a PolSAR image via multiple parallel interchanging diffusion processes.
As mentioned in Section II-A, the mean feature vector of pixels in a superpixel segmented by Pol-IER, can be taken as the feature vector of the underlying superpixel. If we assume that N types of feature vectors are extracted for each pixel in a PolSAR image, then each superpixel of the PolSAR image can be expressed via N mean feature vectors, leading to N feature matrices for a PolSAR image. The similarities between the superpixels can be expressed in the form of multiple graphs G = (V , E). Therefore, N graphs
can be constructed for a PolSAR image. With this method, N similarity networks can be formed viaN graphs for a PolSAR image. Because each similarity network is constructed by one of N feature matrices of the PolSAR image, then N similarity networks have different discriminability. If all similarity networks are merged, the final fused similarity network can integrate the strong discriminability of each similarity network, leading to a higher discriminability for multiple terrains in the PolSAR image.
Suppose the number of superpixels segmented by Pol-IER is M , and N feature vectors are extracted from a superpixel; then, the main steps of CSNF can be described as follows. First, a similarity matrix
is constructed from each of the N feature matrices by using (1) to characterize the similarities between superpixels in the PolSAR image. After each of N similarity matrices (3), can be formed via a corresponding W (v) . This process can be described as follows:
This normalization will be free of the scale of self-similarity in the diagonal entries and avoids numerical instabilities. To compute the fused similarity matrix from multiple types of different view data sets (corresponding to the various feature vectors in this paper), a similarity kernel matrix is needed to measure the local affinity for each
Generally, the local similarity matrix is calculated by k-NN. However, for a predefined k, there is a tendency to include unnecessary noisy edges surrounding a vertex (i.e., a superpixel in the proposed method). Moreover, the fixed-size neighborhood may not adequately capture the locality in a graph manifold. To address these problems, the local affinity matrix, also called a consensus matrix, is constructed from [40] . As the neighborhood size k increases, so do the chances of adding noisy edges for k-NN. Thus, to ensure that the neighborhood is stable, even for large values of k, consensus k-NN makes full use of consensus information from different k-NNs by defining a consensus matrix that keeps track of the number of times a pair of vertices appears together among all rounds of k-NN. This consensus matrix increases the robustness of neighbors and thus helps the similarity information propagate better on every pair of vertices of the graph manifolds, as verified by reference [40] . Moreover, a consensus matrix can hold a variable-size neighborhood of a graph by containing the consensus information of different k-NNs. Therefore, the consensus k-NN algorithm is employed to measure the local affinity of each W (v) via the generated consensus matrix.
In the consensus k-NN algorithm, k is empirically set as 21 in all the experiments in this paper. Each of the consensus similarity matrices C (v) (1 ≤ v ≤ N ) is then normalized by (4) to have a row sum of 1 to satisfy the criterion of the kernel matrix.
The consensus similarity matrices
by using the consensus k-NN algorithm and normalized by using (4) can filter out those low-similarity edges, thus eliminating the interference of noisy edges and enhancing those high-similarity edges simultaneously. Let P (v) t and C (v) t represent the normalized weight matrix and the consensus similarity matrix corresponding to the vth mean feature vectors for superpixels in the tth (1 ≤ t ≤ Iter max ) iteration, respectively. The total number of mean feature vectors is N , i.e., 5 in this paper. The CSNF iteratively updates each normalized weight matrix by using (5) as follows:
where the superscript T represents the matrix transpose, and iterMax represents the maximum number of iterations. The normalized weight matrix P (v) t+1 is updated by (5) and followed by a normalization process defined by (3) after each iteration. In addition, this iterative update generates N parallel interchanging diffusion processes on N networks. This procedure leads to the phenomenon that if two superpixels i and j are similar in all of N mean feature vectors, their similarity will be augmented through the diffusion process and vice versa.
During the iterations, if the 1-norm of the difference between P (v) t+1 and P (v) t is lower than a predefined threshold Th P , as shown in (6), the classification ability of the final similarity matrix is considered stable. Generally, when the number of iterations is larger than 20, P
which can generate the final fused similarity matrix with strong discriminability for many types of terrains. Therefore, Iter max of all the experiments in this paper is empirically VOLUME 7, 2019 set to 20.
where Th p is a predefined threshold for terminating the iteration. For each feature matrix (e.g., each of the different view data sets) of a PolSAR image, the final similarity matrix generated by CSNF can be obtained by
The final fused similarity matrix integrating all the advantages of N similarity matrices is calculated by using (7), which is characterized as follows:
D. SPECTRAL CLUSTERING Spectral clustering is attractive due to its good performance in arbitrary shaped clusters and its well-defined mathematical framework [32] . It is based on the eigen-decomposition of the affinity matrix. In the proposed method, the final fused similarity matrix obtained by using CSNF described in Subsection II-C is taken as the affinity matrix used for eigen-decomposition. For more information about spectral clustering, the reader is referred to [32] .
E. CLASSIFICATION POSTPROCESSING
By taking the final fused similarity matrix generated by CSNF as input, the initial clusters can be obtained by spectral clustering. Generally, this initial clustering result can distinguish different terrains. However, some pixels, especially the edge pixels, may be easily misclassified by most spectral clustering or superpixel segmentation methods. Moreover, the classification results are generally not smooth enough in the homogenous regions. To address these problems, a classification postprocessing strategy based on the dissimilarity measure found in [41] , and defined by (8) , is proposed in this paper.
where
is the vector consisting of the diagonal elements of a center coherency matrix of the cluster
is the vector consisting of the diagonal elements of the coherency matrix of the pixel i, and . 1 denotes the 1-norm of a matrix.
Classification postprocessing is an iterative procedure. The maximum iteration number is traditionally set to 20 in most experiments. For each iteration, the following steps will be performed on each pixel. In the first step of the process, a label is created for each of 8 neighboring pixels of the ith pixel. The resulting labels are stored using an array NLabel. If there are only two different labels, for example, p, q, in NLabel, and if the number of pixels with label p is equal to that of pixels with label q, two dissimilarity values G(i, R p ) and G(i, R q ) will be calculated, and pixel i is assigned to the cluster with the lower dissimilarity value between them. If one label value q Store the labels of the 8-neighboring pixels in NLabel. 7: if the number of pixels with label q is greater than the number of pixels with other cluster labels then 8:
Calculate G i, R q by using Equation (8).
9:
if G i, R q < G th then 10:
Assign pixel i to cluster R q . 11: end if 12: else if only classes p and q are in NLabel, and the number of pixels with labelp is equal to the number of pixels with label q then 13: Calculate G i, R p and G i, R q . 14:
Assign pixel i to cluster R p . 16: else 17:
Assign pixel i to cluster R q . 18: end if 19: end if 20: end for 21: end for occupies the largest proportion of labels in NLabel, G(i, R q ) will be computed. If G(i, R q ) < G th , where G th is a predefined threshold and is set to 0.3 in the experiments (according to the suggestion in [41] ), then pixel i is assigned to cluster R q . The steps of the classification postprocessing procedure are shown in Algorithm 1.
III. EXPERIMENTS AND RESULTS
To evaluate the performance of the proposed method, both quantitatively and qualitatively, six methods of unsupervised PolSAR image classification are tested and compared: the unsupervised K-means Wishart classification algorithm [42] based on pixels (UKWC-P), the unsupervised K-means Wishart classification algorithm based on superpixels (UKWC-S), the unsupervised classification based on scattering power entropy and the copolarized ratio [38] based on pixels (UCSC-P), the unsupervised classification based on scattering power entropy and the copolarized ratio based on superpixels (UCSC-S), spectral clustering based on feature concatenation (the feature vectors are stacked to construct the similarity matrix, FC) and the proposed method. All six algorithms are used to classify one simulated and two real-world PolSAR images. Because our proposed method is an algorithm for PolSAR image classification based on consensus SNF, we refer to the method as Pol-CSNF (for simplicity) hereafter. To avoid any unfairness caused by error in evaluating the class number, the cluster numbers are manually provided in both UCSC-P and UCSC-S. The parameters of each method are set according to the paper that first introduced the algorithm, e.g., UKWC-P, UKWC-S, UCSC-P and UCSC-S abide by the constraints used in the corresponding papers [42] , [38] . Generally, the initial grid width of superpixel segmentation is set according to the complexity of terrains and the size of the PolSAR image empirically. All the experiments were performed on a personal computer with a 3.30 GHz Intel Pentium CPU, 4 GB memory and MATLAB R2014a code.
A. EXPERIMENTS ON THE SIMULATED POLSAR IMAGE
The simulated PolSAR image with size 500 × 700 pixels is generated via a Monte Carlo method [43, ch. 4.5.2] and the center covariance matrices of the nine classes are taken from reference [5] . During the simulation procedure, the nine classes are mixed to reduce the difference between classes by setting the random mixing coefficient boundary to 0.15 and, thus, a relatively complicated PolSAR image can be simulated. The corresponding Pauli-RGB image, superpixel oversegmentation result and the true classification map of the simulated PolSAR image are shown in Figs. 2(a), (b) and (c), respectively. The initial grid width S of the Pol-IER method is set to 10 for this simulated data set.
1) EVALUATION OF THE CLASSIFICATION POSTPROCESSING STRATEGY
Many terrain pixels are correctly classified by spectral clustering, but some pixels, especially the edge pixels, may be misclassified. Moreover, the homogenous area may not be smooth enough due to the severe speckle noise inherent in most PolSAR images. To address these problems, a novel classification postprocessing strategy is performed after spectral clustering. Without loss of generality, experiments using the FC method and the proposed Pol-CSNF algorithm are performed to evaluate the classification postprocessing strategy. To quantitatively evaluate the classification postprocessing strategy, five commonly used assessment criteria, namely, the confusion matrix (ConMat), overall accuracy (OA), user accuracy (UA), product accuracy (PA) and the kappa coefficient (K), are adopted. The experimental results of both the FC method and the Pol-CSNF algorithm conducted on the simulated PolSAR image are shown in Tables 1-4. Some UA, PA, OA and K values, in Table 2 and Table 4 , are specifically shown in red text and italicized font, which indicates that these values are improved compared with the corresponding method without classification postprocessing. For the FC method, Table 1 and Table 2 show that the UAs of seven classes are improved, e.g., class 1 improved by 0.0084, class 2 by 0.0003, class 4 by 0.0012, class 5 by 0.0023, class 6 by 0.0009, class 8 by 0.0022 and class 9 by 0.0001. Although the UAs of two other classes are reduced, the UA has an average 1.3% increase in user accuracy of the classification results when using the FC method with a classification postprocessing procedure. For the PAs in Table 1 and Table 2 , the seven classes have an average increase in the product accuracy of the classification results of 0.3% with classification postprocessing. Moreover, OA and K are increased by 0.18% and 0.0020, respectively. For the proposed Pol-CSNF method, the experimental results with and without classification postprocessing are shown in Table 3 and Table 4 , respectively. The UA of the Pol-CSNF method with classification postprocessing is an average of 0.02% higher than that of the Pol-CSNF method without classification postprocessing. The average of PAs of the seven classes is improved by 0.03% compared with that of the proposed Pol-CSNF method without classification postprocessing. Moreover, OA and K are also increased by classification postprocessing for the Pol-CSNF method. Due to the very high classification accuracies for the simulated PolSAR image, slight improvement is of great importance. In summary, both the FC and Pol-CSNF algorithms can yield better classification results with the classification postprocessing strategy. To further evaluate the effectiveness of the classification postprocessing strategy, the evaluation experiments of the proposed classification postprocessing strategy are employed on two real-world PolSAR image data sets in Subsection III-B1. 
2) EXPERIMENTS COMPARING THE CLASSIFICATION PERFORMANCE OF THE SIX METHODS
The classification performance of the six methods, including UKWC-P, UKWC-S, UCSC-P, UCSC-S, FC and Pol-CSNF, are evaluated by testing each unsupervised classification algorithm on the simulated PolSAR image. The classification results are shown in Fig. 3 . Since the six methods are all unsupervised, the final cluster labels are random. The test ensures that each final cluster is relabeled according to the true classification map for easy comparison. Because diverse classes may be clustered incorrectly into a single class, each final cluster is reassigned the class label that produces the highest OA. Figs. 3(a) and (c) show that two methods, i.e., UKWC-P and UCSC-P, are seriously affected by speckle noise, which suggests that the pixel-based methods may obtain unsatisfactory classification results due to the inherent speckle noise in the PolSAR image. In Figs. 3(b) and (d), some superpixels are misclassified. Misclassification may be caused by using an insufficient number of features for UKWC-S and UCSC-S. Additionally, the chosen features of the two methods may have weak discriminability.
Although most pixels are clustered to the right classes in Fig. 3(c) (via UCSC-P), UCSC-S does not obtain satisfactory results. This is mainly because, once some of the initial clusters are misclassified by a superpixel-based method, the initial cluster centers will be unmatched to the revised classification; furthermore, because the number of superpixels is much lower than the number of pixels in a PolSAR image, it will be more difficult to correct the (wrong) cluster centers. The results shown in Figs. 3(e) and (f) are clearly better than the results of other methods. Both the FC method and the Pol-CSNF algorithm use five effective features to distinguish the PolSAR image, allowing both the FC method and the Pol-CSNF algorithm to perform better in unsupervised classification of the simulated PolSAR data set than the other methods, i.e., UKWC-P, UKWC-S, UCSC-P and UCSC-S.
To further evaluate the six methods quantitatively, four assessment criteria, i.e., OA, UA, PA and K, are adopted. The corresponding evaluation results of the six methods are shown in Fig. 4 . Fig. 4(a) shows that the UA curves of FC and Pol-CSNF are much higher and smoother than those of the other four curves obtained by UKWC-P, UKWC-S, UCSC-P and UCSC-S. To clearly observe the differences between the UA curves of both the FC and Pol-CSNF methods in Fig. 4(b) , we zoomed in the results of the UA curves of both the FC and Pol-CSNF methods. The UA curve of our proposed Pol-CSNF method is slightly smoother and higher than that of the FC method, which suggests that the proposed Pol-CSNF method performs best as an unsupervised PolSAR image classification method; additionally, it performs best out of all six methods. Figs. 4(c) and (d) illustrate the PA curves, which can be analyzed in the same way as Figs. 4(a) and (b). The same conclusion can be drawn accordingly in both figures. The OA and K curves of the six methods are plotted in Figs. 4(e) and (f), respectively. Our proposed Pol-CSNF method has the best performance according to these two assessment criteria. In terms of the OA curves, a 99.33% accuracy is obtained by our proposed Pol-CSNF method, which is higher than the OAs of the UKWC-P, UKWC-S, UCSC-P, UCSC-S and FC methods by 59.93%, 24.49%, 53.72%, 34.08% and 0.77%, respectively. Similarly, for K curves, a value of 0.9925 is achieved by our proposed algorithm, which is better than the K values of the UKWC-P, UKWC-S, UCSC-P, UCSC-S and FC algorithms by 0.6792, 0.2793, 0.6050, 0.3865 and 0.0088, respectively. The highest performance of our proposed Pol-CSNF method, with respect to OA and K, is mainly due to the effective combination of five feature vectors and the classification postprocessing procedure. In summary, the proposed Pol-CSNF method obtains the best performance in terms of the four widely used evaluation criteria used to evaluate all six methods in terms of unsupervised PolSAR image classification. The results imply the effectiveness and superiority of our proposed Pol-CSNF classification algorithm.
3) EXPERIMENTS EVALUATING PARAMETER SENSITIVITY AND TIME COMPLEXITY
In our proposed Pol-CSNF algorithm, several main parameters influence the classification results of the PolSAR images. These parameters include the initial grid width S for generating superpixels, the predefined threshold Th P and the maximum number of iterations iterMax for obtaining the final fused similarity matrix. The time complexity of different classification methods is also very important for practical applications. We conduct experiments based on the simulated PolSAR image to analyze these parameters and evaluate the time complexity.
a: EVALUATION ON THE INFLUENCE OF INITIAL GRID WIDTH ON THE SUPERPIXEL SEGMENTATION RESULTS OF THE TWO COMPETITIVE SUPERPIXEL SEGMENTATION METHODS
In our superpixel-based Pol-CSNF algorithm, a suitable number of superpixels (NoS) are first generated, and an optimal or suboptimal initial grid width S is generally required. To evaluate the performance of Pol-IER [33] and Pol-LSC for superpixel generation with different initial grid widths S, superpixel segmentation experiments on the simulated Pol-SAR image were performed by evaluating three commonly used criteria: boundary recall (BR), under-segmentation error (USE) and achievable segmentation accuracy (ASA) [33] . For BR and ASA, a larger value means a better result. However, USE should be as low as possible to obtain good superpixels. A better superpixel segmentation result implies that a higher classification accuracy can be achieved.
Figs. 5(a), (b) and (c) illustrate the BR, USE and ASA curves of superpixel segmentation using the Pol-IER method and the Pol-LSC method with the initial grid width S ranging from 3 to 20, respectively. Fig. 5(d) plots the NoS curves of the two methods as a function of the initial grid width S. It can be seen from Figs. 5(a) and (c) that the BR and ASA curves gradually decrease as the initial grid width S increases, except that a local maximum or minimum appears on each curve of Pol-IER or Pol-LSC where S equals to 10 or 7, respectively. Fig. 5(b) displays the trend of the USE curves of both Pol-IER and Pol-LSC as S increases. In contrast, a local minimum or maximum appears on the USE curves of Pol-IER or Pol-LSC when S takes a value of 10 or 7, respectively. For the Pol-IER method, the local maxima on the BR and ASA curves as well as the local minimum on the USE curve indicate that the best superpixel segmentation result can be obtained by setting S to 10 with a relatively low NoS. In contrast, for Pol-LSC, the best superpixel segmentation result can only be achieved by setting S to 3 with a higher NoS. More importantly, it can be obviously seen in Figs. 5(a), (b) and (c) that the BR and ASA curves of superpixel segmentation using the Pol-IER method are much higher than those of the Pol-LSC method, while the USE of the Pol-IER method is much lower than that of the Pol-LSC method, indicating that Pol-IER performs much better than Pol-LSC for superpixel segmentation. In addition, the reason for the appearance of The kappa coefficient (K) of the classification result by using Pol-CSNF with different numbers of iterations. Note that in the legend of (a), the 1-norm of the similarity matrix differences 1, 2, 3, 4 and 5 represent the 1-norm of the difference of two consecutive similarity matrices constructed by using the 1st, 2nd, 3rd, 4th and 5th mean feature vectors, respectively. In addition, the 1-norm of the similarity matrix difference Fused stands for the 1-norm of the difference of two consecutive fused similarity matrices. a local maximum or minimum on each of the three curves of Pol-IER is that the simulated PolSAR image with a size of 500 × 700 pixels is regularly shaped with a terrain grid size of 50 × 50 pixels; when a value of 10 is selected as the initial grid width S for the Pol-IER algorithm, a good superpixel segmentation result can be obtained, as shown in Fig. 2(b) . However, it is not necessarily regularly shaped for the real-world PolSAR images; therefore, choosing a proper value for the initial grid width S is very important. In general, taking BR, USE, ASA and NoS into consideration, it is suggested that the Pol-IER algorithm be adopted for superpixel segmentation and that S take a value ranging from 3 to 8 to generate good superpixels for the real-world PolSAR images.
b: EVALUATION OF THE CONVERGENCY OF CONSENSUS SIMILARITY NETWORK FUSION
In the CSNF procedure, two parameters, including the maximum number of iterations iterMax and the threshold Th P , need to be predefined. The two parameters are used for terminating the iteration of CSNF. We conduct experiments based on the simulated PolSAR image to give some evidence to guide the selection of these two parameters. The 1-norms of the similarity matrix difference between P (v) t+1 and P
and between P t+1 and P t (1 ≤ t ≤ iterMax, P t denotes the fused similarity matrix in the iteration) are plotted as a function of the number of iterations t, as shown in Fig. 6(a) . The kappa coefficient of the classification result by using the fused similarity matrix P t is also reported in Fig. 6(b) .
It can be found from Fig. 6(a) that the 1-norms of the similarity matrix difference between P (v)
and between P t+1 and P t (1 ≤ t ≤ iterMax) decrease gradually when the number of iterations increases. When the number of iterations t is equal to or greater than 10, all these 1-norms of the similarity matrix difference are less than 5. Moreover, these 1-norms of similarity matrix difference tend to be stable at a lower value when the number of iterations t exceeds 15. In contrast, the kappa coefficient increases when the number of iterations increases and then reaches at a stable state, as shown in Fig. 6(b) . This finding indicates that the 1-norms of similarity matrix difference in (6) are guaranteed to be convergent when the number of iterations t is equal to or greater than 20 and the threshold Th P is set to 5. In addition, we find in Fig. 6(b) that a smaller value of 10 for the number of iterations t is sufficient to obtain a final fused similarity matrix for the simulated Pol-SAR image. A smaller number of iterations can further reduce the computational cost for matrix multiplication operations in the process of CSNF.
c: EVALUATION OF TIME COMPLEXITY OF THE SIX CLASSIFICATION METHODS
The running times of these six classification methods are compared. Without loss of generality, Table V reports the time cost in different parts of the six methods with S = 10 and Table V that the total running times of both UKWC-P and UCSC-P are much longer than the total running times of other four competitive approaches because the two methods performed PolSAR image classification based on pixels. Among the other four superpixel-based methods, namely, UKWC-S, UCSC-S, FC and our proposed Pol-CSNF, UKWC-S is the fastest method, followed by UCSC-S, because these two methods only adopt one feature vector to perform classification without a classification postprocessing procedure, leading to less time consumption and lower classification accuracy. Our proposed Pol-CSNF algorithm requires more computation, e.g., by approximately 3 times, than the FC method. By comparison, the Pol-CSNF method provides better classification accuracy at the cost of consuming more time for a large amount of matrix multiplication operations. Therefore, in practice, it is suggested to use our proposed Pol-CSNF method for PolSAR image classification when classification quality is more important than computational efficiency.
B. EXPERIMENTS ON THE REAL-WORLD POLSAR IMAGES
To further evaluate the performance of our Pol-CSNF algorithm, two real-world PolSAR images from airborne synthetic aperture radar (AirSAR) and experimental synthetic aperture radar (ESAR) were chosen to conduct the evaluation process in the experiments. The first PolSAR data set is a 4-look L-Band AirSAR PolSAR image obtained in August 1989. The image size is 392 × 578 pixels, and the image is from Flevoland, the Netherlands. The corresponding Pauli-RGB image is shown in Fig. 7(a) . The range and azimuth pixel resolutions are 6.6 m and 12.1 m, respectively. The second PolSAR data set is an L-band ESAR PolSAR image from the Oberpfaffenhofen test site, southern Germany. The size is 1200×1300 pixels, with a spatial resolution of 3 m and 3 m in range and azimuth, respectively. The corresponding Pauli-RGB image is shown in Fig. 12(a) .
Six competitive unsupervised classification methods, including UKWC-P, UKWC-S, UCSC-P, UCSC-S, FC and Pol-CSNF, were also applied to these two real-world images to determine the classification accuracy of each method.
In the experiments, all the initial grid widths of Pol-IER were set to S = 8 for the first data set and S = 3 for the second data set. Due to the availability of the ground reference for the first PolSAR data set, the four commonly used evaluation criteria mentioned above, including OA, UA, PA and K, were also adopted for the first PolSAR data set. However, the performance of the six algorithms when they were applied to classify the second real-world PolSAR image had to be visually inspected due to the absence of the ground truth. Fig. 7(a) shows that the terrains of the first PolSAR image are generally shaped regularly. Fig. 7(b) shows superpixel oversegmentation caused by the Pol-IER algorithm. Fig. 7(c) is the ground reference, which is taken from [44] , [45] .
1) EXPERIMENTS ON THE FIRST REAL-WORLD POLSAR IMAGE

a: EVALUATION OF THE CLASSIFICATION POSTPROCESSING STRATEGY
To further evaluate the classification postprocessing strategy, the experiments are first conducted on this PolSAR data set. The FC and Pol-CSNF methods resemble the experiments performed on the simulated data set, both with and without a classification postprocessing procedure. After the two methods are employed, the corresponding results are shown in To further quantitatively evaluate the performance of the classification postprocessing strategy on this PolSAR data set, the five assessment criteria as mentioned in Section III-A1, including the confusion matrix (ConMat), overall accuracy (OA), user accuracy (UA), product accuracy (PA) and kappa coefficient (K), are adopted. Tables 6-9 illustrate the experimental results.
In Table 7 and Table 9 , the red numbers and italicized font have the same indications as in Table 2 and Table 4 . Table 6 and Table 7 show that the UAs of nine classes and the PAs of seven classes are increased by the classification postprocessing procedure for the FC method. Meanwhile, the OA and K of the FC method are improved by 2.65% and 0.0311, respectively, with the classification postprocessing procedure. Comparing Table 8 and Table 9 , which represent the results of Pol-CSNF without and with the classification postprocessing procedure, respectively, we can see that the UAs of eight terrains, and the PAs of all kinds of terrains, are improved by the proposed classification postprocessing strategy, leading to an increase in the OA by 2.91% and an increase in K of 0.0404. The comparison of the experimental results verifies the effectiveness of the proposed classification postprocessing strategy. Therefore, both the FC method and the proposed Pol-CSNF method are performed with the classification postprocessing strategy in the subsequent experiments.
b: CLASSIFICATION COMPARISON EXPERIMENTS OF THE SIX METHODS
The experiments on the first real-world PolSAR image are conducted to evaluate the performance of the six methods, including UKWC-P, UKWC-S, UCSC-P, UCSC-S, FC and Pol-CSNF. The experimental results are shown in Fig. 9 . To clearly observe the results, the classification results are also relabeled according to the ground reference. Figs. 9(a) and (c) show the classification results of UKWC-P and UCSC-P. The other four results achieved by using the UKWC-S, UCSC-S, FC and Pol-CSNF methods are shown in Figs. 9(b) and (d-f) . The results of both UKWC-P and UCSC-P are severely corroded by speckle noise, which means the superpixel-based method can overcome the interference of speckle noise in PolSAR images and significantly improve the classification accuracy. Many terrains are misclassified in Figs. 9(b) and (d). For example, Rapeseed, wheat 1 and wheat 2 are clustered into one category that is colored yellow in Fig. 9(b) , while many wheat 1 pixels are misclassified as wheat 2 pixels, shown by the region 78360 VOLUME 7, 2019 in yellow being corroded by brown in Fig. 9(d) . However, Figs. 9(e) and (f) closely resemble the ground reference compared with Figs. 9(a-d) , suggesting that both the FC method and the proposed Pol-CSNF algorithm significantly outperform the other four methods. When focusing on the grass terrain in the top-right corner, which is enlarged and shown in Fig. 10 , only the region in Fig. 9(f) is colored correctly relative to the ground reference shown in Fig. 7(c) . Therefore, only the proposed Pol-CSNF method recognizes the grass terrain, and only Pol-CSNF can distinguish and classify every category. This characteristic is of great importance for unsupervised PolSAR image classification. Above all, the proposed Pol-CSNF method outperforms the other five methods.
Due to the existence of the ground reference, the four assessment criteria, including UA, PA, OA and K, can also be adopted to evaluate the six methods. The corresponding results are shown in Fig. 11 . In Figs. 11(a) and (b) , the numbers 1-10 on the x-axis are on behalf of the ten terrains in Table 6 , respectively. Figs. 11(a) and (b) show that the UA and PA curves of the Pol-CSNF method are the smoothest and highest (on average) among all curves. Therefore, the Fig. 7(a, c) and Fig. 9. (a) The enlarged region of Fig. 7(a). (b) The enlarged region of Fig. 7(c) . (c) The enlarged region of Fig. 9(a). (d) The enlarged region of Fig. 9(b) . (e) The enlarged region of Fig. 9(c) . (f) The enlarged region of Fig. 9(d) . (g) The enlarged region of Fig. 9(e) . (h) The enlarged region of Fig. 9(f) . proposed Pol-CSNF method has stable and high-levels of recognition for each of the ten terrains. In Fig. 11(a) , the UA of class 8, i.e., grass, of Pol-CSNF is much larger than those of the others, all of which are 0. This result indicates that only the proposed method can recognize the grass terrain, suggesting the advantage of our proposed Pol-CSNF method. Similar phenomena can also be observed in Fig. 11(b) . With regards to the OA and K values in Figs. 11(c) and (d) , the proposed Pol-CSNF method obtains the best results. Therefore, our proposed method performs the best on the first real-world PolSAR image, which further suggests the superiority of the proposed method over the five other competitive algorithms.
2) EXPERIMENTS ON THE SECOND REAL-WORLD POLSAR IMAGE
The second PolSAR image has a larger size and more complex terrains, as shown in Fig. 12(a) , and is therefore more difficult to analyze in the terrain classification task. This image VOLUME 7, 2019 FIGURE 13. Three patches (first column) taken and enlarged from the second PolSAR image and their corresponding classification results provided by UKWC-P (second column), UKWC-S (third column), UCSC-P(fourth column), UCSC-S (fifth column), FC (sixth column) and Pol-CSNF (last column). (a)-(g) are enlarged A areas in Fig. 12(a, c-h ), respectively. (h)-(n) are enlarged B areas in Fig. 12(a, c-h ), respectively. (o)-(u) are enlarged C areas in Fig. 12(a, c-h ), respectively. is used to further evaluate the classification performance of the proposed Pol-CSNF method. Because no ground truth is available for this data set, the number of classes is set to 16, following the suggestion in [46] . The unsupervised classification results of the six methods, applied to this PolSAR data set, are shown in Fig. 12 . The color of each pixel is replaced by the mean color of the cluster to which the pixel belongs such that the classification results can be observed clearly.
From Fig. 12(c) , it can be seen that the classification result is corroded by severe speckle noise and by many small isolated regions exhibiting unexpected effects, similar to those observed for speckle noise. In Fig. 12(d) , many edges, such as the edges of the delta-shaped region in the middle bottom, are broken, which means that the UKWC-S method cannot preserve the real terrain edges well. In Figs. 12(c, d, g ), we can see that the airfield runway at the top-right is blocked, indicating that many terrain pixels are misclassified. By comparing the six methods, we find that the mulberry region, which is above the delta-shaped region at the bottom, is seriously misclassified in Figs. 12(c-f) . However, all these problems do not exist in Fig. 12(h) , which suggests the superiority of our proposed Pol-CSNF method. To further evaluate the six methods, the A, B and C regions in Figs. 12(a, c-h ) are enlarged, and the details are shown and compared in Fig. 13 . Figs. 13(a-g) show that the three regions in light red, dark red and blue are only classified correctly in Fig. 13(g) . In fact, most pixels of the red region in Fig. 13(n) are clustered correctly by Pol-CSNF, while the other five methods perform badly in this red region. In Figs. 13(o-u) , we found that the shape of the terrain in the middle of Fig. 13(p) resembles that of Fig. 13(o) . However, the colors in this region are different in Figs. 13(o) and (p), which means that some pixels of other classes are misclassified in this cluster. Figs. 13(p) and (u) have the most similar and regularly shape results, with smooth edges and the most appropriate color, which also suggests that our method outperforms the other methods. Above all, the classification experiment results conducted on the second real-world PolSAR image further demonstrate the superiority of the proposed Pol-CSNF method over the other five competitive algorithms for PolSAR image unsupervised classification.
IV. CONCLUSIONS AND FUTURE WORKS
Although many unsupervised classification algorithms have been proposed for PolSAR image classification task, how to effectively combine the features extracted from PolSAR images has received less attention. To address this problem, each feature vector constructed by a different number of single features extracted from the PolSAR image by using different feature extraction methods is considered a different data set. Inspired and motivated by the original similarity network fusion multiview learning method, consensus similarity network fusion (CSNF) is adopted for unsupervised classification of PolSAR images. The CSNF can integrate the advantages of multiple similarity matrices, which are constructed from multiple different feature vectors, by using a cross-network diffusion process. Therefore, a novel superpixel-based unsupervised classification framework for PolSAR images, based on CSNF, is proposed in this paper. First, a superpixel segmentation algorithm is implemented on the PolSAR image to generate several superpixel segments, which are used as the basic processing units for the subsequent PolSAR image unsupervised classification. Second, five feature vectors are extracted based on superpixels by using different feature extraction algorithms, i.e., Krogager decomposition, Yamaguchi4 decomposition, Cloude-Pottier's decomposition, HSI color extraction and stacked scattering power entropy and the copolarized ratio, and five corresponding similarity matrices are constructed accordingly. Third, CSNF is used to obtain a final fused similarity matrix with stronger discriminability for many kinds of terrains by combining the five similarity matrices using a cross-network diffusion process iteratively. Fourth, spectral clustering based on the final fused similarity matrix is used to cluster the PolSAR image into different numbers of terrain classes. Finally, a novel postprocessing procedure based on the dissimilarity measure is performed to further smooth the initial clusters and correct some misclassified pixels. The quantitative performance evaluations on a single simulated PolSAR image and a single real-world PolSAR data set from AirSAR demonstrate the availability of the proposed postprocessing strategy and the proposed Pol-CSNF algorithm in terms of four commonly used criteria, i.e., user accuracy (UA), product accuracy (PA), overall accuracy (OA) and kappa coefficient (K). The experimental results show how well each method classifies a real-world PolSAR image acquired by ESAR. This experiment further validates the feasibility and superiority of the proposed Pol-CSNF method when compared with five other state-of-the-art unsupervised classification algorithms.
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