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THE RADIAL MASA IN FREE ORTHOGONAL QUANTUM GROUPS
AMAURY FRESLON AND ROLAND VERGNIOUX
Abstract. We prove that the radial subalgebra in free orthogonal quantum group factors is maximal abelian
and mixing, and we compute the associated bimodule. The proof relies on new properties of the Jones-Wenzl
projections and on an estimate of certain scalar products of coefficients of irreducible representations.
1. Introduction
Discrete groups have been an important part of the theory of von Neumann algebras since its very be-
ginning. Taking advantage of their algebraic or geometric properties, one can build interesting families of
examples and counter-examples of von Neumann algebras, and get some insight into crucial structural prop-
erties like property (T) or approximation properties. In the last ten years, there has been an increasing
number of results showing that discrete quantum groups can also produce interesting examples of von Neu-
mann algebras. In this work, we continue this program by initiating the study of abelian subalgebras in von
Neumann algebras of discrete quantum groups.
The importance of abelian subalgebras in the study of von Neumann algebras has been long known and, as
already mentioned, group von Neumann algebras have played an important role in that history. For instance,
the subalgebra generated by one of the generating copies of Z inside the von Neumann algebra of the free
group F2 was proved by J. Dixmier to be maximal abelian [7], and by S. Popa to be maximal injective [14],
thus answering a long-standing question of R.V. Kadison. The fact that the subalgebra comes from a group
inclusion was crucial there.
Another example of abelian subalgebra in free group factors is the so-called radial (or laplacian) subalgebra,
which is the one generated by the sum of the generators and their inverses. This subalgebra does not come
from a subgroup, hence the aforementioned techniques do not apply. S. Radulescu introduced in [16] tools
to prove that this subalgebra, which was already known to be maximal abelian by work of S. Pytlik [15], is
singular. His techniques were later used again to prove that the radial subalgebra is maximal amenable [6].
For more background on maximal abelian subalgebras we refer to the book [19].
In this paper, we study the analogue of the radial subalgebra in free quantum group factors. More
precisely, we consider the free orthogonal quantum group of Kac type O+N and, inside its von Neumann
algebra L∞(O+N ), the subalgebra generated by the characters of irreducible representations. Recall that O
+
N
is a compact quantum group introduced in [23], whose discrete dual is a quantum analogue of a free group.
In particular L∞(O+N ) plays the role of a free group factor L(FN ). This analogy, dating back to the seminal
works of T. Banica [1], [2], has been supported since then by further work of several authors who proved
that the von Neumann algebra L∞(O+N ), for N > 3, indeed shares many properties with free group factors:
• it is a full factor with the Akemann-Ostrand property [20],
• it has the Haagerup property [4] and the completely contractive approximation property [11],
• it is strongly solid [12] and has property strong HH [9],
• it satisfies the Connes embedding conjecture [5].
As far as the radial subalgebra is concerned, the techniques of S. Radulescu do not apply in the quantum
case, because there is no clear way to mimic the construction of the so-called Radulescu basis. However, the
properties of the radial algebra mentioned previously can all be proved using another tool which we briefly
explain. Consider, for l ∈ N, the element wl ∈ L(FN ) which is the sum of all words of length l. Then, if x, x′
are two words of length k and y, y′ are two other words of length n, we have
(1) 〈(x− x′)wl, wl′(y − y′)〉 6 2min(k + 1, n + 1).
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This estimate can be proved by elementary counting arguments, similar to the ones in [18, Sec 4]. It can
then be used to prove maximal abelianness and singularity in one shot. We will use the same strategy here.
Elements of the form x−x′ with x and x′ of the same length k form a basis of the orthogonal of the radial
subalgebra in L(FN ), in the quantum case their role will be played by the coefficients ukξη of an irreducible
representation uk with respect to vectors ξ, η such that ξ is orthogonal to η. The role of wl will be played
by the character χl of the irreducible representation ul — note however that ‖wl‖2 = 2N(2N − 1)l−1 in
L2(FN ), whereas ‖χl‖2 = 1 in L2(O+N ). The estimate analogous to (1) that we will prove and use in the
present article is then stated as follows (see Theorem 4.3):
〈χlukξ′,η′ , unξ,ηχl′〉 6 Kqmax(l,l
′),
with q ∈]0, 1[. From this we will deduce all the results announced in the abstract.
Let us now outline the content of the paper. In Section 2, we recall some facts on compact quantum groups
and in particular on free orthogonal quantum groups. Since the geometry of their representation theory will
be crucial in the computations, we have to make some conventional choices and give the corresponding
explicit formulæ for several related objects.
Section 3 and 4 form the core of the paper. There we prove the announced estimate for scalar products
of coefficients and characters. The proof, presented in Section 4, is quite technical and relies on properties
of the so-called Jones-Wenzl projections which are of independent interest and are established in Section 3.
Eventually, we prove in Section 5 all our structural results on the radial subalgebra, namely that it is
maximal abelian, mixing and has spectral measure equivalent to the Lebesgue measure. The proofs here are
very simple using the main estimate and the arguments are certainly well-known to experts in von Neumann
algebras. Since however people interested in discrete quantum groups may not be so familiar with them, we
give full proofs. The paper ends with some remarks on the results of this work.
Acknowledgments. We would like to thank Éric Ricard and Cyril Houdayer for interesting conversations.
The first author was partially supported by the ERC Advanced Grant 339760 "Noncommutative distributions
in free probability".
2. Preliminaries
In this section we give the basic definitions and results needed in the paper. All scalar products will be
left-linear and we will denote by B(H) the algebra of all bounded operators on a Hilbert space H. When
considering an operator X ∈ B(H1 ⊗H2), we will use the leg-numbering notations,
X12 := X ⊗ 1,X23 := 1⊗X and X13 := (Σ⊗ 1)(1 ⊗X)(Σ ⊗ 1),
where Σ : H1 ⊗ H2 → H2 ⊗ H1 is the flip map. For any two vectors ξ, η ∈ H, we define a linear form
ωξη : B(H)→ C by ωξη(T ) = 〈T (ξ), η〉.
2.1. Compact quantum groups. We briefly review the theory of compact quantum groups as introduced
by S.L. Woronowicz in [25]. In the sequel, all tensor products of C*-algebras are spatial and we denote by
⊗ the tensor product of von Neumann algebras.
Definition 2.1. A compact quantum group G is a pair (C(G),∆) where C(G) is a unital C*-algebra and
∆ : C(G)→ C(G)⊗ C(G) is a unital ∗-homomorphism such that
(∆ ⊗ id) ◦∆ = (id⊗∆) ◦∆
and the spaces span{∆(C(G))(1⊗C(G))} and span{∆(C(G))(C(G)⊗ 1)} are both dense in C(G)⊗C(G).
According to [25, Thm 1.3], any compact quantum group G has a unique Haar state h ∈ C(G)∗, satisfying
(id⊗h) ◦∆(a) = h(a).1
(h⊗ id) ◦∆(a) = h(a).1
for all a ∈ C(G). Let (L2(G), πh,Ω) be the associated GNS construction and let Cred(G) be the image of C(G)
under the GNS representation πh. It is called the reduced C*-algebra of G and its bicommutant in B(L2(G))
is the von Neumann algebra of G, denoted by L∞(G). To study this object, we will use representations of
compact quantum groups.
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Definition 2.2. A representation of a compact quantum group G on a Hilbert space H is an operator
u ∈ L∞(G)⊗B(H) such that (∆ ⊗ id)(u) = u13u23. It is said to be unitary if the operator u is unitary.
Definition 2.3. Let G be a compact quantum group and let u and v be two representations of G on Hilbert
spaces Hu and Hv respectively. An intertwiner (or morphism) between u and v is a map T ∈ B(Hu,Hv)
such that v(id⊗T ) = (id⊗T )u. The set of intertwiners between u and v will be denoted by Hom(u, v).
A representation u is said to be irreducible if Hom(u, u) = C. id and it is said to be contained in v if
there is an injective intertwiner between u and v. We will say that two representations are equivalent (resp.
unitarily equivalent) if there is an intertwiner between them which is an isomorphism (resp. a unitary). Let
us define two fundamental operations on representations.
Definition 2.4. Let G be a compact quantum group and let u and v be two representations of G on Hilbert
spaces Hu and Hv respectively. The direct sum of u and v is the diagonal sum of the operators u and v seen
as an element of L∞(G)⊗B(Hu⊕Hv). It is a representation denoted by u⊕ v. The tensor product of u and
v is the element u12v13 ∈ L∞(G)⊗B(Hu ⊗Hv). It is a representation denoted by u⊗ v.
The theory of representations of compact groups can be generalized to this setting (see [25, Section 6]).
If u is a representation of G on a Hilbert space H and if ξ, η ∈ H, then uξη = (id⊗ωξη)(u) ∈ C(G) is called
a coefficient of u.
Theorem 2.5 (Woronowicz). Every representation of a compact quantum group is equivalent to a unitary
one. Every irreducible representation of a compact quantum group is finite-dimensional and every unitary
representation is unitarily equivalent to a sum of irreducible ones. Moreover, the linear span of the coefficients
of all irreducible representations is a dense Hopf ∗-subalgebra of C(G) denoted by Pol(G).
2.2. Irreducible representations. Let Irr(G) be the set of equivalence classes of irreducible unitary rep-
resentations of G. For α ∈ Irr(G), we will denote by uα a representative of the class α and by Hα the
finite-dimensional Hilbert space on which uα acts. The scalar product induced by the Haar state can be
easily computed on coefficients of irreducible representations by [25, Eq. 6.7]:〈
uαξη, u
β
ξ′η′
〉
= δα,β
〈ξ, ξ′〉〈η′, Qαη〉
dα
where Qα is a positive matrix determined by the representation α and dα = Tr(Qα) = Tr(Q−1α ) > 0 is called
the quantum dimension of α. Note that in general, dα is greater than dim(Hα). However, it is easy to see
that the two dimensions agree if and only if Qα = id. When this is the case for all α ∈ Irr(G) we say that
G is of Kac type.
Because the coefficients of irreducible representations are dense in C(G), it is enough to understand
products of those coefficients to describe the whole C*-algebra structure of C(G). For simplicity, we will
assume from now on that for any two irreducible representations α and β, every irreducible subrepresentation
of α ⊗ β appears with multiplicity one (this assumption will always be satisfied when considering free
orthogonal quantum groups). For such a subrepresentation γ of α ⊗ β, let vα,βγ be an isometric intertwiner
from Hγ to Hα ⊗Hβ. Then,
(2) uαξηu
β
ξ′η′ =
∑
γ⊂α⊗β
uγ
(vα,βγ )∗(ξ⊗ξ′),(v
α,β
γ )∗(η⊗η′)
.
Note that even though vα,βγ is only defined up to a complex number of modulus one, the sesquilinearity of the
scalar product ensures that the expression above is independent of this phase. We will also use the projection
Pα,βγ ∈ B(Hα ⊗Hβ) onto the γ-homogeneous component, Pα,βγ = vα,βγ vα,β∗γ , which is again independent of
the choice of vα,βγ .
For any α ∈ Irr(G), there is a unique (up to unitary equivalence) irreducible representation, called the
contragredient representation of α and denoted by α, such that Hom(ε, α ⊗ α) 6= {0} 6= Hom(ε, α ⊗ α),
ε denoting the trivial representation (i.e. the element 1 ⊗ 1 ∈ L∞(G) ⊗ C). We choose morphisms tα ∈
Hom(ε, α ⊗ α) and sα ∈ Hom(ε, α ⊗ α) connected by the conjugate equation
(idα⊗s∗α)(tα ⊗ idα) = idα,
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and normalized so that ‖sα‖ = ‖tα‖ =
√
dα. Then, tα is unique up to a phase and sα is determined by tα.
The morphism tα induces a conjugate-linear isomorphism jα : Hα → Hα such that, setting jα(ξ) = ξ,
tα =
dim(Hα)∑
i=1
ei ⊗ ei
for any orthonormal basis (ei)i of Hα. Note that jα need not be a multiple of a conjugate-linear isometry
in general — this is however the case if G is of Kac type. Let us also record the general fact that the map
vα,βγ : Hγ → Hβ ⊗Hα defined by
ξ 7→ Σ(vα,βγ (ξ))¯⊗¯
is an isometric morphism from γ to β ⊗ α. In particular, when there is no multiplicity in the fusion rules
vα,βγ coincides with v
β,α
γ up to a complex number of modulus one.
2.3. Free orthogonal quantum groups. We will be concerned in the sequel with the free orthogonal
quantum groups introduced by S. Wang and A. van Daele in [23] and [21]. This subsection is devoted to
briefly recalling their definition and main properties.
Definition 2.6. For N ∈ N, we denote by C(O+N ) the universal unital C*-algebra generated by N2 self-
adjoint elements (uij)16i,j6N such that the matrix u = (uij) is unitary. For Q ∈ GLN (C), we denote by
C(O+(Q)) the unital C*-algebra generated by N2 elements (uij)16i,j6N such that the matrix u = (uij) is
unitary and QuQ−1 = u, where u = (u∗ij).
One can check that there is a unique ∗-homomorphism ∆ : C(O+(Q)) → C(O+(Q)) ⊗ C(O+(Q)) such
that for all i, j,
∆(uij) =
N∑
i,j=0
uik ⊗ ukj.
Definition 2.7. The pair O+N = (C(O
+
N ),∆) is called the free orthogonal quantum group of size N . The pair
O+(Q) = (C(O+(Q)),∆) is called the free orthogonal quantum group of parameter Q.
One can show that the compact quantum group O+(Q) is of Kac type if and only if Q is a scalar multiple
of a unitary matrix. Although all results of this article apply to general free orthogonal quantum groups of
Kac type with N > 3, we will restrict for simplicity to the case of O+N — see Section 5 for comments about
the non-Kac type. The representation theory of free orthogonal quantum groups was computed by T. Banica
in [1]:
Theorem 2.8 (Banica). The equivalence classes of irreducible representations of O+N are indexed by the set
of integers (u0 being the trivial representation and u1 = u the fundamental one), each one is isomorphic to
its contragredient and the tensor product is given inductively by
u1 ⊗ un = un+1 ⊕ un−1.
If N = 2, then dn = n+ 1. Otherwise,
dn =
qn+1 − q−n−1
q − q−1 ,
where q + q−1 = N and 0 < q < 1. Moreover, O+N is of Kac type, hence dn = dim(Hn).
There is an elementary estimate on dn given by q−n(1− q2) 6 dn 6 q−n/(1 − q2) . We will use it several
times in the sequel without referring to it explicitly.
To be able to do computations, we will use a particular set of representatives of the irreducible represen-
tations. More precisely, let H1 = CN be the carrier space of the fundamental representation u = u1. Then,
for each n ∈ N, we let Hn be the unique subspace of H⊗n1 on which the restriction of u⊗n is equivalent to
un. We denote by idn the identity of Hn.
It is easy to check that the map t1 =
∑N
i=1 ei⊗ei satisfies the requirements for the distinguished morphism
tu ∈ Hom(ε, u ⊗ u) as defined in the previous subsection, with u¯ = u and s1 = t1. We fix this choice in the
rest of the article and we set
tn = (Pn ⊗ Pn)(t1)1,2n(t1)2,2n−1 . . . (t1)n,n+1 ∈ Hn ⊗Hn.
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We then have sn = tn, jn ◦ jn = idn, and jn is a conjugate linear unitary. The standard trace on B(Hn) is
given by
Trn(f) = t
∗
n(f ⊗ id)tn
and the normalized trace by trn(f) = d−1n Trn(f). Moreover, writing again ζ = jn(ζ) for ζ ∈ Hn we have
t∗n(ζ ⊗ idn) = ζ∗ and t∗n(idn⊗ζ) = s∗n(idn⊗ζ) = ζ∗.
We will denote by Pn the orthogonal projection from H
⊗n
1 onto Hn, sometimes called the Jones-Wenzl
projection. Note that if a + b = n, then Pn(Pa ⊗ Pb) = Pn, so that we may also see Pn as an element of
B(Ha ⊗Hb). In other words we have, with the notation of the previous subsection, Pn = P a,bn for any a, b
such that a+ b = n. The sequence of projections (Pn)n∈N satisfies the so-called Wenzl recursion relation (see
for instance [10, Eq 3.8] or [20, Eq 7.4]):
(3) Pn = (Pn−1 ⊗ id1) +
n−1∑
l=1
(−1)n−l dl−1
dn−1
(
id
⊗(l−1)
1 ⊗t1 ⊗ id⊗(n−l−1)1 ⊗t∗1
)
(Pn−1 ⊗ id1).
We also record the following obvious fact, which will be used frequently in the sequel without explicit
reference: for any a, b we have (ida⊗t1 ⊗ idb)∗Pa+b+2 = 0. Indeed the image of (ida⊗t1 ⊗ idb)∗ is contained
in Ha ⊗Hb which has no component equivalent to Ha+b+2. A first application is the following reduced form
of the Wenzl relation above, which is actually the original relation presented in [24]:
(4) Pn = (Pn−1 ⊗ id1)− dn−2
dn−1
(Pn−1 ⊗ id1)
(
id
⊗(n−2)
1 ⊗t1t∗1
)
(Pn−1 ⊗ id1).
We also have a reflected version as follows:
(5) Pn = (id1⊗Pn−1)− dn−2
dn−1
(id1⊗Pn−1)
(
t1t
∗
1 ⊗ id⊗(n−2)1
)
(id1⊗Pn−1).
3. Manipulating the Jones-Wenzl projections
In this section we establish two results concerning the sequence of projections Pn in the representation
category of O+N . The first one studies partial traces of these projections, while the second one is a kind of
generalization of Wenzl’s recursion relation.
3.1. Partial traces of projections. The first result we need concerns projections onto irreducible repre-
sentations that are cut down by a trace. To explain what is going on, let us first consider two integers
a, b ∈ N. Then, the operator
xa,b = (ida⊗ trb)(Pa+b) = d−1b (ida⊗t∗b)(Pa+b ⊗ idb)(ida⊗tb) ∈ B(Hα)
is a scalar multiple of the identity because it is an intertwiner and ua is irreducible. Of course, the same
holds for (trb⊗ idc)(Pb+c) ∈ B(Hc). However in general xa,b,c = (ida⊗ trb⊗ idc)(Pa+b+c) is not a scalar
multiple of the identity. In fact, an easy explicit computation already shows that x1,1,1 ∈ B(H1 ⊗H1) is a
non-trivial linear combination of the identity and the flip map, in particular it is not even an intertwiner.
Proposition 3.2, which is the main result of this subsection, shows that when b tends to +∞, the partially
traced projection xa,b,c becomes asymptotically scalar.
To prove this, we need a lemma concerning the following construction: for a linear map f ∈ B(Hk), we
define its rotated version ρ(f) by
ρ(f) = (Pk ⊗ t∗1)(id1⊗f ⊗ id1)(t1 ⊗ Pk) ∈ B(Hk).
Diagrammatically, this transformation is represented as follows:
✝ ✆
☎✞
♣♣♣
♣♣♣
♣♣♣
♣♣♣
pk
pk
ρ(f) = f
In the sequel, ‖.‖HS will denote the non-normalized Hilbert-Schmidt norm, i.e. ‖f‖2HS = Tr(f∗f).
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Lemma 3.1. For any f ∈ B(Hk), Tr(ρ(f)) = (−1)k−1 Tr(f)/dk−1. Moreover, we have ‖ρ(f)‖HS 6 ‖f‖HS.
Proof. For k = 1 we have
Tr(ρ(f)) = t∗1(id
⊗2
1 ⊗t∗1)(id⊗21 ⊗f ⊗ id1)(id1⊗t1 ⊗ id1)t1
= t∗1(f ⊗ id1)(t∗1 ⊗ id⊗21 )(id1⊗t1 ⊗ id1)t1
= t∗1(f ⊗ id1)t1 = Tr(f).
On diagrams, computing the trace corresponds to connecting upper and lower points pairwise by non-crossing
lines on the left or on the right. Representing this by dotted lines for clarity, the computation above can be
pictured as follows:
☎✞
✝ ✆
f =Tr(ρ(f)) = = Tr(f)f
When k > 2, we first perform the transformation
Tr(ρ(f)) = Tr((Pk ⊗ t∗1)(id1⊗f ⊗ id1)(t1 ⊗ id⊗k1 ))
= Tr((id⊗k−11 ⊗t∗1)(Pk ⊗ id1)(id1⊗f)(t1 ⊗ id⊗k−11 ))
which can be diagrammatically represented as follows:
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
☎✞
✝ ✆
☎✞
✝ ✆
Tr(ρ(f)) = =
f f
pk pk
Then, we use the adjoint of Wenzl’s formula (3). The term with Pk−1 ⊗ id1 yields
Tr
(
(id
⊗(k−1)
1 ⊗t∗1)(Pk−1 ⊗ id⊗21 )(id1⊗f)(t1 ⊗ id⊗(k−1)1 )
)
= Tr
(
(Pk−1 ⊗ t∗1)(id1⊗f)(t1 ⊗ id⊗(k−1)1 )
)
.
This vanishes because the range of f is contained in Hk and id
⊗(k−2)
1 ⊗t∗1 is an intertwiner to H⊗(k−2)1 ,
which contains no subrepresentation equivalent to Hk. The terms from (3) with l > 1 also vanish because
(id
⊗(l−1)
1 ⊗t∗1 ⊗ id⊗(k−l−1)1 ⊗t1 ⊗ id1)(id1⊗f) = 0 for the same reason as before. Hence, we are left with
Tr(ρ(f)) =
(−1)k−1
dk−1
Tr
(
(Pk−1 ⊗ t∗1)(t∗1 ⊗ id⊗(k−2)1 ⊗t1 ⊗ id1)(id1⊗f)(t1 ⊗ id⊗(k−1)1 )
)
=
(−1)k−1
dk−1
Tr
(
Pk−1(t
∗
1 ⊗ id⊗(k−1)1 )(id1⊗f)(t1 ⊗ id⊗(k−1)1 )
)
=
(−1)k−1
dk−1
Tr(f).
Here is the diagrammatic computation:
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
♣ ♣ ♣
☎✞
☎✞
✝ ✆
✝ ✆
☎✞
✝ ✆
✑
✑
✑
✑ pk−1
ff
=
pk−1
= Tr(f).
For the Hilbert-Schmidt norm, we have
Tr(ρ(f)∗ρ(f)) = Tr (t∗1 ⊗ Pk)(id1⊗f∗ ⊗ id1)(Pk ⊗ t1t∗1)(id1⊗f ⊗ id1)(t1 ⊗ Pk)
6 Tr
(
(t∗1 ⊗ id⊗k1 )(id1⊗f∗ ⊗ id1)(id⊗k1 ⊗t1t∗1)(id1⊗f ⊗ id1)(t1 ⊗ id⊗k1 )
)
= Tr
(
(t∗1 ⊗ id⊗k−11 ⊗t∗1)(id1⊗f∗ ⊗ id⊗21 )(id⊗k1 ⊗t1t∗1 ⊗ id1)(id1⊗f ⊗ id⊗21 )(t1 ⊗ id⊗k−11 ⊗t1)
)
= Tr
(
(t∗1 ⊗ id⊗k−11 )(id1⊗f∗)(id1⊗f)(t1 ⊗ id⊗k−11 )
)
= Tr(f∗f).
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Proposition 3.2. Assume that N > 2. Let a, b, c ∈ N and consider the operator
xa,b,c = (ida⊗ trb⊗ idc)(Pa+b+c) : Ha ⊗Hc → Ha ⊗Hc.
Then, there exist two constants λa,c > 0 and Da,c > 0 depending only on N , a and c such that
‖xa,b,c − λa,c(ida⊗ idc)‖ 6 Da,cqb.
In particular xa,b,c → λa,c(ida⊗ idc) as b→∞.
Proof. For convenience, the proof will be done with the non-normalized trace, and hence we consider the
non-normalized operator Xa,b,c = (ida⊗Trb⊗ idc)(Pa+b+c) = dbxa,b,c. We first observe that
(Tra⊗Trc)(Xa,b,c) = Tr(Pa+b+c) = da+b+c = dbq−a−c +O(qb)
and accordingly set
λa,c = q
−a−c/dadc and X
′
a,b,c = Xa,b,c − dbλa,c(ida⊗ idc).
With this notation, we have Tr(X ′a,b,c) = O(q
b) and we want to show that ‖X ′a,b,c‖ 6 Da,c. We will prove
that
|(Tra⊗Trc)(X ′a,b,cf)| 6 Da,c‖f‖HS
for any f ∈ B(Ha ⊗ Hc). Moreover any such f can be decomposed into a multiple of the identity and a
map with zero trace, and since the estimate is satisfied for f = id by our choice of λa,c we can assume
(Tra⊗Trc)(f) = 0. Eventually, we note that in this case (Tra⊗Trc)(X ′a,b,cf) = (Tra⊗Trc)(Xa,b,cf).
Now we observe that (Tra⊗Trc)(Xa,b,cf) = Tr(Pa+b+cf13) where Tr is the trace of H⊗(a+b+c)1 , and we use
Wenzl’s formula (3) to write
Tr(Xa,b,cf) =Tr((Pa+b+c−1 ⊗ id1)f13)
+
a+b+c−1∑
l=1
(−1)a+b+c−l dl−1
da+b+c−1
Tr
(
(id
⊗(l−1)
1 ⊗t1 ⊗ id⊗(a+b+c−l−1)1 ⊗t∗1)(Pa+b+c−1 ⊗ id1)f13
)
.
Moreover, one can factor Pa⊗Pb⊗Pc out of the right side of (Pa+b+c−1⊗ id1)f13. Since Pk(id⊗t1⊗ id) = 0
on H⊗(k−2)1 , we see that (Pa⊗Pb⊗Pc)(id⊗(l−1)1 ⊗t1⊗ id⊗(a+b+c−l−1)1 ) = 0 if l 6= a and l 6= a+ b. Hence there
are only three terms to bound in the expression above.
The first term is equal to
Tr((Pa+b+c−1 ⊗ id1)f13) = Tr(Xa,b,c−1f ♭),
where f ♭ = (ida⊗ idc−1⊗Tr1)(f) satisfies Tr(f ♭) = 0 and ‖f ♭‖HS 6
√
d1‖f‖HS. For l = a, we use the trivial
bound
da−1
da+b+c−1
× ‖f13‖HS × ‖t1‖2 × ‖Pa+b+c−1 ⊗ id1 ‖HS = d
3/2
1 da−1
√
db√
da+b+c−1
‖f‖HS.
For l = a+b, if we denote the term we are interested in by Y , we have, with f =
∑
f(1)⊗f(2) ∈ B(Ha)⊗B(Hc),
Y = Tr
(
(id
⊗(a+b−1)
1 ⊗t1 ⊗ id⊗(c−1)1 ⊗t∗1)(Pa+b+c−1 ⊗ id1)f13
)
= Tr
(
(id
⊗(a+b+c−2)
1 ⊗t∗1)(Pa+b+c−1 ⊗ id1)f13(id⊗(a+b−1)1 ⊗t1 ⊗ id⊗(c−1)1 )
)
= Tr
(
(id
⊗(a+b+c−2)
1 ⊗t∗1)(Pa+b+c−1 ⊗ (t∗1 ⊗ id1)(id1⊗t1))f13(id⊗(a+b−1)1 ⊗t1 ⊗ id⊗(c−1)1 )
)
= Tr
(
(id
⊗(a+b+c−2)
1 ⊗t∗1)([(Pa+b+c−1 ⊗ t∗1)(f13 ⊗ id1)(id(a+b−1)1 ⊗t1 ⊗ id⊗c1 )]⊗ id1)(id⊗(a+b+c−2)1 ⊗t1)
)
=
∑
Tr
(
(Pa+b+c−1 ⊗ t∗1)(f(1) ⊗ idb−1⊗f(2) ⊗ id1)(id⊗(a+b−1)1 ⊗t1 ⊗ id⊗c1 )
)
= Tr(Pa+(b−1)+cf
♯
13) = Tr(Xa,b−1,cf
♯)
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where f ♯ = (ida⊗ρ)(f) satisfies Tr(f ♯) = 0 and ‖f ♯‖HS 6 ‖f‖HS by Lemma 3.1. Here is the diagrammatic
version of the previous computation,
♣ ♣♣♣ ♣♣♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣
♣ ♣♣♣ ♣♣
✝ ✆☎✞ ✝ ✆
☎✞
☎✞
✝ ✆
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
pa+b+c−1
f(1) f(2) f(2)
f(2)
pa+b+c−1
f(1)
pa+b+c−1
f(1)
=
=
We recognize indeed ρ(f(2)) in the last diagram. The projections Pc included in the definition of ρ(f(2)) do
not appear on the diagram since they are absorbed by Pa+b+c−1 (through the trace for one of them), but
they must be taken into account. Summing up, we have
(6) |Tr(Xa,b,cf)| 6 |Tr(Xa,b,c−1f ♭)|+ da+b−1
da+b+c−1
|Tr(Xa,b−1,cf ♯)|+ d
3/2
1 da−1
√
db√
da+b+c−1
‖f‖HS.
We will now proceed by induction on c with the following induction hypothesis
H(c): "for all a ∈ N there exists a constant Da,c such that for all b ∈ N and all f ∈ B(Ha ⊗Hc) satisfying
Tr(f) = 0 we have |Tr(Xa,b,cf)| 6 Da,c‖f‖HS".
Recall that H(0) holds with Da,c = 0 because Xa,b,0 is an intertwiner, hence a multiple of the identity.
Now we take c > 0, we assume that H(c− 1) holds and we apply it to the first term in the right-hand side
of Equation (6). Since ‖f ♭‖HS 6
√
d1‖f‖HS and db 6 da+b+c−1, this yields
|Tr(Xa,b,cf)| 6 (
√
d1Da,c−1 + d
3/2
1 da−1)‖f‖HS +
da+b−1
da+b+c−1
|Tr(Xa,b−1,cf ♯)|.
We set D′ = max(
√
d1Da,c−1 + d
3/2
1 da−1,
√
da+c) and we iterate the inequality above over b. Noticing that
|Tr(Xa,0,cf ♯b)| 6
√
da+c‖f ♯b‖HS 6 D′‖f ♯b‖HS this yields, with the convention that the product equals 1 for
l = 0:
|Tr(Xa,b,cf)| 6 D′
b∑
l=0
‖f ♯l‖
(
b∏
t=b−l+1
da+t−1
da+t+c−1
)
.
Using the inequality ‖f ♯‖HS 6 ‖f‖HS , as well as the estimate dx/dy 6 qy−x for x < y and the fact that
|q| < 1 if N > 2, we see that H(c) holds:
|Tr(Xa,b,cf)| 6 D′‖f‖HS
b∑
l=0
qlc 6 D′‖f‖HS
∞∑
l=0
qlc.

It is clear from the beginning of the proof that the Proposition 3.2 has the following equivalent formulation,
which we will use for the proof of Theorem 4.3:
Corollary 3.3. Assume that N > 2. For any a, c ∈ N and any f ∈ B(Ha ⊗Hc) such that Tr(f) = 0, there
exists a constant Da,c such that we have, for any b ∈ N:
|Tr(Pa+b+cf13)| 6 Da,c‖f‖HS.
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3.2. A variation on Wenzl’s recursion formula. The second result can be called a "higher weight"
version of Wenzl’s recursion formula (5). As a matter of fact, let ζ =
∑
ζ(1)⊗ζ(2) be a vector inH2 ⊂ H1⊗H1.
Then, the map f =
∑
ζ(2)ζ
(1)∗ ∈ B(H1) has trace 0, so that applying Tr1(f · ) ⊗ idn−1 to both sides of
Equation (5) yields∑
(ζ
∗
(1) ⊗ idn−1)Pn(ζ(2) ⊗ idn−1) = −
dn−2
dn−1
∑
Pn−1(ζ(1)ζ
∗
(2) ⊗ idn−2)Pn−1.
What we are going to prove is a similar equality but with ζ being any highest weight vector, i.e. ζ ∈ Hp+q ⊂
Hp ⊗Hq for arbitrary p and q.
Lemma 3.4. Let ζ ∈ Hp+q be decomposed as ζ =
∑
ζ(1) ⊗ ζ(2) ∈ Hp⊗Hq and ζ =
∑
ζ(1) ⊗ ζ(2) ∈ Hq ⊗Hp.
For all n > p+ q, there exist αnp,q ∈ C such that∑
(ζ
(1)∗ ⊗ idn−p)Pn(ζ(2) ⊗ idn−q) = αnp,q
∑
Pn−p(ζ(1)ζ
∗
(2) ⊗ idn−p−q)Pn−q(7) ∑
(idn−p⊗ζ(1)∗)Pn(idn−q ⊗ζ(2)) = αnp,q
∑
Pn−p(idn−p−q⊗ζ(1)ζ∗(2))Pn−q.(8)
Moreover, there exist constants Cp,q > 0 such that for all n ∈ N, Cp,q 6 |αnp,q| 6 1.
Proof. Let us first note that the second equality follows from the first one by conjugation, hence we will only
focus on the first one. If p = 0, then
Pn(ζ
(2) ⊗ idn−q) = Pn(ζ(2) ⊗ idn−q)Pn−q = Pn(ζ(1) ⊗ idn−q)Pn−q
and the result is proved with αn0,q = 1 for all n. Similarly, the result holds for q = 0 with α
n
p,0 = 1. We will
proceed by induction on p and q with the induction hypothesis
HN : "For any p, q with p+ q 6 N , there exists a constant Cp,q > 0 such that for all n > p+ q,
there is a constant αnp,q such that Equations (7) and (8) hold and Cp,q 6 |αnp,q| 6 1."
As we have seen, H0 and H1 hold, so let us assume HN and consider p, q > 1 such that p + q = N + 1. In
order to use the induction hypothesis, we refine the decompositions of ζ in the following way:
ζ(1) =
∑
ζ(11) ⊗ ζ(12) ∈ Hp−1 ⊗H1,
ζ(1) =
∑
ζ
(1)
(1) ⊗ ζ
(1)
(2) ∈ H1 ⊗Hp−1,
ζ(2) =
∑
ζ(21) ⊗ ζ(22) ∈ H1 ⊗Hq−1,
ζ(2) =
∑
ζ
(2)
(1) ⊗ ζ
(2)
(2) ∈ Hq−1 ⊗H1.
Applying the map
∑
(ζ
(1)∗⊗ idn−p)( · )(ζ(2) ⊗ idn−q) to Wenzl’s formula (5), the first term on the right-hand
side reads ∑
(ζ
(12)∗ ⊗ ζ(11)∗ ⊗ idn−p)(id1⊗Pn−1)(ζ(21) ⊗ ζ(22) ⊗ idn−q)
=
∑
ζ
(12)∗
(ζ(21))(ζ
(11)∗ ⊗ idn−p)Pn−1(ζ(22) ⊗ idn−q).
Consider the linear map T : Hp−1⊗Hq−1 → B(Hn−q,Hn−p) defined by T (x⊗y) = (x∗⊗idn−p)Pn−1(y⊗idn−q).
Then, the term above equals
T
(∑
ζ
(12)∗
(ζ(21))(ζ(11) ⊗ ζ(22))
)
= T ((idp−1⊗t∗1 ⊗ idq−1)(ζ)) .
The argument of T on the right-hand side vanishes because ζ is a highest weight vector, so that the whole
term vanishes. Coming back to (5) and setting L =
∑
(ζ
(1)∗ ⊗ idn−p)Pn(ζ(2) ⊗ idn−q), we thus have
L = −dn−2
dn−1
∑
(ζ
(1)∗ ⊗ idn−p)(id1⊗Pn−1)(t1t∗1 ⊗ idn−2)(id1⊗Pn−1)(ζ(2) ⊗ idn−q)
= −dn−2
dn−1
∑
(ζ
(11)∗ ⊗ idn−p)Pn−1(ζ(12)∗ ⊗ idn−1)(t1t∗1 ⊗ idn−2)(ζ(21) ⊗ idn−1)Pn−1(ζ(22) ⊗ idn−q)
= −dn−2
dn−1
∑
(ζ
(11)∗ ⊗ idn−p)Pn−1(ζ(12)ζ(21)∗ ⊗ idn−2)Pn−1(ζ(22) ⊗ idn−q).
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Now we apply HN to ζ(1) (with p′ = p− 1, q′ = 1) and to ζ(2) (with p′ = 1, q′ = q − 1) to get
L = −dn−2
dn−1
αn−1p−1,1α
n−1
1,q−1
∑(
Pn−p(ζ
(1)
(1)ζ
(1)∗
(2) ⊗ idn−p−1)Pn−2
)(
Pn−2(ζ
(2)
(1)ζ
(2)∗
(2) ⊗ idn−q−1)Pn−q
)
.
The last step is to apply again the induction hypothesis. To do this, we need to refine once more our
decomposition by setting
ζ =
∑
η(1) ⊗ η(2) ⊗ η(3) ∈ H1 ⊗Hp+q−2 ⊗H1
η(2) =
∑
η(21) ⊗ η(22) ∈ Hp−1 ⊗Hq−1
η(2) =
∑
η
(2)
(1) ⊗ η
(2)
(2) ∈ Hq−1 ⊗Hp−1.
Note that in the above computations we can replace everywhere ζ(1)(1) , ζ
(1)
(2) , ζ
(2)
(1) and ζ
(2)
(2) respectively by η
(1),
η(21), η(22) and η(3). Thus, applying HN to η(2) (with p′ = p− 1, q′ = q − 1) yields
L = −dn−2
dn−1
αn−1p−1,1α
n−1
1,q−1α
n−2
p−1,q−1
∑
Pn−p(η
(1) ⊗ idn−p−1)
Pn−p−1(η
(2)
(1)η
(2)∗
(2) ⊗ idn−p−q)Pn−q−1(η(3)∗ ⊗ idn−q−1)Pn−q
= −dn−2
dn−1
αn−1p−1,1α
n−1
1,q−1α
n−2
p−1,q−1
∑
Pn−p
(
(η(1) ⊗ η(2)
(1)
)(η(3)∗ ⊗ η(2)∗
(2)
)⊗ idn−p−q
)
Pn−q
= −dn−2
dn−1
αn−1p−1,1α
n−1
1,q−1α
n−2
p−1,q−1
∑
Pn−p(ζ(1)ζ
∗
(2) ⊗ idn−p−q)Pn−q.
This proves Equation (7) for p and q and as mentioned at the beginning of the proof, Equation (8) follows
by conjugation. Moreover, we see that
|αnp,q| >
dn−2
dn−1
Cp−1,1C1,q−1Cp−1,q−1 >
1
d1
Cp−1,1C1,q−1Cp−1,q−1 > 0
hence HN+1 holds and the proof is complete. 
4. The key estimate
We now turn to the main technical result of this article, Theorem 4.3, which concerns the behavior of the
scalar product 〈χlukξ′η′ , unξηχl′〉 as l, l′ tend to +∞. Its proof will span the whole of this section.
We start by recalling two technical lemmata from the literature on free orthogonal quantum groups. The
first one gives a norm estimate for some explicit intertwiners in tensor products of irreducible representations.
For any four integers l, k, m and a such that k + l = m+ 2a, the map(
V l,km
)∗
= Pm(idl−a⊗t∗a ⊗ idk−a)
is an intertwiner from Hl ⊗Hk to Hm, hence there is a scalar κl,km such that vl,km = κl,km V l,km is an isometric
intertwiner. The scalar κl,km can be explicitly computed, see [22]. However, we will only need the following
consequence of this computation.
Lemma 4.1. There exists a constant Ba, depending only on a and N , such that for all k, l and m = k+l−2a
we have
∣∣∣κl,km ∣∣∣ 6 Ba.
Proof. This is a consequence of the estimates given in [22, Lem 4.8], see also [9]. The sequence (Ba)a diverges
exponentially as q−a/2. 
We will also need the following estimates which were already used in [20] and [9].
Lemma 4.2. Let x, y and z be integers and let µ 6= x+ y+ z be a subrepresentation of both x⊗ (y+ z) and
(x+ y)⊗ z. Then, there exists a constant A > 0 depending only on N such that
‖(idx⊗Py+z)(Px+y ⊗ idz)− Px+y+z‖ 6 Aqy and ‖P x,y+zµ P x+y,zµ ‖ 6 Aqy.
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Proof. The first inequation is [20, Lem A.4]. For the second one, note that P x,y+zµ Px+y+z = 0 = Px+y+zP
x+y,z
µ
because µ is not the highest weight. Thus, we have
‖P x,y+zµ P x+y,zµ ‖ = ‖P x,y+zµ ((idx⊗Py+z)(Px+y ⊗ idz)− Px+y+z)P x+y,zµ ‖
6 ‖P x,y+zµ ‖‖(idx⊗Py+z)(Px+y ⊗ idz)− Px+y+z‖‖P x+y,zµ ‖
6 ‖(idx⊗Py+z)(Px+y ⊗ idz)− Px+y+z‖
6 Aqy.

We now state and prove an estimate, as l, l′ tend to +∞, about the scalar product between products of
the characters χl, χl′ with coefficients of fixed representations. Since χl, χl′ have norm 1 in the GNS space
L2(G), it is clear that these scalar products are bounded when l, l′ tend to +∞. However one can do much
better:
Theorem 4.3. Assume that N > 2. Let k, n be integers, let ξ, η ∈ Hn be orthogonal unit vectors and let
ξ′, η′ ∈ Hk be arbitrary unit vectors. Then, there exists K > 0 such that we have, for all integers l, l′:∣∣∣〈χlukξ′η′ , unξηχl′〉∣∣∣ 6 Kqmax(l,l′).
In particular
∣∣∣〈χlukξ′η′ , unξηχl′〉∣∣∣→ 0 when l or l′ tends to +∞.
Proof. The proof will consist of the following steps:
1. computation of the scalar product as a sum S =
∑
Sm in the category of representations,
2. simplification of Sm into Tm,
3. expression of Tm as a trace,
4. application of Lemma 3.4 to reduce the trace,
5. application of Proposition 3.2 to estimate the trace,
6. backtracking of all approximations.
Step 1. We compute the products and the scalar product using the formulæ given in Subsection 2.2:
S =
〈
χlu
k
ξ′η′ , u
n
ξηχl′
〉
=
dl∑
i=1
dl′∑
j=1
〈
uleieiu
k
ξ′η′ , u
n
ξηu
l′
ejej
〉
=
dl∑
i=1
dl′∑
j=1
+∞∑
m=0
〈
um
vl,k∗m (ei⊗ξ′),v
l,k∗
m (ei⊗η′)
, um
vn,l
′
∗
m (ξ⊗ej),v
n,l′∗
m (η⊗ej )
〉
=
dl∑
i=1
dl′∑
j=1
+∞∑
m=0
1
dm
〈
vl,k∗m (ei ⊗ ξ′), vn,l
′∗
m (ξ ⊗ ej)
〉〈
vn,l
′∗
m (η ⊗ ej), vl,k∗m (ei ⊗ η′)
〉
=
dl∑
i=1
dl′∑
j=1
+∞∑
m=0
1
dm
〈
vl,k∗m (ei ⊗ ξ′), vn,l
′∗
m (ξ ⊗ ej)
〉〈
vk,l∗m (η
′ ⊗ ei), vl′,n∗m (ej ⊗ η)
〉
=
+∞∑
m=0
1
dm
〈(
vl,km ⊗ vk,lm
)∗
◦ (Σ⊗Σ) (ξ′ ⊗ tl ⊗ η′),
(
vn,l
′
m ⊗ vl
′,n
m
)∗
(ξ ⊗ tl′ ⊗ η)
〉
.(9)
Let us denote by Sm the m-th term in brackets in (9) and note that it can only be non-zero if um is a
subrepresentation of both uk ⊗ ul and un ⊗ ul′ . This means that there are integers a and b such that
l + k = m+ 2a and n+ l′ = m+ 2b.
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Note that l− n+ b− a = l′ − k+ a− b and let us denote by c this number. To estimate Sm, we will use the
explicit formula for the intertwiners given just before Lemma 4.1:
(
vl,km
)∗
= κklmPm(idl−a⊗t∗a ⊗ idk−a),
(
vk,lm
)∗
= κklmPm(idk−a⊗t∗a ⊗ idl−a),(
vl
′,n
m
)∗
= κnl
′
m Pm(idl′−b⊗t∗b ⊗ idn−b),
(
vn,l
′
m
)∗
= κnl
′
m Pm(idn−b⊗t∗b ⊗ idl′−b).
so that (9) becomes:
Sm =
(
κklm
)2 (
κnl
′
m
)2 〈
(Pm ⊗ Pm)
(
idl−a⊗t∗a ⊗ id⊗2k−a⊗t∗a ⊗ idl−a
)
(Σ⊗ Σ)(ξ′ ⊗ tl ⊗ η′) ,
(Pm ⊗ Pm)
(
idn−b⊗t∗b ⊗ id⊗2l′−b⊗t∗b ⊗ idn−b
)
(ξ ⊗ tl′ ⊗ η)
〉
.
Step 2. Let us set, for 0 6 µ, µ′ 6 m,
Smµ,µ′ =
〈
(P l−a,k−aµ ⊗ P k−a,l−aµ′ )
(
idl−a⊗t∗a ⊗ id⊗2k−a⊗t∗a ⊗ idl−a
)
(Σ ⊗ Σ)(ξ′ ⊗ tl ⊗ η′) ,
(Pn−b,l
′−b
µ ⊗ P l
′−b,n−b
µ′ )
(
idn−b⊗t∗b ⊗ id⊗2l′−b⊗t∗b ⊗ idn−b
)
(ξ ⊗ tl′ ⊗ η)
〉
so that Sm = (κklmκ
nl′
m )
2Smm,m. If µ or µ
′ is strictly less than m, then we know by Lemma 4.2 that there is a
constant A depending only on N such that either
∥∥∥P l−a,k−aµ Pn−b,l′−bµ ∥∥∥ 6 Aql−a−(n−b) or ∥∥∥P k−a,l−aµ′ P l′−b,n−bµ′ ∥∥∥ 6 Aql−a−(n−b).
This gives the bound |Smµ,µ′ | 6 A‖tl‖‖tl′‖‖ta‖2‖tb‖2qc = A
√
dl
√
dl′dadbq
c which will be used in the end to
estimate Sm. Let us expand back the vectors tl =
∑
elt ⊗ elt and tl′ =
∑
el
′
s ⊗ el
′
s and introduce
Tm =
dl∑
t=1
dl′∑
s=1
〈(
idl−a⊗t∗a ⊗ id⊗2k−a⊗t∗a ⊗ idl−a
)
(elt ⊗ ξ′ ⊗ η′ ⊗ elt) ,
(
idn−b⊗t∗b ⊗ id⊗2l′−b⊗t∗a ⊗ idn−b)
)
(ξ ⊗ el′s ⊗ el
′
s ⊗ η)
〉
so that Sm = (κklm)
2(κnl
′
m )
2(Tm −∑Smµ,µ′), where the sum runs over all (µ, µ′) 6= (m,m).
Step 3. The problem is now to estimate Tm, using the following tensor decomposition of the vectors ξ,
η, ξ′ and η′ in Sweedler’s notation:
ξ =
∑
ξ(1) ⊗ ξ(2) ∈ Hn−b ⊗Hb,
η =
∑
η(1) ⊗ η(2) ∈ Hn−b ⊗Hb,
ξ′ =
∑
ξ′(1) ⊗ ξ′(2) ∈ Ha ⊗Hk−a,
η′ =
∑
η′(1) ⊗ η′(2) ∈ Ha ⊗Hk−a.
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Because t∗a(x⊗ y) = y∗(x), we get
Tm =
dl∑
t=1
dl′∑
s=1
∑〈(
idl−a⊗ξ′∗(1)
)
(elt)⊗ ξ′(2) ⊗ η′(2) ⊗
(
η′∗(1) ⊗ idl−a
)
(elt ) ,
ξ(1) ⊗
(
ξ
∗
(2) ⊗ idl′−b
)
(el
′
s )⊗
(
idl′−b⊗η∗(2)
)
(el
′
s )⊗ η(1)
〉
=
dl∑
t=1
dl′∑
s=1
∑〈(
ξ∗(1) ⊗ idl−a−(n−b)⊗ξ
′∗
(1)
)
(elt)⊗
(
η′∗(1) ⊗ idl−a−(n−b)⊗η∗(1)
)
(elt ) ,(
ξ
∗
(2) ⊗ idl′−b−(k−a)⊗ξ′∗(2)
)
(el
′
s )⊗
(
η′∗(2) ⊗ idl′−b−(k−a)⊗η∗(2)
)
(el
′
s )
〉
=
dl∑
t=1
dl′∑
s=1
∑〈(
ξ∗(1) ⊗ idc⊗ξ
′∗
(1)
)
(elt),
(
ξ
∗
(2) ⊗ idc⊗ξ′∗(2)
)
(el
′
s )
〉
×
〈(
η′∗(1) ⊗ idc⊗η∗(1)
)
(elt),
(
η′∗(2) ⊗ idc⊗η∗(2)
)
(el
′
s )
〉
.
The properties of conjugate vectors imply that〈(
η′∗(1) ⊗ idc⊗η∗(1)
)
(elt),
(
η′∗(2) ⊗ idc⊗η∗(2)
)
(el
′
s )
〉
=
〈(
η∗(2) ⊗ idc⊗η′∗(2)
)
(el
′
s ),
(
η∗(1) ⊗ idc⊗η′∗(1)
)
(elt)
〉
.
Making this change in the last expression of Tm and using the fact that
∑〈x, Sel′s 〉〈Tel′s , y〉 = 〈x, SPl′T ∗y〉
enables to simplify the sum over s, we obtain
Tm =
∑ dl∑
t=1
〈(
ξ∗(1) ⊗ idc⊗ξ
′∗
(1)
)
(elt),
(
ξ
∗
(2) ⊗ idc⊗ξ′∗(2)
)
Pl′
(
η(2) ⊗ idc⊗η′(2)
)(
η∗(1) ⊗ idc⊗η′∗(1)
)
(elt)
〉
=
∑
Tr⊗l
[
Pl
(
ξ(1)ξ
∗
(2) ⊗ idc⊗ξ
′
(1)ξ
′∗
(2)
)
Pl′
(
η(2)η
∗
(1) ⊗ idc⊗η′(2)η′∗(1)
)]
,
where Tr⊗l denotes the non-normalized trace on H
⊗l
1 .
Step 4. We cannot apply Corollary 3.3 to Tm because there are two highest weight projections instead of
one. We will therefore use Lemma 3.4 to reduce the problem to a case where Corollary 3.3 applies. Let us
first simplify the notation by setting
f =
∑
ξ(1)ξ
∗
(2) : Hb → Hn−b,
g =
∑
η(2)η
∗
(1) : Hn−b → Hb,
f ′ =
∑
ξ
′
(1)ξ
′∗
(2) : Hk−a → Ha,
g′ =
∑
η′(2)η
′∗
(1) : Ha → Hk−a.
By Lemma 4.2, ‖(idb⊗Pl′−b)(Pl′−k+a ⊗ idk−a)− Pl′‖ 6 Aqc and ‖(Pl−a ⊗ ida)(idn−b⊗Pl−n+b)− Pl‖ 6 Aqc,
so that it is enough to study
Y m = Tr⊗l
[
(Pl−a ⊗ ida)(idn−b⊗Pl−n+b)(f ⊗ idc⊗f ′)
(idb⊗Pl′−b)(Pl′−k+a ⊗ idk−a)(g ⊗ idc⊗g′)
]
= Tr⊗l
[
(Pl−a ⊗ ida)(f ⊗ idl−n+b)(idb⊗Pl−n+b)(idl−n+2b−a⊗f ′)
(idb⊗Pl′−b)(idl′−k+a⊗g′)(Pl′−k+a ⊗ ida)(g ⊗ idl−n+b)
]
= Tr⊗l−n+2b
[
(idb⊗Pl−n+b)(idl−n+2b−a⊗f ′)(idb⊗Pl′−b)(idl′−k+a⊗g′)
(Pl′−k+a ⊗ ida)(g ⊗ idl−n+b)(Pl−a ⊗ ida)(f ⊗ idl−n+b)] .
We now apply Lemma 3.4 to f ′ (with p = k − a and q = a) and g (with p = n− b and q = b):
Pl−n+b(idc⊗f ′)Pl′−b =
∑
(αl
′+a−b
k−a,a )
−1(idl−n+b⊗ξ′(1)∗)Pl′+a−b(idl′−b⊗ξ′(2))
Pl′−k+a(g ⊗ idc)Pl−a =
∑
(αl−a+bn−b,b )
−1(η(2)∗ ⊗ idl′−k+a)Pl+b−a(η(1) ⊗ idl−a)
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where ξ′ =
∑
ξ′(1) ⊗ ξ′(2) ∈ Hk−a ⊗Ha and η =
∑
η(1) ⊗ η(2) ∈ Hb ⊗Hn−b. This yields
Y m = β
∑
Tr⊗l−n+2b
[
(idl−n+2b⊗ξ′(1)∗)(idb⊗Pl′+a−b)(idl′ ⊗ξ′(2))(idl′−k+a⊗g′)
(η(2)∗ ⊗ idl′−k+2a)(Pl+b−a ⊗ ida)(η(1) ⊗ idl)(f ⊗ idl−n+b)
]
= β
∑
Tr⊗l−n+2b
[
(η(2)∗ ⊗ idl′−k+2a⊗ξ′(1)∗)(idn⊗Pl′+a−b)
(Pl+b−a ⊗ idk)(η(1) ⊗ f ⊗ idl−n+b⊗g′ ⊗ ξ′(2))
]
= βTr⊗c+k+n
[
(idn⊗Pl′+a−b)(Pl+b−a ⊗ idk)(g˜ ⊗ f ⊗ idc⊗g′ ⊗ f˜ ′)
]
where β = (αl
′+a−b
k−a,a α
l−a+b
n−b,b )
−1 and
f˜ ′ =
∑
ξ
′(2)
ξ′(1)∗ : Hk−a → Ha,
g˜ =
∑
η(1)η(2)∗ : Hn−b → Hb.
To conclude the computation, we use again Lemma 4.2 to get the following bound:
‖(idn⊗Pl′+a−b)(Pl+b−a ⊗ idk)− Pl+k+b−a‖ 6 Aqc,
enabling us to eventually reduce the problem to the study of
Zm = βTr⊗c+k+n
[
Pl+k+b−a(g˜ ⊗ f ⊗ idc⊗g′ ⊗ f˜ ′)
]
.
Step 5. We will now apply Corollary 3.3. The orthogonality assumption in the statement of the present
theorem can by rephrased as the vanishing of trace required for Corollary 3.3. We have indeed
Tr(Pn(g˜ ⊗ f)) = (Trn−b⊗Trb) [Pn((idb⊗η∗)(tb ⊗ idn−b)⊗ (idn−b⊗t∗b)(ξ ⊗ idb))]
= Trn−b [(idn−b⊗t∗b)(Pn ⊗ idb)
((idb⊗η∗)(tb ⊗ idn−b)⊗ (idn−b⊗t∗b)(ξ ⊗ idb)⊗ idb)(idn−b⊗tb)]
= Trn−b [(idn−b⊗t∗b)(Pn ⊗ idb)((idb⊗η∗)(tb ⊗ idn−b)⊗ ξ)]
= (t∗n−b ⊗ t∗b)(idn−b⊗Pn ⊗ idb)(idn−b⊗(idb⊗η∗)(tb ⊗ idn−b)⊗ ξ)tn−b
= (t∗n−b ⊗ t∗b)(idn−b⊗Pn ⊗ idb)((idn⊗η∗)tn ⊗ ξ)
= (t∗n−b ⊗ t∗b)(idn−b⊗Pn ⊗ idb)(η¯ ⊗ ξ).
Since the only intertwiner from H¯n ⊗Hn to C, up to a scalar, is η¯ ⊗ ξ 7→ t∗n(η¯ ⊗ ξ) = 〈ξ, η〉, this shows that
Tr(Pn(g˜ ⊗ f)) = 0. Besides, we have the estimate
‖Pn(g˜ ⊗ f)Pn‖HS 6 ‖g˜ ⊗ f‖HS = ‖ξ‖‖η‖ = 1
and similarly ‖Pk(g′ ⊗ f˜ ′)Pk‖HS 6 1. Thus, Corollary 3.3 applies to F = Pn(g˜ ⊗ f)Pn ⊗ Pk(g′ ⊗ f˜ ′)Pk and
yields |Zm| 6 βDn,k.
Step 6. Now we can rewind the successive approximations to bound Sm. In the remainder of this proof, the
symbols Ki will denote numbers possibly depending on n and k, but not on m, l and l′. Recall that a, b, c
are defined in terms of m, l and l′. To bound Tm−Zm, we use the rough estimate |TrH(X)| 6 dim(H)‖X‖
which holds for any Hilbert space H and any X ∈ B(H). Let us note that the operator norms of f , g, f ′,
g′ are dominated by their Hilbert-Schmidt norms, which are equal to 1. However, the space over which we
take the trace is H⊗l1 , which is too big. We therefore take advantage of the projections inside the trace to
restrict to Hb⊗Hl′−b and Hl−a⊗Ha when passing from Tm to Y m and to Hn⊗Hl′+a−b when passing from
Y m to Zm. This yields:
|Tm| 6 |Tm − Y m|+ |Y m − Zm|+ |Zm| 6 A(dbdl′−b + dadl−a + βdndl′+a−b)qc + βDn,k.
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By the second part of Lemma 3.4, βDn,k is bounded by C
−1
k−a,aC
−1
n−b,bDn,k. Because a 6 k and b 6 n take
only a finite number of values when n and k are fixed, all these constants can be bounded by a constant K0.
We can also bound the coefficient of qc by
A(dndl′ + dkdl + βdndl′+k) 6 K1q
−max(l,l′).
Secondly, we have to consider the sum of the |Smµ,µ′ |’s for (µ, µ′) 6= (m,m). Note that this term is non-zero
only if µ and µ′ are subrepresentations respectively of (l−a)⊗(k−a) and (n−b)⊗(l′−b). Thus, there are at
most min(k− a, l− a)×min(n− b, l′− b) 6 kn such terms and each of them is bounded by A√dl
√
dl′dadbq
c,
as explained at the beginning of the proof. Also recall from Lemma 4.1 that κklm and κ
nl′
m are respectively
bounded by Ba and Bb, and since a, b take only a finite number of values (determined by k and n), they are
bounded by a constant K2. Summing up, we have
|Sm| 6 K42 |Tm|+K42kndkdnA
√
dl
√
dl′q
c
6 K42K1q
c−max(l,l′) +K42K0 +K3q
c−max(l,l′).
Let t = min(n+ a− b, k+ b− a). Then, c > max(l, l′)− t and thus we have proved that |Sm| is bounded by
a constant K4 independent of m, l and l′.
To obtain our estimate for S, we now have to sum the Sm’s. Note that for Sm to be non-zero, m =
k + l − 2a = n + l′ − 2b must be a subrepresentation of both l ⊗ k and n ⊗ l′. There are at most min(k, n)
such m’s and they moreover satisfy m > max(l − k, l′ − n), so that dm > K5q−max(l,l′) and we can write
|S| 6
+∞∑
m=0
1
dm
|Sm| 6 min(k, n)K5qmax(l,l′)K4.

5. The radial subalgebra
We are now ready to prove the announced results on the radial subalgebra. Before going into the proofs,
we recall the definition of this subalgebra as well as some of its basic properties.
Definition 5.1. For any finite-dimensional representation v of a compact quantum group G, the character
of v is the element χv = (id⊗Tr)(v) ∈ C(G). This element depends only on the equivalence class of v.
The radial subalgebra A ⊂ L∞(O+N ) is the von Neumann subalgebra generated by the fundamental char-
acter χ1 = χu, where u is the matrix of generators.
Note that the radial subalgebra was also used as a sub-C*-algebra Af of the full C*-algebra C(O
+
N ) by
M. Brannan in [4]. The spectrum of χ1 in C(O
+
N ) is [−N,N ], whereas it is [−2, 2] in Cred(O+N ) and L∞(O+N ).
In the full case, the evaluation functionals evt : Af → C at t ∈ [−N,N ] induce completely positive maps
Tt : L
∞(O+N )→ L∞(O+N ) which approximate the identity as t→ N . This allowed M. Brannan to prove that
L∞(O+N ) has the Haagerup approximation property.
The terminology is justified by the following analogy with the "classical case" of the free group factors
L(FN ). More precisely, denote the standard generators of FN by ai and consider
u = diag(a1, . . . , aN , a
−1
1 , . . . , a
−1
N ) ∈ L(FN )⊗ B(C2N ).
This is indeed a representation of the compact quantum group dual to FN , we put χ1 = χu =
∑N
i=1(ai+a
−1
i ) ∈
L(FN ) and we define the radial subalgebra A ⊂ L(FN ) as the von Neumann subalgebra generated by χ1. If
we consider, for x ∈ L(FN ) and g ∈ FN , the coefficient xg = 〈x, g〉 = τ(g∗x) with respect to the standard
trace τ , then x belongs to A if and only if the function (g 7→ xg) is radial, i.e. xg only depends on the word
length of g.
The fusion rules of O+N imply that χ1χn = χnχ1 = χn+1 + δn>0χn−1, so that the radial subalgebra is
abelian and generated as a weakly closed subspace by the characters (χn)n∈N. Moreover, it was proved in [1]
that the spectrum of χ1 in L∞(O
+
N ) is [−2, 2] and that the restriction of the Haar state is the semi-circle law.
More precisely, one can identify A with L∞([−2, 2]) via the functional calculus f 7→ f(χ1) and the scalar
product induced by the Haar state is computed via
〈f(χ1), g(χ1)〉 = 1
2π
∫ 2
−2
f(s)g(s)
√
4− s2ds.
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In particular, the radial subalgebra is diffuse. The characters χn correspond to dilated Chebyshev polynomials
of the second kind: χn(X) = Tn(X) = Un(X/2) where T0 = 1, T1 = X and T1Tn = Tn+1 + Tn−1 if n > 1.
Since L∞(O+N ) is a finite von Neumann algebra, there is a unique h-preserving conditional expectation
E : M → A, which is explicitly given by
(10) E(unξη) =
〈ξ, η〉
dn
χn.
We shall denote by A⊥ the subspace {z ∈ M,E(z) = 0}, which by Equation (10) is the weak closure of the
linear span of coefficients unξη with 〈ξ, η〉 = 0.
As mentioned in the preliminaries, all the results of this article apply in fact to general free orthogonal
quantum groups O+(Q) of Kac type, i.e. such that Q is a scalar multiple of a unitary matrix. The situation
for non-Kac type free orthogonal quantum groups is however quite different. First recall that L∞(O+(Q)) is
in that case a type III factor, at least for some values of the parameter Q (see [20]). More precisely the Haar
state has then a non-trivial modular group, which is given on the generating matrix u ∈ L∞(G)⊗B(CN ) by
(σt ⊗ id)(u) = (id⊗t(Q∗Q)−it)u(id⊗t(Q∗Q)−it),
where we assume Q to be normalized so that Tr(Q∗Q) = Tr((Q∗Q)−1). In particular, it is clear that σt(χ1)
does not belong to A for all t unless Q∗Q ∈ CIN , and this implies that there exists no h-invariant conditional
expectation onto A in the non-Kac case. It might even be that there exists no normal conditional expectation
onto A at all. On the other hand, as far as we know all the available tools for the study of abelian subalgebras
require the presence of a conditional expectation.
Let us also comment on the N = 2 case, where the tools developed in the previous section break down.
If we restrict to Kac type free orthogonal quantum groups, there are only two examples at N = 2 up to
isomorphism, namely SU(2) and SU−1(2). In the first case C(SU(2)) is commutative so that A is clearly
not maximal abelian, and in fact A is not maximal abelian either in the second case — this is easily seen by
embedding C(SU−1(2)) into C(S3,M2(C)) as in [26].
With the estimate of Theorem 4.3, we can investigate the structure of the radial subalgebra. In fact,
all the proofs are quite straightforward using techniques which are well-known to experts in von Neumann
algebras. We however chose to give detailed proof both for convenience of the reader and for the sake of
completeness. From now on, we will write M = L∞(O+N ) and A = {χ1}′′.
5.1. Maximal abelianness. We first prove that A is maximal abelian. This will follow from the following
lemma concerning unitary sequences in A, which relies itself on Theorem 4.3. In fact here we only use the
fact that |〈χlukξ′η′ , unξηχl′〉| → 0 as l, l′ →∞ if ξ is orthogonal to η.
Lemma 5.2. Let N > 3. Let (ui)i be a sequence of unitaries in A weakly converging to 0 and let z ∈ A⊥.
Then, uizu
∗
i converges ∗-weakly to 0.
Proof. For any i, let us decompose ui as ui =
∑+∞
l=0 a
i
lχl and note that by unitarity, ‖(ail)l‖2 = 1. Assume
for the moment that z is of the form unξη for some integer n and two orthogonal unit vectors ξ, η ∈ Hn.
Considering another integer k and two arbitrary unit vectors ξ′, η′ ∈ Hk, we will first prove that
Si = |〈ukξ′η′ , uiunξηu∗i 〉| =
∣∣∣∣∣∣
+∞∑
l,l′=0
aila
i
l′〈ukξ′η′ , χlunξηχl′〉
∣∣∣∣∣∣ −→i→+∞ 0.
Let ǫ > 0 and note that 〈ukξ′η′ , χlunξηχl′〉 = 〈χlukξ′η′ , unξηχl′〉. By Theorem 4.3, there exists L ∈ N such that
|〈χlukξ′η′ , unξηχl′〉| 6 ǫ/2 as soon as l, l′ > L. Thus,
Si 6
L∑
l,l′=0
|ailail′〈ukξ′η′ , χlunξηχl′〉|+
ǫ
2
+∞∑
l,l′=L+1
|ailail′ |
6
L∑
l,l′=0
|ailail′〈ukξ′η′ , χlunξηχl′〉|+
ǫ
2
‖(ail)l‖22
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Now, because ui → 0 in the weak topology, ail = h(χlui) → 0 for all fixed l ∈ N as i → +∞. In particular,
there exists i0 ∈ N such that for all i > i0 and all l, l′ 6 L,
|ailail′ | 6
ǫ
2

 L∑
l,l′=0
〈ukξ′η′ , χlunξηχl′〉


−1
.
Thus, for i > i0, |〈ukξ′η′ , uiunξηu∗i 〉| 6 ǫ and Si → 0.
Making finite linear combinations on the left-hand side, we see that 〈t, uiunξηu∗i 〉 tends to 0 as i → ∞ for
any t ∈ Pol(O+N ). Since Pol(O+N ) is dense in L2(O+N ) and (uiunξηu∗i )i is bounded L2(O+N ), this is also true for
any t ∈ L∞(O+N ) ⊂ L2(O+N ). Then, we can write 〈t, uiunξηu∗i 〉 = 〈u∗i tui, unξη〉 and use similarly the density of
A⊥ ∩Pol(O+N ) in A⊥ for the norm of L2(O+N ). This shows that 〈t, uizu∗i 〉 = 〈u∗i tui, z〉 → 0 as i→∞ for any
t ∈ M and z ∈ A⊥. Since h is a faithful trace and (uizu∗i )i is bounded in L∞(O+N ), this shows the stated
∗-weak convergence. 
Theorem 5.3. Let N > 3. Then, the radial subalgebra A is maximal abelian in M .
Proof. Let x ∈ A′ ∩M and consider the decomposition x = y + z with y ∈ A and z ∈ A⊥. Note that
x = uixu
∗
i = uiyu
∗
i + uizu
∗
i = y + uizu
∗
i ,
so that Lemma 5.2 yields x = y + limi uizu∗i = y. 
The argument above also proves that the C*-algebra generated by χ1 is maximal abelian in the reduced
C*-algebra Cred(O
+
N ). From the theorem, following the strategy of [17], one can also recover the factoriality
of L∞(O+N ) established in [20] and also in [9] (as a byproduct of non-inner amenability).
Corollary 5.4. For N > 3, the von Neumann algebra L∞(O+N ) is a factor.
Proof. We exploit the natural action of the classical group ON on M given by the following formula, for
g ∈ ON and x ∈ Cred(O+N ):
αg(x) = (evgπ ⊗ id)∆′(x),
where π : C(O+N )→ C(ON ) is the canonical quotient map, evg : C(ON )→ C is the evaluation map at g, and
∆′ : Cred(O
+
N ) → C(O+N ) ⊗ Cred(O+N ) is induced from the coproduct of C(O+N ) thanks to Fell’s absorption
principle. The ∗-automorphism of Cred(O+N ) defined in this way leaves the Haar state h invariant, and thus
it extends to M . The action of αg on coefficients of an irreducible representation un of O
+
N is given by the
following expression, where vn = (π ⊗ id)(un) is the restriction of un to ON :
(αg ⊗ id)(un) = (evg ⊗ id⊗ id)(vn13un23) = (1⊗ vn(g))un.
In particular we have αg(χn) =
∑
rs v
n(g)rsu
n
sr where r, s are indices corresponding to an orthonormal basis
of Hn. Note that αg leaves the subspace of coefficients of any fixed representation of O
+
N invariant.
Since A is maximal abelian in M , αg(A) is maximal abelian in M for every g ∈ ON , and so the center of
M is contained in αg(A) for every g ∈ ON . Hence it suffices to show that the intersection of the subalgebras
αg(A) reduces to C1. Equivalently, we take c ∈ A such that αg(c) ∈ A for all g ∈ ON , and we want to prove
that c = λ1. For this we write c =
∑
cnχn in L2(O
+
N ). The orthogonal projection of αg(c) onto the subspace
generated by the coefficients of un is cnαg(χn), whereas the projection of A is Cχn. Hence, if cn 6= 0 then
we must have αg(χn) ∈ Cχn for all g ∈ ON . By the computation above and the fact that the coefficients
unrs are linearly independent, this happens if and only if v
n(g) is scalar for all g, i.e. vn is a multiple of a
one-dimensional representation. But then v2n ⊂ vn⊗ vn would be trivial, and if n > 0 this would imply that
ON has only finitely many irreducible representations up to equivalence, since any of them is contained in
one of the vk and vk+1 ⊂ vk ⊗ v1. Hence cn = 0 for all n > 0. 
5.2. Singularity and the mixing property. Now that we know that the radial subalgebra is a MASA, we
can investigate further properties. By [12], we know that A cannot be a regular MASA (also called Cartan
subalgebra) because M is strongly solid. In view of this result and of the case of the radial MASA in free
group factors treated in [16], it is natural to conjecture that A is singular. Recall that for a von Neumann
algebra N , we denote by U(N) the group of unitary elements of N .
Definition 5.5. A MASA A ⊂M is said to be singular if {u ∈ U(M), uAu∗ ⊂ A} = U(A).
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There are several ways of proving that a MASA is singular. One way goes through a von Neumann
algebraic analogue of the mixing property for group actions, called weak mixing, which eventually turns out
to be equivalent to singularity. In our case, we can prove a stronger statement than singularity, namely that
A is mixing in the following sense:
Definition 5.6. A subalgebra A of a von Neumann algebra M is said to be mixing if for any sequence (un)n
of unitaries in A converging weakly to 0 and any elements x, y ∈ A⊥,
‖EA(xuny)‖2 −→ 0.
Again, the proof is an easy application of Theorem 4.3.
Theorem 5.7. For N > 3 the radial MASA is mixing.
Proof. Fix a sequence of unitaries ui ∈ A converging weakly to 0. Let k, n ∈ N and consider two pairs of
orthogonal unit vectors ξ, η ∈ Hn and ξ′, η′ ∈ Hk. Since elements of the form ukξ′η′ (resp. un∗ξη ) with ξ′ ⊥ η′
(resp. ξ ⊥ η) span a dense subspace of A⊥ ⊂ L2(O+N ), it is enough to prove that Xi → 0, where
Xi = ‖E(un∗ξηuiukξ′η′)‖22.
To compute the square norm, we can use the orthonormal basis given by the characters to get
Xi =
+∞∑
l′=0
|〈E(un∗ξηuiukξ′η′), χl′〉|2
=
+∞∑
l′=0
|〈un∗ξηuiukξ′η′ , χl′〉|2
=
+∞∑
l′=0
|〈uiukξ′η′ , unξηχl′〉|2.
Since ui converges weakly to 0, each term of the sum above tends to 0 as i→∞. Hence it suffices to show
that the dominated convergence theorem applies. For this we decompose the unitaries ui according to the
basis of characters: ui =
∑+∞
i=0 a
i
lχl, with
∑
l |ail |2 = ‖ui‖22 = 1. Then, the Cauchy-Schwartz inequality and
Theorem 4.3 yield
Xi =
+∞∑
l′=0
∣∣∣∣∣
+∞∑
l=0
ail〈χlukξ′η′ , unξηχl′〉
∣∣∣∣∣
2
6
+∞∑
l′=0
+∞∑
l=0
|〈χlukξ′η′ , unξηχl′〉|2
6 K
+∞∑
l′=0
+∞∑
l=0
qmax(l,l
′) < +∞.

Corollary 5.8. The radial MASA is singular.
Proof. Since A is diffuse, we can find a sequence of unitaries un ∈ A converging weakly to 0. Let v ∈ U(M) be
a unitary such that vAv∗ ⊂ A. In particular we have vunv∗ ∈ A, hence ‖EA(u∗nvunv∗)‖2 = ‖u∗nvunv∗‖2 = 1.
On the other hand the mixingness property implies that ‖EA(u∗nvunv∗) − EA(v)EA(v∗)‖2 → 0. As a result
we have 1 = ‖EA(v)EA(v∗)‖2 ≤ ‖EA(v)‖2 ≤ ‖v‖2 = 1, hence EA(v) = v and v ∈ A. 
5.3. The spectral measure. Another very natural problem for a given MASA is to study the A-A-bimodule
structure of H = L2(M) ⊖ L2(A). This can be done through the associated spectral measure. Because the
representations of A on H on the left and on the right commute, their images generate an abelian von
Neumann subalgebra of B(H) isomorphic to L∞([−2, 2] × [−2, 2]). Thus, disintegrating H with respect to
this subalgebra yields a measure class [ν] on [−2, 2] × [−2, 2] which encapsulates some properties of the
bimodule.
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We first recall an elementary lemma about the Chebyshev polynomials Un, which are linked to the char-
acters χn by χn = Tn(χ1) = Un(χ1/2):
Lemma 5.9. For all n ∈ N we have supt∈[−1,1] |Un(t)| = n+ 1. Moreover, for all r > 1 there exists an open
neighborhood Ω of [−1, 1] in C such that supz∈Ω |Un(z)| 6 (n+ 1)rn for all n.
Proof. The first assertion is well known and follows immediately from the formula
Un(cos θ) =
sin((n + 1)θ)
sin(θ)
=
n∑
k=0
ei(n−2k)θ.
The second assertion is probably also known. Let us denote ϕ(w) = 12 (w+w
−1) for w ∈ C∗. By the identity
theorem we have Un(ϕ(w)) =
∑n
k=0w
n−2k hence |Un(ϕ(w))| 6 (n+ 1)|w|n if |w| > 1.
On the other hand one can compute ϕ(seiθ) = 12(s + s
−1) cos(θ) + i2(s − s−1) sin(θ), hence for s > 1
the image by ϕ of the circle Cs = {w ∈ C | |w| = s} is the ellipse Es with axes 12
[−s− s−1, s+ s−1] and
i
2
[−s+ s−1, s− s−1]. Note that when s decreases to 1, 12(s + s−1) (resp. 12 (s − s−1)) decreases to 1 (resp.
0). In particular one sees that for r > 1 the image Ω = ϕ(Dr) of Dr = {w ∈ C | 1 6 |w| < r} is an
open neighborhood of [−1, 1]. For z ∈ Ω one obtains then |Un(z)| < (n + 1)rn by writing z = ϕ(w) with
w ∈ Dr. 
Theorem 5.10. For N > 3 the measure ν is Lebesgue equivalent to λ ⊗ λ, where λ denotes the Lebesgue
measure on [−2, 2].
Proof. We will follow the strategy of [8]. Let us first look at some "projections" of ν in the following sense:
for two integers k and n and two pairs of orthogonal unit vectors ξ, η ∈ Hn and ξ′, η′ ∈ Hk, there exists a
complex measure µ on [−2, 2] × [−2, 2] such that for any a, b ∈ A,
〈aukξ′η′b, unξ,η〉 =
∫∫
[−2,2]×[−2,2]
a(s)b(t)dµ(s, t).
We will compute the Radon-Nikodym derivative of µ with respect to λ⊗ λ. To do this, let us set
Dl,l′ = 〈χlukξ′η′χl′ , unξ,η〉
f(z, z′) =
∞∑
l,l′=0
Al,l′(z, z
′) where Al,l′(z, z
′) = Tl(z)Tl′(z
′)Dl,l′ .
Now we fix r ∈ ]1, 1/√q[ and we consider the open subset ]−1, 1[ ⊂ Ω ⊂ C given by Lemma 5.9. Theorem 4.3
yields the following estimate for the supremum norm on 2Ω × 2Ω:
‖Al,l′‖∞ 6 K‖Tl‖∞‖Tl′‖∞qmax(l,l′) 6 K(l + 1)rlql/2(l′ + 1)rl′ql′/2.
This implies that the series of functions defining f converges normally on 2Ω× 2Ω. Since all summands are
polynomials f is holomorphic on 2Ω × 2Ω and in particular analytic on [−2, 2]× [−2, 2].
The function f is linked to the measure µ by the following computation:
〈aukξ′η′b, unξ,η〉 =
+∞∑
l,l′=0
〈a, χl〉〈b, χl′〉〈χlukξ′η′χl′ , unξ,η〉 =
+∞∑
l,l′=0
〈a, χl〉〈b, χl′〉Dl,l′
=
1
4π2
+∞∑
l,l′=0
Dl,l′
(∫ 2
−2
a(s)Tl(s)
√
4− s2ds
)(∫ 2
−2
b(t)Tl(t)
√
4− t2dt
)
=
1
4π2
∫∫
[−2,2]×[−2,2]
a(s)b(t)f(s, t)
√
4− s2
√
4− t2d(λ⊗ λ)(s, t).
Hence, f(s, t)
√
4− s2√4− t2 is the Radon-Nikodym derivative of µ with respect to λ⊗ λ.
Consider now an arbitrary element ζ in Pol(O+N )∩A⊥. It can be written as a finite linear combination of
coefficients corresponding to orthogonal vectors as above, hence the probability measure µζ defined by
〈aζb, ζ〉 =
∫∫
[−2,2]×[−2,2]
a(s)b(t)dµζ(s, t).
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has a density of the form f(s, t)
√
4− s2√4− t2 with respect to λ⊗λ, where f is analytic on [−2, 2]× [−2, 2].
Since µζ is obviously non-zero, f does not vanish identically and by analyticity its zeros are contained in a set
of Lebesgue measure 0, so that µζ is equivalent to λ⊗λ. Because Pol(O+N )∩A⊥ is dense in L2(M)⊖L2(A),
this implies that [ν] = [λ⊗ λ]. 
Note that as a consequence, the A−A-bimodule L2(M)⊖ L2(A) is contained in a multiple of the coarse
bimodule, see [13, Section 2]. Since the coarse bimodule is mixing, we can also recover Theorem 5.7 in this
way.
5.4. Concluding remarks. We would like to briefly discuss some possible extensions of this work. First
consider the quantum automorphism group G(MN (C), tr) of MN (C) endowed with the canonical trace. It
is known that the von Neumann algebra L∞(G(MN (C), tr)) of this quantum group embeds into L∞(O
+
N )
as the subalgebra generated by all u2nξ,η for n ∈ N and ξ, η ∈ H2n. Let us set vn = u2n. Then, the vn’s
form a complete family of representatives of irreducible representations of G(MN (C), tr) with corresponding
characters ψn = χ2n. In particular, for any orthogonal unit vectors ξ, η ∈ H2n and ξ′, η′ ∈ H2k,
〈ψlvkξ′,η′ , vnξ,ηψl′〉 6 Kqmax(2l,2l
′)
by Theorem 4.3. From this we see that the radial subalgebra in L∞(G(MN (C), tr)) is maximal abelian and
mixing and that its associated bimodule is a direct sum of coarse bimodules. This is an interesting example
because G(MN (C), tr) has SO(3)-type fusion rules, like another important family of discrete quantum groups
called the quantum permutation groups S+N . This of course suggests that our result extends to S
+
N . One way
to prove this may be through monoidal equivalence [3].
Another possible extension of our work would be to the non-Kac case. It is possible that the estimate
of Theorem 4.3 still holds with appropriate modification for an arbitrary free orthogonal quantum group.
However, the proofs of Section 5 all break down if the von Neumann algebra is type III, because the radial
MASA has no h-invariant conditional expectation in that case. There is therefore an additional von Neumann
algebraic problem to solve in that case, but this could yield very explicit examples of singular MASAs in
type III factors.
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