The question of whether anticyclones can split and break up is readdressed using a numerical, multilayer, primitive equation model. Applying the conservation of integrated angular momentum (IAM) to barotropic and baroclinic vortices, it has been argued that anticyclones can never split, no matter what their structure is. When an anticyclone splits, the IAM has to increase as the newly formed eddies are pushed away from their original center. Conservation of IAM prohibits such an increase. Several numerical simulations, however, have shown anticyclonic splitting. In a multilayer model, a vertical transport of IAM is possible. For counterrotating eddies (an anticyclone on top of a cyclone) it is easy to see that a vertical exchange of IAM allows the eddy to break up. For a compensated or weakly corotating eddy, breakup is only possible when, in addition to a vertical transport of IAM, in the deep layer(s) IAM is exchanged between the core of the vortex and the surrounding fluid. In the presence of a tilting interface, the pressure gradient associated with the sea surface height (SSH) anomaly, in particular its non-equivalent-barotropic part, drives the required exchanges. The non-equivalentbarotropic SSH anomaly is associated with the vertical phase lag of the most unstable eigenmode (m ϭ 2), which develops when this mode gains energy by baroclinic energy conversion. The previous conclusion that anticyclones cannot split on their own should be revised to the following: anticyclones cannot split by barotropic processes alone-baroclinic instability is a necessary ingredient for splitting to occur.
Introduction
The question of whether anticyclones can split and break up in the open ocean has been an outstanding question for over a decade. Nof (1990) , using an application of the conservation of integrated angular momentum (IAM), demonstrated that anticyclonic barotropic eddies can never split on their own. It was also demonstrated that anticyclonic lenses with zero potential vorticity (PV) cannot split and break up. When an anticyclone splits, the IAM will have to increase as the newly formed eddies are pushed away from their original center. Conservation of IAM prohibits such an increase, and therefore anticyclones are not allowed to split. This was an intriguing result, because an apparent contradiction came from the laboratory experiments of Saunders (1973) , which appeared to show anticyclonic breaking. Also, stability analyses of various anticyclones concluded on their possible instability (Griffiths and Linden 1981; Ripa 1987; Flierl 1988) , and at least some of the anticyclones should start elongating.
In a followup, Nof (1991) extended his earlier results and addressed the fission of high-amplitude baroclinic eddies. Again, he obtained that splitting was impossible.
This result was reconciled with the observations of Saunders (1973) by suggesting that anticyclonic lenses are often formed in the laboratory through the collapse of a cylinder. Then, an intense cyclone is produced on top of the anticyclone because of convergence. Nof (1991) demonstrated that this system of conjugate eddies can indeed split. Further support for the result that anticyclones cannot split was found from the absence of any observations of anticyclones in the open ocean that break up. Also, inviscid models of (a)geostrophic turbulence generally show the breakup of cyclones and the merging of anticyclones (e.g., McWillimans 1984; Cushman-Roisin and Tang 1990) .
In the same year, Kloosterziel and van Heijst (1991) published laboratory results that revealed the breakup of an anticyclonic vortex. Flierl (1988) had already demonstrated the instability of a class of anticyclones by theoretical arguments and sketched a scenario in which the anticyclone would break up in two dipolar vortices. The anticyclone that Flierl (1988) considered consisted of a circular region of uniform vorticity surrounded by a ring of vorticity of the opposite sign. The break up of such ''shielded vortices'' was also demonstrated in the numerical, two-dimensional study of Gent and McWilliams (1986) . Kloosterziel and van Heijst (1991) argued that their laboratory results were consistent with the scenario sketched by Flierl (1988) . In these experiments, the anticyclone is stirring induced and is not VOLUME 
J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y FIG. 1. Schematic diagram of a patch of baroclinic fluid S.
The edge of the vortex is denoted by ␦S. In the idealization of Nof (1990 Nof ( , 1991 , PV within the vortex is constant and different from the outer region; the vortex is bounded by a vortex sheet. Here, PV may vary continuously, and the boundary ␦S is an (arbitrary) PV contour. associated with a cyclone on top (R. C. Kloosterziel 2002, personal communication) , as was the case in the Saunders experiments. It should be noted that in case of shielded vortices, the constraint from Nof (1990 Nof ( , 1991 is no longer expected to hold, because angular momentum can be exchanged between the inner vortex and the outer ring. In a similar way, anticyclones that collide with a wall (mountain or island) can split, because the wall can supply the necessary torque (Shi and Nof 1993; Simmons and Nof 2000) . The splitting of shielded anticyclones does not contradict Nof's argument that anticyclones, possessing a monopolar vorticity profile, cannot split.
A series of studies that emphasized the linear instability of a large class of anticyclones, also pure anticyclones, raised the question as to their nonlinear evolution. The dominant mode of instability appeared to be an m ϭ 2 mode (m is azimuthal wavenumber), whose growth will eventually lead to splitting if no equilibration occurs (e.g., Flierl 1988; Dewar and Killworth 1995; Killworth et al. 1997) . Because nobody had offered a mechanism for this nonlinear equilibration, the combination of a linear instability and an inability to split for anticyclones remained intriguing. A possible solution came from Dewar and Killworth (1995) and Killworth et al. (1997) , who suggested that corotating eddies are more stable than compensated and counterrotating eddies. According to the constraint from the conservation of IAM, the latter can split, following the same argument that has been applied to the conjugate system studied by Nof (1991) , but compensated or corotating eddies cannot split. Both Benilov et al. (1998) and Dewar et al. (1999) , however, showed examples of compensated (no deep flow), pure anticyclones that split. Drijfhout et al. (2003) studied numerically the nonlinear evolution of Agulhas Ring ''Astrid,'' as measured during the first Mixing of Agulhas Ring Experiment (MARE) cruise (van Aken et al. 2003) . They found that this anticyclone splits, even though it is a corotating ring. In an extensive parameter study, it was demonstrated that nearly all ''Agulhas ring type'' anticyclones are unstable and split up in two or more parts. This result was supported by a linear stability analysis (Katsman et al. 2003) , where it was shown that even strongly corotating rings can be linearly unstable for an m ϭ 2 mode, which leads to splitting.
These results suggest that in the numerical models the IAM budget is different from what Nof (1990 Nof ( , 1991 suggested. To elucidate which of Nof's assumptions is violated, the IAM budget for a splitting anticyclone is addressed here. For simplicity, a two-layer, Gaussian anticyclone on an f plane is considered ( f is the Coriolis parameter)-the archetypal warm-core ring discussed in Dewar and Killworth (1995) . This paper is organized as follows. In section 2, Nof's (1990 Nof's ( , 1991 constraint from the conservation of IAM is revisited. Section 3 discusses the model setup and the representation of the angular momentum equations in the numerical model. In section 4, the ring evolution is presented as well as the IAM budget for each layer. Section 5 focuses on the exchange of IAM between the ring core and the surrounding fluid. The results are discussed and the conclusions are given in section 6. Nof (1990 Nof ( , 1991 ) considered a baroclinic, round vortex that is stationary and bounded by a vortex sheet, beyond which the fluid is stagnant. This system is then taken as an isolated patch of fluid S with an anomalous PV overlying a quiescent lower layer that is infinitely deep (Fig. 1 ). An equation for the angular momentum M can be derived:
Conservation of integrated angular momentum
which, when integrated over the patch S or anticyclonic vortex, yields (see Nof 1990 )
where gЈ is the reduced gravity and h is the layer depth.
Here, u and are the horizontal velocity components in the x and y directions, respectively. The first term on the left-hand side of Eq. (2) is the rate of change of the torque associated with the planetary and orbital speed within the vortex; the second term is the flux of the torque through the boundary of the vortex. The constraint from the conservation of IAM consists of two parts. First, it is demonstrated that the exchange of IAM between vortex and outer region is D R I J F H O U T negligible. The second argument consists of demonstrating that, in the case of an anticyclone, the increase of planetary torque that would result from splitting (the newly formed eddies are pushed away from their original center of rotation, acquiring planetary torque) cannot be accommodated for by a decrease in relative angular momentum. For anticyclones, the relative angular momentum and the planetary torque have opposite signs. Compensation would require a much larger increase in orbital speed than is possible when energy and PV are conserved. For a more detailed discussion on the second argument, we refer to Nof (1990 Nof ( , 1991 . In the remainder, we will not question the argument that splitting of anticyclones cannot occur without an increase of IAM.
The first argument, a negligible transport of IAM between vortex and outer region, is more problematic. The argument of Nof (1991) is based on the following scaling. First we write
where H is the undisturbed depth and is the (downward) interface displacement. The second term in Eq.
(2) is referred to as I. Noting that the term with H 2 does not contribute to I, we write
Ͷ [ ] Now, the following assumptions are made: Although the splitting process is not steady, the Bernoulli integral,
is assumed to change very slowly (⌿ is a streamfunction). Then, gЈ ϳ O(u 2 ) along the boundary of the vortex, as the boundary can be taken to be a streamline. Along the boundary, u ϭ O(R d /T), where the Rossby radius of deformation R d is the length scale of the vortex, and T is the splitting timescale. This scaling is motivated by the notion that all motion outside the vortex results from the movements of the boundary of the vortex. The relative change in IAM due to the boundary flux then becomes [Eq.
and 1/ fT K 1 as T k 1/ f . Because the required change in IAM for splitting to occur is O(1) [see Nof (1990) ], the flux through the boundary of the vortex is insufficient to allow for splitting. In section 5 we discuss which of these assumptions is violated in the numerical model and in what sense the scaling should be adjusted.
Model setup a. Numerical model and initialization
In this section, we discuss the representation of the prognostic equation for angular momentum in the numerical primitive equation model. The model used is the Miami Isopycnic Coordinate Ocean Model, version 2.7 (MICOM 2.7), described by Bleck and Smith (1990) . Computations were carried out in a doubly periodic domain of 1000 km ϫ 1000 km, with a flat bottom at 4000-m depth. The horizontal resolution is 5 km, the grid is purely Cartesian, and there are two layers in the vertical with undisturbed layer depths of 40 and 3960 m. Lateral diffusion, bottom stress, and diapycnal diffusion were set to zero. Lateral friction was according to Bleck and Boudra (1981) , with the nondimensional values as low as possible.
The model was initialized with the circular symmetric, equivalent-barotropic anticyclone discussed in Dewar and Killworth (1995) . The radial profile was purely Gaussian, the maximum amplitude of the anomalous layer depth was 480 m, f ϭ 1.03 ϫ 10 Ϫ4 s Ϫ1 , and gЈ ϭ 1.05 ϫ 10 Ϫ2 m s Ϫ2 . The length scale for the Gaussian profile was 60 km. The radial profile for the sea surface height (SSH) was chosen to be equal to the radial profile for the layer depth. The pressure gradient associated with the SSH anomaly exactly compensated the pressure gradient associated with the interface anomaly. As a result, the initial velocity in the lowest layer was zero. The initial profiles for layer depth and SSH were slightly perturbed to allow for the development of the most unstable mode.
b. Angular momentum budget
In Nof's papers, the IAM budget was derived from the ''reduced gravity'' shallow-water equations with an infinitely deep, resting lower layer. The numerical model consists of a discretized form of the primitive equations in isopycnic coordinates. In this section we write down the model counterpart of the primitive equations. Terms that do not appear in the equations used by Nof (1990 Nof ( , 1991 are moved to the right-hand side. The left-hand sides of both sets of equations will be equal. The primitive equations for the upper layer are ‫ץ‬u ‫ץ‬u ‫ץ‬u ‫ץ‬h
h1 ‫ץ‬t ‫ץ‬x ‫ץ‬y
Those for the lower layer are absent in Nof's model because it was an infinitely deep layer. In the numerical model, the primitive equations for the lower layer are 
h2 ‫ץ‬t ‫ץ‬x ‫ץ‬y
where F u,,h are frictional and/or diffusion terms and P 2 is the pressure that drives the lower layer:
where is the sea surface elevation. In Nof's model P 2 ϭ 0, because the lower layer has an infinite depth; the pressure gradients associated with the SSH anomaly and interface anomaly are constrained to compensate each other. In the two-layer model, this constraint is relaxed. Initially P 2 is zero, but, because the vortex is unstable, the nonlinear self-interaction of the unstable mode induces a nonzero time-mean response in the lower layer and, as a consequence, a nonzero P 2 (see, e.g., Katsman et al. 1998 ). This pressure correction to Nof's model, which is associated with the finite depth of the lowest layer, is the same for both layers. It is a depthindependent pressure correction to that model. The pressure in the first layer can be decomposed into the depthindependent pressure P 2 and a pressure contribution from the interface displacement h 1 .
From the primitive equations presented above, an equation for the angular momentum M can be obtained (see Nof 1990 Nof , 1991 . In the numerical model the equation for the upper-layer angular momentum is given by
where
, and E i is the interpolation error that arises from the temporal and spatial discretization in the model, in particular from the use of the C grid, which places u, , and h points at different locations.
Integration over the whole periodic domain of Eq. (14) gives 
The first two terms on the right-hand sides of Eqs. (15) and (16), involving P 2 , make in the first and second layer exactly opposite contributions to the change in IAM and thus involve a vertical exchange of IAM between those layers. We note that, if splitting would occur, the gain in planetary torque for the first layer,
͵͵ dt would exactly oppose the loss of planetary torque for the second layer, where the layer-depth anomaly is Ϫ (for simplicity we neglect the SSH contribution to the layer depth, which is only a third-order correction).
At first sight, it may seem surprising that a depthindependent pressure transfers IAM from one layer to another. Note, however, that the relevant source term consists of the product of pressure gradient and layer depth. The dynamically relevant part of the layer depth is the interface displacement from a state of rest. This interface displacement has opposite values in both layers. Because of a tilting interface, the depth-independent pressure induces a transport of IAM from one layer to another. In a barotropic vortex, such vertical transport is absent.
The splitting process a. Ring evolution
The model is initialized with a two-layer, Gaussian warm-core ring, as discussed in section 3a. A linear stability analysis shows that this ring is unstable to an m ϭ 2 mode (Katsman et al. 2003 ). This mode is dominated by baroclinic conversion. Figure 2 shows the evolution of the upper-layer thickness. Consistent with the linear stability analysis, the ring is seen to be unstable to an m ϭ 2 mode, which causes it to become elliptic. At day 40, the m ϭ 2 perturbation is still small. Depth contours near the edge of the ring are more strongly deformed from their initial circular shape than are contours in the core. This result is due to the fact that the m ϭ 2 mode attains maximum amplitude at the ring's edge (Benilov 2003) . At day 60, the m ϭ 2 mode has attained a significant amplitude and the evolution becomes more nonlinear. Lobes at the extremes are developing. At day 80, the ring has split in two symmetric halves. From day 80 onward, the two offspring rings move in opposite direction, as if they repulse each other.
b. Domain-integrated angular momentum budget
Figures 3a and 3b show the IAM budget for the first and second layer, given by Eqs. (15) and (16). Although the viscous dissipation and the error due to interpolation are not completely negligible, they tend to compensate each other. The change in IAM by the product of layerdepth anomaly and pressure gradient associated with the interface deformation is almost zero (the depth-dependent pressure term). This is as expected, because this term denotes the flux through the boundary, which should be zero when the budget is integrated over the whole domain. The change in IAM is almost solely by the product of layer depth and depth-independent pressure gradient (the depth-independent pressure term). It is seen that the depth-independent pressure term can be associated with a vertical exchange of IAM.
The change in IAM due to changes in rotation is less than 1% of the change due to planetary torque. Vertically integrated, the domain-integrated change in planetary torque has to be zero. As a result, the changes in the two layers cancel. In layer 1, positive moves outward and is associated with larger x 2 ϩ y 2 , which causes an increase in IAM. In layer 2, negative moves outward, causing a decrease in IAM. Note that there is no tendency for the relative angular momentum to compensate changes in planetary torque. Then, the anticyclonic rotation should increase in the upper layer, but in effect it decreases. The lower layer acquires anticyclonic rotation and the domain-integrated relative angular momentum attains at the end of the integration nearly the same value in both layers.
c. The non-equivalent-barotropic signal
From Fig. 3 it was concluded that the depth-independent pressure term induces the change in IAM that is necessary for splitting. Because the depth-dependent pressure term does not contribute to the IAM budget, this is equivalent to the statement that the pressure term associated with the SSH anomaly induces the vertical exchange of IAM. Namely, P 2 ϭ g Ϫ gЈh, and gЈh is associated with the depth-dependent pressure term, which does not contribute to the change in IAM. This leaves g as the relevant part of the depth-dependent pressure term that induces the vertical transport of IAM. Moreover, this result suggests that the pressure term associated with that part of the SSH anomaly that scales with the interface anomaly, that is, that part of the SSH associated with the equivalent-barotropic structure of the ring, also does not contribute to the vertical exchange of IAM.
The equivalent-barotropic structure of the ring is defined as follows. The pressure P(x, y, z, t) is written as
P(x, y, z, t) ϭ F(z, t)G(x, y, t) ϩ H(x, y, z, t), (19)
with the constraint that the absolute value of H(x, y, z, t) is minimized. Here, F(z, t)G(x, y, t) is the equivalent-barotropic part of the ring. The equivalent-barotropic part implies a pressure field that has a similar structure in the vertical direction but varying amplitude. The non-equivalent-barotropic part of the ring, H (x, y, z, t) , is that part whose structure changes with depth. In a similar way, the SSH can be decomposed in an equivalent barotropic and non-equivalent-barotropic part:
again with the constraint that the absolute value of ␥ (x, y, t) is minimized. The ring initially is purely equivalent barotropic: ␥ (x, y, 0) ϭ 0, and ␣(0) ϭ ϪgЈ/ g. As time evolves, the ring becomes more barotropic and corotating; ␣ decreases and ␥ becomes nonzero. The ring loses its purely equivalent-barotropic structure. Because the gЈh(x, y, t) term does not contribute to the IAM budget, only the non-equivalent-barotropic part of the SSH, ␥ (x, y, t), contributes to the change in IAM. For the upper layer, this is confirmed by Fig. 4 . The product of the non-equivalent-barotropic SSH gradient and layer-depth anomaly produces the required change in IAM (the non-equivalent-barotropic pressure term). The same holds for the lower layer (not shown). Figure 5 shows the pattern of the non-equivalentbarotropic SSH as it evolves with time. This pattern initially strikingly resembles the m ϭ 2 mode, which, according to the linear stability analysis, is the most unstable mode for the initial basic state (Katsman et al. 2003) . Because the m ϭ 2 mode initially is equivalent barotropic, the fact that the non-equivalent-barotropic mode also has an m ϭ 2 character suggests that the m ϭ 2 mode acquires a vertical tilt as time evolves. This result is illustrated by Fig. 6 . This figure shows the differences in SSH anomaly between day 20 and 0 and day 40 and 0, as well as the differences in layer-depth anomaly, which gives a good impression of the wave field. It is seen that the perturbations in layer depth lag those in SSH, which is consistent with a developing baroclinic wave. Because of the phase lag in the vertical, a non-equivalent-barotropic SSH anomaly arises. It is also seen from Fig. 5 that the pair of cyclones becomes stronger than the anticyclone pair.
Exchange between the core and the surrounding fluid a. Definition of boundary
In section 4b, we saw that the lower layer loses an equal amount of planetary torque as the upper layer gains. This scenario implies significant lateral exchange in the lower layer. Namely, the initially inner region of the vortex, with large values of , moves outward. As a result, in the lower layer, relatively shallow water columns of depth H Ϫ move outward, and deeper columns with small but large H Ϫ move inward. For a suitably chosen subdomain, however, for instance, the initially inner core of the vortex, the whole domain will move outward, and the IAM increases because of the increase of planetary torque. As a result, in the lower layer there has to be a transfer of IAM from the surrounding fluid to the core region of the vortex. In Nof (1990 Nof ( , 1991 ) the boundary be-
. Normalized SSH and upper-layer thickness anomaly relative to the initial profile at day 20 and 40 scaled with 10% of their maximum absolute value (contour interval is 2).
tween the vortex and the surrounding fluid was given by the free streamline beyond which the fluid was stagnant. This boundary only applied to the upper layer of the reduced-gravity model. In our model, the vortex is not characterized by a PV jump and there is no single streamline or PV contour that uniquely defines the boundary between the vortex and the surrounding fluid. The choice of a suitable PV contour to examine the exchange of angular momentum between the core and the surrounding fluid is unlimited. In the ideal case, PV is conserved within the model, and mass is subsequently conserved within a PV contour. Because the model features splitting, relative vorticity is cascaded to the smallest scales, where viscous processes become important. In the model, there is no PV contour in which mass is conserved. However, some contours conserve mass over the whole integration period of 120 days, although temporarily the total volume contained within such a contour may increase and decrease. One such contour (PV ϭ 264.5 ϫ 10 Ϫ10 s Ϫ1 ) nicely defines an inner core region in the second layer ( Fig. 7) . At day 80, the volume contained within this contour has increased by 20%, but at day 120 the volume contained within this contour equals the initial volume within 1%. Figure 7 clearly demonstrates that the patch of fluid within this contour moves outward and that, as a result, this patch of fluid must gain angular momentum because of an increase of planetary torque.
b. Lateral exchange of angular momentum
In section 3b, Eq. (14) was integrated over the whole domain to examine the IAM budget. In that case, the total derivative and local change with time are exactly equal, because the advective component integrates to zero. When we integrate over a moving patch of fluid, this is no longer the case. The local change with time is largely due to advection associated with the movement of the patch. However, it is the total derivative that matters. From Eq. (16) either the depth-independent pressure term, or subgridscale mixing, or interpolation errors. Note that, contrary to section 3b, the integrals are not taken over the whole domain, but only over the moving patch S 2 shown in Fig. 7 . Another change that has to be made with respect to Eq. (16) is that the depth-independent pressure P 2 has to be multiplied by h instead of .
As before, the contribution of the depth-independent pressure term is decomposed in an equivalent-barotropic part and a non-equivalent-barotropic part. Figure 8 shows the total change in IAM for both patch S 2 and the surrounding fluid. The leakage of torque is enormous. The exchange of angular momentum between S 2 and the surrounding fluid in layer 2 is 10 times the net loss of IAM. This exchange is solely induced by the depth-independent pressure term. In comparing Figs. 7 and 5, it is clear that the pattern of SSH extends well beyond the boundaries of patch S 2 , enabling the leakage of torque between S 2 and the surrounding fluid. If the boundary of S 2 were to be extended far enough, the gain of torque associated with the outward movement of S 2 would be compensated by the inward movement of deeper water columns and the outward movement of shallower water columns.
In a similar way, a patch S 1 in the upper layer can be defined (the PV contour of 128.5 ϫ 10 Ϫ8 s Ϫ1 ). The evolution of patch S 1 (not shown) is similar to that of patch S 2 . Figure 9 shows the net change of IAM for both this patch and the surrounding fluid. Now, the lateral leakage of torque is much less. The IAM gain in patch S 1 is made up for 75% by the vertical exchange of torque and for only 25% by lateral exchange. So, the IAM budget in the second layer is dominated by a lateral exchange of torque while the upper-layer budget is dominated by a vertical exchange of torque. The reason for this difference is that the volume of patch S 2 is roughly 10 times as large as the volume of patch S 1 . Whereas the vertical exchange of torque largely accommodates for the outward movement of patch S 1 , patch S 2 needs a source term that is 10 times as large. This is accounted for by the lateral exchange of torque.
8. IAM budget in layer 2 (a) within the core denoted by the PV contour shown in Fig. 7 and (b) outside the core. The dotted line denotes the total change in time, the short dashes are the contribution of the non-equivalent-barotropic pressure term, the solid line is the contribution of the equivalent-barotropic pressure term, the dasheddotted line is the contribution of mixing, and the long dashes are the contribution of interpolation errors. Note that the dotted line and short dashes nearly coincide. Fig. 8 but now for layer 1. The core boundary is the PV contour PV ϭ 128.5 ϫ 10 Ϫ8 s Ϫ1 .
FIG. 9. As in

c. Scaling
Nof (1991) presented a scaling to show that the lateral exchange of torque is negligible in his model. The results from the previous sections show that in the twolayer primitive equation model this lateral exchange is nonnegligible. So, it seems worth investigating where the scaling of Nof (1991) has to be adapted. The change in IAM scales with Hf L 2 L 2 /T [Eq. (6)], where L is the typical length scale of the anticyclone (we release the constraint that L ϭ R d ). Instead of a forcing that scales with gЈHL 2 (Nof 1991) , the forcing now scales with PHL 2 , where P is the nondimensionalized, depth-independent pressure. It is clear from Fig. 5 that P is time dependent. The spinup time for the depth-independent pressure field is at least 60 days. A scaling for P during the moment of splitting can be obtained as follows.
The volume-integrated relative angular momentum in the lower layer spins up to have the same value as is found in the upper layer. In the second layer, the depth of the inner core is roughly 10 times as large as in the upper layer. This implies that u 2 ϳ 0.1u 1 . Now, u 1 scales with Lf . Applying geostrophic balance in the lower layer gives P/L ϳ fu 2 . Furthermore, fu 2 ϳ 0.1 fu 1 ϳ f 2 L/10. Without the depth-independent pressure term, the exchange of angular momentum between the core and the surrounding fluid was driven by the pressure term associated with the interface displacement, which scaled with (L/T) 2 . When a depth-independent pressure is established, the exchange is forced by a pressure term scaling with f 2 L 2 /10, which is much larger. The relative change in IAM due to forcing of the depth-independent pressure term now becomes [cf. with Eq. (6)]
In other words, after the depth-independent pressure has spun up, every 10 days a change in IAM of O (1) is
brought about. This scaling is confirmed by Fig. 3 . The spinup time of the depth-independent pressure is about 60 days. Splitting occurs just before day 80. After day 80, IAM increases each 10-day interval with the same amount as the total increase acquired at day 80.
d. Equivalent-barotropic pressure
Both in the domain-integrated angular momentum budget and in the angular momentum budget integrated over the patches S 2 and S 1 that define the core in the lower and upper layer, respectively, the contribution of the equivalent-barotropic pressure term in forcing the lateral and vertical angular momentum exchange was negligible when compared with the contribution of the non-equivalent-barotropic pressure term. Nof (1991) showed that leakage of torque associated with the depthdependent pressure term was negligible. However, his scaling did not account for the development of a depthindependent pressure. The scaling presented above does account for this pressure term, but it equally applies to the equivalent-barotropic and non-equivalent-barotropic parts of the pressure. Why then is the equivalent-barotropic pressure term unimportant in driving IAM exchanges? The clue for this can be found in Nof (1990) . The equivalent-barotropic part of the pressure is proportional to the interface deformation and its contribution to the IAM budget, EB ϳ ͛ ␦S (h 2 y dy ϩ h 2 x dx) [see Eq. (2)]. Now, if the mass flux across the boundary ␦S is small, which holds for any region bounded by a PV contour, or for a domain that is large enough for the speeds at the boundary to become negligible, the layer depth h will be nearly constant along the boundary: h ϭ h b . In that case, the contribution of the equivalentbarotropic pressure term EB ϳ ͛ ␦S y dy ϩ x dx, which 2 h b is zero for any closed contour.
Discussion and conclusions
a. Baroclinic instability
The picture that emerges is the following. The m ϭ 2 pattern that is the most unstable eigenmode of the parent anticyclone gains energy by a mixed baroclinic/ barotropic instability. This m ϭ 2 pattern develops a vertical tilt associated with the baroclinic energy conversion. As a result, a non-equivalent-barotropic SSH anomaly arises. The product of the associated SSH gradient and layer-depth anomaly drives a lateral exchange of torque from the surrounding fluid to the core region in the lower layer and a vertical exchange of torque within the core region from the second to the first layer. Nof (1990 Nof ( , 1991 did not account for baroclinic instability because he considered a reduced-gravity shallowwater model with an infinitely deep and resting lower layer, and he concluded that anticyclones cannot split. The results of this paper suggest that Nof's conclusion should be revised to the following: anticyclones cannot split by barotropic processes alone; baroclinic instability is a necessary ingredient for splitting to occur. This finding corroborates the results of Drijfhout et al. (2003) . They found a few cases in which anticyclones equilibrate before splitting, and in all those cases the linear instability of the rings was of barotropic naturethe baroclinic energy conversion even rerouted energy from the perturbation to the parent ring. Also, rings with a smaller radius feature a more dominant barotropic instability. This explains why, after splitting, the offspring eddies equilibrate. Nof (1990 Nof ( , 1991 motivated the supposed inability of anticyclones to break up by the absence of any observations of splitting anticyclones. The observation of a splitting event requires several consecutive CTD sections measuring the same ring. The measurements have to be spread out over a long enough period to follow its evolution but have to follow with short enough time intervals to catch the splitting event. Such campaigns, involving several cruises that (re)visit the same ring, occur seldom. Drijfhout et al. (2003) refer to the observed splitting of Agulhas ring Astrid. In that case, however, the splitting was preceded by the event of Astrid merging with another anticyclone. Schouten et al. (2000) tracked 20 Agulhas rings using Ocean Topography Experiment/Poseidon satellite altimetry. They suggested that, of those 20, 6 split up and 14 remained coherent. When the splitting is asymmetric, as observed in the model simulations of Drijfhout et al. (2003) , and one of the offspring rings is much smaller, the splitting event can easily be missed by the tracking algorithm used by Schouten et al. (2000) . Still, the time integrations of Benilov et al. (1998) , Dewar et al. (1999) , and Drijfhout et al. (2003) suggest more frequent splitting than is observed. It very well could be that these idealized studies lack an ingredient that stabilizes the rings or facilitates equilibration before splitting occurs.
b. Comparison with observations
c. Cyclones
In Nof (1990 Nof ( , 1991 it was found that anticyclones cannot split on their own and only cyclones meet the necessary condition for splitting. The cyclones were subject to a critical intensity above which breaking is possible. Because lateral exchange of IAM between the ring and the surrounding fluid was negligible and vertical exchange between the layers was prohibited in Nof's model, the increase in planetary torque associated with splitting had to be compensated by a decrease in relative angular momentum. In the sections above, we saw that, in the presence of a tilting interface, the development of a depth-independent pressure gradient enables the lateral and vertical exchanges of IAM that make it possible for anticyclones to split. A similar VOLUME 33 transport of IAM in the case of a (baroclinically) unstable cyclone would enable splitting without the dramatic decrease in rotation and vorticity that are required for the splitting of cyclones in the model of Nof.
To test this possibility, we initialized the model with a circular symmetric, equivalent-barotropic cyclone that is the mirror image of the anticyclone discussed in section 3a. The maximum amplitude of the anomalous layer depth was again 480 m, but now the undisturbed layer depth was 520 m and the depth in the core of the ring was 40 m whereas, for the anticyclone, the undisturbed layer depth was 40 m and the depth in the core was 520 m. All other parameters were kept the same. This cyclone also splits. The IAM now decreases in the upper layer and increases in the lower layer associated with the outward movement of a region with small thickness in the upper layer and larger thickness in the lower layer. The lateral and vertical exchange of IAM is of similar magnitude as in the case of the splitting anticyclone. It is similarly associated with the non-equivalent-barotropic pressure term. The lateral exchange in the upper layer between the core of the vortex and the surrounding fluid is slightly larger than in the case of the splitting anticyclone, because the lateral exchange now has to overcompensate the downward transfer of IAM. The pathways of the IAM transfer that are associated with the splitting of cyclones and anticyclones are summarized in Fig. 10 . The change in relative angular momentum is less than 1 per mill of the change in planetary torque and does not play a role in the IAM budget.
d. Summary and conclusions
The main result of this paper is that the previous conclusion that anticyclones cannot split on their own should be revised. Anticyclones cannot split by barotropic processes alone; baroclinic instability is a necessary ingredient for splitting to occur. Integrated over a larger domain, angular momentum will increase in the upper layer as the deeper water columns move away from the center while the shallower ones move toward the center. In the lower layer, the opposite occurs. In the lower layer, the required changes in IAM are accommodated for by a lateral transport of angular momentum from the surrounding fluid toward the core of the vortex. In the upper layer, the core gains IAM by a vertical transfer from the lower layer to the upper layer.
The exchange of IAM is related to the baroclinic instability in the following way: The m ϭ 2 pattern, which is the most unstable eigenmode of most anticyclones, gains energy by a mixed baroclinic/barotropic instability. The baroclinic energy conversion is associated with the development of a vertical phase lag in this m ϭ 2 pattern. As a result, the m ϭ 2 pattern induces a nonequivalent-barotropic SSH anomaly that does not scale with the interface displacement. In the presence of a tilting interface, it is precisely this SSH gradient that drives the lateral exchange of torque from the surrounding fluid to the core region in the lower layer, and the vertical exchange of torque from the second layer to the upper layer within the core region. This scenario is also valid for lenslike eddies and counterrotating eddies, although quantitative details may differ. The reason that the product of the non-equivalent-barotropic pressure gradient and layer depth drives the IAM exchange and that the equivalent-barotropic part of the pressure is not important can be understood from the fact that the latter contribution can be written as a line integral across a closed contour. When this contour is a PV contour or the boundary of the whole domain, the mass flux across this contour will be zero. As a result, the layer depth along that contour has to be constant; the line integral becomes identically zero. For the anticyclone discussed here, a timescale of 10 days is deduced from scaling arguments for the fully developed non-equivalent-barotropic SSH anomaly to induce the O(1) changes in IAM that are required for splitting. Together with a spinup time of about 60 days for this SSH anomaly to develop, this timescale compares well with the observed splitting time of 70-80 days.
