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ABSTRACT
We present Sengi (christopherlovell.github.io/sengi), an online tool for view-
ing the spectral outputs of stellar population synthesis (SPS) codes. Typical SPS codes
require significant disk space or computing resources to produce spectra for simple
stellar populations with arbitrary parameters. This makes it difficult to present their
results in an interactive, web-friendly format. Sengi uses Non-negative Matrix Fac-
torisation (NMF) and bilinear interpolation to estimate output spectra for arbitrary
values of stellar age and metallicity. The reduced disk requirements and computational
expense allows the result to be served as a client-based Javascript application. In this
paper we present the method for generating grids of spectra, fitting those grids with
NMF, bilinear interpolation across the fitted coefficients, and finally provide estimates
of the prediction and interpolation errors.
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1 INTRODUCTION
Stellar Population Synthesis (SPS) models predict the emis-
sion from stellar populations, typically coeval Simple Stellar
Populations (SSP) with a single age, metallicity and abun-
dance distribution. To get from such a population to an
SED requires stellar isochrones to describe stellar evolution,
spectral libraries, and an Initial Mass Function (IMF). The
contribution of the effects of dust and nebular emission are
subsequently added, with varying degrees of complexity, to
produce realistic synthetic spectra. A number of models have
been developed by different groups over the past 20 years,
and these are widely used across a range of astrophysical do-
mains (for a review, see Conroy 2013). Such models are still
the subject of significant uncertainties, particularly for rarer
phases of stellar evolution such as asymptotic giant branch
(AGB) stars and blue stragglers.
There are, however, two draw backs to these codes for
certain use-cases: their computational cost and large disk
space requirements. Downloading and analysing large li-
braries of models, or installing and running computationally
expensive codes, is not an ideal or feasible approach in many
use cases, particularly where computational resources are
less accessible. For example, in a prototyping or exploratory
phase of a project these drawbacks can at best slow down
the exploration of novel ideas, and at worst deter users from
exploring them altogether. Recent progress in a variety of
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fields has also highlighted that uncertainties in SPS models
is a dominant source of uncertainty in inferred physical pa-
rameters (e.g. Wilkins et al. 2016). The ability to quickly
compare models would aid the qualitative evaluation of the
impact of SPS model choice on a given analysis.
Sengi is an attempt to confront these issues by provid-
ing a small, fast, interactive web interface to some of the
most well known SPS codes. It does this using Non-negative
Matrix Factorisation (NMF) applied to a grid of spectra
generated from the models. These grids are sampled for a
range of ages and metallicities, two parameters that have a
significant impact on the SSP emission. Grids using differ-
ent parameters, for example including the effects of nebular
emission and dust attenuation, can also be generated. The
components and coefficients estimated through NMF can be
interpolated to estimate the spectral emission for arbitrary
parameters, at the expense of relatively small interpolation
errors. Kalmbach & Connolly (2017) apply a similar tech-
nique to improving photometric redshift estimation, using
gaussian process regression to perform the interpolation of
coefficients. We use bilinear interpolation, a computationally
less expensive approach, which allows it to be estimated in
a client-side javascript application.
Sengi is not a replacement for the original codes, since
it cannot encapsulate the full flexibility in all parameters.
It is also not recommended for science pipelines; whilst we
show in Sections 3 and 4 that the recovery and interpolation
errors are low, the original models should always be used for
production science. However, for prototyping and education
© 2019 The Authors
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Sengi provides a fast and accessible (low barrier-to-entry)
tool. Sengi is available online at christopherlovell.
github.io/sengi, and the source code is made available at
https://github.com/christopherlovell/sengi under the
GNU General Public License v3.0.
This manuscript is arranged as follows. In Section 2 we
describe our method, including the generation of grids (2.1),
a description of the NMF algorithm used (2.2), our choice
of hyperparameters (2.3), an analysis of the fitted compo-
nents (2.4), and a description of the interpolation method
(2.5). Then in Section 3 and 4 we evaluate the reconstruction
and interpolation accuracy, respectively. Finally, we provide
our conclusions and a discussion of the web-interface in Sec-
tion 6.
2 METHODS
2.1 Generating grids of models
Our approach uses spectra generated from SPS models on a
grid of age and metallicity values. These grids are then fit
using NMF. There are a number of other factors, such as the
IMF or the inclusion of nebular emission and dust, that have
a significant effect on the emission. Where these are discrete
selections we can simply generate multiple grids, (e.g. for
different IMFs). Where these choices are continuous (e.g.
varying extinction coefficient) we ignore them in this version,
as this would enlarge the dimensionality, and subsequent
disk size, of the grid substantially.
We have provided five grids in the current release, de-
tailed in Table 2.1. These are constructed from three SPS
models: FSPS (Conroy et al. 2009; Conroy & Gunn 2010),
with nebular contributions included as calculated by Byler
et al. (2017), BPASS (Eldridge et al. 2017) and BC03
(Bruzual & Charlot 2003).1 It is trivial to add new SPS mod-
els, or grids with parameter variations, simply by providing
grids of spectra in age and metallicity. The resolution of the
grid should be sufficient to sample the variability in the spec-
tra as a function of age and metallicity in order to reduce
interpolation errors. In the case of BC03 and BPASS we are
limited by the outputs given in the data releases, however in
FSPS we can generate arbitrarily fine grids. We normalise
each SSP to have mass 1M, and restrict the spectra to the
optical wavelength range ([3 × 103, 104] )
Further details on the models, including the age and
metallicity resolution, are given in Table 2.1. We use the
BPASS binary grid as our fiducial grid throughout the rest
of the analysis, with a Chabrier IMF and a 300 M high-
mass cut off.
1 We used python-FSPS (Foreman-Mackey et al. 2014) as a wrap-
per for FSPS to obtain the spectra, and the hoki interface (Heloise
2019) to read the BPASS spectra files. We obtained the BC03
models directly from http://www.bruzual.org/bc03/Original_
version_2003/
2.2 Non-negative Matrix Factorisation
There are a number of dimensionality reduction techniques
that use matrix factorisation of the form
Vi j = (WH)i j =
N∑
k=1
Wik Hk j , (1)
where V is some n×m matrix, with n objects each composed
of m ‘features’ in machine learning parlance. The N columns
of W represent the basis components, and each column of H
is an encoding for a given object. Principal Component Anal-
ysis (PCA) is one of the most well known techniques of this
form. In PCA, the rows of H are constrained to be orthog-
onal, and the columns of W to be orthonormal. This then
leads to the property that the first component describes the
direction along which maximum variance can be described.
Non-negative Matrix Factorisation (NMF) is another
factorisation technique of this form. NMF imposes the
unique constraint that both W and H must be non-negative.
This is in contrast to PCA, where components can be neg-
ative, and the linear combination can be subtractive as well
as additive. The NMF approach has unique advantages for a
number of physical applications, such as spectra decomposi-
tion, where negative luminosities are obviously un-physical
(Hurley et al. 2014). This can also aid the interpretation of
components (see Lee & Seung 1999).
The initialised values of W and H can have a big im-
pact on the subsequent performance of NMF. We use Non-
negative Double Singular Value Decomposition, where ze-
ros are filled with small random values (known as NNDSV-
Dar). This initialisation approach leads to faster convergence
(Boutsidis & Gallopoulos 2008). The values of W and H are
then updated using the multiplicative update (MU) algo-
rithm, with the Itakura-Saito (IS) divergence of the two ma-
trices as the objective function,
dIS(X,Y ) =
∑
i, j
(
Xi j
Yi j
− log Xi j
Yi j
− 1
)
, (2)
where X is the true grid spectra, and Y = W H is the es-
timated grid spectra. An alternative cost function is the
Frobenius norm, which acts like a Euclidean distance for ma-
trices. IS works better for this application due to the large
dynamical range of the grid spectra (Fe´votte et al. 2009).
The update rules for MU with IS are (Abdallah & Plumbley
2004):
H ← HW
T ((WH)−2 V)
WT (WH)−1 (3)
W ← W ((WH)
−2 V)HT
(WH)−1 HT . (4)
2.3 Hyperparameter optimisation
A number of hyperparameters for NMF can be chosen to
improve the prediction accuracy and performance time. The
tolerance, defined as the minimum reduction in the cost
function between consecutive iterations, and the maximum
number of iterations permitted to reach this tolerance, are
two such hyperparameters. We set the tolerance at 10−4,
and the maximum number of iterations at 1000; this leads
to convergence before the maximum iteration number in all
cases shown here.
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Name Model IMF1 High-mass cutoff2 age resolution3 Z resolution3
FSPS FSPS v3.1 Kroupa 120 [-2,1.18,81] [-2,1,41]
FSPS (Nebular) FSPS v3.1 + Cloudy nebular emission Kroupa 120 [-2,1.18,81] [-2,1,41]
BC03 Galaxev (2003) Chabrier 100 [-3.9,1.30,220] [-4.84,1.37,6]
BPASS (Single) BPASS v2.2.1 Chabrier 300 [-3,1.2,51] [-3.1,0.5,13]
BPASS (Binary) BPASS v2.2.1 Chabrier 300 [-3,1.2,51] [-3.1,0.5,13]
Table 1. SPS model grid details. (1) Initial Mass Function. (2) Upper limit to the Initial mass Function. (3) The lower limit, upper
limit, and resolution of each grid (respectively) in age and metallicity.
Figure 1. Itakura-Saito divergence, dI S , against the number of
components for the fiducial BPASS model. dI S plateaus at −4800
for greater than 20 components.
The number of components is another user-defined
choice. In PCA each component is unaffected by subsequent
additional components. In contrast, in NMF each additional
component changes the existing components. One could use
the Bayesian evidence to rigorously determine the optimum
component number (see Hurley et al. 2014), but since we are
not chiefly concerned about the decomposed components in
this application, we choose to select purely based on the
trade off between predictive accuracy and optimum disk us-
age.
Figure 1 shows the average Itakura-Saito divergence,
dIS , against the number of components for the fiducial
BPASS grid. dIS is calculated between the true and the pre-
dicted spectra over the whole grid. More components leads
to a reduction in the error, but this plateau’s at ∼ −4800 for
greater than 20 components.
We can also see the improvement in prediction accuracy
by calculating the Symmetric Mean Absolute Percentage Er-
ror (SMAPE), defined as
RSMAPE = 2 ×
|Spred − Strue |
Spred + Strue
, (5)
where Spred and Strue are the predicted and true spectra,
respectively. We use SMAPE as it is less sensitive to large
changes in dynamic range (Lovell et al. 2019), giving a fairer
comparison of the model residual for different grid spectra.
SMAPE acts as a true percentage error in the small error
regime. Figure 2 shows the distribution of RSMAPE averaged
over the entire spectrum for all grid points, as well as the
mean RSMAPE in each pixel. For Ncomp = 20 the average er-
Figure 2. Top: histogram of |RSMAPE | averaged across the whole
spectrum for each grid point, using the fiducial BPASS model.
Each line shows a different number of components. Bottom:
RSMAPE for all grid spectra, averaged over each pixel.
ror is below 4% for all grid points, with a median at ∼1%.
RSMAPE peaks at 30% for some emission lines, but the av-
erage across the spectrum is still in the single-digit percent
regime.
We choose Ncomp = 20, as a trade-off between accuracy
of the prediction and disk size of the grid.
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Figure 3. Components and coefficient weights matrices for the fiducial BPASS grid. Each grid plot shows the matrix of coefficient
weights, and directly below is shown the component spectra. Components are shown from 1-20, labelled on the coefficient matrix.
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2.4 Components
Figure 3 shows each component and its matrix coefficients
for the fiducial BPASS grid. The first component dominates
in flux over all other components, and is associated with
young, low metallicity populations. Subsequent components
sample the rest of the age - metallicity plane.
2.5 Grid Interpolation
The coefficients and components estimated through NMF
can be used to predict the spectra for each isolated grid
point. Additionally, using appropriate interpolation of those
coefficients across the grid, an estimate of the spectra can
be obtained for arbitrary grid parameters (within the grid
bounds). We use bilinear interpolation, which gives a good
trade-off between interpolation accuracy and computational
cost. The latter constraint is important, as the interpolation
is performed on the client side in the Sengi web application.
The accuracy of the interpolation is assessed in Section 4.
3 RECONSTRUCTION ERROR
We first evaluate the prediction accuracy on the grid. An
example prediction for a given grid point, with an above-
average mean error of RSMAPE = 0.013 (see Figure 2), is
shown in Figure 4. The predicted spectrum recovers both
the overall shape and high resolution details of the spectrum
remarkably well. RSMAPE is consistently below 5% across the
wavelength range, except for a few pixels at the blue end of
the spectrum, where NMF struggles to recover the precise
flux where it is particularly close to zero. The errors are
consistently at the sub-percent level at the red end of the
spectrum.
Figure 5 shows the average of RSMAPE across the spec-
trum for each grid point. |RSMAPE | peaks at 3.65%, and
across the grid the median is 1%. RSMAPE tends to be higher
at the edges of the grid, as expected since there are fewer
neighbouring spectra in age - metallicity space for compo-
nents to be built from. In the centre of the grid, where there
is a better sampling of similar spectra, the errors tend to be
lower.
4 INTERPOLATION ERROR
NMF provides the coefficient weights for all points on the
grid, which can be used to predict the emission for discrete
grid points, as shown in Section 3. These coefficients can also
be used to estimate the emission for arbitrary values of age
and metallicity (within the grid bounds) through interpola-
tion of each coefficient. We use bilinear interpolation due to
its speed and low computational complexity. Kalmbach &
Connolly (2017) show that using more sophisticated meth-
ods, such as 2D gaussian process regression, can reduce the
interpolation error. However, such techniques are currently
not suitable for client-side web applications due to the in-
creased computational cost.
We evaluate the error introduced through interpolation
by generating two grids, one with twice the resolution in age
and metallicity. We use python-FSPS to generate the grids
as it allows us to sample the age and metallicity at arbitrary
Figure 4. Top: example predicted spectra (orange) compared
to the true spectra (blue) at a given grid point. Inset: zoom on
a region of the spectrum, showing the good agreement of the
detailed spectral features. Bottom: RSMAPE against wavelength.
resolution. For the high resolution grid we produce spectra
for 81 age values, sampled regularly between -2 and 1.17
in log10(Gyr), and 41 metallicity values sampled regularly
between -2 and -1 in log10(Z /Z). For the lower resolution
grid we use the same limits but with half the number of grid
points. This leaves 800 points on the high resolution grid
within bounds of the lower resolution grid. We then estimate
the values on these points by running NMF on the lower
resolution grid, interpolating the coefficients at each high-
resolution grid point. Figure 6 shows the fractional residual,
Rfrac, between the predicted spectra on these un-sampled
points and the true spectra from the high resolution grid.
|Rfrac | is 2.0%, and the median is 1.0%, comparable to the
reconstruction errors on the grid points. However, there are
peaks in the distribution of Rfrac, particularly at the edges
of the grid, where interpolation errors can reach ∼ 25%.
Using python-FSPS we can mitigate the effect of inter-
polation errors at the grid edges by creating finer grids, but
this is not currently possible for all SPS models.
MNRAS 000, 1–7 (2019)
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Figure 5. Average RSMAPE between the predicted and true spec-
tra across the age - metallicity grid, for the fiducial BPASS model.
Reconstruction errors tend to be larger at the grid edges.
Figure 6. Average RSMAPE between the true spectra and the
interpolated predictions across the age - metallicity grid for the
FSPS model.
5 DISCUSSION
Whilst Sengi has been designed as an interactive online tool,
the method of spectra reconstruction presented here can be
used for a wide range of applications. Kalmbach & Connolly
(2017) first showed that using SEDs estimated from a set
of basis components can lead to much higher precision pho-
tometric redshifts. Recently, coincident with submission of
this manuscript, Alsing et al. (2019) showed how using neu-
ral networks combined with basis components derived from
PCA can be used to flexibly estimate coefficients for arbi-
trary SPS parameter coefficients. They use this within an
SED fitting framework to estimate physical parameters of
galaxies, and find significant computational speed ups over
generating spectra directly from the models, as we find here.
We note that they apply PCA to spectra in log flux; in our
tests we found much improved performance when evaluated
in this space, due to the smaller dynamic range. However,
when the fitted spectra were evaluated in linear flux the er-
rors were much larger. The quoted fractional errors in log
flux in Alsing et al. (2019) are therefore not directly compa-
rable with the SMAPE errors calculated here from the linear
flux. The neural network developed in Alsing et al. (2019) is
written in Tensorflow; the trained model could be translated
to a web framework through tensorflow.js.2
Cosmological simulations are another area where spec-
tra estimation could provide useful speed ups and reductions
in data footprint. ‘Forward modelling’ simulations is a key
method of testing their predictions directly with observables.
However, this is typically done for at most a limited number
of SED modelling assumptions, and the full SEDs are usu-
ally not provided. Instead, photometry is usually the main
data product due to the lower data cost (Camps et al. 2017;
Torrey et al. 2015). Spectra estimation from basis compo-
nents would allow for the full modelled spectra from a large
set of assumed parameters to be provided given a relatively
small data footprint. Spectra generation in simulations also
typically uses SSP spectra generated over a grid of age and
metallicity that are then interpolated to give the emission
for arbitrary stellar elements. Basis estimation could allow
more rapid, and potentially more accurate, generation of
spectra from the simulations for a larger range of modelling
assumptions. This capability will be key to understanding
the degeneracies and biases imposed by these assumptions
(Wilkins et al. 2016).
6 CONCLUSIONS
We have presented a novel method for representing the spec-
tral results from SPS models, using Non-negative Matrix
Factorisation and bilinear interpolation. This bypasses the
computational complexity of generating the models, and re-
duces the data footprint, allowing the method to be pre-
sented via a client-side Javascript application. Sengi is avail-
able online at christopherlovell.github.io/sengi, pro-
viding a spectral viewer for each of the five grids described
in this paper. Interactive sliders allow users to change the
age and metallicity of the SSP and instantly see the effect
on the optical emission. Multiple models can be viewed si-
multaneously, and users can zoom in to areas of the spectra
of interest.
The source code is available online at https://github.
com/christopherlovell/sengi under the GNU General
Public License v3.0.
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