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The celebrated Wigner-Gaudin-Mehta-Dyson (WGMD) (or sine kernel) statistics of random ma-
trix theory describes the universal correlations of eigenvalues on the microscopic scale, i.e. corre-
lations of eigenvalue densities at points whose separation is comparable to the typical eigenvalue
spacing. We investigate to what extent these statistics remain valid on mesoscopic scales, where
the densities are measured at points whose separation is much larger than the typical eigenvalue
spacing. In the mesoscopic regime, density-density correlations are much weaker than in the
microscopic regime.
More precisely, we compute the connected two-point spectral correlation function of a Wigner
matrix at two mesoscopically separated points. We obtain a precise and explicit formula for the
two-point function. Among other things, this formula implies that the WGMD statistics are
valid to leading order on all mesoscopic scales, that the real symmetric terms contain subleading
corrections matching precisely the WGMD statistics, while in the complex Hermitian case these
subleading corrections are absent. We also uncover non-universal subleading correlations, which
dominate over the universal ones beyond a certain intermediate mesoscopic scale.
Our formula reproduces, in the extreme macroscopic regime, the well-known non-universal correla-
tions of linear statistics on the macroscopic scale. Thus, our results bridges, within one continuous
unifying picture, two previously unrelated classes of results in random matrix theory: correlations
of linear statistics and microscopic eigenvalue universality.
The main technical achievement of the proof is the development of an algorithm that allows to
compute asymptotic expansions up to arbitrary accuracy of arbitrary correlation functions of
mesoscopic linear statistics for Wigner matrices. Its proof is based on a hierarchy of Schwinger-
Dyson equations for a sufficiently large class of polynomials in the entries of the Green function.
The hierarchy is indexed by a tree, whose depth is controlled using stopping rules. A key ingredient
in the derivation of the stopping rules is a new estimate on the density of states, which we prove
to have bounded derivatives of all order on all mesoscopic scales.
∗University of Geneva, Section of Mathematics, yukun.he@unige.ch
†University of Geneva, Section of Mathematics, antti.knowles@unige.ch
1
ar
X
iv
:1
80
8.
09
43
6v
1 
 [m
ath
.PR
]  
28
 A
ug
 20
18
1. Introduction
1.1. Local spectral statistics of Wigner matrices. Let λ1, . . . , λN be the eigenvalues of an
N × N Wigner matrix H – a Hermitian random matrix with independent upper-triangular entries
with zero expectation and constant variance. We normalize H so that as N → ∞ its spectrum
converges to the interval [−2, 2], and therefore its typical eigenvalue spacing is of order N−1. In this
paper we study the eigenvalue density-density correlations at two different energies. The eigenvalue
density is given by the eigenvalue process
∑
i δλi , which we analyse using its correlation functions1
ρ1(x) ..= E
∑
i
δ(x− λi) , ρ2(x, y) ..= E
∑
i 6=j
δ(x− λi)δ(y − λj). (1.1)
The central object of our analysis is the connected (or truncated) two-point function
p(x, y) ..= ρ2(x, y)− ρ1(x)ρ1(y) .
It measures eigenvalue density-density correlations at the energies x and y. The behaviour of p on
small energy scales x − y as N → ∞ is one of the central questions of random matrix theory, ever
since the seminal works of Dyson, Gaudin, and Mehta [8, 24, 34]. For conciseness, in this paper we
focus on the two-point function, although our methods can also be applied to higher-order correlation
functions.
It is well known that the expected normalized eigenvalue density 1N ρ1(E) at energy E is asymp-
totically given by the semicircle density
%E ..=
1
2pi
√
(4− E2)+ .
Hence, the mean eigenvalue spacing of the process
∑
i δλi at energy E is 1N%E . In order to analyse
the eigenvalue density correlations at small energy scales, we choose a reference energy E ∈ (−2, 2)
and replace the eigenvalue process
∑
i δλi with the rescaled process
∑
i δN%E(λi−E) on the microscopic
scale around energy E, whose mean eigenvalue spacing is one. The connected two-point function of
the rescaled process
∑
i δN%E(λi−E), denoted by pE , may be expressed in terms of p as
pE(u, v) =
1
(N%E)2
p
(
E + u
N%E
, E + v
N%E
)
. (1.2)
The asymptotic behaviour of pE was analysed in the works of Dyson, Gaudin, and Mehta [8,24,34]
for Gaussian H. They proved that
lim
N→∞
pE(u, v) = Yβ(u− v) (1.3)
weakly in u, v ∈ R, where Yβ is given in the complex Hermitian case (H = GUE, β = 2) by
Y2(u) ..= −s(u)2 (1.4)
and in the real symmetric case (H = GOE, β = 1) by
Y1(u) ..= −s′(u)
∫ ∞
u
s(v) dv − s(u)2 . (1.5)
Here
s(u) ..= sin(piu)
piu
1As customary, to simplify notation somewhat, we regard ρ1 and ρ2 as functions (densities with respect to Lebesgue
measure) although the right-hand sides of (1.1) are measures. They will always be integrated against continuous test
functions, justifying such an abuse of notation.
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is the sine kernel. In the real symmetric case, Y1 from (1.5) has the asymptotic expression [34, Equation
(7.2.45)]
Y1(u) = − 1
pi2u2
+ 1 + cos
2(piu)
pi4u4
+O
(
1
u6
)
(1.6)
for u→∞.
In fact, the weak convergence of pE to Yβ holds not only for the Gaussian matrices GUE and GOE
but also for arbitrary Wigner matrices. This universality statement is commonly referred to as the
Wigner-Gaudin-Mehta-Dyson conjecture, and it was proved in a recent series of works [1,4,10,12–23,
37,38].
1.2. Outline of results. In this paper we investigate the eigenvalue density-density correlation
between energies u and v that are much further apart than the microscopic scale considered above.
Thus, we analyse pE(u, v) on mesoscopic scales, where u−v is much larger than the microscopic scale
1. On mesoscopic scales, the correlations are much weaker than on microscopic scales, as can be easily
guessed from the right-hand side of (1.3) which behaves like (u− v)−2 for u− v  1. We investigate
to what extent the asymptotic behaviour pE(u, v) ≈ Yβ(u− v), valid on the microscopic energy scale,
remains correct on mesoscopic energy scales.
As explained around (1.1), pE(u, v) is in general a measure and not a function, and therefore has
to be integrated with respect to continuous test functions to yield a number, just as the convergence
(1.3) is in terms of the weak convergence of measures. (Pointwise convergence of pE(u, v) is in general
false and even meaningless.) Thus, we test pE against some test functions f and g and consider the
limiting behaviour of ∫
du˜dv˜ pE(u˜, v˜) f(u− u˜) g(v − v˜) (1.7)
instead. We therefore have another choice of scale – that of the averaging test functions f and g
(where scale means e.g. the diameter of their support). From the expressions (1.4) and (1.5) it is clear
that pE(u, v) oscillates on the microscopic energy scale u− v  1, which leads to rapid oscillations on
the mesoscopic scale u−v  1 (see Figure 1.1). In order to obtain a well-defined limiting behaviour of
pE on mesoscopic scales, we therefore get rid of the oscillations by choosing the scale of the averaging
functions f and g to be mesoscopic. Thus, we have two energy scales: the energy separation u − v,
denoted by 2Nω, and the averaging scale, denoted by Nη. See Figure 1.2. One can think of Nη as
being slightly larger than 1, although other window scales are of interest too.
u− v
pE(u, v)
Figure 1.1. A plot of pE(u, v) as a function of u− v on mesoscopic scales u− v  1 (solid), along with the
function where the microscopic oscillations have been averaged out over a small energy window (dotted).
We now outline our main result (see Theorem 2.2 below for details). We fix an energy E ∈ (−2, 2)
and analyse the density-density correlation function pE(u, v) at the energies u = Nω and v = −Nω,
averaged in u and v over windows of size Nη. We assume that 1  Nη 6 Nω 6 N . Up to a small
3
2Nω
Nη Nη
Figure 1.2. The rescaled eigenvalue process
∑
i
δN%E(λi−E) at some energy E, where each atom is represented
using a dot. The typical spacing of the dots is 1. The spectral widows of width Nη located around Nω and
−Nω respectively are drawn in grey.
error term that is estimated quantitatively, we find that the averaged correlation function (1.7) is
given in the complex Hermitian case (β = 2) by
− 12pi2(u− v)2 +
1
4pi2N2%2E
(
1
2F1(u, v) + F2(u, v)
∑
i,j
C2,2(Hij) + F3(u, v)
∑
i
C3(Hii)
)
(1.8)
and in the real symmetric case (β = 1) by
− 1
pi2(u− v)2 +
3
2pi4(u− v)4 +
1
4pi2N2%2E
(
F1(u, v) + F2(u, v)
∑
i,j
C4(Hij) + F3(u, v)
∑
i
C3(Hii)
)
.
(1.9)
Here C2,2(X) is the complex cumulant of order (2,2) in X and X, Ck(X) is the kth cumulant of X
(see (2.1) and (2.2) below), and the functions F1, F2, F3 are explicit elementary functions of u and v
(see (6.4) below). (Note that Ck(Hij) = O(N−k/2); see Definition 2.1 below.)
The first term of (1.8) is precisely obtained by averaging out the microscopic fluctuations of
Y2(u − v) from (1.4). Similarly, the first two terms of (1.9) are precisely obtained by averaging out
the main terms of the expansion (1.6) for Y1(u − v). The remaining terms of (1.9) and (1.8) are
non-universal deviations (depending on the high-order cumulants of H) from the microscopic Wigner-
Gaudin-Mehta-Dyson statistics appearing on mesoscopic scales. Such deviations have been previously
observed in the macroscopic linear statistics for Wigner matrices, where ω and η are both of order
1 [30, 31,33].
In fact, for the extreme (doubly) macroscopic case Nη  Nω  N , our results (1.8) and (1.9)
reproduce the covariance derived in [33]. Indeed, it was proved in [33] that (for instance) for β = 1
and i.i.d. entries we have
Var
∑
i
f(λi) =
1
2pi2
∫ 2
−2
dx
∫ 2
−2
dy
(
f(x)− f(y)
x− y
)2 4− xy√
4− x2
√
4− y2
+ N
2C4(H12)
2pi2
(∫ 2
−2
dx f(x) 2− x
2
√
4− x2
)2
, (1.10)
which, by polarization and a short calculation, is easily seen (see Appendix B) to match with the
corresponding quantity obtained from the leading order of (1.9) on the macroscopic scale.
The microscopic eigenvalue correlations (for β = 1 for definiteness), captured by (1.3) and (1.5),
and the macroscopic eigenvalue correlations, captured by (1.10), appear at first sight unrelated. Our
main result, (1.9), uncovers a clear link between them: it gives a comprehensive picture of the meso-
scopic landscape for eigenvalue density correlations, tracking in detail the continuous bridging of
microscopic and macroscopic scales.
We make some observations on (1.8)–(1.9).
(i) To leading order, the Wigner-Gaudin-Mehta-Dyson correlations remain valid on all mesoscopic
scales Nω  N , failing only at the macroscopic scale ω  1. (The first term of (1.8), respectively
of (1.9), is the leading term if an only if ω  1. If ω  1 then the second and third terms of
(1.8), respectively the second, third, and fourth terms of (1.9), are also of leading order.)
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(ii) For β = 1, the subleading corrections inherent to the universal Wigner-Gaudin-Mehta-Dyson
statistics from (1.6) are valid up to mesoscopic scales Nω  √N . For Nω  √N , the dominant
subleading corrections arise from the second and third terms of (1.9), and they depend on the
fourth cumulants of H. These non-universal corrections become of leading order at macroscopic
scales Nω  N .
(iii) Our result is completely insensitive to size of the spectral window Nη over which the function
pE is averaged, provided that Nη  1. In particular, even at the macroscopic scale Nω  N ,
our result on the covariance is stronger than the previous macroscopic results [30,31,33], where
also Nη  N , whereas we admit any η satisfying Nη  1. For instance, our result covers the
density-density correlations of No(1) eigenvalues located at opposite ends of the bulk spectrum.
(iv) The scaling factor N%E of the rescaled point process (see (1.2)) is chosen so that its limiting
behaviour does not depend on E on the microscopic scale. Accordingly, the first term of (1.8)
and the first two terms of (1.9) do not depend on E. All other terms of (1.8) and (1.9), however,
carry a factor %−2E , which has the interpretation that these terms are naturally associated with
the macroscopic scale, where a rescaling by %E makes no sense.
(v) Our method can be easily extended to yield further corrections in powers of (u− v)−2 to (1.9)
to match the corresponding further terms in the expansion of (1.5), as in (1.6), but for the sake
of brevity we refrain from doing so in this paper.
Our method can also be extended to higher-order correlation functions ρ3, ρ4, . . . without com-
plications. We do not pursue this direction in this paper.
It is instructive to rewrite pE as follows. The density-density correlation function pE(u, v) at the
energies u and v, averaged in u and v over windows of size Nη, can be expressed directly in terms of
the eigenvalues of H as
1
(N%E)2
Cov
(∑
i
fη/%E
(
E + u
N%E
− λi
)
,
∑
j
fη/%E
(
E + v
N%E
− λj
))
, (1.11)
where fε(x) ..= 1εf
(
x
ε
)
is an approximate delta function on scale ε with a compactly supported positive
test function f having integral one. Note that the term
∑
i f
η/%E
(
E + uN%E − λi
)
has variance of order
η−2 (see e.g. [27]), much larger (by a factor up to N2) than the covariance in (1.11) which is of order
ω−2 =
(
u−v
2N
)−2. This illustrates a key difficulty in deriving expressions of the form (1.8), (1.9) for
(1.11), which entails computing the covariance of strongly fluctuating but weakly correlated random
variables. Indeed, as explained in Section 3 below, even to obtain the leading order terms of (1.8) and
(1.9), we have to compute the covariance, of order 1/(Nω), of two random variables whose variance
are each of order 1/(Nη). These two quantities may differ by a factor of up to N1−o(1).
We conclude this subsection with previous results on the mesoscopic spectral statistics of Wigner
matrices. The study of mesoscopic density-density eigenvalue correlations was initiated in [6] where
the authors derived the first term of (1.9), − 1pi2(u−v)2 , for the case that H is GOE with the test
function f(x) = 1pi
1
1+x2 . In [7], the same result was obtained for real symmetric Wigner matrices
under the condition ω  η  N−1/8 and sufficiently many odd moments of the matrix entries vanish.
In the work [25] the eigenvalue distribution of GUE matrices (later extended to GOE matrices
in [35]) on mesoscopic scales was studied from a different point of view. Essentially, instead of
computing correlations of eigenvalue densities, [25] addresses correlations of eigenvalue locations. In
order to summarize the results of [25], we order the eigenvalues λ1 6 λ2 6 · · · 6 λN and introduce
the quantiles γi, i = 1, . . . , N , of the semicircle law through i/N =
∫ γi
−2 %x dx. Defining the normalized
eigenvalues λ˜i ..=
pi%γiN(λi−γi)√
logN
, it is proved in [25] that λ˜i has asymptotically a normal distribution
with variance 1, and two normalized eigenvalues λ˜i and λ˜j are asymptotically jointly normal with
covariance β, where β = 1−logN (j−i). Thus, the locations of two mesoscopically separated eigenvalues
have a covariance of the same order as their individual variances. This is in stark contrast to two
mesoscopically separated densities, whose correlations decrease rapidly with the separation.
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Heuristically, the strong correlations between eigenvalue locations can be attributed to the entire
spectrum of the random matrix fluctuating as a semi-rigid jelly on the scale
√
logN/N . This global
collective fluctuation of the eigenvalues is on a much larger scale than the typical eigenvalue spacing,
1/N . Note that, unlike eigenvalue locations, the eigenvalue density is only weakly sensitive to a
global shift of eigenvalues. We conclude that the our results and those of [25, 35] pertain to different
phenomena and are essentially independent. Although the density-density correlations of the form
(1.11) are in principle completely characterized by the joint law of locations of pairs of mesoscopically
separated eigenvalues, the precision required to see even the leading order of (1.8), (1.9) is far beyond
that obtained in [25, 35]: the leading order of the density-density correlations arises from subleading
position-position correlations. We refer to Appendix A for a more detailed comparison of our results
to [25,35].
Conventions. We regard N as our fundamental large parameter. Any quantities that are not
explicitly constant or fixed may depend on N ; we almost always omit the argument N from our
notation. Sometimes we use c to denote a small positive constant. If the implicit constant in the
notation O(·) depends on a parameter α, we sometimes indicate this explicitly by writing Oα(·).
2. Main result
Throughout this paper we consider the following class of random matrices.
Definition 2.1 (Wigner matrix). A Wigner matrix is a Hermitian N×N matrix H = H∗ ∈ CN×N
whose entries Hij satisfy the following conditions.
(i) The upper-triangular entries (Hij : 1 6 i 6 j 6 N) are independent.
(ii) We have EHij = 0 for all i, j.
(iii) For each p ∈ N there exists a constant Cp such that E|
√
NHij |p 6 Cp for all i, j,N .
We distinguish the real symmetric case (β = 1), where Hij ∈ R and E|
√
NHij |2 = 1 + δij for all i, j,
and the complex Hermitian case (β = 2), where E|√NHij |2 = 1 for all i, j, and EH2ij = 0 for all i 6= j.
If h is a real-valued random variable with finite moments of all order, we denote by Ck(h) the kth
cumulant of h, i.e.
Ck(h) ..= (−i)k ·
(
∂kλ logEeiλh
)∣∣
λ=0 . (2.1)
Accordingly, if h is a complex-valued random variable with finite moments of all order, we denote by
Cp,q(h) the (p, q)-cumulant of h, i.e.
Cp,q(h) ..= (−i)p+q ·
(
∂ps∂
q
t logEeish+ith¯
) ∣∣∣∣
s=t=0
. (2.2)
Finally, we use C∞c (R) to denote the set of real-valued smooth functions with compact support. We
may now state our main result.
Theorem 2.2. Fix 0 < τ < 1. Let E ∈ [−2 + τ, 2 − τ ] and abbreviate κE ..= 2pi%E =
√
4− E2.
Let f, g ∈ C∞c (R), and fix M > 1 such that supp f , supp g ⊂ [−M,M ]. Let η, ω satisfy N−1+τ 6 η,
Mη 6 ω 6 τ/3. For any function f on R we denote
f±(u) ..=
1
Nη
f
(
u∓Nω
Nη
)
.
Let pE(u, v) be defined as in (1.2). We have∫
pE(u, v)f+(u)g−(v) dudv =
∫
ΥE,β(u, v) f+(u)g−(v) dudv , (2.3)
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where for the real symmetric case (β = 1),
ΥE,1(u, v) = − 1
pi2(u− v)2 +
3
2pi4(u− v)4
+ 1
N2κ2E
(
F1(u, v) + F2(u, v)
∑
i,j
C4(Hij) + F3(u, v)
∑
i
C3(Hii)
)
+ E(u, v) , (2.4)
and for the complex hermitian case (β = 2),
ΥE,2(u, v) = − 12pi2(u− v)2
+ 1
N2κ2E
(
1
2F1(u, v) + F2(u, v)
∑
i,j
C2,2(Hij) + F3(u, v)
∑
i
C3(Hii)
)
+ E(u, v) . (2.5)
Here F1(u, v), ..., F3(u, v) are elementary bounded functions defined in (6.4) below, and
E(u, v) = O
(
1
(u− v)5 +
1
N(u− v)3 +
1
N3/2(u− v)2 +
1
N2(u− v)
)
(2.6)
is an error term, where the implicit constants in O(·) only depend on f, g, τ , and Cp from Definition
2.1.
For an interpretation of Theorem 2.2, we refer to the discussion in Section 1.2. The quantitative
error term (2.6) is designed so that it is always smaller than the subleading explicit terms in (2.4) and
(2.5). As explained in Section 1.2, a more laborious analysis using the same method allows one to
compute further terms in the (u−v)−2-expansion on the right-hand side of (2.4), with a corresponding
higher power of (u− v)−1 in (2.6).
3. Outline of the proof
As a starting point, we use an approximate Cauchy formula to reduce the problem from the case of
general test functions to the case of the Green function f(x) = (x− i)−1. The main work, therefore,
is to prove the corresponding result for Green function, summarized in Theorem 3.1 below. Let
G(z) ..= (H − z)−1 with Im z 6= 0 be the Green function, and denote by
G(z) ..= 1
N
TrG(z)
the Stieltjes transform of the empirical spectral measure of H. The following result gives a precise
computation of the covariance Cov(G(z1), G(z∗2)) for two mesoscopically separated spectral parameters
z1 and z2.
Theorem 3.1. Fix τ > 0. Let E1, E2 ∈ [−2+τ, 2−τ ], N−1+τ 6 η 6 ω 6 τ/3, where ω ..= E2−E1 > 0.
Define z1 ..= E1 + iη, z2 ..= E2 + iη. For the real symmetric case (β = 1), we have
Cov
(
G(z1), G(z∗2)
)
=− 2
N2(z1 − z∗2)2
+ f1(z1, z
∗
2)
N3(z1 − z∗2)3
+ 12
N4(z1 − z∗2)4κ2E
+ 1
N2
(
f2(z1, z∗2) + f3(z1, z∗2)
∑
i,j
C4(Hij) + f4(z1, z∗2)
∑
i
C3(Hii)
)
+ i
N3(z1 − z∗2)2
(
− E
κ3E
+ V (E)
∑
i,j
C4(Hij)
)
+O
( 1
N5ω5
+ 1
N4ω3
+ 1
N7/2ω2
+ 1
N3ω
)
,
(3.1)
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and for the complex Hermitian case (β = 2), we have
Cov
(
G(z1), G(z∗2)
)
=− 1
N2(z1 − z∗2)2
+ 1
N2
( 1
2f2(z1, z
∗
2) + f3(z1, z∗2)
∑
i,j
C2,2(Hij) + f4(z1, z∗2)
∑
i
C3(Hii)
)
+ iV (E)2N3(z1 − z∗2)2
∑
i,j
C2,2(Hij) +O
( 1
N5ω5
+ 1
N4ω3
+ 1
N7/2ω2
+ 1
N3ω
)
,
(3.2)
where f1(z1, z∗2), . . . , f4(z1, z∗2), V (E) are elementary bounded functions defined in (5.82)-(5.86) below,
and V (E) ∈ R. Here the implicit constants in O(·) only depend on τ and Cp from Definition 2.1.
Remark 3.2. Analogously to Theorem 3.1, we also compute the quantity Cov
(
G(z1), G(z2)
)
. Indeed,
we show that it is much smaller than Cov
(
G(z1), G(z∗2)
)
. The precise statement is given in Proposition
8.1 below.
In the remainder of this section, we explain how to prove Theorem 3.1. Define 〈X〉 ..= X − EX
for a random variable X with finite expectation. Abbreviate G = (H − z1)−1, F = (H − z2)−1. The
main work thus lies in computing E〈G〉〈F ∗〉 = Cov(G(z1), G(z∗2)).
We give a sketch for the real symmetric case (β = 1). A fundamental source of difficulties through-
out the proof is the fact that we are computing the covariance of weakly correlated random variables:
G(z1) and G(z∗2) each have variance 1/(Nη) but their covariance is 1/(Nω), which is in generally
much smaller (up to a factor N1−o(1)).
The basic idea behind the computation is to use resolvent identity zG = HG − I to extract the
centred random variables Hij from the expression, and then use the cumulant expansion formula (see
Lemma 6.1 below)
Ef(h)h = E|h|2 · Ef ′(h) + · · · (3.3)
for a centred random variable h. Unlike in previous works (e.g. [27], [32], [28], [9], [29], [26]), our
object E〈G〉〈F ∗〉 requires recursive cumulant expansions in order to control the error terms. The first
expansion by (3.3) leads to the Schwinger-Dyson (or self-consistent) equation
E〈G〉〈F ∗〉 = 1−z1 − 2EG
(
2
N2
EGF ∗2 + 1
N
E〈G2〉〈F ∗〉+ E〈G〉2〈F ∗〉+W1
)
, (3.4)
where W1 corresponds to the higher cumulant terms from the cumulant expansion (see (5.15) below
for more details). The first term on RHS of (3.4) is the leading term, and it can be shown of order
1/(N2ω2). However, it is difficult to control the error terms in (3.4). For example, simply applying
the local semicircle law (Proposition 4.6 below) to the third term on RHS of (3.4), we have
1
−z1 − 2EG · E〈G〉
2〈F ∗〉 = O
( 1
N3η3
)
, (3.5)
which is in general not smaller than 1/(N2ω2). This is because the large deviation estimate from
the local semicircle law cannot make use of the fact that 〈G〉2 and 〈F ∗〉 are weakly correlated. This
difficulty is actually expected from the nature of the methodology. Trivially by the local semicircle
law we have
E〈G〉〈F ∗〉 = O
( 1
N2η2
)
,
and a comparison of the above and (3.5) shows that the bound from large deviation results is improved
by a factor of 1/(Nη) when we apply one cumulant expansion. The improvement 1/(Nη) is consistent
to previous works in random matrix theory (for example in the standard bootstrap argument for
proving the local semicircle law, one expansion by the Schur’s complement or cumulant expansion will
lower the bound of |Gij−δijm| from 1 to 1/
√
Nη). The source of the factor 1/(Nη) is the fundamental
Ward identity, and it is the best we can get from any kind of single expansion. In our context, in
order to reveal the true size of the error terms in (3.4), we need to expand them recursively. This
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procedure generates terms that either can be explicitly computed or are small enough owing to an
accumulation of factors of 1/(Nη).
The computation of E〈G〉〈F ∗〉 consists of three steps. In a first step, we show that
EGm = O(1) (3.6)
for any fixed m ∈ N (see Proposition 7.2 below). This is a sharp and nontrivial bound (by the local
semicircle law we could only get EGm = O(1/ηm−1)). Its interpretation is that the normalized one-
point function ρ(x) ..= N−1
∑
i Eδ(x− λi) has uniformly bounded derivatives of all order down to all
mesoscopic scales; this can be seen from the calculation
ImEGm = Im
∫
ρ(x)
(x− z)m dx = (−1)
m−1 Im
∫
ρ
(m−1)
1 (x)
x− z dx
= (−1)m−1
∫
ρ(m−1)(x) · η(x− E)2 + η2 dx = (−1)
m−1(ρ(m−1) ∗ θη)(E) ,
with the Cauchy kernel θη(x) = ηη2+x2 on scale η. Note that this estimate is optimal and wrong on
the microscopic scale η = 1/N . Indeed, even for the GUE, the derivative of the density of states
diverges with N on microscopic scales. The heuristic behind why (3.6) is nevertheless true is that
the lack of boundedness of the derivatives of the density of states on microscopic scales arises from
microscopic oscillations of the form 1N r(E) cos(Nt(E)) in the density of states where r, t are smooth
functions that do not depend on N . On mesoscopic scales, these oscillations are washed out and the
resulting density has bounded derivatives of all order.
Now by (3.4), we get
EGm = 1−z1 − 2EG
(
EGm−1 +
m∑
a=1
E〈Ga〉〈Gm+1−a〉+
m−1∑
a=2
EGa EGm+1−a+ m
N
EGm+1 +W2
)
, (3.7)
where W2 corresponds to the higher cumulant terms (see (7.11) below for more details). To be able
to expand recursively, we need to have closed formulas for the terms in (3.7). Note that the first,
third and fourth terms on the RHS of (3.7) can already be re-expanded using (3.7). To deal with the
second term on the RHS of (3.7), we abbreviate EQs ..= E〈Gδ1〉 · · · 〈Gδs〉 for s > 2 and δ1, ..., δs ∈ N+.
By (3.4) we have
EQs =
1
−z1 − 2EG
(
EQs−1〈Gδs−1〉+
δs−1∑
a=0
EQs−1〈Gδs−a〉〈Ga+1〉 −
δs−1∑
a=0
EQs−1E〈Gδs−a〉〈Ga+1〉
+ δs
N
EQs−1〈Gδs+1〉+ 2
δs−1∑
a=1
Qs−1〈Gδs−a〉EGa+1 + 2
N2
s−1∑
p=1
δpEQs−1/〈Gδp〉EGδp+δs+1
+ 2
N2
s−1∑
p=1
δpEQs−1/〈Gδp〉〈Gδp+δs+1〉+W3
)
,
(3.8)
where EQs−1 ..= E〈Gδ1〉 · · · 〈Gδs−1〉, and W3 corresponds to the higher cumulant terms. Ignoring W2
and W3, (3.7) and (3.8) now give close expansions, namely for any term we get from (3.7) or (3.8),
it can again be expanded using either of them. In terms of graphs, one can think of the process as a
rooted tree, where EGm is the root, and the terms on RHS of (3.7) are vertices in generation 1, and
further expansions give the vertices in generation 2. We stop expanding a vertex when it has bound
O(1). By a careful combinatorial argument and Lemma 4.7, we show that the tree has finite depth.
In this way we generate a locally finite tree with finite depth, which proves (3.6). The general case
with W2 and W3 will involve expansions which are slightly more complicated than (3.7) and (3.8).
The details of the tree structure are given at the end of Section 7.1 below.
In a second step, we use (3.6) in addition to (3.3) to get a good bound for expectations of monomials
of 〈G〉, 〈F ∗〉, Gij and F ∗ij (precise statements are given in Proposition 5.1 below). Our result reveals
9
the interaction between 〈G〉 and 〈F ∗〉, which is much deeper than the fluctuation of 〈G〉. In particular,
it implies
E〈G〉〈F ∗〉 = O
( 1
N2ω2
)
,
which is sharp, and
1
−z1 − 2EG · E〈G〉
2〈F ∗〉 = O
( 1
N3ω3
)
 1
N2ω2
.
which solves the issue in (3.5). The proof uses similar recursive expansion as in the first step whose
details we omit.
In a third step, we prove Theorem 3.1 by going back to (3.4) and expanding each term on the RHS
by hand to reveal all the explicit terms on RHS of (3.1). Equipping with the good bounds proved in
the second step, we immediately show in Lemma 5.6 below that
E〈G〉〈F ∗〉 = − 2
N2(z1 − z∗2)2
+O
( 1
N2+εω2
)
for some small ε > 0, and a small number of expansions (see Lemmas 5.7 – 5.11 below) will lead to
other main terms in RHS of (3.1). For example, in Lemma 5.8 below we show that the second term
on RHS of (3.4) can be expanded as
E〈G2〉〈F ∗〉 = 1−z∗2 − 2EF ∗
(
1
N
E〈G2〉〈F ∗2〉+ · · ·
)
,
and furthermore
E〈G2〉〈F ∗2〉 = 1−z∗2 − 2EF ∗
(
4
N2
EG3F ∗2 + · · ·
)
= 1−z∗2 − 2EF ∗
(
4
N2
EG− EF ∗
(z1 − z∗2)4
+ · · ·
)
,
which leads to the term
12
N4(z1 − z∗2)4κ2E
(3.9)
in (3.1).
As an additional note, (3.9) corresponds to the correction term 32pi4(u−v)4 in (2.4), which does not
appear in the complex Hermitian case (2.4). The reason is simple from the above argument, since in
the complex Hermitian case we have
E〈G〉〈F ∗〉 = 1−z1 − 2EG
(
1
N2
EGF ∗2 + E〈G〉2〈F ∗〉+ · · ·
)
,
which does not contain the term N−1E〈G2〉〈F ∗〉 as in (3.4). More details are given in Section 5.6
below.
4. Preliminaries
LetM be an N×N matrix. We use the notationsMnij ≡ (Mij)n,M∗n ≡ (M∗)n,M∗ij ≡ (M∗)ij = M ji,
M ..= N−1 TrM . For Im z 6= 0, we define the Stieltjes transform m of the semicircle density % by
m(z) ..=
∫
%x
x− z dx =
1
2pi
∫ 2
−2
√
4− x2
x− z dx . (4.1)
We denote 〈X〉 ..= X−EX for any random variable X with finite expectation. When taking the square
root
√
z of a complex number z, we always choose the branch cut at the negative real axis. This implies
Im
√
z > 0 whenever Im z > 0, and Im
√
z < 0 whenever Im z < 0. Let E ∈ [−2 + τ, 2− τ ] be defined
as in Theorems 2.2 and Theorem 3.1, and for the rest of the paper we abbreviate κ ≡ κE ..=
√
4− E2.
For a real symmetric Wigner matrix H, we shall use the generalized Stein Lemma [2, 36], which
can be viewed a more precise and quantitative version of Stein’s method. It was developed in the
context of random matrix theory in [6, 7, 27, 28, 31]. The proof of a slightly different version can be
found in in [28].
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Lemma 4.1 (Cumulant expansion). Let f : R → C be a smooth function, and denote by f (k) its
kth derivative. Then, for every fixed l ∈ N, we have
E
[
h · f(h)] = l∑
k=0
1
k!Ck+1(h)E[f
(k)(h)] +Rl+1, (4.2)
assuming that all expectations in (4.2) exists, where Rl+1 is a remainder term (depending on f and
h), such that for any t > 0,
Rl+1 = O(1) · E
∣∣hl+2 · 1{|h|>t}∣∣ · ∥∥f (l+1)∥∥∞ +O(1) · E|h|l+2 · sup|x|6t ∣∣f (l+1)(x)∣∣ .
We have a complex analogue of the above lemma, which will be used to deal with the complex
Hermitian case.
Lemma 4.2 (Complex cumulant expansion). Let f : C2 → C be a smooth function, and we
denote its holomorphic derivatives by
f (p,q)(z1, z2) ..= ∂pz1∂
q
z2f(z1, z2) .
Then for any fixed l ∈ N, we have
Ef(h, h¯)h¯ =
∑
p+q6l
1
p! q!Cp,q+1(h)Ef
(p,q)(h, h¯) +Rl+1 , (4.3)
assuming that all expectations in (4.3) exists, where Rl+1 is a remainder term (depending on f and
h), such that for any t > 0,
Rl+1 = O(1) · E
∣∣hl+2 · 1{|h|>t}∣∣ · max
p+q=l+1
∥∥f (p,q)(z, z¯)∥∥∞
+O(1) · E|h|l+2 · max
p+q=l+1
∥∥f (p,q)(z, z¯) · 1{|z|6t}∥∥∞ . (4.4)
The following result gives bounds on the cumulants of the entries of H.
Lemma 4.3. (i) Let H be a real Wigner matrix satisfying Definition 2.1. For every i, j = 1, . . . , N
and k > 2 we have
Ck(Hij) = Ok
(
N−k/2
)
and C1(Hij) = 0.
(ii) Let H be a complex Wigner matrix satisfying Definition 2.1. For every i, j = 1, . . . , N and
p, q ∈ N+ we have
Cp,q(Hij) = Op,q
(
N−(p+q)/2
)
and C1,0(Hij) = C0,1(Hij) = 0.
We shall repeatedly us the following identity, whose proof is obvious.
Lemma 4.4 (Resolvent identity). For complex numbers z1 and z2 satisfying z1 6= z2, Im z1 6= 0,
and Im z2 6= 0, we have
G(z1)G(z2) =
G(z1)−G(z2)
z1 − z2 . (4.5)
The following definition introduces a notion of a high-probability bound that is suited for our
purposes. It was introduced (in a more general form) in [11].
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Definition 4.5 (Stochastic domination). Let
X =
(
X(N)(u) : N ∈ N, u ∈ U (N)) , Y = (Y (N)(u) : N ∈ N, u ∈ U (N))
be two families of nonnegative random variables, where U (N) is a possibly N -dependent parameter
set. We say that X is stochastically dominated by Y , uniformly in u, if for all (small) ε > 0 and
(large) D > 0 we have
sup
u∈U(N)
P
[
X(N)(u) > NεY (N)(u)
]
6 N−D
for large enough N > N0(ε,D). If X is stochastically dominated by Y , we use the notation X ≺ Y .
The stochastic domination will always be uniform in all parameters, such as z and matrix indices,
that are not explicitly constant.
We now state the local semicircle law for Wigner matrices from [11,23]. For a recent survey of the
local semicircle law, see [3], where the following version of the local semicircle law is stated.
Proposition 4.6 (Local semicircle law). Let H be a Wigner matrix satisfying Definition 2.1, and
define the spectral domain
S ..= {E + iη : |E| 6 10, 0 < η 6 10} .
Then we have the bounds
max
i,j
|Gij(z)− δijm(z)| ≺
√
Imm(z)
Nη
+ 1
Nη
(4.6)
and
|G(z)−m(z)| ≺ 1
Nη
, (4.7)
uniformly in z = E + iη ∈ S.
The following lemma is a preliminary estimate on G. It provides a priori bounds on entries of
powers of G which are significantly better than those obtained by a direct application of the local
semicircle law.
Lemma 4.7 (Lemma 4.4, [27]). Let H be a Wigner matrix satisfying Definition 2.1. Fix α ∈ [0, 1)
and E ∈ (−2, 2). Let G ≡ G(z) = (H − z)−1, where z ..= E+ iη and η ..= N−α. For any fixed k ∈ N+
we have ∣∣〈Gk〉∣∣ ≺ N (k−1)α−(1−α)
as well as ∣∣(Gk)
ij
∣∣ ≺ {N (k−1)α if i = j
N (k−1)α−(1−α)/2 if i 6= j , (4.8)
uniformly in i, j.
We now introduce some additional notations that will be used frequently in the proof of Theorem
3.1. The basic idea is to define a set of formal monomials in a set of formal variables. Here the word
formal refers to the fact that these definitions are purely algebraic and we do not assign any values
to variables or monomials. The formal variables are constructed from a finite set of formal matrices
A and the infinite set of formal indices {i1, i2, . . . }.
 Set T (A) ..= {Am : A ∈ A,m > 1}.
 For n ∈ N denote byM(n)(A) the set of monomials with coefficient 1 in the variables Amxy and
〈Am〉, where A ∈ A, m ∈ N+, and x, y ∈ {i1, . . . , in}.
 Let P(n,t)(A) be the set of monomials with coefficient N t in the variables EX, where t ∈ R,
X ∈ T (A) ∪M(n)(A).
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 Set P(n)(A) ..= ⋃t P(n,t)(A) and P(A) ..= ⋃n P(n)(A).
Note that A˜ ⊂ A implies P(n,t)(A˜) ⊂ P(n,t)(A) for all t and n. Next, we define the following maps
ν1, . . . , ν6 : P(A)→ N.
(i) ν1(P ) = sum of m− 1 of all Am in P with A ∈ A.
(ii) ν2(P ) = sum of m− 1 of all 〈Am〉 and (Am)xy in P with A ∈ A.
(iii) ν3(P ) = number of Am in P with m > 2 and A ∈ A.
(iv) ν4(P ) = number of 〈Am〉 in P with A ∈ A.
(v) ν5(P ) = number of k ∈ N+ such that the index ik appears an odd number of times in P .
(vi) ν6(P ) = number of k ∈ N+ such that the index ik appears an even number of times in P and
ik appears in at least one (Am)xy with x 6= y and A ∈ A.
We give an example to illustrate the above definitions.
Example 4.8. Let A = {A,B} and set
P ..= Nα+1EA3 EB∗4 EA2i1i2(B
2)i3i3(A2)i2i4 EAi6i1Bi5i6〈A7〉 .
Clearly, P ∈ P(6,α+1)(A) ⊂ P(A). Then ν1(P ) = (3 − 1) + (4 − 1) = 5, ν2(P ) = (2 − 1) + (2 − 1) +
(2 − 1) + (1 − 1) + (7 − 1) = 9, ν3(P ) = 2, and ν4(P ) = 1. We also see that ν5(P ) = 2, and the two
corresponding indices are i4 and i5; ν6(P ) = 3, and the corresponding indices are i1, i2, i6.
Next, we assign to each monomial P ∈ P(n,t)(A) a value Pi1...in ∈ C as follows. Suppose that the
set A consists of N ×N random matrices. Then for any n-tuple (i1, . . . , in) ∈ {1, . . . , N}n we define
the number Pi1...in as the one obtained by taking the formal expression P and evaluating it with the
laws of the matrices in A and the numerical values of i1, . . . , in.
In the following arguments, the set A will consist of Green functions of H for various values of
the spectral parameter z, and the indices i1, . . . , in will be summed over. The following lemma is the
main a priori bound that we use to derive rough bounds on terms generated by the expansion. It is
a relatively straightforward consequence of Lemma 4.7.
Lemma 4.9. Let us adopt the conditions of Theorem 3.1. Let A = {G(z1), G∗(z1), G(z2), G∗(z2)},
and fix P ∈ P (n,t)(A) for some n ∈ N, t ∈ R. Let (ai1...in)16i1,...,in6N be a family of complex numbers
that is uniformly bounded in i1, . . . , in. Set α ..= − logN η (such that η = N−α). Then∑
i1,...,in
ai1...inPi1...in ≺ N t+n+b0(P ) , (4.9)
where b0(P ) ..= α(ν1(P ) + ν2(P ))− (1−α)ν4(P )− (1−α)ν5(P )/4. Moreover, for ν1(P ) = ν2(P ) = 0,
we have ∑
i1,...,in
ai1...inPi1...in = O(N t+n) . (4.10)
Proof. Let us first prove (4.9). After renaming the indices i1, . . . , in, we may assume that for each
k = 1, 2, ..., ν5 the total number of appearances of ik in all factors (Am)xy of P is odd, where A ∈ A.
It is easy to see ν5 is even. We further assume that i1, · · · , iν5/2 appear in different factors (Am)xy,
x 6≡ y in P . Then by the inclusion-exclusion principle, we split the summation in (4.9) into the ones
that for any a, b ∈ {1, ..., ν5/2}, ia and ib are either distinct or identical. The desired result then
follows immediately from Lemma 4.7.
The proof of (4.10) follows from (4.6) and the fact |m(z)| < 1 for all z.
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5. Correlation of Green functions: proof of Theorem 3.1
In this section we prove Theorem 3.1. For the rest of the paper we set α ..= − logN η and β ..= − logN ω,
so that η = N−α, ω = N−β and 0 6 β 6 α 6 1− τ ; we also abbreviate G ..= G(z1) and F ..= G(z2).
An important ingredient for the proof is to use Lemmas 4.1 and 4.2 on the LHS of (4.9) and gradually
improve the estimate we have in Lemma 4.9. The finalized estimate is summarized in the following
proposition, whose proof is postponed to Section 7.
Proposition 5.1. Fix n ∈ N. Let (ai1...in)i1,...,in be a family of uniformly bounded complex numbers.
(i) Suppose A = {G}, {F}, {G∗}, or {F ∗}, and fix P ∈ P(n,t)(A) for some t ∈ R. We have∑
i1,...,in
ai1...inPi1...in = O(N t+n+b(P )) , (5.1)
where b(P ) ..= −ν4(P )− (ν5(P ) + ν6(P ))/2.
(ii) Suppose A = {G,F ∗} or {G∗, F}, and fix P ∈ P(n,t)(A) for some t ∈ R. We have∑
i1,...,in
ai1...inPi1...in = O(N t+n+b∗(P )) ,
where b∗(P ) ..= βv2(P )− (1− β)ν4(P )− ν5(P )/2− (1− β)ν6(P )/2.
Remark 5.2. We make a comparison of our result Proposition 5.1 and the rough bound from Lemma
4.9. By our assumptions ν1, ..., ν6 > 0 and 0 6 β 6 α < 1, we have b0(P ) > b(P ) and b0(P ) > b∗(P ),
thus Proposition 5.1 improves Lemma 4.9, and it also gives the sharp bound in many situations. To
illustrate, we give two examples for real symmetric H.
Let us take A = {G,F ∗} and P = E〈G〉〈F ∗〉 ∈ P(0,0)(A). We see b∗(P ) = 2β − 2, and by
Proposition 5.1(ii) we have P = O(N t+n+b(P )) = O(N2β−2). We also see that b0(P ) = 2α − 2, and
by Lemma 4.9 we have P = O(N t+n+b0(P )) = O(N2α−2) > O(N2β−2). From Theorem 3.1(i) we see
that
P = −2N2β−2 +O(N2β−2−c)
for some c = c(β) > 0, thus the bound from Proposition 5.1 is not only better than that from Lemma
4.9 but also sharp.
In the second example we take A = {G} and P = EG2 ∈ P(0,0)(A). In this case b(P ) = 1 and
Proposition 5.1(i) gives P = O(1). Also, b0(P ) = α and Lemma 4.9 gives P = O(Nα) > O(1). By
Lemma 5.4(i) below we see that the bound O(1) is sharp.
The next Lemma is deigned to estimate the higher cumulant terms by the lower ones in a cumulant
expansion.
Lemma 5.3. Let A ∈ {G,G∗, F, F ∗}, and P ∈ P(n,t)(A) for some n > 2 and t ∈ R. Let X ∈M(l)(A)
for some l ∈ {2, 3, ..., n}, such that EX is a factor of P . Let Hij be an entry of H, i, j ∈ {i1, . . . , il},
and k > 1, we write ∑
i1,...,in
ai1...inPi1...in/EXi1...il · E∂kijXi1...il , (5.2)
as a finite sum of terms in the form ∑
i1,...,in
a′i1...inP
′
i1...in .
Then each P ′ ∈ P(n,t′)(A) in the sum satisfies
ν1(P ′) = ν1(P ) , ν3(P ′) = ν3(P ) , ν5(P ′) > ν5(P )− d(P ′) , ν6(P ′) > ν6(P )− (2− d(P ′)) (5.3)
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for some d(P ′) ∈ {0, 2}, and
t′ + λν2(P ′)− (1− λ)ν4(P ′) = t+ λν2(P )− (1− λ)ν4(P ) (5.4)
for any λ ∈ R. Moreover, if i, j both appear even times in P , then each P ′ ∈ P(n,t′)(A) satisfies
ν5(P ′) > ν5(P ) , ν6(P ′) > ν6(P )− 2 . (5.5)
Proof. By the definition ofM(n)(A) and l > 2, we see that EX cannot be in the form EAm, and we
have ν1(P ) = ν1(P ′), ν3(P ) = ν3(P ′). For the same reason, we only need to consider whether it is
(Am)xy or 〈Am〉 that is differentiated by Hij in (5.2), where A ∈ A. By the differential rules (5.14)
and (5.89) below, we see that in both the real symmetric and complex Hermitian cases the last two
relations in (5.3) are satisfied. Similarly, we can also verify that
t+ ν2(P ) = t′ + ν2(P ′) and t− ν4(P ) = t′ − ν4(P ′) ,
which implies (5.4). Moreover, we see that (5.5) is also a simple consequence of (5.14) and (5.89)
below.
We present one more result, which carefully analyses the values of EG and EG2. It is a corollary
of Proposition 5.1 and Lemma 5.3. We shall only give the proof of Lemma 5.4(i) at the end of Section
7.2 below, and Lemma 5.4(ii) follows in a similar fashion.
Lemma 5.4. Under the assumptions of Theorem 3.1, we have the following results.
(i) For real symmetric Wigner matrix H, we have
EG = m(z1)− 1
N
√
z21 − 4
(
− 12 +
z1
2
√
z21 − 4
+m(z1)4
∑
i,j
C4(Hij)
)
+O(N−3/2) , (5.6)
and
EG2 = −12 +
z1
2
√
z21 − 4
+O(N−1) . (5.7)
(ii) For complex Hermitian matrix H, we have
EG = m(z1)− m(z1)
4
N
√
z21 − 4
∑
i,j
C2,2(Hij) +O(N−3/2) , (5.8)
and
EG2 = −12 +
z1
2
√
z21 − 4
+O(N−1) . (5.9)
In Sections 5.1 – 5.5 we prove Theorem 3.1 for the real symmetric case. We remark on the complex
Hermitian case in Section 5.6.
5.1. Initial expansion and the leading term. In this section we start with E〈G〉〈F ∗〉 and perform
the initial cumulant expansion. This will reveal the leading term of our calculation.
Let A = {G,F ∗}, and we see that E〈G〉〈F ∗〉 ∈ P(0,0)(A). Trivially we have
z1G = GH − I , (5.10)
thus
z1E〈G〉〈F ∗〉 = EGH〈F ∗〉 = 1
N
∑
i,j
EGijHji〈F ∗〉 . (5.11)
Since H is symmetric, for any differentiable function f = f(H) we set
∂ijf(H) ..=
d
dt
∣∣∣
t=0
f
(
H + t∆ij
)
,
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where ∆ij denotes the matrix whose entries are zero everywhere except at the sites (i, j) and (j, i)
where they are one: ∆ijkl = (δikδjl + δjkδil)(1 + δij)−1. We then compute the RHS of (5.11) using the
formula (4.2) with f = fij(H) ..= Gij〈F ∗〉, h = Hji, and obtain
z1E〈G〉〈F ∗〉 = 1
N2
∑
i,j
(1 + δijE∂ji(Gij〈F ∗〉) +
l∑
k=2
W
(1)
k +
1
N
∑
i,j
R
(1,ji)
l+1 , (5.12)
where we used the notation
W
(1)
k
..= 1
N
∑
i,j
1
k!Ck+1(Hji)E∂
k
ji(Gij〈F ∗〉) . (5.13)
Note that the sum in (5.12) begins from k = 1 because C1(Hij) = 0. Here l is a fixed positive integer to
be chosen later, and R(1,ij)l+1 is a remainder term defined analogously to Rl+1 in (4.2). More precisely,
for any t > 0 we have the bound
R
(1,ji)
l+1 = O(1)·E
∣∣Hjil+21{|Hji|>t}∣∣·∥∥∂l+1ji fij(H)∥∥∞+O(1)·E∣∣Hjil+2∣∣·E sup|x|6t ∣∣∂l+1ji fij(H(ij)+x∆(ij))∣∣ .
Note that for G = (H − z1)−1, we have
∂klGij = −(1 + δkl)−1(GikGlj +GilGkj) , (5.14)
which gives
1
N2
∑
i,j
(1 + δij)E∂ji(Gij〈F ∗〉) = −N−2
∑
i,j
E(GiiGjj +G2ij)〈F ∗〉 −N−3
∑
i,j
EGij((F ∗2)ij + (F ∗2)ji)
= −EG2〈F ∗〉 −N−1EG2〈F ∗〉 − 2N−2EGF ∗2
= −2EGE〈G〉〈F ∗〉 − E〈G〉2〈F ∗〉 −N−1E〈G2〉〈F ∗〉 − 2N−2EGF ∗2 .
Together with (5.12) we have
E〈G〉〈F ∗〉 = 1
T
(
E〈G〉2〈F ∗〉+ 1
N
E〈G2〉〈F ∗〉+ 2
N2
EGF ∗2 −
l∑
k=2
W
(1)
k −
1
N
∑
i,j
R
(1,ij)
l+1
)
, (5.15)
where T ..= −z1 − 2EG. From (4.1) and (4.7) it is easy to see that∣∣∣ 1
T
∣∣∣ = Oτ (1) ,
and we recall τ > 0 is the constant defined in Theorem 3.1. By Lemma 4.3 and (5.14) we see that for
k > 2, T−1W (1)k is a finite sum of the terms in the form∑
i,j
aijPij
where P ∈ P(2,−(k+5)/2)({G,F ∗}) or P ∈ P(2,−(k+3)/2)({G,F ∗}), depending on whether 〈F ∗〉 is
differentiated or not. One can readily check that by (5.14) we have t(P ) + b∗(P ) 6 β − 5.5 for each∑
i,j aijPij in T−1W
(1)
4 . Thus by Proposition 5.1(ii) we know
T−1W (1)4 = O(Nβ−3.5) .
For k > 5, let
∑
i,j a
′
ijP
′
ij be a term in T−1W
(1)
k . Then by (5.13) we know there is a term
∑
ij aijPij
in T−1W (1)4 for some Pij such that
∑
i,j a
′
ijP
′
ij appears in the sum∑
i,j
4! Ck+1(Hij)
k! C5(Hij) aij E∂
k−4
ij Pij .
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Now we apply Lemma 5.3. By (5.3) and choosing λ = β in (5.4) we know that b∗(P ′) 6 b∗(P )+1. Also,
by Lemma 4.3(i) we have t′ = t−(k+1)/2+5/2 6 t−1/2. Thus t′+b∗(P ′) 6 t−1/2+b∗(P )+1 6 β−5.
By Proposition 5.1(ii) we know
T−1W (1)k = O(N
β−3)
for k > 5. It is a routine verification (for details one can refer to Lemma 4.6(i) in [27]) to show that
we can find a constant L ∈ N such that (NT )−1∑i,j R(1,ij)l+1 = O(N−3) whenever l > L. Together
with (5.15) we see that
E〈G〉〈F ∗〉 = 1
T
(
E〈G〉2〈F ∗〉+ 1
N
E〈G2〉〈F ∗〉+ 2
N2
EGF ∗2 −W (1)2 −W (1)3
)
+O(Nβ−3) . (5.16)
Remark 5.5. In the rest of the paper, we will repeatedly use the above argument. More precisely,
after performing a cumulant expansion, we estimate the nth cumulant term (n = 3 or 5, depending
on how small we need the bound to be) by Proposition 5.1, and then compare the higher cumulant
terms to the nth cumulant term using Lemma 5.3. This allows us to have bounds for any high order
cumulant term. In addition, we repeat the proof of Lemma 4.6(i) in [27] to estimate the remainder
term. In this way we get a cumulant expansion with only the first few cumulant terms together with
a “good” error term.
We will not repeat this strategy in detail for the rest of the paper, and the reader can check it also
works for all other cumulant expansions appearing in this paper.
We close this section with the following simple version of Theorem 3.1 (i), which reveals the leading
order term.
Lemma 5.6. Under the assumptions of Theorem 3.1 (i), we have
E〈G〉〈F ∗〉 = − 2
N2(z1 − z∗2)2
+O(Nβ−2) +O(N3β−3) . (5.17)
Proof. Lemma 5.4 trivially implies
EG = m(z1) +O(N−1) , (5.18)
and by repeating the proof we can also show
EF ∗ = m(z∗2) +O(N−1) and EF ∗2 = O(1) . (5.19)
By (5.18)-(5.19) and resolvent identity we see that
1
T
EGF ∗2 = 1−z1 − 2EG
(
EG− EF ∗
(z1 − z∗2)2
− EF
∗2
(z1 − z∗2)
)
= 1−z1 − 2m(z1) +O(N−1)
(
m(z1)−m(z∗2) +O(N−1)
(z1 − z∗2)2
)
+O(Nβ)
= − 1(z1 − z2∗)2 +O(N
β) ,
(5.20)
We can apply Proposition 5.1(i) to see that all but the third term on the RHS of (5.16) are bounded
by O(N3β−3). Thus (5.16) and (5.20) implies
E〈G〉〈F ∗〉 = − 2
N2(z1 − z∗2)2
+O(Nβ−2) +O(N3β−3) .
In the next few sections we shall analyse the RHS of (5.16) carefully.
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5.2. Second cumulant. In this section we analyse the second-cumulant terms on the RHS of (5.16).
Lemma 5.7. For the first term on the RHS of (5.16), we have
1
T
E〈G〉2〈F ∗〉 = O(N5β−5) +O(N3β−4) +O(N2β−3.5) +O(Nβ−3) . (5.21)
Proof. By Proposition 5.1(ii) and |T−1| = O(1) we have T−1E〈G〉2〈F ∗〉 = O(N3β−3). In order to
get the desired bound, we perform a cumulant expansion whenever our estimate is not precise enough.
We divide the proof into four steps.
Step 1. In this step we perform the cumulant expansion for E〈G〉2〈F ∗〉. By the identity z∗2F ∗ =
F ∗H − I we have
z∗2E〈G〉2〈F ∗〉 = E〈〈G〉2〉F ∗H =
1
N
∑
i,j
E〈〈G〉2〉F ∗ijHji . (5.22)
Similar as in (5.15), by calculating the last sum in (5.22) using the formula (4.2) with f = fij(H) ..=
〈〈G〉2〉F ∗ij and h = Hji we have for any fixed l > 2,
E〈G〉2〈F ∗〉 = 1
T∗
(
E〈G〉2〈F ∗〉2 − E〈G〉2E〈F ∗〉2 + 4
N2
E〈G〉〈G2F ∗〉
+ 1
N
E〈G〉2〈F ∗2〉 −
l∑
k=2
W
(2)
k −
1
N
∑
i,j
R
(2,ij)
l+1
)
, (5.23)
where we used the notations T∗ ..= −z∗2 − 2EF ∗,
W
(2)
k
..= 1
N
∑
i,j
1
k!Ck+1(Hji)E
∂k((〈G〉2 − E〈G〉2)(F ∗)ij)
∂Hkji
,
and R(2,ij)l+1 is a remainder term defined analogously to R
(1,ij)
l+1 in (5.15). From (4.1) and (4.7) we see
that ∣∣∣ 1
T∗
∣∣∣ = Oτ (1) ,
and we recall τ > 0 is the constant defined in Theorem 3.1. As in Section 5.1, we use Proposition 5.1
and Lemma 5.3 to deduce that
T−1∗ W
(2)
k = O(N
2β−3.5)
for k = 2 and k > 4, and there is a constant L ∈ N such that (NT )−1∑i,j R(2,ji)l+1 = O(N−3) whenever
l > L. Thus
E〈G〉2〈F ∗〉 = 1
T∗
(
E〈G〉2〈F ∗〉2 − E〈G〉2E〈F ∗〉2 + 4
N2
E〈G〉〈G2F ∗〉+ 1
N
E〈G〉2〈F ∗2〉 −W (2)3
)
+O(N2β−3.5) +O(N−3) . (5.24)
By Proposition 5.1(i) we conclude that
E〈G〉2E〈F ∗〉2 = O(N−4) . (5.25)
For the rest terms on the RHS of (5.24), the estimates from Proposition 5.1 are not enough, and we
need to perform further cumulant expansions on them. In particular, the first and third term on the
RHS of (5.24) have true size N4β−4, and we will show in the next step that there is a cancellation
between those two, thus their sum satisfies the desired bound.
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Step 2. In this step we show there is a cancellation between the first and third term on the RHS
of (5.24). Let us consider the first term of (5.24). Analogously to (5.15), we see that for any l > 2,
E〈G〉2〈F ∗〉2 = 1
T∗
(
E〈G〉2〈F ∗〉3 − E〈G〉2〈F ∗〉E〈F ∗〉2 + 1
N
E〈G〉2〈F ∗〉〈F ∗2〉+ 2
N2
E〈G〉2EF ∗3
+ 2
N2
E〈G〉2〈F ∗3〉+ 4
N2
E〈G〉〈F ∗〉〈G2F ∗〉 −
l∑
k=2
W
(3)
k −
1
N
∑
i,j
R
(3,ij)
l+1 +
4
N2
E〈G〉〈F ∗〉EG2F ∗
)
,
(5.26)
where W (3)k and the remainder term R
(3,ij)
l+1 are defined analogously to W
(1)
k and R
(1,ij)
l+1 in (5.15). As
in Section 5.1, we can use Proposition 5.1, Lemma 5.3, and the routine estimate for the remainder
term to conclude that on the RHS of (5.26), all but the last term are bounded by O(N5β−5 +N3β−4).
Thus
E〈G〉2〈F ∗〉2
= 4
N2T∗
E〈G〉〈F ∗〉EG2F ∗ +O(N5β−5)
= 4
N2T∗
(
EG2
z1 − z∗2
− EG− EF
∗
(z1 − z∗2)2
)
E〈G〉〈F ∗〉+O(N5β−5)
= − 4
N2(−z∗2 − 2m(z∗2) +O(N−1))
m(z1)−m(z∗2) +O(N−1)
(z1 − z∗2)2
E〈G〉〈F ∗〉+O(N5β−5 +N3β−4)
=− 4
N2(z1 − z∗2)2
E〈G〉〈F ∗〉+O(N5β−5 +N3β−4) ,
where in the third step we used Proposition 5.1 to estimate EG2 and Lemma 5.4(i) to compute EG
and EF ∗. Summing the first and third terms on the RHS of (5.24), we have
E〈G〉2〈F ∗〉2 + 4
N2
E〈G〉〈G2F ∗〉
= E〈G〉2〈F ∗〉2 + 4
N2(z1 − z∗2)2
E〈G〉〈F ∗〉 − 4
N2(z1 − z∗2)2
E〈G〉2 + 4
N2(z1 − z∗2)
E〈G〉〈G2〉
= O(N5β−5) +O(N3β−4) ,
(5.27)
where in the second step the first two terms have a cancellation, and we used Proposition 5.1 to
estimate the last two terms.
Step 3. In this step we apply the cumulant expansion on the fourth term on the RHS of (5.24).
Once again, similar as in (5.15), we see that for any l > 2,
E〈G〉2〈F ∗2〉 = 1
T∗
(
E〈G〉2〈F ∗〉+ 2E〈G〉2〈F ∗2〉〈F ∗〉 − 2E〈G〉2E〈F ∗2〉〈F ∗〉+ 2
N
E〈G〉2〈F ∗3〉
+ 2E〈G〉2〈F ∗〉EF ∗2 + 4
N2
E〈G〉〈G2F ∗2〉 −
l∑
k=2
W
(4)
k −
1
N
∑
i,j
R
(4,ij)
l+1
)
,
(5.28)
where W (4)k and the remainder term R
(4,ij)
l+1 are defined analogously to W
(2)
k and R
(2,ij)
l+1 in (5.23).
And similar as in Section 5.1, we can use Proposition 5.1, Lemma 5.3, and the routine estimate of the
remainder term to conclude that all terms on the RHS of (5.28) is bounded by O(N5β−4)+O(N3β−3).
Thus
1
N
E〈G〉2〈F ∗2〉 = O(N5β−5) +O(N3β−4) . (5.29)
Step 4. Finally we deal with W (2)3 in (5.24). By applying the differential (5.14) carefully, we see
that the two dangerous terms in W (2)3 are
1
6N
∑
i,j
C4(Hij)(1 + δij)−3E〈G〉2F ∗2ii F ∗2jj , (5.30)
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and
1
6N2
∑
i,j
C4(Hij)(1 + δij)−3E〈G〉(G2)iiGjjF ∗iiF ∗jj , (5.31)
and all other terms are bounded by O(N3β−4) by Proposition 5.1. Let us first consider (5.30). Similar
as in (5.23), by writing
z1E〈G〉2F ∗2ii F ∗2jj =
1
N
∑
a,b
E〈〈G〉F ∗2ii F ∗2jj 〉GabHba
and applying formula (4.2) on the last averaging, we have for any l > 2,
E〈G〉2F ∗2ii F ∗2jj =
1
T
(
E〈G〉3F ∗2ii F ∗2jj − E〈G〉F ∗2ii F ∗2jj E〈G〉2 +
1
N
E〈G〉〈G2〉F ∗2ii F ∗2jj +
2
N2
EF ∗2ii F ∗2jj EG3
+ 2
N2
EF ∗2ii F ∗2jj 〈G3〉+
4
N2
E〈G〉(G2F ∗)iiF ∗iiF ∗2jj +
4
N2
E〈G〉(G2F ∗)jjF ∗2ii F ∗jj
−
l∑
k=2
W
(5)
k −
1
N
∑
a,b
R
(5,ab)
l+1
)
,
(5.32)
where we recall that T = −z1−2EG, andW (5)k and the remainder term R(5,ab)l+1 are defined analogously
to W (1)k and R
(1,ij)
l+1 in (5.15). Note that C4(Hij) = O(N−2). Now we plug (5.32) into (5.30). As in
Section 5.1, after applying Proposition 5.1, Lemma 5.3, and the routine estimation of the remainder
term, we see that (5.30) = O(N3β−4). Let us now turn to the term (5.31). Similarly to (5.15), by
writing
z1E〈G〉(G2)iiGjjF ∗iiF ∗jj =
1
N
∑
a,b
E〈(G2)iiGjjF ∗iiF ∗jj〉GabHba
and calculating the last term by formula (4.2) we get
E〈G〉(G2)iiGjjF ∗iiF ∗jj =
1
T
(
E〈G〉2(G2)iiGjjF ∗iiF ∗jj − E(G2)iiGjjF ∗iiF ∗jjE〈G〉2
+ 1
N
E〈G2〉(G2)iiGjjF ∗iiF ∗jj +
4
N2
E(G3)iiGjjF ∗iiF ∗jj +
2
N2
E(G2)ii(G2)jjF ∗iiF ∗jj
+ 2
N2
E(G2)ii(G2)jjF ∗iiF ∗jj +
2
N2
E(G2)iiGjj(GF ∗2)iiF ∗jj
+ 2
N2
E(G2)iiGjjF ∗ii(GF ∗2)jj −
l∑
k=2
W
(6)
k −
1
N
∑
a
R
(6,ai)
l+1
)
(5.33)
for any l > 2, where W (6)k and the remainder term R
(6,ai)
l+1 are defined analogously to W
(1)
k and R
(1,ij)
l+1
in (5.15). Now we plug (5.33) into (5.31). As in Section 5.1, after applying Proposition 5.1, Lemma
5.3, and the routine estimation of the remainder term, we see that (5.31) = O(N3β−4) + O(Nβ−3).
Thus we have arrived at
W
(2)
3 = O(N3β−4) +O(Nβ−3) . (5.34)
Recall that we have T−1 = Oτ (1). Combining (5.24), (5.25), (5.27), (5.29) and (5.34), we conclude
the proof.
In the next lemma we deal with the second term on the RHS of (5.16). By comparing with (5.90)
below, one observes that this term does not appear in the complex Hermitian case, and we shall see
that it is indeed this term that results in the correction term of order N4β−4, which explains why we
only have the correction term in the real symmetric case.
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Lemma 5.8. For the second term on the RHS of (5.16), we have
1
TN
E〈G2〉〈F ∗〉 = − 2
N3
√
z21 − 4(z1 − z∗2)3
+ 2
N3
√
z∗22 − 4(z1 − z∗2)3
+ 2E i
N3κ3(z1 − z∗2)2
+ 12
N4(z1 − z∗2)4κ2
+O(N5β−5) +O(N3β−4) +O(N2β−7/2) +O(Nβ−3) .
(5.35)
Proof. The proof is similar to that of Lemma 5.7, i.e. we keep using cumulant expansion formula 4.2
until we can apply Proposition 5.1 to estimate the results as desired.
Step 1. In this step we perform the cumulant expansion for the term E〈G2〉〈F ∗〉. Similar to (5.15),
by writing
z∗2E〈G2〉〈F ∗〉 =
1
N
∑
i,j
E〈G2〉F ∗ijHji
and calculating the last term by (4.2), we get for any l > 2,
E〈G2〉〈F ∗〉 = 1
T∗
(
E〈G2〉〈F ∗〉2 + 1
N
E〈G2〉〈F ∗2〉+ 2
N2
EG3F ∗ −
l∑
k=2
W
(7)
k −
1
N
∑
i,j
R
(7,ij)
l+1
)
,
where
W
(7)
k
..= 1
N
∑
i,j
1
k!Ck+1(Hji)E∂
k
ji(〈G2〉(F ∗)ij) ,
and the remainder term R(7,ij)l+1 is defined analogously to R
(1,ij)
l+1 in (5.15). As in Section 5.1, we can
use Proposition 5.1 and Lemma 5.3 to show that
T−1∗ W
(7)
k = O(N
2β−2.5)
for k = 2 and k > 4; by the routine estimate for the remainder term, there is an L ∈ N such that
(NT )−1
∑
i,j R
(7,ji)
l+1 = O(N−2) whenever l > L. Thus
1
TN
E〈G2〉〈F ∗〉 = 1
TT∗N
(
E〈G2〉〈F ∗〉2 + 1
N
E〈G2〉〈F ∗2〉+ 4
N2
EG3F ∗−W (7)3
)
+O(N2β−7/2) . (5.36)
Now we analyse each term on the RHS of (5.36) separately. In Steps 2 to 5 below, we are going to
compute/estimate the first to fourth term on the RHS of (5.36) respectively.
Step 2. Similar to (5.15), we have
E〈G2〉〈F ∗〉2 = 1
T
(
E〈G〉〈F ∗〉2 + 2E〈G2〉〈G〉〈F ∗〉2 − 2E〈F ∗〉2E〈G2〉〈G〉+ 2
N
E〈G3〉〈F ∗〉2
+ E〈G〉〈F ∗〉2EG2 + 4
N2
E〈F ∗〉〈G2F ∗2〉 −
l∑
k=2
W
(8)
k −
1
N
∑
i,j
R
(8,ij)
l+1
) (5.37)
for any fixed l > 2, where W (8)k and the remainder term R
(8,ij)
l+1 are defined analogously to W
(1)
k and
R
(1,ij)
l+1 in (5.15). As in Section 5.1, we can use Proposition 5.1, Lemma 5.3, and the routine estimate for
the remainder term to show that all terms on the RHS of (5.37) are bounded by O(N3β−3)+O(N5β−4).
Thus
1
TT∗N
E〈G2〉〈F ∗〉2 = O(N3β−4) +O(N5β−5) . (5.38)
Step 3. Similar to (5.15), we have
E〈G2〉〈F ∗2〉 = 1
T∗
(
E〈G2〉〈F ∗〉+ 2E〈G2〉〈F ∗2〉〈F ∗〉+ 2
N
E〈F 3∗〉〈G2〉+ 2E〈G2〉〈F ∗〉EF ∗2
+ 4
N2
EG3F ∗2 −
l∑
k=2
W
(9)
k −
1
N
∑
i,j
R
(9,ij)
l+1
) (5.39)
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for any fixed l > 2, where W (9)k and the remainder term R
(9,ij)
l+1 are defined analogously to W
(1)
k and
R
(1,ij)
l+1 in (5.15). We are going to see the fifth term of the RHS of (5.39) is the one that gives us
the term of order N4β−4, and this is the term does not appear in the complex Hermitian case. As in
Section 5.1, we can use Proposition 5.1, Lemma 5.3, and the routine estimate for the remainder term
to show that all but the fifth term on the RHS of (5.39) are bounded by O(N3β−2)+O(N5β−3). Thus
by the resolvent identity we see that
E〈G2〉〈F ∗2〉 = 4
T∗N2
EG3F ∗2 +O(N3β−2) +O(N5β−3)
= 4
T∗N2
·
(
3(EG− EF ∗)
(z1 − z∗2)4
+ EG
3
(z1 − z∗2)2
− 2EG
2 + EF ∗2
(z1 − z∗2)3
)
+O(N3β−2) +O(N5β−3)
= 12(EG− EF
∗)
N2(z1 − z∗2)4
+O(N3β−2) +O(N5β−3) ,
(5.40)
where in the third step we use Proposition 5.1(i) to estimate EG3, EG2, and EF ∗2 by O(1) . Lemma
5.4 implies
EG = m(z1) +O(N−1) =
−z1 +
√
z21 − 4
2 +O(N
−1) , (5.41)
and by repeating the proof we also have
EF ∗ = −z
∗
2 +
√
z∗22 − 4
2 +O(N
−1) . (5.42)
Hence
T = −z1 − 2EG = −z1 − 2m(z1) +O(N−1) = −
√
z21 − 4 +O(N−1) = −κi +O(N−β) , (5.43)
and
T∗ = −z∗2 − 2EF ∗ = −
√
z∗22 − 4 +O(N−1) = κi +O(N−β) . (5.44)
In particular, we know T = −κi +O(N−β) and T∗ = κi +O(N−β). Plugging (5.41)–(5.44) into (5.40)
we have
1
TT∗N2
E〈G2〉〈F ∗2〉 = 12
N4(z1 − z∗2)4κ2
+O(N3β−4) +O(N5β−5) . (5.45)
Step 4. From Lemma 5.4 we have
EG2 = T−1EG+O(N−1) = −12 +
z1
2
√
z21 − 4
+O(N−1) . (5.46)
By (5.41)-(5.44) and (5.46) we have
4
TT∗N3
EG3F ∗
= 4
TT∗N3
(
EG− EF ∗
(z1 − z∗2)3
− EG
2
(z1 − z∗2)2
+ EG
3
z1 − z∗2
)
= 4
N3
√
z21 − 4
√
z∗22 − 4
(√
z21 − 4−
√
z∗22 − 4
2(z1 − z∗2)3
− z1
2
√
z21 − 4(z1 − z∗2)2
)
+O(N3β−4 +Nβ−3)
= − 4
N3
√
z21 − 4(z1 − z∗2)3
+O(N3β−4 +Nβ−3)
= − 2
N3
√
z21 − 4(z1 − z∗2)3
+ 2
N3
√
z∗22 − 4(z1 − z∗2)3
+ 2E i
N3κ3(z1 − z∗2)2
+O(N3β−4 +Nβ−3) ,
(5.47)
where in the second step we used Proposition 5.1 to estimate EG3 by O(1).
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Step 5. Lastly we look at W (7)3 . By applying the differential rule (5.14) carefully, we see that the
two non-trivial terms in W (7)3 are
1
6N
∑
i,j
C4(Hij)(1 + δij)−3E〈G2〉F ∗2ii F ∗2jj , (5.48)
and
1
6N2
∑
i,j
C4(Hij)(1 + δij)−3E(G3)iiGjjF ∗iiF ∗jj , (5.49)
where all other terms are bounded by O(N3β−3) by Proposition 5.1. Similarly to the way we dealt
with (5.30) and (5.31), we can perform one more cumulant expansion for (5.48) and (5.49) and show
that they are both bounded by O(Nβ−2) +O(N3β−3). Thus we have
1
TT∗N
W
(7)
3 = O(Nβ−3) +O(N3β−4) . (5.50)
By plugging (5.38), (5.45), (5.47) and (5.50) into (5.36) we conclude the proof of the lemma.
Lemma 5.9. For the third term on the right hand side of (5.16), we have
2
TN2
EGF ∗2 = − 2
N2(z1 − z∗2)2
+ 4 + z1z
∗
2 +
√
z21 − 4
√
z∗22 − 4
N2
√
z21 − 4
√
z∗22 − 4(
√
z21 − 4−
√
z∗22 − 4)2
+ i
N3(z1 − z∗2)2
(
− E
κ3
+ 2 Imm(E)
4
κ2
∑
i,j
C4(Hij)
)
+O(Nβ−3 +N2β−7/2)
Proof. The proof is a straightforward computation using the resolvent identity and Lemma 5.4. By
the resolvent identity and T = −z1 − 2EG we have
1
T
EGF ∗2 = 1−z1 − 2EG
(
EG− EF ∗
(z1 − z∗2)2
− EF
∗2
z1 − z∗2
)
= − 1(z1 − z∗2)2
+ 1
z1 + 2EG
(
z1 + EG+ EF ∗
(z1 − z∗2)2
+ EF
∗2
z1 − z∗2
)
. (5.51)
By repeating the proof of Lemma 5.4(i), one can show that
EF ∗ = m(z∗2)−
1
N
√
z∗22 − 4
(
− 12 +
z∗2
2
√
z∗22 − 4
+m(z∗2)4
∑
i,j
C4(Hij)
)
+O(N−3/2) (5.52)
as well as
EF ∗2 = −12 +
z∗2
2
√
z∗22 − 4
+O(N−1) . (5.53)
From (5.6), (5.52), and (5.53) we see that
z1 + EG+ EF ∗
(z1 − z∗2)2
+ EF
∗2
z1 − z∗2
= 4 + z1z
∗
2 +
√
z21 − 4
√
z∗22 − 4
2
√
z∗22 − 4(
√
z21 − 4−
√
z∗22 − 4)2
+ 1
N(z1 − z∗2)2
(
E
κ2
− 2 Imm(E)
4
κ
∑
i,j
C4(Hij)
)
+O(Nβ−1 +N2β−3/2) ,
then the lemma follows by (5.51) and the fact z1 + 2EG =
√
z21 − 4 +O(N−1) = κ i +O(N−β).
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5.3. Third cumulant. In this section we analyse the third-cumulant term on the RHS of (5.16). We
follow the same strategy as in Section 5.2, namely we repeatedly use cumulant expansion formula (4.2)
until the results are either computable by Lemma 5.4 or can be estimated by the strategy mentioned
in Section 5.1.
Lemma 5.10. For the forth term on the RHS of (5.16), we have
− 1
T
W
(1)
2 = −
m(z1)m(z∗2)(m(z∗2) +m(z1))√
z21 − 4
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) .
Proof. Note that W (1)2 contains two differentials, we split
W
(1)
2 = W
(1,1)
2 +W
(1,2)
2 ,
where W (1,1)2 corresponds to the terms where 〈F ∗〉 is differentiated, and W (1,2)2 corresponds to the
terms where 〈F ∗〉 is not differentiated. We shall see that the order O(N−5/2) terms will come from
W
(1,1)
2 , and W
(1,2)
2 is of order O(N2β−7/2).
Step 1. In this step we consider the term W (1,1)2 . By applying the differential rule (5.14) carefully,
we have
W
(1,1)
2 =
1
2N2
∑
i,j
C3(Hij)(1 + δij)−2E
(
2(F ∗2)iiF ∗jjGij + 2(F ∗2)jjF ∗iiGij + 4(F ∗2)ijF ∗ijGij
+ 4(F ∗2)ijGiiGjj + 4(F ∗2)ijG2ij
)
.
(5.54)
From Lemma 5.4 we see that EG = m(z1) +O(N−1). In the same spirit, we are going to show that in
our computations for the above terms, F ∗ii can be treated as m(z∗2) up to an error of order O(N−1),
and we have analogous approximations for other matrix entries. Let us consider the first term on the
RHS of (5.54). As in (5.15), by the identity z1G = GH − I and cumulant expansion formula (4.2) we
have
1
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)iiF ∗jjGij
= 1
N2
∑
i,j
C3(Hij)(1 + δij)−2 1
U
(
E(F ∗2)iiF ∗jjδij + E(F ∗2)iiF ∗jjGij〈G〉+
1
N
EF ∗ijF ∗jj(F ∗2G)ii
+ 1
N
EF ∗iiF ∗jj(F ∗2G)ij +
1
N
EF ∗2ij F ∗jj(F ∗G)ii +
1
N
EF ∗2ij F ∗jj(F ∗G)ii +
1
N
E(F ∗2)iiF ∗jjG2ij
−
l∑
k=2
W
(10)
k −
1
N
∑
a,b
R
(10,ab)
l+1
)
(5.55)
for any fixed l > 2, where W (10)k and R
(10,ab)
l+1 are defined analogously to W
(1)
k and R
(1,ij)
l+1 in (5.15),
and
U ..= −z1 − EG . (5.56)
Now we estimate the second cumulant terms by Proposition 5.1 and the rest terms by the strategy
described in Section 5.1, and we see that all but the first term on the RHS of (5.55) are bounded by
O(N2β−7/2), thus
1
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)iiF ∗jjGij =
1
4UN2
∑
i
C3(Hii)E(F ∗2)iiF ∗ii +O(N2β−7/2) . (5.57)
Similarly, one can show that
1
4UN2
∑
i
C3(Hii)E(F ∗2)iiF ∗ii =
1
4UU∗N2
∑
i
C3(Hii)E(F ∗2)ii +O(N2β−7/2) , (5.58)
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E(F ∗2)ii =
1
U∗
(
EF ∗ii + EF ∗iiEF ∗2
)
+O(N−1) , (5.59)
and
EF ∗ii =
1
U∗
+O(N−1) , (5.60)
where
U∗ ..= −z∗2 − EF ∗ (5.61)
By repeating the proof of Lemma 5.4, we have
EF ∗ = m(z∗2) +O(N−1) (5.62)
as well as
EF ∗2 = −12 +
z∗2
2
√
z∗22 − 4
+O(N−1) = − m(z
∗
2)√
z∗22 − 4
+O(N−1) . (5.63)
By (5.60) and (5.62) we have
EF ∗ii = m(z∗2) +O(N−1) . (5.64)
By (5.59), (5.63) and (5.64) we have
E(F ∗2)ii = − m(z
∗
2)√
z∗22 − 4
+O(N−1) . (5.65)
By Lemma 5.4 and (5.62) we have
U−1 = m(z1) +O(N−1) and U−1∗ = m(z∗2) +O(N−1) . (5.66)
From (5.57)–(5.58) and (5.65)–(5.66) we have
1
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)iiF ∗jjGij = −
m(z1)m(z∗2)2
4
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) . (5.67)
By computing other terms in (5.54) in a similar fashion, we have
1
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)jjF ∗iiGij = −
m(z1)m(z∗2)2
4
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) , (5.68)
2
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)ijF ∗iiGij = −
m(z1)m(z∗2)2
2
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) , (5.69)
2
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)ijGiiGjj = − m(z1)
2m(z∗2)
2
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) , (5.70)
and
2
N2
∑
i,j
C3(Hij)(1 + δij)−2E(F ∗2)ijG2ij = −
m(z1)2m(z∗2)
2
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) . (5.71)
From (5.54) and (5.67)–(5.71) we arrive at
W
(1,1)
2 = −
m(z1)m(z∗2)(m(z∗2) +m(z1))√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) . (5.72)
Step 2. When 〈F ∗〉 is not differentiated, we have
W
(1,2)
2 = −
1
2N
∑
i,j
C3(Hij)(1 + δij)−2E〈F ∗〉
(
6GiiGjjGij + 2G3ij
)
. (5.73)
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As in Step 1, we first perform cumulant expansion for the above terms, and then estimate or compute
the resulting terms. Let us consider the first term on the RHS of (5.73). As in Step 1, we have
− 3
N
∑
i,j
C3(Hij)(1 + δij)−2E〈F ∗〉GiiGjjGij = − 34UN
∑
i
C3(Hii)E〈F ∗〉G2ii +O(N2β−7/2) ,
− 34UN
∑
i
C3(Hii)E〈F ∗〉G2ii = −
3
4U2N
∑
i
C3(Hii)E〈F ∗〉Gii +O(N2β−7/2) ,
and
− 34U2N
∑
i
C3(Hii)E〈F ∗〉Gii = − 34U3N
∑
i
C3(Hii)E〈F ∗〉+O(N2β−7/2) = O(N2β−7/2) .
Thus
− 3
N
∑
i,j
C3(Hij)(1 + δij)−2E〈F ∗〉GiiGjjGij = O(N2β−7/2) .
By estimating the other term on the RHS of (5.73) in a similar fashion, we can show that it is also
bounded by O(N2β−7/2). Thus
W
(1,2)
2 = O(N2β−7/2) . (5.74)
By Lemma 5.4 we see that T = −
√
z21 − 4 + O(N−1), together with (5.72) and (5.74) we conclude
the proof.
5.4. Fourth cumulant. In this section we analyse the fourth-cumulant terms on the RHS of (5.16).
The strategy is the same as in the previous two sections, and we shall omit any extraneous details.
Lemma 5.11. For the fifth term on the RHS of (5.16), we have
− 1
T
W
(1)
3 =
(
2m(z1)2m(z∗2)2√
z21 − 4
√
z∗22 − 4N2
+ 2E(E
2 − 2)i
(z1 − z∗2)2N3κ
)∑
i,j
C4(Hij) +O(Nβ−3) +O(N3β−4) .
Proof. By applying the differential (5.14) carefully, we see that
− 1
T
W
(1)
3 =
1
6TN2
∑
i,j
C4(Hij)(1 + δij)−3E
(
12(F ∗2)iiF ∗jjF ∗ijGij + 12(F ∗2)ijF ∗iiF ∗jjGij
+ 6(F ∗2)iiF ∗jjGiiGjj + 6(F ∗2)iiF ∗jjG2ij + 12(F ∗2)jjF ∗iiF ∗ijGij
+ 6(F ∗2)jjF ∗iiGiiGjj + 6(F ∗2)jjF ∗iiG2ij + 12(F ∗2)ijF ∗2ij Gij
+ 12(F ∗2)ijF ∗ijGiiGjj + 12(F ∗2)ijF ∗ijG2ij + 36(F ∗2)ijGiiGjjGij
+ 12(F ∗2)ijG3ij + 36N〈F ∗〉GiiGjjG2ij + 6N〈F ∗〉G2iiG2jj + 6N〈F ∗〉G4ij
)
.
(5.75)
The terms on the RHS of (5.75) can be estimated in similar way as in the proof of Lemma 5.10, and
for conciseness, we only state the results. We have
1
6TN2
∑
i,j
C4(Hij)(1 + δij)−3E
(
12(F ∗2)iiF ∗jjF ∗ijGij + 6(F ∗2)iiF ∗jjG2ij + 12(F ∗2)jjF ∗iiF ∗ijGij
+ 6(F ∗2)jjF ∗iiG2ij + 12(F ∗2)ijF ∗2ij Gij + 12(F ∗2)ijF ∗ijGiiGjj + 12(F ∗2)ijF ∗ijG2ij + 12(F ∗2)ijG3ij
+ 36N〈F ∗〉GiiGjjG2ij + 6N〈F ∗〉G4ij
)
= O(Nβ−3) +O(N3β−4) ,
(5.76)
1
6TN2
∑
i,j
C4(Hij)(1+δij)−3E12(F ∗2)ijF ∗iiF ∗jjGij = −
2m(z∗2)2
(z1 − z∗2)2N3
∑
i,j
C4(Hij)+O(N3β−4)+O(N−3) ,
(5.77)
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1
6TN2
∑
i,j
C4(Hij)(1+δij)−3E6(F ∗2)iiFjjGiiGjj = 16TN2
∑
i,j
C4(Hij)(1+δij)−3E6(F ∗2)jjFiiGiiGjj
=
(
m(z1)2m(z∗2)2√
z21 − 4
√
z∗22 − 4N2
− 2(z1 − z∗2)2N3
)∑
i,j
C4(Hij) +O(Nβ−3) +O(N3β−4) , (5.78)
1
6TN2
∑
i,j
C4(Hij)(1+δij)−3E36(F ∗2)ijGiiGjjGij = − 6m(z1)
2
(z1 − z∗2)2N3
∑
i,j
C4(Hij)+O(N3β−4)+O(N−3) ,
(5.79)
and
1
6TN2
∑
i,j
C4(Hij)(1 + δij)−3E6N〈F ∗〉G2iiG2jj =
8m(z1)3√
z21 − 4(z1 − z∗2)2N3
∑
i,j
C4(Hij) +O(N3β−4) .
(5.80)
Note that
− 2m(z∗2)2 − 2× 2− 6m(z1)2 + 8m(z1)3(z21 − 4)−1/2 =
2E(E2 − 2)i
κ
+O(N−β) . (5.81)
Inserting the results (5.76)-(5.81) into (5.75) completes the proof.
5.5. Putting everything together. Now let us define
f1(z1, z∗2) = −
2√
z21 − 4
+ 2√
z∗22 − 4
, (5.82)
f2(z1, z∗2) =
4 + z1z∗2 +
√
z21 − 4
√
z∗22 − 4√
z21 − 4
√
z∗22 − 4(
√
z21 − 4−
√
z∗22 − 4)2
, (5.83)
f3(z1, z∗2) =
2m(z1)2m(z∗2)2√
z21 − 4
√
z∗22 − 4
, (5.84)
f4(z1, z∗2) = −
m(z1)m(z∗2)(m(z∗2) +m(z1))√
z21 − 4
√
z∗22 − 4
, (5.85)
and
V (E) = 2E(E
2 − 2)
κ
+ 2 Imm(E)
4
κ2
, (5.86)
where κ ≡ κE =
√
4− E2. Note that all the functions defined above are bounded. By plugging
Lemmas 5.7 – 5.11 and (5.82) – (5.86) into (5.16) we complete the proof Theorem 3.1 in the real
symmetric case.
5.6. Complex Hermitian case. In this section we focus on Theorem 3.1 when H is complex
Hermitian. The proof is similar to the real symmetric case, and we only indicate the arguments that
differ from the previous ones. For any differentiable f = f(H) we set
∂ijf(H) ..=
d
dt
∣∣∣
t=0
f
(
H + t ∆˜(ij)
)
,
where ∆˜(ij) denotes the matrix whose entries are zero everywhere except at the site (i, j) where it
is one: ∆˜(ij)kl = δikδjl. Then by using Lemmas 4.1 (for the diagonal entries of H) and 4.2 (for the
off-diagonal entries of H) we have for any fixed l > 2,
z1E〈G〉〈F ∗〉 = 1
N
∑
i,j
EGijHji〈F ∗〉 = 1
N2
∑
i,j
E∂ij(Gij〈F ∗〉) +
l∑
k=2
W
(11)
k +
1
N
∑
i,j
R
(11,ij)
l+1 , (5.87)
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where
W
(11)
k
..= 1
N
∑
i,j
∑
p+q=k
1
p! q! (1 + δij)k
Cp,q+1(Hij)E∂pij∂qji(Gij〈F ∗〉) , (5.88)
and R(11,ij)l+1 is a remainder term defined analogously to Rl+1 in (4.4). The (1 + δij)−k factor in (5.88)
is because for i = j, we need to use Lemma 4.1 for the real random variables Hii, and we have∑
p+q=k
1
p! q! 2k =
1
k! .
Note that we have
∂klGij = −GikGkj , (5.89)
which gives
1
N2
∑
i,j
E∂ij(Gij〈F ∗〉) = −2EGE〈G〉〈F 〉 − E〈G〉2〈F 〉 − 1
N2
EGF ∗2 .
Together with (5.87) we have
E〈G〉〈F ∗〉 = 1
T
(
E〈G〉2〈F ∗〉+ 1
N2
EGF ∗2 −
l∑
k=2
W
(11)
k −
1
N
∑
i,j
R
(11,ij)
l+1
)
,
where T = −z − 2EG. By applying Lemma 5.3 and Proposition 5.1(ii), and following a similar
argument as in Section 5.1, one can show that
1
T
W
(11)
k = O(N
β−3)
for all k > 4. Also, a routine verification shows that we can find L ∈ N such that (NT )−1∑i,j R(1,ij)l+1 =
O(N−3) whenever l > L. Thus
E〈G〉〈F ∗〉 = 1
T
(
E〈G〉2〈F ∗〉+ 1
N2
EGF ∗2 −W (11)2 −W (11)3
)
+O(Nβ−3) . (5.90)
By a comparison of (5.16) and (5.90) we can already see some difference between the real and complex
cases. For examples, the leading term 2(TN2)−1EGF ∗2 is halved in the complex case, and we do not
have the term (TN)−1E〈G2〉〈F ∗〉.
Now we take a closer look at the terms in (5.90). As in Lemmas 5.7 and 5.9–5.11, we have the
following lemma.
Lemma 5.12. For the terms on the RHS of (5.90), we have the following results.
(i)
1
T
E〈G〉2〈F ∗〉 = O(N5β−5) +O(N3β−4) +O(N2β−3.5) +O(Nβ−3) .
(ii)
1
TN2
EGF ∗2 =− 1
N2(z1 − z∗2)2
+ 4 + z1z
∗
2 +
√
z21 − 4
√
z∗22 − 4
2N2
√
z21 − 4
√
z∗22 − 4(
√
z21 − 4−
√
z∗22 − 4)2
+ Imm(E)
4i
N3(z1 − z∗2)2κ2
∑
i,j
C2,2(Hij) +O(Nβ−3 +N2β−7/2) .
(iii)
− 1
T
W
(11)
2 = −
m(z1)m(z∗2)(m(z∗2) +m(z1))√
z21 − 4
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) .
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(iv)
− 1
T
W
(11)
3 =
(
2m(z1)2m(z∗2)2√
z21 − 4
√
z∗22 − 4N2
+ E(E
2 − 2)i
(z1 − z∗2)2N3κ
)∑
i,j
C2,2(Hij) +O(Nβ−3) +O(N3β−4) .
Recall from Section 5.5 that
f2(z1, z∗2) =
4 + z1z∗2 +
√
z21 − 4
√
z∗22 − 4√
z21 − 4
√
z∗22 − 4(
√
z21 − 4−
√
z∗22 − 4)2
, (5.91)
f3(z1, z∗2) =
2m(z1)2m(z∗2)2√
z21 − 4
√
z∗22 − 4
, (5.92)
f4(z1, z∗2) = −
m(z1)m(z∗2)(m(z∗2) +m(z1))√
z21 − 4
√
z∗22 − 4
, (5.93)
and
V (E) = 2E(E
2 − 2)
κ
+ 2 Imm(E)
4
κ2
. (5.94)
It is easy to see that (5.90) and Lemma 5.12 imply (3.2), which finishes the proof of Theorem 2.2
for the complex Hermitian case. The proof of Lemma 5.12 is similar to those of Lemmas 5.7 and 5.9
- 5.11, and we shall give a rough proof to sketch the difference.
Proof of Lemma 5.12. (i) The proof is similar to that of Lemma 5.7. By Lemmas 4.1 and 4.2 we
have for any fixed l > 2,
E〈G〉2〈F ∗〉 = 1
T∗
(
E〈G〉2〈F ∗〉2 − E〈G〉2E〈F ∗〉2 + 2
N2
E〈G〉〈G2F ∗〉 −
l∑
k=2
W
(2)
k −
1
N
∑
i,j
R
(12,ij)
l+1
)
,
where we recall that T∗ = −z∗2 − 2EF ∗, and
W
(12)
k
..= 1
N
∑
i,j
∑
p+q=k
1
p! q! (1 + δij)k
Cp,q+1(Hij)E∂pij∂qji((〈G〉2 − E〈G〉2)(F ∗)ij) .
By applying Lemma 5.3 and Proposition 5.1(ii), and following a similar argument as in Section 5.1,
one can show that
W
(12)
k = O(N
2β−7/2) (5.95)
for k = 2 and k > 4, and there is a constant L ∈ N such that (NT )−1∑i,j R(12,ji)l+1 = O(N−3) whenever
l > L. Thus
E〈G〉2〈F ∗〉 = 1
T∗
(
E〈G〉2〈F ∗〉2−E〈G〉2E〈F ∗〉2 + 2
N2
E〈G〉〈G2F ∗〉−W (12)3
)
+O(N2β−3.5) +O(N−3) .
As in the proof of Lemma 5.7, we can show that
E〈G〉2〈F ∗〉2 + 2
N2
E〈G〉〈G2F ∗〉 = O(N5β−5) +O(N3β−4) ,
E〈G〉2E〈F ∗〉2 = O(N−4) ,
and
W
(12)
3 = O(N3β−4) +O(Nβ−3) .
The above relations together with |T |−1 = O(1) imply the desired result.
(ii) The proof is close to that of Lemma 5.9. We have
1
T
EGF ∗2 = − 1(z1 − z∗2)2
+ 1
z1 + 2EG
(
z1 + EG+ EF ∗
(z1 − z∗2)2
+ EF
∗2
z1 − z∗2
)
. (5.96)
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By Lemma 5.4(ii) we have
EG = m(z1)− m(z1)
4
N
√
z21 − 4
∑
i,j
C2,2(Hij) +O(N−3/2) , (5.97)
and by repeating the proof we also get
EF ∗ = m(z∗2)−
m(z∗2)4
N
√
z∗22 − 4
∑
i,j
C2,2(Hij) +O(N−3/2) , (5.98)
and
EF ∗2 = −12 +
z∗2
2
√
z∗22 − 4
+O(N−1) . (5.99)
Inserting (5.97)-(5.99) into (5.96) gives the desired result.
(iii) The proof is similar to that of Lemma 5.10. We split
W
(11)
2 = W
(11,1)
2 +W
(11,2)
2 ,
where W (11,1)2 corresponds to the terms that 〈F ∗〉 is differentiated, and W (11,2)2 corresponds to the
terms that 〈F ∗〉 is not differentiated.
When 〈F ∗〉 is differentiated, we have
W
(11,1)
2 =
1
2N2
∑
i,j
1
(1 + δij)2
C2,1(Hij)E
(
2GiiGjj(F ∗2)ji + 2GijF ∗ji(F ∗2)ji
)
+ 1
N2
∑
i,j
1
(1 + δij)2
C1,2(Hij)E
(
GiiGjj(F ∗2)ij +G2ij(F ∗2)ij +GijF ∗ii(F ∗2)jj +GijF ∗jj(F ∗2)ii
)
+ 12N2
∑
i,j
1
(1 + δij)2
C0,3(Hij)E
(
2G2ij(F ∗2)ij + 2GijF ∗ij(F ∗2)ij
)
.
By Lemmas 4.1, 4.2, and 5.3, together with Proposition 5.1, one can deduce that
− 1
T
W
(11,1)
2 = −
m(z1)m(z∗2)(m(z∗2) +m(z1))√
z21 − 4
√
z∗22 − 4N2
∑
i
C3(Hii) +O(N2β−7/2) .
As in the proof of Lemma 5.10, we can also show that
− 1
T
W
(11,2)
2 = O(N2β−7/2) ,
and this completes the proof.
(iv) The proof is similar to that of Lemma 5.11. Let us split
W
(11)
3 = W
(11,1)
3 +W
(11,2)
3 +W
(11,3)
3 +W
(11,4)
3 ,
where for n = 1, . . . , 4,
W
(11,n)
3
..= 1
N
∑
i,j
1
(n− 1)! (4− n)! (1 + δij)3 Cn−1,5−n(Hij)E∂
n−1
ij ∂
4−n
ji (Gij〈F ∗〉) .
As in the proof of Lemma 5.11, we can show that
W
(11,n)
3 = O(N3β−4) +O(Nβ−3) (5.100)
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for n = 1, 2, 4. The leading terms are contained inW (11,3)3 . More precisely, by applying (5.89) carefully
we have
− 1
T
W
(11,3)
3 =
1
2TN2
∑
i,j
(1 + δij)−3C2,2(Hij)E
(
4GiiGjjGijGji〈F ∗〉+ 2G2iiG2jj〈F ∗〉
+ 2GiiGjjGji(F ∗2)ij + 4GiiGjjGij(F ∗2)ji + 2GiiGjj(F ∗2)iiF ∗jj + 2GiiGjj(F ∗2)jjF ∗ii
+ 2G2ij(F ∗2)jiF ∗ji + 2Gij(F ∗2)iiF ∗jjF ∗ji + 2Gij(F ∗2)jjF ∗iiF ∗ji + 2Gij(F ∗2)jiF ∗iiF ∗jj
)
.
(5.101)
By Lemmas 4.1, 4.2, and 5.3, together with Proposition 5.1, we can show that
1
2TN2
∑
i,j
(1 + δij)−3C2,2(Hij)E
(
4GiiGjjGijGji〈F ∗〉+ 2GiiGjj(F ∗2)jjF ∗ii + 2G2ij(F ∗2)jiF ∗ji
+ 2Gij(F ∗2)iiF ∗jjF ∗ji + 2Gij(F ∗2)jjF ∗iiF ∗ji + 2Gij(F ∗2)jiF ∗iiF ∗jj
)
= O(Nβ−3) +O(N3β−4) ,
(5.102)
1
2TN2
∑
i,j
(1 + δij)−3C2,2(Hij)E2G2iiG2jj〈F ∗〉 =
4m(z1)3√
z21 − 4(z1 − z∗2)2N3
∑
i,j
C2,2(Hij) +O(N3β−4) ,
(5.103)
1
2TN2
∑
i,j
(1 + δij)−3C2,2(Hij)E
(
2GiiGjjGji(F ∗2)ij + 4GiiGjjGij(F ∗2)ji
)
= − 3m(z1)
2
(z1 − z∗2)2N3
∑
i,j
C2,2(Hij) +O(N3β−4) +O(N−3) ,
(5.104)
1
2TN2
∑
i,j
(1 + δij)−3C2,2(Hij)E
(
2GiiGjj(F ∗2)iiF ∗jj + 2GiiGjj(F ∗2)jjF ∗ii
)
=
(
2m(z1)2m(z∗2)2√
z21 − 4
√
z∗22 − 4N2
− 2(z1 − z∗2)2N3
)∑
i,j
C2,2(Hij) +O(Nβ−3) +O(N3β−4) ,
(5.105)
and
1
2TN2
∑
i,j
(1 + δij)−3C2,2(Hij)E2Gij(F ∗2)jiF ∗iiF ∗jj = −
m(z∗2)2
(z1 − z∗2)2N3
∑
i,j
C2,2(Hij) +O(N3β−4) .
(5.106)
Note that
4m(z1)3(z21 − 4)−1/2 − 3m(z1)2 − 2−m(z∗2)2 =
E(E2 − 2)i
κ
+O(N−β) . (5.107)
Inserting the results (5.102)-(5.107) into (5.101) completes the proof.
6. Correlation of general functions: proof of Theorem 2.2
In this section we prove Theorem 2.2 for real and symmetric H; the complex case follows in a similar
fashion. Before starting the proof, we define terms that are essential for our proof. Let
g1(x1, x2) = −
4
(
4 + x1x2 +
√
(4− x21)(4− x22)
)√
(4− x21)(4− x22)
(√
4− x21 +
√
4− x22
)2 , (6.1)
g2(x1, x2) =
2(x21 − 2)(x22 − 2)√
(4− x21)(4− x22)
, (6.2)
and
g3(x1, x2) =
x21x2 + x1x22 − 2x1 − 2x2√
(4− x21)(4− x22)
. (6.3)
31
For i = 1, . . . , 3 we define
Fi(u, v) = gi
(u− E
N%E
,
v − E
N%E
)
. (6.4)
We begin with a result in complex analysis, which can be viewed as an alternative version of the
Helffer-Sjöstrand formula in [5].
Lemma 6.1. Let f ∈ C∞c (R). Fix k ∈ N+, and let f˜ be the almost analytic extension of f defined by
f˜(x+ iy) = f(x) +
k∑
j=1
1
j! (iy)
jf (j)(x). (6.5)
Let a > 0, and we denote Da = {(x+ iy) : x ∈ R, |y| 6 a}. For any λ ∈ R, we have
f(λ) = i2pi
∮
∂Da
f˜(z)
λ− z dz +
1
pi
∫
Da
∂z¯ f˜(z)
λ− z d
2z .
Proof. Let ε > 0 be small such that Bε(λ) ⊂ Da, where we use Bε(λ) to denote the ball centered
at λ with radius ε. The result follows by first use Green’s formula for the function f˜(z)/(λ − z) on
Da\Bε(λ), and then let ε ↓ 0.
Proof of Theorem 2.2. Let us look at the real symmetric case. From the definition of pE(u, v) in
(1.2), one readily checks that
pE(u, v) =
1
(N%E)2
∑
i,j
E
〈
δ
(
E + u
N%E
− λi
)〉〈
δ
(
E + u
N%E
− λj
)〉
− 1(N%E)2
∑
i
Eδ(u− v)δ
(
E + u
N%E
− λi
)
,
thus∫
pE(u, v)f−(u)g+(v) dudv =
1
N2
E
〈
Tr 1
η
f
( (H − E)%E − ω
η
)〉〈
Tr 1
η
g
( (H − E)%E + ω
η
)〉
− 1
N2η2
ETr f
( (H − E)%E − ω
η
)
g
( (H − E)%E + ω
η
)
. (6.6)
By our assumptions that supp f, supp g ⊂ (−M,M) and Mη 6 ω, so that
ETr f
( (H − E)%E − ω
η
)
g
( (H − E)%E + ω
η
)
= E
∑
i
f
( (λi − E)%E − ω
η
)
g
( (λi − E)%E + ω
η
)
= 0 .
Thus∫
pE(u, v)f−(u)g+(v) dud =
1
N2
E
〈
Tr 1
η
f
( (H − E)%E − ω
η
)〉〈
Tr 1
η
g
( (H − E)%E + ω
η
)〉
. (6.7)
(Note that (6.7) is only valid for compactly supported functions f and g; for more general f, g (e.g.
with polynomial decay), one also needs to compute the last term on the RHS of (6.6), which for
simplicity we do not do in this paper.)
We now use Lemma 6.1 and Theorem 3.1(i) to compute the RHS of (6.7). Let us abbreviate
fη(x) = η−1f(((x− E)%E − ω)/η) and gη(x) = η−1g(((x− E)%E + ω)/η). Set a =
√
η/N . From the
computations below (e.g. (6.9)), we see that a larger k results a smaller bound for the error terms.
As it turns out, the choice k = d 61−αe does the job. Applying Lemma 6.1 gives
fη(H) =
i
2pi
∮
∂Da
f˜η(z)G(z) dz +
1
pi
∫
Da
∂z¯ f˜η(z)G(z) d2z ,
32
hence
1
N2
E
〈
Tr fη(H)
〉〈
Tr gη(H)
〉
= − 14pi2
∮
∂Da
∮
∂Da
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 dz2
+ i2pi2
∫
Da
∮
∂Da
f˜η(z1)∂z¯ g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 d2z2
+ i2pi2
∮
∂Da
∫
Da
∂z¯ f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉d2z1 dz2
+ 1
pi2
∫
Da
∫
Da
∂z¯ f˜η(z1)∂z¯ g˜η(z2)E〈G(z1)〉〈G(z2)〉d2z1 d2z2 .
(6.8)
Let us first look at the last term on the RHS of (6.8). We write z1 = x1 + iy1, and z2 = x2 + iy2.
By (4.7) we know
|〈G(z1)〉| ≺ 1|Ny1| and |〈G(z2)〉| ≺
1
|Ny2| ,
together with ∂z¯fη(z) = 12k! (iy)kf
(k+1)
η (x) we have∣∣∣∣ 1pi2
∫
Da
∫
Da
∂z¯ f˜η(z1)∂z¯ g˜η(z2)E〈G(z1)〉〈G(z2)〉d2z1 d2z2
∣∣∣∣
≺ 1
N2
∫
Da
∫
Da
∣∣∣ 1
y1y2
∂z¯ f˜η(z1)∂z¯ g˜η(z2)
∣∣∣ d2z1 d2z2
≺ 1
N2
∫
Da
∫
Da
∣∣∣ 1
y1y2
yk1f
(k+1)
η (x1)yk2g(k+1)η (x2)
∣∣∣d2z1 d2z2
≺ 1
N2η2k+2
∫ a
−a
∫ a
−a
∣∣yk−11 yk−12 ∣∣dy1dy2 ≺ 1N2η2k+2 · ( ηN )k = 1(Nη)k+2 = O(N−6) ,
where in the third step we use the fact
∫ |f (k+1)η | ≺ η−(k+1).
A similar computation works for the third term on the RHS of (6.8). More precisely, note that
∂Da = {z ∈ C : Im z = a} ∪ {z ∈ C : Im z = −a}, and we have∣∣∣∣ i2pi2
∫
{Im z2=a}
∫
Da
∂z¯ f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉d2z1 dz2
∣∣∣∣
≺ 1
N2
∫
R
∫
Da
∣∣∣ 1
y1a
∂z¯ f˜η(z1)g˜η(x2 + a)
∣∣∣d2z1 dx2
≺ 1
N2
∫
R
∫
Da
∣∣∣ 1
y1a
yk1f
(k+1)
η (x1)g˜η(x2 + a)
∣∣∣ d2z1 dx2
≺ 1
N2
∫
Da
∣∣∣ 1
y1a
yk1f
(k+1)
η (x1)
∣∣∣ d2z1 ≺ 1
N2aηk+1
∫ a
−a
∣∣yk−11 ∣∣dy1 ≺ 1(Nη)(k+3)/2 = O(N−3) , (6.9)
where in the third step we use the fact
∫ |g˜η(x + ia)|dx = O(1). In the same way we can estimate
(6.9) with {Im z2 = a} replaced by {Im z2 = −a}, and this completes the estimate of the third term
on the RHS of (6.8).
The same thing works for the second term on the RHS of (6.8), and we arrive at
1
N2
E
〈
Tr fη(H)
〉〈
Tr gη(H)
〉
= − 14pi2
∮
∂Da
∮
∂Da
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 dz2 +O(N−3) .
(6.10)
Now again we split ∂Da = {z ∈ C : Im z = a} ∪ {z ∈ C : Im z = −a}. We see that
− 14pi2
∫
{Im z2=−a}
∫
{Im z1=a}
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 d(−z2)
= − 14pi2
∫ −∞
+∞
∫ +∞
−∞
f˜η(x1 + ia)g˜η(x2 − ia)E〈G(x1 + ia)〉〈G(x2 − ia)〉dx1 dx2 , (6.11)
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and by the definition of fη and gη, we can use (3.1) to calculate E〈G(x1 + ia)〉〈G(x2 − ia)〉, which
gives
E〈G(x1 + ia)〉〈G(x2 − ia)〉 = F4(x1 + ia, x2 − ia) +O(N5β−5) +O(N3β−4) +O(N2β−7/2) +O(Nβ−3)
(6.12)
whenever f˜η(x1 + ia)g˜η(x2 − ia) is nonvanishing. Here we abbreviate
F4(z1, z2) =− 2
N2(z1 − z2)2 +
f1(z1, z2)
N3(z1 − z2)3 +
12
N4(z1 − z2)4κ2
+ 1
N2
(
f2(z1, z2) + f3(z1, z2)
∑
i,j
C4(Hij) + f4(z1, z2)
∑
i
C3(Hii)
)
+ i
N3(z1 − z2)2
(
− E
κ3
+ V (E)
∑
i,j
C4(Hij)
)
for all (z1, z2) ∈ A × B ..= {z ∈ C : |Re z| 6 2 − δ, Im z > 0} × {z ∈ C : |Re z| 6 2 − δ, Im z 6 0},
where δ is any fixed positive number, and we recall the definition of f1, ..., f4 and V from Section 5.5.
By the facts ∫
|f˜η(x+ ia)|dx = O(1) and
∫
|g˜η(x− ia)|dx = O(1)
together with (6.11) and (6.12) we see that
− 14pi2
∫
{Im z2=−a}
∫
{Im z1=a}
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 d(−z2)
= − 14pi2
∫ −∞
+∞
∫ +∞
−∞
f˜η(x1 + ia)g˜η(x2 − ia)F4(x1 + ia, x2 − ia) dx1 dx2
+O(N5β−5) +O(N3β−4) +O(N2β−7/2) +O(Nβ−3) . (6.13)
Now we define D1a =.. {z ∈ C : 0 6 Im z 6 a} and D2a =.. {z ∈ C : −a 6 Im z 6 0}, applying Green’s
Theorem twice gives
− 14pi2
∫ −∞
+∞
∫ +∞
−∞
f˜η(x1 + ia)g˜η(x2 − ia)F4(x1 + ia, x2 − ia) dx1 dx2
= − 14pi2
∫ +∞
−∞
∫ −∞
+∞
fη(x1)gη(x2)F4(x1, x2) dx1 dx2
+ 14pi2
∫ +∞
−∞
∫
D1a
∂z¯ f˜η(z1)gη(x2)F4(z1, x2) d2z1 dx2
− 14pi2
∫
D2a
∫ +∞
−∞
f˜η(x1 + ia)∂z¯ g˜η(z2)F4(x1, z2) dx1 d2z2 ,
(6.14)
where we used the fact that F4 is analytic in A×B. Note that F4 ≺ 1 in A×B, thus∣∣∣∣ 14pi2
∫ +∞
−∞
∫
D1a
∂z¯ f˜η(z1)gη(x2)F4(z1, x2) d2z1 dx2
∣∣∣∣ ≺ ∫
D1a
∣∣∂z¯ f˜η(z1)∣∣d2z1
= 12
∫
D1a
∣∣yk1f (k+1)η (x1)∣∣d2z1 ≺ 1(Nη)(k+1)/2 = O(N−3) , (6.15)
and∣∣∣∣ 14pi2
∫
D2a
∫ +∞
−∞
f˜η(x1 + ia)∂z¯ g˜η(z2)F4(x1, z2) dx1 d2z2
∣∣∣∣ ≺ ∫
D2a
∣∣∂z¯ g˜η(z2)∣∣dz2
= 12
∫
D2a
∣∣yk2g(k+1)η (x2)∣∣d2z2 ≺ 1(Nη)(k+1)/2 = O(N−3) . (6.16)
34
By (6.13)-(6.16) we have
− 14pi2
∫
{Im z2=−a}
∫
{Im z1=a}
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 d(−z2)
= 14pi2
∫ +∞
−∞
∫ +∞
−∞
fη(x1)gη(x2)F4(x1, x2) dx1 dx2
+O(N5β−5) +O(N3β−4) +O(N2β−7/2) +O(Nβ−3) . (6.17)
Similarly,
− 14pi2
∫
{Im z2=a}
∫
{Im z1=−a}
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉d(−z1) dz2
= 14pi2
∫ +∞
−∞
∫ +∞
−∞
fη(x1)gη(x2)F4(x1, x2) dx1 dx2
+O(N5β−5) +O(N3β−4) +O(N2β−7/2) +O(Nβ−3) . (6.18)
By Proposition 8.1 below one can derive
− 14pi2
∫
{Im z2=a}
∫
{Im z1=a}
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉dz1 dz2
= − 14pi2
∫ +∞
−∞
∫ +∞
−∞
fη(x1)gη(x2)F5(x1, x2) dx1 dx2 +O(N2β−7/2) +O(Nβ−3) , (6.19)
and
− 14pi2
∫
{Im z2=−a}
∫
{Im z1=−a}
f˜η(z1)g˜η(z2)E〈G(z1)〉〈G(z2)〉d(−z1) d(−z2)
= − 14pi2
∫ +∞
−∞
∫ +∞
−∞
fη(x1)gη(x2)F5(x1, x2) dx1 dx2 +O(N2β−7/2) +O(Nβ−3) , (6.20)
where
F5(x1, x2) ..=
1
N2
(
f5(x1, x2) + f6(x1, x2)
∑
i,j
C4(Hij) + f7(x1, x2)
∑
i
C3(Hii)
)
,
and the definitions of f5, f6, f7 are given in (8.9) – (8.11) below.
Plugging (6.10) and (6.17)-(6.20) into (6.7) gives∫
pE(u, v)f−(u)g+(v) dudv =
1
N2
E
〈
Tr fη(H)
〉〈
Tr gη(H)
〉
= 14pi2
∫
fη(x1)gη(x2)
(
− 4
N2(x1 − x2)2 +
24
N4(x1 − x2)4κ2
+ 1
N2
(
− 4
(
4 + x1x2 +
√
(4− x21)(4− x22)
)√
(4− x21)(4− x22)
(√
4− x21 +
√
4− x22
)2 + 2(x21 − 2)(x22 − 2)√(4− x21)(4− x22)
∑
i,j
C4(Hij)
+ 1
N2
x21x2 + x1x22 − 2x1 − 2x2√
(4− x21)(4− x22)
∑
i
C3(Hii)
))
dx1 dx2
+O(N5β−5) +O(N3β−4) +O(N2β−7/2) +O(Nβ−3) .
(6.21)
Changes of variables u = N%E(x1 − E) and v = N%E(x2 − E) give
fη(x1)gη(x2) dx1 dx2 = %−2E f−(u)g+(v) dudv and N(x1 − x2) = %−1E (u− v) , (6.22)
and together with κ = 2pi%E we have the desired result.
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7. Estimates on the Green function: proof of Proposition 5.1
In this section we prove Proposition 5.1 starting from the basic estimate of Lemma 4.9.
Recall α ..= − logN η ∈ [0, 1− τ ]. Throughout this section we use the quantity
χ ≡ χ(α) ..= 1/2 min{α, 1− α} . (7.1)
Below (e.g. (7.4) and (7.40)), we shall see that each time we perform a cumulant expansion, we obtain
an improvement of order N−χ. In order to simplify our argument we would like to have χ > c > 0.
For this reason, in the remainder of this section we replace α by α′ ..= (α + 1)/2 ∈ [1/2, 1 − τ/2],
and we have χ(α′) > τ/4 > 0. The replacement may be done without loss of generality, since b(P )
and b∗(P ) in Proposition 5.1 are independent of α, and b0(P ) in (4.9) (as well as b1(P ) in Lemma 7.1
below) is an increasing function of α, which allows us to use a larger α.
In Sections 7.1 – 7.3 we focus on the case when H is real symmetric, and we shall remark on the
complex hermitian case in Section 7.4.
7.1. The first step. In order to illustrate our method, we first prove the following simpler estimate.
Lemma 7.1. Under the conditions of Theorem 3.1, we have the bound∑
i1,...,in
ai1,...,inPi1,...,in ≺ N t+n+b1(P )
where b1(P ) ..= αν2(P )−(1−α)ν4(P )−(1−α)ν5(P )/4. Moreover, when ν2(P ) = ν4(P ) = ν5(P ) = 0,
the bound is O(N t+n) instead.
The above is a first improvement of Lemma 4.9. Comparing to Lemma 4.9, Lemma 7.1 roughly
states that in the estimates of P , we can bound the term EAm by O(1) instead of O≺(Nα(m−1)) for
all A ∈ {G,G∗, F, F ∗}. This motivates us to prove the following result, which trivially fills the gap
between Lemmas 4.9 and 7.1. Indeed, Lemma 4.9 and Proposition 7.2 immediately imply Lemma 7.1,
by the previous observation.
Proposition 7.2. Fix m ∈ N+. Then
EAm = Om(1)
for A ∈ {G,G∗, F, F ∗}
The rest of Section 7.1 is devoted in proving Proposition 7.2. It suffices to consider the case A = G.
Note that EGm ∈ P({G}), and we would like to use lemma 4.1 to get a Schwinger-Dyson equation
for terms in P({G}).
Lemma 7.3. Let P ∈ P (n,t)({G}) for some n ∈ N and t ∈ R. Let (ai1,...,in)i1,...,in be a family of
complex numbers that is uniformly bounded in i1, . . . , in. Consider the term∑
i1,... in
ai1,...,inPi1,...,in . (7.2)
Suppose ν1(P ) + ν2(P ) > 1, then for any D > 0, (7.2) equals to a finite (depends on D) sum of terms
in the form ∑
i1,... in′
a′i1,...,in′P
′
i1,...,in′ (7.3)
with an error O(N−D), where P ′ ∈ P(n′,t′)({G}), and a′i1,...,in′ is a family of complex number uni-
formly bounded in i1, . . . , in′ . For each P ′ appears in the sum, we either have
t′ + n′ + b0(P ′) 6 t+ n+ b0(P )− χ , (7.4)
or
t′ + n′ + b0(P ′) = t+ n+ b0(P ) and ν3(P ′) = ν3(P ) + 1 . (7.5)
Moreover, each P ′ satisfies
t′ + n′ + ν1(P ′) + ν2(P ′) 6 t+ n+ ν1(P ) + ν2(P ) and t′ + n′ 6 t+ n . (7.6)
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Proof. Note that P ∈ P({G}) is a monomial in the variables EX, where EX is either EGm, or
EQr,s ..= E(Gσ1)x1y1 · · · (Gσr )xryr 〈Gδ1〉 · · · 〈Gδs〉 (7.7)
for (r, s) ∈ N2\{(0, 0)}, and σ1, . . . , σr, δ1, . . . , δs ∈ N+. Since ν1(P ) + ν2(P ) > 1, in P there is either
a factor EGm for m > 2, or EQr,s for max{σ1, . . . , σr, δ1, . . . , δs} > 2.
Case 1. Suppose there is a factor EGm in P for some m > 2. We have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EGm · EGm (7.8)
It is easy to see that by the trivial bound ‖G‖ 6 η−1 = Nα, we have∑
i1,... in
|ai1,...,inPi1,...,in/EGm| = O(ND
′
)
for some fixed D′ ≡ D′(t, P,m) > 0. By the resolvent identity (5.10) we have
z1EGm = EHGm − EGm−1 = −EGm−1 + 1
N
∑
i,j
E(Gm)ijHji . (7.9)
By calculating the last sum in (7.9) using Lemma 4.1, we see that for any fixed integer l > 2,
zEGm = −EGm−1 + 1
N2
m∑
a=1
∑
i,j
(−E(Ga)ii(Gm+1−a)jj−E(Ga)ij(Gm+1−a)ij)+ l∑
k=2
Xk+
1
N
∑
i,j
Rˆjil+1 ,
where
Xk ..=
1
N
∑
i,j
1
k!Ck+1(Hji)E
∂k(Gm)ij
∂Hkji
, (7.10)
and Rˆjil+1 is defined analogously to Rl+1 in (4.2). Note that for a ∈ {1, 2, ...,m}, we have∑
i,j
(− E(Ga)ii(Gm+1−a)jj − E(Ga)ij(Gm+1−a)ij) = −E〈Ga〉〈Gm+1−a〉 − EGa EGm+1−a − EGm+1 ,
thus
EGm = 1
T
(
EGm−1 +
m∑
a=1
E〈Ga〉〈Gm+1−a〉+
m−1∑
a=2
EGa EGm+1−a+ m
N
EGm+1−
l∑
k=2
Xk− 1
N
∑
i,j
Rˆjil+1
)
,
(7.11)
where we recall from Section 5.1 that T ..= −z1 − 2EG. It is a routine verification (for details one
can refer to Lemma 4.6(i) in [27]) to show that we can find a constant L ≡ L(D +D′) ∈ N such that
(NT )−1
∑
i,j R
ji
l+1 = O(N−D−D
′) whenever l > L. Thus
EGm = 1
T
(
EGm−1+
m∑
a=1
E〈Ga〉〈Gm+1−a〉+
m−1∑
a=2
EGa EGm+1−a+m
N
EGm+1−
L∑
k=2
Xk
)
+O(N−D−D
′
) .
(7.12)
By plugging (7.12) into (7.8), we rewrite the LHS of (7.8) into a finite sum of terms in the form (7.3)
with an error O(N−D). We see that for 2 6 a 6 m− 1, the term P/EGm ·T−1EGa EGm+1−a satisfies
(7.5). Moreover, we see that all other second cumulant terms we get satisfy (7.4), and this leaves us
with the estimate of higher cumulant terms. By Lemma 4.3 and the differential rule (5.14) we see
that for k > 2, T−1Xk is a finite sum of the terms in the form∑
i,j
ai,jP
′
i,j , (7.13)
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where P ′ ∈ P(2,−(k+3)/2)({G}). By (7.13) and exploring the differential in (7.10) carefully, we see
that for 2 6 k 6 4, ∑
i1,... in
ai1,...,in · Pi1,...,in/EGm · T−1Xk (7.14)
is a finite sum of terms in the form (7.3), and each of them satisfies (7.4). For k > 5, we would like
to apply Lemma 5.3 to compare it to the case k = 3. More precisely, for k > 5, let∑
i1,... in′
a′i1,...,in′P
′
i1,...,in′ (7.15)
be a term in ∑
i1,... in
ai1,...,in · Pi1,...,in/EGm · T−1Xk . (7.16)
By the definition of Xk in (7.10), we see that there is a term
∑
i,j a˜ijEX in T−1X3 for some X ∈
M2(A) such that (7.15) appears in the sum∑
i1,... in,i,j
ai1,...,in · Pi1,...,in/EGm ·
3!Ck+1(Hij)
k!C4(Hij)
a˜ij E
∂k−3X
∂Hk−3ij
.
Now we compare the above and∑
i1,... in,i,j
ai1,...,in · Pi1,...,in/EGm · a˜ijEX =..
∑
i1,... in,i,j
ai1,...,in · a˜ij · P˜i1,...,in,i,j
using Lemma 5.3. By Lemma 4.3(i) and k > 5 we see that t′ 6 t − 1. By setting λ = α in (5.4)
and using (5.3), we see that b0(P ′) 6 b0(P˜ ) + (1 − α). Thus t′ + b0(P ′) 6 t˜ + b0(P˜ ). By observing
n′ = n˜ = n+2 and using our result of P˜ , we see that t′+n′+b0(P ′) 6 t˜+n˜+b0(P˜ ) 6 t+n+b0(P )−χ,
which means P ′ satisfies (7.4). Thus we have shown that each P ′ satisfies either (7.4) or (7.5).
Similarly, one can show that, when plugging (7.12) into (7.8), all the terms we get satisfy (7.6).
Case 2. Suppose there is a factor EQr,s in P for some s > 1. We have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · EQr,s . (7.17)
It is easy to see that by the trivial bound ‖G‖ 6 η−1 = Nα, we have∑
i1,... in
|ai1,...,inPi1,...,in/EQr,s| = O(ND
′
)
for some fixedD′ ..= D′(P,EQr,s) > 0. Let us abbreviateQr,s−1 ..= Qr,s/〈Gδs〉, Q(p)r,s−2 ..= Qr,s−1/〈Gδp〉
for 1 6 p 6 s − 1, and Q(q)r−1,s−1 ..= Qr,s−1/(Gσq )xqyq for 1 6 q 6 r. By the resolvent identity (5.10)
we have
z1EQr,s = −EQr,s−1〈Gδs−1〉+ E〈Qr,s−1〉GδsH = −EQr,s−1〈Gδs−1〉+ 1
N
∑
i,j
E〈Qr,s−1〉(Gδs)ijHji ,
(7.18)
By calculating the last sum in (7.18) using formula (4.2), we have
1
N
∑
i,j
E〈Qr,s−1〉(Gδs)ijHji = 1
N2
∑
i,j
(1 + δij)E∂ji
(〈Qr,s−1〉(Gδs)ij)+ l∑
k=2
Yk +
1
N
R˜jil+1 (7.19)
for any fixed integer l > 2, where we used the notation
Yk ..=
1
N
∑
i,j
1
k!Ck+1(Hji)E∂
k
ij((Qr,s−1 − EQr,s−1)(Gδs)ij) , (7.20)
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and R˜jil+1 is a remainder term defined analogously to Rl+1 in (4.2). Note that
1
N2
∑
i,j
(1 + δij)E∂ji
(〈Qr,s−1〉(Gδs)ij) = 1
N2
∑
i,j
E(1 + δij)
(
Qr,s−1〈∂ji(Gδs)ij〉+ (∂jiQr,s−1)(Gδs)ij
)
= −
δs−1∑
a=0
EQr,s−1〈Gδs−a〉〈Ga+1〉+
δs−1∑
a=0
EQr,s−1E〈Gδs−a〉〈Ga+1〉 − δs
N
EQr,s−1〈Gδs+1〉
− 2
δs−1∑
a=0
EQr,s−1〈Gδs−a〉EGa+1 − 2
N2
s−1∑
p=1
δpEQ(p)r,s−2EG
δp+δs+1 − 2
N2
s−1∑
p=1
δpEQ(p)r,s−2〈Gδp+δs+1〉
− 2
N2
r∑
q=1
σqEQ(q)r−1,s−1G
σq+δs+1
xqyq ,
(7.21)
and observe that when a = 0, we have EQr,s−1〈Gδs−a〉EGa+1 = EQr,sEG. Inserting (7.19) and (7.21)
into (7.18) gives
EQr,s =
1
T
(
EQr,s−1〈Gδs−1〉+
δs−1∑
a=0
EQr,s−1〈Gδs−a〉〈Ga+1〉 −
δs−1∑
a=0
EQr,s−1E〈Gδs−a〉〈Ga+1〉
+ δs
N
EQr,s−1〈Gδs+1〉+ 2
δs−1∑
a=1
EQr,s−1〈Gδs−a〉EGa+1 + 2
N2
s−1∑
p=1
δpEQ(p)r,s−2EG
δp+δs+1
+ 2
N2
s−1∑
p=1
δpEQ(p)r,s−2〈Gδp+δs+1〉+
2
N2
r∑
q=1
σqEQ(q)r−1,s−1G
σq+δs+1
xqyq −
l∑
k=2
Yk − 1
N
R˜jil+1
)
.
(7.22)
As for EGm, we see that for any D +D′ > 0, we can find L ≡ L(D +D′, r, s) ∈ N such that
EQr,s =
1
T
(
EQr,s−1〈Gδs−1〉+
δs−1∑
a=0
EQr,s−1〈Gδs−a〉〈Ga+1〉 −
δs−1∑
a=0
EQr,s−1E〈Gδs−a〉〈Ga+1〉
+ δs
N
EQr,s−1〈Gδs+1〉+ 2
δs−1∑
a=1
Qr,s−1〈Gδs−a〉EGa+1 + 2
N2
s−1∑
p=1
δpEQ(p)r,s−2EG
δp+δs+1
+ 2
N2
s−1∑
p=1
δpEQ(p)r,s−2〈Gδp+δs+1〉+
2
N2
r∑
q=1
σqEQ(q)r−1,s−1G
σq+δs+1
xqyq −
L∑
k=2
Yk
)
+O(N−D−D
′
) ,
(7.23)
where we have the usual notation T = −z1 − 2EG. By plugging (7.23) into (7.17), we rewrite the
LHS of (7.17) into a finite sum of terms in the form (7.3) with an error O(N−D). We see that for
1 6 a 6 δs − 1 and 1 6 p 6 s− 1,∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · T−1EQr,s−1〈Gδs−a〉EGa+1
and ∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · T−1N−2δpEQ(p)r,s−2EGδp+δs+1
satisfy (7.5). Moreover, we see that all other second cumulant terms we get satisfy (7.4), and this
leaves us with the estimate of higher cumulant terms. By exploring the differential in (7.20) carefully
and using Lemma 5.3, we see that for 2 6 k 6 3,∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · T−1Yk (7.24)
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is a finite sum of terms in the form (7.3), and each of them satisfies (7.4). Note that for k = 3, each
P ′ in (7.24) has two i and j as summation indices. For k > 4, we can apply Lemma 5.3 to compare
it to the case k = 3, and similar as in Case 1, we can show that∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · T−1Yk
is a finite sum of terms in the form (7.3), and each of them satisfies (7.4). Similarly, one can show
that all the terms we get satisfy (7.6). This completes the proof for s > 1.
Case 3. To deal with the special case s = 0, we denote
EQr ..= EQr,0 = E(Gσ1)x1y1 · · · (Gσr )xryr . (7.25)
Suppose there is a term EQr in P , where max{σ1, . . . , σr} > 2, and assume σr = max σq. We have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EQr · EQr .
It is easy to see that by the trivial bound ‖G‖ 6 Nα, we have∑
i1,... in
|ai1,...,inPi1,...,in/Qr| = O(ND
′
)
for some fixedD′ ..= D′(P,Qr) > 0. Let us denoteQr−1 ..= Qr/(Gσr )xryr , andQ
(q)
r−1 ..= Qr−1/(Gσq )xqyq
for 1 6 q 6 r − 1. By applying zG = GH − I on Gσr we get
zEQr =
∑
i
EQr−1(Gσr )xriHiyr = EQr−1(Gσr−1)xryr . (7.26)
As in Case 2, we calculate the last term in (7.26) using formula (4.2), and we can find L ≡
L(D +D′, r) ∈ N such that
EQr =
1
U
(
EQr−1(Gσr−1)xryr +
σr−1∑
a=0
EQr−1(Gσr−p)xryr 〈Ga+1〉+
σr−1∑
a=1
EQr−1(Gσr−p)xryrEGa+1
+ 1
N
r−1∑
q=1
(σr + 1)
σq−1∑
a=0
EQ(q)r−1
(
(Gσq−a)xqyr (Gσr+a+1)xryq + (Gσq−a)xqxr (Gσr+a+1)yryq
)
+ σr + 1
N
EQr−1(Gσr+1)xryr −
L∑
k=2
Zk
)
+O(N−D−D
′
) ,
(7.27)
where
Zk ..=
1
N
∑
i,j
1
k!Ck+1(Hji)E∂
k
ij(Qr−1(Gσr )ij) . (7.28)
We see that for 1 6 a 6 σr − 1,∑
i1,... in
ai1,...,in · Pi1,...,in/EQr · T−1EQr−1(Gσr−a)xryrEGa+1
satisfy (7.5). By exploring the differential in (7.28) carefully and using Lemma 5.3, we see that for
2 6 k 6 K, ∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · T−1Zk
is a finite sum of terms in the form (7.3), and each of them satisfies (7.4). Moreover, we see that all
other terms we get also satisfy (7.4). Similarly, one can show that all the terms we get satisfy (7.6).
This completes the proof.
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Equipping with Lemma 7.3, we are now ready to prove Proposition 7.2. It suffices to show the
case where A = G and m > 2.
The proof relies on a tree structure that we now introduce. As in Section 4, when dealing with
polynomials in the Green function, we distinguish between between formal polynomials, which are
algebraic expressions, and their values, which are random variables. The tree has a vertex set V.
Every vertex v ∈ V is labelled by a formal expression of the form∑
i1,...,in
a
(v)
i1,...,in
P
(v)
i1,...,in
,
where P (v) ∈ P(n,t)({G}) ⊂ P({G}) for some n = n(v) ∈ N, t = t(v) ∈ R, and (a(v)i1...in)16i1,...,in6N
is a family of complex numbers that is uniformly bounded in i1, . . . , in. We denote b0(v) ..= b0(P (v)),
and νi(v) ..= νi(P (v)) for i = 1, 2, ..., 6. Each vertex v has a value, a deterministic number obtained by
formally evaluating the all expectations and products in its definition. By a slight abuse of notation,
as in Section 4, we use the symbol v both for the formal monomial and its value.
The root r ∈ V of the tree is given by
r ..= EGm , (7.29)
where EGm ∈ P(n,t)({G}) for (n, t) = (0, 0). The first step is to show that for each vertex v, we can
assign a finite number of its descendants, a set of vertices denoted by D(v), such that
v =
∑
u∈D(v)
u+O(1) . (7.30)
Here |D(v)| 6 C(v) < +∞. Every vertex v ∈ V has a generation k(v), which is defined recursively by
k(r) = 0 and k(u) = k(v)+1 for all u ∈ D(v). In a second step, we show that ν3(v) 6 d for some fixed
d(m,α) < ∞. In a third step, we use the result in step 2 to show that this tree has bounded depth,
and the proof easily follows from the relation (7.30). The latter step means that after a bounded
number of steps we always reach a vertex v that satisfies v = O(1). It is declared a leaf and has no
descendants.
Step 1. Since m > 2, we have ν1(r) + ν2(r) = m − 1 > 1. Thus by setting D = 0 in Lemma 7.3,
we can write
r =
∑
u∈D(r)
u+O(1) , (7.31)
where each u ∈ D(r) lies in V, and |D(r)| = Ou(1) < +∞. We also observe from Lemma 7.3 that for
each u ∈ D(r),
t(u) + n(u) + ν1(u) + ν2(u) 6 t(r) + n(r) + ν1(r) + ν2(r) = m− 1 and t(u) + n(u) 6 t(r) + n(r) = 0 .
For a vertex u ∈ D(r), if ν1(u) = ν2(u) = 0, Lemma 4.9 will imply
u = O(N t(u)+n(u)+ν1(u)+ν2(u)) = O(N t(u)+n(u)) = O(1) ,
and we remove u from the tree and classify it in the last term of (7.31). Thus every u ∈ D(r) also
satisfies
ν1(u) + ν2(u) > 1 .
In general, if we have a vertex v in the tree satisfying
t(v) + n(v) + ν1(v) + ν2(v) 6 m− 1 , t(v) + n(v) 6 0 , and ν1(v) + ν2(v) > 1 ,
the last condition enables us to apply Lemma 7.3 again and get
v =
∑
u∈D(v)
u+O(1) ,
41
where each u ∈ D(v) lies in V, and |D(v)| = Ou(1) < +∞. As in the root case, we have
t(u) + n(u) + ν1(u) + ν2(u) 6 m− 1 , t(u) + n(u) 6 0 , and ν1(u) + ν2(u) > 1 , (7.32)
for all u ∈ D(v). By continuing this process, we create a locally finite tree with root r, where each
vertex u satisfies (7.32).
Step 2. Let v be a vertex in our tree. From the construction we know
t(v) + n(v) + ν1(v) + ν2(v) 6 m− 1 ,
thus Lemma 4.9 shows
v ≺ N t(v)+n(v)+b0(v) 6 N t(v)+n(v)+α(ν1(v)+ν2(v)) 6 Nm−1−(1−α)(ν1(v)+ν2(v)) . (7.33)
Since v is a vertex of our tree, we must have
m− (1− α)(ν1(v) + ν2(v)) > 0 ,
otherwise (7.33) implies v ≺ N−1, which results v = O(1). Thus ν1(v) + ν2(v) 6 dm/(1− α)e =..
d(α,m) <∞. Together with the observation 0 6 ν3 6 ν1 + ν2, we have
0 6 ν3(v) 6 d (7.34)
for all vertices v in the tree.
Step 3. We show the tree has a bounded depth, which easily concludes the proof of Proposition
7.2. Suppose conversely that there is a infinite sequence of vertices (v0, v1, ...) in the tree, such that
v0 = r, and vk+1 is a descendent of vk for all k ∈ N. Lemma 7.3 (in particular (7.4) and (7.5)) shows
that for any v and its descendent u in this sequence, we have either
t(u) + n(u) + b0(u) 6 t(v) + n(v) + b0(v)− χ , (7.35)
or
t(u) + n(u) + b0(u) = t(v) + n(v) + b0(v) and ν3(u) = ν3(v) + 1 . (7.36)
By (7.34) we see that in the sequence (v0, v1, ...), the case (7.36) can at most happen d times in a row
(otherwise we will have ν3(v) > d+ 1 for some vertex v). This means (7.35) will happen at least once
in d+ 1 generations. Thus (7.35) and the first relation in (7.36) imply
t(v) + n(v) + b0(v) 6 t(r) + n(r)− 1 = −1 (7.37)
whenever k(v) > d(d+ 1)(b0(r) + 1)/χe = d(d+ 1)(α(m− 1) + 1)/χe, and we can conclude from
(7.37) and Lemma 4.9 that
v ≺ N t(v)+n(v)+b0(v) 6 N−1 ,
which implies v = O(1). Thus this tree has generation at most d(d(α,m) + 1)(α(m− 1) + 1)/χe, and
this completes the proof.
7.2. Single matrix case. In this section we prove Proposition 5.1(i) with the aid of Lemma 7.1.
It suffice to show the case when A = {G}. As in Section 7.1, we would like to use Lemma 4.1 to
construct a tree whose root is the LHS of (5.1). The off-spring process is summarized in the following
Lemma.
Lemma 7.4. Let P ∈ P (n,t)({G}) for some n ∈ N and t ∈ R. Let (ai1,...,in)i1,...,in be a family of
complex numbers that is uniformly bounded in i1, . . . , in. Consider the term∑
i1,... in
ai1,...,inPi1,...,in . (7.38)
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Suppose (ν2(P ), ν4(P ), ν5(P ), ν6(P ) 6= (0, 0, 0, 0)), then for any D > 0, (7.38) equals to a finite (de-
pends on D) sum of terms in the form ∑
i1,... in′
a′i1,...,in′P
′
i1,...,in′ (7.39)
with an error O(N−D), where P ′ ∈ P(n′,t′)({G}), and a′i1,...,in′ is a family of complex number uni-
formly bounded in i1, . . . , i′n. For each P ′ appears in the sum, we have
t′ + n′ + b1(P ′) 6 t+ n+ b1(P )− χ , (7.40)
and
t′ + n′ + b(P ′) 6 t+ n+ b(P ) , (7.41)
where χ is defined in (7.1).
Proof. Case 1. Suppose ν4(P ) 6= 0, then there is a factor EQr,s in P for s > 1, where EQr,s is defined
as in (7.7). Thus we have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · EQr,s (7.42)
It is easy to see that we have a trivial bound∑
i1,... in
|ai1,...,inPi1,...,in/EQr,s| = O(ND
′
)
for some fixed D′ ≡ D′(P, r, s) > 0. Same as in (7.23), we can find L ≡ L(D +D′, r, s) such that
EQr,s =
1
T
(
EQr,s−1〈Gδs−1〉+
δs−1∑
a=0
EQr,s−1〈Gδs−a〉〈Ga+1〉 −
δs−1∑
a=0
EQr,s−1E〈Gδs−a〉〈Ga+1〉
+ δs
N
EQr,s−1〈Gδs+1〉+ 2
δs−1∑
a=1
Qr,s−1〈Gδs−a〉EGa+1 + 2
N2
s−1∑
p=1
δpEQ(p)r,s−2EG
δp+δs+1
+ 2
N2
s−1∑
p=1
δpEQ(p)r,s−2〈Gδp+δs+1〉+
2
N2
r∑
q=1
σqEQ(q)r−1,s−1G
σq+δs+1
xqyq −
L∑
k=2
Yk
)
+O(N−D−D
′
) ,
(7.43)
where Yk are defined as in (7.20). By plugging (7.43) into (7.42), we rewrite (7.38) into a finite sum
of terms in the form (7.39) with an error O(N−D). By exploring the terms in (7.43) carefully and
using Lemmas 7.1 and 5.3, we see that for each P ′ we get, both (7.40) and (7.41) are satisfied. This
completes the proof for ν4(P ) 6= 0.
Case 2. Suppose ν4(P ) = 0, then there is a factor EQr in P , where EQr is defined as in (7.25). If
ν2(P ) 6= 0, then max
16q6r
σq > 2, and we can W.L.O.G. assume σr > 2. If ν2 = 0, then (ν5, ν6) 6= (0, 0),
and we can assume (Gσr )xryr = Gxryr for some xr 6= yr. In both situations, we have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EQr · EQr (7.44)
It is easy to see that we have a trivial bound∑
i1,... in
|ai1,...,inPi1,...,in/EQr| = O(ND
′
)
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for some fixed D′ ≡ D′(P, r) > 0. Same as in (7.27), we can find L ≡ L(D +D′, r) such that
EQr =
1
U
(
EQr−1(Gσr−1)xryr +
σr−1∑
a=0
EQr−1(Gσr−p)xryr 〈Ga+1〉+
σr−1∑
a=1
EQr−1(Gσr−p)xryrEGa+1
+ 1
N
r−1∑
q=1
(σr + 1)
σq−1∑
a=0
EQ(q)r−1
(
(Gσq−a)xqyr (Gσr+a+1)xryq + (Gσq−a)xqxr (Gσr+a+1)yryq
)
+ σr + 1
N
EQr−1(Gσr+1)xryr −
L∑
k=2
Zk
)
+O(N−D−D
′
) ,
(7.45)
where Zk are defined as in (7.28). By plugging (7.45) into (7.44), we rewrite (7.38) into a finite
sum of terms in the form (7.39) with an error O(N−D). Note that we either have σr > 2, or
(Gσr−1)xryr = δxryr for xr 6= yr, and in the second case the two summations over xr and yr will
become a single summation. By exploring the terms in RHS of (7.45) carefully and using Lemma
5.3, we see that for each P ′ we get, both (7.40) and (7.41) are satisfied. This completes the proof for
ν4(P ) = 0.
Proof of Proposition 5.1(i). The proof is similar to (also simpler than) that of Proposition 7.2,
i.e. we proceed by generating a rooted tree. We have a vertex set V. Every v ∈ V is labelled formally
by ∑
i1,...,in
a
(v)
i1,...,in
P
(v)
i1,...,in
,
where P (v) ∈ P(n,t)({G}) ⊂ P({G}) for some n = n(v) ∈ N, t = t(v) ∈ R, and (a(v)i1...in)16i1,...,in6N
is a family of complex numbers that is uniformly bounded in i1, . . . , in. We denote b1(v) ..= b1(P (v)),
b(v) ..= b(P (v)), and νi(v) ..= νi(P (v)) for i = 1, 2, ..., 6. Each vertex v has a value, a deterministic
number obtained by formally evaluating the all expectations and products in its definition. By a slight
abuse of notation, as in Section 4, we use the symbol v both for the formal monomial and its value.
We construct a tree with root
r ..=
∑
i1,...,in
ai1,...,inPi1,...,in
given at the LHS of (5.1). By Lemma 7.1 it suffice to consider the case (ν2(r), ν4(r), ν5(r), ν6(r)) 6=
(0, 0, 0, 0). Then by setting D = −t(r)− n(r)− b(r) in Lemma 7.4, we have
r =
∑
u∈D(r)
u+O(N t+n+b(r)) , (7.46)
where D(r) is the set of descendants of r, and |D(r)| = Or(1) < +∞. We also observe from Lemma
7.4 that
t(u) + n(u) + b1(u) 6 t(r) + n(r) + b1(r)− χ and t(u) + n(u) + b(u) 6 t(r) + n(r) + b(r)
for all u ∈ D(r). For each vertex u ∈ D(r), if (ν2(u), ν4(u), ν5(u), ν6(u)) = (0, 0, 0, 0), then by Lemma
7.1 we have
u = O(N t(u)+r(u)) = O(N t(u)+n(u)+b(u)) 6 O(N t(r)+n(r)+b((r))) ,
and we remove u from the tree and classify it in the last term of (7.46). Thus every u ∈ D(r) also
satisfies
(ν2(u), ν4(u), ν5(u), ν6(u)) 6= (0, 0, 0, 0) .
We can repeat the above process and generate a locally finite tree, where each vertex v satisfies
(ν2(u), ν4(u), ν5(u), ν6(u)) 6= (0, 0, 0, 0). For each vertex v and its descendent u, we have
t(u) + n(u) + b1(u) 6 t(r) + n(r) + b1(r)− χ and t(u) + n(u) + b(u) 6 t(r) + n(r) + b(r) . (7.47)
By the first relation in (7.47) and Lemma 7.1, we see that after at most d(b1(r)− b(r) + 1)/χe gener-
ations, all the vertices are bounded by O(N t(r)+n(r)+b(r)), and this completes the proof.
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We end this section by proving Lemma 5.4 mentioned above. This serves as a corollary of Propo-
sition 5.1(i) and Lemma 5.3.
Proof of Lemma 5.4. As usual, we use the resolvent identity zG = HG− I and the formula (4.2)
to get
EG = 1
U
(
1 + E〈G〉2 + 1
N
EG2 −
L∑
k=2
X
(0)
k
)
+O(N−2) ,
where U = −z1 − EG, L ∈ N, and
X
(0)
k
..= 1
N
∑
i,j
1
k!Ck+1(Hji)E∂
k
jiGij .
By Proposition 5.1(i) one easily checks that E〈G〉2 and X(0)2 are both bounded by O(N−3/2). Also,
using Lemma 5.3 we can see {X(0)k }k>4 are uniformly bounded by O(N−2). Thus
(EG)2 + z1EG+ 1 +
1
N
EG2 −X(0)3 +O(N−3/2) = 0 . (7.48)
We proceed the proof by first deducing a rough value of EG from (7.48) and then use the result to
compute N−1EG2; the latter value can be plugged back into (7.48) to have a more precise value of
EG.
By Proposition 5.1(i) we have X(0)3 = O(N−1) and N−1EG2 = O(N−1), and this gives
(EG)2 + z1EG+ 1 +O(N−1) = 0 (7.49)
Note that m(z1) is the unique solution of
x2 + z1x+ 1 = 0
satisfying sgn(Imm(z1)) = sgn(Im z1) = 1. Let m˜(z1) be the other solution of x2 + z1x + 1 = 0. An
application of Lemma 5.5 in [3] gives
min{|EG−m(z1)|, |EG− m˜(z1)|} = O(N
−1)√|2− |E|| = O(N−1) . (7.50)
Since G = (H − z1)−1, we know that sgn(ImG) = sgn(Im z1) = 1. Also, we have Im m˜(z1) 6 −c for
some c = c(Re z1) = c(E) > 0. This shows |EG− m˜(z1)| > c. Thus from (7.50) we have
|EG−m(z1)| = O(N−1) . (7.51)
Now we carefully apply the differentials in X(0)3 and estimate the results by Proposition 5.1(i). This
gives
X
(0)
3 = −
1
N
∑
i,j
C4(Hij)EG2iiG2jj +O(N−2) , (7.52)
and we have
(EG)2 + z1EG+ 1 +
1
N
EG2 + 1
N
∑
i,j
C4(Hij)EG2iiG2jj +O(N−3/2) = 0 . (7.53)
By using (7.12) for m = 2 and D +D′′ = 1 we have
EG2 = 1
T
(
EG+ 2E〈G〉〈G2〉+ 2
N
EG3 −
L∑
k=2
Xk
)
+O(N−1) , (7.54)
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where L ∈ N. By Proposition 5.1(i) we see that all but the first term on the RHS of (7.54) are
bounded by O(N−1). Together with (7.51) we have
EG2 = T−1EG+O(N−1) = −12 +
z1
2
√
z21 − 4
+O(N−1) , (7.55)
and this finishes the calculation of EG2. Again by cumulant expansion (4.2) and Proposition 5.1(i),
we can show that
1
N
∑
i,j
C4(Hij)EG2iiG2jj =
m(z1)4
N
∑
i,j
C4(Hij) +O(N−2) . (7.56)
An elementary computation using (7.53), (7.55) and (7.56) shows
EG = m(z1)− 1
N
√
z21 − 4
(
− 12 +
z1
2
√
z21 − 4
+m(z1)4
∑
i,j
C4(Hij)
)
+O(N−3/2) (7.57)
as desired.
7.3. Two matrix case. In this section we prove Proposition 5.1(ii). It suffices to show the case
when A = {G,F ∗}. In this section, we use the fundamental parameter
χ˜ ≡ χ˜(α, β) ..= min{α− β, α/2, (1− α)/2} .
As explained at the beginning of Section 7, throughout the section we replace α by α′ = (1 + α)/2,
and this results in χ˜ > τ/4 > 0. We still follow our routine path of generating a rooted tree.
Lemma 7.5. Let P ∈ P (n,t)({G,F ∗}) for some n ∈ N and t ∈ R. Let (ai1,...,in)i1,...,in be a family of
complex numbers that is uniformly bounded in i1, . . . , in. Consider the term∑
i1,... in
ai1,...,inPi1,...,in . (7.58)
Suppose (ν2(P ), ν4(P ), ν5(P ), ν6(P )) 6= (0, 0, 0, 0), then for any D > 0, (7.58) equals to a finite (de-
pends on D) sum of terms in the form ∑
i1,... in′
a′i1,...,in′P
′
i1,...,in′ (7.59)
x with an error O(N−D), where P ′ ∈ P(n′,t′)({G}), and a′i1,...,in′ is a family of complex number
uniformly bounded in i1, . . . , i′n. For each P ′ appears in the sum, we have
t′ + n′ + b1(P ′) 6 t+ n+ b1(P )− χ˜ , (7.60)
and
t′ + n′ + b∗(P ′) 6 t+ n+ b∗(P ) , (7.61)
where χ˜ ≡ χ˜(α, β) ..= min{α− β, α/2, (1− α)/2} = τ/4 > 0 .
By a similar argument as in Section 7.2, Lemma 7.5 immediately implies Proposition 5.1(ii). The
rest of this section is devoted into proving Lemma 7.5.
As an analogue of the single matrix case, for (r, s) 6= (0, 0), we introduce a new set of quantity
EQ˜r,s ..= E( G1 σ1)x1y1 · · · ( Gr σr )xryr 〈 Gr+1 δ1〉 · · · 〈 Gr+s δs〉 , (7.62)
where G1 , . . . , Gr+s ∈ {G,F ∗}. And for s = 0, we define
EQ˜r ..= EQ˜r,0 = E( G1 σ1)x1y1 · · · ( Gr σr )xryr . (7.63)
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Let P be given as in Lemma 7.5. We split the cases according to different values of
(ν2(P ), ν4(P ), ν5(P ), ν6(P )) .
Case 1. Suppose ν4(P ) 6= 0, then there is a factor EQ˜r,s in P for s > 1. Thus we have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EQr,s · EQr,s (7.64)
It is easy to see that we have a trivial bound∑
i1,... in
|ai1,...,inPi1,...,in/EQr,s| = O(ND
′
)
for some fixedD′ ≡ D′(P, r, s) > 0. Let us abbreviate Q˜r,s−1 ..= Q˜r,s/〈 Gr+s δs〉, Q˜(p)r,s−2 ..= Q˜r,s−1/〈 Gr+p δp〉
for 1 6 p 6 s − 1, and Q˜(q)r−1,s−1 ..= Q˜r,s−1/( Gq σq )xqyq for 1 6 q 6 r. As in (7.22), for any l > 2 we
have
EQ˜r,s =
1
T ( Gr+s )
(
EQ˜r,s−1〈 Gr+s δs−1〉+
δs−1∑
a=0
EQ˜r,s−1〈 Gr+s δs−a〉〈 Gr+s a+1〉
−
δs−1∑
a=0
EQ˜r,s−1E〈 Gr+s δs−a〉〈 Gr+s a+1〉+ δs
N
EQ˜r,s−1〈 Gr+s δs+1〉
+ 2
δs−1∑
a=1
Q˜r,s−1〈 Gr+s δs−a〉E Gr+s a+1 + 2
N2
s−1∑
p=1
δpEQ˜(p)r,s−2E G
r+p δp+1 · Gr+s δs
+ 2
N2
s−1∑
p=1
δpEQ(p)r,s−2〈Gδp+δs+1〉+
2
N2
r∑
q=1
σqEQ˜(q)r−1,s−1( Gq σq+1 · Gr+s δs)xqyq
−
l∑
k=2
Y˜k − 1
N
∑
i,j
R˜
(Qrs,ji)
l+1
)
,
(7.65)
where
Y˜k ..=
1
N
∑
i,j
Ck+1(Hji)E∂
k((Q˜r,s−1 − EQ˜r,s−1)( Gr+s δs)ij)
∂Hkji
,
R˜
(rs,ji)
l+1 is a remainder term defined analogously to Rl+1 in (4.2), and T ( Gr+s ) ..= −z − 2E Gr+s for
Gr+s = (H − z)−1. It is a routine verification (for details one can refer to Lemma 4.6(i) in [27]) to
show that we can find L ≡ L(D +D′, r, s) such that
1
N
∑
i,j
R˜
(rs,ji)
L+1 = O(N−(D+D
′)) . (7.66)
Note that for 1 6 p 6 s− 1, in (7.65)
2δp
N2
EQ˜(p)r,s−2E G
r+p δp+1 · Gr+s δs
does not belong to P({G,F ∗}) if Gr+p 6= Gr+s . In this situation we apply the resolvent identity
GF ∗ = G− F
∗
z1 − z∗2
= 1(z1 − z∗2)Nβ
Nβ(G− F ∗) (7.67)
repeatedly until every term is in P({G,F ∗}). In (7.67), 1/((z1 − z∗2)Nβ) is treated as a complex
number, and it is bounded by our assumption on z1 and z∗2 . Similarly, for 1 6 q 6 r we repeatedly
apply (7.67) to
2
N2
σqEQ˜(q)r−1,s−1( Gq σq+1 · Gr+s δs)xqyq
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if Gq 6= Gr+s . Thus every term we get is now in P({G,F ∗}). By plugging the result into (7.64), we
rewrite (7.58) into a finite sum of terms in the form (7.59) with an error O(N−D). By exploring the
terms in (7.65) carefully and using Lemma 7.1, we see that for each P ′ we get, both (7.60) and (7.61)
are satisfied. This finishes the proof for ν4(P ) 6= 0.
Case 2. Suppose ν4(P ) = 0, then there is a factor EQ˜r in P . If ν2(P ) 6= 0, then max
16q6r
σq > 2, and
we can assume σr > 2. If ν2 = 0, then (ν5, ν6) 6= (0, 0), and we can assume ( Gr σr )xryr = Gr xryr for
some xr 6= yr. In both situations, we have∑
i1,... in
ai1,...,inPi1,...,in =
∑
i1,... in
ai1,...,in · Pi1,...,in/EQ˜r · EQ˜r . (7.68)
It is easy to see that we have a trivial bound∑
i1,... in
|ai1,...,inPi1,...,in/EQ˜r| = O(ND
′
)
for some fixedD′ ≡ D′(t, P, r) > 0. Let us denote Q˜r−1 ..= Q˜r/( Gr σr )xryr , and Q˜(q)r−1 ..= Q˜r−1/( Gq σq )xqyq
for 1 6 q 6 r − 1. As in (7.27), for any l > 2 we have
EQ˜r =
1
U( Gr )
(
EQ˜r−1( Gr σr−1)xryr +
σr−1∑
a=0
EQ˜r−1( Gr σr−p)xryr 〈 Gr a+1〉+
σr−1∑
a=1
EQ˜r−1( Gr σr−p)xryrE Gr a+1
+ 1
N
r−1∑
q=1
(σr + 1)
σq−1∑
a=0
EQ˜(q)r−1
(
( Gq σq−a)xqyr ( Gq a+1 · Gr σr )xryq + ( Gq σq−a)xqxr ( Gq a+1 · Gr σr )yryq
)
+ σr + 1
N
EQ˜r−1( Gr σr+1)xryr −
l∑
k=2
Z˜k − 1
N
∑
i,j
R˜
(r,ji)
l+1
)
,
(7.69)
where
Z˜k ..=
1
N
∑
i,j
1
k!Ck+1(Hji)E
∂k(Q˜r−1( Gr σr )ij)
∂Hkji
.
R˜
(r,ji)
l+1 is a remainder term defined analogously to Rl+1 in (4.2), and U( Gr+s ) ..= −z − E Gr+s for
Gr+s = (H − z)−1. Similar as in Case 1, we can find L ≡ L(D +D′, r, s) such that
1
N
∑
i,j
R˜
(r,ji)
L+1 = O(N−(D+D
′)) . (7.70)
Again in (7.69), for 1 6 q 6 r − 1 and 0 6 a 6 σq − 1, we apply (7.67) to
1
N
(σr + 1)EQ˜(q)r−1
(
( Gq σq−a)xqyr ( Gq a+1 · Gr σr )xryq + ( Gq σq−a)xqxr ( Gq a+1 · Gr σr )yryq
)
if Gq 6= Gr . Thus every term we get now is in P({G,F ∗}). By plugging our result into (7.68), we
rewrite (7.58) into a finite sum of terms in the form (7.59) with an error O(N−D). Note that we
either have σr > 2, or (Gσr−1)xryr = δxryr for xr 6= yr, and in the second case the two summations
over xr and yr will become a single summation. By exploring the terms in RHS of (7.69) carefully
and applying Lemma 7.1, we see that for each P ′ we get, both (7.60) and (7.61) are satisfied. This
completes the proof for ν4(P ) = 0.
7.4. The complex Hermitian H. In this section we explain the proof of Proposition 5.1 when H
is complex Hermitian. By the arguments in Sections 7.2 and 7.3, we see that it is enough to show the
following Lemma.
Lemma 7.6. Lemmas 7.1-7.5 remain true when H is a complex Hermitian Wigner matrix.
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Proof. We shall only remark on the proof of Lemma 7.3 in the complex case, and the rest follows
similarly. By examining the steps in the proof of Lemma 7.3, we see that the main steps shall remain
the same in the complex case. The only difference is that when calculating EGm, EQr,s, and EQr, we
shall use the complex cumulant expansion formula Lemma 4.2, and the results will be different from
(7.11), (7.22), and (7.27) respectively. Let us first consider EGm, and we have
z1EGm = EGHm − EGm−1 = −EGm−1 + 1
N
∑
i,j
E(Gm)ijHji . (7.71)
By calculating the last averaging in (7.71) using Lemmas 4.1, 4.2 and the complex differentiation rule
∂Gij
∂Hkl
= −GikGlj , (7.72)
we see that for any fixed integer l > 2,
EGm = 1
T
(
EGm−1 +
m∑
a=1
E〈Ga〉〈Gm+1−a〉+
m−1∑
a=2
EGa EGm+1−a −
l∑
k=2
Xck −
1
N
∑
i,j
Rˆ
(c,ji)
l+1
)
,
where
Xck
..= 1
N
∑
i,j
∑
p+q=k
1
p! q!(1 + δij)k
Cp,q+1(Hij)E ∂
k(Gm)ij
∂Hpij ∂H
q
ji
,
Rˆ
(c,ji)
l+1 is the remainder term defined analogously to Rl+1 in (4.4), and we recall from Section 5.1 that
T ..= −z1 − 2EG. The (1 + δij)−k factor in (5.88) is because for i = j, we need to use Lemma 4.1
for the real random variables Hii. Similarly, for Qr,s defined as in (7.7), we have for any fixed integer
l > 2,
EQr,s =
1
T
(
EQr,s−1〈Gδs−1〉+
δs−1∑
a=0
EQr,s−1〈Gδs−a〉〈Ga+1〉 −
δs−1∑
a=0
EQr,s−1E〈Gδs−a〉〈Ga+1〉
+ 2
δs−1∑
a=1
Qr,s−1〈Gδs−a〉EGa+1 + 1
N2
s−1∑
p=1
δpEQ(p)r,s−2EG
δp+δs+1
+ 1
N2
s−1∑
p=1
δpEQ(p)r,s−2〈Gδp+δs+1〉+
1
N2
r∑
q=1
σqEQ(q)r−1,s−1G
σq+δs+1
xqyq −
l∑
k=2
Y ck −
1
N
R˜
(c,ji)
l+1
)
,
where we used the notation
Y ck
..= 1
N
∑
i,j
∑
p+q=k
1
p! q!(1 + δij)k
Cp,q+1(Hij)E∂
k((Qr,s−1 − EQr,s−1)(Gδs)ij)
∂Hpij ∂H
q
ji
,
and R˜(c,ji)l+1 is a remainder term defined analogously to Rl+1 in (4.4). Moreover, for Qr defined in
(7.25), we see that for any D > 0, we can find K ≡ K(D,EQs) ∈ N such that
EQr =
1
U
(
EQr−1(Gσr−1)xryr +
σr−1∑
a=0
EQr−1(Gσr−p)xryr 〈Ga+1〉+
σr−1∑
a=1
EQr−1(Gσr−p)xryrEGa+1
+ 1
N
r−1∑
q=1
(σr + 1)
σq−1∑
a=0
EQ(q)r−1(Gσq−a)xqyr (Gσr+a+1)xryq −
K∑
k=2
Zck
)
+O(N−D) ,
where
Zck
..= 1
N
∑
i,j
1
p! q!(1 + δij)k
Cp,q+1(Hij)
∑
p+q=k
E
∂k(Qr−1(Gσr )ij)
∂Hpij ∂H
q
ji
.
Note in the above complex cumulant expansions, we have fewer second cumulant terms comparing
to the real case, while we need to track more carefully of the higher cumulants terms. By applying
(7.72), one easily checks that the argument in the real case also applies here, and the proof follows
easily.
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8. The non-conjugate case
In this section we prove the following result, where the spectral parameters z1 and z∗2 in Theorem 3.1
are replaced with z1 and z2, both having positive imaginary parts.
Proposition 8.1. Under the conditions of Theorem 3.1, we have the following results.
If H is a real symmetric Wigner matrix, then
E〈G(z1)〉〈G(z2)〉 = 1
N2
(
f5(z1, z2) + f6(z1, z2)
∑
i,j
C4(Hij) + f7(z1, z2)
∑
i
C3(Hii)
)
+O(N2β−7/2) +O(Nβ−3) ; (8.1)
If H is a complex Hermitian Wigner matrix, then
E〈G(z1)〉〈G(z2)〉 = 1
N2
( 1
2f5(z1, z2) + f6(z1, z2)
∑
i,j
C2,2(Hij)
+ f7(z1, z2)
∑
i
C3(Hii)
)
+O(N2β−7/2) +O(Nβ−3) . (8.2)
Here f5(z1, z2), f6(z1, z2) and f7(z1, z2) are bounded terms defined in Section 8.1 below.
In the rest of this section we denote G = G(z1) and F = G(z2). We start with some notations
in addition to what was introduced in Section 4. Let A = {G,F}, we define the following series of
operators ν˜1, . . . , ν˜6 : P(A)→ N for each P ∈ P by
(i) ν˜1(P ) - the sum of the degrees m+ n− 1 of GmFn in P .
(ii) ν˜2(P ) - the sum of the degrees m+ n− 1 of 〈GmFn〉 and (GmFn)xy in P .
(iii) ν˜3(P ) - the total number of GmFn in P for m+ n > 2.
(iv) ν˜4(P ) - the total number of 〈GmFn〉 in P .
(v) ν˜5(P ) - the number of ik in {i1, i2, . . .} such that the total number of appearance of ik in all
factors (GmFn)xy of P is odd.
(vi) ν˜6(P ) - the number of ik in {i1, i2, . . .} such that the total number of appearance of ik in all
factors (GmFn)xy of P is even, and ik appears in at least one (GmFn)xy for x 6= y.
The following lemma is an analogue of Proposition 5.1.
Lemma 8.2. Let (ai1,...,in)i1,...,in be a family of complex numbers that is uniformly bounded in
i1, . . . , in, and let A = {G,F}. Fix P ∈ P (n,t)(A) for some n ∈ N and t ∈ R. We have∑
i1,...,in
ai1,...,inPi1,...,in = O(N t+n+b˜(P )) ,
where b(P ) ..= −ν˜4(P )− (ν˜5(P ) + ν˜6(P ))/2.
The proof of Lemma 8.2 is very close to that of Proposition 5.1(i). Instead of considering matrices
Gm, we consider GmFn instead, and we never apply the resolvent identity
GF = G− F
z1 − z2
to separate G and F . We omit the details.
50
8.1. The real case. In this section we prove (8.1). The proof is very similar to that of Theorem 3.1,
namely we will repeatedly use the cumulant expansion formula Lemma 4.1 and estimate the results
by Lemma 8.2. As in (5.16), we can apply Lemma 4.1 and get
E〈G〉〈F 〉 = 1
T
(
E〈G〉2〈F 〉+ 1
N
E〈G2〉〈F 〉+ 2
N2
EGF 2 −W (12)2 −W (12)3
)
+O(N−3) , (8.3)
where T = −z1 − 2EG, and
W
(12)
k
..= 1
N
∑
i,j
1
k!Ck+1(Hji)E
∂k(Gij〈F 〉)
∂Hkji
. (8.4)
From Lemma 8.2 we see that
1
T
E〈G〉2〈F 〉 = O(N−3) and 1
TN
E〈G2〉〈F 〉 = O(N−3) , (8.5)
thus it remains to estimate the third, fourth, and fifth term on the RHS of (8.3).
We first look at 2/(TN2)EGF 2, and the proof is similar to how we calculated 2/(TN2)EGF ∗2 in
Lemma 5.9. By Lemma 5.4 we have
EG = m(z1)− 1
N
√
z21 − 4
(
− 12 +
z1
2
√
z21 − 4
+m(z1)4
∑
i,j
C4(Hij)
)
+O(N−3/2) ,
EF = m(z2)− 1
N
√
z22 − 4
(
− 12 +
z2
2
√
z22 − 4
+m(z2)4
∑
i,j
C4(Hij)
)
+O(N−3/2) ,
and
EF 2 = −12 +
z2
2
√
z22 − 4
+O(N−1) .
The resolvent identity then gives
2
TN2
EGF 2 = 2
N2
1
−z1 − 2EG
(
EG− EF
(z1 − z2)2 −
EF 2
(z1 − z2)
)
= 4 + z1z2 −
√
z21 − 4
√
z22 − 4
N2
√
z21 − 4
√
z22 − 4(
√
z21 − 4 +
√
z22 − 4)2
+O(Nβ−3) +O(N2β−7/2) .
(8.6)
Next we look at −T−1W (12)2 , and it is similar to −T−1W (1)2 in Lemma 5.10. We have
− 1
T
W
(12)
2 = −
m(z1)m(z2)(m(z2) +m(z1))√
z21 − 4
√
z22 − 4N2
∑
i
C3(Hii) +O(N−7/2) . (8.7)
Lastly we look at −T−1W (12)3 , and it is similar to −T−1W (1)3 in Lemma 5.11. We have
− 1
T
W
(12)
3 =
2m(z1)2m(z2)2√
z21 − 4
√
z22 − 4N2
∑
i,j
C4(Hij) +O(N−3) . (8.8)
Now let us define
f5(z1, z2) =
4 + z1z2 −
√
z21 − 4
√
z22 − 4√
z21 − 4
√
z22 − 4(
√
z21 − 4 +
√
z22 − 4)2
, (8.9)
f6(z1, z2) =
2m(z1)2m(z2)2√
z21 − 4
√
z22 − 4
, (8.10)
and
f7(z1, z2) = −m(z1)m(z2)(m(z2) +m(z1))√
z21 − 4
√
z22 − 4
. (8.11)
By inserting (8.4)-(8.11) into (8.3) we complete the proof.
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8.2. The complex case. In this section we prove (8.2). The proof is very similar to that of Theorem
3.1, namely we will repeatedly use the cumulant expansion formula Lemmas 4.1 and 4.2, and estimate
the results by Lemma 8.2. As in (5.90), we can apply Lemmas 4.1 and 4.2 to get
E〈G〉〈F 〉 = 1
T
(
E〈G〉2〈F 〉+ 1
N2
EGF 2 −W (13)2 −W (13)3
)
+O(N−3) , (8.12)
where T = −z1 − 2EG, and
W
(13)
k
..= 1
N
∑
i,j
∑
p+q=k
1
p! q!(1 + δij)k
Cp,q+1(Hij)E∂
k(Gij〈F 〉)
∂Hpji∂H
q
ji
.
Lemma 8.2 implies
1
T
E〈G〉2〈F 〉 = O(N−3) , (8.13)
thus it remains to estimate the third, fourth, and fifth term on the RHS of (8.12). As in Section 8.1,
we have
1
TN2
EGF 2 = 4 + z1z2 +
√
z21 − 4
√
z22 − 4
2N2
√
z21 − 4
√
z22 − 4(
√
z21 − 4−
√
z22 − 4)2
+O(Nβ−3) +O(N2β−7/2) , (8.14)
− 1
T
W
(13)
2 = −
m(z1)m(z2)(m(z2) +m(z1))√
z21 − 4
√
z22 − 4N2
∑
i
C3(Hii) +O(N−7/2) , (8.15)
and
− 1
T
W
(13)
3 =
2m(z1)2m(z2)2√
z21 − 4
√
z∗22 − 4N2
∑
i,j
C2,2(Hij) +O(N−3) . (8.16)
Let us recall the definitions of f5(z1, z2), f6(z1, z2), and f7(z1, z2) in (8.9) – (8.11). By inserting (8.13)
– (8.16) into (8.12) we complete the proof.
A. Comparison to Gustavsson’s theorem
In this section we compare our result to the ones in [25] and [35]. Roughly, the conclusion is that the
question addressed in [25,35] is independent from the one addressed in our work, and neither implies
the other.
In Gustavsson’s work [25], the fluctuation of a single eigenvalue was first established to be Gaussian
for GUE, and it was also showed that the joint limit distribution of eigenvalues is a Gaussian process,
provided that the eigenvalue are separated by a mesoscopic distance. In [35], the result was extended
to GOE and, by moment matching, to a class of Wigner matrices.
For the rest of the section let us adopt the assumptions in Theorem 2.2, and in addition we
assume H is GOE. Recall the notations α ..= − logN η and β ..= − logN ω. We would like to compute∫
pE(u, v)f+(u)g−(v) dudv. By (6.7) we have∫
pE(u, v)f−(u)g+(v) dudv =
1
N2
E
〈
Tr 1
η
f
( (H − E)%E − ω
η
)〉〈
Tr 1
η
g
( (H − E)%E + ω
η
)〉
=
∑
i,j
1
N2η2
E
〈
f
( (λi − E)%E − ω
η
)〉〈
g
( (λj − E)%E + ω
η
)〉
,
(A.1)
Let λ1 6 · · · 6 λN be the eigenvalues of H, and for k = 1, 2, ..., N , let the quantile γk be the typical
location of λk, i.e. it satisfies k/N =
∫ γk
−2 %xdx. By our assumptions E ∈ [−2+ τ, 2− τ ], f, g ∈ C∞c (R),
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and a standard eigenvalue rigidity result (e.g. Theorem 2.2, [23]), we see that the sum in (A.1) can
be reduced to∫
pE(u, v)f−(u)g+(v) dudv
=
∑
i∈A,j∈B
1
N2η2
E
〈
f
( (λi − E)%E − ω
η
)〉〈
g
( (λj − E)%E + ω
η
)〉
+O(N−10) ,
where A ..= {i : |(γi −E)%E − ω| 6 η logN}, B ..= {j : |(γj −E)%E + ω| 6 η logN}. Clearly for i ∈ A
and j ∈ B, we have i− j  Nω = N1−β , and Theorem 5 of [35] shows that(
pi%γiN(λi − γi)√
logN
,
pi%γjN(λj − γj)√
logN
)
(A.2)
converges weakly to the Gaussian random vector N(µ,Σ) with
µ =
(
0
0
)
and Σ =
(
1 β
β 1
)
,
as N →∞. Also, by |γi − E| = O(ω) we see that %E = %γi +O(ω). Hence the random vector(
pi%EN(λi − γi)√
logN
,
pi%EN(λj − γj)√
logN
)
(A.3)
has the same weak limit as the one in (A.2). With the rescaling uk ..= (λk−E)N%E for k = 1, 2, ..., N ,
we have∫
pE(u, v)f−(u)g+(v) dudv =
∑
i∈A,j∈B
1
N2η2
E
〈
f
(ui −Nω
Nη
)〉〈
g
(uj +Nω
Nη
)〉
+O(N−10) , (A.4)
Now let us compute the RHS of (A.4) by using the weak limit of (A.3), i.e. that the random vector
(ui, uj) has asymptotically (as N → ∞) the same law as the Gaussian vector (u˜i, u˜j) d= N(µ′,Σ′),
where
µ′ =
(
(γi − E)N%E
(γj − E)N%E
)
=..
(
mi
mj
)
and Σ′ = logN
pi2
(
1 β
β 1
)
.
By Taylor expansion, we have
∑
i∈A,j∈B
1
N2η2
E
〈
f
(ui −Nω
Nη
)〉〈
g
(uj +Nω
Nη
)〉
=
∑
i∈A,j∈B
1
N2η2
E
〈
f
(mi −Nω
Nη
)
+ 1
Nη
f ′
(mi −Nω
Nη
)
(ui −mi)
+ 12N2η2 f
′′
(mi −Nω
Nη
)
(ui −mi)2 +O
( |ui −mi|3
N3η3
)〉
·
〈
g
(mj +Nω
Nη
)
+ 1
Nη
g′
(mj +Nω
Nη
)
(uj −mj)
+ 12N2η2 g
′′
(mj +Nω
Nη
)
(uj −mj)2 +O
( |ui −mi|3
N3η3
)〉
.
(A.5)
The first non-vanishing term is the one proportional to f ′g′. We now compute it asymptotically using
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Gustavsson’s theorem, by replacing (ui, uj) with (u˜i, u˜j). The result is
∑
i∈A,j∈B
1
N4η4
E
〈
f ′
(mi −Nω
Nη
)
(u˜i −mi)
〉〈
g′
(mj +Nω
Nη
)
(u˜j −mj)
〉
=
∑
i∈A,j∈B
logN
N4η4pi2
f ′
(mi −Nω
Nη
)
g′
(mj +Nω
Nη
)
=
∑
j∈B
logN
N3η3pi2
g′
(mj +Nω
Nη
)∫
(1 +O(ω))f ′(x) dx+O(N−10)
= logN
N2η2pi2
∫
(1 +O(ω))f ′(x)g′(y) dx dy +O(N−10) ≺ N2α−β−2 ,
(A.6)
where in the second and third step we used the fact that mk+1−mk = 1+O(ω) for k ∈ A∪B, and the
Riemann sum of a smooth compactly supported function converges to its integral to any polynomial
order (by the Poisson summation formula). Similarly, we can show that all other terms in (A.5) are
bounded by O≺(N4α−4). Thus, under the assumption that we can use Gustavsson’s theorem and the
error from the replacement of (ui, uj) with the Gaussian vector (u˜i, u˜j) is negligible, we get, together
with (A.4),
∫
pE(u, v)f−(u)g+(v) ≺ N2α−β−2 +N4α−4 . (A.7)
We find that the right-hand side is much smaller than N2β−2 for α > 3/4 and β > 2α/3. However, by
Theorem 2.2 we know that the leading term in
∫
pE(u, v)f−(u)g+(v) is of order N2β−2. We conclude
that the use of Gustavsson’s theorem leads to a wrong result in at least the regime α > 3/4 and
β > 2α/3. This argument shows that the computation of
∫
pE(u, v)f−(u)g+(v) using Gustavsson’s
theorem leads to the wrong result in a rather flagrant fashion: the obtained quantity is much smaller
than than the true value. In fact, we believe that more generally Gustavsson’s result cannot be used
to recover the correct mesoscopic density-density correlations in any regime: the error made between
(A.5) and (A.6) is never affordable.
The issue lies in the fact that, in order to compute sums of the form (A.5), even to leading order,
one needs much stronger control on the joint distribution of the individual eigenvalues than is provided
in [25] and [35]. This is a manifestation of the fact, mentioned in the introduction, that eigenvalue
density-density correlations are much weaker than their location-location correlations. Going from
the latter to the former consequently requires very precise asymptotics for the latter.
B. Comparison to results on linear statistics
In this appendix we give the short calculation that shows how our main result, Theorem 2.2, recovers
the well-known covariance formula for macroscopic linear statistics of Wigner matrices [31, 33]. This
corresponds to the extreme case ω  η  1 in Theorem 2.2.
By taking the first, third and fourth terms on the RHS of (2.4), we see that
ΥE,1(u, v) = − 1
pi2(u− v)2 +
1
N2κ2E
(
F1(u, v) + F2(u, v)
∑
i,j
C4(Hij)
)
+O(N−2−c) +O
( 1
(u− v)4
)
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for some c = c(τ) > 0. By (6.7) and (6.4), we have
1
N2
Cov(Tr fη(H); gη(H)) =
∫
pE(u, v)f+(u)g−(v) dudv
=
∫ (
− 1
pi2(u− v)2 +
F1(u, v)
N2κ2E
+ F2(u, v)
N2κ2E
∑
i,j
C4(Hij)
)
f+(u)g−(v) dudv +O(N−2−c) +O
( 1
N4ω4
)
= 1
pi2
∫ (
− 1
N2(x1 − x2)2 −
4 + x1x2 +
√
(4− x21)(4− x22)
N2
√
(4− x21)(4− x22)
(√
4− x21 +
√
4− x22
)2
+ (x
2
1 − 2)(x22 − 2)
2N2
√
(4− x21)(4− x22)
∑
i,j
C4(Hij)
)
fη(x1)gη(x2) dx1 dx2 +O(N−2−c) +O
( 1
N4ω4
)
= 1
pi2
∫ (
− 1
N2(x1 − x2)2 ·
4− x1x2√
4− x21
√
4− x22
+ (x
2
1 − 2)(x22 − 2)
2N2
√
(4− x21)(4− x22)
∑
i,j
C4(Hij)
)
fη(x1)gη(x2)
+O(N−2−c) +O
( 1
N4ω4
)
,
(B.1)
where we abbreviated fη(x) = η−1f(((x−E)%E−ω)/η) and gη(x) = η−1g(((x−E)%E+ω)/η). We see
that when ω  N−1/2 the integral on the last line of (B.1) dominates. This term matches Equation
(VI.81) in [31].
C. Remark on the distribution of the diagonal entries
Theorems 2.2 and 3.1 can be extended to a more general case where we relax the assumption on the
variance of Hii in Definition 2.1. Here we summarize the appropriate generalizations of Theorems 3.1
and 2.2, whose proofs are simple modifications of the arguments given in the previous sections. This
generalization illustrates the great sensitivity of our results to the precise distribution of the matrix
entries.
Let H˜ be a Wigner matrix where the condition E|√NHii|2 = 2/β is replaced by E|
√
NH˜ii|2 = ζi,
and maxi ζi = O(1). Let G˜(z) ..= (H˜ − z)−1, and let Υ˜E,β be the analogue of ΥE,β defined in
(2.4)–(2.5).
Theorem 3.1 is generalized as follows. For the real symmetric case (β = 1), we have
Cov
(
G˜(z1), G˜(z∗2)
)
= Cov
(
G(z1), G(z∗2)
)
+
(−2 + 2i Imm(E)2
N4(z1 − z∗2)2
+ m(z1)m(z
∗
2)
N3
√
z21 − 4
√
z∗22 − 4
)∑
i
(ζi − 2)
+O
( 1
N5ω5
)
+O
( 1
N4ω3
)
+O
( 1
N7/2ω2
)
+O
( 1
N3ω
)
,
(C.1)
and for the complex Hermitian case (β = 2), we have
Cov
(
G˜(z1), G˜(z∗2)
)
= Cov
(
G(z1), G(z∗2)
)
+
(−1 + i Imm(E)2
N4(z1 − z∗2)2
+ m(z1)m(z
∗
2)
N3
√
z21 − 4
√
z∗22 − 4
)∑
i
(ζi − 1)
+O
( 1
N5ω5
)
+O
( 1
N4ω3
)
+O
( 1
N7/2ω2
)
+O
( 1
N3ω
)
.
(C.2)
Theorem 2.2 is generalized as follows. We have
Υ˜E,1(u, v) = ΥE,1(u, v) +
(
F4(u, v)
N3κ2E
− 1
N2pi2(u− v)2
)∑
i
(ζi − 2)
+O
( 1
(u− v)5
)
+O
( 1
N(u− v)3
)
+O
( 1
N3/2(u− v)2
)
+O
( 1
N2(u− v)
)
(C.3)
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as well as
Υ˜E,2(u, v) = ΥE,2(u, v) +
(
F4(u, v)
N3κ2E
− 12N2pi2(u− v)2
)∑
i
(ζi − 1)
+O
( 1
(u− v)5
)
+O
( 1
N(u− v)3
)
+O
( 1
N3/2(u− v)2
)
+O
( 1
N2(u− v)
)
. (C.4)
where
F4(u, v) = g4
(u− E
N%E
,
v − E
N%E
)
and g4(x1, x2) =
x1x2√
4− x21
√
4− x22
.
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