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Abstract
In the Set Cover problem, the input is a ground set of n elements and a collection of m sets,
and the goal is to find the smallest sub-collection of sets whose union is the entire ground set.
The fastest algorithm known runs in time O(mn2n) [Fomin et al., WG 2004], and the Set Cover
Conjecture (SeCoCo) [Cygan et al., TALG 2016] asserts that for every fixed ε > 0, no algorithm
can solve Set Cover in time 2(1−ε)npoly(m), even if set sizes are bounded by ∆ = ∆(ε). We
show strong connections between this problem and kTree, a special case of Subgraph Isomorphism
where the input is an n-node graph G and a k-node tree T , and the goal is to determine whether
G has a subgraph isomorphic to T .
First, we propose a weaker conjecture Log-SeCoCo, that allows input sets of size ∆ =
O(1/ε · log n), and show that an algorithm breaking Log-SeCoCo would imply a faster algorithm
than the currently known 2npoly(n)-time algorithm [Koutis and Williams, TALG 2016] for
Directed nTree, which is kTree with k = n and arbitrary directions to the edges of G and T .
This would also improve the running time for Directed Hamiltonicity, for which no algorithm
significantly faster than 2npoly(n) is known despite extensive research.
Second, we prove that if p-Partial Cover, a parameterized version of Set Cover that requires
covering at least p elements, cannot be solved significantly faster than 2npoly(m) (an assump-
tion even weaker than Log-SeCoCo) then kTree cannot be computed significantly faster than
2kpoly(n), the running time of the Koutis and Williams’ algorithm.
1 Introduction
Set Cover and Subgraph Isomorphism are two of the most well-researched problems in theoretical
computer science. In this paper we show a strong connection between their time complexity. We
first discuss each, and then show our results.
∗This paper is based on two preliminary versions arXiv:1711.08041 and arXiv:1708.07591.
†Work supported in part by the Israel Science Foundation grant #1086/18, ONR Award N00014-18-1-2364, a
Minerva Foundation grant, and a Google Faculty Research Award. Part of this work was done while was visiting the
Simons Institute for the Theory of Computing.
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Set Cover. In the Set Cover problem, the input is a ground set [n] = {1, ..., n} and a collection
of m sets, and the goal is to find the smallest sub-collection of sets whose union is the entire
ground set. An exhaustive search takes O(n2m) time, and a dynamic-programming algorithm has
running time O(mn2n) [15], which is faster when m > n, a common assumption that we will make
throughout. In spite of extensive effort, no algorithm that runs in time O∗(2(1−ε)n) is known,
although some improvements are known in special cases [22, 9, 30, 10]. Here and throughout, O∗(·)
hides polynomial factors in the instance size, and unless stated otherwise, ε > 0 denotes a fixed
constant (and similarly ε′). Thus, it was conjectured that the above running time is optimal [12],
even if the input sets are small. To state this more formally, let ∆-Set Cover denote the Set Cover
problem where all sets have size at most ∆ > 0.
Conjecture 1.1 (Set Cover Conjecture (SeCoCo) [12]). For every fixed ε > 0 there is ∆(ε) > 0,
such that no algorithm (even randomized) solves ∆-Set Cover in time O∗(2(1−ε)n).
This conjecture clearly implies that for every ∆ = ω(1), no algorithm solves ∆-Set Cover in time
O∗(2(1−ε)n). Several conditional lower bounds were based on this conjecture (by reducing Set Cover
to it) in the recent decade, including for Steiner Tree, Set Partitioning, and more [12, 11, 8, 24, 25].
The authors of [12] asked whether the problems they reduce Set Cover to can be reduced back to
Set Cover, so that their running time complexity would stand and fall with SeCoCo. They believed
it would be hard to do, since it would probably provide for those problems an alternative algorithm
with running time that matches the currently fastest one, which is very complex and took decades
to achieve for some (e.g., for Steiner Tree).
Connection to SETH. No formal connection is known to date between the SeCoCo conjecture
and the Strong Exponential Time Hypothesis (SETH) of [18], which asserts that for every ε > 0 there
exists k(ε), such that kSAT on N variables and M clauses cannot be solved in time O∗(2(1−ε)N ).
Cygan et al. [12] provided a partial answer by showing a SETH-based lower bound for a certain
variant of Set Cover (that counts the number of solutions). It is known that the weaker assumption
ETH implies a 2Ω(n) time lower bound for Set Cover, even if ∆ = O(1), and that SAT can be solved
in time O∗(2(1−ε)N ) if and only if Set Cover can be solved in time O∗(2(1−ε′)m), see [12]. Some
researchers hesitate to rely on SeCoCo as a conjecture, and prefer other, more popular conjectures
such as SETH. For example, a running time lower bound for Subset Sum was recently shown [1]
based on SETH, even though a lower bound based on SeCoCo was already known [12].
We address the necessity of SeCoCo by proposing a weaker assumption, and showing an inde-
pendent justification for it. Our conjecture deals with ∆-Set Cover for ∆ = O(log n), as follows.
Conjecture 1.2 (Logarithmic Set Cover Conjecture (Log-SeCoCo)). For every fixed ε > 0, there
is ∆(ε, n) = O(1/ε · log n) such that no algorithm (even randomized) solves ∆-Set Cover in time
O∗(2(1−ε)n).
The fastest algorithm known for ∆-Set Cover runs in time O∗(2nλ∆) [22] for λ∆ = (2∆ −
2)/
√
(2∆− 1)2 − 2 ln(2) ≤ 1 − 1/(2∆), where the inequality assumes ∆ ≥ 2, hence this running
time is slightly faster than for general Set Cover. All known hardness results that are based on
SeCoCo can be based also on our conjecture, with appropriate adjustments related to the set sizes
in Set Cover parameterized by the universe size plus the solution size [12] and in Parity of Set
Covers [8].
Subgraph Isomorphism with a tree pattern. The Subgraph Isomorphism problem asks whether
a host graph G contains a copy of a pattern graph H as a subgraph. It is well known to be NP-hard
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since it generalizes hard problems such as Maximum Clique and Hamiltonicity [21], but unlike many
natural NP-hard problems, it requires NΩ(N) time where N = |V (G)|+|V (H)| is the total number of
vertices, assuming the exponential time hypothesis (ETH) [13]. Hence, most past research addressed
its special cases that are in P , including the case where the pattern graph is of constant size [28], or
when both graphs are trees [2], biconnected outerplanar graphs [26], two-connected series-parallel
graphs [27], and more [14, 29]. We will focus on a version called kTree, where the pattern is a
tree T on k nodes. In the directed version of the problem, denoted Directed kTree, the edges of
G and T are oriented, allowing also anti-parallel edges in G1. Throughout, unless accompanied
with the word directed, kTree and nTree refer to their undirected versions. Directed kTree can only
be harder than kTree - even when the directed tree T is an arborescence, as one can reduce the
undirected version to it with essentially no loss2. A couple of different techniques were used in order
to design algorithms for Directed kTree. The color-coding method, designed by Alon, Yuster, and
Zwick [3], yields an algorithm with running time O∗((2e)k). Later, a new method utilized kMLD
(stands for k Multilinear Monomial Detection – the problem of detecting multilinear monomials of
degree k in polynomials presented as circuits) to design a Directed kTree algorithm with running
time O∗(2k) [23].
Our Results. The first result connects our conjecture to the Directed nTree problem (see Figure 1),
which is Directed kTree with k = n. This problem includes as a special case the well known Directed
Hamiltonicity problem, which asks to determine whether a directed graph G contains a simple path
(or cycle) that visits all the nodes (the Hamiltonian cycle and path problems are easily reducible to
each other with only small overhead). Next, we show that an algorithm that breaks Log-SeCoCo
implies a fast algorithm for Directed nTree.
Theorem 1.3. Suppose Log-SeCoCo fails, namely, there is ε > 0 such that for every ∆ = O(1/ε ·
log n), ∆-Set Cover can be solved in time O∗(2(1−ε)n). Then for some δ(ε) > 0, Directed nTree on
n˜ nodes can be solved in time O∗(2(1−δ)n˜). This holds even when in ∆-Set Cover, every optimal
solution is of size O(εn/ log n) and consists of disjoint sets.
In the special case of Directed Hamiltonicity, we actually reduce to rather constrained instances
of Set Cover.
Theorem 1.4. Suppose Log-SeCoCo fails, namely, there is ε > 0 such that for every ∆ = O(1/ε ·
log n), ∆-Set Cover can be solved in time O∗(2(1−ε)n). Then for some δ(ε) > 0, Directed Hamiltonicity
on n˜ nodes can be solved in time O∗(2(1−δ)n˜). This holds even when in ∆-Set Cover, all sets are of
the same size and every optimal solution is of size O(εn/ log n) and consists of disjoint sets.
We can also show that even moderate improvements to the fastest known running time for ∆-Set
Cover, namely, to the O∗(2(1−1/2∆)n) time algorithm of [22], implies improvements for Directed nTree
and for Directed Hamiltonicity (Section 4).
Our next result, whose proof appears in Section 3, shows that the 2kpoly(n) running time of kTree
by [23] is actually optimal (up to exponential improvements) even when considering the undirected
version, assuming SeCoCo or even weaker hypotheses such as Log-SeCoCo.
Theorem 1.5. If for some fixed ε > 0, kTree can be solved in time O∗((2 − ε)k), then for some
δ(ε) > 0, Set Cover on n elements and m sets can be solved in time O∗((2− δ)n).
1T need not be an arborescence, only its underlying undirected graph is a tree.
2This could be done in the following way. Define the host graph G′ to be G with edges in both directions, and
direct the edges in T away from an arbitrary vertex v ∈ T to create the directed tree T ′, which is thus an arborescence.
Clearly, the directed instance is a yes-instance if and only if the undirected instance also is.
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immediate
Set Cover  O∗(2n)
Directed nTree  O∗(2n)
(O(logn))-Set Cover  O∗(2n)
Directed Hamiltonicity  O∗(2n)
kTree  O∗(2k)p-Partial Cover 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Thm 1.5
SeCoCo
Log-SeCoCo
Exact Cover  O∗(2n)
kHyperPath  O∗(21−1/(r−1)k)
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]
[Tra18]
(O(logn))-Exact Cover  O∗(2n)
for m = nO(1),
Observation 1.7
immediate
Subset
Sum  O∗(2b)
[CDL+16]
Thm 1.3 [Tra18]
[CDL+16] with [Tra18]
[Ned16]
Figure 1: An arrow from a box with A  O∗(2nA) to B  O∗(2nB ) represents a reduction from
problem A to problem B, such that if B can be solved in time O∗(2(1−ε)nB ) then A can be solved
in time O∗(2(1−ε′(ε))nA). We denote by b the number of bits required to represent the integers in
Subset Sum, and by r the uniformity parameter in kHyperPath. The problems we focus on are drawn
in thick frames.
In fact, our reduction also works from the more general p-Partial Cover problem, whose input
is similar to the Set Cover problem but with an additional integer p, and the goal is to find the
smallest sub-collection of sets whose union contains at least p elements (rather than all elements).
For simplicity, we first present the reduction from Set Cover to kTree (Section 3), and then we show
how to adjust it to be from p-Partial Cover (Subsection 3.1).
Discussion. Our first result (Theorem 1.3) supports the validity of Log-SeCoCo based on the
Directed nTree problem, which we believe does not admit an O∗(2(1−ε)n)-time algorithm, for two
reasons. First, this problem includes the well-known Directed Hamiltonicity problem, and in the
last 50 years no algorithm significantly faster than O∗(2n)-time was found for it, despite exten-
sive efforts [4, 17, 5, 33] and in contrast to progress on its undirected version [6]. Second, for a
generalization of nTree and kTree variants, namely, for Subgraph Isomorphism where the pattern is
an arbitrary graph of arbitrary size, a time lower bound nΩ(n) is known assuming ETH [13], even
when the host and pattern graphs have the same number of nodes. We see it as evidence that
also Directed kTree does not become easier as the size k of the pattern graph increases all the way
to k = n, which would imply that the conditional lower bound in Theorem 1.5 which shows that
kTree cannot be solved in time O∗(2(1−ε)k), extends to k = n. If true, then by our results, solving
Set Cover significantly faster than O∗(2n)-time is equivalent to achieving the same running time
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in the special case of ∆-Set Cover with ∆ = O(log n), which can be seen as an analogue to the
SETH sparsification lemma [19]. Another interesting consequence of our results is that if kTree
can be solved significantly faster than O∗(2k) than Directed nTree can be solved significantly faster
than O∗(2n). Such a reduction from a directed problem to its undirected version is not obvious,
even when the latter has extra freedom in the form of parameterization. A potentially interesting
conclusion from the special instances of ∆-Set Cover produced in Theorem 1.4, where the goal could
be stated as finding a sub-collection of disjoint sets that covers the entire ground set, which we
call Exact Cover, is that Directed Hamiltonicity could be more closely related to Exact Cover than
to Set Cover. This is despite the fact that Set Cover and Exact Cover were shown to be equivalent
with respect to solvability in O∗(2(1−ε)n) time [30, 32], as there is an exponential blowup in the
number of sets in the reduction from Set Cover to Exact Cover. As we observe below, Exact Cover
with polynomially many sets can indeed be solved significantly faster than O∗(2n). See Figure 1 for
an overview of new and known reductions, where problem A being drawn above problem B implies
that there is a path, and a reduction, from A to B. The following open problem formalizes the
foregoing discussion.
Open Problem 1.6. Does an O∗(2(1−ε)n)-time algorithm for ∆-Set Cover with ∆ = O(log n) imply
an O∗(2(1−ε′(ε))n)-time algorithm for Set Cover?
Perhaps surprisingly, we can resolve the Exact Cover analogue of Open Problem 1.6 in the special
but common case m = nO(1), as follows. Here, O(c log n)-Exact Cover is Exact Cover with sets of
size bounded by O(c log n).
Observation 1.7. If for some fixed ε > 0 and c > 0, O(c log n)-Exact Cover can be solved in time
O∗(2(1−ε)n), then for some δ(ε) > 0, Exact Cover with m = O(nc) can be solved in time O∗(2(1−δ)n).
To see this, simply guess which sets of size larger than ∆ participate in an optimal solution,
using an exhaustive search over at most n · ( mn/∆) choices, and then apply the assumed algorithm
for the remaining sets.
We note that the results can be easily generalized to weighted Directed Hamiltonicity (i.e., TSP)
and Directed nTree by using a generalized conjecture about the weighted version of Set Cover, whose
input is similar to the Set Cover only with a positive weight for each set, and the goal is to find
a minimum-weight sub-collection whose union is the entire ground set. The generalized conjecture
then states that for every fixed ε > 0, weighted Set Cover with the cardinality of every set bounded
by O(1/ε · log n) cannot be solved in time O∗(2(1−ε)n).
Prior Work. Relevant state-of-the-art algorithms to Set Cover and Subgraph Isomorphism variants
are as follows. Set Cover can be solved in time (m + 2n)poly(n) [9], which for m = nω(1) is faster
than the aforementioned O(mn2n) algorithm of [15]. The case where all sets are of size q and
the goal is to determine whether p pairwise-disjoint sets can be packed, can be solved in time
O∗(2(1−ε)pq) for ε(q) > 0 [10]. Determining whether a Set Cover instance has a solution of size at
most σn can be done in time O∗(2(1−Ω(σ4))n) [30]. The fastest known running time for Directed
Hamiltonicity is O∗(2n−Θ(
√
n/ logn)) [7]. Finally, several problems, including Directed Hamiltonicity
and Set Cover, were shown to belong to the class EPNL, defined as all problems that can be solved
by a non-deterministic turing machine with space n+O(log n) bits [20].
Techniques. To demonstrate our basic technique for Theorems 1.3 and 1.4, let us present an
extremely simple reduction from Directed Hamiltonicity to ∆-Set Cover with ∆ = O(log n). Given a
directed graph G, first guess (by exhaustive search) a relatively small set of nodes (“representatives”),
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and an ordering for them z1, z2, . . . in a potential Hamiltonian cycle. Then construct a Set Cover
instance whose ground set is the nodes of G and has the following sets: for every possible path
of length ∆ in G from some zi to zi+1 that does not visit any representative in between, there is
a set that contains all the nodes in this path except for zi+1. A Hamiltonian cycle in G clearly
corresponds to a set cover using exactly n/∆ sets, and vice versa. The main challenge we deal with
when reducing from the more general Directed nTree is that the pattern tree does not decompose
easily into appropriate subgraphs.
The intuition for Theorem 1.5 is as follows. In the reduction from Set Cover to kTree we first
guess a partition of n (the number of elements) that represents how an optimal solution covers the
elements, by exhaustive search over 2O(
√
n) unordered partitions of n. Then, we represent the Set
Cover instance using a Subgraph Isomorphism instance, whose pattern tree T succinctly reflects the
guessed partition of n, and the idea is that this tree is isomorphic to a subgraph of the Set Cover
graph if and only if the Set Cover instance has a solution that agrees with our guess. The main
difficulty here is that we reduce to the undirected version of kTree, and thus additional attention is
required to make the tree fit only in specific locations in the host graph.
2 Reduction from Directed nTree to Set Cover
In this section we prove Theorem 1.3. The heart of the proof is actually the following lemma.
Lemma 2.1. Directed nTree on n˜ nodes can be reduced, for every ∆ ∈ [n˜], to O(n˜9n˜/∆) instances
of ∆-Set Cover, each with n ≤ n˜+ 9n˜/∆ elements, in time O(n˜∆+1 + n˜9n˜/∆).
Proof of Theorem 1.3. Assume there is an algorithm for ∆-Set Cover on n elements and ∆ =
O(1/ε · log n) that runs in time O∗(2(1−ε)n). Given an instance of Directed nTree on n˜ nodes,
apply Lemma 2.1 with
∆ = 81/ε · log n˜ = O(1/ε · log n),
and then solve each of the resulting O(n˜9n˜/∆) = O∗(2εn˜/9) instances of ∆-Set Cover, using the
assumed algorithm, in time
O∗(2(1−ε)n) ≤ O∗(2(1−ε)(n˜+9n˜/(81/ε·log n˜))) ≤ O∗(2(1−ε)(n˜+εn˜/(9·log n˜))).
The total running time is
O∗(281/ε·log
2 n˜+log n˜+εn˜/9+(1−ε)(n˜+εn˜/(9·log n˜))) ≤ O∗(2n˜−εn˜/2),
which concludes the proof for δ(ε) = ε/2.
It remains to prove Lemma 2.1, and we start with an overview of this proof. Consider an instance
(G,T ) of Directed nTree, and for this overview, assume that the tree T is rooted at some node r, and
all edges are directed away from it. The idea is to create roughly n˜9n˜/∆ instances of ∆-Set Cover on
n ≤ n˜+ 9n˜/∆ elements each, such that at least one of them has a solution of size t ≤ 9n˜/∆ if and
only if the instance (G,T ) has a solution. The first step is to cover the tree T with t small subtrees,
each of size at most ∆, such that the union of their node sets is T and they may intersect only at
their roots (the root of a subtree is the node closest to r). Then guess, by enumerating over all
possible choices, how the solution to (G,T ) maps the root of each subtree to a node in G, and create
a corresponding an instance of ∆-Set Cover. For every such instance, perform an inner enumeration
to further guess, what is the (unordered) set of nodes in G that each subtree is mapped to, and add
a corresponding set to the ∆-Set Cover instance, but only if this guess does not violate the local
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and global structure of T . That is, taking into account the edges within and between the subtrees,
by testing whether the set can be an isomorphic copy of the subtree, testing for the edges between
roots, respectively. For the correctness, we need to show that a solution of size t to the ∆-Set Cover
instance implies a one-to-one correspondence between the t sets and the roots of the subtrees, and
hence a copy of T in G. The general case where the edges of T are orientated arbitrarily is similar,
except that the edge orientations are taken into account when comparing subtrees but not when
computing a cover of T by small subtrees.
We proceed to the algorithm that computes the aforementioned cover of T by small subtrees.
This algorithm traverses the tree using DFS and add subtrees to the cover whenever the DFS
accumulates enough nodes, see Algorithm 1 for full details. Its output is a set S, where each s ∈ S
is a connected subset of the nodes of T , and thus we can refer to each such s as a subtree of T , and
let r(s) denote its root, i.e., its node that is closest to r in T . The following lemma describes the
guarantees of this algorithm and will be later used to prove Lemma 2.1.
Lemma 2.2. Given a tree T with root r on n˜ nodes and an integer l ≤ n˜, Algorithm 1 finds in
polynomial time a collection S of subtrees of T such that:
a. the number of nodes in each subtree is at most 2(l − 1);
b. every node in T is in some subtree;
c. two subtrees in S may only intersect in their roots; and
d. the number of subtrees is |S| ≤ 3n˜l−1 .
Algorithm 1
Input: tree T rooted at r and size parameter l ∈ [n]
Output: cover S of T by subtrees of size at most 2(l − 1)
1: S ← ∅
2: for all v ∈ V do s(u)← {u}
3: traverse T using a DFS from r, and whenever returning from a node v to its parent p in T , do
the following:
4: let s(p)← s(p) ∪ s(v)
5: if |s(p)| ≥ l then
6: add s(p) to S
7: if p has unvisited children then
8: let s(p)← {p}
9: else let s(p)← ∅
10: else if p has no unvisited children and p ∈ s for some s ∈ S then
11: add s(p) to S and let s(p)← ∅
12: else if p is the last node traversed in the tree then
13: add s(p) to S
14: return S
Proof of Lemma 2.2. We first show that items (a)–(c) are satisfied by the output of Algorithm 1.
Since in the worst case Algorithm 1 adds a subtree in the first time the accumulated number of
nodes exceeds l, the number of nodes of each subtree is bounded by 2(l − 1). In addition, every
node v appears in some subtree, since at some point during the DFS it will be the child, and then
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it will be passed up the tree and eventually added to S. To see why the last requirement holds,
observe that whenever an accumulated set is passed up the tree and encounters an existing root,
this set will be added to S.
To prove item (d), denote denote by Sbig the collection of sets in S of size at least l (added in
line 6), and by Ssml the collection of sets in S of size smaller than l (added in lines 11 and 13). A
set s ∈ Ssml was created only if r(s) at the time of its creation was the root of at least one (other)
set in Sbig (line 11) or was the last traversed node in the DFS (line 13). Together with the fact that
each root has at most one set from Ssml, we conclude that each set s ∈ Ssml excluding at most one,
can be associated with a distinct set in Sbig, one that contains r(s). Hence, |Ssml| − 1 ≤ |Sbig|. The
big sets have size at least l, and except for their roots they have distinct vertices, hence |Sbig| ≤ n˜l−1 .
We conclude that
|S| = |Ssml|+ |Sbig| ≤ 2|Sbig|+ 1 ≤ 2n˜
l − 1 + 1 ≤
3n˜
l − 1 ,
which completes the proof of Lemma 2.2.
Proof of Lemma 2.1. We describe the reduction in stages.
• Apply the aforementioned Algorithm 1 for partition T into subtrees that satisfy the conditions
in Lemma 2.2. By picking l = ∆/3 + 1, we obtain that each set is bounded by ∆ and that
|S| ≤ 9n˜/∆. Hence, the cardinality of R := {r(s)}s∈S is bounded by 9n˜/∆. For S returned
by Algorithm 1, let RT = {r(s) : s ∈ S} (note that |RT | may be smaller than |S|).
• Then, guess |RT | nodes in G that will function as the image of the nodes in RT in a potential
subgraph isomorphism function and denote them by RG, and then guess a bijection f from RT
to RG. The guessing is done by exhaustive search over
(
n˜
|RT |
)
choices of nodes, and together
with the number of ways to choose a bijection it can be done in time
(
n˜
|RT |
)|RT |!.
• Finally, enumerate all sets s′ of nodes of size at most ∆ in G, and denote by G(s′) the graph
induced from each on G. For every subtree s ∈ S, look by brute force for an isomorphic copy of
s in subgraphs G(s′) that contain f(r(s)) as a root and no other node in RG, and that satisfy
|s′| = |s|. For each one that was found, add to the constructed Set Cover instance a set s′G
with the root r′ labeled r′s where s corresponds to the subtree s of T whose copy found to be
in G(s′). Note that the number of elements in the Set Cover instance is exactly n˜−|RT |+ |S|,
and that the time spent per each subgraph isomorphism test is at most |s|! ≤ ∆!, and thus the
total time spent in this step is |S|( n˜∆)∆! = |S|n˜ · (n˜− 1) · · · (n˜−∆ + 1) ≤ 9n˜/∆ · n˜∆ ≤ n˜∆+1.
Now we show that the size constraints follow. As |RT | ≤ 9n˜/∆, similar to before, the number
of Set Cover instances is bounded by(
n˜
9n˜/∆
)
(9n˜/∆)! = n˜ · (n˜− 1) · · · (n˜− 9n˜/∆ + 1) ≤ n˜9n˜/∆
as required.
We now prove that at least one of the Set Cover instances has solution of size at most |S| (in
fact exactly |S| as no smaller solutions available) if and only if the Directed nTree instance is a
yes instance. For the first direction, assume that the Directed nTree instance is a yes instance.
Considering the isomorphic copy of T in G, its |S| subtrees as Algorithm 1 outputs on T will be
sets in the Set Cover instance the reduction outputs, and so it has a solution of size at most |S|.
For the second direction, if a Set Cover instance has a solution I of size at most |S| and since the
number of labeled roots is |S|, it must be that for each subtree s ∈ S its labeled root is in exactly
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one set in I, and so |I| = |S|. Since I is a legal solution and S covers all the nodes, no node in
V (G) \ RG appears twice in I. The conclusion is that these sets together form the required tree,
concluding the proof of Lemma 2.1.
We note that in the case of Theorem 1.4 for Directed Hamiltonicity, we do not have to use
Algorithm 1, but simply guess n/∆ representative nodes in G and their ordering in the potential
cycle, and then enumerate all paths of size ∆ to represent paths between consecutive representatives.
Hence we obtain a ∆-Set Cover instance with the additional constraints of Theorem 1.4.
3 Reduction from Set Cover to kTree
In this section we prove Theorem 1.5. In order to make the proof simpler, we will have an assumption
regarding the Set Cover instance, as follows. For a constant g > 0 to be determined later, we can
assume that all the sets in the Set Cover instance are of size at most n/g2, as otherwise such instance
can already be solved significantly faster than O∗(2n), proving the theorem in a degenerate manner.
We formalize it as follows.
Assumption 3.1. All the sets in the Set Cover instance are of size at most n/g2.
To justify this assumption, notice that one can remove all sets of size more than n/g2 from
the Set Cover instance. Indeed, if some optimal solution for the Set Cover instance contains a set
of size at least n/g2, such optimal solution can be found by simply guessing one set of at least
this size (using exhaustive search over at most m choices) and then applying the known dynamic
programming algorithm on the still uncovered elements (at most n−n/g2 of them), and return the
optimal solution in total time O∗(2(1−1/g2)n). We continue to the following lemma, which is the
heart of the proof.
Lemma 3.2. For every fixed ε > 0, Set Cover on a ground set N = [n] and a collection M of m sets
that satisfies assumption 3.1, can be reduced to 2O(
√
n) instances of kTree with k = (1 + ε)n+O(1).
We will use this lemma to prove Theorem 1.5, the proof of Lemma 3.2 will be given after.
Theorem 1.5 (restated). If for some fixed ε > 0, kTree can be solved in time O∗((2 − ε)k), then
for some δ(ε) > 0, Set Cover on n elements and m sets can be solved in time O∗((2− δ)n).
Proof of Theorem 1.5. Assume that for some ε′ ∈ (0, 1), kTree can be solved in time O∗((2−ε′)k) ≤
O∗(2(1−ε′/2)k). We reduce the Set Cover instance by applying Lemma 3.2 with ε = ε′/4, and then
solve each of the 2c1
√
n instances of kTree in the assumed time of O∗(2(1−ε′/2)((1+ε)n+c2)), where
c1, c2 > 0 are the constants implicit in the terms 2O(
√
n) and O(1) in the lemma, respectively.
The total running time is O∗(2(1−ε′/2)(1+ε)n+c1
√
n) = O∗(2(1−ε′/4−ε′2/8)n+c1
√
n) ≤ O∗(2(1−ε′/4)n) ≤
O∗((2− ε′/4)n), which concludes the proof for δ(ε′) = ε′/4.
To outline the proof of Lemma 3.2, we will need the following definition. For an integer a > 0,
let p(a) be the set of all unordered partitions of a, where a partition of a is a way of writing a as a
sum of positive integers, and unordered means that the order of the summands is insignificant. The
asymptotic behaviour of |p(a)| (as a tends to infinity) is known [16] to be
epi
√
2a/3/(4a
√
3) = 2O(
√
a).
It is possible to enumerate all the partitions of a with constant delay between two consecutive
partitions, exclusive of the output [31, Chapter 9].
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Now the intuition for our reduction of Set Cover to kTree is to first guess a partition of n
(the number of elements) that represents how an optimal solution covers the elements, as follows.
Associate each element arbitrarily with one of the sets that contain it (so in effect, we assume each
element is covered only once) and count how many elements are covered by each set in the optimal
solution. This guessing is done by exhaustive search over p(n) ≤ 2O(
√
n) partitions of n. Then,
we represent the Set Cover instance using a Subgraph Isomorphism instance, whose pattern tree T
succinctly reflects the guessed partition of n. The idea is that the tree is isomorphic to a subgraph
of the Set Cover graph if and only if the Set Cover instance has a solution that agrees with our guess.
Lemma 3.2 (restated). For every fixed ε > 0, Set Cover on a ground set N = [n] and a collection
M of m sets that satisfies assumptions 3.1, can be reduced to 2O(
√
n) instances of kTree with k =
(1 + ε)n+O(1).
Proof of Lemma 3.2. Given a Set Cover instance on n elements N = {ni : i ∈ [n]} and m sets
M = {Si}i∈[m] and an ε > 0, construct 2O(
√
n) instances of kTree as follows. For a constant g(ε)
to be determined later, the host graph Gg = (Vg, Eg) is the same for all the instances, and is
built on the bipartite graph representation of the Set Cover instance, with some additions. This
is done in a way that a constructed tree will fit in Gg if and only if the Set Cover instance has a
solution that corresponds to the structure of the tree, as follows (see Figure 2). The set of nodes is
Vg = N ∪M ∪Mg ∪ R ∪ {rg, r1, r2, r}, where Mg = {X ⊆ M : |X| = g} and R = {vij : i ∈ [4], j ∈
[n/(g/2)]}. Intuitively, the role of Mg is to keep the size of the trees small by representing multiple
vertices in M (multiple sets in Set Cover) at once as the "powering" technique for Set Cover done
in [12]3, and the role of R and {rg, r1, r2, r} is to enforce that the trees the reduction constructs will
fit only in certain ways.
The set of edges is constructed as follows. Edges between N andM are the usual bipartite graph
representation of Set Cover (i.e., connect vertices nj ∈ N and Si ∈ M whenever nj ∈ Si). Also,
connect vertex X ∈Mg to vertex nj ∈ N if at least one of the sets in X contains nj . Additionally,
add edges between rg and every vertex in Mg, and v4j ∈ R for j ∈ [n/(g/2)], between ri and vij for
every i ∈ {1, 2} and j ∈ [n/(g/2)], and finally between r and every vertex v ∈ {rg, r1, r2}, Si ∈M ,
and v3j ∈ R for j ∈ [n/(g/2)].
Next, construct 2O(
√
n) trees such that identifying those that are isomorphic to a subgraph of
Gg will determine the optimum of the Set Cover instance.
For every partition α = (p1, p2, ..., pl) ∈ p(n) (with possible repetitions) where p(n) is as defined
above, construct a tree Tαg = (V αg , Eαg ). This tree has the same set of edges and vertices as Gg,
except for the vertices in M ∪Mg and the edges incident to them, which are replaced by a set of
new vertices Mα ∪Mαg , and these new vertices are connected to the rest in a way that the resulting
graph is a tree. In more detail, V αg = N ′ ∪Mα ∪Mαg ∪R′ ∪ {r′g, r′1, r′2, r′} where N ′, R′, r′g, r′1, r′2, r′
are tagged copies of the originals, and Mα,Mαg are initialized to be ∅.
We define αg to be a partition of n which is also a shrinked representation of α by partitioning
α into sums of g numbers for a total of bl/gc such sums, and a remaining of less than g numbers.
Formally,
αg = (
g∑
i=1
pi,
2g∑
i=g+1
pi, ...,
gbl/gc∑
i=(g−1)·bl/gc+1
pi, pgbl/gc+1, ..., pl)
Note that all the numbers in αg are a sum of g numbers in α, except (maybe) for the last g′ :=
l − gbl/gc < g numbers in αg, a (multi)set which we denote s(αg). For every i ∈ αg (with possible
3We can slightly simplify this step in the construction by using the equivalence from [12] between solving Set Cover
in time O∗(2(1−ε)n) and in time O∗(2(1−ε
′)(n+t)) where t is the solution size. However, we opted to reduce directly
from Set Cover for compatibility with our parameters and for sake of generality.
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Figure 2: An illustration of part of the reduction. The Set Cover instance is depicted in blue, and
sets of vertices are indicated by dashed curves.
repetitions), add a star on i + 1 vertices to the constructed tree Tαg . If i ∈ αg \ s(αg), add the
center vertex to Mαg , connect it to r′g, and add the rest i vertices to N ′. Else, if i ∈ s(αg), add the
center vertex to Mα, connect it to r′, and again add the rest i vertices to N ′. Return the minimum
cardinality of α for which (Gg, Tαg ) is a yes-instance. To see that this construction is small enough,
note that the size of Gg is at most 4 + 4 · n/(g/2) +mg +m+ n which is polynomial in m, and the
size of the tree Tαg is at most
4 + 4 · n/(g/2) + n/g + g + n = n · (1 + 9/g) +O(1) = n · (1 + ε) +O(1)
where the last equality holds for g = 9/ε, and so the size constraint follows.
We now prove that at least one of the trees Tαg returns yes and satisfies |α| ≤ d, if and only if
the Set Cover instance has a solution of size at most d. For the first direction, assume that the Set
Cover instance has a solution I with |I| ≤ d. Consider a partition αI ∈ p(n) of n that corresponds
to I in the following way. Associate every element with exactly one of the sets in I that contains it,
and then consider the list of sizes of the sets in I according to this association (eliminating zeroes).
Clearly, (Gg, TαIg ) is a yes-instance and so the reduction will return a number that is at most |I|.
For the second direction, assume that every solution to the Set Cover instance is of size at least
d + 1. We need to prove that for every tree Tαg with |α| ≤ d, (Gg, Tαg ) is a no-instance. Assume
for the contrary that there exists such α for which (Gg, Tαg ) is a yes-instance with the isomorphism
function f from Tαg to Gg. We will show that the only way f is feasible is if f(r′) = r, f(Mα) ⊆M ,
f(Mαg ) ⊆ Mg, and also f(N ′) = N , which together allows us to extract a corresponding solution
for the Set Cover instance, leading to a contradiction. We start with the vertex r′ ∈ Tαg . Since
its degree is at least n/(g/2) + 3 and by Assumption 3.1 and the construction of Gg, it holds
that f(r′) /∈ {r1, r2} ∪ R ∪ M ∪ Mg. Moreover, if it was the case that f(r′) ∈ {rg} ∪ N then
{f(r′1), f(r′2)} ∩ (M ∪Mg) 6= ∅, however, the degree of r′1 and r′2 in Tαg is n/(g/2), and the degree
of the vertices in M ∪Mg in Gg is at most g · n/g2 = n/g, so it must be that f(r) = r. Our
next claim is that f(r′g) = rg. Observe that Assumption 3.1 implies that every solution for the
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Set Cover instance is of size at least g2 and so Mαg 6= ∅, which means r′g in the tree has vertices in
distance 2 from it and away from r′, a structural constraint that cannot be satisfied by any vertex
in {r1, r2} ∪ R. Furthermore, the degree of r′g is at least n/(g/2) and so again by Assumption 3.1
it is also impossible that f(r′g) ∈ Mα, and hence it must be that f(r′g) = rg. Finally, by the same
Assumption and the degrees of r1 and r2, f(r′1) and f(r′2) must be in {r1, r2}. Altogether, it must
be that f(Mαg ) ⊆ Mg, f(Mα) ⊆ M and that f(N ′) = N , and therefore it is possible to extract a
feasible solution to the Set Cover instance that has at most d sets in it, which is a contradiction,
concluding the proof of Lemma 3.2.
3.1 Reduction from p-Partial Cover
In this subsection we show that Theorem 1.5 is correct also assuming a weaker conjecture, that
p-Partial Cover cannot be solved significantly faster than O∗(2p). Notice that p-Partial Cover can
be solved in time O∗(2p) by a simple application of the method in [23], as pointed out to us by
Cornelius Brand and anonymous referees. We now reduce from p-Partial Cover to Directed kTree by
following Lemma 3.2 with the following adjustments.
Instead of enumerating over all the partitions of n, do it only for p and hence the number of
partitions is 2O(
√
p) with each partition α inducing a tree Tαg in a similar way to Lemma 3.2, of size
at most 2p/g+p. Note that Assumption 3.1 adjusted to the p-Partial Cover case hold also here, since
it is possible to use the O∗(2p)-time algorithm for p-Partial Cover mentioned above after removing
large sets of size ≥ p/g2. From here onwards, the proof of correctness is similar to Lemma 3.2, and
thus we omit it. Regarding running time, assume that for some ε′ ∈ (0, 1), kTree can be solved in
time O∗((2 − ε′)k) ≤ O∗(2(1−ε′/2)k). Setting g = 8/ε′ for ε′ = 64(1 − log2(2 − ε)) (without loss of
generality, assume that ε′ is small enough), we get a total running time of
O(mc1g2p−p/g2 + 2(p+2p/g)(1−ε′/2)+c2
√
p ·mc3g)
= O(mc18/ε
′
2p−ε
′p/64 + 2p+ε
′/4·p−ε′/2·p−ε′2/8·p+c1√p ·mc34/ε′)
≤ O(2(1−ε′/64)p ·mc14/ε′)
≤ O((2− ε)p ·mc14/ε),
where c1 is the constant derived from the method of [23], c2 is the constant implicit in the term
2O(
√
p), and c3 is the constant in the exponent of m implicit in the term O∗(2(1−)p), as required.
Lemma 3.3. For every fixed ε > 0, p-Partial Cover on a ground set N = [n] and a collection M of
m sets can be reduced to 2O(
√
p) instances of kTree with k = (1 + ε)p+O(1).
We thus proved the following theorem.
Theorem 3.4. If for some fixed ε > 0, kTree can be solved in time O∗((2 − ε)k), then for some
δ(ε) > 0, p-Partial Cover on n elements and m sets can be solved in time O∗((2− δ)p).
4 Moderate Improvements to ∆-Set Cover Imply New Algorithms
for Directed nTree and Directed Hamiltonicity
In this section we show how moderate improvements for variants of Set Cover imply new algorithms
for Directed nTree. Given any algorithm for ∆-Set Cover with runtime f(n,m,∆), by Lemma 2.1 Di-
rected nTree admits an algorithm with running time O(n˜∆ + n˜n˜/∆f(n,m,∆)). We now demonstrate
how this algorithm behaves with different regimes of ∆.
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If there exists ε > 0 such that for every ∆ = poly(log n), f(n,m,∆) = O∗(2(1−1/∆1−ε)n) then by
considering ∆ = log(1+ε
′)/ε n = poly(log n) for ε′ > 0, Directed nTree has an algorithm with runtime
O(2log
(1+ε′)/ε+1 n˜) +O∗(2n˜/ log
(1+ε′)/ε−1 n˜ · 2(1−1/(log(1+ε
′)/ε n˜)1−ε)n˜) = O∗(2(1−1/(log
(1+ε′)/ε−2 n˜))n˜)
Considering larger regimes, if for some fixed ε > 0, δ ∈ (0, 1/2), and ∆ = O(nδ), f(n,m,∆) =
O∗(2(1−
(1+ε) log ∆
δ∆
)n) then Directed nTree can be solved in time
2n˜
δ log n˜ + 2n˜
1−δ log n˜ ·O∗(2(1− (1+ε) log ∆δ∆ )n˜) = O∗(2(1−ε/n˜δ)n˜) = 2n˜−Θ(n˜1−δ)
Note that to break the fastest known 2n˜−Θ(
√
n˜/ log n˜) algorithm for Directed Hamiltonicity by [7], it
is enough to have either f(n,m,∆) = O∗(2(1−
(2+ε) log ∆
∆
)n) for ∆ = n1/2−δ′ with every fixed δ′ > 0,
or f(n,m,∆) = O(m · 2(1− (4+ε) log ∆∆ )n) for ∆ = √n, taking into account that most algorithms for
variants of Set Cover that have the factor m in their runtime, do not have it with higher power than
one.
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