Abstract-In multiobjective optimization, tradeoff analysis plays an important role in determining the best search direction to reach a most preferred solution. This paper presents a new explicit interactive tradeoff analysis method based on the identification of normal vectors on a noninferior frontier. The interactive process is implemented using a weighted minimax formulation by regulating the relative weights of objectives in a systematic manner. It is proved under a mild condition that a normal vector can be identified using the weights and Kuhn-Tucker (K-T) multipliers in the minimax formulation. Utility gradients can be estimated using local preference information such as marginal rates of substitution. The projection of a utility gradient onto a tangent plane of the noninferior frontier provides a descent direction of disutility and thereby a desirable tradeoff direction, along which tradeoff step sizes can be decided by the decision maker using an explicit tradeoff table. Necessary optimality conditions are established in terms of normal vectors and utility gradients, which can be used to guide the elicitation of local preferences and also to terminate an interactive process in a rigorous yet flexible way. This method is applicable to both linear and nonlinear (either convex or nonconvex) multiobjective optimization problems. Numerical examples are provided to illustrate the theoretical results of the paper and the implementation of the proposed interactive decision analysis process.
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I. INTRODUCTION
O NE OF the inherent characteristics associated with complex real-world decision making problems is their inescapably multifarious nature. One of the multifarious features of such problems is their multiple objectives that are usually noncommensurable and are often in conflict. Real-world decision making problems, thus, often lead to a multiobjective optimization problem formulation [3] , [5] , [7] , [18] , [28] . The ultimate goal in multiobjective optimization is to seek a most preferred solution from among the set of noninferior solutions. In most situations, a decision maker's "global" disutility function is not available. We are thus interested in this paper to develop an efficient interactive solution methodology for generating a most preferred solution. Interactive methods are desirable in certain decision situations where little a priori knowledge and experience are known about a decision problem in hand. Recent years have seen an increasing number of papers in literature, reporting applications of interactive methods to optimization problems in engineering design [2] , [13] , [15] , [20] , [22] , [25] . This growing interest results from the recognition that interactive techniques allow the solution to progress toward a preferred solution through an adaptive process during which the decision maker's preferences are elicited progressively. In this self-learning process, the decision maker is supported to investigate what is achievable and what should be done to arrive at a most preferred solution [1] , [14] , [17] , [19] , [23] , [24] . This mirrors the common adaptive processes in real-world decision making in engineering and management.
Most interactive methods are based on the elicitation of the decision maker's local preferences. Among the very different forms of local preference information, explicit tradeoffs between different objective functions are widely used in several approaches [4] , [6] , [8] , [16] , [21] , [26] , [29] . Tradeoff rates developed in some typical generating methods are connected with each other [10] . In a tradeoff analysis, the decision maker could provide local preference information such as indifference tradeoffs during the interactive solution process for generating a most preferred solution [4] , [23] , [30] .
A pioneer approach in explicit tradeoff analysis is Geoffrion's method where marginal rates of substitution are used to facilitate interactive tradeoff analysis. In Geoffrion's method, tradeoff direction is determined through the estimation of marginal rates of substitution and tradeoff step size is chosen using a tradeoff table constructed inside the feasible decision space. An empirical criterion is also used to terminate an interactive process. Apart from the applicability of Geoffrion's method limited to convex problems, in its interactive tradeoff process little guidance is given to support the elicitation of the local preferences and no direct relationship between the elicited preferences and the termination criterion is provided. Consequently, the interactive process may be unexpectedly terminated when the decision maker is not consciously aware why this happens and what this means. Similar problems exist in other representative interactive procedures [21] . This paper investigates a new interactive method that also uses local preference information in a form of marginal rates of substi-tution for estimating tradeoff directions and step sizes. However, this estimation is supported through the identification of normal vectors on a noninferior frontier [9] . In this paper, it is proved under a mild condition that a normal vector can be identified using a weighted minimax formulation. It is shown that a most preferred solution that minimizes the decision maker's disutility is achieved when the normal vector is proportional to the utility gradient at the solution. This optimality condition is examined to establish termination criteria and used to define optimal indifference tradeoffs to support the elicitation of local preferences.
In the proposed method, the optimality condition is checked interactively at each generated noninferior solution. If the optimality condition is not satisfied, a systematic procedure is proposed to guide the decision maker to assess new indifference tradeoffs for estimating marginal rates of substitution. The projection of the estimated marginal rates of substitution onto the tangent plane of the noninferior frontier provides a descent direction of the decision maker's underlying disutility. Tradeoffs among different objectives along this direction provide a most realistic picture about what changes of the objective functions can be expected as a consequence of a designated tradeoff. Having been made aware of the changes, the decision maker may be in a better position to judge what tradeoff steps should be chosen.
The above interactive process is not irreversible, which means that the decision maker can freely search the noninferior frontier while he is also made aware what changes of the objectives are attainable at a generated noninferior solution and when and why this solution could be his most preferred solution, though such irreversibility and freedom may lead to the provision of inconsistent preferences, which should be properly examined and will be dealt with in other papers. Since the interactive process is based on a minimax formulation, both linear and nonlinear (convex or nonconvex) problems can be handled using the new method. A normal vector can be generated at no extra cost if a dual method, such as the primal and dual method and the simplex method, is used to solve the minimax problem. Otherwise, a set of linear equations needs to be solved for generating a normal vector.
The organization of this paper is as follows. Section II is devoted to investigating the identification of normal vector, the establishment of the optimality conditions, and the design of an iterative optimization algorithm for problems with known disutility functions. In Section III, an explicit interactive tradeoff analysis process is proposed, including the estimation of both tradeoff directions and step sizes. Four numerical examples are provided in Section IV to illustrate the main features of the theoretical results of this paper and to demonstrate the implementation of the proposed interactive tradeoff analysis method. Finally, the paper concludes in Section V.
II. MINIMAX FORMULATION AND NORMAL VECTOR IDENTIFICATION

A. Kuhn-Tucker (K-T) Conditions for a Minimax Formulation
A multiobjective optimization problem can, in general, be represented as follows: 
The implication of (3) is that an improvement in any individual objective will lead to a favorable change in the value of the disutility function while keeping other objectives unchanged. Without loss of generality and to simplify the description of the theoretical results, the minimum value of each over is assumed to be strictly positive in this section. This assumption will be dropped in the next section. Furthermore, it is assumed that at the point where is optimized the corresponding value of each ( ) is finite.
A solution is said to be noninferior in (1) if there exists no other feasible solution such that for all with strict inequality for at least one . Denote by the set of noninferior solutions in the decision space, i.e.
is noninferior solution of (1)
Denote by the set of noninferior solutions in the objective space, which is the projection of onto the objective space, i.e. (5) In nondegenerate situations, is of dimension where there are objective functions, as is the dimension of . The corresponding geometric representation is that in the space a noninferior frontier is always on the boundary of the feasible region where the inner normal vector belongs to . The noninferior frontier is a curve when two objectives are present, a surface when three objectives are present, and a hypersurface when objectives are present.
One prominent generating method in obtaining noninferior solutions is the weighted minimax approach [11] . For any noninferior solution of (1), there exists a weighting vector satisfying and such that the noninferior solution can be generated by the following weighted minimax formulation:
If is the minimum feasible value of the objective and is not positive, then (6a) can be replaced by (6c) as follows:
Note that (6) is capable of generating all noninferior solutions of (1) by regulating the weights without requiring assumptions such as convexity or differentiability of the noninferior frontier.
The weighted minimax formulation given in (6) can be rewritten as the following equivalent form by introducing an auxiliary variable :
where can be any second-order differentiable and strictly increasing function of . If is not necessarily positive, then (7b) should be replaced by (7d) as follows:
Assuming a regularity of the solution of (7), the corresponding Lagrangian of (7) can be written as follows: (8) where and are nonnegative Kuhn-Tucker (K-T) multipliers associated with (7b) and (7c), respectively. The argument in indicates the dependency of the Lagrangian function on the weighting vector. The set of the first-order necessary optimum conditions for (8) is
When (9) satisfies a mild condition as specified in the implicit function theorem [12] for a given , i.e., an associated Jacobian matrix of (9) with respect to , , , and is nonsingular, the noninferior solutions in the decision space, the corresponding optimal auxiliary variable, and the optimal K-T multipliers can be expressed locally as functions of
Similarly, the noninferior frontier in the objective space can be locally characterized by a parametric form It is assumed in this paper that the noninferior frontier of (1) is simply connected and of dimension. In degenerate cases where the noninferior frontier is of a dimension less than , two or more s do not conflict with each other. Thus, a degenerate case can be always converted to a nondegenerate case by reducing the number of s to be placed in (6) .
B. Normal Vector Identification and Utility Gradient Projection
It is clear that the set contains all most preferred solutions of (1). We can therefore confine the search of a most preferred solution of (1) in . It needs to be emphasized here that the devised algorithm does not require the functional form of . A specific noninferior solution that attains a most preferred solution of (1) is sought iteratively or interactively.
A most preferred solution of (1) can always be generated by the weighted minimax formulation in (6) or (7) with the weighting vector , , ,
. Note that each component of is strictly positive due to the assumptions made in (3). Thus, the search for the optimum weighting vector can be confined in , . Theorem 1: Suppose solves (7) and is the corresponding noninferior solution in the objective space. Then, the following is satisfied: (11) if (9) locally satisfies the condition in the implicit function theorem.
Proof: When (9) locally satisfies the condition in the implicit function theorem, , , , and are locally differentiable with respect to from the assumptions on , , and . Substituting parametric forms of , , , and into (9) yields
When solves , we must have (13) Multiplying both sides of (12a) by , we have (14) From (14), we further have (15) Using (12e) and (15), (13) can be simplified to, up to the firstorder infinitesimal (16) If inequality is binding, . If inequality is not binding, , and there exists a small , such that remains zero. Thus, and . Equation (16) can be further written as (17) where (18) Since are strictly positive and can take any sign, (11) must be held to guarantee that (17) is satisfied.
Q.E.D.
From the assumption that the noninferior frontier of problem is of dimension, the -dimensional tangent hyperplane on the noninferior frontier at is spanned by
when is locally differentiable. Then, from Theorem 1, the inner normal vector on the noninferior frontier at in the -dimensional objective space is given by (19) Denote by the gradient of at ,
Define to be the projection of the negative gradient of , , onto the tangent hyperplane at . Projection can be calculated using the following equation:
Premultiplying both sides of (21) by yields (22) by using Cauchy-Schwarz inequality. Vector thus always represents a descent direction of at in the space. This projection thus provides a desirable tradeoff direction and will be used to determine tradeoff step sizes.
C. Optimality Conditions
Based on the normal vector and the utility gradient, a necessary optimality condition can be established as follows.
Theorem 2: A necessary condition for an optimal solution of the weighted minimax formulation in (6) or (7) to reach a most preferred solution of (1) is (23) if (9) satisfies the condition in the implicit function theorem in a neighborhood of the optimal solution, where is the corresponding optimal K-T multiplier associated with the th objective constraint in (7b).
Proof: In abstract, an optimal solution of (2) can be sought using the following nonlinear programming model:
where is the noninferior solution generated by solving (6) or (7) .
If an optimal solution of (2) can be reached by a solution of the weighted minimax formulation with all weighting coefficients strictly positive, then the K-T condition of (24) leads to the following: (25) From Theorem 1 and (25), both , , , and , , , are orthogonal to a -dimensional tangent hyperplane spanned by and they thus belong to a one-dimensional (1-D) space and must be proportional, or
The geometric interpretation of Theorem 2 is that, at a most preferred solution of (1), the normal vector on the noninferior frontier is proportional to the utility gradient of with respect to in the space. As (23) given in Theorem 2 is a first-order necessary condition for the optimality, it will be satisfied by all local minimum and maximum points of on the noninferior frontier.
Let be a solution of (7), the utility gradient at , and the normal vector at . If attains a most preferred solution of (1), then is equal to at in accordance with Theorem 2 where is a constant. Substituting by in (21) , becomes a zero vector at a most preferred solution of (1). Thus, another form of the necessary condition is given by (26) Equation (23) or can be used to test the optimality of the solution generated by the weighted minimax formulation at each iteration. If vector is not a zero vector, provides a descent direction on the tangent hyperplane at in the space. Since at a most preferred solution of (1), the third form of the necessary condition is given by (27) This form will be used to define so-called optimal indifference tradeoffs to facilitate the elicitation of local preference information.
D. Iterative Optimization With Known Utility Function
For a multiobjective optimization problem with a known disutility function , an updating scheme needs to be devised for finding an updated weighting vector with which a new noninferior solution can be identified to realize a decrement in .
One important observation from the necessary optimality condition in (23) is that if the K-T multipliers are all strictly positive, the optimization process of the weighted minimax formulation acts as an equalizer to make all equal to and thus equal to . The corresponding geometric interpretation is that the weighted minimax formulation searches an optimal feasible solution along the ray that starts from the origin and is specified by where is the minimum value of . On the basis of the above recognition, the weighting vector can be updated at iteration using the following formula:
where is a step size parameter which can be adjusted on-line to guarantee a decrement of the disutility function or can be determined by the following 1-D search: (30) Note here that both solution , , , of the following weighted minimax formulation:
and the point , lie on the ray specified by if all constraints in (7b) are binding (see Fig. 1 ). When the step size parameter approaches zero, vector , coincides with nonzero vector both originating from . Therefore, for a sufficiently small step size parameter , the following convergence condition is satisfied:
(32) The original multiobjective optimization problem can be now solved in a two-level solution structure. For a given weighting vector , the weighted minimax formulation in (6) or (7) is solved at the lower level using appropriate solution schemes depending on the problem structure of the parametric minimax formulation in (6) or (7) . At the upper level, the utility gradient is calculated or estimated and the optimal stopping condition in (23) or one of its variants is checked upon receiving the solutions from the lower level. If (23) is not satisfied, (29) is used to update the value of the weighting vector. Problem (6) or (7) at the lower level is then solved again for the updated value of . The iteration process continues until (23) is satisfied.
The overall algorithm of the iterative parametric minimax algorithm is now summarized as follows.
Step 1: Select an initial weighting vector (e.g., equal weights for all objectives), choose a small number for the error tolerance in the stopping condition, and set iteration number .
Step 2: For the selected weighting vector , solve weighted minimax problem (6) or (7) and obtain solution . Remark 1: If the ray specified by directs to a relative interior point on the noninferior frontier, that relative interior noninferior point is a unique solution generated at
Step 2) and all inequalities in (7b) are binding. Due to the assumption that noninferior frontier is simply connected, some inequalities in (7b) can become not binding at solution only when the ray specified by , directs outside of the noninferior frontier. The value of in this case needs to be reassessed to make all constraints in (7b) binding in order to test for the optimum and to perform the next iteration. A simple correction procedure is to reduce the value of the step size parameter to make the ray specified by direct to a relative interior point on the noninferior frontier.
Remark 2: If the solution scheme at the lower level does not furnish the corresponding K-T multipliers, the K-T multipliers can be found by solving the set of first-order K-T conditions of (7) along with the available knowledge of the identified optimal solution of . Notice that the set of the first-order K-T conditions of (7) is linear in K-T multipliers when solution is known. If is a regular point, for given w, the solution for K-T multipliers is unique.
Step 3: Check if the following optimal condition is satisfied:
If yes, the search terminates. Otherwise go to Step 4.
Step 4: Update using (29) . Set and go back to Step 2.
III. INTERACTIVE DECISION ANALYSIS PROCESS
In most multiobjective optimization problems, the explicit form of a disutility function is unavailable and tradeoffs among objectives can only be based on the decision maker's local preferences. Indifference tradeoffs or marginal rates of substitution are one type of information that could be provided by the decision maker. In this section, we investigate how to conduct explicit tradeoff analysis using the normal vector identified at a generated noninferior solution and the necessary optimality condition established, as developed in the previous section. Both a tradeoff direction and a step size can be determined using the decision maker's local preferences.
A. Optimal Indifference Tradeoffs and Tradeoff Direction
An indifference hypersurface of an underlying disutility function can be expressed as follows: (35) where is a constant. If both and lie on the same indifference hypersurface, the corresponding tradeoff between these two points is known as the marginal rate of substitution.
The relationship between the marginal rate of substitution and the underlying disutility function is well known [3] . In abstract, solving (35) for yields 
This means that and are proportional. In practice, the explicit form of an disutility function is unknown and the marginal rate of substitution may be approximated by the indifference tradeoff that equals the amount of increment (decrement) of with which the decision maker considers to exactly compensate one unit of decrement (increment) of . Denote by a small change in the th objective. If the first objective is chosen as the reference objective and the following is true The decision maker is requested to provide for a given . This may not be an easy task for the decision maker if he does not know the consequences of such a tradeoff.
Fortunately, the necessary condition (23) can be used to guide the elicitation of indifference tradeoffs. From (23) and (41), we have at a most preferred solution (45) From (43), we have at any most preferred solution (46) Equation (46) represents an optimal indifference tradeoff between objective 1 and objective . At a generated noninferior solution , is given as and therefore can be calculated using (46) once is given (e.g., fixed at one unit). The generated may then be shown to the decision maker. If he agrees that exactly compensates for for all , then the current noninferior solution is his most preferred solution that minimizes his underlying disutility function.
Otherwise, the project of onto the tangent plane of the noninferior frontier at the solution is not zero and provides the descent direction of his underlying disutility function. Similar to (21) , the projection is calculated by (47) where is the new tradeoff direction. If is less than (more than or equal to) zero, it means that objective should be decreased (increased or kept unchanged) in order to improve the underlying disutility function. Similar to (29) , the weighting vector in (7) can be updated at solution as follows: 
B. Determine Tradeoff Step Size Using an Explicit Tradeoff Table
In (48), is the tradeoff step size. could be fixed at a small real number or be regulated in an elaborate way. Since the underlying disutility function is unknown explicitly, cannot be regulated using the 1-D search. A tradeoff table may be used to facilitate the interactive regulation of . Suppose and are, respectively, the best and worst feasible values of objective , obtained from the payoff table. is decomposed into two parts: where denotes the largest permissible step size and a regulating factor with . Suppose is the index set of objectives that need to be sacrificed at solution , or (49) Then, may be determined as follows:
may then be determined using a tradeoff table, as shown in Table I , which shows the changes of objective functions along the direction , where . Table I , some typical values of are used. Note in Table I that is monotonically either increasing or decreasing. In general, the decision maker may choose a value of by checking the corresponding values of , as illustrated in the numerical study in Section IV-C. Heuristics could be used to determine .
Suppose attainment levels are given for objectives. If any objective earmarked for sacrifice becomes just above its attainment level at a step size , then a value smaller than should be selected for . Another heuristic results from the observation that the value of shown in Table I is generally different from the actual objective value at an expected noninferior solution due to the nonlinearity of the noninferior frontier. The larger the value of , the bigger the difference may be. Consequently, along the direction an objective earmarked for improvement may decrease (improve) faster than along the actual noninferior frontier. In general, when becomes just better than at , a value smaller than should be selected for . This is demonstrated in Section IV-C.
C. Interactive Tradeoff Analysis Process
The algorithm for interactive tradeoff analysis includes four steps similar to those given in Section II-D. Since the disutility function is unknown, however, the details of these steps are different.
Step 1: The decision maker provides an initial weight or expected value for each objective (e.g., equal weights). In the latter case, a canonical weight for the objective can be generated [11] . Choose a small number for the error tolerance in the stopping condition, and set interaction number .
Step 2: For the obtained weighting vector , solve weighted minimax problem (6) or (7) and obtain solution . Calculate the normal vector at the solution using (19) .
Step 3: Estimate the marginal rate of substitution by acquiring indifference tradeoffs from the decision maker. Use the optimal indifference tradeoffs to assist the preference elicitation. If the decision maker is satisfied with the optimal indifference tradeoffs, the most preferred solution is already achieved and the interactive process terminates. Otherwise, new indifference tradeoffs need to be provided by the decision maker, the marginal rates of substitution are approximated using (43), and (47) can be used to calculate the projection of the obtained marginal rates of substitution, which will provide a new tradeoff direction.
Step 4: Use (50) to calculate the maximum step size . A tradeoff table (see Table I ) can be constructed once and are generated. The decision maker may use the table to select the regulating factor . Once is determined, calculate a new weighting vector using (48), set and then go back to Step 2.
IV. NUMERICAL EXAMPLES
In this section, four examples will be examined to show both the prominent features of the theoretical results and the interactive tradeoff analysis process developed in the previous sections. Different ways of calculating normal vectors will be discussed. The first simple linear example is used to show the iterative solution algorithm both analytically and graphically. The second example is used to illustrate the step-by-step procedure of the proposed iterative solution algorithm with the primal and dual method used to solve a minimax problem. The third example is selected to show that the proposed approach is capable of dealing with nonconvex problems. The final example is a little more complicated and has a nonsmooth noninferior frontier. It is fully examined to demonstrate both the convergence of the iterative procedure for a given nonseparable utility function and the explicit interactive tradeoff analysis process with unknown disutility function.
A. An Illustrative Example
Example 1: Consider the simple linear optimization problem, shown in the equation at the bottom of the page, having two variables, two objectives, and four constraints only.
To demonstrate the basic principles of the new iterative algorithm graphically, an underlining utility function is assumed to be a quadratic function defined as follows: The gradient of the utility function is given by
In the objective space, the contour of the above utility function for a given utility value is a circle with point [30 15 ] being its center. The reason for assuming this simple utility function is that all its gradients point to the center, thus facilitating the graphical illustration of the algorithm.
The feasible objective space of the problem is shown in Fig. 2(a) as enclosed by the lines , , , , , and . The single objective optimal solutions, denoted by and and obtained by maximizing objectives and in , respectively, are given as follows:
At points and , we have and . It is clear from Fig. 2(a) that the efficient frontier of the problem, denoted by , is composed of the line segments , , and , or the equation shown at the bottom of the page.
The iterative procedure for solving the above problem using the new algorithm given in Section II-C is illustrated both analytically and graphically as follows. Suppose the two objectives are initially given equal weights, or . Note that the best values for and in are given as and , respectively. It should also be noted in the following analysis that maximizing [or ] is equivalent to minimizing [or ] . Then, the following minimax problem can be formulated following (7) by assuming :
Suppose the dual variables (simplex multipliers) of the above two objective constraints for and are defined by and , respectively. Then, the optimal solution of the above problem is generated using the simplex method by Note that and are the dual prices (values of dual variables) of the two objective constraints at the optimal solution, which can be generated using most simplexbased software packages. Using (19) and (21), we can generate the normal vector and the projection of onto the tangent line at as follows:
As illustrated in Fig. 2(a) , is orthogonal to and is on . To find the step size, we construct the following 1-D search problem:
The optimal solution of the above problem is .
Using (29b), the weight for can be updated as follows:
We can then formulate a new minimax problem as follows:
The optimal solution of the above problem is given by
Using (19) and (21), we get the normal vector and the projection of onto the tangent line at as follows:
Since , we can confirm that is the best solution. The above results are illustrated in Fig. 2(b) , where is proportional to . Obviously, is the optimal point in the objective space as it is the point in which is the closest to the point .
B. Iterative Optimization for Nonseparable Problems
Example 2: Consider the following two-objective nonlinear optimization problem with a known disutility function:
The disutility function is given by
In (51a) and (51b), the parameters are given by and (
The above problem is highly nonlinear and nonseparable. It can be verified that both and are strictly positive under constraints (51b) and (51c) and both and are strictly positive. From (6) a weighted minimax problem is formulated by (54a) s.t. (51b) and (51c)
Choosing to be , the following equivalent problem of (54) can be formed:
(51b) and (51c)
The auxiliary weighted minimax formulation in (55) is convex and separable with respect to , , , and . It can be solved using the primal-dual method. The dual function of (55) is (56) For given values of , , and , the above dual function can be solved through decomposition at the lower level. 63) where is a step size parameter. The primal-dual solution process in solving (55) continues until the optimal conditions , and are met.
Each time after the solution of (55) is obtained for a given weighting coefficient , a new value of is calculated at the third level using (29) as follows: (64) where is a step size parameter and and are calculated using (21) (65) The initial value of is set to 1 and the step size parameters and are selected to be equal to 0.1 and 1.0, respectively. The stopping criterion is that the absolute value of the difference between and is less than 0.0005. The iteration process converges very fast and ends at the tenth iteration with optimal solution , , , , and . The above example illustrates the implementation procedure of the iteration algorithm with a known disutility function. The noninferior frontier of the above example is smooth. Since the primal-dual method can be used, the dual variables and are obtained in the method. The projection is directly calculated using (65). In the following examples, the noninferior frontier is either nonconvex or nonsmooth and a nondual method is used to solve a minimax problem. The set of linear equations for the K-T conditions needs to be constructed to generate the optimal values of the dual variables and for calculating a normal vector.
C. Iterative Optimization for a Nonconvex Problem
Example 3: Consider the following engineering design problem. Both the unreliability and the production cost of a two-component series system are to be minimized (66a) (66b) where and represent the unreliabilities of components 1 and 2, respectively, and they satisfy the following constraint:
(67)
A cost-unreliability minimization problem is formulated as follows:
The following underlying disutility function is assumed in this example to act as a pseudodecision-maker (69) to provide the marginal rates of substitutions. Choosing to be , the following weighted minimax problem can be formed for (68) (70a) (70b) (70c) (70d)
Note that the noninferior frontier in this example is nonconvex. The initial value of is set to 1. For a given weighting coefficient , optimal , and are found for (70). At the same time, the K-T multipliers and associated with (70b) and (70c) are also obtained by solving the linear equations of the K-T conditions. The normal vector at is then identified using (19) .
Guided by the underlying disutility function in (69), the pseudodecision-maker provides the marginal rate of substitution . The proportionality of and is checked at each iteration to see if the optimum stopping condition in (23) is satisfied. Specifically, the stopping criterion is that the absolute value of the difference between and is less than 0.01. If the stopping criterion is not satisfied, a new value of is calculated using (29) as follows:
where is set equal to 1 and and are calculated using (21) as follows: (72) The iteration process converges very fast and ends at the eighth iteration to a most preferred solution with , , , , . The marginal rate of substitution at the most preferred solution is equal to . The error measure is 0.0025. At the most preferred solution, the corresponding system unreliability is 0.196 797 5 and the associated cost is 1.400 224 8.
D. Iterative Optimization for Problems With Nonsmooth Noninferior Frontiers
Example 4: A decision problem chosen for this study is a modified Bow River Valley water quality management problem, which is a nonlinear three-objective optimization problem [7] , [24] - [26] . The first objective represents DO level at Robin State Park, the percentage return on equity at Pierce-Cannery, and the addition to the tax rate at Bowville. There are three decision variables, representing the treatment levels of waste discharges at the Pierce-Cannery, Bowville, and Plympto, denoted by , , and , respectively. The mathematical formulation of the problem is given as follows:
By optimizing each of the three objective functions within the decision space , the three single-objective optimal solutions can be generated, denoted by , , that maximize and and minimize , respectively. The payoff table is listed as in Table II . Note that the noninferior frontier of the problem is nonsmooth at certain points because of the linear and nonlinear constraints.
The weighted minimax formulation for the above problem can then be given by
In this section, an explicit utility function is constructed by assuming that the decision maker would be satisfied with a noninferior solution at which any two of the three objectives are as close to their targeted levels as possible. Suppose the targeted level is 6.79 for DO level at Robin State Park , 6.0 for the percentage return on equity , and 1.04 for the addition to the tax rate at Bowville . The utility function representing the above preferences may then be defined as follows:
(74 )   TABLE II  PAYOFF TABLE FOR THE WATER QUALITY MANAGEMENT PROBLEM A large decision support system was used to solve the weighted minimax problem [27] , where a nonlinear scalar optimization problem is solved using a modified sequential linear programming algorithm. An initial solution was obtained by assigning equal weights to the three objectives. From , we search for the most preferred solution that could best satisfy the decision maker's preferences. For identification of a normal vector, a set of K-T conditions [9] , [27] is constructed and solved at each noninferior solution generated. The golden section search is used to find . Parameter is initially assigned to one at each iteration and is on-line adjusted whenever necessary to guarantee the improvement of . The iterative calculation procedure is shown in Table III .
The above procedure quickly converges to the maximum utility as shown by column 4 of 
E. Explicit Interactive Tradeoff Analysis With Unknown Utility Function
In this subsection, we demonstrate how explicit interactive tradeoff analysis can be conducted without assuming a utility function, as given in (74). The optimal indifference tradeoffs will be used to guide the elicitation of local preferences. To start the interactive process, an initial noninferior solution is generated by assigning equal weights to the three objectives as in the last subsection. At , the values of the three variables, the three objectives, and the normal vector are given by First Interaction: Suppose is chosen as the reference objective. At , the optimal indifference tradeoff vector for one unit change of is given by
which means that if was the most preferred solution, then one unit change of DO level at Robin State Park ( ) should be exactly offset solely by 13.98 units of the percentage return on equity at Pierce-Cannery ( ), and also solely by 5.13 units of the addition to the tax rate at Bowville ( ). The optimal indifference tradeoffs at can be equivalently written as follows:
where " " reads "is indifferent to." Note that and are for maximization and is for minimization. Suppose at the solution , the decision maker does not agree with the above optimal indifference tradeoffs and instead provides the following ones:
Note that by employing the above indifference tradeoffs we have actually assumed that the decision maker is implicitly referring to the utility function given by (74). This is purely for illustrative purpose. In reality, the decision maker does not necessarily need to rely on a utility function for conducting this interactive analysis, though he must be conscious about the meanings of the tradeoffs provided.
Given the indifference tradeoffs of (77), the marginal rates of substitution are approximated as follows:
The project of onto the tangent plane at is then calculated using (47)
The maximum step size is calculated using (50)
Note that at this interaction only the first objective needs to be sacrificed as shown in . The regulating factor is selected by constructing Table IV. It is clear in Table IV that objectives 2 and 3 are improved along much faster than along the noninferior frontier. When , the value of is already 6.5156, larger than the maximum feasible value of (6.28). This means that it is advisable to set to a value smaller than 0.4, e.g., 0.3. By checking the values of the three objectives, the obtained objective values are slightly different from what were predicted in Table IV due to the nonlinearity of the noninferior frontier.
Second Interaction: At , the optimal indifference tradeoff vector for one unit change of is given by
Suppose the decision maker does not agree with the above optimal indifference tradeoffs and instead provides the following ones:
Then, the marginal rates of substitution , the projection , and maximum step size are obtained as follows:
The regulating factor is selected by constructing Table V . It can be seen in Table V that objective 3 decreases along slightly faster than along the noninferior frontier. When , the value of is already reduced to 0.9657, smaller than the minimum feasible value (1.04) of . This means that it is advisable to set to a value smaller than 0.9, e.g., 0.8. The weighting vector can then be calculated using (48b) as follows: Third Interaction: At , the optimal indifference tradeoff vector for one unit change of is given by (80) which states that, at the attained objective levels given by , one unit change of DO level at Robin State Park should be exactly offset solely by 6.26 units of the percentage return on equity at Pierce-Cannery and also solely by 2.61 units of the addition to the tax rate at Bowville if the solution is regarded as a most preferred solution. If the decision maker agrees with the above optimal indifference tradeoffs, then the interaction terminates and will be confirmed as the most preferred solution. Otherwise, the decision maker should provide new indifference tradeoffs and the interaction continues in a way similar to the previous two interactions.
V. CONCLUDING REMARKS
A new explicit interactive tradeoff analysis method has been developed in this paper, which is based on the identification of normal vectors on a noninferior frontier. In this method, only local preference information such as marginal rates of substitution is required for conducting the proposed interactive analysis. The manner of information exchange between the analyst and the decision maker is straightforward, and the designed solution scheme is rigorous and efficient. This method is applicable to both linear and nonlinear multiobjective optimization problems where the noninferior frontiers could be nonconvex or nonsmooth at finite points and the underlying disutility functions could be nonlinear, nonseparable, or unknown.
Compared with other interactive methods, the identification of normal vectors equips this new method with the following unique features. First, the established optimality conditions can be used not only for checking in a rigorous yet flexible way whether a most preferred solution is achieved, but also for supporting the elicitation of the local preferences through the definition of the optimal indifference tradeoffs. Second, the tradeoff analysis among multiple objectives is designed to take place on the tangent planes of the noninferior frontier. The decision maker is thus provided with a clear picture, closest to the noninferior frontier, about what would be the consequences of a designated tradeoff. As a result, the decision maker would be in a better position to control the decision analysis process (tradeoff step sizes) and may therefore have a better chance to arrive at his most preferred solution. The four numerical examples have demonstrated the main features as well as the potential of the method to solve general multiobjective optimization problems.
