This paper presents the results of an investigation into the utility of remote sensing (RS) using meteorological satellites sensors and spatial interpolation (SI) of data from meteorological stations, for the prediction of spatial variation in monthly climate across continental Africa in 1990. Information from the Advanced Very High Resolution Radiometer (AVHRR) of the National Oceanic and Atmospheric Administration's (NOAA) polar-orbiting meteorological satellites was used to estimate land surface temperature (LST) and atmospheric moisture. Cold cloud duration (CCD) data derived from the High Resolution Radiometer (HRR) onboard the European Meteorological Satellite programme's (EUMETSAT) Meteosat satellite series were also used as a RS proxy measurement of rainfall. Temperature, atmospheric moisture and rainfall surfaces were independently derived from SI of measurements from the World Meteorological Organization (WMO) member stations of Africa. These meteorological station data were then used to test the accuracy of each methodology, so that the appropriateness of the two techniques for epidemiological research could be compared. SI was a more accurate predictor of temperature, whereas RS provided a better surrogate for rainfall; both were equally accurate at predicting atmospheric moisture. The implications of these results for mapping short and long-term climate change and hence their potential for the study and control of disease vectors are considered. Taking into account logistic and analytical problems, there were no clear conclusions regarding the optimality of either technique, but there was considerable potential for synergy.
Introduction
This paper presents the results of research into the relative accuracy of remote sensing (RS) and spatial interpolation (SI) for the prediction of temperature, atmospheric moisture and rainfall over Africa at a monthly temporal resolution. The work was conducted as part of a wider study to investigate methods of predicting the regional distribution and abundance of arthropod vectors of disease Rogers et al. 1996) with the ultimate goal of providing understanding and information for objectively targeting intervention efforts. The results, however, can be applied to a wide range of epidemiological studies, and the relative merits and demerits of RS and SI techniques for providing surrogate meteorological data are evaluated in this wider context. For example RS data have recently been used to predict malaria seasonality in Kenya (Hay et al. 1998a ) and SI meteorological station data have been used to map the range and relative abundance of Anopheles gambiae sensu stricto and An. arabiensis (Lindsay et al. 1998 ). Reviews of the application of RS application in epidemiology (with some SI examples) can be found in Hay et al. (1997) and with particular reference to malaria in Hay et al. (1998b) .
There is increasing evidence that anthropogenic climate change can cause significant shifts in the distribution and abundance of species (Leemans 1996) . As a corollary, similar modifications in the distribution and transmission potential of vector-borne disease pathogens have been postulated (among others, Rogers & Packer 1993; McMichael et al. 1996; Patz et al. 1996; Martens 1998) . Moreover, relationships between malaria epidemics and climatic fluctuations observed during the El Niño Southern Oscillation (ENSO) have been suggested (Bouma & van der Kaay 1994 . A recent review of the malaria epidemics in Africa however, highlights the importance of considering human factors in changing patterns of malaria epidemics (Mouchet et al. 1998) . It is timely therefore, for epidemiologists to reconsider how the incidence and prevalence of vector-borne diseases are affected by climate (Bradley 1997) . For this to be done with precision, however, inferences about the future distribution of a disease and its vector species must be based on a thorough understanding of the present climatic constraints to its distribution. A prerequisite for such an understanding for vectors of disease with continental ranges is the accurate determination of meteorological variables over these areas.
In the tropics, where morbidity and mortality resulting from vector-borne disease is particularly severe, the infrastructure for meteorological data collection is often poor. In Africa for example, data are routinely available for only 250 World Meteorological Organization (WMO) member stations. This imposes considerable limits on the spatial resolution (approximately one station per 12 000 km 2 ) and thus, the utility of such information. Two methods have been used to overcome this problem. Firstly, SI between meteorological stations has proved successful in predicting meteorological variables when measurements are at a relatively high density and uniformly distributed (e.g. Lennon & Turner 1995; Hulme et al. 1996) . Secondly, the frequent collection of geographically extensive data by satellite sensors provides an alternative technique for collecting information on meteorological variables (e.g. Goward et al. 1994; Hay et al. 1996) . The accuracy of both methods has yet to be compared on the continental scale and this paper presents the first results of such an accuracy assessment. Specifically, the relative accuracy of RS and SI in predicting the monthly spatial variation in temperature, atmospheric moisture and rainfall across Africa during 1990 is assessed. The goal was not to define the optimum method for using meteorological data in epidemiological applications, but to draw attention to the merits and demerits of the two commonly used techniques.
Materials and methods

Meteorological station data
The NOAA -National Climatic Data Centre (NCDC) publish climate data for Africa, on a monthly basis, for selected meteorological stations that adhere to WMO instrumentation and data collection standards (e.g. NOAA 1990). The mean monthly temperature (ЊC), mean monthly vapour pressure (mb) and total monthly precipitation (mm) were recorded for the 250 participating stations (Figure 1 ) from January to December 1990. The database was then updated with any corrections or late records for 1990 published during 1991-96. Precipitation is henceforth referred to as rainfall, since rainfall accounts for the vast majority of precipitation events at tropical latitudes. The saturation deficit, SD (mb), was then calculated from the mean temperature, T (K), and the mean vapour pressure, VP (mb), using formulas provided by Unwin (1980) , (1) where the saturation vapour pressure, SVP (mb), was given by (2)
The saturation deficit was converted into Pascals (1 mb ϭ 100 Pa) and is subsequently referred to as the vapour pressure deficit (VPD). Very simply, the VPD is a measure of the lack of moisture equilibrium between an object and the surrounding atmosphere; the higher the VPD the more rapid the rate of desiccation.
Digital elevation model
A digital elevation model (DEM) of Africa was obtained from the Global Land Information System (GLIS) of the United States Geological Survey (Anonymous 1996) . The GLIS-DEM was created by interpolating elevation values from digitized air navigation charts of Africa to a 1 ϫ 1 km grid for the continent. These data were converted into metres and resampled to an 8 ϫ 8 km spatial resolution for compatibility with the remotely sensed data (see below). The accuracy of the DEM product was evaluated by comparison with elevations published for the NOAA-NCDC meteorological stations. There was a strong linear relationship (r 2 ϭ 0.95, n ϭ 207, P Ͻ Ͻ 0.0001) with a root mean square error (RMSE) of 142 m.
NOAA-AVHRR data
Imagery collected by the Advance Very High Resolution Radiometer (AVHRR) on board the National Oceanic and Atmospheric Administration's (NOAA) -11 satellite were obtained each day for Africa throughout 1990. A detailed guide to the spatial, spectral and temporal resolution of the NOAA satellites and their AVHRR payload is found in Cracknell (1997) and summarized in Table 1 . A review of the processing techniques applied to calibrate, navigate and quality control the AVHRR imagery and a definitive description of the Pathfinder AVHRR Land (PAL) data products are given in James & Kalluri (1994) .
The PAL data were provided as composite files of daily global coverages containing the five channels of AVHRR data log 10 SVP ϭ 9.24349 Ϫ 2305 and seven bands of ancillary information used for quality control. This ancillary information includes the Normalized Difference Vegetation Index (NDVI) calculated from AVHRR channels 1 and 2 which is an index of vegetation amount (Myneni et al. 1995) . The daily brightness temperature data (channels 4 and 5) were extracted for Africa and scaled with information provided in Agbu & James (1994) . The ancillary information provided with the PAL data was then used to exclude unreliable picture elements (pixels). First, pixels contaminated by clouds as determined by the 'Clouds from AVHRR' (CLAVR) algorithm (Stowe et al. 1991) were masked. Secondly, pixels viewed by the AVHRR sensor at an angle exceeding 42Њ were eliminated to reduce error introduced by observing the Earth at large view angles. Lastly, pixels recorded at solar zenith angles of more than 80Њ were excluded because at these angles the twilight of dawn and dusk affects measurements. Land surface temperature (LST) and VPD surrogate information were then derived from these corrected daily PAL data.
Temperature
There are two major sources of error involved in converting brightness temperature data measured by a satellite sensor into a surrogate measure of LST (Becker & Li 1995) . These are signal attenuation by water vapour in the atmospheric column and spatial variation in land surface emissivity. Emissivity is a ratio used to describe the deviation of an object from the perfect absorption and emission of radiation of a theoretical black-body at a particular wavelength (Montieth & Unsworth 1990) . Price (1984) derived one of the first indices to estimate land surface temperature, T (K), from the AVHRR channel 4, Ch 4 (K), and channel 5, Ch 5 (K), brightness temperatures where
The relationship holds because attenuation is much greater in T ϭ Ch 4 ϩ 3.33(Ch 5 Ϫ Ch 4 ) .
Ch 5 than in Ch 4 , so the difference between the signals can be used to estimate the amount of atmospheric water vapour attenuation and hence to reduce such effects. The coefficient (3.33) was determined for the NOAA-7 satellite. This equation was stated to provide LST estimates accurate to Ϯ 2-3 K after modelling potential error sources. Several more sophisticated temperature indices that use ancillary data to parameterize emissivity were not considered in the analyses due to the problems of obtaining reliable emissivity estimates over continental areas. It was also wished to use the most commonly adopted LST deviation technique. The daily temperature data were then maximum value composited (MVC) by taking the maximum temperature for a given pixel over the monthly period to reduce cloud contamination further. The rationale for this procedure is that clouds are generally colder than the land at tropical latitudes, so that the highest thermal value in the series will probably be the least cloud contaminated (Lambin & Ehrlich 1995) . A further paper (Green & Hay 1999) considers the accuracy of deriving maximum and minimum monthly LST and VPD from PAL data across Africa and Europe.
Atmospheric moisture
The difference in brightness temperatures (Ch 4 -Ch 5 ) recorded simultaneously by the AVHRR has been shown to be linearly related to total precipitable water in the atmospheric column, U (kg/m 2 ) (Eck & Holben 1994) where (4) and A and B are constants of 1.337 and 0.837, respectively. The total precipitable water is expressed in units of pressure (i.e. mass per unit area, see below) and converted to the amount of water that would be precipitated from the atmospheric column in cm by dividing by 10, since the density of water is 1 g/cm 3 . The estimated precipitable water content, U (cm), was then converted to a near surface dew point temperature, Td (ЊF), or the temperature to which a sample of air must be cooled for it to become saturated and condense using the following relationship (Smith 1966) : (5) where is a variable that is a function of the latitude and the time of the year. In this analysis a mean value of ϭ 2.99 was calculated from the annual mean presented by Smith (1966) for locations between 0 and Ϯ 40 degrees of latitude.
The dew point temperature values were then converted into Kelvin and used with the Price (1984) estimate of land surface temperature, Tp (K), to calculate the vapour pressure deficit, VPD (KPa), using the equation provided in Prince & Goward (1995) ; Spatial ( 
These data were then subject to MVC by using the VPD from the date in the month when the NDVI was highest because the NDVI value is generally reduced by cloud and other atmospheric contamination. The highest NDVI values recorded over any relatively short period therefore occur when cloud cover and atmospheric contamination are least and such values are taken to represent the least attenuated pixel value for the period (Holben 1986; Stoms et al. 1997) .
Meteosat-HRR data
The Meteosat-HRR data were supplied by the African Real Time Environmental Monitoring and Information System (ARTEMIS) program of the United Nations (UN) Food and Agriculture Organization (FAO) as processed monthly Cold Cloud Duration (CCD) images (see below) for 1990 throughout Africa. A guide to the spectral, spatial and temporal resolution of the Meteosat satellites and their HRR payload is found in WMO (1994) and is summarized in Table 1 .
Cold cloud duration
In tropical latitudes, where diurnal heating provides large reservoirs of atmospheric potential energy, weather systems are dominated by convection processes (Emanuel 1994) . These convection currents form deep clouds with high and cold tops which can be recorded by channel 2 of the Meteosat satellite (Table 1) . The relationship between cloud top temperature and the amount of rainfall has been established (Snijders 1991) . The exact threshold temperature associated with rain-bearing clouds and the quantity of rain they deposit varies temporally and spatially, however, so that it must be established empirically. This has been done for Africa by the Tropical Applications in Meteorology of SATellite and other data (TAMSAT) programme. The northern and southern extent of the calibration exercise (Figure 1 ) represent the most northern and southern limits of the Inter Tropical Convergence Zone (ITCZ) where convective atmospheric processes dominate (Dugdale et al. 1995) . There are set thresholds of Ϫ 50 ЊC in the summer and Ϫ 60 ЊC in the winter, used for areas north of the ITCZ and Ϫ 40 ЊC throughout the year for regions south. These results were used by the FAO-ARTEMIS project to generate monthly CCD images, where each pixel represents the number of hours for which it was covered by cold clouds during the compositing period.
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The latitude and longitude of each meteorological station was used to extract the corresponding RS pixel value from the satellite sensor data. Meteorological stations located within 20 km of the coast or large inland lakes and rivers were excluded from the RS analysis (leaving n ϭ 207) because the corresponding pixel in the satellite image could have been contaminated by the signal originating from these water bodies. The RS LST predictions were consistently higher than meteorological station screen temperatures. In order to quantify the accuracy with which RS predicts screen temperatures, a linear regression of screen temperature against LST was applied. Similarly, for the purposes of accuracy assessment, rainfall was regressed against CCD and humidity against VPD. From these regressions, RMSE and the coefficient of determination (r 2 ) were used as goodness-of-fit statistics for each monthly comparison. The RMSE describes the accuracy with which climate at a new site would be predicted. The problem of missing meteorological station reports and the masking of cloud-affected data in the MVC imagery led to the number of observations and the subset of sites investigated varying between months. For this reason the population adjusted coefficient of determination or the adjusted r 2 are shown throughout (Sokal & Rohlf 1995) .
Spatial interpolation methods
The interpolation method used is described in Lennon & Turner (1995) and consists of a composite DEM regression with variable selection and thin-plate spline algorithm. This is an elaboration of Hutchinson's (1989) implementation of thin-plate spline interpolation theory (Wahba & Wendelberger 1980) . Interpolation is a two-stage procedure. First, the DEM and a system of spatial co-ordinates are used to account for spatial variation in the climatic factors associated with simple linear spatial trends and topographic effects. Second, the thin-plate spline technique reduces the remaining trends in the residuals from the regression analysis.
Spatial co-ordinate data (Table 2 ) included in the multiple regression procedure comprised the latitude, longitude, and altitude co-ordinates, with the addition of two other coordinates: the cosine of latitude and the distance to the sea. It was considered necessary to include oceanic influences on climate, while the latitude transformation potentially represents the spatial rate of change of energy input more accurately than simple latitude alone. The three basic coordinates of latitude, longitude and altitude were forced to be present in each of the regression models.
Simple functions summarising the local topography were extracted from the original 1 ϫ 1 km spatial resolution DEM (Table 2) . Around each site two quadrats were defined: a large ϫ quadrat (21 ϫ 21 pixels) and, nested within this, a small quadrat (5 ϫ 5 pixels). Within these quadrats four functions of altitude (the mean, maximum, minimum and standard deviation) of the regularly spaced elevations were extracted. Additionally, the slopes to the south and to the west were calculated. This set of 10 DEM variables, together with the 5 spatial co-ordinate variables, were used as independent variables in a multiple regression analysis with the climatic factor as the dependent variable. Each of the three climate variables, for each of the 12 months, was individually regressed against the set of 15 covariates using a variable selection procedure (the stepwise algorithm, SAS 1990), in which the independent variables were entered and removed from the model at a basic significance level of P Ͻ 0.05. Since there were 12 independent variables (the three basic spatial co-ordinates were forced to be present), this translated to P Ͻ 0.004 for the entry and exit criteria after application of the Bonferroni correction (Sokal & Rohlf 1995) .
The 12 months of the year were considered separately, so the significant DEM variables changed between months. Those DEM variables that were significant in six or more months of the year were selected (Table 3) for subsequent analyses. Although individual topographic variables may vary in the magnitude of contribution to the predictive power of the model, in doing this a balance was struck between the use of a different set of topographic factors for each month and using all factors uncritically (Lennon & Turner 1995) . While a case may be made for using the former approach on the grounds that some topographic factors might only be important in particular months, there is a trade-off between including potentially nonsignificant factors (i.e. different topographic factors for each month) and using the same topographic factors each month: the latter may capture more completely the underlying causal trends than the former.
Application of the thin-plate spline routine to the residual variation left after the regression analyses automatically involves a generalized cross validation algorithm. This involves the attempted optimization of the 'roughness' of the fitted surface, such that a good predictive fit is made. The reason for doing this is that it is easy to fit a surface that goes through all of the given data points exactly, but this is no guarantee of a good predictive fit. The thin-plate spline algorithm therefore smoothes the surface to obtain an optimum predictive fit. It achieves this by omitting each given data point in turn before fitting a provisional surface and adjusting the roughness parameter; the value of the roughness parameter that minimizes the prediction error of the omitted data points is selected.
To quantify the accuracy of fit, in terms of the predictive power of the interpolation, we took this cross-validation method one stage further. We omitted each station in turn before applying the thin-plate spline. Note that this is quite distinct from the intrinsic cross-validation method within the thin-plate spline technique since it involved running the entire thin-plate spline procedure once for each available climate station. The predicted value for each site omitted from the thin-plate spline routine was compared in turn to the observed value. The RMSE of all of these predictions and the population adjusted coefficient of determination were again the goodness of fit statistics. This procedure of dropping a station before fitting the spline surface ensures that the information is completely absent from the surface, and hence that a prediction for the omitted site based on this surface is completely independent of its known value. This is an advance over simply applying the spline surface over all stations at once and examining the residuals for accuracy, irrespective of the inherent cross validation calculations within the spline procedure.
Results
Temperature
The accuracy with which the NOAA-NCDC mean monthly air temperature was predicted by RS and SI are shown in Figure 2 (Table  4 ). There was relatively little variation in predictive accuracy throughout the year for either technique. The seasonal variation in RS LST and SI air temperature for the months of April, August and December are shown in Figure 3(a-f) . The consistently higher RS LST than SI air temperature and the more homogenous SI maps are immediately evident. The black pixels in the RS image indicate no data and are due to persistent cloud contamination. It should be noted however, that these areas significantly expanded when the imagery was resampled for display purposes.
Atmospheric moisture
The accuracy with which the NOAA-NCDC mean monthly VPD was predicted by RS and SI are shown in Figure 2 (b) ( Table 4 ). The mean accuracy for the year was an RMSE of 6.0 mb (range 4.91-6.43) with a mean adjusted r 2 ϭ 0.63 (range 0.40-0.71) and an RMSE of 5.3 mb (range 3.65-7.64) with a mean adjusted r 2 ϭ 0.78 (range 0.67-0.86), for the RS and SI techniques, respectively (Table 4) . There is some indication that the months of December, January and February were more accurately predicted than the other months by SI, but there were no similar trends in the RS data. Maps of atmospheric moisture for the month of April for RS and SI are shown in Figure 4 (a,b) where significant differences in the magnitude and spatial variation in VPD using the two techniques are again evident. and give a more useful representation of climatic averages than the work of Booth et al. (1989) . For temperature, Hulme et al. (1996) quote between 0.8 and 1.4 ЊC RMSE for maximum and minimum temperatures (they did not consider mean temperature). Given that they used a 30-year average of monthly temperature, our accuracy of 2.3 ЊC RMSE is encouraging, since short-term climatic patterns are likely to contain much more stochastic noise than long-term averages of such patterns.
The accuracy achieved using RS over continental Africa (RMSE 4 ЊC) is approximately twice that reported in studies which conducted daily comparisons of 1 ϫ 1 km spatial resolution NOAA-AVHRR data, usually chosen for small areas over cloud free days (average RMSE approximately 2 ЊC; Cooper & Asrar 1989; Sugita & Brutasaert 1993; Becker & Li 1995) . This is despite data being recorded from sites surrounded by habitat as diverse as desert and rainforest, with altitudes potentially differing by up to 2000 m and possibly experiencing different seasons. A fuller exploration of the advantages and disadvantages of local vs. continental predictions of LST and VPD is not appropriate here and is considered in a further paper where these relationships are extended to Europe (Green & Hay 1999 ).
There are aspects in which the comparisons performed in this study make the SI technique more effective in predicting screen temperature. The first is that spatial interpolation used additional variables, and hence more information, to increase the accuracy of interpolation (see Table 2 ). Indeed altitude was found to account for a considerable amount of the residual variance in the relationship between the RS LST and the NOAA-NCDC air temperature (Hay 1996) ; positive residual values occurred at altitudes above 500 m and negative residuals below. Elevation has not been explicitly parameterized in any RS split-window equations but should be considered where application is required at the broad spatial scale, or where the range in local elevation is large. In the same way latitude, longitude and distance to the sea functions might be incorporated as with SI techniques. The second aspect is that the satellite sensor records a surface temperature averaged over an 8 ϫ 8 km area and not a point measurement of air temperature in a Stevenson screen; if the site at which the point measurement is taken is atypical of the 8 ϫ 8 km area, then error is likely to be introduced. Furthermore, it remains to be established which scale of measurement is more important to the population dynamics of disease vectors and how such large-area measurements relate to microclimate. These are crucial areas for future research.
Prediction of atmospheric moisture
The data compared in this section of the analyses were monthly mean NOAA-NCDC VPD, monthly mean VPD derived from SI and monthly maximum VPD derived from
Rainfall
The accuracy with which the NOAA-NCDC total monthly precipitation was predicted by RS and SI are shown for 1990 in Figure 2 (c) ( Table 4 ). The mean annual accuracy was an RMSE of 38.0 mm (range 31.7-65.7) with a mean adjusted r 2 ϭ 0.63 (range 0.34-0.84) and an RMSE of 93.7 mm (range 41.1-237.2) with a mean adjusted r 2 ϭ 0.19 (range 0.00-0.77) for the RS and SI techniques, respectively (Table 4 ). The months of July to September are less accurately predicted than the remainder of the year by SI. There appear to be no similar anomalies or temporal trends in the predictive accuracy using the RS technique. The maps of rainfall for the month of April for RS and SI are given in Figure 4(c,d) .
Discussion
In the following discussion the prediction of each meteorological variable by RS and SI is considered in turn. The general points that apply to techniques, rather than a specific variable, are collected in the concluding paragraphs.
Prediction of temperature
The data compared here were the mean monthly NOAA-NCDC air temperatures, SI air temperatures and the RSderived monthly maximum LST. SI was more accurate than RS in all months. A simpler version of the thin-plate spline method used here has also been applied to the mapping of longer term climatic averages (1961-90) of southern Africa (Hulme et al. 1996) . Hulme et al. (1996) did not take into account topographic variation other than simple mean altitudes, nor did they include spatial trends other than those associated with latitude and longitude; in this form, the method has been shown to be suboptimal in predicting temperature in Britain (Lennon & Turner 1995) . Despite these shortcomings, Hulme et al. (1996) provide the first serious attempt to construct an African climatology within a specified time period, albeit for only the southern part of the continent, Table 4 Mean annual accuracy of spatial interpolation and remote sensing for predicting the land surface temperature, atmospheric moisture and rainfall across Africa in 1990 RS. There is little difference in the accuracy of RS and SI for predicting VPD. The authors were not aware of any published attempt to validate VPD estimates from SI or RS at any spatial scale. Thirty year vapour pressure averages however, have been mapped for Africa south of the equator (Hulme et al. 1996) with accuracies of 12% (RMSE is expressed as a percentage of the mean). Expressed similarly, the mean annual accuracy for SI of VPD in this study was 33%. This difference is probably a consequence of the short time series of data, the larger geographical extent covered, the finer spatial resolution of the interpolations and the smaller number of stations used to interpolate the surfaces.
Prediction of rainfall
The data comparison in this section of the analyses were the NOAA-NCDC precipitation, monthly total rainfall derived from SI and monthly total rainfall derived from RS. In this case RS is substantially more accurate in predicting rainfall than SI. This is consistent with the large spatial variability of rainfall over short distances; for example measurements over a season have been shown to vary by a factor of two over distances of less than 10 km in West Africa (Flitcroft et al. 1989; Beek et al. 1992) . Hulme et al. (1996) present accuracy figures for SI of rainfall of 17% for January and 106% for July. In similar percentage units, the annual accuracy for SI implemented in this study is 118%, with a large variation in predictive accuracy between months. Interestingly, the SI conducted here also breaks down in July (Figure 2b ), but improves in January, suggesting that not only are some months intrinsically more difficult to map accurately than others for precipitation, but that this is true whether a single month or a 30-year time series is considered. Xie & Arkin (1997 , 1998 have estimated monthly precipitation for the globe (1987-95) at a 2.5 ϫ 2.5Њ spatial resolution using outgoing longwave radiation estimates from the NOAA-AVHRR. They report a RMSE of 54% between the latitudes of 20ЊS and 20ЊN. Herman et al. (1997) ) have also recently established a technique that uses a combination of RS from Meteosat-HRR and ground data to obtain decadal (10 day rainfall estimates for Africa). Preliminary estimates of accuracy quoted for the Sahel region from June to September 1995 are 40% of the measured precipitation value. Expressed in similar units the RMSE for precipitation estimates from Meteosat compares favourably at approximately 45%.
General comments
RS has several immediate advantages over SI. Firstly, the imagery is becoming increasingly widely available in the public domain. Secondly, the processing required to derive meteorological data from such RS images is substantially less complex than that required for SI of meteorological data and can be collected in real-time. Thirdly, satellite sensor systems of increased spectral, spatial and temporal resolution and are to be launched by the millennium (Hay 1997 ; Table 5 ) promising significant advances in the fidelity and frequency of RS data.
Although SI outperfomed RS in one of the three climatic variables considered here and equalled it in another one, in future these two approaches should not be viewed as alternatives, since using each in isolation discards potentially useful information in the other. A combination of the best aspects of both SI and RS in a single method should be the goal and is a focus of current research. The ideal method will weight the SI and RS components according to their intrinsic usefulness for a particular climatic variable; for example, spatially stochastic variables such as short-term precipitation will rely more on RS than SI, while the opposite is likely to be the case for temperature. Huffman et al. (1997) combine RS and SI in the production of the global precipitation climatology project (GCCP), but at a spatial resolution (2.5 ϫ 2.5Њ), too coarse to be of interest to epidemiologists.
A two-stage approach to interpolation of noisy or spatially incoherent climatic variables has been advocated (New et al. 1998 ) when a time series of data is available. This involves interpolation of the anomaly field for each time step and then adding them to the interpolated mean field for the whole period. This approach may prove to be quite useful, but only if sufficient effort is put into comparative assessment of the accuracy and precision of this method with alternatives; moreover, this assessment must use genuine cross-validation of point estimates, rather than simply quantifying the residuals from data used in the interpolation process (see methods above).
The principal goal of acquiring environmental information over wide areas is to map the distribution of a disease (often by mapping the distribution of its vector) so that control efforts in endemic situations and intervention strategies in epidemic situations may be more efficiently directed. In determining the relationships for spatial interpolation to unknown areas and temporal prediction of unknown times (epidemic warning), a better understanding of the underlying epidemiological processes is gained. The results of these investigations allow us to have some confidence in the extrapolations we can make from existing data but more importantly enable us to be aware of its limitations.
