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Abstract
Solar flares produce two kinds of high-energy neutral emissions: 
7 -rays and neutrons (with thanks to Chupp 1984, for this convenient 
title). These originate in interactions between accelerated ions and 
ambient nuclei and, between the photons and the neutrons, provide 
a window into the fast ion population between the energies of a few 
MeV and a few hundred MeV.
Previously, the 7 -ray spectrum has been investigated by Monte 
Carlo modelling methods and conditions in the flare region deduced by 
adjusting the models to fit the observed spectra, chiefly from the So­
lar Maximum Mission Gamma Ray Spectrometer (e.g. Murphy et al. 
1991). This provides abundances for accelerated ions and ambient 
nuclei, and energy distributions for the accelerated ions. However a 
number of assumptions have to be made in order to keep the model 
parameter numbers low enough to enable statistical matching to the 
data in a reasonable amount of processor time and there are some 
difficulties with the parameters deduced. In particular, there are dif­
ficulties in accounting for the brightness of the narrow emission line 
at 1.63 MeV due to the deexcitation of 20Ne. This demands a steep 
accelerated ion spectrum and a low abundance for fast a-particles. 
However, strong emission in the 0.429 MeV and 0.478 MeV features 
due to the production of lithium and beryllium by fusion of a-particles 
often contradicts this, demanding an enhanced population of acceler­
ated a-particles.
Fresh approaches to the modelling of some of the narrow lines are 
presented here in order to explore, and possibly resolve, this contra­
diction. Two possibilities are examined: the assumptions in previous 
work of a cold target region and the further assumption that all of 
the accelerated ions share the same energy distribution. It may be 
that the accelerated ions pass through a region in which, at least for 
the lower energy ions, energy loss is experienced in warm target con­
ditions (e.g. Emslie et al. 1997). If they spend a sufficient part of 
their time in such a region, their energy distribution will be altered 
to enhance the number of ions at energies of a few MeV. This would 
preferentially stimulate the 1.63 MeV line due to the particularly low 
energy sensitivity of 20Ne to proton-excitation, without having to in­
voke a steep ion spectrum. Previous attempts to apply this analysis 
did not model the line production in detail and considered only the 
peak values of the excitation cross-sections. Integrating the excitation 
in detail allows a resonant spike at 3 MeV in the 20Ne cross-section 
to have its effect and reduce the required proton energy slope. Even 
with a large proportion of accelerated a-particles, this approach can
reduce the ion slope and significantly reduce the required ion energy 
in the flare.
The second assumption challenged here, is that all of the acceler­
ated ions have the same energy distribution, characterized by a single 
power-law index. Relaxing this assumption and modelling the lines 
with separate fast proton and fast a-particle power-laws has signifi­
cant results. It is possible to satisfy the bright 1.63 MeV line and the 
strong emission from the a-fusion reactions with a steep proton spec­
trum and a hard a-particle spectrum. This also significantly reduces 
the required a-particle abundance to values more in line with cosmic 
abundances.
Rounding out this work on high-energy neutral emissions, the 
GUIPS software has been applied to correctly inverting a Compton 
Gamma Ray Observatory COMPTEL neutron spectrum from the so­
lar flare of 15 June 1991. Maximum entropy and quadratic inver­
sion techniques are applied to the instrument data to produce an 
improved neutron spectrum. Previous simplified approaches have un­
derestimated the sensitivity of the instrument as well as distorting the 
neutron spectrum. A dip in the spectrum has been confirmed but the 
overall number of neutrons detected has to be reduced to 73% of the 
previous value obtained by Kocharov et al. (1998). Further investi­
gation of COMPTEL neutron spectra awaits the preparation of the 
data. This depends on extensive work modelling the passage of the 
solar neutrons through the instrument using the Los Alamos LAHET 
and MCNP software.
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Chapter 1
Solar Flares and Accelerated  
Particles
1.1 Introduction
In this chapter, I review background information about the active Sun and the 
methods used to gather data from high energy phenomena. Particular attention 
is paid to high-energy emissions from solar flares such as neutrons and 7 -rays. 
Chapter 2 continues with a review of 7 -ray spectroscopy. This includes a summary 
of research into the main factors that give rise to nuclear deexcitation line emis­
sion: the accelerated ion spectrum and methods of acceleration, cross-sections for 
excitation of nuclei and the ways in which these are measured and calculated, and 
the evidence used to estimate the relative abundances within the targe: region 
and the accelerated ions.
My original work begins with Chapter 3, in which I describe my methods 
of modelling 7 -ray emission. This is continued in Chapter 4 in which I extend 
the usual model of a cold, neutral target region to include the possibility of a 
warm, ionized target. Further extension of the model is presented in Chapter 5 
in which I discuss a more sophisticated model of the accelerated ions that allows 
for differences in the energy distribution of different types of ions.
My own work on analyzing the energy distribution of flare neutrons using 
sounder statistical methods is presented in Chapter 6 . This looks at a particular 
set of data with the Glasgow University Inverse Problem Software (GUIPS) and 
explores a method that can be applied to observations with future instruments.
Chapter 7 concludes this thesis with suggestions as to where this work could 
lead. There are a number of interesting directions that can be pursued based on 
the extensions to the 7 -ray spectrum models presented here and on the statistical 
methods demonstrated in the analysis of neutron observations. Good statistical
1
approaches may help in understanding 7-ray spectra and the variations observed 
over time in deexcitation lines could be a useful probe into the history of the 
accelerated ions.
1.2 The Sun
There is only one star sufficiently close to the Earth to be relatively easily ob­
served in all wavelengths at very high resolution and that is our Sun. It is the 
first step in a chain of reasoning whereby we can study the detailed workings of 
a star and then extend our knowledge out to try and understand the stars of 
our galaxy in general. For example, Fraunhofer’s solar spectrum (see e.g. Golub 
& Pasachoff 2001) showed that absorption lines could be used to establish the 
chemical composition of a star’s atmosphere and that the photosphere emits radi­
ation in a pattern close to that of a theoretical black body, allowing spectroscopic 
investigation of the temperature and composition of all other stars, and providing 
clues to be used in the development of physical models of stars.
Although the Sun’s energy originates from its bulk properties, the balance 
between gravitational energy and the heat produced by nuclear fusion in its 
core, there are secondary processes of energy conversion that go on in its outer 
layers and which are observed in its atmosphere in the form of active regions, 
prominences and filaments, solar flares and coronal mass ejections. The energy 
produced in the core moves upward through the interior by radiative transport 
initially but, above 500,000 km, convective processes take over, working the solar 
material and giving rise to electric currents and magnetic fields. Useful reviews 
of current information about the solar atmosphere and activity can be found in 
Golub k  Pasachoff (2001); Lang (2001); Weiss (2001) with further coverage of 
solar magnetic fields in Weiss (2002); Cattaneo & Hughes (2001).
1.3 The Solar Atmosphere
The visible surface of the Sun is the photosphere. Intuitively this is defined as the 
maximum depth in the solar atmosphere from which visible-wavelength photons 
escape unhindered. In practice the base of the photosphere is set as the depth at 
which optical opacity is 2/3 and it extends upwards from there to a height of a
2
Figure 1.1: A group of sunspots in the solar atmosphere. Sunspots are the focus 
of intense magnetic activity and are a marker in visible light of the position of 
active regions on the Sun. These are the areas where solar activity is likely and 
where we expect to find solar flares (Covington & Myers 2000).
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Figure 1.2: Temperature profile of the solar atmosphere. This graph shows the 
usual definitions of the layers above the photosphere: the chromosphere, the 
transition region and the start of the hot corona (rObservatoire de Paris 2004).
few hundred kilometres. This is the region where the optical continuum emission 
originates providing an average temperature estimate of 5800 K and corresponds 
to a radius of about 700,000 km. Above the photosphere there is a cooler re­
gion as evidenced by the absorption lines in the visible spectrum. This is the 
chromosphere which extends up for another few thousand kilometres. Figure 1.2 
shows this dip in temperature with height. With higher energy radiation, such 
as ultraviolet (UV) and x-rays, a large temperature rise is observed above the 
chromosphere. This is also the level at which the hydrogen density drops from 
~  1017 cm-3 at the photosphere down to < 109 cm~s out in this thin hot region, 
the corona. Where the solar material sharply drops in density and increases in 
temperature between the chromosphere and corona is called the transition region. 
The corona extends well out into the solar system. Motion of magnetic fields in 
the photosphere is probably the main cause of this extreme heating in the corona 
(Weiss 2001).
As well as sunspots, there are other structures to be seen on the photosphere.
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This is the upper part of the Sun’s convective zone and convection cells bubble 
up here in the form of solar granulation. Granules are several hundred kilometres 
across and also group into supergranules which are a flow pattern with a scale 
size of about 30,000 km. Granules move from the centre out to the edge of a 
supergranule, taking magnetic field lines with them. This produces a concentra­
tion of magnetic energy at the edges of the supergranules which can be detected 
in Ca+ emission. This is the most conspicuous source of energy at the visible 
surface of the Sun and it features prominently in theories of coronal heating and 
solar flares.
Throughout the solar atmosphere there is a change in balance between the 
magnetic field and the gas pressure (see, e.g., Lang 2001).
where B  is the magnitude of the magnetic field.
Pg = N k T , (1 .2 )
where N  is the particle density, k is Boltzmann’s constant and T  is the gas
temperature.
Equation 1.1 defines the pressure exerted by the magnetic field on the plasma 
perpendicular to the field lines and Equation 1.2 gives the competing pressure 
of the gas. Below the photosphere, Pg dominates over Pm and the gas tends to 
move the field lines around. Above the photosphere and especially out into the 
corona, Pm dominates and the field controls the plasma. Low in the corona, the 
two pressures become equal when the magnetic field is
B  = V 2 k N T  =  V2.76 x 1 0 ~16N T  (1.3)
Extreme ultraviolet (EUV) images, especially those recorded with the TRACE
satellite (see Section 1.10.3 and Figure 1.3), show the low corona and transition 
region lit by a complex structure of loops. The hot plasma indicates where the 
magnetic field threads through this part of the solar atmosphere. In a coronal 
loop, N  & 1011 cm - 3  and T  «  106 K. So Equation 1.3 gives a coronal loop field 
strength of ~  5 gauss.
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CHAPTER 1. SOLAR FLARES AND ACCELERATED PARTICLES
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Figure 1.3: TRACE images showing the ubiquitous loop structure of the solar 
transition region and corona. From left to right, top to bottom, these show 
the active regions of 1998 May 19 and 1998 August 19, in 171 A light, and the 
post-flare loops of 1998 August 16, in 195 A light (NASA Goddard Space Flight 
Centre). The fourth image is a cartoon of the underlying magnetic structure with 
a hypothetical accelerated ion path.
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Attempts to understand emission from solar flares and other activity centre 
on the increased magnetic field available in loops. The solar plasma threaded by 
such fields can provide sufficient energy to drive flares and magnetic loops are 
capable of accelerating the ions that excite 7 -ray line spectra (e.g. Hua et al. 
1989).
1.4 Solar Flare Phenomena
A solar flare is an explosion in the solar atmosphere. The study of flares focusses 
on where the energy to drive the explosion comes from and how this energy comes 
to be manifest in the explosion itself. A broad range of electromagnetic radiation 
is produced along with accelerated particles such as electrons, protons, neutrons 
and atomic nuclei. In the course of the explosion large quantities of matter 
can be ejected from the solar atmosphere and shock waves are detected. Solar 
flares are always associated with regions of magnetic activity, usually occurring in 
the magnetically neutral region between positive and negative fields in an active 
region (the ‘neutral line’), and are likely driven by the interaction of motions in 
the solar atmosphere and the local magnetic field. Phenomena observed in a flare 
generally divide into an ‘impulsive’ component, lasting for tens of minutes, and 
a ‘gradual’ component, lasting for hours.
Flare energies can be as great as 1032 ergs. The effects are felt far out in space 
where they impact on human activities. Damage to satellites, power grids and 
communication networks is not uncommon and provides an economic motivation 
to understanding flares. Also the Sun is a fairly typical star, and even larger flare 
activity can be detected on other stars. The Sun provides a close-by laboratory 
for the study of a general astrophysical phenomenon.
1.4.1 The Cycle of Solar A ctivity
Over a period of eleven years, events in the solar atmosphere unfold so that many 
phenomena involving high energy and strong magnetic fields increase in intensity 
or frequency of occurrence, reaching a maximum and then dying down again into 
the relative quiescence of solar minimum. The cycle can be observed in many ways 
ranging from the sunspot count (see Figure 1.4) through high-energy radiation 
(ultra-violet and, X-rays) to solar flare frequency and coronal mass ejections and
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Figure 1.4: The solar cycle as revealed in the sunspot record. Essentially this 
graph shows the frequency of sunspots on the visible solar disk over time. Al­
though the sunspot number does not repeat exactly, it cycles from minimum to 
maximum over a fairly regular period of about 11 years (Covington & Myers 
2000).
all of these phenomena originate in active regions marked by high concentration 
of sunspots (and hence magnetic fields). Although flare frequency follows the 
cycle, the energy in each flare does not. It is often the case that very large flares 
occur during the declining part of the cycle following solar maximum.
1.4.2 E lectrom agn etic  R ad iation
There are five types of metre-wavelength radio emissions as defined by Wild et al. 
(1963). Type I are associated with an active region but not with a flare. A typical 
Type I noise storm produces a long series of bursts (at several hundred MHz) with, 
sometimes, a weak background. Type II bursts come in two bands a few MHz 
wide, with a 2:1 frequency ratio. The lower frequency starts at about 100 MHz 
and drifts down in frequency, fading out below 30 MHz. This may be due to a 
shock wave spreading out from the flare and exciting plasma oscillations. The 
frequency would then change with conditions in the plasma at different levels 
in the solar atmosphere. Durations of 5 to 10 minutes are usual. Type III 
bursts display characteristic spikes of intense emission that drift from high to low 
frequencies (100s of MHz to 10s of kHz) in a few seconds. This is due to a stream of 
fast electrons moving out from the base of the corona to the distance of the Earth,
w o  IflQ ti*0 ***> 1**0
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again exciting plasma oscillations on the way like the shock waves in the Type II 
bursts. Type IV bursts usually follow Type II in long-duration flares (defined by 
the soft X-ray emission) and present a complex continuum. They correlate well 
with emission of protons into interplanetary space (see Sections 2.4.1 and 2.5.3 for 
SEPs). They are generally associated with coronal mass ejections (CMEs). Type 
V bursts are also continuum emissions but follow Type III bursts in impulsive 
soft X-ray flares. They may be due to Langmuir waves from electrons ejected by 
the Type III event. See Section 2.5 for a more detailed account of the various 
plasma waves.
Impulsive microwave bursts ( > 1  GHz) are similar to hard X-ray and EUV 
bursts and occur simultaneously. They are characterized by a broad-band con­
tinuum with a maximum between 3 and 10 GHz. The maximum occurs at higher 
frequencies for stronger bursts. This appears to be gyrosynchrotron emission 
from non-thermal electrons (>100 keV). Gradually increasing microwave emis­
sions are often associated with soft X-ray bursts, possibly produced in thermal 
bremsstrahlung, like the X-rays (Murphy 1985).
Optical and UV emission is exhibited mostly in spectral lines. Rare continuum 
emission is most likely due to high-energy particles heating the photosphere by 
a few hundred K and enhancing recombination continuum (Murphy 1985, and 
references therein). These are comparatively low temperature emissions. Optical 
imaging of solar activity has long been successful in the Ha emission line at 
6563 A. Ha brightening either side of the magnetic neutral line indicates the 
precursor and this emission also shows wave motions on the disk and coronal 
mass ejections at the limb.
EUV bursts are usually simultaneous with the non-thermal hard X-rays and 
microwaves. When there is no non-thermal burst, a more gradual EUV emission 
can often be detected. There are EUV lines and a recombination continuum. 
Spectroscopic analysis reveals that the impulsive burst emission originates in 
conditions compatible with the chromosphere and transition region while the 
more gradual emission appears coronal. EUV imaging is proving to be a powerful 
tool for investigating the active Sun (see Section 1.10.3 and Figure 1.3).
Soft X-rays (<-10 keV) also accompany the H a emission from the flare itself 
and produce a spectrum that is most likely due to thermal bremsstrahlung from
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plasma at around 107 K. This emission grows over a period of a few minutes 
(impulsive phase) and then decays over a longer time, up to several hours (gradual 
phase) (Murphy 1985). Hard X-rays (>10 keV) often accompany the rising part 
of the soft X-ray emission. The time-scale of soft X-ray emission is used to classify 
flares as ‘impulsive’ or ‘long-duration.’ The thermal X-ray plasma is much denser 
than the surrounding corona, possibly supplied by heated chromospheric plasma 
‘evaporating’ into the corona (Murphy 1985).
Hard X-rays, between 30 and 300 keV, usually follow closely on the soft X-ray 
burst. This is usually a short burst lasting between a few seconds and a few 
minutes. The hard X-rays are usually attributed to non-thermal bremsstrahlung 
emission because the X-ray spectrum usually follows a power law, has a very 
short-scale time variation (seconds or less) and occurs simultaneously with the 
impulsive microwave bursts (also thought to be non-thermal). See, for example, 
Brown (1971); Lin & Hudson (1976); Hoyng et al. (1976).
Lines and continuum are observed in 7 -rays (Chupp 1984, and see Figure 2 .1 ). 
Spectral lines are produced in nuclear interactions between flare-accelerated ions 
and ambient nuclei in the solar atmosphere. Many are due to the deexcitation 
of nuclei excited in collisions with fast ions, the narrow lines being produced by 
light fast ions hitting heavy nuclei. These are a major topic in this present work 
and need fast ions with energies ranging from a few MeV up to tens of MeV to 
excite the nuclei. This gives us a window onto the ions accelerated by the flare 
in this energy band. There are also lines produced by the capture of neutrons on 
hydrogen (at 2.223 MeV) and by the annihilation of positrons (at 0.511 MeV).
There is a 7 -ray continuum due mainly to very broad lines emitted by heavy 
accelerated nuclei interacting with lighter ambient particles, producing large 
doppler broadening, and from the decay of neutral pions (at photon energies 
>30 MeV) and also to bremsstrahlung emission from relativistic electrons. There 
are often many unresolved lines that add to the continuum. The nuclear deex­
citation lines are the main component of the continuum between 4 and 7 MeV 
(Murphy et al. 1990b, 1991). 7 -rays are often associated with impulsive flares.
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1.4.3 Energetic Particles
Solar Energetic Particles (SEPs) are often emitted in flares and, especially in 
Coronal Mass Ejections (see Sections 2.4.1 and 2.5.3). These are fast ions with 
energies up to 10 GeV and electrons with energies up to tens of MeV. Large SEP 
events are usually associated with long-duration flares. With careful study, the 
distribution of SEPs with energy can provide clues as to the energy distributions 
of the accelerated ions that produce the 7 -ray emission. They can also help with 
studying the relative abundances within the various accelerated ions. However 
these particles can experience further acceleration by shocks on their way from 
the Sun. Interactions along the way and simple decay will complicate their use 
in determining abundances.
Neutrons are also ejected from flares. See Chapter 6  for detailed discussion 
of neutrons and their relationship with the accelerated ions tha t excite the 7 -ray 
emission. Again these have to be studied with care. They suffer decays to protons 
as they come to us from the Sun and their interaction with the detector system 
can be involved. They originate in the nuclear reactions that also produce the 
7 -ray emission but are produced by fast ions in the tens to hundreds of MeV 
energy range. Thus they extend our window into the energy distribution of the 
fast ions and hence into their acceleration mechanisms.
1.5 7-ray Spectroscopy
When highly energetic ions, with energies of a few MeV or more, move through 
ambient material, they can interact with it in nuclear reactions that produce 
nuclei in excited states. The lifetimes of the excited states are very short-lived, 
of order 10“ 12 seconds. Therefore they quickly de-excite and release the excess 
energy in 7 -ray photons. The same result is achieved when heavy nuclei are 
the accelerated ions except that, because these fast-moving heavy nuclei are also 
emitting the 7 -rays, the resulting lines are broader due to a greater Doppler 
effect. This broad-line component combines with the highest energy electron 
bremsstrahlung emission to create the 7 -ray continuum and the broad lines dom­
inate the continuum at the highest energies. All of these mechanisms makes a rich 
gamma-ray spectrum, providing probes into the energies of the exciting particles
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and the relative abundances of the emitting species. Indeed, the 7 -ray lines are 
the only direct signature of the ions accelerated in solar flares.
Dolan & Fazio (1965) predicted that the 2 .2 2  MeV neutron recapture line 
should be observable in solar flares. Richard Lingenfelter and the late Reuven 
Ramaty made the first detailed calculations of the expected nuclear line fluxes at 
the Earth due to a solar flare and suggested that gamma-ray line spectra could 
be useful tools to investigate solar flares (Lingenfelter & Ramaty 1967) and they 
and their collaborators have provided most of the techniques necessary to exploit 
it. After many Ramaty and Lingenfelter papers, showing that 7 -rays should be 
there to find, Chupp et al. (1973); Meliorensky et al. (1975) finally reported their 
detection in solar flares (see Section 1.10.1).
These de-excitation lines are one component of a rich spectrum, stretching 
from 1 MeV to 7 MeV. At 2.223 MeV there is a line due to the capture of neu­
trons by hydrogen nuclei to produce deuterium by the reaction 1H(n,7 )2H. The 
fast neutrons arise in a variety of spallation reactions that contribute to the de­
excitation lines. The spallation reactions are caused by protons with energies 
in excess of 30 MeV, extending the proton energy coverage of the 7 -ray spec­
trum. Together with other signatures such as pion decay continuum, secondary 
neutrons and the 0.511 MeV positron annihilation line, these lines yield a fairly 
complete picture of flare ion acceleration from about 3 MeV.nucleon- 1  to several 
GeV.nucleon- 1  (e.g. Murphy (1985); Kocharov et al. (1998); Vilmer & MacKin­
non (2003)).
1.6 De-excitation Lines to Consider
The choice of lines to observe is mainly decided by their observability and the 
availability of laboratory-measured cross-sections. The strongest lines (Kozlovsky 
et al. 2 0 0 2 ) arise between photon energies of 1 MeV and 7 MeV due to excited 
states of the nuclei of carbon, nitrogen, oxygen, neon, magnesium, silicon and iron 
(Ramaty 1986; Chupp 1984). Many others are known but have not been observed. 
The cross-sections of these lines are discussed in detail in 2.3. The intensities of 
these lines depend on the abundance of these elements in the source as well as 
the detailed nuclear physics and some difficulties have arisen in matching these
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to known abundances in likely source regions (the corona, chromosphere and 
photosphere). The abundance of 20Ne is a particular problem that is addressed 
in the work presented in this thesis.
1.7 Neutron Emission
Hard X-ray and 7 -ray observations reveal the presence of electrons of energies 
sometimes in excess of 10 MeV; and of ions of energies sometimes exceeding 
1 GeV/nucleon. Fast neutrons, secondary products of various nuclear reactions 
involving the accelerated ions, are a valuable diagnostic of the solar flare acceler­
ated ion distribution, filling the diagnostic gap between the nuclear de-excitation 
7 -ray lines which tell us about ions at 10 to 100 MeV.nucleon-1, and pion decay 
continuum around 100 MeV photon energy, which carries information on ions 
with more than 300 MeV energy. Solar flare secondary neutrons were first de­
tected by SMM (Chupp et al. 1982), but with no energy discrimination. Initial 
assumptions about the impulsive production of neutrons were later found to be 
false (Chupp et al. 1987). COMPTEL could perform neutron imaging and spec­
troscopy in the energy range 10 to 120 MeV (e.g. McConnell (1994)) and has 
provided the first neutron spectra and images. Interpreting the COMPTEL neu­
tron data presents some difficulties in ensuring that meaningful neutron counts 
are obtained. An inversion of a COMPTEL neutron spectrum, using a full in­
strument response matrix is presented here. This is an improvement on previous 
approaches which applied only diagonal elements of this matrix and lost some of 
the detected neutrons.
1.8 The Source
The 7  emission and neutron observations together can test the available models 
for particle acceleration. Constraints can be placed on the rapidity of particle 
acceleration, or the greatest individual particle energies of which the accelerator 
must be capable. Accelerated, non-thermal particles are a primary product of the 
energy release process in solar flares. We have known for decades that the energy 
content of electrons above about 20 - 25 keV appears to constitute several tenths 
of the total energy manifested in the flare (e.g. Hoyng et al. (1976), Lin &; Hudson
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(1976)). However, the overall role of fast ions in flares remains uncertain. Early, 
SMM era estimates of the energy content of ions above 1 -1 0  MeV.nucleon- 1  (e.g. 
Murphy & Ramaty (1984), Ramaty (1986)) indicated values modest compared to 
those of electrons.
The strong de-excitation lines are all produced by particles with higher en­
ergies than a few MeV.nucleon-1 , more energy than is available thermally in 
the corona. In the observable range, fast ion numbers decrease with energy and 
so the total energy in these ions must be dominated by the form of the energy 
distribution at lower energies. Yet this is below the window afforded by 7 -ray 
spectroscopy. If the energy distribution deduced from gamma-ray lines is flatter 
below about 1 MeV, the total fast ion energy distribution will be small. Fast 
ions would not then be a major element in the transport of flare energy. Since 
the Ramaty-Lee model of particle acceleration (Ramaty et al. 1979) predicts just 
such a distribution, fast ions have long been discounted. Now, if the distribution 
continued to increase in number as energy decreased down to energies of, say 25 
keV/nucleon, fast ions would be a major product of the energy release process. 
The accelerated ions would then need to be considered if flare radiation signatures 
at other wavelengths were to be understood. This component and its importance 
in the flare mechanism remains problematic and Dennis (1988) compares it to the 
Loch Ness Monster (also Brown et al. (1990)). This is in contrast to the role of 
electrons, for which the thick target interpretation of deka-keV bremsstrahlung 
X-rays provides estimates of total energy content, assuming a power law for their 
energy distribution (e.g. Hoyng et al. (1976); Lin & Hudson (1976)). However 
there are still uncertainties here over the minimum energy to which this power 
law extends (Kane et al. 1992; Emslie 2003; Galloway et al. 2004).
More recent work has begun to offer new insights. Share Sz Murphy (1995) 
pointed out the unexpectedly bright intensity of the 1.63 MeV line that arises 
from de-excitations of the first excited state of 20Ne. There is uncertainty in 
estimates of neon abundance in the corona and other situations (e.g. Widing 
Sz Feldman (1995); McKenzie &; Feldman (1992); Saba Sz Strong (1993)), and 
20Ne abundance variations between flares appeared to be part of the explanation. 
However, Share Sz Murphy (1995) demonstrated that there must be some other 
factor. One possibility lies in the sensitivity at lower proton energy of the cross­
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section for excitation of the 1.63 MeV 20Ne state. Protons of energies as low 
as 2 MeV can contribute to this line, while most other de-excitation lines need 
protons of at least 4 MeV for their production. A strong 1.63 MeV line would 
imply that the distribution of accelerated protons remains steep down to 2 - 
3 MeV. This finding does not agree with the Ramaty-Lee Bessel function K2 in 
momentum, which flattens off at low proton energies, and seems to suggest a 
higher proportion of accelerated ions at lower energies without revealing more 
about ions below 1 MeV.nucleon-1. It may be that deduced power-law type 
distributions extrapolate to sub-MeV energies, implying a very large total ion 
content (Ramaty et al. 1996b).
All of these discussions also assume thick target production of 7 -rays, i.e. that 
the accelerated ions stop completely in the source. Then the energy loss rate of 
the fast ions also enters the discussion, because it determines how long they stay 
above any particular energy and thus the number of photons they can produce 
while slowing down. Ions may interact resonantly with magnetohydrodynamic 
(MHD) waves but this results primarily in pitch-angle scattering, at least to 
first order (e.g. Miller & Ramaty (1987)), rather than any change in energy. 
Thus the necessary energy loss rates are given by test particle treatments of 
binary interactions (e.g. Spitzer (1956), Trubnikov (1965)). Emslie et al. (1997) 
pointed out that all the existing treatments assumed ‘cold target’ energy loss 
rates, assuming test particle speeds are very much greater than target particle 
speeds. For temperatures above 107 K and proton energies around a few MeV, 
however, this may no longer be the case. In this ‘warm target’ regime fast ions 
lose less energy in each binary collision, their effective lifetimes in the source are 
longer, and their photon yields potentially enhanced. Thus the stronger than 
expected 1.63 MeV line might reflect a reduced, warm target energy loss rate 
near threshold, rather than a greater number of fast protons.
However, Emslie et al. (1997) eventually concluded that warm target effects 
could not account for the brighter 20Ne line. The reduction in energy loss rate 
over cold target conditions simply made it easier for the protons to leave the 
hot coronal region. They would produce their cold target photon yields, after 
quickly passing into the chromosphere. Emslie’s conclusion neglects any other 
mechanisms that could keep the protons in the corona. Accordingly any trea t­
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ment of a fully-contained source was carried out only in a semi-quantitative way, 
approximating that the energy of the cross-section peak (close to 6  MeV) was 
characteristic of the protons and neglecting those at 3 MeV which can still con­
tribute to the emission.
In Chapter 4 I re-evaluate the possible effect of warm target energy losses 
on the 1.63 MeV 20Ne line (MacKinnon Sz Toner 2003). I look at the effect of 
warm target energy losses on the yield of the 1.63 MeV line in a hypothetical, 
fully-contained source. This illustrates the importance of considering all relevant 
proton energies. Such a hypothetical source is not a real flare but it does set the 
maximum influence warm target effects could ever have on estimates of ion energy 
distribution and total energy content. A brief Appendix reviews theoretical and 
experimental results on ion energy loss rates in neutral and ionized targets.
1.9 Species Differentiation in the Accelerated  
Particle Spectrum
Nuclear de-excitation 7 -ray lines yield diagnostic information on ion acceleration 
in solar flares. Deductions using these lines of flare site ion distributions generally 
assume that all accelerated ion species have energy distributions of the same form. 
Particularly high total energy contents for fast ions result. In Chapter 5, I show 
how this assumption may be relaxed. Sufficiently precise measurements of a key 
set of lines may be combined to deduce separately the distributions of the fast 
protons and a-particles that produce the narrow de-excitation lines.
I apply the resulting procedure to the SMM/GRS observations. This provides 
two sorts of illustration, one assuming the relative abundance of fast a ’s and 
protons, and the other delineating regions of the parameter space consistent with 
the lines that are observed. Implications for flare ion total energy content may 
be dramatic.
1.10 Data
Spectra of solar activity in the 7 -ray range, have to be collected from high altitude, 
since the Earth’s atmosphere blocks most of this radiation. Early balloon flights 
provided images of the sky in X-rays and 7 -rays. The first solar 7 -ray photons
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were detected in 1958 (Chupp 1984; Peterson & Winckler 1959). These balloons 
were able to operate at high altitudes for hours or days at a time and modern 
long-duration balloon flights continue to add to our knowledge of the high-energy 
sky. However, most solar 7 -ray data now come from spacecraft.
These are of two main types: Earth satellites, which are typically placed in 
a low polar orbit, chosen to minimize the time spent in the Earth’s shadow, and 
interplanetary spacecraft, often placed in orbit around the LI Lagrange point 
between the Earth and the Sun, a £halo’ orbit (see Figure 1.7). The halo orbit 
is reserved for durable spacecraft that can constantly monitor the Sun for a long 
time without servicing. Satellites in low Earth orbits have benefitted from regular 
servicing by Space Shuttle flights, allowing for extended missions and equipment 
upgrades. Spacecraft can gather whole-sun flux measurements, detailed images 
and spectra in 7 -rays. They also monitor other electromagnetic frequencies, es­
pecially ultra violet and X-rays, and also observe particle fluxes from solar events 
such as protons, electrons, neutrons and a-particles.
Detection of 7 -rays usually depends on technology borrowed from nuclear 
physics. A volume of material, either plastic or crystal, that scintillates on passage 
of a high-energy photon or particle (they often detect neutrons simultaneously) 
acts as the first stage of detection. The larger this scintillator the more likely it is 
to stop a photon and therefore the more sensitive the instrument. The scintillation 
photons are then observed by photomultipliers. This count of scintillation photons 
is what we need to interpret to discover the nature of the 7 -ray detection. Not all 
of these detections will be solar in origin. High-energy radiation interacts with 
the spacecraft and can produce interesting 7 -ray emission. Shielding and a good 
knowledge of the spacecraft’s contribution help to isolate the solar data. There 
are also local sources which interfere, particularly in Earth orbit. Solar activity 
stimulates the Earth’s upper atmosphere causing it to emit its own rich 7 -ray 
spectrum. Also, energetic particles are captured by the geomagnetic field and 
cause interference when the satellite passes through them. A major concentration 
is formed in the South Atlantic Anomaly (SAA) and care has to be taken to avoid 
data gathered in such a location.
When observing cosmic 7 -ray sources, the background is often removed by 
subtracting a spectrum observed in a nearby region of the sky around the same
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time as the main observation. However, this is difficult when observing a complex 
extended source like a solar flare. The accepted method of removing background 
interference from a solar flare spectrum is to look at spectra from a previous orbit 
and a subsequent orbit that placed the spacecraft in similar positions to the one 
when the flare was observed. Sometimes this process can be summed over many- 
previous and subsequent orbits. This creates a background spectrum which is 
then removed from the solar flare data (Murphy et al. 1990a, 1997).
1.10.1 Early 7 -ray Observations
Explorer 1 1 , or S 15, was the first 7 -ray detection satellite flown (High Energy 
Astrophysics Science Archive Research Centre 2004). It was launched on 27 April 
1961 and the instrument aboard was designed to detect 7 -rays above 50 MeV. It 
was intended to map the positions of 7 -ray sources. These were found to originate 
from solar flares, the Van Allen belts and from an isotropic cosmic background 
(Arnold et al. 1962; Mechau 1962; Miller 1962). The satellite operated well until 
early September 1961, when power supply problems became noticeable and soon 
no more useful data could be collected.
The Ranger probes were intended to crash-land on the Moon, transmitting 
close-up photographs of the lunar surface on the way (High Energy Astrophysics 
Science Archive Research Centre 2004). However not all of them completed their 
mission as intended. In particular Ranger 3 and Ranger 5, both launched in 1962, 
missed the Moon and went into heliocentric orbits. They were both equipped 
with 7 -ray instruments for measuring radiation from the lunar surface. The 
detector in each of these was a Csl crystal surrounded by a plastic scintillator. 
A photomultiplier tube detected each event which was then recorded in a 32- 
channel pulse height analyzer. This provided spectra over the energy ranges 0.1 
to 3.0 MeV and 20 to 600 keV (National Space Science Data Centre 2004). These 
instruments were instead used to measure the 7 -ray background before they were 
lost to telemetry.
Over this period there were a number of satellite series (High Energy Astro­
physics Science Archive Research Centre 2004) which included 7 -ray instruments 
such as OGO (Orbiting Geophysical Satellites), Cosmos and the military Vela 
satellites. The Vela series were intended to monitor for violations of the 1963
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Figure 1.5: The 7 -ray background showing the Apollo and Ranger contributions.
Limited Test Ban Treaty, but they also detected extra-terrestrial sources of ra­
diation, and discovered 7 -ray bursts, although the discovery was kept secret at 
the time in the interests of national security. They were fitted with Csl 7 -ray 
detectors sensitive to photons in the energy range 150 to 750 keV. The IMP- 6  
(Interplanetary Monitoring Platform) satellite was launched in 1971. While this 
instrument was monitoring for solar flares, it unexpectedly detected 7 -ray bursts.
The cosmic 7 -ray background was the focus of the SAS-2 (Small Astronomical 
Satellite; SAS-1  was the Uhuru X-ray satellite ), launched in 1972 by NASA and 
lasting seven months, and ESA’s COS-B, which flew between 1975 and 1982 (High 
Energy Astrophysics Science Archive Research Centre 2004). These confirmed 
the early detections of the background and discovered a number of 7 -ray point 
sources.
Apollo 15 and 16 (1971 and 1972 respectively) released sub-satellites while 
in orbit around the Moon to do studies on lunar gravity and magnetic fields. 
Apollo 16 astronauts John Young and Charles Duke deployed a UV electrographic
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camera and spectrograph on the lunar surface. The instrument observed the Sun, 
the E arth’s geocorona and various astronomical objects. Both Apollo 15 and 16 
Command and Service Modules carried 7 -ray spectrometers. They contained 
a Nal(Th) scintillation crystal in a plastic scintillator shield, which prevented 
interference from charged particles, and could be extended on a boom, 7.6 m 
long, to reduce interference from the spacecraft. 7 -rays could be studied between 
0.5 and 30 MeV with an energy resolution of 8.5%. These spectrometers studied 
the lunar surface in a 2 ° to 3° field and the 7 -ray background (see Figure 1.5 and 
Lindstrom et al. (1971); National Space Science Data Centre (2004)).
1 .1 0 . 2  Early Solar 7 -ray Observations
Launched in 1962, Orbiting Solar Observatory 1 (OSO 1 ) was the first of a series 
of nearly identical satellites intended to cover an entire 1 1 -year solar cycle (e.g. 
Ramaty 1974; Datlowe et al. 1974). The primary mission objectives were to 
measure the solar electromagnetic radiation in the UV, X-ray, and gamma-ray 
regions. OSO-3, was launched in 1967 and the series continued until OSO- 8  which 
flew between 1975 and 1978 (High Energy Astrophysics Science Archive Research 
Centre 2004). For solar 7 -ray workers the high point of this series was OSO-7 
which detected the first 7 -ray spectrum of a solar flare on 4 August 1972 (Chupp 
et al. 1973; Chupp &; Dunphy 2004). This spectrum included lines at 0.511 MeV 
(positron annihilation), 2.22 MeV (neutron capture), 4.44 MeV (12C nuclear line) 
and 6.13 MeV (160  nuclear line). The positron and neutron lines were seen again 
in the 7 August 1972 flare. The same flares were also seen by the Prognoz-2  
satellite.
The SIGNE program (Solar International Gamma-Ray and Neutron Exper­
iments) was a joint French-Soviet program which first went into space in 1972 
with the Prognoz- 2  satellite and completed with the Prognoz-9 satellite in 1983. 
The scientific objectives of all of the Prognoz missions was the study of particles 
and fields and solar electromagnetic radiation (see, e.g., Volodichev et al. 1983; 
Zastenker et al. 1985). Prognoz-2 carried the Signe-1 instrument which was sen­
sitive to 7 -rays in the range 0.4 to 11.8 MeV in eight bands. It detected emission 
from the 4 and 7 August 1972 flares in the 3.9 to 8.1 MeV band, consistent with 
the OSO-7 detection of the 4.44 MeV and 6.13 MeV lines (Meliorensky et al.
20
1975; Talon et al. 1975). Talon et al. (1975) also looked at data from a flare on 
2  August 1972 but did not find conclusive evidence of 7 -ray line emission.
The next solar 7 -ray detections following OSO-7, were made by the first High 
Energy Astrophysical Observatory satellite (HEAO-1 ) on 11  July 1978, using its 
A4 detector, the UCSD/MIT Hard X-ray/Low-Energy Gamma-Ray Experiment 
(Hudson et al. 1980). This could detect X-rays and 7 -rays between 80 keV and 
10 MeV and found the neutron capture line at 2 .2 2  MeV and the 12C line at 
4.44 MeV and measured the 1 to 5 MeV continuum emission .
This was followed by HEAO-3 which carried the Gamma Ray Spectroscopy 
Experiment which could detect X-rays between 50 keV and lOMeV. It measured 
the 2 .2 2  MeV line and the continuum above 80 keV and above 3.8 MeV during 
the short 9 November 1979 flare (Prince et al. 1982). This period also saw the 
first part of the Solar Maximum Mission (SMM) (Section 1.10.4) and also the 
Japanese satellite Hinotori. Hinotori carried a 7 -ray spectrometer sensitive to 
the energy range 0.21 to 6.67 MeV. It observed many 7 -ray flares after its launch 
in 1981 and detected several 7 -ray lines, including 0.85 MeV 56Fe, 1.24 MeV 56Fe, 
1.63 MeV 20Ne, 1.78 MeV 28 Si, 2.22 MeV neutron capture, 4.44 MeV 12C, and 
6.14 MeV 160 . It could not discriminate between the a  — a  lines at 0.43 MeV 
and 0.48 MeV and the 0.51 MeV positron emission but did detect a broad peak 
in that range (Yoshimori et al. 1983).
GRANAT was launched by Russia in 1989 and made observations up until 
1998 (Figure 1.6). It was created in collaboration with a number of European 
countries, particularly France, where the SIGMA X-ray telescope and PHEBUS 
high-energy 7 -ray experiment were developed. The other 7 -ray instruments were 
KONUS-B, which added a lower energy range to PHEBUS’ 7 -ray burst monitor­
ing (0.02 to 100 MeV in all), and TOURNESOL, which was used view a 5° field 
in the energy range 0.002 to 20 MeV. GRANAT was primarily a cosmic X-ray ob­
servatory but also was used to study solar activity in X-rays, 7 -rays and charged 
particles (Chupp & Dunphy 2004; Trottet et al. 2003; Vilmer & MacKinnon 2003; 
Lentners et al. 1999; Murphy et al. 1999; Ramaty & Mandzhavidze 1997; Vilmer 
1994; Terekhov et al. 1993; Pelaez et al. 1992; Chuchkov et al. 1991).
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Figure 1.6: The Russian GRANAT X-ray observatory.
1.10.3 S u p p ortin g  Space O bservations
In addition to observing the 7-ray spectra and 7-ray emissions, we also need to 
know about the composition of the source, the species abundances. There is a long 
history of space probes investigating interplanetary particles and solar energetic 
particles which give a window onto the composition of material from flares. We 
also get good imaging from other wavebands such as extreme ultra-violet and 
X-rays.
The Helios pair of satellites were put into solar orbits by NASA for the Federal 
Republic of Germany. Helios-A was launched in 1974 and Helios-B was launched 
in 1976. The Helios satellites investigated many features of the interplanetary 
medium and solar activity and, in particular, Solar Energetic Particles using 
magnetic particle spectrometers. These could detect protons above 80 keV and 
electrons above 15 keV (McDonald & Van Hollebeke 1985; Sanahuja et al. 1983).
The International Sun-Earth Explorer (ISEE) program consisted of 3 satellites- 
ISEE-1 and ISEE-3 were the principal US contribution to the International Mag- 
netospheric Study, and ISEE-2 which was built and managed by ESA. ISEE-3 
was launched in 1978. It was inserted into a ‘halo’ orbit about the libration point 
some 240 Earth radii upstream between the Earth and Sun. Three proton tele-
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scopes on board detected particles in the energy range 35 to 1600 keV and were 
used to investigate the interplanetary medium and particles produced in solar 
flares (e.g. Reames et al. 1990; Kunz et al. 1983; Sanahuja et al. 1983). ISEE-3 
was renamed ICE (International Cometary Explorer) when, after completing its 
original mission in 1982, it was gravitationally maneuvered to intercept the comet 
P/Giacobini-Zinner. In 1985, the veteran NASA spacecraft flew through the tail 
of the comet. An extended ICE mission was approved by NASA in 1991 for the 
continued investigation of coronal mass ejections and cosmic rays, and coordi­
nated observations with Ulysses. It will return to the vicinity of the Earth-moon 
system in 2014.
The Ulysses mission is a joint mission with NASA and ESA to explore the 
solar environment at high ecliptic latitudes. It was launched in 1990, and reached 
Jupiter for its ‘gravitational slingshot’ in 1992. It passed the south solar pole in 
1994 and crossed the ecliptic equator in 1995, during solar minimum. In addition 
to its solar environment instruments, Ulysses also carries plasma instruments to 
study the interstellar and Jovian regions, as well as two instruments for studying 
X-rays and gamma-rays of both solar and cosmic origins (Trottet et al. 2003). 
Its mission was extended for an additional thirteen years and will now continue 
until 2008, allowing measurements with the same instruments at the next solar 
minimum in 2006. Recently problems with the satellite heating system have 
developed and engineers are having to be careful about loading the power system 
until the spacecraft moves close enough to the Sun to prevent fuel lines from 
freezing. This will be in 2007 (Phillips 2004).
After launch in 1994, NASA’s Wind satellite took up a ‘halo’ orbit between 
the Sun and the Earth (similarly to SOHO, Figure 1.7), where it can observe the 
solar wind. Onboard are the hot plasma and charged particles Three-Dimensional 
Plasma analyzer (3DP) experiment, the Transient Gamma-Ray Spectrometer 
(TGRS), the Magnetic Fields Instrument (MFI), the Plasma and Radio Waves 
(WAVES) experiment, the Solar Wind Experiment (SWE), the Energetic Particle 
Acceleration, Composition and Transport (EPACT) experiment, the Solar Wind 
and Suprathermal Ion Composition Studies (SWICS/STICS) experiment and the 
Gamma Ray Burst Detector (KONUS).
SOHO was launched in 1995. It sits in a ‘halo’ orbit around a Lagrange point
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Figure 1.7: The ‘halo’ orbit exploited by SOHO and other solar observatories.
1 /100  of the distance between the Earth and the Sun (see Figure 1.7) and monitors 
solar activity. The instruments are designed to explore three aspects of the Sun 
and its environment. GOLF (Global Oscillations at Low Frequencies), VIRGO 
(Variability of Solar Irradiance and Gravity Oscillations) and MDI/SOI (Michel- 
son Doppler Imager/Solar Oscillations Investigation) monitor oscillations at dif­
ferent temporal and spacial scales to allow study of the solar interior; SUMER (So­
lar Ultraviolet Measurements of Emitted Radiation), CDS (Coronal Diagnostic 
Spectrometer), EIT (Extreme ultraviolet Imaging Telescope), UVCS (Ultra Violet 
Coronagraph Spectrometer) and LASCO (Large Angle and Spectroscopic Coron- 
agraph) observe the corona; and CELIAS (Charge Element and Isotope Analysis 
System), COSTEP (Comprehensive Suprathermal and Energetic Particle Ana­
lyzer) and ERNE (Energetic and Relativistic Nuclei and Electron Experiment) 
allow study of the in situ solar wind while SWAN (Solar Wind Anisotropies) 
maps hydrogen in the heliosphere from ten solar diameters outwards. Between 
them it is hoped to develop an early warning system for extreme solar activity 
leading to adverse space weather at the Earth.
In 1997, the Advanced Composition Explorer (ACE) joined SOHO and WIND 
at the Lagrange point. It is equipped with a battery of particle-detection instru­
ments and was specifically designed to investigate questions of chemical abun-
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Figure 1.8: The Transition Region and Coronal Explorer (TRACE). Image cour­
tesy of http://sunland.gsfc.nasa.gov/smex/trace.
dance in the solar wind and in coronal mass ejections. It is still functioning well 
and contributing to our knowledge of solar energetic particles (see Section 2.4).
The Transition Region and Coronal Explorer (TRACE) is equipped with a 
telescope, filters and CCD detector allowing it to image parts of the solar atmo­
sphere in emission lines of Fe, H and C at 171, 195, 284, 1216 and 1550 A and 
in the continuum at 1600 A (Figure 1.8). This emission originates from regions 
stretching from the upper photosphere out into the lower corona and allows imag­
ing of plasma loops and flares. These close-up images complement the larger-scale 
pictures provided by SOHO.
Probably one of the most important support systems for solar physics obser­
vations is provided by the Geostationary Operational Environmental Satellites 
(GOES) operated by the US National Oceanic and Atmospheric Administration 
(NOAA). At all times there are two of these satellites operating in the GOES- 
East (over the Pacific basin) and GOES-West (over North and South America 
and the Atlantic Ocean) positions and their primary purpose is meteorological 
monitoring of the Earth’s atmosphere. At present GOES-10 is the GOES-West 
satellite and GOES-12 is the GOES-East satellite. There are two other GOES
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Figure 1.9: This GOES X-ray flux plot contains 1 minute averages of solar X- 
ray output in the 0.1 to 0.8 nm and 0.05 to 0.4 nm passbands. Data from both 
operational GOES satellites are included. Image is from the Space Environment 
Centre (Centre 2004).
satellites in orbit: GOES-11 is on standby in case of a failure of either GOES-10 
or GOES-12 and GOES-9 is being used by the Japanese Meteorological Agency. 
The importance of these satellites for solar physics lies in their secondary objec­
tive as space weather monitors using their Space Environment Monitor (SEM) 
instrument. These provide real-time warnings of events on the Sun which can 
signal high-energy observatories to begin observations.
Up until GOES-12, the SEM provided a measure of solar X-ray flux using the 
X-ray Sensor (XRS), useful as a warning of the start of activity and after the 
event for finding the time of onset to look for in other observations. It provides 
a time series of total solar flux in the 0.5 to 4 A and 1 to 8 A bands in a 3.06 
s time resolution (see Figure 1.9). Now the GOES-12 has a Solar X-ray Imager 
(SXI) which provides images of the whole solar disk in these wavebands.
In addition to X-rays, GOES SEM can also detect protons, electrons and a- 
particles with its particle sensor (EPS) and it can monitor the Earth's magnetic 
field with its magnetometer, sensitive to changes as small as 0.2 nT.
26
Figure 1.10: The Solar Maximum Mission (SMM) Spacecraft 
1.10 .4  Solar M axim um  M ission
The Solar Maximum Mission (SMM) was launched by NASA in 1980 and was 
a dedicated high-energy solar observatory (Figure 1.10). It was intended to ob­
serve the Sun in ultra-violet, X-rays and 7-rays during the subsequent maximum 
phase of the solar cycle (Chupp et al. 1981; Ryan et al. 1981; Forrest & Chupp 
1983; Chupp 1984). However, maintenance by NASA Space Shuttle astronauts 
extended the mission’s life and it gathered data until 1989.
SMM’s instruments were the Coronagraph/Polarimeter (SMMCP) the Ultra­
violet Spectrometer and Polarimeter (UVSP), the Hard X-Ray Burst Spectrome­
ter (HXRBS) and the Gamma Ray Spectrometer (GRS). The SMMCP recorded 
corona images in the green optical band (500 to 535 nm) with some images in 
the FeXIV line at 530.0 to 530.6 nm band and the Ha line between 654.3 and 
658.3 nm. Images usually had a resolution of 12” but some were recorded at 6” 
and a catalogue of coronal mass ejections was compiled. UVSP was a Grego­
rian telescope with resolution of 2” equipped with an Ebert-Fastie spectrometer 
and five detectors. The detectors consisted of four Csl photocathode tubes that 
recorded emission between 117 and 190 nm, and one CsTe photocathode tube for 
longer wavelengths up to 360 nm. It was able to produce images of regions on the 
Sun 256” on a side. It was used to point and time observations with the other 
instruments and also recorded ozone concentrations in the Earth’s atmosphere.
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HXRBS was used to investigate energetic electrons by examining hard X-ray flux 
in fifteen channels between 25 and 500 keV at time resolutions of between 1 and 
128 ms. It employed a CsI(Na) scintillation detector collimated to a 40° field of 
view.
The GRS used an array of seven Nal(Tl) detectors to record nuclear line 
spectra between 0.3 and 0.9 MeV with an energy resolution of about 7%. In 
combination with a thick CsI(Na) crystal, their sensitivity could be extended 
to 7 -rays between 10 and 140 MeV and neutrons above 20 MeV. Hard X-rays 
between 10 and 140 keV could be detected by another two Nal detectors. Time 
resolution in GRS data is between 64 ms (for 300 to 340 keV) and 16 s, with 
typical measurements being at around 2 s resolution. The field of view covered 
half of the sky and GRS recorded many cosmic events as well as solar data. The 
GRS database of solar flare spectra still remains as an important research tool 
(e.g. Chupp & Dunphy 2004) as we wait for reduction of CGRO data and for 
new RHESSI data. It is used in this present work, particularly in chapters 3 and 
5. Convenient line intensities taken from this database are available in Share h  
Murphy (1995, 1997, 1998) and example GRS spectra are shown in Figure 1.11.
1.10.5 Yohkoh
Yohkoh (‘sunbeam’) was launched by Japan in 1991 and was a collaboration with 
the US (on the Soft X-ray Telescope and the Bragg Crystal Spectrometer) and 
the UK (on the Bragg Crystal Spectrometer). Its principal mission was to study 
solar X-ray and 7 -ray emissions which it did successfully until 2001 (Institute 
of Space and Astronautical Science 2004; NASA Goddard Space Flight Centre 
2004).
The instruments on board Yohkoh (Figure 1.12) were the Bragg Crystal Spec­
trometer (BCS), the Wide Band Spectrometer (WBS), the Soft X-ray Telescope 
(SXT) and the Hard X-ray Telescope (HXT). The BCS was a composite of four 
bent germanium crystal spectrometers, each covering a specific band of soft X- 
rays to be able to sample lines produced by FeXXVI, CaXIX and SXV with a 
resolution of ^  between 3000 and 6000. Its field of view covered the whole Sun 
and it was used to investigate hot plasmas (~  107 K) produced in solar flares.
The WBS consisted of a soft X-ray spectrometer (SXS), a hard X-ray spec-
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Figure 1 .1 1 : Spectra recorded by the Gamma Ray Spectrometer (GRS) on board 
the SMM spacecraft for four different flares.
29
Figure 1.12: The Japanese Yohkoh high-energy solar observatory.
trometer (HXS) and a 7-ray spectrometer (GRS). SXS had two proportional 
counters sensitive in the 2 to 30 keV range and was used to make time series of 
electron temperatures and emission measures throughout a flare. HXS used a 
Nal scintillator to detect photons between 20 and 400 keV and was used to make 
time series of the electron spectrum. GRS had two BGO scintillation detectors 
detecting in the 8 to 100 MeV energy range for producing time series of nuclear 
line spectra (e.g. Chupp & Dunphy 2004).
The SXT was a glancing incidence instrument that could produce X-ray im­
ages in the 0.25 to 4.0 keV energy range. The detector was a 1024 x 1024 CCD 
array. Metal filters could be used to separate various X-ray bands and the same 
detector could take optical images using a visible-light telescope when the metal 
filters were replaced by a glass filter. The HXT used a Fourier synthesis method 
for imaging X-rays with energies between 14 and 93 keV (in bands L, M l, M2 
and H). It had 64 sub-collimators, each fitted with a Nal(Tl) scintillator. Each 
of these provided a modulated count rate signal with a resolution down to 0.5 s 
which was used as a spatial Fourier component. This set of data could be pro­
cessed later to synthesize an X-ray image 2.1' x 2.1' with a resolution element 
as small as 5” . The instrument’s complete field of view was 35' x 35', covering 
the whole Sun, which made it possible to acquire an image of a flare site without 
needing to repoint the telescope.
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COMPTON OBSERVATORY INSTRUMENTS
COMPTEL
Figure 1.13: The Compton Gamma Ray Observatory showing the main instru­
ments.
Yohkoh images have provided spatial references for a number of 7-ray ob­
servations with other satellites such as RHESSI. However, the multiwavelength 
capability of this satellite has provided much useful data by itself (e.g. Morimoto 
1996; Alexander et al. 1994; Yoshimori et al. 1994).
1.10.6 C om p ton  G am m a R ay O bservatory
The Compton Gamma Ray Observatory (CGRO) was launched by NASA in 
1991 from Space Shuttle Atlantis. It was the second Great Observatory (the 
Hubble Space Telescope was the first) and was designed to be a general purpose 
7-ray observatory, investigating both solar and cosmic phenomena. It took its 
name from Arthur Holly Compton whose work on the scattering of high-energy 
photons underlies the technology of CGRO’s instruments. CGRO finished its 
mission when it was deorbited in 2000.
There were four instruments on CGRO: the Burst and Transient Source Ex­
periment (BATSE) designed to investigate 7-ray bursts and similar transient 
sources; the Oriented Scintillation Spectrometer Experiment (OSSE) which has 
gathered nuclear line spectra from solar flares as well as 7-ray spectra from cosmic 
sources such as supernova remnants; the imaging Compton Telescope (COMP-
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Figure 1.14: The COMPTEL 7-ray telescope which flew 011 board the Compton 
Gamma-Ray Observatory.
TEL) which produced 7-ray images of solar flares and also detected solar flare 
neutrons (see Chapter 6) in addition to providing locations for cosmic sources; 
the Energetic Gamma Ray Experiment Telescope (EGRET) could make images 
from 7-rays with energies as high as 30 GeV (Figure 1.13).
BATSE was not really a solar instrument, being mainly used to detect 7-ray 
burst sources, but it could detect the occurrence of a solar flare. It took the 
form of eight Nal scintillator detection modules mounted on the corners of the 
spacecraft. This provided whole-sky coverage in the energy range 20 to 1000 keV. 
There were two detectors in each module: one sensitive to very faint transient 
events and the other capable of spectroscopic analysis of stronger events.
OSSE had four Nal scintillators which could be pointed independently, to 
allow background subtraction, and were sensitive to photons between 50 keV 
and 10 MeV. As well as investigating the 7-ray spectra of cosmic sources, OSSE 
also provided spectra of solar flares. This data is now beginning to emerge from 
the large CGRO archive (e.g. Chupp & Dunphy 2004; Murphy et al. 1997,see 
Figure 2.1).
EGRET extended the energy-range of CGRO and could detect 7-ray photons
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from 30 MeV up to 30 GeV (Kanbach et al. 1993). This was made possible 
by capturing the photons in high-voltage, gas-filled spark chambers where each 
produced an electron-positron pair. The paths of these particles through the 
spark chambers would be recorded and enabled the calculation of the direction 
of the original photon. Its energy could be deduced from the amount of energy 
deposited by the electron and positron in a Nal crystal at the rear of the system.
The COMPTEL instrument could image 7 -ray sources by exploiting Compton 
scattering. It is shown in Figure 1.14. The front detector array (Dl) was made up 
of seven liquid Ne213A scintillators, each 27.6 cm in diameter and 8.5 cm deep, 
while the rear array (D2) had fourteen Nal detectors, each 28 cm in diameter and 
7.5 cm deep. Ne213A was chosen for the D l detectors because its low density 
and low atomic number increase the probability that a 7 -ray photon will scatter 
singly and the scattered photon will escape. Conversely, the D2  detectors had 
to completely absorb the energy of the scattered photon. This made it possible 
for photon energies and arrival directions to be deduced from Compton scatter 
events in the D l array, and scattered photon energy measured in D2. Figure 6.2 
in Chapter 6  shows more clearly how a photon (7 ) or neutron (n ) comes from the 
Sun and passes through the telescope. In order to correctly image the incoming 
solar 7 -rays, COMPTEL has to capture all of the energy of the photons and only 
events which inferred a direction from the Sun were considered in making images, 
in an attem pt to discount photons that did not scatter ideally or belonged to some 
background source.
If a solar photon, 7 , enters the telescope at angle 0 to the instrument axis 
and deposits energy E\  in array D l, a scattered photon, 7 ', will continue on to 
deposit energy E2 in array D2  (McConnell 1994). In this case the energy of the 
original solar photon can be deduced simply as the total of E\  and E2, and its 
direction of entry into the telescope can be inferred from the Compton kinematic 
formula (e is the electron rest mass energy).
0  =  c o s -^ l -  + F ~ F-) (1-4)
Hi2 H/\ Hi2
The same system could detect and image a neutron source and the details of 
how it did this are described in Chapter 6 . Figure 6 .1  shows the results of this 
imaging technique. This shows the source of the neutrons emitted during the
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15 June 1991 solar flare, which turns out to be a point source in COMPTEL’s 
resolution. COMPTEL’s great sensitivity in telescope mode enabled it to detect 
neutrons for over one hour after the X-ray maximum of this flare. Although 
it missed the start of the gamma-ray flux from this flare (the Sun was out of 
COMPTEL’s field of view for the first 39 minutes) COMPTEL was able to follow 
the 7 -ray emission as it declined until 70 minutes after the initial peak, showing 
that the supply of accelerated protons lasted for at least this long (McConnell 
1994). GAMMA-1 also recorded this long duration tail at high energies, observing 
7 -rays in the range 30 MeV to 2  GeV for more than two hours (Leikov et al. 1993). 
This long sustained 7 -ray emission was also a feature of the previous flare on 11  
June which was observed with COMPTEL, EGRET and OSSE. In particular, 
EGRET (Ramaty & Mandzhavidze 1994) recorded 0.05 to 2 GeV emission for 
eight hours from this flare.
1.10.7 Reuven Ram aty High Energy Spectroscopic Solar 
Investigator
The Reuven Ramaty High Energy Spectroscopic Solar Investigator (RHESSI) was 
launched by NASA in 2002 (Figure 1.15). This was just after solar maximum but 
in time to observe some of the large flares that often occur in this phase of solar 
activity. It was put into a low Earth orbit to avoid damage to its germanium 
sensors which could be inflicted by the radiation belts. RHESSI is relatively 
unshielded as a trade-off in weight to allow for its imaging capability.
RHESSI can form images of 7 -ray and X-ray sources using nine rotational 
modulation collimators (RMCs) each made up of two fine grids. The photons that 
pass through these collimators are detected by hyper-pure germanium (HPGe) 
detectors, each 7.1 cm in diameter and 8.5 cm long and cooled to 75 K. The front 
1 cm thickness detects hard X-rays while the rear 7 cm detects 7 -rays, giving an 
energy range of 3 keV to 20 MeV. The spaceship rotates around an axis parallel 
to the RMC axes at about 15 rpm providing modulation of the signals from 
the detectors that produces a set of Fourier elements, each half rotation, that 
can be decoded into an image, a process which has already produced the first 
7 -ray image of a solar flare (Hurford et al. 2003). Additionally, these detectors 
have an energy resolution of about 1 keV allowing high resolution spectroscopic
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Figure 1.15: The Reuven Ramaty High Energy Spectroscopic Solar Investigator 
spacecraft, showing the instrumentation and the axis of rotation whicn enables 
Fourier decoding of image data.
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observations, too. Although not as sensitive as the CGRO instruments, RHESSI 
should give much finer spectroscopic resolution provided a strong enough source 
is observed.
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Chapter 2
7-ray Spectroscopy of Solar
Flares
2.1 Introduction
Interpretation of 7 -ray spectra requires some supporting work, not least the ob­
servations of the spectra themselves. I have already reviewed the sources of solar 
7 -ray data, in Section 1.10. Before moving on to consider how the observed 7 -ray 
nuclear line spectra can tell us about the acceleration of ions in a solar flare, in 
Chapter 3, I now look at the work that supports modelling of nuclear emission 
lines, namely measurement of nuclear excitation cross-sections (Section 2.3) and 
determining nuclear species abundances in the 7 -ray source (Section 2.4).
2.2 A 7-ray Spectrum
A solar 7 -ray spectrum is a complex set of data with contributions from a number 
of sources. Figure 2.1 shows a spectrum recorded by the Oriented Scintillation 
Spectrometer Experiment on the Compton Gamma Ray Observatory (Murphy 
et al. 1997). The overall downward slope towards higher energy is due to the 
bremsstrahlung emission from accelerated electrons. This can often be approx­
imated by a single power law with photon energy (Murphy et al. 1990b, 1997). 
However this does not completely describe the 7 -ray continuum. There is also a 
large contribution from accelerated heavy ions which produce doppler-broadened 
lines that merge into a continuum between ~0.5 to ~ 8  MeV, also visible in Fig­
ure 2.1. These heavy ions are excited in collisions with ambient protons and 
a-particles to produce prompt deexcitation lines, either from excited states of 
the original nuclei or by spallation to another species (Kozlovsky et al. 2002; Ra- 
maty et al. 1979). In principle, these broad lines could provide information about 
the acceleration of ions but, in practice, any one broad line is difficult to extract
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Figure 2.1: OSSE spectrum from the 4 June 1991 solar flare (Murphy et al. 1997).
from the rest of the continuum (Murphy et al. 1990b, 1991).
On top of the broad lines there are the narrow nuclear deexcitation lines. 
These are produced from the same excited nuclear states as the broad lines, but 
the excited nuclei are in the ambient medium and the collisions are with protons 
and a-particles in the accelerated material (see Chapter 3). The heavier ions 
absorb all of the collision energy and there is very little broadening. This part of 
the spectrum is of interest in examining the energies of the light accelerated ions 
(protons and a-particles) and the abundances of the heavy ambient ions in the 
source regions (Ramaty et al. 1996b).
There are two other features of interest. Fast neutrons are produced in the 
flare, probably from accelerated protons with energies greater than 30 MeV in 
interactions with He, C, N and O, and they can be captured on ambient hydrogen 
to produce strong emission at 2.223 MeV (Murphy et al. 1997; Murphy 1985; 
Dolan & Fazio 1965). This is clearly visible in Figure 2 .1 . Also radioactive nuclei 
and pions produced in the nuclear interactions can decay to make positrons. 
These annihilate to produce line emission at 0.511 MeV and a continuum to the 
lower-energy side of this line (Murphy 1985; Murphy et al. 1997). The inset in 
Figure 2 .1  shows the profile of this feature.
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2.3 Cross-sections
The 7 -ray line spectrum observed in solar flares is due to the prompt de-excitation 
of nuclei excited in collisions with highly energetic (1-20 MeV) accelerated ions, 
chiefly protons and a-particles. The excitation of a given nucleus will depend on 
the energy of the incident particle and the cross-section for exciting the nucleus to 
the required energy state. If we consider a single incident particle and its journey 
along path r(t) through a region filled with target nuclei of type x , we obtain 
Equation 2.1.
f t^h
(j)= a(E(t))n(r(t))axv(E(t))dt  (2 .1 )
Jo
where 0  is the photon yield per particle, t th is the time when the particle runs 
out of sufficient energy to excite the nucleus, <x{E) is the energy-dependent cross- 
section for excitation of nucleus x  by the particle, n  is the hydrogen density, ax 
is the relative abundance of nucleus x  and v ( E ) is the speed of the particle. As 
already mentioned, there is no reason why ax should not vary with r( t), too, but 
this introduces another layer of complexity.
We cannot know the energy of every individual accelerated ion. Yet, we can 
say something about the distribution of these ions with energy. So, provided all 
of the incident particles follow sufficiently similar energy histories, with energy 
decreasing monotonically with time, i.e. cooling always outweighs any heating 
effects, Equation 2.1 can be usefully integrated over all incident particles to arrive 
at a total line fluence. This is the case where the fast ions encounter a cooler 
target region such as the cold, neutral target discussed in Section 3.3, but a warm 
target could complicate the issue. In Chapter 4, we take a statistical approach to 
this, but there is room for some refinement in dealing with, for example, protons 
that are occasionally warmed-up by the target, increasing in energy again.
Obviously the energy distribution of the exciting particles is what we would 
like to measure using the gamma spectrum. The cross-section comes from the nu­
clear physics laboratory and it is the availability and quality of the cross-sections 
that ultimately limits the usefulness of gamma-ray spectra as astrophysical tools.
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2.3.1 Cross-section M odelling
Carlson et al. (1985) outline the general parameters of a nuclear excitation cross- 
section. The incident particle has charge ze and centre-of-mass energy E. It 
interacts with a nucleus that has charge Ze  and mass number A. The relative 
motion of these two objects can be characterized by its reduced wavelength A and 
radius parameter r 0. This is sufficient to express the geometry of the interaction. 
Effectively the size of the target, r$ is not entirely independent of energy. A 
further parameter, T, the nuclear transparency which depends on the mean free 
path of the incident particle within the nucleus, expresses the energy dependency. 
In these terms a generic expression for cr(E) can be derived.
The values for the parameters r 0 and T  are derived from observations made in 
the laboratory of the particular excitation of interest. Equation 2.2 is solved with 
T  set to zero, using experimental measurements of a. The largest ro derived in 
this way is taken as the constant value for that particular nucleus. W ith ro known, 
values of cr(E) can be calculated at any given E , with T  still set to zero. This 
gives a  values for a completely absorbing ‘black’ nucleus. Experimental values are 
then compared and the difference between these and the ‘black’ nucleus values 
allows T, the nuclear transparency, to be derived.
This expression does not show how the Coulomb barrier reduces the cross- 
section at lower energies, producing a low-energy cut-off. However it does model 
how the cross-section increases steadily with increasing energy up to a broad 
maximum, often around 10 to 20 MeV, and then slowly drops to a minimum 
above 100 MeV (see Figures 2.3 and 2.4 for examples of real cross-sections and, 
also Appendix B for detailed digitizations.).
Deb & Amos (2003) have derived an empirical model which can be used to 
calculate good approximations to measured cross-sections up to incident particle 
energies of 300 MeV, useful for interpolating between the measured values. They 
calculate the total reaction cross-section as a sum of partial cross-sections cri(E).
<j{E) = 7r(r0yl1/3 +  A(£))2(l - (2 .2)
21 + 1 e(2Z0 +  l)e(‘- !°>/a
<Jl{ > ~  1  +  e ( ! - ! o ) /a  +  ( 1  +  e (i—Io )/a )2
(2.3)
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Figure 2 .2 : Calculated total scattering cross-sections for protons interacting with 
160  nuclei from Deb k  Amos (2003). These include all excitations of the nucleus.
The functions Iq(E ,A ), a(E ,A)  and e(E,A)  are smoothly varying functions 
of particle energy E  and nuclear mass A. An upper limit is chosen for I so 
that the chosen functions give a a close to the known high energy limit and the 
other parameters set to give a close fit to the observed values of cr(E) for a given 
scattering reaction, while maintaining as smooth a variation with E  as possible. 
Deb k  Amos (2003) set e to be a constant, independent of E  and A, and choose 
a (E , A) ~  1 .0 2 k — 0.25, with k =  -j^y/E2 — m 2c2. This leaves a choice for l (E , A) 
to match the particular measured values for the given reaction.
A more physical approach produces the ‘optical’ model (e.g. Carlson et al. 
1985; Arellano k  von Geramb 2 0 0 2 ). This takes its name from the optical poten­
tial U used to describe the collision between the incident particle and the nucleus 
viewed from their centre-of-mass reference frame. The optical potential can be 
expressed in momentum space as shown in Equation 2.4.
/7(k',k;£) = J 2  J  [ dp 'dptU p')  x (k'p'|T(na)|kp>A+1^ (p )  (2.4)
a < ejr
4>a represents the wave functions of the nucleus ground state at energies ea , 
where a  is limited to below ejr, the Fermi surface. The T  matrix describes the 
system at the starting energy Q,a and its exact form is chosen depending on the 
energy range required of the incident particle. Arellano k  von Geramb (2002)
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have recently extended this into the relativistic regime to be able to predict cross- 
sections at incident particle energies up to 1.5 GeV. They have been successful in 
producing theoretical cross-sections which match laboratory data up to energies 
of 600 MeV for a number of nuclei under neutron scattering. Figure 2.2 shows the 
energy dependence of these two models. The cross-sections calculated by Deb Sz 
Amos (2003) are total scattering cross-sections including all of the excitations of 
the target nucleus. However, the general shape of their ‘simple functional form’ 
is clearly similar to the actual cross-sections shown in figures 2.3 and 2.4. The 
optical model works from the peak cross-section up to higher energies.
At higher energies, we need to consider the integrity of the target nucleus 
under such heavy abuse. At a few tens of MeV energies, the target reacts with 
the accelerated ion to produce a different excited nucleus which then contributes 
to another 7 -ray line. Examples of such spallation line contributions are shown 
in Figure 2.5. The cross-section for fission of the nucleus under bombardment by 
the incident particles is a similar shape to the excitation cross-section (Guessoum 
& Gould 1989). However it rises more slowly above the Coulomb barrier en­
ergy and break-up of nuclei does not dominate over excitation until much higher 
energies, above 100 MeV where the excitation cross-section is not so sensitive. 
Data show that the excitation cross-section is tailing off at these energies for all 
nuclei investigated so far (Ramaty, Kozlovsky, Sz Lingenfelter 1979; Kozlovsky, 
Murphy, Sz Ramaty 2 0 0 2 ). Optical models (Arellano Sz von Geramb 2 0 0 2 ; Deb Sz 
Amos 2003) show cross-sections that appear to level off asymptotically to a low, 
constant value at higher energies and the utility model of Deb Sz Amos (2003), 
which is a good fit to the data, drops off monotonically at high energies. The 
effect is to reduce emission from higher energy excitations. In practice, we cut 
off the cross-section beyond 1 GeV. This produces an error of no more than 5% 
in the calculated line emission.
This is not the whole story. We see here that nuclear fission is a possible 
outcome of interaction between accelerated particles and nuclei. It is possible to 
populate the excited state of one nucleus by transmutation of another nucleus in 
just such a spallation reaction. This makes some deexcitation lines more useful 
than others. Figure 2.5 shows six different cross-sections which will populate the 
4.438 MeV excited state of 12C. Two of these involve carbon itself and are due to
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Figure 2.3: The energy-dependent cross-sections for 7 -ray excitation of 24Mg at 
1.37 MeV, 20Ne at 1.63 MeV, 12C at 4.44 MeV and 160  at 6.13 MeV by protons.
1000
100
a mb
Alpha Particle a 
1.37 MeV 
1.63 MeV 
4.44 MeV 
6.13 MeV
particle energy MeV
Figure 2.4: Energy-dependent cross-sections as in 2.3 except that excitation is 
caused by a-particles.
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Figure 2.5: Excitation cross-sections for 12C, 14N and 16O that all lead into the 
excited state o f12C responsible for the 4.438 MeV prompt deexcitation line. These 
result from collisions with protons and a-particles.
direct excitation by protons and a-particles. The other routes to this state come 
from 14N and 16 O which can both be converted to excited carbon by interaction 
with protons and a-particles. Although abundances of nuclear species are usually 
tabulated in terms of relative abundance to 12C, it is often better to convert these 
to a less contaminated reference line such as the 6.13 MeV 160  line when trying 
to decipher the information in a 7 -ray spectrum.
In general, while much progress is being made in theoretical cross-sections and 
in semi-empirical models, the best available are those taken from experiments in 
the laboratory. These are what we use at present, informed by the models when 
we find gaps in the data.
2.3.2 Laboratory M easurements
A good review of cross-sections for the most useful astrophysical lines was written 
by Ramaty, Kozlovsky, h  Lingenfelter (1979) with a recent update by Kozlovsky, 
Murphy, & Ramaty (2002) which features machine-readable cross-section data in 
the electronic edition of the journal. As presented in these papers, the cross- 
sections are in fairly low energy-resolution to enable their use in Ramaty’s Monte 
Carlo code, which is available on the Internet (Ramaty 2 0 0 2 ). This has the
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advantage of allowing statistical fits to data of complete spectra including many 
lines and the continuum.
However, if a more detailed study of the conditions affecting one or two lines 
is required, the original cross-section data is of much higher energy-resolution 
and the high-resolution cross-sections used in this present work are listed in Ap­
pendix B. Figures 2.3, 2.4 and 2.5 show examples of this cross-section data. Much 
of this was produced by Dyer, Seamster and their collaborators (Dyer et al. 1981; 
Seamster et al. 1984; Dyer et al. 1985) by bombarding various target species with 
a beam of protons or a-particles and observing the emitted 7 -rays.
An accelerator was used to produce a beam of protons or a-particles that 
was directed at the target. The target material was mounted in a thin-walled 
aluminium chamber. Gas targets were held in a small gas cell within the chamber. 
Great care had to be taken in measuring the purity of the target materials so 
that the cross-section for a single isotope could be measured. The emitted 7 -rays 
were detected by lithium-doped germanium detectors, sensitive to the range 0 .8  
to 1 2  MeV. Two of these detectors could be moved around the target on rails 
to gather measurements over a sufficient range of angles to integrate a complete 
cross-section. The detectors were masked by lead absorbers to reduce counts from 
x-rays and lower-energy 7 -rays. Using this method, cross-sections were obtained 
in the energy range 2 to 24 MeV (Dyer et al. 1981; Seamster et al. 1984).
Cross-section measurements have been obtained at higher energies by Lesko 
et al. (1988) and Carlson et al. (1985), using a similar bombardment method. 
Their cross-sections have lower energy resolution but cover the range 8  to 50 MeV.
At higher energies than these, the data is sparse but some additional points 
can be found. For example, Neu et al. (1989) investigated a-bombardment of 
24Mg, measuring the spectrum of scattered a-particles. A beam of a-particles 
was directed at a 24Mg target and the reflected a-particles measured by a multi­
gap magnetic spectrograph (Enge 1979). By modelling the scattering it was 
possible to derive the cross-section (Neu et al. 1989). This provided cross-section 
measurements between 2 2  and 120 MeV.
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2.3.3 Filling The Gaps
Given the enormous effort that has to go into measuring cross-sections it is no 
surprise that the current catalogue is incomplete. Nuclear physicists have con­
centrated their efforts on nuclei that produce bright emission and are most often 
observed in astrophysical contexts. However one should be aware of the gaps in 
our current knowledge when attempting to use them.
Many excitation cross-sections have never been measured while their contri­
butions to 7 -ray lines are known to exist. In these cases, nuclear theory is invoked 
and a cross-section is created by scaling a measured cross-section that should be 
similar.
An example of this is the case of the very useful 4He lines at 0.429 and 
0.478 MeV (Kozlovsky, Murphy, Sz Ramaty (2002); Murphy et al. (1990a); Ra­
maty, Kozlovsky, Sz Lingenfelter (1979)). The 0.429 MeV line arises from the 
first excitation state of 7Be. This state is populated by the nuclear reaction of an 
a-particle on a 4He nucleus producing a neutron and a 7Be nucleus in the excited 
state. The usual notation expresses this as 4He(a, n)7Be  * 0.429. However the 
same reaction also produces 7Be in its ground state and the cross-section has only 
been measured for the total production of 7Be (King et al. 1975, 1977) between 
39 and 140 MeV.
The 0.478 MeV line arises from the first excited state of 7Li. This can be 
populated by two different routes. There is a ’prompt’ reaction 4H e(a ,p )7 Li * 
0.478, that takes place on a similar timescale to the de-excitation that produces 
the 7 -ray line and also produces ground-state 7Li, and a delayed route through 
the slow decay of 7Be to the first excited state of 7Li. This decay takes about 77 
days and 10.5% of the beryllium decays to this state of lithium. This 7Be also 
comes from the reaction described above which produces both ground-state and 
first-excited-state 7Be. With solar abundances, there is a negligible amount of 
7Li and 7Be that is also produced from carbon, nitrogen and oxygen. So these 
reactions are ignored.
Collisions between a-particles and 4He also produce 7Li in its ground state and 
a  total cross-section for both reactions has been measured for a-particle energies 
between 37 and 620 MeV (Slobodrian Sz Conzett (1982); King et al. (1975, 1977);
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Mercer et al. (2001)). However, the cross-section of interest that produces the 
excited state has only been measured between 37 and 50 MeV (Slobodrian & 
Conzett (1982) and King et al. (1975, 1977)). The cross-section at higher energies 
is assumed to be in the same ratio to the total cross-section as the highest four 
energies actually measured. It is taken as energy-independent and so the desired 
cross-section is extended to a useful range (Kozlovsky, Murphy, h  Ramaty 2002). 
This is important when we are modelling lines excited by a-particles with a 
very ’hard’ energy spectrum (a spectrum with a very flat dependence on particle 
energy) as the contribution from high energy interactions is greater.
The delayed line cross-section can be inferred from the measurement of the 
total cross-section for 7Be production (ground state and first excited state) mea­
sured by King et al. (1975, 1977) and Mercer et al. (2001). Since the excited state 
of 7Li is produced 10.5% of the time, this ratio is used to calculate the delayed 
component of the line (Kozlovsky, Murphy, h  Ramaty 2 0 0 2 ).
This is all worrying enough and would be something to be concerned about 
in analyzing the 0.478 MeV line. However, early detections of these lines in solar 
flares cannot resolve the two lines one from another. See for example the analysis 
of Solar Maximum Mission data by Murphy et al. (1990a). So we must include 
the unknown cross-section for 4He(a, n)7Be  * 0.429 in any useful model. Since 
we have the cross-section for total 7Be production (King et al. 1977; Mercer et al. 
2 0 0 1 ) we assume that the ratio for production of the first excited state is the 
same for 7Be as it is for 7Li and create a ‘theoretical’ cross-section that can be 
used (Kozlovsky, Murphy, &; Ramaty 2002).
Similar reasoning has to be applied to a number of other reactions that are 
important for understanding the creation of 7 -ray spectra. So workers in this 
field watch the nuclear physics literature closely and try to work with nuclear 
physicists whenever possible.
Most of the structure in the cross-sections is to be found in the range 2  to 
20 MeV, but it is important to know how they behave at higher energies and Ko­
zlovsky, Murphy, & Ramaty (2002) cite many individual measurements at higher 
energies up to, for example, 1 GeV (Alard 1974). These allow some extrapola­
tion to account for the contribution from higher energy protons and a-particles. 
However, when the number of accelerated ions falls off with higher energy, the 2
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Nucleus Coronal P hotospheric^ Solar Energetic 
Particles
7  — ra ys (4) 7  — rays(4a^
H =  1 =  1 - =  1.00 ± 0 .1 3 8 =  1.00 ± 0 .1 3 9
AHe 0 . 1 0 . 1 - 0.1 ± 0 .0 1 4 0.1 ± 0 .0 1 4
12(7 5.75 x  10“ 4 3.72 X  10" 4 2.90 (12.12  ± 2 .4 2 )  x  10 ~ 4 (9 .26  ±  1.76) X  10 “ 4
14N 1.72 x  10“ 4 1.15 x  10“ 5 0.81 (1 .58  ± 6 .1 8 )  x  10 " 4 (2 .13  ± 4 .4 4 )  X  10 “ 4
160 13.91 x  10 “ 4 8.70 x  10~ 4 6.50 (29.09  ±  3.27) x  10" 4 (21 .94 ± 2 .5 0 )  X  10“ 4
20 Ne 1.90 x  10~ 4 1.26 x  1 0 ~ 4 0 .84 (12.0  ±  1.93) x  10" 4 (8 .43  ±  1.39) x  10~ 4
2 iMg 2 .64 x  10" 4  * 0 .39 x  10" 4 1.23 (5 .58  ±  1.94) x  10 - 4 (3 .24  ±  1.20) x  10“ 4
28Si 2 .47 x  10“ 4  * 0 .36 x  10~ 4 =  1 (7 .64  ± 2 .0 6 )  x  10" 4 (4 .82  ±  1.39) X  10 - 4
56Fe 3.10 x  10“ 4  * 0 .48 x  10“ 4 0.99 (5 .09  ±  1.58) x  10“ 4 (3 .43  ± 1 .1 1 )  x  10“ 4
Table 2.1: Compiled abundances from different sources. (1) Murphy et al. (1991); 
VanHollebeke et al. (1990); Breneman Sz Stone (1985) but Ramaty et al. (1996a) 
use the values from Reames (1995) for those marked ★. (2 ) Murphy et al.
(1991); VanHollebeke et al. (1990); Anders Sz Grevesse (1989). (3) Meyer (1985a). 
(4) Best fit from Murphy et al. (1991), giving equal numbers of accelerated a- 
particles and protons, renormalized relative to H. (4a) Murphy et al. (1991) with 
accelerated a-particle to proton ratio set to 0.5. 4He abundances are uncertain 
(e.g. Meyer 1993) and are set to the cosmic value of 0.1 here, and used to infer 
the coronal H abundance for which evidence is conflicting. This is supported 
by Share Sz Murphy (1998) who find that 7 -ray spectra (which tend to be more 
coronal in relative abundances) are consistent with a photospheric abundance of 
8 % in the ambient medium, although accelerated 4He might be enhanced in some 
flares.
to 20 MeV part of the cross-section dominates the 7 -ray emission. Figures 2.3,
2.4 and 2.5 show example cross-sections for 24Mg, 20Ne, 12C and 160  derived from 
the sources above. Note that there is a much higher cross-section value in the 
lower-energy ranges and it falls off to higher energies, features reproduced by the 
optical model and the simple functional form of Deb Sz Amos (2003). Appendix B 
lists all of the cross-section data used in the work presented here.
2.4 Ambient Particle Abundances
A difficulty in forward-modelling 7 -ray spectra lies in deciding on an appropriate 
elemental composition for the medium in which the lines are produced. Clearly
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it is more difficult to establish the effects of the underlying accelerated particle 
spectrum if the relative contribution to the emission from the different ambient 
nuclei is unknown.
2.4.1 Supporting Abundance M easurements
There are a number of circumstantial leads that can be followed to try and con­
struct a model of abundances in the flare region. These come from spectroscopic 
studies of the solar corona and photosphere and from solar wind studies and solar 
energetic particle observations. Solar energetic particles are usually referred to by 
the acronym SEP but some authors use this to mean ‘solar energetic protons.’ So 
read with care. They are ejected from the Sun during flares and can be detected 
by spacecraft (Slocum et al. 2003; Mason et al. 2 0 0 2 ; Cane et al. 2003; Reames 
et al. 1990; VanHollebeke et al. 1990; Oliver et al. 1989; Kahler et al. 1984; von 
Rosenvinge et al. 1978,and see Section 1.10.3) if the interplanetary magnetic field 
is favourable for connecting the emission event to the spacecraft. The SEP work 
has led to classifications of flare events according to the abundances of protons 
and 3He in the emitted particles. Large proton flares (LPFs) are distinguished by 
an overabundance of accelerated protons in the SEP and are often lengthy events 
with a large gradual phase. 3He-rich events are characterized by an enhanced 
3H e/4He ratio and tend to be smaller flares, dominated by the first impulsive 
phase (e.g. VanHollebeke et al. 1990; Murphy 1985). Reames (1999) shows that 
SEPs detected in the gradual events are likely to be from coronal material pushed 
out in Coronal Mass Ejections (CMEs) which are associated with flares but driven 
by a shock wave. Actual flare material may only be present in SEPs from 3He-rich, 
impulsive events.
Compositions for the transition zone and corona can be derived from extreme 
ultra-violet (EUV, e.g. Feldman et al. 1998; Sheeley, Jr. 1996; Spadaro et al. 
1996; Noci et al. 1988) and X-ray spectroscopy (e.g. Parkinson 1977; Veck Sz 
Parkinson 1981; Schmelz et al. 1996). These observations are also made from 
spacecraft, to gain access to these higher-energy portions of the electromagnetic 
spectrum. Spacecraft also investigate the solar wind, capturing material in foil 
detectors or electrostatic analyzers (e.g. Bame et al. 1975,1979; Kunz et al. 1983). 
Foils were also exposed on the Moon by Apollo astronauts and these have been
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analyzed to investigate solar wind composition, as have lunar soil samples that 
they brought back to Earth (e.g. Wieler Sz Baur 1995, and Sections 1.10.1 and 
1.10.3).
There is a very useful review by Meyer (1985a) which pulls together the SEP 
data available to that date, for events in which no 3He enhancement is observed, 
and establishes a baseline set of relative abundances for SEP material. There is 
a companion review (Meyer 1985b) that also covers solar wind and solar corona 
compositions and compares these with the galactic cosmic ray composition. These 
provide a good set of models as a starting point in analyzing the flare region and 
some of these are listed in Table 2 .1 . However we have to keep in mind that we 
do not know whether the flare 7 -ray source has the same chemical composition 
as any of these other sources.
2.4.2 Abundances from 7 -ray Spectra
Murphy et al. (1991) examined the 7 -ray spectra of the 27 April 1981 flare ob­
served by the Gamma Ray Spectrometer on SMM. They attempted to find the 
abundances of the major 7 -ray emitting nuclei in the ambient medium and did 
this by making a statistical investigation of model fits to the 7 -ray spectrum and 
looking at the best fit for the narrow lines based on a range of assumed abun­
dance ratios (Murphy et al. 1990b,and see Chapter 3). They assumed a cold, 
thick target and modelled the continuum and the broad and narrow emission 
lines. This method has difficulties with deciding the composition of the contin­
uum and subtracting it and this is the main contribution to uncertainties in the 
results.
There were 23 parameters in all in their model which included 16 differ­
ent relative abundances between the ambient medium and the accelerated ions, 
two normalization parameters that scaled these to actual abundances, fluxes for 
the neutron capture line and positronium feature, two parameters to fix the 
bremsstrahlung continuum and a last parameter which fixed a Bessel function 
for the accelerated ion spectrum. They attempted five cases. One was a com­
pletely free fit to the data allowing all parameters to vary until a x 2 parameter is 
minimized. Two fixed the relative abundances in the ambient medium to known 
photospheric (Anders &; Grevesse 1989) or chromospheric (Breneman Sz Stone
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1985) values and varied everything else. A fourth fixed only the abundance ratios 
within the accelerated ions, to tie down the continuum model, using spacecraft 
SEP measures from a large proton flare (Breneman & Stone 1985,LPF,). Finally, 
they fixed both the ambient and accelerated ion abundances to photospheric and 
LPF values, respectively.
None of the assumed abundance ratios produced particularly good fits and 
the best results were achieved with the free fit, particularly when there were a 
lot of a-particles in the accelerated ions, as much as there were protons. This 
quantity of as was much more than had ever been observed in SEP investigations 
and Murphy et al. (1991) backed off from this extreme value and attempted a 
fit, which was almost as good, with half as many a-particles as protons in the 
accelerated ions (but see Toner Sz MacKinnon 2004,and Chapter 5). Their best-fit 
ambient abundances, and the best fit with half as many accelerated a-particles, 
are shown in Table 2.1, these are their Case 1 and Case la. Note that the closest 
matched sets of abundances are Case la  with coronal, but 16O and 20Ne are still 
overabundant. Murphy et al. (1991) conclude that the flare emission is mostly 
located in the chromosphere, but this particular extended flare could have had 
significant emission from the corona too.
An anomalous abundance of 20Ne has been observed by other methods too, 
where photospheric abundances are taken as normal since they match up with 
abundances observed outside the solar system, in our Galactic neighbourhood 
(e.g. Meyer 1993). Ironically, 20Ne abundance is not directly observable in the 
photosphere, which is too cool to excite 20Ne emission (Sheeley, Jr. 1996), but 
is inferred from other events which appear to involve photospheric material, by 
virtue of the other elemental abundances observed, for example in erupting promi­
nences or very compact flares (again reviewed by Meyer 1993). Flare-to-flare 
variations in the abundances of elements seem to be characterized by two groups 
of elements distinguished by their first ionization potential (FIP). If we divide 
elements into low-FIP (< 10 eV) and high-FIP ( >1 1  eV), there is a consistency 
between flaxes of abundances within each group, but the low-FIP to high-FIP 
abundance ratio can vary by anything up to a factor of four from one flare to an­
other (Share Sz Murphy 1995; Ramaty et al. 1995; Marsch et al. 1995). However, 
20Ne, which should belong with the high-FIP group (21.6 eV), can show large
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abundance variations relative to the high-FIP elements. Large variations in 20Ne 
abundances are not isolated to solar flares and are seen in all solar abundance 
investigations, for example, in EUV spectra (Sheeley, Jr. 1996,finds 20Ne abun­
dance enhanced over sunspot umbras and reduced over sunspot penumbras), in 
X-rays (Schmelz et al. 1996,find a factor of two variation above and below high- 
FIP values, even in quiescent active regions), SEPs (e.g Meyer 1993,reviews high 
20Ne abundances possibly due to preferential acceleration) and in the solar wind 
(Kunz et al. 1983,find a factor of two enhancement over coronal values ).
Ramaty et al. (1996b) attempted to derive self-consistent particle abundances 
from all nineteen of the SMM 7 -ray spectra. Assuming a thick, cold target (see 
Chapter 3), they calculated line ratios for the 2 .2 2  MeV /  4.44 MeV line fluences 
(neutron capture and 12C emission) and used the SMM data with these to derive 
a power-law energy spectrum for the accelerated ions. This was possible with 
nine of the SMM flares that had strong 2.22 MeV emission. With this fixed, 
only relative abundances of the accelerated ions and the target species are then 
required to model the measured emission fluences. In particular, they wanted to 
investigate whether 20Ne is actually overabundant in the flare region as appears 
to be the case in the previous analysis of Murphy et al. (1991).
Concentrating on the ratio of the 6.13 MeV to the 1.63 MeV lines due chiefly 
to 160  and 20Ne, they tried to fix a value of the 20N e/16O abundance ratio that 
was consistent with the rest of the spectrum. There is a small contribution to 
these lines from 24Mg and 28Si and they set these abundances and those of all 
other species save 20Ne equal to coronal values taken from Reames (1995), fol­
lowing on from the findings of Murphy et al. (1991). This leaves just the shape 
of the accelerated ion spectrum and the relative abundance of a-particles and 
protons in the accelerated ion stream. The power-law slope for the accelerated 
ions could be calculated from the ratios of the 6.13 MeV and 1.63 MeV lines, 
the 4.44 MeV (12C which has the same relative abundance in coronal and pho­
tospheric measurements) and 1.63 MeV lines, and the 2.22 MeV and 4.44 MeV 
lines, assuming various values for the ratio of accelerated as to protons and for 
the relative abundance of 20Ne. With three sets of data constraining the calcula­
tions, a self-consistent value for the remaining two parameters emerged. The nine 
SMM flares that were eligible for this analysis constrained the models to give an
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average relative abundance of 20N e/16O of 0.25 with as/protons between 0.1 and 
0.5, which really is enhanced over coronal or photospheric values.
Murphy et al. (1997) employed a similar analysis to Ramaty et al. (1996a) 
when investigating CGRO/OSSE data from the 4 June 1991 solar flare. Again, an 
enhanced 20N e/16O abundance ratio of 0.25 provided a self-consistent accelerated 
ion spectrum with index 4.4 ±  0.3 when the a-particle to proton ratio is 0.5. In 
Chapters 4 and 5 I explore possible explanations for the bright 1.63 MeV line 
without resorting to an enhanced 20Ne abundance.
2.5 Energy Distributions
The energy distribution of the incident particles depends on the acceleration 
mechanism encountered by these particles in the flare. However, since the 7 - 
ray spectrum is the probe of the energy distribution, this information is not 
available a priori. Ideally we would like to derive the energy distribution directly 
from observations of the 7 -ray lines and with sufficiently good data this might 
be possible using inverse problem techniques as in the COMPTEL solar flare 
neutrons data inversion discussed in Chapter 6 . This is not yet possible and 
we need some trial parametric forms to work with initially. Miller et al. (1997) 
summarize possible particle acceleration processes. These models give clues as to 
likely accelerated ion distributions.
2.5.1 Stochastic Acceleration
Stochastic acceleration arises in systems where a particle both gains and loses 
energy on short timescales but will only gain energy on longer timescales. The 
most important in this context are systems where particles are accelerated by 
resonance in waves. In the solar atmosphere plasmas, which are threaded by 
complex magnetic fields, there are many possible sources of waves that are capa­
ble of interacting with ions in such a way. Those considered in detail arise in cold 
magnetic plasmas, in keeping with the assumption of a cold target (Section 3.3 
but see Chapter 4 for some discussion on this) and are characterized chiefly by 
the wave frequency u  and the wave vector k. Critical values for u  tha t separate 
different wave modes are the hydrogen gyrofrequency Qh and the electron gy- 
rofrequency Cle. We define the Alfven speed (Dendy 1994) as the root of the ratio
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of the magnetic field energy density B//zo to the mass density p
B
WA = ~( v^( M op ) 2
We can now identify a range of electromagnetic modes. For u  <C the 
Alfven branch has dispersion relation
u  = vA\k\\l (2.5)
where fcy is the field-aligned component of the wave vector, and the fast mode 
branch has dispersion relation
u  =  V A k ,
where k is the magnitude of the wave vector. As u  approaches Q,h , the Alfven 
branch phase velocity approaches zero (producing H + electromagnetic ion cy­
clotron waves) while the fast mode phase velocity increases. For parallel propaga­
tion, Alfven waves are left-hand polarized and all fast mode waves are right-hand
polarized. In the range Q,h cj <C the waves are called whistlers and the
dispersion relation is
k?,c2Qe 
u  =  2— ’
^pe
where upe is the electron plasma frequency, the natural frequency at which an 
electron oscillates in a neutral plasma. When the wave frequency approaches f2e, 
the whistler phase speed approaches zero and the waves are called electromagnetic 
electron cyclotron waves.
There are also electrostatic modes. When ions drift across the electric field or 
relative to electrons, lower hybrid waves are generated with frequency
V m e k±
where k± is the component of the wave vector perpendicular to the field. Electron- 
ion drift also generates electrostatic ion cyclotron waves with frequency above the 
ion cyclotron frequency. Langmuir waves are electron plasma waves that originate 
with streaming electrons and have u  = upe.
Given these waves, we only need a resonant wave-particle interaction and we 
can start to accelerate the particles by stochastic means. If v\\ is the parallel par­
ticle speed and Q is the particle’s cyclotron frequency, we can define the frequency 
mismatch parameter x.
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x = u  — k\\v\\ — — , (2 .6 )
where I is a harmonic number and 7  is the Lorentz factor for the particle. When 
the wave has a small amplitude, resonance will occur when x = 0. When I = 0, 
Equation 2.5.1 specifies matching between the parallel components of the wave 
phase velocity and the particle velocity to achieve resonance. This is usually called 
Landau or Cerenkov resonance. When I ^  0, we have gyroresonance through 
various harmonics. Equation 2.5.1 then specifies a match between the cyclotron 
frequency of the particle and its Doppler-shifted wave frequency in the frame 
of its guiding centre. I = 1 gives the most effective gyroresonance, cyclotron 
resonance.
A particle in resonance with a single low-amplitude wave oscillates across the 
wavefront in simple harmonic motion that satisfies Equation 2.5.1. There is no 
net gain in energy. The amplitude and frequency (the bounce frequency) of 
this oscillation are both proportional to the square root of the wave amplitude. 
Equation 2.5.1 does not have to be satisfied exactly for resonance to occur. It 
is sufficient for |x| < 2 Thi s less-strict requirement for strong resonance
is where the stochastic mechanism for acceleration lies. Imagine the situation 
where two neighbouring waves have overlapping resonance criteria. A particle 
resonating with the lower-frequency wave will occasionally increase or decrease 
U||. If it manages to increase uy sufficiently it will achieve resonance with the next 
wave. The jump between waves results in an increase in the particle’s energy. 
A sequence of such jumps can result in a large increase in energy. A discrete 
wave spectrum makes strong demands on the wave spacing to achieve this energy 
change, but with a continuous wave spectrum this process is automatic. Over 
time there are gains and losses of energy but, in the long run, energy is gained by 
the particles and stochastic acceleration is the result. When amplitudes are low, 
a broad spectrum of waves is required to accelerate the particles, but a single 
large-amplitude wave can accelerate particles through its own harmonics.
Miller et al. (1997) summarize a number of combinations of wave modes that 
can accelerate protons from the higher Boltzmann tail of thermal speeds up to 
the energies necessary to excite 7 -rays. It is quite possible to generate Alfven 
waves with small k by reconnection or large-scale perturbations to the magnetic
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field. Over a short time these cascade to larger k , capable of accelerating thermal 
protons. As the initial number of protons that will resonate with the waves is 
small, damping is negligible. However, as the acceleration process continues, 
eventually a sizeable population of fast protons emerges and damps the high-A; 
waves out. This releases these protons to the low-A; waves for further acceleration. 
Once the initial acceleration has produced a faster, suprathermal population of 
protons, these can be accelerated up to GeV energies in timescales as small as 1 
to 1 0  s.
Miller Sz Roberts (1995) have developed a computer code for this type of 
mechanism. If they inject about 400 ergs cm - 3  in the form of Alfven waves, it 
takes about 1 s to accelerate more than 3 x 105 protons cm - 3  to energies above 
30 MeV. This gives a consistent proton number for 7 -ray emission from a flare in 
a volume of 1 0 27 cm3 but produces proton energy spectra that are either too soft 
or too hard to account for the details of nuclear deexcitation lines. However, the 
form of the distribution is a power law over a wide energy range.
N j(E)dE  oc E~5dE  (2.7)
Nj is the differential density of particle type j  with particle energy E , so that 
N jdE  is the number of particles of type j  between E  and E  +  d E , and 8 is the 
index, high values indicating a steep spectrum and low values a flatter spectrum.
There may or may not be a lower-energy cut-off in this distribution (e.g. 
see the shapes of the SEP energy distributions in Sanahuja et al. 1983). Particle 
energy is expressed here as the energy per particle. In other approaches (Ramaty, 
Kozlovsky, Sz Lingenfelter 1979; Kozlovsky, Murphy, Sz Ramaty 2002) E  is taken 
to be the energy per nucleon for computational convenience. Either approach will 
work, provided the cross-sections are chosen assuming the same energy units. The 
slope of the energy distribution given by 5 has been taken to be independent of 
particle type (Ramaty et al. 1979; Murphy et al. 1991; Share Sz Murphy 1995; 
Ramaty et al. 1996b), but there is no reason to assume that all particles share 
the same energy distribution and it is important to realize this when trying to 
derive particle energies from actual 7 -ray line spectra.
The momentum distribution of stochastically accelerated ions can be mod­
elled by a modified Bessel function and this form has been used to derive the
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energy spectrum in a number of applications to 7 -ray spectra (Ramaty et al. 
1979; Murphy 1985; Murphy et al. 1988, 1990b, 1991; Share & Murphy 1995).
<2 -81
where Pj is the particle momentum per nucleon, rrij is the mass of the acceler­
ated particle, a  is the acceleration efficiency and T  is the escape time from the 
acceleration region, a  is proportional to the square of the relative particle ve­
locity and inversely proportional to the diffusion mean free path. In practice, all 
parameters except a  and T  are known and the product a T  is taken as the single 
number which defines the shape of the energy spectrum.
MacKinnon (1991) derives the distribution of accelerated protons with mo­
mentum and over time, f{p ,t)  under acceleration by Alfven turbulence (fast 
turbulence mode is not included). Initially the protons are injected isotropically 
with a uniform energy into some region of the corona, where they encounter a 
magnetic loop. These are trapped in the magnetic field, where energy is trans­
ferred from the turbulence to the fast ion energy. They remain trapped until 
the pitch-angle scattering time increases to be equal to the loop crossing time at 
which point they escape into the flare region with their final energy and momen­
tum distribution. MacKinnon (1991) shows that this distribution is dependent 
on an imaginary Bessel function in momentum.
The benefit of this model is in reducing the spectrum shape to a single pa­
rameter aT  to replace the index and low-energy cut-off of the power-law, an 
advantage when a statistical fit to 7 -ray data is required and some observations 
support the use of the Bessel function distribution, particularly measurements of 
neutron arrival times. However a power law is a better fit to the gamma-ray spec­
tra  obtained so far (e.g. Ramaty et al. 1996b). The line due to 20Ne at 1.63 MeV 
shows up very strongly in most spectra, so that the abundance of 20 Ne is very 
high if a Bessel function or a power law with a moderately high cut-off energy 
is chosen (Murphy et al. 1991). However, since the cross-section for excitation 
of 20Ne into this state is unusually sensitive to protons in the few MeV energy 
range (Figure 2.3) a less severe abundance enhancement is derived from a power 
law model with a low cut-off energy (Share & Murphy 1995).
Stochastic acceleration also presents a possibility of explaining enhanced abun­
dances of particular ions in the accelerated material. It is possible for gyrores­
onance to preferentially accelerate an ion species whose cyclotron frequency is 
close to the frequency of the waves.
2.5.2 Shock Acceleration
Miller et al. (1997) also review shock acceleration. There are two types: drift 
acceleration and diffusive acceleration (see also Forman et al. 1986). In drift 
acceleration, the particles move along the shock front and gain energy from the 
electric field in the shock. This happens quickly but the particles soon escape 
along the upstream magnetic field. However some turbulence upstream can con­
fine ions sufficiently for acceleration to energies of a few MeV. The effect is still 
limited because the shock has to move almost exactly perpendicularly to the 
magnetic field.
Diffusive shock acceleration occurs in fast shocks and is similar to stochas­
tic acceleration in that the particles are accelerated by interaction with moving 
scattering centres. In this case the scattering centres move towards each other 
with respect to the shock producing fast acceleration. The effect is quite efficient 
for ions as they heat up in the shock and then are accelerated quickly upstream. 
There the hot plasma from the shock stimulates low-frequency electromagnetic 
waves which are sufficient to further accelerate the ions by resonant scattering. 
This turbulence also helps trap the ions in the shock allowing them to attain 
energies of up to 100 MeV in less than 1 s.
We can gather some clues about shock acceleration from solar energetic par­
ticle observations and Reames (1999) gives a good review of work on the ac­
celeration of these particles. It is likely that SEPs are actually accelerated in 
interplanetary shocks driven by coronal mass ejections (CMEs) and not in flares, 
or, at least, not entirely in flares. However there are good insights here into 
observational characteristics of shock-accelerated particles.
As reviewed by Reames (1999) a power law energy distribution arises naturally 
when non-relativistic ions are accelerated in a large-scale planar shock (Forman, 
Ramaty, & Zweibel 1986; Murphy 1985). The power law index, 5, is given by 
(r + 1 h ) / ^  — 1) where r is the compression ratio of the shock. This gives a 
minimum value for S of 3/ 2, with r=4. Reames (1999) makes the case, and Miller
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et al. (1997) agree, that most gradual events strongly correlate with CMEs and 
exhibit coronal abundances, and so we can expect that shock acceleration in 
the corona is highly likely in this class of event. However that does not help 
with impulsive events, which show significant ion enhancements and rarely occur 
with CMEs. These probably originate in a more compact zone closer to the 
chromosphere. The ion enhancements possibly imply a stochastic acceleration 
method.
Shocks also generate d.c. electric fields which can directly accelerate ions 
providing a seed population for further acceleration by a different mechanism.
2.5.3 Direct M easurement of Accelerated Ion Distribu­
tions
Spacecraft data contain measurements of particle abundances and energies taken 
directly from the material ejected from the Sun. For example, McDonald &; Van 
Hollebeke (1985) looked at the Helios I energetic particle observations of the 3 
and 21 June 1980 solar flares (see also Evenson et al. 1984, for electron spectra). 
They derived particle energy spectra for protons and electrons. Both particle 
types appear to follow well-defined power-laws from a few up to 200 MeV, in 
both of these flares. The protons have a very flat spectrum in the 3 June flare, 
with an index S of 1.2, close to the minimum for shock acceleration. In the 21 
June event, the index is 2.6. VanHollebeke et al. (1990) looked at other particles 
in this same data and found power law distributions for helium, carbon, oxygen, 
neon and iron. In a multispacecraft observation that established the link between 
the large particle event of 23 to 27 April 1979 and a filament eruption on 2 2  April, 
Sanahuja et al. (1983) measured proton energy spectra using ISEE-3. Again these 
are consistent with power laws, especially above ~200 keV and also later in the 
event. They also show a low-energy turnover, mid-event, or a discontinuity in 
the slope ~200 keV. We need to keep this in mind when modelling with power 
laws. We cannot assume that they continue down to very low energies, with the 
implication of very large energies in the slower ions.
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2.5.4 Energy Distributions from 7 -ray Spectra
Most recent work in deriving energy distributions for the accelerated ions assumes 
a power law because it is mathematically simple and the acceleration models 
produce distributions not far from this simple function. Theoretical approaches 
may generate different functions for the accelerated particle spectra but these 
are then compared with the nearest power law to allow comparison with the 
data. There is also a distinction between the original energy distribution of the 
protons injected into the source region predicted by theory and their distribution 
at the time they interact with the source nuclei. It is only this final distribution 
that can be inferred from the 7 -ray line spectra. We only see what emerges 
from the acceleration region, not what goes on inside it. Murphy et al. (1991) 
demonstrate the difficulty of achieving a best fit model 7 -ray spectrum to SMM 
data and, although the current RHESSI instrument should be able to acquire 
better data, it has yet to observe many flares with strong 7 -ray spectra. Therefore, 
at present, the signal-to-noise ratio of 7 -ray spectra does not sufficiently constrain 
a more detailed choice of function to describe the accelerated particle energy and, 
even with less noisy data, it is not clear whether the observed lines actually can 
provide enough information to define the accelerated ion energy distribution. 
An investigation of the information content of a 7 -ray spectrum with regards to 
constraining the accelerated ion energy would be a useful exercise (Section 7.3).
In order to fix the slope of the power-law spectrum, at least two 7 -ray lines 
are required that sample the accelerated particles at different energy ranges. Fig­
ure 2.3 shows the typical energy ranges of the prompt nuclear line excitation 
cross-sections in the examples of the 160  6.13 MeV line and 12C 4.44 MeV line 
cross-sections. Most of the brighter lines have cross-sections that peak for inci­
dent protons in the 10-12 MeV range and do not extend below about 6  or 7 MeV, 
much like the 160  cross-section. The 24Mg line at 1.37 MeV and the 20Ne line 
at 1.63 MeV are sensitive down to much lower energies. In particular, 20Ne has 
a resonance down near its cut-off energy at about 3 MeV. So pairing up 24Mg 
and 160  or, better, 20Ne and 160  can give a relative measure of the numbers of 
accelerated protons at ~  3 MeV and ~  1 1  MeV, allowing the slope of the pro­
ton spectrum to be deduced (Share &; Murphy 1995; Ramaty, Mandzhavidze, h
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Kozlovsky 1996b). Of course, such a measurement would also require accurate 
values for the relative abundances of 160 , 24Mg and 20Ne.
Solar flares apparently release energy in various forms and the partitioning of 
energy between bulk heating, mechanical energy and accelerated particles repre­
sents a clue to the nature of the primary energy release process. Observations 
in the  X- and 7 -ray domains have a prominent role to play here, as direct sig­
natures of accelerated particles at the flare site (e.g. the recent review of Vilmer 
& MacKinnon 2003). Specifically, electron-ion bremsstrahlung in the 10s to 100s 
of keV photon energy range yields information on the distribution of electrons 
of similar energies, while various line features in the 0.4 - 7 MeV photon energy 
range bear witness to the presence of ions of energies upwards of a few MeV.
It has been clear for some time that accelerated electrons may embody several 
tenths of all the energy manifested in a flare (e.g. Hoyng et al. 1976; Lin Sz Hudson 
1976). More recently we have seen claims for a similar, or even greater energy 
manifested as ions > 1 MeV (Ramaty et al. 1995; Murphy et al. 1997). These have 
followed particularly from the finding (Share k  Murphy 1995) that the 1.63 MeV 
line: from de-excitation of 20Ne nuclei is stronger than expected, a finding that may 
be understood in terms of a fast ion distribution that declines steeply, as a power- 
law with energy. The total energy content of such a distribution is determined 
by th e  lowest energy for which the power-law form remains valid. The strong
1.63 MeV line, whose threshold energy for proton excitation is lower than most 
other deexcitation lines, thus points to a high total ion energy, typically to a 
rough equipartition of energy between electrons and ions (Vilmer k  MacKinnon 
2003).
Nonetheless some uncertainty over flare ion energy remains, arising from vari­
ous sources. First, there is the continuing lack of a readily observable, unambigu­
ous diagnostic for ions below 1 MeV. nucleon-1, although the energy manifested 
as i'ons above this energy already seems substantial. The central role played 
by th e  1.63 MeV line focuses attention on the source region 20Ne abundance, 
a quantity which appears to vary significantly with position in the solar atmo­
sphere (Schmelz et al. 1996). Unease over the role of the 20Ne abundance is 
underlined by the large values implied by interpretation of 7 -ray lines (Meyer 
1993). Further, it is generally assumed that all accelerated species have the same
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distribution in energy per nucleon. Difficult or impossible to verify at the flare 
site, this assumption is not always borne out even by measurements of flare- 
associated energetic particles in the interplanetary medium. In the two events 
studied by VanHollebeke et al. (1990), for instance, a  particles consistently dis­
played a steeper energy distribution than protons, in the 1 to 100 MeV.nucleon-1 
energy range. The kinematically broadened lines produced by heavier acceler­
ated particles yield little model-independent information on particular species. 
Some of the consequences of relaxing this assumption will be the main focus of 
Chapter 5, and I refer to it for brevity as Assumption A:
Assumption A: the energy distributions of all accelerated species, ex­
pressed in energy/nucleon, are identical.
At this point we also introduce a little notation. Let $ e denote the fluence 
(cm-2s-1) of photons in a line at photon energy e (MeV), e.g. $ 2,223 denotes 
the photon fluence in the neutron capture line, while $ 4 - 7  denotes the total (de­
excitation) line fluence in the 4 - 7  MeV range.
Assumption A impacts on the form of deduced energy distribution and the 
total ion energy content in various ways. First, given a particular value of energy 
power-law index, deduced from ratios of narrow line fluences, it immediately 
implies that a large fraction of the total ion energy resides in heavier ion species. 
For example, in the flare of 4 June 1991 analyzed by Murphy et al. (1997), the 
total energy in ions, 1 0 33 ergs, is about seven times greater than that found in 
protons alone. At the very least, the consequences for secondary flare emissions 
and the flare thermal phase have never been investigated in any detail.
The resolvable, narrow lines are produced by interactions involving both fast 
protons and a  particles (e.g. Ramaty et al. 1979). For diagnostic purposes one 
selects two lines whose production cross-sections have significantly different de­
pendence on exciting species energy. For instance, the photon flux in the 4-7 MeV 
photon energy range is dominated by various (broad and narrow) de-excitation 
lines, produced by fast ions of energies above a few MeV.nucleon-1, while pro­
duction of the neutrons needed to produce the 2.223 neutron capture line tends 
to be dominated by ions of rather higher energies, typically 50 MeV and above. 
Thus a measured value of the ratio $ 2,223/ ^ 4 - 7  may be used, with Assumption A,
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as a diagnostic of the steepness of the fast ion distribution (e.g. Ramaty 1986). In 
practice one assumes e.g. a power-law form E~6 in particle energy E  and deduces 
(5.
By studying the a — a  lines at 0.429 and 0.478 MeV, Murphy et al. (1991) 
found strong evidence for an over-abundance of fast a-particles in some events 
(see also Share & Murphy 1998). However, neutron production and deexcitation 
line production cross-sections do not have the same energy-dependences for a ’s 
and protons. Thus the possibility of a different fast a-particle abundance forces 
re-examination of the diagnostic use of $ 2,223/^ 4 - 7  - Ramaty et al. (1996b) - with 
its implications now depending also on the assumed value of a /p , the abundance 
of fast a ’s relative to fast protons. The measured values of $ 0,429 and $ 0,478 may 
corroborate any assumed value of a /p . Relaxing Assumption A, however, would 
open up the possible parameter space still further. For instance instead of asking, 
‘given Assumption A and a value of a /p , what single value of 5 is consistent with 
an observed value of $ 2.223/ $ 4- 7? \ one might instead have asked, ‘given two, not 
necessarily identical values of 5, one for protons and one for a ’s, what value of 
a /p  is consistent with an observed value of $ 2.223/ $ 4- 7?’
As already mentioned, the 1.63 MeV line of 20Ne includes contributions from 
lower energy protons than most other deexcitation lines. As long as its abundance 
relative to other species is known with some confidence, its fluence relative to any 
other, strong deexcitation line then gives another diagnostic for S, in the 1 - 2 0  
MeV energy range. The 6.13 MeV line of 160  includes only a small spallation 
contribution from other target species, so $ i.63/ $ 6.i3 gives a good diagnostic 
(Ramaty et al. 1996b; see also MacKinnon h  Toner 2003, where the effects of ion 
containment in a warm target region are dealt with).
The importance of the lower threshold energy for proton excitation of the
1.63 MeV line was pointed out by Share & Murphy (1995), in the course of 
trying to understand its surprisingly high observed intensity. They also noted 
that this line is not distinguished, relative to other lines, for excitation by a ’s as 
it is for excitation by protons. So high values of a /p , suggested by the a  — a  
lines, might appear inconsistent with this interpretation of the unexpectedly high 
values of $ 1.63. In later work (Ramaty et al. 1995, 1996b) it became clear that a 
high value of a /p  is not inconsistent with the observed fluence of $ 1.63 , but, along
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with Assumption A, it does force S, and thus the total fast ion energy content, to 
higher and higher values (for instance, compare the values of ^ 1.63/ ^ 6.13 for the 
cases a /p  = 0.1 and 0.5 shown in Figure 5.1 in Chapter 5).
Assumption A may well be justified, as it sometimes is for flare-associated 
particles in the interplanetary medium (Reames et al. 1997). We have seen, 
however, that its invocation is not justified a priori at the flare site. Moreover, 
if it does not actually apply, its use with diagnostics based on the 1.63 MeV line 
may over-estimate flare ion total energy content.
In Chapter 5 I investigate the interpretation of observed narrow nuclear line 
fluences without making Assumption A. Having considered how this affects the 
properties of some key line diagnostics, I apply these to the flares in the SMM/GRS 
data set and evaluate the implications to the role of fast ions in the flaring process 
(see also Toner & MacKinnon 2004).
The exact relationship between the photons we observe and the accelerated 
particles that provide the energy to produce them is, of course, very sensitive 
to the nature of the target medium through which they travel and deposit their 
energy.
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Chapter 3 
Source M odel
3.1 Introduction
In this chapter I consider the region from which the flare 7 -ray (and neutron) 
emission emerges. Fast ions are deposited by the flare explosion into an ambient 
medium. Interactions between the fast ions and nuclei within the target region 
excite the nuclei which de-excite in a short time (< 1 0 “ 11 s) to emit 7 -ray photons 
(Kozlovsky et al. 2 0 0 2 ). This work attempts to link the observed 7 -ray line 
spectrum back to the energy put into the fast ions by the flare. The details 
of how the flare gets its energy in the first place are beyond the scope of this 
thesis. Somehow changes in the solar magnetic field (see Section 1.3) release 
large amounts of energy which is transmitted to the ions by one of the methods 
considered in Section 2.5. The distribution of the fast ions with energy can give 
clues as to which of these mechanisms might be in operation, or rule them all 
out. There are a range of diagnostics for these energy distributions and I consider 
those that can be derived from the 7 -ray nuclear lines, in the contexts of different 
types of source region (Sections 3.2 and 3.3 and Chapter 4).
3.2 Thick and Thin Targets
Consider a charged test particle passing through a region full of target nuclei. Will 
the test particle use up all of its useful energy before it leaves the target region? 
By ‘useful energy’ I mean sufficient energy to excite the required energy state of 
the target nucleus for emission in the 7 -ray line of interest. In the thick target, 
the effect on the emission of 7 -rays is that all of the energy in the test particles 
that can be is converted into 7 -rays. This does not necessarily mean that all of 
the particle energy has gone into 7 -rays as there are more efficient mechanisms 
for removing particle energy, particularly coulomb scattering on electrons. In
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contrast to the thick target, in the thin target, only a negligible amount of the 
available energy is converted to 7 -rays and the test particles emerge with their 
energy distribution unchanged by 7 -emission. The choice of thick or thin target 
then has consequences for how we model the transfer of energy from fast ions to 
the 7 -emitting nuclei in the target and for how we interpret a particular set of 
deexcitation lines. I will discuss, in more detail, the mechanisms of energy loss 
in the next section (3.3) and in Chapter 4.
There are two kinds of interactions that we need to consider here that involve 
the ions in a solar flare. There is an acceleration mechanism and then the accel­
erated ions can interact with ambient nuclei to produce the 7 -ray line spectrum. 
Clearly some of the ions escape during the acceleration mechanism and are de­
tected as SEPs. However, if the ions that go on to stimulate the 7 -ray emission 
also escape, they would include spallation products from these nuclear reactions. 
Expected enrichments in exotic species like deuterium, lithium and beryllium are 
not observed in SEPs. So it is unlikely that the 7 -ray emission region is a thin 
target, since we see no evidence of ions emerging from this region (e.g. Hua & 
Lingenfelter 1987c,and references therein).
On another line of evidence, MacKinnon and Brown (MacKinnon & Brown 
1989, 1990) investigated the limb-brightening of the 7 -ray continuum emission 
from solar flares (e.g. Rieger et al. 1983; Vestrand et al. 1987). The continuum 
arises mainly from high-energy electron bremsstrahlung which is most efficient 
at high source densities. Strong beaming of the bremsstrahlung emission from 
these relativistic electrons provides a preferential direction for observation: the 
electrons have to be moving towards us in the line of sight. This will confine 
detectable 7 -ray flares to the limb by one of three possible mechanisms. One 
possibility is that the electrons seen on the limb have little or no component of 
their velocity along a vertical section of magnetic flux and are trapped orbiting 
the field lines and lose all of their energy in bremsstrahlung emission (i.e. a 
thick target) which we see since the line of sight lies perpendicular to this field 
at the limb, such a situation on the disk will produce very little emission and 
go unseen. Secondly, we have electrons bottled in a nonuniform magnetic field. 
Their motion is all perpendicular to the field at the mirror points. If the field is 
vertical at these points, the electrons will only have motion in the line of sight
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when the flare occurs at the limb. Maximum bremsstrahlung emission occurs at 
the mirror points and so we detect limb flares preferentially. This is also a thick 
target since the electrons are bottled until they produce all of their potential 7 -ray 
bremsstrahlung emission, deep in the atmosphere where the field is strongest and 
the density highest. Thirdly, as we look at events closer to the centre of the disk, 
the electrons have to be injected more parallel to the field in order to produce 
emission in the dense part of the source. However, if the pitch angle is too small, 
the electrons escape the field and we get no returning electrons coming back up 
out of the source to produce emission in our direction. So disk flares lose their 
continuum emission in our direction. The limb-brightening effect implies that the 
continuum source is deep in the densest part of the atmosphere where thick target 
effects can provide the maximum emission. Otherwise we do not detect the flare 
in 7 -rays at all as is the case for disk flares. Although the accelerated electrons 
are a different population of charged particles than the ions that stimulate the 
line emission, they must all be moving along the same field lines and are likely 
to be producing emission in similar regions of the solar atmosphere.
Ramaty et al. (1995) tried to model the brightest 7 -ray emission lines and 
the neutron capture line at 2.22 MeV and match up their models with nineteen 
actual SMM spectra. Modelling nuclear excitation and neutron production puts 
strong restraints on the parameters. They found difficulty in fitting a thick target 
unless there was enhanced 20Ne abundance in the target (but see Chapter 4 
and the effects of a warm target), otherwise the parameters of the model were 
quite reasonable in light of other sources of abundance measurements such as 
impulsive and gradual flare abundances. They found that a model of downward- 
streaming isotropically distributed fast ions moving into a thick target fitted 
the data well with a range of power-law energy distributions with index (<5, see 
Equation 2.5.1) between 3 and 5. The thin target presented even more difficulty, 
with only impulsive flare abundances producing results even near to the observed 
spectra, in all nineteen flares. Again a downward, isotropic stream of fast ions 
gave the best results, but it is difficult to square this geometry with thin target 
conditions. So they concluded that, with the best available set of data (the SMM 
flares), it is difficult to produce a physically realistic model with a thin target. In 
this work, I use a thick target model throughout.
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Once we have decided whether the target is thick or thin, we then need to 
decide whether it is ‘warm’ or ‘cold,’ by which we mean how the energy of the 
target particles (giving a ‘temperature’ although this energy may not be thermal) 
compares with the energy of the test particles.
3.3 Cold Neutral Targets
As a test particle passes through the target region, it will lose energy. In terms of 
the 7 -ray spectrum we are interested in the energy lost to heavy ions in the target 
but energy will also be lost in coulomb interactions with lighter particles, the most 
common being hydrogen atoms. The exact form of the coulomb energy loss rate 
depends on the relative energy of the test particle and the target hydrogen atoms 
and, also, the ionization state of the hydrogen.
There are indirect arguments that ions slow down in a medium where they 
have much more energy than the larger number of ambient particles that they 
encounter, a ‘cold target.’ For example, assuming that the target material is 
located in or near the photosphere, we can assume low ionization (a neutral 
target) and a temperature of T  = 5780K  (Lang 2001; Golub & Pasachoff 2001). 
To produce prompt 7 -ray lines we need test particles of energy >  1 MeV. For 
a cold target, we need the test particles to have kinetic energy E  ^ k T , 
where m  is the mass of the target particle, m e is the mass of the electron and 
k is the Boltzmann constant (Emslie 1978). For a beam of protons entering the 
photosphere, this limit is ~  9 x 10~ 4 MeV. Since we need a proton of at least 
1 MeV energy to excite the target, we can assume, in this case, that the target is 
‘cold.’ However, we do not have any direct information about conditions in the 7 - 
ray emitting region. This is a difficulty in deciding what we believe the observed 
7 -ray line fluences are telling us, since this depends very much on whether the 
source region is ‘cold’ or ‘warm.’
Assuming photospheric conditions, we can start to model the line emission 
from a cold, neutral, thick target. Observations (eg. Murphy et al. (1991, 1997)) 
show that the lines take the form of a narrow peak over a broader component. 
The narrow peak results from light accelerated particles striking heavier ambi­
ent particles so that the excited particle experiences little recoil and produces
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little doppler broadening. Conversely the broader component results from emis­
sion from heavier accelerated ions as they encounter lighter ambient ions. These 
heavy ions leave the collisions with sufficient velocities to spread their emission 
by doppler broadening. The lightest particles involved are protons, or hydro­
gen ions, and a-particles, or helium ions, (3He is also a component) while the 
heavier particles start with carbon ions. The intervening elements, lithium and 
beryllium are not abundant and only show up in the 7 -ray spectrum as fusion 
reaction products of helium. For simplicity here, we will only model the narrow 
component and derive total photon yields as this is adequate to answering many 
questions. The narrow line’s shape and the broad component await future work.
Consider a test particle (either a proton or an a-particle) of mass m  and energy 
E  passing through a region with hydrogen density tih • With m  in gm and E  
in MeV, the test particle will have velocity v cm s-1. The main process by which 
target particles are excited to appropriate energies for prompt deexcitation to 
produce 7 -rays is by Coulomb interaction. Deflection of the charged test particle 
in the electric field of the target transfers energy to the target particle (see, e.g. 
Dendy 1994). A smaller proportion of emission in each 7 -ray line is produced by 
spallation when a heavier nucleus is forced to emit an a-particle and transmutes 
to the excited state of a lighter nuclear species. We proceed here to describe 
the Coulomb process, but spallation is handled in mathematically the same way, 
except that the source particle is not the same nucleus as the type that eventually 
emits the 7 -ray photon.
The probability that the particle will excite a target particle to the appropriate 
energy depends on the appropriate cross-section a (see section 2.3) and whether 
the incident particle has enough energy. Effectively the test particle traces out 
a cylinder given by the cross-section multiplied by the path length and the path 
length increases at rate v cm s-1. Within this cylinder the test particle will emit 
photons in interactions with riHCLxva  targets per second where ax is the relative 
abundance of the appropriate target particle. The test particle’s energy must be 
above E th the threshold energy for exciting the line of interest and some energy 
will be lost as it passes through the target. So, in fact, it will emit photons until 
v has reduced to the point where the particle energy drops below Eth. Given 
this, the photon yield, <f)(E), for a given test particle with initial energy E  can be
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calculated by integrating the emissivity over this effective life of the test particle 
and changing variable from time to the energy of the test particle (e.g. Ramaty 
1986; Brown 1971).
m = j  g ( F ) " y (? W  (3.i)
J  Eth. I dt I
It is convenient to express this in terms of column depth X h gm cm - 2  of 
hydrogen in the target region rather than in time t s.
n Hv(E) 1
dE
dt m -dE
(3.2)
‘dX H
where m  is the mean mass of particles in the target region, taken to be mainly 
hydrogen and helium nuclei (m =  gG 3 1  changes like this.
=  f
J E th m \d X „  I
(3.3)
This assumes that the incident ions slow down systematically. This will be 
the case if if they are moving through a neutral medium of much less energetic 
ambient particles. Otherwise they will tend to lose energy diffusively and we 
need to approach the energy loss in a different way. Barkas h  Berger (1964) give 
empirical energy-loss rates for particles passing through a cold, neutral medium 
and Murphy (1985) summarizes these results.
For protons, the energy-loss rate is
=  <
702.9£~0-836, E  < 160 M e V
114.2E~0A8°, 160 < E  < 1000 M e V  
4.15, E  > 1000 M e V
and, for cx-particles, it is
dE
dX
> M eV g m  1cm (3.4)
dE_
dX
8959(1 -  exp(-1.993E5))2£;-0-836, E  < 640 M e V
640 < E  < 4000 M e V
16.6, E  > 4000 M e V
> M e V g m  1cm
(3.5)
In a thick target (see section 3.2) all accelerated particles that start with 
energy above Eth can contribute to emission in our chosen line. N (E )d E  is the
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number of test particles between energies E  and E  +  dE.  However we cannot hit 
target particles with unlimited energies and there will be a maximum energy Emax 
above which the target particle will be destroyed in some way. Emax may not be
acceleration mechanism. Values for Emax are suggested by observations. Vilmer 
et al. (2003) studied the 1990 May 24 solar flare and found that Emax ~  2 GeV for 
consistency with the observed energy of neutrons emitted by the flare. Kocharov 
et al. (1998) also studied neutron emission, but in the 1991 June 15 flare (see 
chapter 6 ). This flare showed a maximum cut-off energy greater than 10 GeV. 
The 7r° emission from the 1988 December 16 and 1989 March 6  flares indicated 
to Alexander et al. (1994) that these flares had a high-energy cut-off for protons 
between 500 and 800 MeV. The sensitivity of the model to the choice of Emax 
depends on the slope of the power law. The cut-off is less critical for steeper 
accelerated particle spectra.
Accepting that there is an upper limit Emax for the proton’s energy, the total 
photon yield from the target region, using 3.3, is 4>.
where 6 is the power-law index and there are No protons with energy above E0. 
For a-particles this modifies to Na(E).
protons, so that r “N 0 gives the number of a-particles with energies above 4E0. 
The power-law index 5 may, or may not, be the same for protons and a-particles.
high enough to destroy the particles. It may, instead, reflect a limitation of the
I ™ I ' ----JEth JE>
where H(E)  is the Heaviside step function.
The exact form of the integrand of <£ depends on the test particle type and
*  =  I "  <T- f d £ X> r  N{E)H {Emax- E ) d E d E '  (3.6)
the distribution N(E).  The test particle type fixes the choice of (3.4 or 3.5). 
If we choose a power law distribution for the test particles as in Section 2.5 the 
distribution for a beam of protons is NP(E).
(3.7)
(3.8)
where rp is a parameter giving the abundance of test a-particles relative to test
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Expressing the accelerated ion energies in MeV.nucleon- 1  simplifies the compu­
tation in situations where there are a variety of fast ions.
Substitution of the appropriate distribution (3.7 or 3.8) into equation 3.6, 
using an appropriate choice of 3.4 or 3.5, produces a model for total emission 
from a flare in a given 7 -ray line. Therefore, for a beam of protons, the total 
photon yield is
m(E0'
aT.Nft rEmax a (E )E ^ E)(E l - s -ElTa5x) ^ v  X /  i
J4 -£iTi) JEth --------- Kffi d h  l ) ? 1
axNn rE max <j {E )E ^ e '> log(-
K (E ) -dE, 6 =  1
(3.9)
where
K(E)  = <
702.9, E  < 160 M eV
114.2, 160 < E  < 1000 M e V  
4.15, E  > 1000 M eV
and
0.836, E  < 160 M e V
C(E) = { 0.480, 160 < E  < 1000 M eV  
0, E >  1000 M eV
For a beam of a-particles, the total photon yield is
$ =  <
r?N 0 r Emax a (E )E ^ EHE1- s -E^nai ) j IP x ^
Je,h — m ----------d E '
jEmax a{E)E«EHE'-6-E^-j)^  £ _  1
ax  
fh((4Eo) 
axr%N0
J E th
(3.10)
where
K{E) = <
8959(1 -  exp(—1 .9 9 3 £ s ) ) 2, E  < 640 M eV
889, 640 < E  < 4000 M eV
16.6, E  > 4000 M eV
and
0.836, E  < 640 M e V
C(E) = 0.480, 640 < E  < 4000 M e V
0, E  > 4000 M e V
6 is not necessarily the same for protons and a-particles. Numerical eval­
uation of these equations allows the modelling of 7 -ray line fluences assuming
we have some information about the initial fast ion energy distribution and the
abundances of fast ion species and ambient nuclei.
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Figure 3.1: A comparison between the cross-sections used in this present work 
(Toner 2004) with the coarser cross-sections used by Kozlovsky et al. (2002) in 
Monte Carlo simulations. These show the cross-section for excitation of 1.63 MeV 
20Ne by fast protons. Note that my methods allow finer energy resolution but 
that the coarser resolution is necessary for the computational intensity of a Monte 
Carlo approach.
3.4 Software
In order to use equations 3.9 and 3.10 in practice a numerical method is required. 
For the work presented here, I gather the constant terms together and evaluate 
the remaining integral by a simple trapezoidal rule. The size of the increment in 
energy used to calculate each step of the integration is dictated by the energy- 
resolution of the excitation cross-section and, in fact, varies with energy, needing 
to be finer at lower energies where there is more structure in the cross-section. 
For this reason, I do not always use the published digitizations in Kozlovsky et al. 
(2002) which are useful for the fast integrations required for Monte Carlo simu­
lations and prefer my own digitizations of the original cross-sections published in 
graphical form by Dyer et al. (1981, 1985); Seamster et al. (1984) and others. My 
own digitizations are listed in Appendix B and Figure 3.1 allows a comparison to 
be made of the proton-excitation cross-section of 20Ne that leads to emission at
1.63 MeV.
The software I have developed allows a choice of target models: the cold,
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neutral target model described here and the warm, ionized target described in 
Chapter 4. In its simplest form, a number of model parameters are provided by 
the user and a set of line fluences are calculated based on this input. Alternatively, 
modified versions allow an exploration of one or more parameters by setting ranges 
of values and calculating sets of line fluences as these parameters vary through the 
given ranges. The required parameters are the relative abundances of the target 
species which are listed in the program as parameters); the slope of the (assumed) 
power law distribution of the accelerated ions, specified by 5 in Equations 3.9 and 
3.10, which can either be a single power law or separate power laws for protons and 
a-particles (this distribution is also defined by a maximum energy cut-off, usually 
1 GeV, and also there is a minimum threshold energy set by the reaction cross- 
section); a normalization energy Eq and the number of accelerated protons No 
above this energy (these are used to deduce total proton numbers from observed 
spectra); r “ , the ratio of a-particles to protons above the normalization energy 
Eq in the accelerated ion population (this is actually the parameter Fq^ / F q# 
defined precisely in Section 5.2.1, other authors quote a /p  which is equivalent); 
and a flag which specifies whether to use a cold, neutral target or a warm, ionized 
one. When a warm, ionized target is chosen, the target temperature must also be 
specified and the method of calculating the Coulomb logarithm (see Appendix A). 
There are further data which are read in from files as the program runs. It is 
convenient to store reaction cross-sections (a in Equations 3.9 and 3.10) in this 
way. This allows a from different sources to be compared and their differences 
evaluated in terms of their effects on the calculated line fluences.
All fluences are set to zero and then calculation of a set of line fluences 
proceeds reaction by reaction. The reactions included are listed in Table 3.1. 
Proton-induced nuclear excitations are taken one by one and then alpha-induced 
excitations, the fluences from each reaction contributing to a line being summed 
to derive the final modelled value. Table 3.1 also includes a 3He-induced reac­
tion for the 1.02 MeV complex which is dealt with similarly and then the fluence 
added into the final value. The calculation is modified for the parameters of a 
3He nucleus in the same way as the a-particle version was deduced.
The appropriate equation is chosen from 3.9 and 3.10, with a modification for 
warm-target energy loss if that target model is required (see Section 4.4). The
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P h oton  E nergy (M eV ) proton excita tion s a -p artic le  excita tion s 3 He  ex cita tion s
0.429 4H e(a ,n )7 Be*
0.478 4H e(a ,p )7Li* 
4He(a, n )7Be(e)7Li*
0.847 56 Fe(p, p')56 Fe* 
28 Si(p, x )27 Al*
56Fe(a, a ')56Fe*
0.931  
1.02 com plex
56Fe(p, x)55Fe*
56F e(a ,n )59Ni* 
56Fe(a, x)58Ni* 
56F e (a ,x )58Co* 160 ( 3H e ,p )18F*
1.369
1.634
24 M  g(p, p')24 Mg* 
28 Si(p, x)24 M  g* 
56 Fe(p, x)55 Fe* 
20Ne{p,p')20Ne* 
24Mg(p,x)20Ne* 
28Si(jp, x)20Ne* 
14N (p ,p ')14N* 
160 ( p , x)l4N*
24Mg(a, a ')24Mg*
56F e(a ,n )59Ni* 
20Ne(a, a ')20Ne* 
24M g (a ,x )20Ne*
14N (a, a ‘)14N*
1.779 28Si(p,p’)28Si*
32S(p ,x)28Si*
28Si(a, a ')28Si*
4.438
6.129
12C(p,p')12C* 
14N (p ,x )12C* 
ieO(p, x)12C*
160 (p ,p ' )160*
20Ne(p, x )160*  
160 (p ,x ' )150*
12C(ot, a ' )12C* 
14N ( a ,x ) 12C* 
ieO (a ,x )12C* 
ieO(a, a ' )160*
160 ( a , x ' ) 150*
Table 3.1: The line fluences modelled with the software used in this work, together 
with the nuclear excitation reactions that contribute to each. The reactions are 
given in the standard notation where the first nucleus is the target, the bracketed 
particles are, first, the incident ion and, second, the ejected particle and the 
last nucleus, marked with an asterisk, is the resultant excited nucleus. This 
excited nucleus de-excites almost instantly to produce the observed photon. Any 
intermediate reactions, such as in the second reaction for the 0.478 MeV line, 
list in the middle. The 3He -induced reactions complicate the interpretation of 
the 1.02 MeV complex as discussed in Chapter 5. For more details of all of 
these reactions see the summary in Kozlovsky et al. (2002) and the discussion in 
Section 2.3.
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calculation process divides into two parts: the evaluation of the integral part of 
the equation and normalization according to the target particle abundance and 
the energy limits of the accelerated ion distribution. The integral is evaluated by 
a simple application of the trapezoidal rule. Each trapezium is created between 
adjacent energies in the digitized cross-section a  for the nuclear excitation and 
so the energy resolution varies according to the detail in the cross-section. For 
example, the integral part of Equation 3.9, when 5 ^  1, would be evaluated like 
this.
T + , ST* ( ~ Emcfx) , (^+ 1^ — Emax) \  Ei+\ — Ei . .
lnte3ral- S  [  m >  + ------------- ----------------------- J  (311)
where E0 = E th and Em = Emax.
The values at which cr(E) is given in the cross-section file provide the sequence 
of Ei. The resulting number is multiplied by the energy-independent terms that 
complete Equation 3.9 to produce a photon yield from this accelerated ion popu­
lation. Care has to be taken at this point over units, as the nuclear physics that 
provides the cross-sections works in millibarns and the astrophysics of the solar 
flare works in cm2, for example.
It is then convenient, for comparison with observations, to adjust the total 
photon yield to the photons observed per unit area at the Earth. This is just 
a matter of simple geometry and produces line fluences that can be compared 
directly with SMM/GRS and CGRO data.
The set of line fluences can then be written to a file for further analysis and 
comparison with observed spectra. Sometimes we also want to investigate some of 
the parameters and these are output along with the corresponding line fluences.
3.5 A Cold Target Application: 24Mg 1.37 M eV  
Line
The 1.63 MeV line due to excited 20Ne has drawn attention to itself by its anoma­
lous brightness in SMM flare spectra. For example, Share & Murphy (1995) (see 
Section 2.4.2) find, in a sample of nineteen X-class flares observed with the SMM 
GRS instrument, that the high 1.63 MeV line intensity implies either an excess in 
the abundance of 20Ne or a very steep (‘soft’) energy spectrum for the accelerated
76
protons in those flares. This would be the case if the accelerated ions include few 
alpha particles. However, the evidence, from observations of lines arising solely 
from alpha-alpha interactions (7Li at 478 keV and 7Be at 429 keV, Murphy et al 
1990), has been interpreted as indicating that alphas are probably over-abundant 
(Murphy et al 1991). For now, take this conclusion at face value but see Chapter 5 
where I will take a more critical look at it.
In Chapter 4 I investigate a mechanism by which the cross-section for excita­
tion of 20Ne to produce the line at 1.63 MeV, which has a particular sensitivity 
to lower-energy protons 2 MeV), might be fed a supply of accelerated ions 
which do not excite other species in the 7 -emission spectrum, without having to 
invoke a steep proton spectrum. Among nuclear species detected in solar flares, 
the nuclear excitation cross-section of 20Ne to collisions with protons is particu­
larly sensitive to lower energy collisions; hence the expected enhancement due to 
a steep spectral slope in the exciting protons. It is of interest to see if there are 
any other lines that have a similar sensitivity to low-energy protons to provide 
a check on results obtained with the 1.63 MeV line. The cross-section for pro­
ton excitation of the 1.37 MeV line due to excited 24Mg has an incident particle 
energy threshold only slightly greater than that of the 1.63 MeV line, and thus 
may offer a consistency check on the idea of a steep, low energy proton distri­
bution (R.S.McIntosh, private communication to A.L.MacKinnon). Figure 2.3 
shows the two cross-sections compared with more typical species and Figure 3.2 
allows a clearer comparison between 20Ne and 24Mg. Full digitizations of these 
cross-sections are also given in Appendix B. The 1.37 MeV line due to 24Mg also 
has a lower-energy sensitivity, although it lacks the little ’spike’ at 3 MeV If this 
interpretation of the observed fluence of the 1.63 MeV line is correct, we should 
see some correlation with the 1.37 MeV line over a number of flare events.
In the next section I quantify this assertion, demonstrating that, in the ab­
sence of abundance variations, the ratio of the fluxes in the 1.37 and 1.63 MeV 
lines should not vary by more than a factor of two, irrespective of the fast pro­
ton energy distribution. Section 3.5.2 discusses the role of fast alpha’s, possibly 
over-abundant, at least in some flares (Share & Murphy 1998), but still making 
Assumption A (see Chapters 4 and 5).
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Figure 3.2: The excitation cross-sections of 20Ne at 1.63 MeV and 24Mg at 
1.37 MeV showing how they both have fairly low-energy sensitivity to proton 
excitation.
3.5.1 The 1.37 M eV  24M g Line and Proton Excitation
Line fluences depend on the availability and energy of exciting particles, specified 
by the energy spectrum of accelerated ions (protons and alpha particles) and 
the probability of successful collisions on the target species, summed up in the 
collision cross-section a (Section 2.3). Values for cr are summarized in Ramaty 
et al. (1979) and Kozlovsky et al. (2002) for a range of solar flare species including 
24Mg and 20Ne. The cross-sections used in this work are listed in Appendix B.
Assuming a power-law distribution in energy per nucleon of the accelerated 
ions (spectral index (5), the line fluence is integrated over a suitable range of ac­
celerated ion energies, from the lowest exciting energy determined by the cross- 
section up to the highest significant exciting energy determined by the power law, 
using Equations 3.9 and 3.10. The resulting fluences are normalized to an acceler­
ated ion spectrum where there is one particle above an energy of 1 MeV.nucleon-1.
The method described in Section 3.4 is used to calculate separately the fluence 
contributions from proton- and a-excited emission, assumed for now to share the 
same accelerated ion energy spectrum (Assumption A). A total line fluence is then 
summed from these. For clarity I begin with an accelerated particle population 
consisting only of protons.
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If the 1.63 MeV and 1.37 MeV lines were only indicators of steep proton 
spectrum slopes, then we could be confident of using their values as a probe of 
the accelerated particle energy spectrum. However they are also clearly dependent 
on the relative abundances of 20Ne and 24Mg. This complicates the analysis of 
these lines. Variations in the relative abundance of Ne and Mg from flare to 
flare can be inferred from observations in other wavelengths: Widing Sz Feldman 
(1995) find a variation of a factor of 1.5 in EUV data; soft X-rays reveal variations 
between factors of 2.5 and 3 (McKenzie & Feldman 1992; Saba &; Strong 1993). 
However, neither of these data are guaranteed to originate in the same region as 
the 7 -rays.
The line fluences resulting from this analysis could be used to fit actual data 
and recover information about relative abundances in the ambient medium ex­
cited by the flare, if we can be confident that their relative dependences on ac­
celerated ion energies are closely matched. This section does not set out to do 
this as we are interested in the first step of showing how the relative fluences 
of the 1.37 and 1.63 MeV lines are affected by changes in the proton spectrum, 
irrespective of the species abundances. I take the relative abundances preferred 
by Murphy et al. (1991) and Ramaty et al. (1996b) for consistency with other 
analyses and as these are the best available for the flare 7 -ray source region.
Figure 3.3 shows the ratio of the 1.37 and 1.63 MeV lines (24Mg and 20Ne 
respectively) for a number of values of accelerated particle spectrum index 6. 
The a /p  ratio in the accelerated particles is set at 0.0 for the curve marked 
‘protons,’ that is they are all protons. It can be seen that, although the ratio of 
1.37 MeV to 1.63 MeV emission decreases monotonically with accelerated particle 
spectrum index <5, this ratio does not vary by more than a factor of two across 
the whole range of 6 investigated.
3.5.2 The 1.37 M eV 24M g Line and Combined Proton and 
o-particle Excitation
Figure 3.3 shows a very simple model when all of the incident particles are protons. 
In reality, the a-particles in the accelerated ions are significant, particularly at 
low energies. The a  cross-sections are also given in Ramaty et al. (1979) and 
Kozlovsky et al. (2002). Inclusion of the a-induced emission alters the picture
79
CHAPTER 3. SOURCE MODEL
-  S  o  o  d  t-' lO
m
CMCM 00 30O ■^ro<£)o
SBUI| /\ey\l E9 I Ae W ZE I °!*ey 0ouen|-j
Figure 3.3: Comparison of the fiuences of the 24Mg and 20Ne line emission at 1.37 
and 1.63 MeV respectively. These are calculated for various values of the relative 
a-particle abundance in the accelerated ions given relative to the protons as a /p , 
and for accelerated particle spectral slopes S. The ratio of the two fluences is 
given for each combination of a /p  and <5.
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somewhat.
The other curves show what happens when we add a-particles with the same 
energy spectrum as the protons. The proportion of as is set by the ratio a /p . 
The line fluence due to the a-collisions is calculated as for the protons and then 
the two fluences combined in proportion to the a /p  ratio.
Introduction of the a-particles seems to enhance the 24Mg emission, especially 
in the mid-range of S (?^3) as well as removing the small downward trend except 
at extremely high values of d. This is likely to be because the 24Mg abundance is 
higher, while the two species have almost the same coverage of a-particle energies 
in their cross-sections (see Figure 2.4). However, with very soft spectra, this 
a-effect is minimized because there are almost no particles available to excite 
emission except at the low-energy end, where the cross-sections are sensitive only 
to protons. Again, the variation in the line ratio due to changes in the accelerated 
a/proton ratio, even at its maximum (when 6 & 3), is not likely to be more than 
a factor of two between flares.
3.5.3 Correlation Between the 1.37 M eV and 1.63 M eV  
Line Fluences
Having modelled the 1.63 MeV and 1.37 MeV lines using a thick target model 
and excitation cross-sections measured by Dyer et al. (1981) extended beyond 
30 MeV using the cross-sections published by Ramaty et al. (1979), 1000 flare 
events were simulated by randomly varying the 24Mg, in a uniform distribution, 
by a percentage around a canonical value taken from the Case la  fit to SMM 
data made by Murphy et al. (1991). At the same time 20Ne abundance is kept 
at exactly the value from this same fit while the proton spectral slope is varied 
over a specified range, again randomly from a uniform distribution. There are no 
other accelerated particles in this model.
The Pearson’s moment correlation coefficient, r, can be used to test the rela­
tionship between the 1.63 MeV fluence, $ 1.63, and the 1.37 MeV fluence, $ 1.37, 
over all 1 0 0 0  modelled flares.
r  _  ________S i 000( $ 1.63 ~  $ 1-63) ( $ 1.37 ~  $ 1 .3 7 )________ ^2 -^ 2 )
^ /E ,1000($1.63 -  5 i .6 3 )V E ,1000(^1.37 -  5 i .3t)2
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Figure 3.4: Pearson’s correlation coefficient of the fluences in the 1.37 and 
1.63 MeV lines in 1000 simulated flares, in three different ranges of accelerated 
proton power laws. A Monte Carlo simulation has produced these fluences while 
varying relative abundances of the ambient 24Mg and 20Ne and the power law 
index of the accelerated protons. The accelerated ion population in this example 
consists only of protons.
where the overline (e.g. $ 1.63) represents a mean from the 1 0 0 0  simulated results.
With this high number of events, the Pearson’s coefficient is significant to a 
level of less than 10-39. This says that the probability of the measured coefficient 
arising purely by chance is less than 10-39. Fewer events yield essentially the 
same correlations but with a higher probability of these arising by chance.
The graph in Figure 3.4 shows how the correlation weakens with increasing 
variability in the 24Mg abundance. However, quite large variations in abundance 
still result in quite acceptable correlations, especially if we restrict the range to 
those observed in the EUV and X-rays.
Curiously, the correlation drops off less sharply when a wider range of spectral 
slopes is allowed. This is due to the increasing influence of the variation in slope as 
compared with the influence of the fixed range of variation in relative abundance. 
However, in all cases a correlation of better than 0.8 arises even when the variation 
in Mg abundance is as much as ±80%. This translates to a variation in relative
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abundance 20N e/24Mg of a factor of 5, much more than observed in EUV or 
X-rays.
3.5.4 The 1.37 M eV-to-1.63 M eV Fluence Ratio as a D i­
agnostic
Clearly the fluences of the 1.63 MeV and 1.37 MeV lines are not strongly enough 
affected by abundance variations to hide their relationship to the slope of the 
energy spectrum of the accelerated ions. If a strong correlation between the
1.63 MeV and 1.37 MeV lines is observed in a large sample of flares, then it can 
be assumed that protons dominate the accelerated ions. A poor correlation would 
indicate that something else is happening, most likely that there is a large com­
ponent of a-particles in the accelerated ions because the low-energy sensitivity of 
these lines is particularly a feature of their proton cross-sections. Figure 3.3 shows 
how the variation of the line ratio becomes progressively broader as the propor­
tion of a-particles increases. Also see Chapter 5 for a more complete discussion 
of the effects of the a-particle component in the accelerated ion population.
Share & Murphy (1995) present fluxes for the brightest lines in 7 -ray spectra 
recorded in 19 flares by the SMM GRS instrument and Murphy et al. (1997) does 
the same for the 4 June 1991 flare as recorded by the OSSE instrument on CGRO 
(see Sections 1.10.4 and 1.10.6). This represents the best available data set of flare 
7 -ray spectra to date. The flux ratios derived from these data for 1.37 MeV and
1.63 MeV have a range spanning 0.33 ±0.14 up to 2.36 ±  1.47. This is outside the 
range expected when the accelerated ions are only protons and there is not much 
flare-to-flare variation in abundances. Either there is quite substantial variation 
in abundances or there is a large accelerated a-particle population in these flares. 
Calculation of Pearson’s coefficient between the 1.63 MeV and 1.37 MeV line 
fluences for the SMM flares finds r  =  0.915 with a significance level of better 
than 10-6. This means that the two lines are totally uncorrelated in this data 
set, further evidence that the picture is more complicate than the simple model 
developed here.
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Chapter 4 
Warm Ionized Targets
4.1 Feeding the Low-energy Sensitivity of 20N e
This chapter and Chapter 5 focus on physical reasons why the 1.63 MeV emission 
from20Ne could be enhanced without calling for extra 20Ne in the flare region 
or demanding excessive accelerated ion-energies. Both approaches attem pt to 
arrange protons into an energy distribution that will feed large numbers into the 
3 MeV spike in the excitation cross-section (Figures 2.3 and B.3). In Chapter 5 
I separate the a-particle energy-distribution from the proton distribution so that 
the protons can develop a steep power law while the a-particles can maintain a 
flatter distribution; while, in this chapter, I consider what would be the effect on 
the overall accelerated ion spectrum of passing the ions through a region in which 
energy loss would be by a warm target mechanism, rather than the usual cold 
target (see Section 3.3. In a warm target situation, the test particle is injected 
with an energy that is low compared to the energies of the ambient particles 
(especially electrons) in the target region and its energy loss rate is less than in 
the case of a cold target. The reason for attempting to apply this here is that the 
slower ions in the distribution (i.e. the important ones at around 3 MeV) may 
experience warm target conditions at temperatures that would still be cold with 
respect to the faster ions. This would reduce the energy-loss rate for the slower 
ions and keep the population high at the cross-section spike.
4.2 W hy Warm Targets?
Emslie et al. (1997) pointed out that the cold target assumption may be valid for 
very high-energy ions (E  >  10 MeV) but it may not hold for ions with energies 
around 1 MeV. These particles may lose a substantial part of their energy while 
passing through the corona, high up in the loop, where the plasma is hot and
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ionized. Observational evidence that there is something different happening at 
these energies comes from the 1.63 MeV 20Ne line, which has a cross-section 
sensitive to protons in this lower-energy range (See Sections 2.3 and 3.5). It 
also implies a low relative abundance of accelerated a-particles in the 1 MeV 
range, which calls into question the usual practice of applying the same energy 
distribution to protons and a-particles. Ramaty, Mandzhavidze, & Kozlovsky 
(1996b) confirm that the abundance of 20Ne derived from this data is much higher 
than is found by other methods for either the corona or the photosphere, unless a 
steep energy-spectrum is inferred for the protons. The consequence is that there 
is a lot more of the flare energy contained in accelerated ions. However this may 
not be the case if we can relax the cold, neutral target assumption and allow 
at least some proportion of the accelerated ions to lose energy in a hot, ionized 
plasma, perhaps somewhere in the corona (MacKinnon & Toner 2003).
The obvious place for a 7 -ray warm target would be the corona and there 
are flares in which a significant fraction of observed 7 -ray line production does 
appear to take place in the corona (Barat et al. 1994; Vestrand Sz Forrest 1993). 
However there are strong arguments against a nearly isotropic, coronally trapped 
population in other flares. For example, the temporal behaviour appears to need 
rapid precipitation of the ions (Hua et al. 1989); and red-shifted 7 -ray lines show 
significant anisotropy (Share et al. 2 0 0 2 ). There is no clear justification for a 
universal warm target model for all flares, but we can say that, in some flares, 
there could be a coronal, warm-target origin for the 7 -ray lines, or a warm-target 
component to the 7 -ray source. This is enough motivation for considering warm 
target effects when interpreting 7 -ray line fluxes from at least some events and 
such a treatment is explored here.
4.3 Proton Containment in the Corona
In what follows we assume the usual picture of a low-lying, flaring magnetic loop, 
as described in Section 1.3. The loop extends up into a comparatively tenuous 
(typically n n  is in the range 1 0 10 to 1 0 11 cm-3) coronal region where particle 
acceleration takes place. Both ends of the coronal field lines are anchored in a 
denser, cooler chromospheric region. It is this region where most of the 7 -ray
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producing ions are thought to stop and produce most of their radiation. Warm 
target conditions can only be expected in the corona, so we should identify any 
factors which will detain the fast protons in the corona.
First, and most trivially, protons which are given large pitch angles 9 at the 
time of their acceleration will spend a time 1 / fi longer in the corona, where 
H = cos6 (ignoring any effects of magnetic field inhomogeneity). Barring the a 
priori unlikely circumstance of a concentration at large pitch angles, however, 
this will increase coronal residence times by a factor only of order unity.
Pressure balance arguments at least suggest magnetic field strength will in­
crease from corona to chromosphere. The resulting trapping, in a coronal mag­
netic bottle, has often been discussed. Denote by B q the magnetic field strength 
at the apex of the loop, and by Bi  the field strength at a footpoint, i.e. at the 
depth in the atmosphere beyond which collisions will prevent all but a negligible 
fraction of incident protons from mirroring and returning. Provided the variation 
in magnetic field, as the ions pass between these two points, is small compared 
to the cyclotron motion of the ions (e.g. Dendy 1994), the magnetic moment, M, 
induced by the motion of an accelerated ion around the magnetic field lines is an 
approximate constant of the ion motion.
_ _ mv2 sin2 9 , .
M = ^ r ~  (41)
With no non-magnetic forces acting, the ion energy must be a constant too, and 
so sin2 9 /B  is also an approximate constant of the ion motion (the first adiabatic 
invariant). In the absence of pitch-angle scattering, any protons with pitch angles 
greater than 9$ =  sin~1(Bo/Bi) 1^ 2 are trapped in the corona. For an isotropic 
distribution, a fraction /z0 =  cos 90 of all accelerated protons are trapped in this 
way. Only a modest field strength variation is needed to trap a significant fraction 
of all protons: po = 0.5, for instance, implies just Bo/Bi  =  0.75.
These considerations apply to ions produced in a coronal loop by some unspec­
ified mechanism. More effective trapping may occur naturally in more involved 
geometries (e.g. Lau et al. (1993)). In particular, ions accelerated in reconnection 
near a coronal null may be much more effectively trapped because they begin to 
move adiabatically at very low field strengths (Fletcher &; Martens 1998).
While binary collisions are ineffective at scattering fast ions (Emslie 1978),
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other mechanisms for more effective pitch-angle scattering may well operate. The 
discussion of stochastic acceleration in Chapter 2  defines the resonance condition 
in Equation 2.5.1. When A =  0, the ions are in resonance with the wave and it 
follows from Equation 2.5 that the ion is moving parallel to the field at the Alfven 
speed. So the Alfven speed represents a minimum speed for ions that will interact
with the accelerating wave (e.g. Kennel &; Petschek 1966). A proton moving at
the Alfven speed has energy E  (in keV) given by
E  =  2 5 ^ /n io  (4.2)
where n io and B 2 measure ambient density and field strength in units of 1 0 10 cm - 3  
and 1 0 0 s of G, respectively. Thus all protons of interest for 7 -ray production may 
potentially interact with Alfven waves, as has been discussed in detail elsewhere 
(e.g. Miller & Ramaty (1987)). The relative magnitudes of scattering t s and 
loop transit 77 times determine the regime in which scattering takes place, and 
thus its effects on coronal containment (Kennel h  Petschek 1966; Bespalov et al. 
1987)): weak (rs 77), in which scattering reduces residency times by allowing 
particles to trickle into the loss cone; moderate (rs ~  ti), in which the distribution 
remains close to isotropic and a fraction (1 —/xq) of particles can precipitate; strong 
(ts in which scattering actually increases coronal residency times, even for
particles inside the loss cone, by impeding the free flow of particles out of the 
loop.
Hua et al. (1989) carried out studies of proton turbulent transport in con­
verging loops, treating scattering with a Monte Carlo method. Restricting their 
simulations to cases in which the isotropisation length was at least twice the loop 
length, they confirmed the existence of the weak and moderate regimes, finding 
a saturation of the precipitated flux as scattering time reduces to the point that 
the distribution is close to isotropic. Situations with still shorter mean free paths 
were (Monte Carlo) simulated by Kocharov et al. (1999), confirming the existence 
of the strong regime with its enhanced containment.
The strong regime might arise in flares in (at least) one of two ways. First, 
Alfven turbulence might itself be the means by which ions are accelerated to 7 -ray 
producing energies. In this case, the turbulent energy density needed to accelerate 
protons fast enough implies scattering in the strong regime, and indeed effective
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containment in the acceleration region (Smith & Brecht 1991). Second, and most 
importantly, very modest anisotropies of the large numbers of protons needed to 
produce observed 7 -ray fluxes are adequate to result in unstably growing waves 
(Tamres et al. 1989; Bespalov et al. 1987). Even if produced isotropically, such 
anisotropies will inevitably occur as protons travel away, with different parallel 
velocities, from a localized source region. The number of protons involved in the 
June 7, 1980 flare, for instance, evidently implies turbulent propagation of protons 
in the strong scattering regime (Smith &; Brecht 1991), with coronal residency 
times many times greater than loop transit times. Kocharov et al. (2000) have 
also drawn attention to the possible role of self-generated Alfven turbulence in 
containing ions in warm target regions.
It seems clear that a variety of factors point to typical coronal residency times 
substantially greater than the loop transit times used in Emslie et al. (1997), and 
thus to the possibility, at least that large numbers of 7 -ray producing protons slow 
down mostly in a warm target region. In the chapter 5 I explore the consequences 
of this possibility quantitatively, in the limit that the containment mechanism has 
no significant influence on ions’ evolution in energy. Before doing this I also note 
that other coronal containment mechanisms have been proposed, in the presence 
of which a more elaborate re-evaluation of radiative yields would be necessary - 
e.g. Spicer & Emslie (1988).
4.4 7-ray Line Flux in a Target of Arbitrary 
Temperature
In this section we assume for illustration that all protons slow down in a fully 
ionized plasma characterized by a single, ambient temperature T. We will con­
sider the effect of T  on the yields of various 7 -ray lines. Emslie et al. (1997) 
found that implausibly high values of T , in excess of 108 K, would be necessary 
to yield a significant enhancement of 20Ne line flux, even with perfect coronal 
trapping. First we look briefly at how this conclusion was reached and argue that 
it deserves to be revisited.
The energy loss rate of a proton in a fully ionized hydrogen plasma of tem­
perature T  (K) is given by (e.g. Trubnikov (1965); Tamres et al. (1986)):
dE
—  =  —f(E )n Q (E ,T )  (4.3)
where
m  _  (4 .4)
where m  and Z  are the mass (gm) and charge (multiples of the elementary 
charge e) of the incident fast ion, m e is the electron mass, A is the Coulomb 
logarithm (dependent on energy and species, and given for fast particles e.g. by 
Emslie (1978); see also the Appendix), n  (cm-3) is the ambient particle density 
and 0  (E, T)  is the ratio of the true energy loss rate to that experienced in a cold 
target (i.e. a source region in which T  —> 0). 0  —► l -  as E / k T  —» oo and the 
details of its evaluation can be found in Tamres et al. (1986). For a test particle 
of type z, where i stands for proton or a-particle,
0 (£ ,  T)  =  rp(xe) +  — (^(xp) -  ip'(xp) -  ^ ' ( xe)) (4.5)
TTii
where ip(x) is the incomplete gamma function P(3/2, x ), me, mp and ra* are the 
masses of the electron, proton and the test particle, respectively, and
o r =  — iL
XP kT tth
„  _  E m e
u'e ~  kT mi
(4.6)
with k being the Boltzmann constant. Press et al. (1992) provides a convenient 
method of evaluating the incomplete gamma function numerically which is used 
in the code behind this work. The energy-loss rates derived in this way tend to 
the empirical results of Barkas & Berger (1964) for the cold target case when the 
temperature approaches 0 K, as discussed in Appendix A.
We need not carry out any drastic reconsideration of the ions’ energy evolution 
in the case that we appeal to interaction with Alfven waves for coronal contain­
ment. For typical loop lengths ~  109 cm and proton energies of a few MeV, 
values of rs ~  1 s are in the strong scattering regime. Changes of proton energy 
due to interaction with Alfven waves take place on a time of order longer
(e.g. Kulsrud & Pearce (1969)), easily in the 103 to 104 s regime for typical field 
strengths and densities and much longer than collisional slowing down times.
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If we inject a population of protons with energy distribution F(E)  (i.e. the 
number of protons with energies between E  and E  +  dE  is F(E)dE),  then the 
standard thick target formalism for 7 -ray line production (e.g. Ramaty (1986)) 
tells us that the total number of photons $k produced in line k is
** =  I e V{Ef ( E ) E ) n E ) d E  (47)
where Ek and cr*, are the threshold energy and cross-section (as a function of 
incident proton energy) for production of line k , a*, is the abundance relative to 
hydrogen of the target nuclei and 'k(E) is the total number of protons injected 
above energy E,  i.e.
P O O
V(E) = /  F{E)dE
JE
The dominant, direct excitation cross-section for the particular line of interest, 
the 1.63 MeV line, has its threshold near 2  MeV and its maximum value at 
6.4 MeV. Cross-sections generally climb steeply from threshold so one might 
expect the total (proton-excited) yield of 1.63 MeV photons to be dominated by 
protons about 6  to 7 MeV. Inspection of the integrand of Equation ( 4.4) for 
the particular case of this line is instructive, however. Even for hard injected 
spectra, the contribution from protons immediately above threshold is significant 
compared to that from protons of 6  to 7 MeV. Thus it is important to include 
the full proton energy range all the way from threshold.
Emslie et al. (1997) carried out detailed calculations only for the case where 
no non-collisional factors lengthen coronal lifetimes. They did consider a source 
region characterized by a single temperature, but discussed such a source only 
semi-quantitatively, basing rough arguments on the enhancement of proton life­
time expected for protons of energies around the maximum of the 1.63 MeV 
line cross-section. Since even protons immediately above the threshold of the 
cross-section can make a significant contribution, particularly for power-law ion 
distributions which fall off steeply with energy, a more detailed discussion is 
needed.
Now we ask the following question: for protons of a given energy E, what 
does the source temperature T  have to be to reduce the energy loss rate by one
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order of magnitude, i.e. to give 0 (E )  =  0.1? The factor of 0.1 is quite arbitrary 
but serves to make our point. In the ‘warm target’ regime, ^  ^  ^  1, a
simple, analytical approximation for Equation 4.4, exists (Tamres et al. 1986):
( d E \  47re4nA /  n
—  I = -----   1 +  0.01756 —  E
and, similarly, there is an approximation for cold target conditions:
d E \  _ 2 M y ^  
t t J c a U  ™eE m  1
By definition (see Equation 4.4) 0 ( E ,T )  is found by dividing Equation 4.8
by Equation 4.9.
e(E,T> -s(i+ooi75a(# r )  (- io)
Substituting our condition that the warm target should decrease energy loss 
to one-tenth, i.e. B (E ,T )  = 0.1 into Equation 4.10 gives us a simple analytical 
expression relating E  and kT.
kT  = 2 .1  E
where kT  has been expressed in keV and E  in MeV. As found by Emslie et al. 
(1997), such a reduction of proton energy loss rate at 7 MeV needs very high 
temperatures (about 2 x 108 K). Nearer the threshold of the cross-section however, 
at 2 - 3 MeV, a more acceptable temperature of 7 x 1 0 7 K will do. Several 
observations exist suggesting flare temperatures in the range 107 to 108 K (e.g., 
Tsuneta et al. (1997); Warren h  Reeves (2001)).
Thus a complete assessment of the influence of warm target effects on 7 -ray 
line yields must consider the contribution of all proton energies above threshold, 
not just those in the vicinity of the cross-section maximum. Also ‘gradual phase’ 
flare conditions can extend the lifetime of trapped protons near threshold by up 
to an order of magnitude.
4.5 Role of a  Particles
As pointed out by Share & Murphy (1995), too many a  particles in the accelerated 
population complicates the interpretation of the 1.63 MeV line. The cross-section
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Figure 4.1: Dependence of the ratio of line fluxes ^ 1.63/ ^ 6.13 on T  for injected ion 
energy distributions characterized by various values of ion energy spectral index 
S. The fast a-particle abundance relative to protons is a /p  = 0.1.
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data presented in Ramaty et al. (1979); see also Dyer et al. (1981, 1985); Seamster 
et al. (1984) clearly show that this line’s threshold when excited by a ’s, rather 
than protons, is not significantly different from that of other de-excitation lines. 
So, if a ’s are over-abundant in the fast ion distribution - as appears to be the 
case in at least some flares (Murphy et al. 1991; Share & Murphy 1998) - assum­
ing an injected fast ion distribution extending steeply to low energies helps less 
with understanding the observed 1.63 MeV line flux. For example, Murphy et al. 
(1997) used the ratio ^ 1.63/ ^ 6.13 to deduce S values of 4.0 and 4.4 assuming a 
relative abundance ratio a /p  of 0.1 and 0.5 respectively. Clearly the assumption 
of identical energy distributions for protons and a ’s, combined with the delete­
rious effect of a ’s on the 1.63 MeV flux relative to other lines, combine to push 
the deduced ion distribution to steeper forms. Larger and larger values for the 
total ion energy content follow immediately. This is further complicated by the 
assumption that fast protons and a-particles share the same energy spectrum. 
This effect is investigated separately in Chapter 5.
In general, thresholds for excitation by alphas are of the same order as thresh­
olds for protons when expressed in MeV.nucleon-1. It follows immediately that 
warm target effects will be of a similar order of magnitude and thus we include 
them explicitly in these calculations. As summarized above, inclusion of alphas 
in cold target calculations softens the deduced ion spectrum, increasing the total 
ion energy. The precise magnitude of this effect in the warm target case will 
depend on the detailed forms of the cross-sections and would have to be calcu­
lated by combining the warm target approach given here with the separated ion 
energy distributions described in Chapter 5. However, this starts to introduce 
many more parameters than the current state of the data might support.
4.6 Results
In Fig. 4.1 we show the ratio ^ 1.63/ ^ 6.13 as a function of T, calculated as described 
in the previous section. We assume that F(E)  has power-law dependence on E , 
F(E) ~  E~5, up to E  = Emax, and that it is zero for E  > Emax. We adopted 
Emax = 1 GeV throughout; as long as 8 > 2 and Emax ^>100 MeV its value has 
no important influence on the results. We have assumed a /p  =  0.1, a range of
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values of 5 and the same target isotopic abundances as Ramaty et al. (1996b). In 
particular the assumed 20N e/16O abundance ratio is 0.14. At the larger <5’s the 
results of Figures 4.1, 4.2 and 4.3 scale roughly linearly with 20N e/16O abundance 
ratio. Spallation reactions on other species contribute up to 30% of the 1.63 MeV 
flux at the hardest <5, however, complicating the effects of abundance variations.
In common with all previous work, we assume that proton and a  distributions 
are characterized by the same value of 5, and that the abundance ratio a /p  refers 
to the relative numbers of particles above the same energy per nucleon. These 
assumptions will be submitted to scrutiny in Chapter 5. Cross sections come 
from Dyer et al. (1981, 1985); Seamster et al. (1984), as far as we know the most 
recent, published measurements (see also Kozlovsky et al. (2002)). We include 
contributions to the total line fluence from both direct excitation of e.g. 20Ne 
nuclei for the 1.63 MeV line, as well as the various spallation type channels which 
can contribute to the lines (listed in Kozlovsky et al. (2002)).
Ramaty et al. (1996b) previously calculated ^ 1.63/ ^ 6.13 assuming ions slow 
down in a cold, neutral target. We checked that our numerical evaluation of 
Equation ( 4.4) gives the same results when the same energy-loss rate f ( E ) (em­
pirically derived in Barkas &; Berger (1964)) is used. These are similar to our 
ionized medium results in the case (T  —> 0) but not identical because of differ­
ences in the energy-dependence of A in the neutral and ionized cases; see the 
Appendix. They also give us reference results for discussion of the warm target 
case.
We see that temperatures in excess of 107 K lead to enhanced values of 
^ 1.63/ ^ 6.13- Warm target effects have least influence on ^ 1.63/ ^ 6.13 for the hardest 
injected spectra.
Figure 4.2 shows similar results, now assuming a /p  = 0.5. As anticipated, a 
greater relative a  abundance in the fast ion distribution does make ^ 1.63/ ^ 6.13 
slightly less dependent on T, but a significant variation remains.
The ratio ^ 1.63/ ^ 6.13 does not increase indefinitely with source temperature. 
In fact a maximum value occurs at a temperature weakly dependent on <5 but 
generally around 4 - 5 x l0 8 K. Figure 4.3 shows the maximum value of $  1.63/ ^ 6.13 
as a function of <5, for a range of abundances of fast a-particles relative to protons. 
The range of S consistent with a given, observed $ 1.63/ ^ 6.13 is bracketed by the
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Figure 4.2: As Figure 4.1 except a ’s are over-abundant: a /p  = 0.5.
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Figure 4.3: The maximum value of $ 1.63/ $ 6.13 enhanced by the warm target 
model as it depends on the accelerated particle spectrum index delta, for a range 
of values of fast a-particle abundance relative to protons.
values obtained assuming a cold target (e.g. Ramaty et al. (1996b); the extreme 
left-hand edges of Figures 4.1 and 4.2), and the maximum possible warm target 
enhancement (Figure 4.3). The a /p  ratio may be established from, say, analysis 
of a — a  lines such as the 7Be and 7Li lines in the 0.4 - 0.5 MeV range (Murphy 
et al. 1990a). With given a /p , measured values lying above the curve of Figure 4.3 
demand relative abundances of 20Ne and 16O that differ significantly from the 
values assumed here.
4.7 Examples of Applications
At first sight it might seem that such a contained source would allow us to in­
terpret measurements of ^ 1.63/ ^ 6.13 in terms of a flatter ion distribution than 
that found for a cold target, and thus one containing fewer ions and less energy 
in total. However, the Coulomb logarithm A tends to be greater in an ionized 
target (Appendix A). Specific examples are necessary to see whether these two 
effects conspire to imply increased or decreased ion numbers, compared to a cold, 
neutral target.
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Share h  Murphy (1995) found values of $ 1.63 and $ 6.13 in 19 flares observed 
by SMM between 1981 and 1989. Most values of the fluences in these lines lay 
in the range 10 - 30 photons.cm-2, with most associated values of $ i.63/ $ 6.i3 
in the range 1.0 to 1.4. Taking a typical value of $ 1.63 =  18 photons.cm-2 and 
$ 1 .6 3 /$ 6 .1 3  — 1-4, representing the high end of the observed range, we now give 
some illustrations of how a warm target source could influence deductions of flare 
ion energy distribution and total content.
First we discuss the reference case of a cold, neutral target. We illustrate 
the influence of fast a  abundance by considering two cases, with fast a  to pro­
ton abundances (denoted a/p)  of 0.1 and 0.5 (i.e. the number of a ’s above 
1 MeV.nucleon-1 is 0.1 or 0.5 times the number of protons above 1 MeV). The 
above combination of $ 1.63 and $ 6.13 are produced for S ~  4.4 (a /p  = 0.1) or 
S ~  5.3 (a /p  = 0.5). Denote by Np the number of protons above 1 MeV. Corre­
sponding values of Np are 7 x 1036 and 9 x 1036 for a /p  = 0.1 and 0.5, respectively, 
with numbers of alphas implied by a/p. Note how assuming a greater abundance 
of fast a ’s forces us to a steeper energy distribution, and thus to greater numbers 
of accelerated ions.
Now compare with the case of a fully ionized but cold target. Our illustrative 
line fluences are produced by 6 ~  4.5 and Np ~  2.7 x 1037 ( a /p  =  0.1); and 
5 ~  5.4 and Np ~  3.6 x 1037 ( a /p  =  0.5). The ion energy distributions are 
close to those found assuming a neutral target, but the different values of A mean 
significantly greater numbers of ions are needed.
Next we consider the influence of a high temperature, contained source. W ith 
a /p  =  0.1, a temperature of just 2 x 107 K, quite in line with inferences from 
other data, lets us interpret the adopted fluences as resulting from S ^  4 and 
Np ~  6.4 x 1036 K. No more ions are needed than in the neutral target case, bu t 
the ion energy distribution is harder. An even hotter source would imply a still 
harder distribution, with correspondingly reduced ion numbers and energy, e.g. 
for T  = 6 x 107 K and S = 3.5, Np ~  1036, almost an order of magnitude down 
on those found in the neutral target.
Observations of the Li and Be formation lines give independent information 
on flare a  acceleration, often appearing stronger than expected and indicating an 
enhanced fast a  abundance, e.g. a /p  =  0.5 (Murphy et al. 1991; Share & Murphy
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Na/Np S T (K ) Np proton energy (ergs) p + ol energy(ergs)
0.1 4.5 0 2.7 x 1037 5.5 x 1031 7.7 x 1031
0.5 5.4 0 3.4 x 1037 6.5 x 1031 1.9 x 1032
0.1 4.0 2 x 107 6.0 x 1036 1.5 x 1031 2.1 x 1031
0.1 3.5 6 x 107 1 x 1036 2.7 x 1030 3.8 x 1030
0.5 4.5 2 x 107 4.5 x 1036 1 x 1031 3.1 x 1031
Table 4.1: Illustrative sets of parameters consistent with $ 1.63 =  18 cm 2 and 
^ 6.13/ ^ 1.63 =  1-4
1998). It is clear from Figure 4.3 that we then need 6 > 4 to obtain such a high 
^ 1.63/ ^ 6.13 but, again, allowing even moderate source temperatures results in a 
reduction of fast ion numbers: just T  — 2 x 107 K lets us reduce S to 4.5, and Np 
to ~  4.5 x 1036, for example. In this case ion numbers and energies are comparable 
to those deduced assuming a neutral target (more precisely, smaller by a factor 
of about two). Although the overall importance of fast ions in the flare process is 
little changed, we still reach significantly different conclusions about the products 
of the ion accelerator.
All of the above examples rest on our assumed value for the source 20N e/l6O 
abundance ratio, a quantity that can evidently vary significantly, even within a 
single active region (e.g. Schmelz et al. (1996)). Other possibilities are opened up 
if we felt it necessary to insist on a different, particular value for this abundance 
ratio. And in a real event, other quantities like the observed a - a  line fluences 
would enter the discussion in a more crucial way.
Table 4.1 summarizes the properties of the above examples. Energies quoted 
there are those in ions above 1 MeV.nucleon-1 kinetic energy.
4.8 20Ne Abundance and Partial Trapping
Ramaty et al. (1996b) deduced S in several flares from the ratio $ 2.223/ $ 4 .44- They 
found consistency with the values of <5 deduced from $ i.63/ $ 6.i3 only by assuming 
an enhanced 20Ne abundance, 20N e/16O =  0.25 as opposed to the more standard 
value of 0.14. Might a warm target enhancement of $ 1.63 reconcile its observed
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brightness with the standard 20Ne abundance, even if containment is not perfect 
as assumed in the foregoing?
Figures 4.1, 4.2 and 4.3 together show that the necessary enhancement is cer­
tainly possible in principle for a fully contained source. We have also investigated 
a partial trapping situation in which some ions (possibly those accelerated with 
pitch angles inside the loss cone) precipitate immediately, while the remainder 
produce a trapped, warm target yield over a longer period. In such a situation 
there would be an impulsive component to 7 -ray line emission, as observed, but 
event-integrated fluences would also include a more gradual, warm target com­
ponent. The total thick-target yield in any line is then just a linear combination 
of the warm, ionized and cold, neutral target yields. Suppose for illustration 
that 0.5 of all accelerated ions are trapped in a coronal warm target, while the 
remainder precipitate to the cold, neutral atmosphere. Combining the calcula­
tions of the warm and cold target yields, we find that ^ 1.63/ ^ 6.13 can still be 
enhanced significantly, for instance by 43% for S =  3.75 and T  =  6  x 107 K. If 
we interpreted this fluence increase solely as resulting from a 20 Ne abundance 
enhancement, we would deduce 20N e/16O =  0.20 as opposed to the value of 0.14 
used in these calculations. Of course larger fractions of trapped ions would lead 
to larger apparent 20Ne abundance enhancements.
Suppose now that all ions are contained in a warm target for a period of time 
significantly shorter than their warm target stopping times but longer than their 
loop transit times (so that we do not simply revert to the results of Emslie et al. 
(1997). Ions will produce only some fraction of their warm, thick target line yields 
before precipitating. Might the precipitated distribution nevertheless be softened 
such as to produce enhanced 1.63 MeV flux from the cold neutral target?
A detailed discussion of this question will be presented elsewhere along with a 
study of warm target line flux temporal evolution. Here we give an approximate 
treatment containing the essential features.
For few MeV protons in 107 to 108 K plasmas, the ‘warm target’ energy loss 
rate approximation of Tamres et al. (1986) applies (Equation 4.8 and see also 
MacKinnon (1989)), and we have approximately
(4.11)—  =  -0 .1  nT~3/2E  
dt
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Here we have set A =  25 as a representative value for the few MeV energy 
range (Appendix A). This expression does not hold exactly for all ion energies of 
possible interest, but serves our semi-quantitative purposes here.
Consider now the evolution of the proton distribution in a homogeneous, con­
fined warm target region. Let N (E , t) denote the number of protons in the region 
per unit proton energy E  at time t. Solving the continuity equation
d N  d 
+ dt = 0dt dE
with the energy loss rate of Equation 4.11 and initial condition
(4.12)
N ( E , t  = 0) = A E -s (4.13)
we find
N (E ,t)  = A E - se<-1- s)K't (4.14)
Here K ' = 0.1nT~3/2.
Equation 4.14 has one slightly surprising feature: protons in the appropriate 
energy range trapped in a warm target region retain the same energy distribution. 
Trapping them in a warm target region for some period of time before precipi­
tation will make no important difference to the form of the precipitated energy 
distribution, only to the numbers of protons found above any given energy. While 
this evolved distribution is softer than that obtained by letting protons evolve in 
a cold target, it is not different from the injected distribution.
Suppose that all ions are injected into a fully contained warm target, but 
that containment breaks down after some time t. Because the form of the ion 
distribution does not change, we may then apply the same linear combination 
of warm and cold target yields described above to calculate the resulting line 
fluence ratios. Specifically, after a time t, a fraction 1 — e(1~5)K't of the warm 
target yield has been produced, and a fraction e o f  the neutral target yield 
from the same energy distribution will subsequently be produced. The results 
quoted above, for the case that half the ions are trapped in a warm target region 
and the other half precipitate immediately to the neutral atmosphere, will apply 
if trapping ceases at a time In 2/(1 — 5)K ' . For example, such a situation applies
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after 130 s, scaling in inverse proportion to density, with 6 = 3.5, n = 1010 
cm-3, T =  6  x 107 K. Particularly with coronal densities rather higher than this, 
breakdown of coronal containment after just a few 1 0 s of seconds will result in an 
admixture of cold and warm target line yields apparently implying a significantly 
higher 20Ne abundance. At the upper end of the acceptable range this effect 
apparently offers a possible explanation of the apparent high 20Ne abundance 
found e.g. in Ramaty et al. (1996b) which remains consistent with impulsive 
phase time profiles.
4.9 Conclusions and Discussion
We have reconsidered the possible role of warm target effects in the interpretation 
of flare de-excitation 7 -ray line fluxes. Our key finding is that temperatures 
of just a few xlO 7 K, no higher than flare coronal temperatures diagnosed by 
other means, are high enough to preferentially increase the coronal lifetimes of 
significant numbers of the protons which can excite the 1.63 MeV line of 20Ne. 
This effect is lessened when fast alphas are overabundant but still occurs to 
a significant degree. Effective coronal trapping of flare protons is a necessary 
precondition for warm target effects to be significant, however; otherwise we revert 
to the situation treated in detail by Emslie et al. (1997), in which warm target 
effects were shown to be unimportant. When other factors indicate that such 
trapping may be occurring, deductions of proton (ion) energy distribution, and/or 
20Ne abundance, need to respect this possibility. It should also be considered in 
any comprehensive attempt to determine the partitioning of flare energy between 
mass motion, bulk heating and the acceleration of ions and/or electrons. Trapping 
of ions in a warm target region for long enough for them to produce at least half 
of their total, warm target line yield may remove the need for an anomalously 
high 20Ne abundance.
We recalled various factors that might contain a significant fraction of flare- 
accelerated protons in the corona. Most important is the possibility that the 
proton distribution itself drives unstably growing Alfven waves. Protons will in­
evitably become anisotropic as they travel away from a localized flaring region, 
and only a modest anisotropy is needed for unstable wave growth with typical
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7 -ray producing proton numbers Tamres et al. (1989). This self-containing be­
haviour seems difficult to avoid in large flares. At least in one SMM flare its 
occurrence seems almost inescapable (Smith & Brecht 1991), unless MHD turbu­
lence plays no role in ion acceleration.
We also need, however, to acknowledge that various other findings argue 
against a coronally contained, nearly isotropic ion distribution, at least in some 
flares. Observations of red-shifted lines argue that the fast ion pitch-angle dis­
tribution is significantly anisotropic, consistent with precipitation of most ions 
into the photosphere (Share et al. 2 0 0 2 ; Smith et al. 2003). An ion population 
self-contained via MHD turbulence would still exhibit some residual anisotropy 
(Kulsrud & Pearce 1969) but detailed discussion of the magnitude of this effect 
lies outside the scope of this chapter.
The magnitude of fast ion stopping times, easily in excess of 100 s for 7 -ray 
producing ions in coronal conditions, also constitute a potential difficulty for any 
model which involves coronal production of 7 -rays. Deexcitation 7 -ray lines ex­
hibit at least a component that is clearly impulsive in nature (e.g. Chupp (1984)), 
suggesting ions stop on shorter timescales, and detailed modelling apparently re­
quires rapid ion precipitation (Hua et al. 1989). For the modest temperatures 
suggested in section 3.3, warm target effects are not significantly worse off in this 
respect. The relative contributions to total flare 7 -ray line fluences of impulsive 
and gradual components remain uncertain, apparently, so any further discussion 
is probably premature at this point. We note that sources with partial contain­
ment or containment that ceases to be effective at some point might allow warm 
target effects to be important for interpreting line fluences without contradicting 
observed temporal behaviour. The warm target source studied here will display 
a characteristic sort of behaviour, with lines sensitive to lower energy ions de­
caying more gradually than in a cold target source. Detailed modelling of the 
expected temporal behaviour may yield tests of these ideas, and will be carried 
out elsewhere.
So far all detected solar 7 -rays have been from large flares. No doubt we are 
seeing only the large event end of the distribution of 7 -ray flare sizes. Conclusions 
about the likelihood of proton self-containment also rest, thus far, on analyses of 
large flares. In more modest events fast protons may be sufficiently dilute not to
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drive unstable Alfven wave growth, and proton containment in hot regions may 
only occur to a lesser degree. A dependence on flare size of ^ 1.63/ ^ 6.13 would 
argue strongly in favour of the scenario outlined here.
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Chapter 5 
Unravelling a-particle and 
Proton Energies
5.1 Introduction
In this chapter I investigate the interpretation of observed narrow nuclear line 
fluences without making Assumption A (see Section 2.5.4). I concentrate partic­
ularly on the use of the deexcitation line diagnostic ^ 1.63/ ^ 6.13- In subsection 5.2 
I allow protons and a ’s to have different values of <5 and show how we may still, 
in principle constrain all the parameters describing the proton and a  distribu­
tions. In subsection 5.3 I apply these procedures to some of the best-observed 
7 -ray events in the SMM/GRS dataset. Subsection 5.4 gives a concluding dis­
cussion, in particular considering some implications of our findings for particle 
acceleration and the overall role of fast ions in the flaring process.
5.2 Diagnosis of Fast Proton and a  Distribu­
tions: M ethod
5.2.1 Calculation of Line Fluences
Consider the production of narrow, nuclear de-excitation lines consequent to the 
injection of a population of fast protons and a  particles into the solar atmosphere 
during a flare. Assume a thick target source, i.e. one from which no particles es­
cape, so that the number of particles necessary to produce a given set of lines will 
be minimized. Let Fi(E) denote the energy distribution of particles of species i (i 
= protons or a ’s), i.e. Fi(E)dE  is the total (flare-integrated) number of particles 
of species i with energies between E  and E  +  dE  (measured in MeV.nucleon-1). 
The fluence at Earth 4>e (cm-2) in a narrow line at energy e, resulting from
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de-excitation of nuclear species X  is given by (see Chapter 3)
= ^ £ 2  E  JEoi ]dEjdN\^E)dE (5-1)
where ax  is the abundance relative to hydrogen of (target) species X , D  is the 
Astronomical Unit, cq)C is the cross-section for production of the line at e by fast 
particles of species i and energy E  (MeV.nucleon-1), d E i/d N  is the rate at which 
fast particles of species i lose energy per unit hydrogen column depth N  (cm-2), 
and ^ i(E )  is the cumulative distribution of species i at energy E, i.e.
poo
*i(E)  =  /  Fi(E)dE
JE
In deriving Equation 5.1, spatially homogeneous abundances ax  are assumed. 
For narrow lines, the index i sums over protons and a  particles.
In what follows we assume power-law energy distributions for the accelerated 
particles, so that
M E )  = Fo,i ( J Q 1 * (5.2)
Fqj is the total number of particles of species i injected at energies >  Eo and we al­
low for the possibility Sa ^  Sp. We always adopt the same Eo (in MeV.nucleon-1) 
for both species, so that Fo.a/Fo^ measures the abundance of a  particles relative 
to protons in the accelerated ion population (this quantity is a precise equivalent 
of the abundance of fast cFs relative to fast protons, previously denoted a/p). 
We use the empirically derived energy loss rates of Barkas h  Berger (1964) (see 
also Appendix A and MacKinnon & Toner (2003)), appropriate to a cold, neutral 
medium (i.e. the chromosphere or photosphere).
The procedure described below employs numerical calculations of line fluences 
using Equations 5.1 and 5.2. Cross-section data come from Kozlovsky et al. 
(2 0 0 2 ), or in some cases from our own digitizations of the original measurements 
cited by them. We will also use a standard set of source abundances: a2oxe — 
1.90 x 10-4 , ai&o =  1-39 x 10-3, a ^Fe = 1.88 x 10-4 , a<tHe = 0.1. In this we follow 
previous discussions of the significance of ratios of pairs of lines (e.g. Ramaty 
et al. 1996b).
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Figure 5.1: Contours of constant $ i .63/ ^ 6.13 for (a) F 3,a /Fq^p — 0.1 (b) Fq^ / F q^  =  
0.5. Each contour is labelled with the value of $ 1.63/ ^ 6.13 if represents.
5.2.2 D e-excitation Line Ratio Diagnostics W ithout As­
sum ption A
As reviewed in Section 2.5.4, key diagnostics include the 1.63 MeV line from 20Ne, 
any deexcitation line with a higher threshold for proton excitation (we follow 
Ramaty et al. (1996b) and use the 6.13 MeV line of 160 , for which spallation 
contributions from other species are minimized), and the lines from the a  fusion 
reactions that make 7Li and 7Be, at 0.429 and 0.478 MeV, giving a single feature 
in the 0.4 to 0.5 MeV photon energy range.
Because the 1.63 MeV line is not similarly distinguished from other lines when 
excited by cx-particles, a given, observed value of $ i.63/ $ 6.i3 implies larger and 
larger values of 6 for larger and larger values of the a /p  relative fast a  abundance 
(Ramaty et al. 1996b). Moreover, the large, observed values of $o.4-o.5 (Murphy 
et al. 1991; Share & Murphy 1997, 1998), the spectral feature resulting from a  
fusion reactions forming 7Li and 7Be, together with Assumption A, have been 
taken to imply large a-particle numbers, possibly a /p  as high as 0.5.
I have calculated $ i.63/ $ 6.i3 without making Assumption A, for values of 8P 
and Sa lying between 2  and 6. I show contours of $ i.63/ $ 6.i3 in (£p5<W space, 
assuming Fot(x/FotP = 0.1 (Fig. 5.1(a)) and 0.5 (Fig. 5.1(b)). A measured value 
of $ i.63/ $ 6.i3 constrains 8P and 8a to lie along a single curve in (Sp,Sa) space. 
Figures 5.1 provide a possible starting point for interpretation of the 1.63 and 
6.13 MeV lines in a way that can generalize the approach of, e.g., Ramaty et al. 
(1996b).
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CHAPTER 5. UNRAVELLING a-PARTICLE AND PROTON ENERGIES
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Figure 5.2: A comparison plot of the nuclear excitation cross-sections for interac­
tions between a-particles and 56Fe nuclei, giving rise to the 0.339 and 1.02 MeV 
lines, and for the a — a fusion reactions that produce the spectral feature between 
0.4 and 0.5 MeV.
However, a closer look at the details of production of <ho.4-o.55 taken with the 
information in Figures 5.1, proves rewarding. It is easy to see from Equation 5.1 
that the photon yield per injected particle in any one line falls off monotonically 
with In these calculations, then, with fixed F0)a/FotP, a-particles become ir­
relevant to the value of dq .63/ ^ 6. 1 3  in the limit 8a >> 8p, and vice versa. As a 
consequence there are wide ranges of values for 8P and 8n separately that are 
excluded for any observed ^ 1.63/ ^ 6.13- In particular, a given, measured value of 
^ 1.63/ ^ 6.13 implies minimum values of both 8P and 8a. Comparing Figs. 5.1 (a) 
and (b) we see that an increased proportion of a particles increases the minimum 
8a required to satisfy any specific observation.
The cross-sections for the 0.429 and 0.478 MeV lines, which merge to give 
the 0.4 to 0.5 MeV feature, both have thresholds around 10 MeV.nucleon-1 (Ko­
zlovsky et al. 2002). This is significantly higher than typical threshold energies for 
direct excitation of deexcitation lines in a-particle collisions with heavier nuclear 
species as shown in Figure 5.2. Assuming a value of the source 4He, detailed cal­
culation (Figure 5.3) shows that a measured value of d>0.4_0.5 tells us, to within a
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Figure 5.3: Total yield of photons in the two lines at 0.429 and 0.478 MeV, as a 
function of a  particle energy spectral index Sa . The yield is normalized to one a  
above 10 MeV.nucl-1.
factor of three, the number of a-particles above 10 MeV.nucleon-1. The number 
of a ’s above 1 MeV.nucleon-1 then follows only with an assumption about the 
a  energy distribution. A power-law in energy, with 5a deduced from ^ 1.63/ ^ 6.13 
with Assumption A, is one possibility. A value of 8a deduced in this way depends 
on the number of fast a ’s we believe present however (Ramaty et al. 1996b). 
Assumption A thus couples the interpretation of these various features in a way 
we might prefer to avoid, if possible.
Other narrow line features, excited only in a-Fe spallation reactions, have 
lower energy thresholds. Specifically, lines at 0.339, 0.999 and 1.05 MeV all have 
diagnostic potential (Mandzhavidze et al. 1997; Share & Murphy 1998). The 
last two of these, together possibly with lines excited by fast 3He at 0.937 and 
1.042 MeV due to 160 ( 3H e,p)18F* reactions, may be unresolvable in scintillator 
data, combining to form a feature at an energy of about 1.02 MeV (Share & 
Murphy 1998). The cross-sections for these 56Fe features are compared with the 
a  — a  cross-sections in Figure 5.2. Estimates of the fluences in these lines were
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obtained from SMM/GRS data and interpreted in the framework of Assumption 
A (Share &; Murphy 1998).
In fact, as long as we are prepared to proceed with an adopted set of target 
abundances, we can interpret such a set of line fluences without invoking Assump­
tion A. Because the features at 0.339 and 1.02 MeV have lower a-particle energy 
thresholds than the lines at 0.429 and 0.478 MeV, $i.o2 /$o.4-o .5 or $o.339/$o.4-o .5 
can give an estimate of da. Any of the fluences involved, e.g. $o.4-o .5 then fixes 
F0,a . We can then calculate the a-particle contributions to $ 1.63 and $ 6.13 and 
subtract these from the observed values to determine the contributions to these 
lines that must be attributed to protons only. The ratio of these proton-only 
contributions then tells us 5P and the absolute value of either one fixes Fq,a .
We have numerically calculated $ i.63/ $ 6.i3? assuming only fast protons are 
present. The following approximate expression, a numerical fit to the results of 
these calculations, is valid to within a few percent over the range 2 < Sp < 6:
5P =  1.1266 ( l n | ^ - l n ^ A  +1.3075 (5.3)
V  $ 6 .1 3  0,160 )
Similarly, we find
6a = 0.4588 fin  ^  02 +  l n - ^ - )  +  1.7617. (5.4)
\  $0.4—0.5 «56 Fe/
in the case that 3He makes no contribution to $ 1.02- These expressions allow this 
process to be carried out rapidly.
It may be that newer data (from RHESSI, for example) will provide detections 
of the 0.339 MeV line, which is not complicated by nearby lines stimulated by 
other accelerated ions. Given abundances of 4He and 56Fe, the ratio $ 0  ,339/$0.4-0.5 
can be used to calculate Sa more cleanly.
5a = 0.8099 fIn  J**0 339 +  In— )  +  0.6359 (5.5)
\  $ 0 . 4 —0.5 C L56F e J
In practice the lines at 0.339, 0.999 and 1.05 MeV are not yet always clearly 
evident in data. Such deductions of their fluences as exist are mostly at the 1
- 2 sigma level (Share & Murphy 1998). Thus it is sometimes necessary, and
possibly always desirable, to use only a measurement of $o.4-o .5 to constrain the 
a-particle population. Instead of deducing a single value of Sa, one starts by 
assuming a range of values of Sa. For each assumed 5a we may carry out the
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last three of the four steps described above. Some ranges of Sa will lead to  a- 
particle contributions to <$i.63 or <F6.i3  that exceed the measured values, so we may 
eliminate these cases. With this restricted subset of the possible line fluences the 
problem is under-determined but we may still delineate forbidden and allowed 
regions of the parameter space.
We have seen that a set of measurements of $ o .4- o .5 > $ 1 .6 3 , $ 6 .1 3  and $ 1.02 (or, 
even better, $0 ,999  or $ 1.05) allow deduction of separate energy spectral indices 
and numbers for a ’s and protons. In this procedure dealing only with a set of 
fluences, as opposed to carrying out a complete fit of the complete 7 -ray spectrum, 
a set of abundances must be assumed. Such an assumption is also necessary in 
the interpretation of a single line ratio using Assumption A (e.g. Ramaty 1986; 
Ramaty et al. 1996b). In the next section I shall apply this procedure to sets of 
line fluences obtained from real data.
5.3 Application to Flares Observed by SM M /G R S
Share h  Murphy (1995, 1997, 1998) studied 7 -ray data obtained by the GRS 
instrument on SMM, and also from OSSE on the Compton Observatory (Murphy 
et al. 1997). They were able to obtain estimates of narrow line fluences in 19 
SMM flares. Here we illustrate our procedure by giving results for a few of these 
flares. We concentrate on the flare of 27 April, 1981 from which a particularly 
high quality spectrum was obtained (Murphy et al. 1990b, 1991; Share Sz Murphy 
1995, 1997), but also give results for the other events, here and in Appendix C.
For the 27 April, 1981 event Share Sz Murphy (1997) found $ 1.63 =  19-5 ±  2.4 
cm-2, $ 6.i3 =  14.5 ±  1.1 cm - 2  and $0,429  +  $0 ,478  =  37.8 ±  10.2 cm-2. This gives 
three fluence measurements to constrain our model which has four parameters:
Sq, N a, Sp and Np. So the data do not fully constrain the problem.
Having fixed Eo, I start by choosing a value for Sa. This allows me to use 
$ o .429+ $ o .478 to deduce F o )a using equations 5.1 and 5.2. $ 1 .6 3  and $ 6 .1 3  depend on 
the distribution of a-particles thus found and also on the distribution of protons. 
However, using the chosen value of Sa and the corresponding Fo,cn I can calculate 
the contribution to $ 1 .6 3  and $ 6 .13  due to excitation in a-particle interactions and 
subtract this from the measured line fluences, leaving a measure of the proton-
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excited contribution to each line. If this remaining fluence is not negative, we 
have a physical solution. Equation 5.3 can be used to define the relationship 
between the ratio of the proton-induced fluences and the index 8P of the proton 
distribution. I then use this Sp to calculate the expected fluence per proton and 
derive F0)JJ from the measured proton-induced fluences. jr 2- follows.
Table 5.1 illustrates the results of this approach for a range of 5a. Errors are 
calculated, for each Sa, via simple linear propagation of errors at each step. These 
are probably only indicative, but give some sense of likely uncertainties without 
undertaking a full map of confidence regions in the full parameter space. There is 
a summary of results of this kind for all of the SMM X-class flares in Appendix C.
Consider first the 27 April 1981 flare. Values of 8a < 3.5 yield consistent 
explanations of the three fluences. ^o.4-o .5 constrains only the number of a ’s 
above 10 MeV.nucleon-1. Small 8a (e.g. 2.5) then results only in small numbers 
of a ’s above 1 MeV.nucleon-1, as the flat a  energy distribution is extrapolated 
to lower energies. Because Fq^ / F oj, is so small in consequence, a ’s have little 
influence on ^ 1.63/ ^ 6.13 • $p and Fq# are then almost independent of the assumed 
<5q. In particular, values of Sp in the range 4.2 - 4.5 are favoured, similar to previous 
deductions (Ramaty et al. 1996b, - with no Ne/O abundance enhancement). 
As we consider an increasing sequence of Sa values, however, extrapolation to 
1 MeV of the 4>o.4-o.5 data point implies greater and greater numbers of a ’s. For 
8a > ~  3, the a  contribution to $ 6.13 starts to become comparable to the proton 
contribution, and if we let 5a increase to 3.5, there are sufficient a ’s in the 1 
to 10 MeV.nucleon-1 energy range to account completely for 4>6.i3- The proton 
energy distribution becomes extremely steep so that protons continue to account 
for some of $ 1.63. Naturally, uncertainties associated with the proton energy 
distribution also become very large. A picture with only very modest numbers of 
protons would be consistent with the data in this limit.
For comparison, I also show deductions of a  and proton numbers and total 
energy using Assumption A and a /p  =  0.5 (see Figure 5.4). As anticipated, 
ion energy distributions are softer and total ion energy content greater using 
Assumption A, except possibly in the limit when a ’s dominate in forming the 
observed line spectrum and proton energy content is consequently only poorly 
constrained.
I l l
Flare 5a Fo,a 5P F0<P ^0.01F0.13 Ion E nergy (erg)
1981 2.125 (1.1 ± 0 .3 ) X 1 0 34 4-35 t°0fe (6 .8 l 445) x  1 0 36 0  0016+ °'0031 u .u u i d _ 0 o o n ( i - 6 l 5 ; | ) x  1 0 31
A pril 27 2.250 (1.5 ± 0 .4 ) X 1 0 34 A oc+0.68 ^ .O O _ 0 58 (6 .8 l ^ 46) x  1 0 36 0  0 0 2 2 + o o ° 45  u . u u z z _ 0  0 0 1 5 (1 -6 1 5 1 ) x  1 0 31
2.375 (2 . 1  ± 0 .6 ) X 1 0 34 4 37 + 0 -71 ‘ —0.60 (6 .9 l 4 67) x  1 0 36 0 oo30'*'0 0 0 6 5  u .u u o u _ 0  0 02 1 (1 -6 1 5 1 ) x  1 0 31
2.500 (2 .9  ± 0 .8 ) X 1 0 34 4 4 + 0 -7  ^ - 0 .6 ( 7 . l l 4 7g7) x  1 0 36 0 0041~*~8'0132 u.uu4±_0 oo (1 -6 1 5 1 ) x  1 0 31
2.625 (4.0 ±  1.1) X 1 0 34 4 4 4 + n f l—0.67 ( 7 .4 l 213) x  1036 0 0055"*"®'8141U.UUO O _ 0 0041 (1 -7 1 5 1 ) x  1 0 31
2.750 (5.6 ±  1.5) X 1 0 34 4 4 9 + 0 -95  ^•^y_0.72 ( 7 .S l“ ) x  1036 0 .0 0 7 1 1 ° ; ° ^ d - 8 1 5 1 ) x  1 0 31
2.875 (7.8 ± 2 .1 ) X 1 0 34 4 57 ‘*~1 1 5  -0 .80 (8 .6 l 416) x  1 0 36 0 .0 0 9 1 1 ° ; ° ^ (1-915:?) x  1 0 31
3.000 (1.1 ± 0 .3 ) X 1 0 35 4 -7 1 5 1 ( 9 .7 l 78g7) x  1036 0  0 1 1U . U i i _ 0 0 1 0 (2 .2 l 7 1 ) x  1 0 31
3.125 (1 .5  ± 0 .4 ) X 1 0 35 4.85  t l f 7 ( 1 .2 1 J ,o )  x  1 0 3 7 0  nioQ 4"9 ,0 7 6 6  u . u i z y _ 0 0 1 2 9 (2 -6 l5 .5 ) x  1 0 31
3.250 (2 .1  ± 0 .6 ) X 1 0 35 5 .H 1 I .3 3 ( 1 .6 l 5 .4) x  1 0 3 7 0 .0 1 3 3 1 ° ' 1 2 4 0 (3 .4 1 5 ) x 1 0 31
3.375 (2.9 ±  0.8) X 1 0 35 5 . 5 9 l - . 81 (2 .8 l 7 6 ) x  1 0 37 0 .0 1 0 5 l7'2095 ( 5 . 7 l 7) x 1 0 31
3.500 (4.0 ±  1.1) X 1 0 35 7 1~*~7( l -3.3 ( l - 5 l i . 5) x  1 0 3 8 0 .0 0 2 7 1 ? 4 8 (5 .6 ± ? ) x  1 0 32
A 5.2 4.4  x  1036 5.2 8 . 8  x  1 0 36 0.5 5.5 X 1 0 31
1986 2.5 (3.8 ±  58) X 1 0 32 3 4 + 0 -7 ° ’^ - 0 .8 (5 .4 l 4°8) x  1 0 35 0 0007'*"0-100 u-uuu' -0.0029 ( i - s l i l ) x  1 0 3°
February 6 3.0 (1.4 ± 2 2 ) X 1 0 33 3.4  ± 0 .9 (5 -4 lg 70) x  1 0 35 0 .0 0 2 7 lo  0089 1.515:? x 1 0 3°
3.5 (5.3 ±  81) X 1 0 33 3 . 4 l f 23 ( 5 . 4 l | 33) X 1035 0 .0 0 9 9 l7;823 ( i -5 l? :5 ) x  1 0 30
4.0 (1.9 ±  30) X 1 0 34 3 - 4 i^ j t5 -3 ! ^ 1) x  1 0 35 0 037~*~1180 U .U o  1 _ o ,0 4 8 ( 1 - 5 1 L ) x 103°
A 4.1 4.3  X  1035 4.1 8.6 x  1035 0.5 6.1 X 1030
1989 2.5 (9 .4  ± 4 .9 ) X 1033 4-5 t H (2 .615 .4  x  1036 0 .0 0 3 7 l° ;5 237 ( 5 .8 1 L ) x  103°
M ay 3 3.0 (3.6 ±  1.9) X 1034 5 . 0 t l 2 (4 .1 1 5 .!)  x  1036 0 .0 0 8 6 1 1 3 (9 .0 ± ? ) x  103°
3.375 (9.5 ± 5 .0 ) X 1034 7 5~*~7 — 5.7 (7 .7 1 5  7) x  1037 0 .00121580 (1 .5 ± ? ) x  1032
A 5.2 1.4 X  1036 5.2 2.8 x  1036 0.5 1.8 x 1031
1989 2.5 (1.4 ± 0 .5 ) X 1034 5 . 3 i 7 2 (6 .315  2 )  x  1036 0 .0 0 2 2 l° ’21 (1 .3 ± ? ) x  1031
N ovem ber 15 2.875 (3.8 ±  1.5) X 1034 7-311.5 ( 6 .4 l 7 4) x  1037 0 .0 0 0 5 9 1 5 8 (1 .2 ± ? ) x  1032
A 5.2 1.4 x  1036 5.2 2.7  x  1036 0.5 1.7 x 1 0 31
Table 5.1: Solutions for SMM/GRS flare spectra, choosing a range of values for 
6a and using the fluences given in Share & Murphy (1997). Above the largest 
6a shown for each flare, there was insufficient line fluence to accommodate the 
a-induced emission, except in the case of the 1986 February 6 flare for which 
solutions were possible throughout the range of 5a investigated. Linear propaga­
tion of the quoted observation error bars led to the errors quoted here. A 1?’ in 
the error indicates that the value was not obtainable by this method. A more 
complete statistical treatment of errors is beyond the scope of the present work. 
For comparison, the last line for each flare, labelled ‘A’, gives the result which 
would have been obtained from $ 1.63, ^ 6.13 and Assumption A with a /p  = 0.5
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Figure 5.4: The accelerated particle power law index 6 as a function of the fluence 
ratio of the 1.63 and 6.13 MeV lines making Assumption A. The curves show 
different assumed values for a/p.
The steep slope required for the accelerated proton distribution is partly a 
consequence of the choice of the abundance ratio of 20Ne to 16O. The calculations 
here make use of ‘standard’ photospheric abundances, but the abundance of 20Ne 
is problematic as it is often found to vary by up to a factor of 3 in many different 
flare-associated measurements (Murphy et al. 1991; McKenzie &; Feldman 1992; 
Saba &; Strong 1993; Widing & Feldman 1995; Schmelz et al. 1996) and has 
not been measured in the photosphere (it is too cool to excite 20Ne emission 
Sheeley, Jr. 1996) where various estimates are employed.
Ramaty et al. (1996b) find the value of 0.25 for the 20Ne to 160  abundance ratio 
to be consistent with the proton distributions deduced from the ratio between the 
neutron capture line at 2.12 MeV and the 12C line at 4.44 MeV, across a sample of 
9 flares from the SMM data set. This value would reduce the 8P values derived here 
by 0.7, bringing the range for the 27 April 1981 flare down to 3.5 to 3.8, within the 
error bars of the Sa value. This allows us to bring consistency between nuclear 
de-excitation lines, neutron capture and a — a  fusion lines, a quite satisfying 
position. However, to be completely sure of this result, the analysis of Ramaty 
et al. (1996b) would have to be repeated without Assumption A. This would also 
necessitate a complete treatment of the 2.22 MeV neutron capture lines.
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The flares of 3 May 1989 and 15 November 1989 behave similarly, as do 
any other flares in which ^cu-o.s is well-determined. Interpretations appear to 
be favoured in which a-particles have harder energy distributions than protons. 
Note that the largest acceptable Sa is significantly smaller than the smallest ac­
ceptable Sp. Only by adopting different target elemental abundances, specifically 
a smaller 160 / 4He relative abundance or larger 20N e/16O, could we avoid this con­
clusion. Moreover, for the softest a-particle distributions, protons make almost 
no contribution to most observed deexcitation lines.
In the flare of 6 February 1986, on the other hand, ^o.4-o.5 is comparatively 
small. The best estimate comes with such a large uncertainty that this is more or 
less a non-detection: 0.5±7.6 photons cm-2 (Share & Murphy 1997). Nonetheless 
we include this particular event for illustrative purposes: the number of a  particles 
is always small and the interpretation of ^ 1.63/ ^ 6.13 is almost independent of any 
assumption made about a ’s. Share & Murphy (1998) reanalyzed these data, 
revising ^o.4-o .5 upwards, but the accompanying error remains large. Fluences 
of the strong lines are almost unaffected by this reanalysis (Share 2004), and the 
limit illustrated by this event needs no reconsideration in consequence.
Although the results shown in Table 5.1 have large error bars, modelling 
this data with Assumption A in place is also fraught with problems. Table 5.2 
shows a more sophisticated best-fit approach. Rather than just ignore the 0.4 
to 0.5 MeV lines and calculate 5 from the ratio of the 1.63 and 6.13 MeV line 
fluences, as shown in Figure 5.4, I have modelled all three fluences, fixing Sp to 
have the same value as SQ. The rest of the modelling goes exactly as described 
in Section 5.2.2. For each set of parameters derived, I have calculated the x 2 
statistic and repeated over narrower ranges of S attempting to minimize x 2- The 
values shown in Table 5.2 represent the best fits giving S to better than one 
decimal place. The 67% error bars for the 1986 February 6 flare are set from the 
X2 values of the neighbouring solutions in S. The other flares cannot be modelled 
to that level of confidence while maintaining Assumption A. The only reason that 
1986 February 6 can be modelled is because it is proton-dominated and there is 
no detection of the a — a  feature between 0.4 and 0.5 MeV. Clearly Assumption 
A creates problems for these flares.
In principle a-Fe lines combined with $o.4-o .5 maY fix <$a at the outset. Share
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Flare SQ Fo,a Sp Fo,p
F0,a
■^ 0,7?
Ion Energy (erg)
1981 A pril 27 3 .6 ± ? (5 .2 ± ? ) x  1035 3 .6 ± ? (5 .8 ± ? ) x  1035 0 .9 0 ± ? (2 .9 ± ? )  x  1030
1986 February 6 3 4 + 0 -5 (4 .1 ± |;^ ) x  1033 o 4+0.5  d-^-0 .4 ( 5 .1 ^ ° 69) x  1035
rH o 
o
o
 
o
o
 
d
o 
+ 
1 
00 
o
 
o
 
©
(i-4±g;|) x  io30
1989 M ay 3 3 .6 ± ? (1 .5 ± ? ) x  1035 3 .6 ± ? (1 .3 ± ? )  x  1035 1 .1 9 ± ? (7 .3 ± ? ) x  1029
1989 N ovem ber 15 3 .3 ± ? (1 .2 ± ? )  x  1 0 35 3 .3 ± ? (2 .9 ± ? ) x  1034 3 .9 8 ± ? (4 .1 ± ? ) x  1 0 29
Table 5.2: An analysis of the same group of flares in Table 5.1 except that we 
make Assumption A and assume the protons and a-particles have the same energy 
distributions. Only the 1986 February 6 data provided a good enough fit to set 
meaningful error bars at the usual 67% confidence level. The 1981 April 27 
fit is only 0.002% confident, while the 1986 May 3 and 1989 November 15 fits 
are 18% and 14% confident respectively. The 1986 February 6 fit is in excellent 
agreement with the fit with Assumption A relaxed, but this is not surprising since 
the relaxed fit does not rule out two identical energy spectra. This is the flare 
with a non-detection of $o.4-o .5 and so there is no more to go on than the ratio of 
the 1.63 and 6.13 MeV line fluences. The other flares present more of a problem 
as Assumption A is ruled out by our separate energy spectra in these cases and 
so we now have difficulty in making a good fit with Assumption A restored.
& Murphy (1998) obtained estimates of $ 1.02 for the 19 SMM flares, both sepa­
rately and summed, and the OSSE flare of 4 June 1991. Determination of $ 0,339 
proved difficult for instrumental reasons. Concentrating on the 27 April 1981 
flare, for which $ 1.02 is best-determined, and assuming first that the contribu­
tion of fast 3He to this feature is negligible, we find that the measured value of 
$i.02/$0.4 — 0.5, 0.14 ±0.06, implies =  3.5 ±0.2. This is exactly the limit dis­
cussed above, in which protons make almost no contribution to most deexcitation 
lines.
The progress made above has been under the assumption that fast 3 He nuclei 
are not over-abundant at the flare site - as they sometimes are in the interplane­
tary medium. For instance we assumed that all of the measured 1.02 MeV fluence 
was due to fast a ’s, neglecting possible contributions from unresolved lines pro­
duced primarily by fast 3He (see Section 2.5.4). 3He can also directly excite any 
of the abundant target nuclei. So its contributions to e.g. $ 1.63 and $ 6.13 maY 
also need to be considered. A complete discussion of the consequences of a 3He 
overabundance is probably not possible at this time: to the best of my knowledge,
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laboratory measurements of some of the necessary cross-sections are still lacking. 
W ith some assumptions, however, I can illustrate the consequences of such an 
overabundance for the findings above, in particular for the interpretation of $ 1.02 
and $ 0 . 4 —0.5-
Qualitatively, if some of the measured 1.02 MeV fluence is attributed to 3He 
(Tatischeff et al. 2003), we must need fewer a-particles above the a-excitation 
threshold of ~  2 MeV. Since the number of a ’s above 10 MeV is almost fixed by 
$ 0 .4 -0 .5 3  the inevitable consequence is a harder deduced a-particle distribution. 
To illustrate the possible effects of 3He on deduced energy distributions, suppose 
that 3He is indeed overabundant (F03He/F 0^a = 1) and that accelerated 3He 
and a-particles have the same energy distribution (I adopt this limited version 
of Assumption A only for illustrative purposes, and in the absence of any clear 
resolution of lines excited by only 3He). With these assumptions, we can evaluate 
both a-particle and 3He contributions to $ 1.02 as a function of 6a , and thus deduce 
values of Sa and F0)Q from $o.4-o .5 and $ 1.02- Cross-sections for 3He excitation 
are large and the result is consequently very different from that found above: 
=  0.54 and there are 6.6 x 1032 a ’s above 1 MeV.nucleon-1. If we further neglect 
3He contributions to <£>1.63 and $ 6,133 we can subtract off the a  contributions as 
above and deduce 5P =  5.6 and 3.5 x 1037 protons above 1 MeV. Uncertainties in 
these deduced quantities are once again very large.
Clearly some uncertainty remains in this process, as long as there is no mea­
surement of lines produced only by 3He. The possibility of 3He contributions 
will however only strengthen the qualitative conclusion, that a ’s appear to have 
harder energy distributions than protons. Clear measurements of a-only features 
$ 0 .3393  $ 0 ,9 9 9  ° r  $ 1 .0 5  would allow deductions uncomplicated by 3He.
5.4 Summary and Discussion
The use of ratios of pairs of nuclear lines has been advocated e.g. in Ramaty 
(1986) ($ 2.223/ $ 4—7) or Ramaty et al. (1996b) ($i.63/ $ 6.i3)- These ratios give 
information on the ion energy distribution without the need for detailed, lengthy 
fitting of the 7 -ray spectrum, but it is necessary to adopt a set of target abun­
dances, as well as Assumption A, in order to use these. In this work we have
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continued to adopt a set of abundances but have shown that useful constraints 
may be obtained without Assumption A if there is also an estimate of $ 0.4- 0 5 » 
and that measurement of the fluence in one further a-excited line allows deduc­
tion of Sp and S&. We applied these procedures to interpret line fluences obtained 
from GRS/SMM data by Share Sz Murphy (1997) and Share Sz Murphy (1998), 
finding a  energy distributions routinely significantly harder than those of protons. 
Uncertainties on derived quantities are large, but this finding seems fairly robust, 
open to revision only via adoption of a different set of source region elemental 
abundances. If the abundance of 20Ne is higher than assumed, it may be possible 
to fix its value combining this analysis with analysis of the 2.22 MeV feature, 
constraining the solution by neutron production conditions.
The measured photon fluence from the 0.429 and 0.478 MeV lines tells us, to 
within a factor of three, the number of a  particles at energies above 10 MeV.nucleon-1 . 
The number of a ’s above 1 MeV.nucleon-1 then follows only with a specific as­
sumption about the form of the a  energy distribution. If one invokes Assumption 
A, large observed values of $ i.63/ $ 6.i3 then imply steep a-particle distributions, 
characterized by 6 in the range 4 to 5, and thus large numbers of a ’s above 
1 MeV.nucleon-1. Without Assumption A, however, the a  energy distribution 
may be characterized by smaller values of <5a , with correspondingly reduced total 
numbers of a ’s above 1 MeV.nucleon-1.
The largest values of 6a are obtained when a ’s account for almost all deex­
citation line fluences. Among the three or four line features considered, only 
the 1.63 MeV line continues to require a proton contribution. At least in the 
case of the 27 April 1981 flare, this appears to be the limit consistent with the 
observed value of $ 1.02* The proton distribution then becomes very steep, to 
minimize the proton contribution to $ 6.13- The total number and energy content 
of protons becomes particularly ill-defined, however: $ 1.63 gives us an energy- 
weighted measure of the number of protons above 2 MeV energy but the results 
of Table 5.1, for example, have been obtained assuming E0 = 1 MeV, a very 
significant extrapolation with such steep energy distributions. While much of our 
preferred region of parameter space involves only modest numbers of fast a ’s, at 
least compared to protons, it is quite possible that a  numbers and energy con­
tent are in fact dominant, compared to protons, in this regime. Such a situation
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might be consistent with the turbulent cascade acceleration mechanism of Miller 
& Roberts (1995). As the turbulent cascade proceeds, particles of progressively 
higher gyrofrequencies are able to interact resonantly with waves. Protons may 
only be accelerated at the end of this process, after much of the energy of the 
cascade has been damped by heavier species, particularly a ’s. Away from our a- 
dominated cases, the occurrence of harder a-particle energy distributions might 
also be understandable in these terms.
Apart from those cases with the largest Sa , in which a ’s account for most of 
the observed deexcitation line fluences, our preferred regions of parameter space 
appear deficient in fast a ’s. Distributions expressed in energy per nucleon may 
not be the correct comparison, however. Consider an acceleration process taking 
place in two stages (e.g. Heyvaerts 1981), in which ions first fall freely through a 
potential drop, then develop a more extended range of energies e.g. interacting 
with MHD turbulence. Minimum ion energies in such a situation would scale 
with charge, not atomic weight. Parameters in Table 5.1 may be consistent with 
the cosmic 4He abundance if appropriate minimum energies are adopted.
A comment is necessary on the relationship between the suggestions here 
and previous deductions from 7 -ray line data. In some previous analyses (e.g. 
Murphy et al. 1997), interpretation of ^ 1.63/ ^ 6.13 proceeds with Assumption A 
and one or two assumed values of a /p  (typically 0.1 or 0.5). Of course values of 
tip (=  ^a) can be obtained in this way but here I go further and make explicit use 
of a simultaneous value of ^ 0.4- 0.55 and further still with a value of 3?i.o2 - The
more complete, and time-consuming alternative is a fit to the complete 7 -ray 
line spectrum, obtaining best values of target, and possibly accelerated particle, 
abundances together with Sp, Fo,p, etc. (Murphy et al. 1991). So far such a 
procedure has been carried out with Assumption A. A variety of sets of parameters 
yield statistically acceptable, though not equally good fits, varying according to 
which quantities (e.g. fast particle abundances) are held fixed. We note that the 
smallest x 2 values of Murphy et al. (1991) actually occurred for a /p  = 1 but this 
value was considered unreasonable. Above we saw that large observed values of 
$ 0 .4 —0.5, resulting in large, deduced a /p  values, may become easier to understand 
when Assumption A is dropped. Presumably a procedure like that of Murphy 
et al. (1991), but in the extended parameter space used here would lead to further
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possibilities for acceptable fits, at least as good as those found here.
The neutron capture line at 2.223 MeV, when compared with de-excitation 
lines, gives a further, important window on flare ion distributions. Its interpreta­
tion involves detailed, complex calculations of neutron production and transport, 
beyond the scope of the present work. Throughout much of our preferred re- 
gion of parameter space, the small values of and harder a-particle energy 
distributions will minimize the role of a ’s in both neutron capture and deexci­
tation line production. Murphy et al. (1997), for instance, adopted Assumption 
A and found reasonable consistency between values of Sp using both <Fi .63/ ^ 6. 13 
and >^2.223/ ^ 4.445 whether values of 0.1 or 0.5 were adopted. The procedure
Fe\described here would give similar results for 5P to those found in the case 
=  0.1, with the minimized role of a ’s suggesting that consistency with the neu­
tron capture line would be unaffected. Clearly a more detailed study is needed, 
however, particularly to address the allowed regime in which a ’s dominate in 
deexcitation line production.
All of the discussion here assumes uninterrupted, power-law energy distribu­
tions for both protons and a ’s, but of course this assumption also may not be 
justified. In particular, the cases with largest Sa require very steep proton dis­
tributions, possibly not best described by power-laws. Observable signatures do 
not appear to allow much further discussion of this possibility, however.
Finally, all of this is probably only an exploratory exercise until a more com­
plete analysis of a full spectrum has been carried out, simultaneously fitting both 
accelerated particle energy distributions and source region abundances, and tak­
ing proper account of electron bremsstrahlung and broad/unresolved contribution 
to the observed spectrum. A slightly extended version of the work of Murphy 
et al. (1991) would be necessary, and RHESSI has undoubtedly now supplied the 
best data (Smith et al. 2003; Share et al. 2003) for this purpose. It remains to 
be seen, however, how far variability of Sp and Sa may be masked by variability 
in source elemental abundances. On the other hand, line widths and shapes may 
further discriminate between the allowed regions of parameter space.
I have at least shown here that interpretations of existing data may be possible 
which do not invoke Assumption A. Even in the resulting, enlarged parameter 
space, not all possibilities are consistent with the data. Resolution of this m atter
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00:27:20 to 00:32:56 UT 00:32:56 to 00:43:20 UT
Species Line Energy keV Flux ph.cm~2s_1 Flux ph.cm_2s_1
56 Fe 847 0.0238 ±  0.0048 0  0 0 1 1  + 0 0029 U.UUll_o.ooil
24Mg 1369 0.0291 ±  0.0076 0.0231 ±  0.0051
20Ne 1634 0.0250 ±  0.0065 0.0317 ±  0.0044
28Si 1779 0.0188 ±  0.0055 0.0159 ±  0.0035
14C 4438 0.0705 ±0.0115 0.0281 ±  0.0071
160 6129 0.0320 ±  0.0082 0.0184 ±  0.0056
Table 5.3: 7 -ray line emission as measured by RHESSI for the 23 July 2002 flare 
(Shili 2004). The emission has been divided into two parts over the time that 7  
emission was detected.
is an important one for a clear determination of flare fast ion numbers and energy 
content and for a fuller understanding of the flare particle accelerator.
5.5 An Application to  the RHESSI Flare of 23 
July 2002
In an early investigation of data gathered with the RHESSI satellite, Shih (2004) 
has made a first attem pt to derive time profiles for the 23 July 2002 flare. These 
time series are produced by dividing the data into two time periods, 00:27:20UT to 
00:32:56UT and 00:32:56UT to 00:43:20UT, and then integrating the flux detected 
in each period. Table 5.3 shows the results.
As expected, most of the lines decrease in flux as the flare progresses, except 
the ubiquitous 1.63 MeV 20Ne line. It actually increases in flux by 27% between 
the two halves of the gamma-emission period. Perhaps the stream of accelerated 
ions may have encountered a region of enhanced 20Ne abundance later in the flare. 
Soft X-ray data reveals variations in abundances across an active region of as much 
as an order of magnitude (del Zanna 2003). Alternatively, the abundances may 
be altered as a result of the flare process itself by chromospheric evaporation, 
when the chromosphere is overheated by the impulsive stage of the flare and 
chromospheric material is ejected into the corona. This may produce changes in 
the flare region during the later stages. As already discussed in Section 2.4.2 the 
relative abundance of 20Ne could vary considerably from flare to flare and Ramaty
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et al. (1996b) found a general 33% overabundance of 20Ne relative to 160  in the 
SMM/GRS dataset, when applying Assumption A (Chapter 5 ); an enhancement 
of similar size to what we see here.
Considering just the flux ratio of the 1.63 MeV line to the 6.13 MeV line 
in Table 5.3, we find a ratio of 0.78 in the first half of the flare and 1.72 in 
the second half. We can analyze this ratio in a cold, thick target 7 -ray source. 
Keeping Assumption A, with no enhancement of 20Ne over the usual deduced 
photospheric values (20Ne:16O =  0.14) and the a  to proton ratio at 0.1, this 
would imply that the fast proton spectrum started with an index 8P of 3.5 and 
this changed to 4.9 in the latter half of the flare. With more a-particles, the 
sensitivity to protons is lessened and we start with Sp at 3.9, changing to 5.6 
in the second half. It would appear to be more reasonable to assume less a- 
particles and then most of the line enhancement might be due to some change 
in the supply of fast protons to the flare site with time. Lin et al. (2003), in a 
preliminary analysis of this same flare, derive parameters for the fast ions from the 
fluences of the 2.22 MeV neutron recapture line and the nuclear deexcitation lines. 
They assume a-particle to proton ratio enhancement to 0.5 and 3He and 20Ne 
enrichment, ‘impulsive flare’ abundances after Ramaty et al. (1996b), consistent 
with the 7 -ray emission originating in the impulsive phase of the flare. They find 
5P values between 3.4 and 4.0, within the range of values implied by the time 
series. Adopting these same ‘impulsive flare’ parameters, the time series for the
1.63 MeV and 6.13 MeV fluxes give Sp starting at 3.1 and rising to 4.5 in the 
second half of the flare. Notice that assuming enhanced 20Ne has hardened the 
derived fast ion spectrum.
W ithout Assumption A, Equation 5.3 can provide an estimate for Sp assum­
ing very few a-particles, at least in the energy range 2 to 10 MeV. W ithout 
the abundance enhancements els before, Equation 5.3 reveals that 8P moves from 
3.2 to 4.1 through the course of this flare, a not-unlikely range of values. Un­
fortunately Table 5.3 does not provide the a-excited lines to allow investiga­
tion of 8a with time. Share et al. (2003) present line fluxes from this flare in 
their analysis of the 0.511 MeV positron annihilation line emission. They have 
a flux for the 0.4 to 0.5 MeV feature of 0.143 ±  0.032 7 cm_2s_1  for the period 
00:24:20UT to 00:43:20UT, close to the whole period of the time series by Shih
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(2004). Averaging the fluxes in Table 5.3 over time, the 1.36 MeV line has a flux 
of 0.029 ±  0.005 7 cm- 2s- 1  and the 6.13 MeV line has 0.023 ±  0.006 7 cm_2s_1. 
With these values and the analysis set out in Section 5.2.2 (Toner & MacKinnon 
2004), I find that Sa < ~  3 or there is not enough emission left to be produced 
by proton-excitation.
So again we see a harder energy spectrum for fast a-particles than for protons. 
This allows the 1.63 MeV line to react strongly to changes in the proton spectrum. 
However, detailed modelling of the evolution of the protons through the history 
of the impulsive phase would be necessary to see if it is possible to enhance the
1.63 MeV line as the other lines diminish without introducing an enhancement 
in 20Ne.
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Chapter 6 
Solar Flare N eutron Em ission
6.1 Another Neutral Emission
Previously in this thesis, I have discussed the nuclear deexcitation 7 -ray lines, 
proposing innovations and refinements in their interpretation and exploring their 
implications. Now I would like to give some attention to direct solar flare neu­
trons, specifically as detected by the COMPTEL instrument on the Compton 
Gamma Ray Observatory.
Direct solar flare neutrons are a valuable diagnostic of high-energy ion acceler­
ation in these events, and COMPTEL improved over all previous cosmic neutron 
detectors in its capacity for neutron energy measurement (see Sections 1.7 and 
1.10.6). Neutrons detected from a flare begin in the nuclear reactions between 
accelerated ions and the ambient nuclei, and so the information we can take from 
these neutrons gives another measure of the conditions in the flare which comple­
ments the deexcitation lines and extends the range of accelerated ions that we can 
investigate to tens and hundreds of MeV energies. Lockwood et al. (1997) discuss 
the relationships between the 7 -ray emission and the production of neutrons in 
solar flares.
Previous studies of COMPTEL neutron data have worked with an incomplete 
model of the instrumental response, applying energy-by-energy detection efficien­
cies (e.g. Kocharov et al. 1998). Ignoring off-diagonal elements of the response 
matrix in this way essentially underestimates the overall detector efficiency, and 
may overestimate the number of neutrons as a result. Here I employ statistical 
regularization techniques with the full (Monte-Carlo-simulation-derived) response 
matrix to produce improved estimates of neutron numbers and energy distribu­
tion. These techniques are applied to data from the well-observed 15 June 1991 
flare, as previously summarized in Toner et al. (2001) and discussed by Kocharov
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Figure 6.1: An image of the neutron source of the 15 June 1991 solar flare made 
with COMPTEL, on board the CGRO. This was made from the same data-set 
analyzed here to obtain the neutron emissivity spectrum, but the reduction was 
to trace each neutron back to its point of origin. This is the first image of an 
astrophysical object produced in particles other than photons (Arndt et al. 1998; 
McConnell 1994).
et al. (1998). Figure 6.1 shows the neutron source as seen by COMPTEL, the 
first ever image of a solar flare in neutrons.
6.2 Solar Flares and Energetic N eutrons
Solar flare hard X-ray and 7-ray observations reveal the presence of electrons 
of energies sometimes in excess of 10 MeV; and of ions of energies sometimes 
exceeding 1 GeV/nucleon. Fast neutrons, secondary products of various nuclear 
reactions involving the accelerated ions, are a further, useful diagnostic of the 
accelerated ion distribution. Ions at 10 to 30 MeV.nucleon-1 reveal themselves by
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the nuclear de-excitation lines discussed in Sections 1.5 and 2.2 and ions at more 
than 300 MeV.nucleon- 1  by very high-energy continuum resulting from decay of 
secondary pions. Fast neutrons fill the diagnostic gap between these ranges. Flare 
secondary neutrons were first detected by SMM (Chupp et al. 1982), but with no 
energy discrimination. Early assumptions such as impulsive neutron production 
were found not to be justified. Chupp et al. (1987) showed that the majority of 
neutrons in the 1982 June 3 flare were produced after the impulsive phase.
COMPTEL could measure neutron energies and has provided the first neutron 
spectra and images from the Sun 6.1. For example, Lockwood et al. (1997) found 
that neutrons with energies above 200 MeV follow the same intensity-time profile 
as pion-decay 7 -rays and that these neutrons are produced over time-scales from 
10 to 70 minutes. Neutrons in the 10 to 100 MeV energy-range were found to 
be more complicated in their relationship with 7 -emission due to the presence 
of higher-energy neutrons. However, the 2.22 MeV neutron capture feature has 
a similar time profile to these lower-energy neutrons, and they have production 
times extending from minutes up to hours.
6.3 COMPTEL
The COMPTEL instrument is shown in Figure 6.2.The front detector array (Dl) 
was made up of seven Ne213A detectors, each 27.6 cm in diameter and 8.5 cm 
deep. Ne213A is a liquid organic scintillator with a low density and low atomic 
number. This maximizes the probability that an incident photon will scatter 
in the front detectors. The rear array (D2) is made of fourteen Nal detectors, 
each 28 cm in diameter and 7.5 cm deep. These dense detectors are more likely 
to stop the photon that was scattered in the front detectors, thus measuring 
the total scattered photon energy. Photon energies and arrival directions are 
deduced from Compton scatter events in the D l array, and scattered photon 
energy measured in D2 as described in Section 1.10.6. COMPTEL performs the 
same trick with neutrons, via elastic scatters on D l detector protons. Time-of- 
flight to D2 reveals the scattered neutron energy. The incident neutron’s energy 
and angle of incidence to the detector axis 9 are given by simple kinematics. This 
results in neutron imaging and spectroscopy in the energy range 10 to 120 MeV
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Figure 6.2: How COMPTEL worked. Path nn' shows how a solar neutron enters 
the front detector array Dl at angle <f) to the instrument axis, interacts to deposit 
energy in D l and produce secondary neutron n' which travels on to be detected 
by the back array D2. Path 77' shows the similar path of a high-energy photon. 
The telescope length was 2.61 m. After McConnell (1994).
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(as in Figure 6 .1 ).
6.4 COMPTEL Neutron Response
6.4.1 Principles
If E\ is the energy of the scattered proton in D l by collision with the solar 
neutron, and E<i the scattered neutron energy derived from the time-of-flight, the 
incident neutron’s energy E  is simply the sum of these two detected energies.
E  — E\ -|- E 2
The angle of incidence to the detector axis (f> comes from simple kinematics.
tan2 (</>) =  ~  (6 .2 )
However neutrons may scatter more than once in D l or they may scatter in- 
elastically on carbon nuclei. Some, but not all of these misleading events may 
be identified and excluded. Even with ‘clean’, single elastic scatter events, in­
strument geometry and D l scattered proton energy resolution combine with the 
above to give finite neutron energy resolution.
6.4.2 Simulation
Work at University of California, Riverside uses the Los Alamos codes LAHET 
(Los Alamos High Energy Transport) and MCNP (Monte Carlo Nuclear Particle) 
to simulate neutron transport in COMPTEL (O’Neill 1993, 1994). The LAHET 
code can simulate the transport of high-energy particles through a system of ar­
bitrary geometry, using the MCNP code to handle the transport of photons and 
low-energy neutrons (Prael & Lichtenstein 1989; Brown Sz Nagaya 2002). This 
software is capable of simulating any spacecraft high-energy particle experiment, 
modelling Coulomb scattering, nuclear elastic scattering and nuclear interactions. 
LAHET simulates the transport of protons, pions and muons through the instru­
ment and all neutrons above a pre-selected cut-off energy. The parameters of 
neutrons below this energy are output to a neutron file. Together with a 7 -photon 
file produced from LAHET output by the PHT code (PHoTon), this neutron data 
is processed by MCNP as a coupled neutron-photon problem to give a complete
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picture of 7 -ray transport through the system. Alternatively the neutrons and 
photons can be analyzed separately.
The results of these simulations are summarized in an instrumental neutron 
response matrix (supplied by Bhattacharya 1999). The matrix elements in full 
generality would represent the probability of a neutron incident on COMPTEL 
with energy E, at angle (f) to the instrument, giving the signal in the instrument 
appropriate to a neutron of energy E ' , at angle ft. In practice, flare neutron 
numbers do not justify a full deconvolution in (E , <$>)-space. Instead the Monte 
Carlo simulations are carried out assuming a point neutron source at the Sun’s 
position, and a detector response matrix H  calculated.
In this case a 6  x 6  matrix was created by simulating the passage of ~  180000 
neutrons through the COMPTEL instrument. The neutrons are injected at six 
different energies (13, 22, 32, 50, 77 and 100 MeV) and then detected in six en­
ergy bins (8.5 to 17.5, 17.5 to 26.5, 26.5 to 37.5, 37.5 to 62.5, 62.5 to 91.5 and
91.5 to 108.5 MeV). The matrix gives the number of neutrons originating with 
a given energy that are then detected in a particular energy bin. Once normal­
ized, the diagonal gives the probability that a given neutron will be detected at 
its true energy. The off-diagonal elements give the probabilities that it will be 
detected in another energy bin due to a misleading detector signal. Even when 
inelastic-scattering events are excluded from the data, there are still significant 
non-diagonal elements. For example, 35% of neutrons injected at 32 MeV are 
actually detected in the 8.5-to-26.5 MeV energy range.
Let xi be the number of neutrons measured in the zth energy bin, of which 
there are n  bins in all; f j  be the number of neutrons incident on the instrument 
at the j th  injection energy, of which there are m  levels; and e be the vector 
representing data (Poisson) noise. Then
x  =  H f +  e (6.3)
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6.5 Statistical Regularization
We aim to find an estimator f  of f , knowing x. The difficulties of doing this in
the presence of non-zero e are well-known (e.g. Craig & Brown 1986): straight­
forward inversion of H  can amplify even very modest noise levels giving rise to 
unphysical oscillations and spurious features. One is forced to adopt a statistical 
regularization approach, in which both smoothing and deconvolution are carried 
out, with the deduced f  being a compromise between (spurious) exact data fit, 
and some measure of ‘smoothness.’ In practice, one finds f  that minimizes the 
expression
The Glasgow University Inverse Problem Software (GUIPS) consists of automatic
In this Chapter, I employ GUIPS to estimate true neutron energy distributions 
incident on COMPTEL. Neutron numbers are not great (typically a few hundred 
across the whole energy range). So Poisson noise levels are serious. Because
of GUIPS subroutines with simulated data. This was data with a known f  and 
added Poisson noise. By manipulating the test data and trying to retrieve f, 
it was possible to confirm the strengths and weaknesses in the regularization 
methods and to ensure that there were no problems with the computer codes.
In the end, I used maximum entropy and quadratic regularizations, although I 
had to rewrite some of the quadratic regularization code due to incompatibilities 
with my FORTRAN compiler. The former regularization method is well-known, 
at least in its global variant (see, e.g. Groetsch 1993; Craig & Brown 1986). I
m n 2
(6.4)
4=1 L j = i
where <F(f) is the adopted smoothness measure, and the Lagrange multiplier A 
is chosen to find the desired compromise between smoothness and exact data fit 
(according to some pre-chosen criterion).
6.5.1 GUIPS
methods for finding estimators f  with various choices of $  and strategies for 
choosing A (i.e. the degree of compromise between data fit and smoothness).
of this it is particularly important to test the robustness of results obtained by 
any particular choice of f  and prescription for choosing A. I tested a number
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also employ a local version which attempts to equalize neighbouring data points 
and is less prone to over-smoothing. Quadratic regularization minimizes first or 
second derivatives across the reconstruction, thus acting against sharp features. I 
use the simple x 2 choice of Lagrangian multiplier, and also the ‘Bayesian’ choice, 
again less prone to over-smoothing. Details of these methods are to be found in 
Thompson (1992) and Thompson Sz Craig (1992). The GUIPS code speeds up 
the development of regularization software as the investigator only has to write 
the code that passes the particular data and response matrix for a given problem 
to the GUIPS subroutines.
6.5.2 Quadratic Regularization
In quadratic regularization, we attempt to find a source function f  that minimizes 
a derivative. Thus nth order quadratic regularization minimizes the nth derivative 
of f . The simplest forms of smoothing function that arise from this approach are 
those of first and second order (Thompson 1992; Thompson Sz Craig 1992).
* ( h  =  E ( / i - / m ) 2
i= 1
*(h = £ (/*  -  2/»+i+ /i+2)2
i= 1
In a more general form we can define a smoothing matrix C for each order of 
quadratic regularization. This gives a general form for <F.
$(f) =  fTCf (6.5)
For example, the first order quadratic regularization smoothing matrix is given
by
1 - 1 0 . . 0 0 O
1
- 1 2 - 1  . . 0 0 0
0 - 1 2 . . 0 0 0
0 0 0 . . 2
t—H 
• 
1 0
0 0 0 . . - 1 2 - 1
1---
--
0 0 0 .. . 0 - 1 1
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Quadratic regularization has the major advantage that the minimization ex­
pression reduces to an analytical form.
^ H TH  +  AC *-6'6^
Equation 6 .6  provides a fairly quick way of obtaining estimates of f , providing 
that there are relatively few data points (less than 100 or so). So that a range of 
values can be tried in order to find the optimum combination of f and A. Since 
this method is essentially linear, it is restricted to problems of small dynamic 
range. It also has a disadvantage in that it does not guarantee a positive set of 
elements for the solution, which in most problems would be unphysical.
6.5.3 M aximum Entropy Regularization
Entropy methods take their name from Boltzmann statistical mechanics. If we 
consider a phase space containing N  particles which we subdivide into s congruent 
cells, we can define the statistical state of the system when each cell i contains 
Ni particles (after Groetsch 1993) so that equation 6.7 holds.
I >  =  jV (6.7)
i= 1
W  is the number of possible distributions of particles among the cells in this 
system and is given by Equation 6 .8 .
W  = —5-——  (6 .8 )IE-iW
We can then find the state with the maximum number of distributions, or 
maximum entropy, by maximizing Equation 6 .8  under constraint Equation 6.7. 
It is more computationally efficient to exploit the fact that W  being a maximum
is equivalent to being a maximum. Provided all of the Ni are large, we can
also use Stirling’s approximation for n!, n(ln^ !_ =  1 . So Equation 6 .8
becomes Equation 6.9.
l n W R J —V i V i l n ( ^ )  (6-9)
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Clearly ^  is the probability pi that a given particle occupies the ith. cell 
in phase space. If we define H  = the entropy function, then we have
Equation 6.10.
s
H  = -  ^ T p iln p i  (6 .1 0 )
i=1
This expression gives us the mathematical form that is used in maximum en­
tropy regularization. It comes into regularization by way of Shannon information 
theory which shows that the entropy function is a natural uncertainty function. 
The entropy function measures the disorder of a system and so, by maximizing 
this in our solution, we make the least assumptions about the missing informa­
tion. For maximum entropy regularization we define in this way (Thompson 
1992).
$ (!) =  ^  fi -  mi -  f i  ln(— ) (6 .1 1 )
i=i TOi
where m  is a prior estimate for f. The solution will be smoothed towards m,
which is often taken as flat, but some knowledge of the data may suggest a
different prior. In effect, we are maximizing the probabilities that elements of 
f  match elements in m. We can also take a maximum entropy approach which 
does not require m. In this case we maximize the probabilities that elements of 
f  match values with their neighbours.
n — 1
3>(f) =  £ ( / i  -  f i + i ) ( H f i )  -  M / i + i ) )  (6-12)
i=1
There are a number of advantages to maximum entropy techniques. They are 
more efficient than quadratic techniques in problems where the data has a high 
dynamic range, say greater than one order of magnitude. However, quadratic 
approaches are faster when the dynamic range is low, and the maximum entropy 
solutions are identical to quadratic when the source function is completely flat. 
This is where the main disadvantage lies. The smoothing function is nonlin­
ear and so the solution can only be obtained iteratively. The slowness of this 
process can also limit the choice of A if computing power is at a premium (see 
Section 6.5.4). A major advantage is that maximum entropy methods ensure 
that the solution is always positive, avoiding nonphysical results. We choose the
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global form, Equation 6.11, over the local form, Equation 6.12, when we are sure 
that adjacent data values are independent, which is usually not the case, and vice 
versa. However it is always a good idea, when computing power allows, to use 
a number of regularization methods and compare their results to avoid artifacts 
introduced by any one method.
6.5.4 The Lagrangian M ultiplier A
To provide an automatic method of choosing the best Lagrangian multiplier, and 
therefore amount of smoothing of our solution, we start with a first estimate of 
A and then refine it according to some statistical scheme. I used two methods in 
investigating the COMPTEL neutron data: the x 2 and Bayesian methods (as in 
Thompson 1992; Thompson Sz Craig 1992). Both start by calculating x 2> ° r the 
residual sum of squares.
x(A) 2 =  5 2  ( x * -
i = 1 \
where Hij is an element of matrix H, while X{ and f j  are elements of the vectors 
x and f. An initial value of A is used to get an estimate of f  and an iterative 
process then refines A to some optimal value.
The x 2 method optimizes A so that
x(A) 2 =  no2 (6.14)
where a2 is the noise variance. It is often useful to substitute 21 for Xi and ^  for<Ti " a i
, particularly in situations where the noise is not uniform. It also simplifies the 
noise variance which becomes 1. In general, this method will tend to oversmooth 
f, and it is the oldest method of choosing A (Thompson & Craig 1992).
Alternatively, we can use a Bayesian method. This uses a slightly different 
optimizing function for A.
x(A) 2 +  AfTC f =  na2 (6.15)
Again, we start with an estimate of A and iterate until this constraint is achieved. 
In contrast to the x 2 method, the Bayesian approach will tend to undersmooth 
f. This method is one of a number of approaches developed by Gull (1988) using
133
T.Hijfj
i= 1
(6.13)
a Bayesian approach to finding A. Essentially, this involves taking into account 
what we believe about f . f  is our best estimate of f, given the data x. We are 
trying to maximize the probability P (f |x ) that we have found the ‘true’ f, given 
we have these particular data. Bayes theorem states
P (f|x ) =  P (x |f)P (f)  (6.16)
where P (x |f)  is the probability that this data will arise given the actual form of 
the signal and P (f) is the unconditional probability that this form of the signal 
will occur and is defined by our prior beliefs about the phenomenon being observed 
(Titterington 1985). So a Bayesian approach recognizes that maximizing P (f|x ) 
depends on what the error distribution will allow (described by P (x |f))  and how 
well we understand the characteristics of the signal we are trying to find (defined 
by P(f)).
Clearly, Equation 6.15 explicitly requires a priori values for A and f  in order 
to apply the constraint. So the optimization being carried out links the two 
processes of finding the required degree of smoothing and of finding the best fit 
to our data. In effect, the number of degrees of freedom, n, in the problem have 
been split between obtaining a fit to the data and finding the smoothing function 
(Thompson Sz Craig 1992). However, it can be argued that Equation 6.14 also 
requires a priori A and f  to begin the iterative process that leads to the final choice 
of A. Indeed, there is also a Bayesian justification for the x 2 approach, but this 
is based on the assumption that f  is flat and uniform (Titterington 1985), rather 
than having some expected structure. Therefore we reserve the term ‘Bayesian’ 
for the second method which allows us to say something explicit based on our 
prior knowledge of the problem.
6.6 15 June 1991 Solar Flare
This X12+ flare was one of the sequence of large events produced by AR 6659. 
It has been discussed by several authors, in particular Kocharov et al. (1998). 
It produced detectable neutron emission as well as 7 -rays to photon energies in 
excess of 1 GeV Kocharov et al. (1994). The CGRO was in orbital darkness 
during the flare’s impulsive phase (which peaked at 08:20UT), but it was still
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producing 7  and neutron emissions when spacecraft night ended some 40 minutes 
later. This was a target of opportunity for CGRO and the Sun was 15° from the 
axis of COMPTEL.
Kocharov et al. (1998) (also Rank 1995) analyzed COMPTEL neutron data 
from the period 08:59UT to 09:30UT, deducing the source neutron energy distri­
bution at the Sun. In the absence of a full deconvolution procedure, they applied 
energy-by-energy detection efficiencies, given by the diagonal elements of the en­
ergy response matrix. However, the neutron energy distribution incident on the 
instrument in a restricted time period like this has a rather complex relationship 
to that released from the flare. Firstly, neutrons of different energies have differ­
ent Sun-Earth travel times. So temporal and energy evolution are convolved in 
the actual measured energy distribution. Secondly, the (3-decay of free neutrons, 
with an e-folding time of 930 s, further complicates interpretation.
6 .6.1 Previous Neutron Analysis
Kocharov et al. (1998) assumed a source neutron population separable in energy 
and time. Ideally, the CGRO 7 -ray flux should have been a proxy for the neu­
tron production time-dependence. The same population of accelerated ions are 
assumed to produce the neutrons and the 7 -rays (e.g. the neutron production 
code of Hua & Lingenfelter 1987c), and in particular the 2 .2 2  MeV flux results 
from deuterium formation by neutron capture on hydrogen, although the neutrons 
result from higher energy ions (up to a few hundred MeV) than do the prompt 
deexcitation lines («  10 to 30 MeV). As already mentioned the COMPTEL 7 -ray 
record is missing for the first part of the flare. GAMMA- 1 observed the 7 -ray 
flux early in the flare (Akimov et al. 1991) and the time profile of these two data 
sets follows closely the high-frequency (8.4 GHz Magun 1998) microwave time 
profile, which originates in gyrosynchrotron emission from accelerated electrons 
(Murphy 1985). So they adopted this flux as a marker for the time-dependence 
and hence deduced the source neutron energy distribution.
In absence of a full deconvolution procedure, they applied energy-by-energy 
detection efficiencies, given by the diagonal elements of the energy response ma­
trix H. This procedure clearly underestimates the overall neutron detection ef­
ficiency of the instrument. Full deconvolution might also significantly revise the
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Figure 6.3: Maximum entropy and quadratic regularised solutions for the energy 
spectrum of neutrons arriving at the COMPTEL instrument during 15 June 1991 
solar flare, using a Bayesian method for choosing the smoothing parameter. Error 
bars are set at the 66.7% confidence level.
form of the energy distribution.
6.6.2 Solutions to the Inverse Problem
Figures 6.3 and 6.4 show various inversions of the COMPTEL data that recon­
struct likely energy spectra for the neutrons arriving at COMPTEL over the 
whole observation period. Assigning confidence limits to such an inversion is a 
lengthy process. Assuming the main source of noise is due to Poisson noise in the 
detector, a distribution of data sets around the measured data set was created 
by a Monte Carlo method. 1000 of these sets were inverted as described above 
and the results sorted so that median values could be extracted and values at 
given percentiles of the distribution. The error bars in the figures are taken from 
the 66.7 percentiles to allow comparison with the Kocharov et al. (1998) results 
which show traditional 1 a error bars.
In order to complete the comparison of these inversions with the results of 
Kocharov et al. (1998), I have to repeat their method for restoring the time of 
emission at the Sun for our detected neutrons.
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Figure 6.4: As 6.3 except tha t both solutions use global maximum entropy as 
the smoothing function and differ only in the method of choosing the smoothing 
parameter, either Bayesian or x 2-
6.6.3 Neutron Em issivity
The detected neutrons arrived at COMPTEL between 09:02UT and 09:37UT. 
However the neutrons were produced at the Sun during the time that the mi­
crowaves and 7 -rays were detected, between 08:12UT and 09:25UT. Since neu­
tron energy depends on velocity, we have to adjust each neutron’s emission time 
according to its time-of-flight which will introduce an energy-dependence to the 
time. The time correction for the difference between neutron transit times and 
photon transit times is given by this relativistic formula.
(6.17)
where R  is 1 AU, c the speed of light, and 7  is the Lorentz factor for a neutron. We 
use this to match up neutrons with photons. Effectively we adjust the detection 
times of the neutrons to pretend that they arrive with the photons that were 
emitted with them. In particular, if T0(E) is the time when photons were detected 
th a t were emitted along with neutrons of energy E  MeV, which start to arrive at 
COMPTEL at time T®, then
Ta{E) = i f  -  AT(E) (6.18)
A T (E ) = -
c
7
y j72 -  1
-  1
Bayesian h
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In this way we can use the time profile of electromagnetic data to deduce the time 
profile of the neutron production and, for this reason, we will call this adjusted 
time the neutron emission time. However, this time differs from the true emission 
time by the travel time for photons arriving from the Sun.
Neutron production is assumed to follow 7 -ray production (See Section 6.2), 
but we take the 8.4 GHz emission as a proxy for this, since the 7 -ray emission is 
not completely recorded. Even so, this data only spans the gradual phase of the 
flare, and so neutrons from the impulsive phase cannot be included. Optical and 
radio data places the start of the gradual phase at 08:26UT, in terms of the photon 
detection time. Therefore we only include neutrons with photon-matched emis­
sion times (using Equation 6.17) that start after 08:26UT. Kocharov et al. (1998) 
estimate that this amounts to about 1 2 % of all of the flare neutrons detected by 
COMPTEL. A further assumption is that the energy spectrum of the neutrons is 
constant throughout the flare, mainly because we lack information to deduce any 
variation. So the derived neutron spectrum will be a time-averaged version for 
the gradual phase of the flare. This spectrum is f ( E )  in neutrons.sr- 1.MeV-1.
Consider one COMPTEL energy channel, detecting neutrons in the energy 
range E{ to Ei+1 . Define the time limits for neutron emissivity at the Sun (using 
photon-matched times) to be Ts at 08:26UT and Tj  at 09:25UT. Then the start 
time for emission of neutrons of energy E  will be T * (E ) which is the later of Ts 
or To(E) (see Equation 6.18). Neutrons of this energy stop at time TiE. Not all 
neutrons survive the flight to Earth as some will suffer /?-decay on the way with 
e-folding time r  (930 s), so that a neutron with velocity v will have a survival 
probability P{E)  =  exp(—^ ) .  COMPTEL has an effective area for neutron 
detection A(E).  So the number of neutrons of energy E  detected will depend on 
how many neutrons are emitted in that timespan f ( E ), their survival probability 
P(E),  and the detection area A(E)  divided by R2. We integrate this over Ei to 
Ei+ 1 to get the total neutrons detected in this energy bin. However, without the 
time information, we need to normalize f ( E )  according to the time profile of the 
microwave emission. We create a weighting factor W, based on the microwave 
emission
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W ( t 0, t l ) =  ^ m U t ) d t  (619)
f to jmw{t)dt
This gives us the observed number of neutrons in energy channel E  ^ to Ei+i as 
N i.
l [ * "  n E )A(E)P(E) i E
Equation 6.20 can be used to deduce the average f ( E )  over the energy bin, 
< f ( E )  >i.
t-i A t  h : \ h i  h ; \
< f ( E )  >i= N iR 1
L
(E)P(E)  dE
lJEi W(Tf(E),Ti(E))
Then the neutron emissivity at the Sun during the gradual phase is e*.
(6.21)
ei =  < / ( £ ? ) > i  (6.22)
~ -Ls
Figure 6.5 shows the result of applying this process to the COMPTEL neutron 
data recovered by a local maximum entropy method and compares this with the 
emissivity deduced by Kocharov et al. (1998).
6.6.4 Results and Conclusions
In Figure 6.3 we can see neutron energy distributions incident on the instrument 
reconstructed using a variety of smoothness measures and a Bayesian smoothing 
parameter strategy. As expected the quadratic regularization is smoother, the 
maximum entropy solutions less smooth. However they are all very similar and 
the dip at 20 MeV seems to be real, interpretable in terms of lower energy neutrons 
still arriving from the impulsive phase. Figure 6.4 shows how slight variations are 
introduced if a x 2 approach is adopted for choosing A. The low-energy dip is less 
pronounced when x 2 is adopted but is still consistent with the Bayesian results.
Figure 6.5 compares a local maximum entropy solution with the diagonal- 
elements-only approach of Kocharov et al. (1998). The shape of my maximum 
entropy inversion is a little less sloped at the lower energy end but is otherwise 
similar to the previous emissivity. The most obvious difference is that I deduce 
fewer neutrons in total emitted at the Sun.
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Figure 6.5: A comparison of a diagonal-elements-only inversion by Kocharov et al. 
(1998) with the full inversion with local maximum entropy smoothing function. 
Both of these data sets have been converted to source neutron energy distributions 
at the Sun (after Kocharov et al. (1998)).
In spite of the low neutron count rates, the form of the neutron energy distri­
bution is broadly consistent across the various methods, and with previous results. 
Total neutron numbers are revised by this more complete treatment, however, to 
73% of the result of Kocharov et al. (1998). They already had difficulty with 
their value in reconciling the inferred proton numbers with the proton spectra 
implied by the higher energy ( 200 MeV) 7 -ray observations from GAMMA-1 
( Akimov et al. 1991). This forced the adoption of a complex accelerated proton 
spectrum that softens above ~  200 MeV and then hardens again above 1 GeV 
to  produce enough protons for the high-energy 7 -emission. My fuller treatm ent 
of the instrument response significantly strengthens this conclusion.
Although a full calculation of neutron production and transport is beyond 
the scope of this thesis, the following comments can be made. Again, a more 
sophisticated approach to the accelerated ions may solve this problem. Neutron 
production is much higher in interactions with a-particles than with protons 
(e.g. the cross-sections for neutron production in Hua & Lingenfelter 1987c). 
Assumption A, that the accelerated protons and o:-particles have exactly the same 
energy distributions (Chapter 5 and Toner & MacKinnon (2004)), is inherent in
kocharov et'al (1998) 1
Full Fit (LME Bayesian) 1 □  1
Hr
i - E h
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the proton-number argument. Therefore, it might require too many a-particles 
in an a-poor flare. A reduced number of a-particles, relative to protons, would 
reduce the implied neutron emission. Relaxing Assumption A in the neutron- 
production calculations may provide further evidence that these high-energy flares 
are proton-dominated, and this is why we see fewer neutrons than have hitherto 
been expected.
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Chapter 7 
Future Work
7.1 Summary
In this thesis we have seen that there is further refinement necessary in the anal­
ysis of 7 -ray spectra from solar flares, particularly in using diagnostics of the 
accelerated ion energy distribution. Particularly I have looked at the role of the
1.63 MeV line due to deexcitation of 20Ne. This line is often used to investigate 
the energy distribution of accelerated protons, as the 20Ne cross-section for proton 
excitation is sensitive to protons with energies as low as 3 MeV, whereas most 
other species have a lower-energy threshold nearer 7 MeV. However, problems 
have arisen in previous analyses as ratios of the 1.63 MeV line fluence with either 
of the 4.44 MeV 12C or the 6.13 MeV 160  line have implied either that there is 
a very steep proton energy spectrum, implying high proton numbers and a large 
component of flare energy in the ions, or that 20Ne is enhanced in the target 
region.
Although the 1.63 MeV line provides a probe of the lower-energy protons, 
this sensitivity necessitates consideration of the mechanism of energy-loss in the 
target region. A fresh look at the effects of a warm target on this line fluence 
reveals the possibility that some of the protons could become trapped in a higher- 
temperature region, providing a gradual, warm component in each integrated 
line fluence. The increased lower-energy component of the proton spectrum can 
enhance the emission in the 1.63 MeV line, avoiding the necessity of invoking an 
actual enhanced 20Ne abundance (MacKinnon & Toner 2003, and Chapter 4). 
Observations revealing the time-variation of individual lines would test for this 
warm target component.
While 1.63 MeV emission probes lower-energy accelerated protons, it doesn’t 
prefer lower-energy a-particles. Until now, analyses of the accelerated ion energies
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has made the assumption that all ions have the same energy distribution. There 
is no physical reason for supposing this, it just reduces the number of parameters 
that have to be considered in modelling the 7 -ray spectrum, an important consid­
eration given its complexity (Murphy et al. 1991). When the accelerated protons 
and a-particles are allowed to have different energy spectra, we see that the two 
types of ions can have very different distributions, especially when we can con­
strain the model with line fluences excited only by a-particles. The 0.4 to 0.5 MeV 
feature, which probes higher-energy a-particles, when detected, demands a hard 
a-particle spectrum. However, this does not imply that the protons follow suit. 
As we have seen, the protons can still have a steeper spectrum as indicated by 
the 1.63 MeV fluence alongside this hard a-particle distribution. We also see a 
variety of accelerated particle mixes ranging from proton-dominated flares right 
through to a-dominated flares (Toner & MacKinnon 2004, and Chapter 5). It 
may be necessary to obtain better cross-sections for a-particle excitation of nuclei 
if, indeed, the a-particles have harder spectra. These cross-sections are not so 
well defined by the data above a few tens of MeV.nucleon-1, unlike cross-sections 
for proton excitation (Kozlovsky et al. 2002).
Protons and a-particles are not the whole story, however. The 4 to 7 MeV 
continuum is produced partly by very broad lines resulting from the interaction 
of heavy ions (e.g. 12C, 160 ) with ambient protons and a-particles (Murphy 
et al. 1990b, 1991). This emission is relatively easily distinguished from the 
narrow emission lines and it is fortunate that the solar abundances of intermediate 
species such as lithium and beryllium are very low, providing a distinct break 
between light and heavy ions. Yet there is still some difficulty if 3He is present 
in the accelerated ion population in sufficient quantity as may be the case. Share 
& Murphy (1998) illustrate the complexity of handling relative helium isotope 
abundances in interpreting the 1.02 MeV line feature. The SEP record already 
has a large number of 3He-rich events amongst impulsive flares (Meyer 1985a, 
1993; Zhang 1995; Litvinenko 1996, and references therein) and nuclear physics 
investigations are beginning to provide reactions with 3He that could significantly 
contribute to the narrow emission line spectrum (e.g. Tatischeff et al. 2003). 
Neutron recapture is strongly affected by the amount of ambient 3He encountered 
and Hua &; Lingenfelter (1987a) used the time profile of the 2.22 MeV neutron
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recapture line to calculate the ambient 3He/H abundance ratio. They derived 
a figure of (2.3 ±  1.2) x 10-5, in the range of values previously derived from 
solar wind, coronal and meteorite data. If the ambient 3He is as scarce as that, 
then enhancements in the accelerated ions must arise from the acceleration or 
transport mechanisms. Share & Murphy (1998) analyzed the known 3He-excited 
narrow lines, in the SMM/GRS data and one CGRO/OSSE spectrum, and found 
that either 3He or a-particles are enhanced in the accelerated ions but this makes 
Assumption A and a more flexible study is needed. As seen in Section 5.3 (and 
Toner &; MacKinnon 2004) 3He interactions could produce a component of most of 
the narrow emission lines and a full investigation of the accelerated ion energies 
would need to include a separate 3He energy spectrum, further increasing the 
number of parameters. At present this awaits a complete set of 3He cross-sections.
More direct observations of the accelerated ion population can be made through 
the solar flare neutron emission and much of this data remains in the COMPTEL 
archive awaiting reduction. Careful interpretation of the instrument response ma­
trix is necessary to derive an accurate measure of the detected neutron numbers 
and energy distribution and this matrix has to be carefully constructed for each 
set of observations. A long and expensive job is still to be done in converting this 
data source into useful information. However, similar data inversion techniques 
to those described in Chapter 6 , may help to sort out the use of the 7 -ray line 
spectrum in analyzing the fast ion energy. Expression of the modelling process 
in a matrix that converts the fast ion and ambient nuclei parameters into a set 
of line fluences would allow the degeneracy of the problem to be investigated and 
perhaps point to the parameters that can be deduced with present data.
As always the quality of instrumentation is continuously developing. The 
SMM/GRS database of 7 -ray flares remains a valuable resource while spectra 
from CGRO/OSSE and other recent space missions are starting to be published. 
At present RHESSI is gathering spectra at unprecedented resolution but may 
lack the sensitivity of the earlier instruments, although it is emerging that the 
7 -ray emission lines do not necessarily correlate in brightness with the total flare 
energy as estimated from GOES data (e.g Hudson et al. 2003). Time will reveal if 
there are some big 7 -ray flares for RHESSI as its mission continues and we await 
future developments in 7 -ray instruments.
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7.2 Temporal Behaviour of Flare 7-ray Spectra
In this present work, I have concentrated on investigating line fluences only. 
This has allowed a wider exploration of the parameter space in 7 -ray nuclear 
deexcitation lines. However there is a lot more that can be derived from these lines 
when studied in more detail. Line shapes yield information about the geometry 
of the incident ion flow and of the source region (e.g. Murphy et al. 1988; Share h  
Murphy 1997; Hua &; Lingenfelter 1987c,b). Time series of emission in individual 
lines also give information about the production of the lines. For example, the 
time profiles of the bright narrow lines between 1 and 7 MeV may indicate the 
occurrence of mirroring and pitch-angle scattering of the accelerated ions (Hua 
et al. 1989). The time profile of the 2.22 MeV neutron recapture line has been 
used to derive parameters affecting neutron recapture rates (Hua &; Lingenfelter 
1987a), particularly 3He abundance.
As touched upon in Section 5.5 where I attempted a preliminary analysis of the 
data derived from RHESSI observations of the 23 July 2002 flare by Shih (2004), 
improvements in instrumentation are beginning to produce 7 -ray line data with 
some resolution in time. The 20Ne 1.63 MeV line has already shown itself to be 
interesting in this respect, with a different time history from the other lines in 
this flare, either as a result of variations in abundance across the active region or 
perhaps due to changes in the proton energy spectrum throughout the flare. It 
is clear that interesting work can be done, but that previous simplifications like 
Assumption A will have to be abandoned as suggested here.
My discussion in Section 5.5 assumed a cold, neutral target region. Another 
line of enquiry would be to use the time-history of a 7 -ray spectrum to investigate 
whether there is some temperature variation over the life of the accelerated ion 
stream. Share et al. (2003) find ambiguity in their analysis of the 0.511 MeV 
positron annihilation feature in this same flare. This feature is formed, when a 
positron decays to positronium, out of a narrow line at exactly 0.511 MeV due to 
emission of two photons from the positronium singlet spin state and a continuum 
due to emission of three photons with different energies from the triplet spin 
state. The exact ratio of the line emission to the continuum emission (the 3 7 / 2 7  
ratio) depends on the temperature and density of the source region. Share et al.
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(2003) find that it is not possible to distinguish between a source in quiet solar 
atmosphere conditions at ~  6000 K derived from the 3 7 / 2 7  ratio and a hot, 
thermal source at between 400,000 and 700,000 K derived from the shape of the 
narrow line. This might indicate that a component of the fast ions was trapped 
for a time in the hot corona. Detailed modelling would be necessary to determine 
whether the injection of this hotter material towards the end of the impulsive 
stage would enhance 1.63 MeV emission in the way seen in Table 5.3. This might 
add strength to the idea in Chapter 4 and (MacKinnon & Toner 2003) that there 
may be a warm target component responsible for enhancement of the 1.63 MeV 
emission in some flares. Future work on the evolution of the ions over time should 
be carried out, even if just to rule out these effects and confirm a change in 20Ne 
abundance during the flare.
7.3 Inversion Techniques
As we saw in Chapter 6 , there is a lot that can be done with the CGRO/COMPTEL 
neutron data. However, instrument response matrices are required for each flare 
and this work is yet to be done.
The kind of inversion techniques described in Chapter 6  (Toner et al. 2001), 
might also provide a way forward in the analysis of the 7 -ray spectra. Assuming 
nothing about the mechanisms of ion acceleration or the detailed shape of the 
accelerated ion distributions, one could construct a vector of ion numbers within 
energy bins. To some extent these bins can be defined according to the ranges 
of energies to which the various line-producing interactions are sensitive. For 
example, the a — a  feature between 0.4 and 0.5 MeV samples a-particles with 
energies above ~  10 MeV.nucleon-1, and the 1.63 MeV line is uniquely sensitive 
to protons with energies above ~  3 MeV. A matrix transformation applied to such 
a vector, containing information about the excitation cross-sections and target 
nuclei abundances, a kind of source response matrix, would produce a vector of 
7 -ray line fluences.
Once such a model has been created, the matrix would then reveal details 
of exactly how the line fluences constrain the source model. Particularly, the 
degeneracy of the matrix could be investigated to help select the most important
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lines and, also, show which lines really just sample exactly the same accelerated 
ion energies. These degenerate groups of lines might prove useful in the tricky 
task of subtracting the continuum (e.g. Murphy et al. 1991).
If a group of lines was identified which allowed an invertible source response 
matrix to be created, it might be possible to apply, say, a maximum entropy 
technique to invert a set of measured line fluences directly into a fast ion distri­
bution. More realistically, this may prove to be a much larger task. It may be 
necessary to include bremsstrahlung continuum approximation and values for the 
broad line components into the inversion. The most satisfactory approach would 
probably have to include the continuum fit in the inversion too.
7.4 Neutron Production
An implication of the work in Chapter 6  is that neutron production in the ab­
sence of Assumption A (5) should be investigated. The differing cross-sections for 
neutron production reactions involving protons and a-particles (Hua h  Lingen­
felter 1987c) would result in quite different rates of production depending on the 
mix of accelerated ions over the > 10 MeV.nucleon- 1  energy range. This would 
be a major piece of work, expanding the original Hua & Lingenfelter (1987c) 
calculations.
7.5 Conclusion
Some progress has been made here in opening up the parameter space for mod­
elling 7 -ray line emission from solar flares. Rather than increasing the complexity 
of the problem to intractability, some new constraints have been found; for ex­
ample, the 0.4 to 0.5 MeV feature can constrain the fast a ’s while the a-excited 
emission from the deexcitation lines constrains the fast protons.
The possibility of more complex behaviour in the history of the fast ions has 
also been investigated. It may be possible that some of the fast ions spend some 
time trapped in a hotter region such as the corona and this may explain some of 
the enhanced emission that is often seen in the 1.63 MeV line due to 20Ne.
Careful data inversion techniques are often necessary when using the advanced 
instrumentation that has been developed to detect and image 7 -rays and neu­
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trons. This kind of technique may help to disentangle the large number of pa­
rameters necessary to model the production of these radiations in solar flares.
To take this work further, there are a number of possible avenues of investi­
gation. A major goal would be to move beyond forward modelling and properly 
invert the 7 -ray spectrum through a source response matrix. This might, if the 
information is there in the detectable lines, reveal the actual shape of the fast 
ion distributions and a direct count of ion numbers and ion energy in the range 
~  2 to ~  100 MeV, or even higher energies if we can include the 0.511 MeV and 
2 .2 2  MeV features.
In the meantime, as newer data provides more detail, the line shapes will start 
to provide more information about the nature of the fast ion velocity distribution 
and the source region, but it is necessary to start widening the parameter space 
to reveal the complexity of the fast ion population. Greater sensitivity and finer 
time resolution demands that we start to look at the time variation of all of the 
lines in the 7 -spectrum. This could put in perspective the various competing 
parameters of varying species abundance, fast ion energy distributions and the 
nature of the source region.
As a consequence, tighter observational restraints on the fast ion energy dis­
tribution and the geometry of the ion flow will help to resolve our picture of the 
acceleration mechanisms. This still remains a fruitful and exciting branch of solar 
physics.
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A ppendix A
The ‘Effective Coulomb  
Logarithm ’
The rate of loss of energy, and thus the penetrating power, of fast ions is a well- 
studied topic. A recent review (Weaver & Westphal 2 0 0 2 ) summarizes results in 
the energy range appropriate here as well as concentrating on effects that become 
important for heavy ions at relativistic energies.
Equations 4.4 and 4.4 summarize the rate at which the energy E  of a fast 
proton changes in an ionized medium. An expression of this form also applies in 
the case of energy loss in a neutral medium, via the introduction of an ’effective 
Coulomb logarithm’, given explicitly by e.g. Mott & Massey (1949); Emslie 
(1978). For protons in the nonrelativistic regime, its value is given numerically
by
-A-neutral — 5 -)- In E  (A.l)
Here E  is measured in MeV. It is easy to verify that the energy loss rate 
given by Equations 4.4, 4.4 and A .l is in excellent agreement with the empirical 
findings of Barkas & Berger (1964), at least for the energy range needed here 
(see also Weaver & Westphal (2 0 0 2 )). Comparison of the radiative properties 
of ionized and neutral targets may thus be carried out via comparison of the 
effective Coulomb logarithms.
Discussions of fast electron stopping carried out to understand deka-keV X- 
rays (Brown 1971) generally set the Coulomb logarithm equal to a constant. This 
habit would be a bad one here: A varies from 5 to almost 1 0  in the relevant 1 
- 100 MeV energy range, and its energy-dependence is key to theoretical under­
standing of the empirical (Barkas & Berger 1964) results.
For protons in an ionized medium, in the absence of too strong a magnetic
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field (Emslie 1978),
m ev3 . .
Aionised =  hi — ---- (A.2Jel vv
Here vv is the plasma frequency. Numerically,
3 1
Aionised =  23.2 +  -  In E  +  -  In n 10 (A.3)
where nio measures ambient density in units of 1010 cm-3. In a medium of
1010 cm - 3  density, A ionised varies from 23.2 to 30.1; it takes values in excess of
four times larger than Aneutrai, but varies less over the relevant energy range.
A ppendix B
7 -ray Nuclear Excitation  
Cross-sections
I digitized a number of cross-sections for important reactions leading to the 7 - 
ray spectra investigated here, in finer resolution than the published cross-sections 
of Ramaty et al. (1979); Kozlovsky et al. (2002). These are based on the same 
sources as the Ramaty et al. (1979); Kozlovsky et al. (2002) cross-sections, partic­
ularly Dyer et al. (1981); Seamster et al. (1984); Carlson et al. (1985); Dyer et al. 
(1985); Lesko et al. (1988); Neu et al. (1989). These finer cross-sections are useful 
when a detailed line-by-line approach is being made to modelling the spectrum. 
When the more computationally intensive approach of modelling entire spectra 
and fitting them to data is adopted, computer time can be reduced by using 
the less-detailed cross-sections of Kozlovsky et al. (2 0 0 2 ) which are available in 
electronic form.
Figures B .l to B .6  show all of the cross-sections I have digitized where these 
are significantly different in energy resolution from those of Ramaty et al. (1979); 
Kozlovsky et al. (2002). Tables B.l to B .8  list the actual digitizations for use 
in coding 7 -ray spectrum models. The columns run in pairs, the first listing 
the accelerated ion energy (in MeV, not MeV.nucleon-1) and the second the 
corresponding cross-section value in millibarns.
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Figure B.l: Cross-sections for the 0.847 MeV excitation of 56Fe.
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Figure B.2: Cross-sections for the 1.37 MeV excitation of 24Mg.
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a  energy M eV C ross-section m b M eV m b M eV m b
7.523076923 7.793495401 12.78461538 76.53467947 22.61538462 185.2322216
7.753846154 10.0910651 13.52307692 85.33012114 23.63076923 180.2625506
7.984615385 10.22922001 14.12307692 95.13634374 24.6 190.3389017
8.4 15.80588791 14.72307692 106.0695072 25.70769231 182.730492
8.723076923 17.86358019 15.36923077 113.5319534 26.72307692 182.730492
9 18.86212207 15.96923077 126.5791587 31.84615385 177.6927822
9.323076923 23.76754101 16.56923077 133.6547051 40 140
9.461538462 27.98017289 17.16923077 145.0164678 80 60
9.738461538 32.49458716 17.67692308 153.1226266 160 2 0
10.06153846 32.93946457 18.27692308 159.4982438 185.5384615 26.56148829
10.33846154 38.25402747 18.73846154 170.7196315 400 7
10.75384615 43.82604532 19.70769231 166.1393247 1 0 0 0 0.4
11.4 55.97981979 20.63076923 180.2625506
12.18461538 65.01179032 2 1 . 6 187.7682018
proton  energy M eV C ross-section  m b M eV m b M eV m b
4.369747899 63.09573445 9.579831933 369.2391073 17.94117647 332.01205
4.579831933 99.11830032 9.663865546 389.3898397 18.44537815 302.5305457
4.915966387 108.7773468 10.04201681 389.3898397 18.99159664 286.874739
5.12605042 145.7006665 10.46218487 394.5970609 19.49579832 257.9517399
5.294117647 195.1572166 10.67226891 389.3898397 19.95798319 244.6028644
5.756302521 238.1897546 11.17647059 416.1316699 2 0 242.6
5.924369748 254.5477314 11.34453782 389.3898397 20.54621849 238.1897546
6.092436975 290.7110492 12.10084034 433.0504174 21.00840336 217 .0393407
6.218487395 272.0291125 12.18487395 475.2510411 21.51260504 205.8076617
6.428571429 298.5382619 13.19327731 456.6835671 21.97478992 203.0917621
6.680672269 298.5382619 13.27731092 494.5734166 22.4789916 197.7670094
6.890756303 275.6668955 13.57142857 438.8415015 22.98319328 185.0579267
7.43697479 314.8305899 13.86554622 475.2510411 30 180.8
7.68907563 336.4519711 14.45378151 456.6835671 33 199
7.941176471 314.8305899 14.83193277 456.6835671 40 182.2
8.109243697 345.5107295 15.16806723 450.6570338 50 2 0 2
8.319327731 319.0407473 15.50420168 450.6570338 70 1 2 0
8.529411765 340.9512662 15.84033613 438.8415015 1 0 0 48
8.865546218 389.3898397 16.21848739 421.6965034 2 0 0 25
8.895 321.2 16.51260504 410.6402716 1 0 0 0 1 0
9.243697479 374.1768573 16.97478992 384.2513346
9.411764706 319.0407473 17.43697479 359.5582274
Table B.l: Digitized cross-section for 0.847 MeV excitation of 56Fe by a-particles
and protons.
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a  energy MeV Cross-section mb MeV mb MeV mb
4.914992272 9.011837656 14.32766615 346.9565168 21.93199382 315.5133078
6.723338485 164.4788344 14.74497682 413.9004268 22.39567233 311.260329
7.326120556 164.4788344 15.11591963 376.390373 22.9057187 290.8400589
8.021638331 250.5077799 15.44049459 419.5558528 23.46213292 279.2366988
8.531684699 215.7685843 15.85780526 356.5027369 23.97217929 271.7594631
9.551777434 279.2366988 16.32148377 402.8172451 24.48222566 253.930652
10.0618238 298.8422814 16.87789799 397.3874481 24.94590417 257.4002932
10.61823802 333.1143335 17.43431221 381.5332715 25.45595054 230.9179856
11.08191654 294.8140206 17.94435858 480.5392654 25.82689335 221.7052776
11.45285935 290.8400589 18.40803709 408.3212335 26.42967543 218.7167892
11.87017002 333.1143335 18.87171561 376.390373 26.89335394 201.6130613
12.38021638 328.6241007 19.42812983 386.7464413 40 130
12.7511592 346.9565168 19.9381762 397.3874481 80 40
13.12210201 298.8422814 20.44822257 346.9565168 160 13
13.58578053 315.5133078 20.91190108 351.6972389 400 3
13.91035549 333.1143335 21.42194745 346.9565168 1000 0.4
proton  energy MeV Cross-section mb MeV mb MeV mb
2.257 34.3 7.666 409.039 15.801 382.255
2.3 10.415 7.794 437.7 16.014 392.751
2.385 3.572 7.922 367.034 16.525 387.468
2.428 2.799 8.177 443.669 16.567 352.419
2.555 4.318 8.262 295.521 16.695 333.833
2.598 5.22 8.433 392.751 17.206 316.228
2.726 17.191 8.603 494.445 17.717 299.551
2.896 30.778 8.816 387.468 18.228 279.936
3.066 20.225 8.901 543.618 18.825 268.789
3.279 33.383 9.029 414.617 19.165 247.809
3.45 72.248 9.327 614.095 19.676 237.942
3.535 94.726 9.455 420.271 20.187 241.186
3.748 39.811 9.583 551.032 20.698 231.583
3.833 108.466 9.881 558.546 21.252 222.361
3.918 156.357 9.923 536.305 21.678 202.247
4.131 57.388 10.179 431.811 22.274 199.526
4.216 112.964 10.434 589.642 22.743 205.005
4.302 179.036 10.945 367.034 30 150
4.387 307.776 11.414 566.163 40 116
4.557 228.467 11.67 581.709 50 89
4.685 367.034 11.797 487.793 60 68
4.813 414.617 12.053 551.032 70 57
4.94 455.852 12.266 443.669 80 53
5.111 329.342 12.649 514.95 90 44
5.196 179.036 12.777 420.271 100 39
5.366 241.186 12.99 462.068 200 24
5.451 231.583 13.203 443.669 300 18
5.537 387.468 13.245 481.23 400 15
5.664 426.002 13.714 494.44 500 14
5.92 338.386 13.927 437.7 600 13
6.048 449.719 14.31 481.23 700 12
6.218 303.636 14.48 437.7 800 11
6.729 481.23 14.736 474.756 900 10
6.857 295.521 15.119 414.617 1000 9
7.112 494.445 15.204 437.7
7.624 639.562 15.588 426.002
Table B.2: Digitized cross-sections for 1.369 MeV excitation of 24Mg by a-
particles and protons.
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Figure B.3: Cross-sections for the 1.63 MeV emission.
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Figure B.4: Cross-sections for the 1.78 MeV excitation of 28Si.
155
a  energy MeV Cross-section mb MeV mb MeV mb
4 1 10.29096478 595.865072 18 353
4.50229709 5.64260033 10.70444104 587.8016072 18.37672282 374.94235
4.869831547 27.78350176 11 546 19 354
5 38 11.0719755 472.6680128 19.5712098 322.7570517
5.099540582 51.29312649 11.39356815 572.0005544 20 337
5.558958652 87.26265097 11.80704441 505.9900908 20.35222052 359.9258324
5.834609495 189.7171137 12 556 21 318
5.972434916 167.8232283 12.12863706 572.0005544 21.31699847 281.6463595
6 151 12.45022971 587.8016072 22 271
6.294027565 158.9217841 12.77182236 587.8016072 22.37366003 252.5613347
6.569678407 179.6544048 13 590 23 249
6.84532925 259.5381373 13.18529862 556.6242592 23.38437979 242.4462017
7 234 13.50689127 505.9900908 24 226
7.30474732 252.5613347 13.82848392 556.6242592 24.44104135 211.5649828
7.534456355 336.2228452 14 564 25 212
7.856049005 359.9258324 14.42572741 519.967658 25.4517611 214.4672321
8 272 15 514 26 212
8.177641654 441.5403669 15.11485452 505.9900908 26.37059724 217.4092944
8.407350689 369.8684926 15.71209801 453.7375626 40 100
8.728943338 519.967658 16 465 80 30
9 460 16.21745789 459.9619362 160 10
9.050535988 429.6710515 16.81470138 418.1208024 400 2
9.418070444 485.7250845 17 411 1000 0.4
9.831546708 587.8016072 17.32006126 369.8684926 1600 0.4
10 580 17.82542113 336.2228452
proton  energy MeV Cross-section mb MeV mb MeV mb
2.137 5.08 5.513 150.131 11.923 329.342
2.179 2.478 5.598 138.413 12 326
2.222 1.995 5.726 219.37 12.564 338.386
2.25 3.5 5.855 338.386 13 318
2.35 3.43 5.94 443.669 13.291 307.776
2.436 6.141 5.983 501.187 14 296
2.479 11.296 6 300 14.145 295.521
2.5 5 6.197 614.095 14.744 231.583
2.564 6.058 6.368 648.283 15 246
2.607 55.103 6.41 521.972 15.342 241.186
2.62 40 6.5 550 15.812 222.361
2.65 171.907 6.538 630.957 16 225
2.692 762.699 6.667 514.95 16.197 213.507
2.735 329.342 6.709 703.168 16.325 225.393
2.75 250 6.752 566.163 17 215
2.778 154.254 6.838 474.756 17.265 199.526
2.821 112.964 6.88 357.224 17.778 202.247
2.906 96.018 7 550 18 202
2.991 97.327 7.094 468.369 18.333 196.842
3 250 7.222 357.224 18.761 176.628
3.205 125.893 7.35 597.683 19.231 165.062
3.376 97.327 7.479 648.283 19 177
3.5 120 7.521 387.468 19.744 162.841
3.632 82.727 7.65 521.972 20 157
3.846 102.746 7.692 481.23 20.256 148.111
3.974 109.945 7.821 455.852 20.769 146.119
4 120 7.906 333.833 21 141
4.145 129.349 8 450 21.282 131.113
4.231 169.595 8.12 251.189 21.795 129.349
4.359 191.581 8.889 352.419 22 129
4.5 160 9 320 22.265 124.199
4.615 231.583 9.06 307.776 22.735 132.901
4.701 295.521 9.402 362.096 23 128
4.829 307.776 9.872 283.753 23.291 127.609
4.872 207.801 10 320 23.889 122.528
5 230 10.128 338.386 30 78
5.171 279.936 10.556 265.173 50 40
5.256 387.468 10.94 382.255 80 24
5.385 276.17 11 330 100 19
5.5 260 11.538 268.789 300
1000
7
3
Table B.3: Digitized cross-sections for 1 ^ 4  MeV excitation of 20Ne by a-particles 
and protons.
a  energy MeV Cross-section mb MeV mb MeV mb
6.885245902 1 11.7585693 73.61987469 17 46
7.242921013 1.358328854 12 76 17.07898659 40.35629891
7.511177347 9.665441016 12.11624441 71.15685565 17.61549925 40.81665761
7.868852459 9.236708572 12.42921013 86.29002427 18 45
8 14 12.74217586 91.32530536 18.10730253 44.69369958
8.137108793 13.58328854 13 92 18.59910581 48.93900918
8.494783905 23.68013841 13.05514158 95.56427437 19 52
8.807749627 17.63215596 13.23397914 91.32530536 19.09090909 50.63298105
8.986587183 21.87265374 13.32339791 83.40311399 19.4485842 52.38558796
9 27 13.68107303 67.23357536 20 50
9.433681073 39.90113244 13.90461997 70.35429904 24 40
9.746646796 51.21056954 14 72 32 19
10 61 14.48584203 62.10169419 40 8
10.01490313 61.401268 14.97764531 49.49727393 80 0.6
10.41728763 73.61987469 15 54 100 0.124374681
10.81967213 92.36708572 15.55886736 44.69369958 250 1.85E-06
11 83 16 45 500 1.67E-14
11.13263785 82.46243555 16.09538003 40.81665761 1000 1.35E-30
11.44560358 60.70874172 16.58718331 51.79474679
proton  energy M eV Cross-section mb MeV mb MeV mb
4 1 8.83105802 49.068451 14 26
4.778156997 2.312023118 8.895 61.3 14.20648464 24.29509441
4.906143345 3.812530329 8.959044369 54.6725185 14.67576792 24.62574809
5 5 9 50 15 24
5.034129693 4.606860781 9.300341297 59.29173094 15.40102389 22.40234814
5.162116041 3.468306077 9.428327645 52.49966785 15.87030717 18.79198265
5.290102389 7.911134124 9.513651877 54.6725185 16 19
5.418088737 9.955040996 9.684300341 58.49561181 16.33959044 16.19546218
5.460750853 12.35880605 9.726962457 65.17634761 16.85153584 14.34021864
5.674061433 12.5270081 10 67 17 15
5.716723549 16.86575825 10.1109215 68.79761542 17.36348123 14.34021864
5.887372014 22.10154839 10.19624573 75.62567708 17.83276451 12.87031099
5.93003413 36.44549353 10.45221843 73.60843648 18 13
6 30 10.62286689 61.74569077 18.38737201 13.95770741
6.100682594 47.7595983 10.79351536 49.73626746 18.89931741 12.69749936
6.399317406 30.5719328 10.83617747 49.068451 19 13
6.56996587 58.49561181 11 55 19.36860068 12.87031099
6.783276451 101.8187565 11.1774744 52.49966785 19.88054608 12.02914704
7 65 11.47610922 50.41317283 20 12.3
7.124573379 52.49966785 11.77474403 49.068451 20.39249147 10.50815376
7.167235495 54.6725185 11.98805461 42.28857899 21 11
7.295221843 61.74569077 12 41 22 10
7.551194539 70.68301538 12.07337884 38.99402296 23 10
7.764505119 63.4378326 12.11604096 34.06352814 25 7
7.849829352 59.29173094 12.37201365 31.83724069 30 5
8 54 12.58532423 31.83724069 33 8.36
8.020477816 53.21418281 12.79863481 32.70974088 40 5.2
8.063139932 45.86148793 13 31 50 2
8.19112628 42.86412211 13.13993174 29.75645654 70 1
8.276450512 42.28857899 13.26791809 28.57384528 120 0.3
8.447098976 38.47044426 13.48122867 29.75645654 200 0.011381636
8.660409556 41.72076379 13.60921502 26.34775643 500
1000
1.53E-07
1.15E-15
Table B.4: Digitized cross-sections for 1.635 MeV excitation of 14N by a-particles
and protons.
157
a  energy MeV Cross-section mb MeV mb MeV mb
6.6 11.41368132 11.03076923 265.3153495 19.61538462 291.9755832
6.830769231 42.43485986 11.26153846 316.9495204 20.12307692 308.3961239
7.2 57.33447519 11.53846154 308.3961239 20.63076923 284.0961488
7.430769231 82.94913876 11.86153846 251.1886432 21.13846154 280.2365337
7.707692308 76.41318761 12.13846154 295.9968768 21.69230769 276.4293537
7.938461538 171.2629287 12.36923077 244.4099104 22.2 251.1886432
8.261538462 103.2431832 12.6 272.6738966 22.75384615 254.6481903
8.446153846 145.3370155 13.29230769 288.0089213 23.21538462 231.3963135
8.676923077 153.5106865 14.07692308 321.3147727 23.67692308 213.1635142
8.861538462 210.267561 14.76923077 284.0961488 24.18461538 193.6995951
9.092307692 201.8136305 15.41538462 258.1553847 24.69230769 178.4370968
9.369230769 207.4109512 16.06153846 258.1553847 25.15384615 166.6411209
9.692307692 207.4109512 16.66153846 321.3147727 25.70769231 159.9412169
10.01538462 201.8136305 17.35384615 316.9495204 26.16923077 162.1440401
10.2 191.0680709 17.90769231 330.2264693 26.72307692 133.8852313
10.47692308 231.3963135 18.46153846 312.6435727 32 85.8
10.8 234.5832667 19.06153846 291.9755832 1000 0.4
p ro ton  energy MeV Cross-section mb MeV mb MeV mb
3.146 13.045 8.418 205.642 15.221 367.754
3.231 49.736 8.461 450.423 15.561 372.759
3.316 23.647 8.759 273.149 15.774 343.719
3.444 57.71 8.844 444.375 16.284 321.255
3.529 154.819 9.014 420.985 16.794 316.941
3.614 135.243 9.269 208.441 17.177 292.249
3.699 83.131 9.311 226.052 17.772 280.634
3.784 19.307 9.439 377.833 18.24 262.293
4.082 30.572 9.694 288.325 18.75 241.859
4.209 33.606 9.779 456.553 19.303 220.022
4.379 146.67 9.906 353.139 19.685 205.642
4.549 58.496 10.034 438.408 20.238 194.818
4.762 59.292 10.374 334.551 20.706 177.228
4.804 202.881 10.544 495.127 21.216 165.645
4.847 87.75 10.629 316.941 21.726 167.899
4.974 107.476 10.714 551.675 22.194 152.74
5.23 150.689 10.969 348.397 22.704 150.689
5.4 372.759 11.097 438.408 30 95
5.612 170.184 11.395 330.059 40 63
5.74 76.655 11.48 495.127 50 51
6.335 409.755 11.82 339.104 60 42
6.378 211.277 12.075 444.375 70 38
6.463 377.833 12.415 348.397 80 34
6.845 238.611 12.67 456.553 90 32
6.888 161.226 12.925 377.833 100 31
7.058 262.293 13.053 438.408 200 20
7.143 300.258 13.265 353.139 300 16
7.185 426.714 13.52 432.522 400 14
7.398 339.104 13.648 353.139 500 12
7.526 420.985 13.861 372.759 600 11
7.653 262.293 14.073 353.139 700 10
7.866 226.052 14.498 415.332 800 9
8.078 316.941 14.838 357.945 900 9
8.163 508.696 15.009 415.332 1000 8
Table B.5: Digitized cross-sections for 1.779 MeV excitation of 28Si by a-particles
and protons.
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Figure B.5: Cross-sections for the 4.44 MeV excitation of 12C.
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Figure B.6: Cross-sections for the 6.13 MeV emission.
159
a  energy M eV C ross-section  mb M eV mb M eV mb
30.63 2.56 41.19 219.82 71.28 330.23
31.16 55.97 41.73 200.81 73.97 382.52
32.06 143.05 42.99 214.9 76.48 443.08
32.42 47.78 43.34 260.44 79.52 423.49
32.6 96.3 43.52 291.62 81.85 291.62
33.31 34.03 44.06 409.37 86.15 248.93
34.39 25.08 46.03 443.08 90.27 266.4
35.28 39.87 51.4 322.85 94.39 243.36
35.64 143.05 52.48 357.43 98.33 266.4
36 161.99 53.55 365.6 102.45 294.93
36 .18 8 6 . 0 1 54.63 428.3 106.75 219.82
36 .36 77.69 55.7 365.6 1 1 2 272.31
36.9 52.89 56.96 468.85 1 2 0 382
37.61 64.83 58.39 418.73 128 242.33
38.15 98.5 59.46 357.43 140 276
39.22 158.37 60.9 353.41 144 217.6
39.58 229.99 62.33 361.49 160 265
40.12 272.49 63.76 404.76 2 0 0 264
40 .84 319.22 65.55 308.58 280 263
41.01 423.49 68.42 285.1 400
800
292
272
proton  energy M eV C ross-section  mb M eV mb M eV m b
5.094 2.996 8.219 247.809 15.068 202.247
5.223 50.802 8.69 254.614 15.24 210.634
5.308 213.507 8.947 291.545 15.967 186.461
5 .437 102.746 9.033 437.7 16.396 171.907
5.522 52.909 9.118 387.468 16.952 169.595
5.651 39.275 9.247 283.753 17.38 156.357
5.822 87.333 9.289 241.186 17.937 158.489
5.908 66.608 9.974 222.361 18.408 144.153
5.993 35.242 10.103 320.54 18.921 138.413
6 . 1 2 2 34.768 10.274 324.911 19.435 127.609
6.293 38.747 10.402 382.255 2 0 126.1
6.378 45.585 10.616 272.455 20.377 114.505
6 .507 52.909 10.873 420.271 20.976 116.066
6.55 63.096 11.344 231.583 21.404 108.466
6.721 69.371 11.387 265.173 21.875 107.007
6 .764 80.516 12.329 261.606 22.389 104.147
6.849 89.731 12.543 295.521 22.945 102.746
7.277 136.551 12.885 295.521 30 79.3
7.363 162.841 13.099 228.467 33 78.4
7.406 213.507 13.399 291.545 40 51.7
7.534 247.809 13.827 295.521 50 2 2 . 6
7.92 213.507 14.384 219.37 1 0 0 1 0 .1
8.048 225.393 14.726 222.361 2 0 0 7
8.134 291.545 14.854 202.247 1 0 0 0 4
Table B.6: Digitized cross-sections for 4.438 MeV excitation of 12C by a-particles 
and protons.
160
a  energy MeV Cross-section mb MeV mb MeV mb
9.789473684 1.663218333 13.98496241 275.5889917 21.56390977 179.3421978
10 16 14 269 22 191
10.10526316 7.916386781 14.61654135 288.337946 22.55639098 196.3190107
10.37593985 36.83704453 15 276 23 170
10.64661654 59.89824188 15.2481203 251.7572562 23.54887218 138.2779283
10.82706767 156.5895169 15.87969925 333.9885571 24 143
11 144 16 288 24.54135338 143.0483376
11.05263158 163.8334658 16.5112782 219.817464 25 148
11.41353383 175.3325384 17 200 25.62406015 147.9833198
11.59398496 237.9206176 17.05263158 163.8334658 26 143
11.86466165 315.6324667 17.63909774 269.4274858 26.66165414 129.2090586
12 231 18 231 28 110
12.13533835 243.3615965 18.18045113 191.9297906 32 80
12.36090226 153.0885526 18.67669173 248.9270046 36 60
12.54135338 114.0993427 19 252 40 50
12.85714286 278.7223849 19.26315789 243.3615965 60 25
13 219 19.80451128 278.7223849 80 20
13.03759398 194.111995 20 242 120 15
13.26315789 257.5146636 20.48120301 183.4435537 200 10
13.53383459 222.3167458 21 184 400
1000
6
1.809562359
proton  energy MeV Cross-section mb MeV mb MeV mb
7 0.5 10.623 45.929 16.809 105.102
7.167 4.572 10.708 58.637 17 107
7.253 25.974 10.836 112.481 17.278 96.883
7.381 49.153 10.922 147.557 17.79 95.577
7.551 14.89 11 122 18 97
7.722 20.07 11.391 136.018 18.302 90.527
7.85 17.763 11.604 103.685 18.771 89.307
8 38 11.647 134.184 19 92
8.02 13.725 11.689 164.479 19.241 83.448
8.191 20.904 11.903 176.027 19.795 79.039
8.234 137.876 12 160 20 82
8.404 36.466 12.073 162.262 20.307 75.885
8.447 48.491 12.543 178.432 20.776 72.858
8.703 73.853 12.713 149.573 21 72
8.746 136.018 12.969 157.917 21.288 62.754
8.916 48.491 13 163 21.843 57.067
9 69 13.055 139.76 22 59
9.044 82.323 13.353 155.788 22.227 53.323
9.172 79.039 13.951 112.481 22.782 57.847
9.343 33.161 14 130 23 58
9.471 23.302 14.121 117.155 30 52
9.556 36.964 14.377 106.538 40 42
9.642 64.481 14.59 115.576 50 30
9.727 164.479 14.761 128.831 60 23
9.855 109.469 14.974 143.605 70 15
10 97 15 128 80 15
10.026 82.323 15.316 110.965 85 10
10.154 80.118 15.529 99.549 90 14
10.282 99.549 15.785 120.379 100 7.5
10.367 178.432 16 115 200 4.5
10.41 149.573 16.297 109.469 400
1000
3.5
3
Table B.7: Digitized cross-sections for 6.129 MeV excitation of 160  by ce-particles
protons.
161
proton energy M eV C ross-section  mb M eV mb M eV mb
11.95560807 0.1 19 108 23 90
12 1 19.35897436 93.01774682 23.33333333 90.52697242
15 35 19.82905983 112.4813578 23.84615385 84.58793988
15.85470085 47.19221198 20 103 25 93
16.32478632 57.06700347 20.2991453 95.57705281 30 67
16.79487179 69.00805764 20.81196581 105.1020052 40 43
17 71 21 104 50 32
17.26495726 73.85320578 21.28205128 102.2876457 70 23
17.82051282 77.97313398 21.75213675 100.9088538 100 15
18 93 22 101 198.0596252 8.024848831
18.29059829 112.4813578 22.30769231 91.76390903 200 8
18.84615385 109.4693983 22.82051282 83.44773213 1000 5
Table B.8: Digitized cross-section for production of 6.129 MeV 160  by spallation 
reaction on 20Ne by protons.
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Appendix C
Ion Energies from the 19 
SM M / GRS-observed Flares
Tabulated here are models calculated according to the methods shown in Chap­
ter 5 and in MacKinnon & Toner (2003). A range of values is chosen for the slope 
of the a-particle energy spectrum and then the other parameters derived to fit 
the measured fluences for the 1.63 MeV and 6.13 MeV lines and the 0.5 MeV 
a  — a  feature. Above the largest Sa shown for each flare, there was insufficient 
line fluence to accommodate the a-induced emission, except in the cases of the 
1982 December 7 and 1986 February 6 flares for which solutions were possible 
throughout the range of Sa investigated. Linear propagation of the quoted ob­
servation error bars led to the errors quoted here for selected flares. A ‘?’ in the 
error indicates that the value was not obtainable by this method. Error bars have 
not been propagated for this larger set of models and a more complete statistical 
treatment of errors is beyond the scope of the present work. The reader should 
be wary of any numbers quoted here without errors and consult the original data 
(Share Sz Murphy 1997) to check for the quality of the line detections. For ex­
ample, the flare of September 9, 1989, shows an interesting pattern in which a 
steeper a-particle distribution is followed by a flatter proton distribution. The 
ratio of a-particles to protons also rises to very large values. However, in the orig­
inal spectrum, the a  —a  lines are only given by an upper limit and the 1.63 MeV 
line is only barely detected (1.9 ±  1.1 photons.cm-2). So the interesting result is 
probably an artifact of the poor data.
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F la r e * b ,e *b .» ^ O . p
I o n  E n e r g y  (e rg )
1981 
A pril 10
2 .5  
3 .0
3 .5  
3 .8
4 .5  X 1 0 33  
1 .7  X 1 0 3 4
6 .3  X 1 0 34
1 .4  X 1 0 35
4 .7  
4 .9  
5 .4
6.8
5 .9  X 1 0 36
7 .5  X 1 0 36
1 .5  X 1 0 37  
9 . 3  X 1 0 37
0.00075
0.0023
0.0043
0.0015
1 .3 31 
1 .6  X 1 0 31  
3 .2  X 1 0 31  
1 .8  X 1 0 32
1981 
A pril 27
2 .5  
3 .0
3 .5
(2.9 ±  0.8) X 103 
(1.1 ±  0.3) X 103 
(4.0 ±  1.1) X 103
4  4 4 -0 ,7  - 0 . 6
4  7 4 -1 ,5  - 0 . 9
1 + 7  
— 3 .37 . 1 1
( 7 . i 1 ^ 797 ) X 1 0 36  
( 9 . 7 j ; 78g7 ) X 1 0 36
( 1 - 5 ± I . 0 )  *  1 q 3 8
n  rtrtA  1 + 0 .0 1 3 2  0.0041_q 0 0 3 2
U.Uli_0.010
0 .0 0 2 7 + 0 ,4 8
, +  1.9,
3- 0 . 8 >
(2 .2 ^ 1 .3 ) X 103 
(5 .6 ± ?) X 103:
1 9 8 2  
June 3
2 .5
3 .0
3 .5
4 .0
2.2 x 1033
8 .3  X 1 0 33
3 .1  X 1 0 3 4
1 .1  X 1 0 35
5 .3
5 .4
5 .7
6 .7
2 .0  X 1 0 3 7
2 .3  X 1 0 3 7
3 .3  X 1 0 37
1 .3  X 1 0 3 8
0.00011
0 .0 0 0 3 7
0 .0 0 0 9 3
0 .0 0 0 9 1
4 .1  x 1 0 31
4 . 7  X 1 0 31
6 .8  X 1 0 31  
2 .5  X 1 0 32
1982 
July 9
2 .5
2 .9 5
1 .4  x 1 0 3 *  
4 .7  X 1 0 3 4
5 .0
7 .1
6 . 6  X 1 0 36  
1.1 x 1038
0.0021
0 .0 0 0 4 2
1 .4  X 1 0 31  
2.2 x 1032
1982 
November 26
2 .5
2 .9
6 .2  X 1 0 33  
1 .8  X 1 0 3 4
4 .7
7 .0
1 .3  X 1 0 3 
2 .6  X 1 0 3
0 .0 0 5 0
0 .0 0 0 7 2
2 .8  X 1 0
4 .9  X 10 31
1 9 8 2  
D ecem ber 7
2 .5
3 .0
3 .5
4 .0
2 .0  X 1 0 33  
7 .5  X 1 0 33  
2 .8  X 1 0 3 4
1 .0  X 1 0 35
4.1
4.1
4.1
4.1
1.2 X 1037
1.2 X 1037
1.2 X 1037
1.3 X 1037
0 .0 0 0 1 6
0 .0 0 0 6 1
0 .0 0 2 3
0 .0 0 8 1
2 .9  X 1 0 31
2 .9  X 1 0 31
2 .9  X 1 0 31 
3.0 X 1031
1 9 8 4  
April 2 4
Solutions
1 9 8 6
F ebruary
2 .5
3 .0
3 .5
4 .0
( 3 . 8  ±  5 8 )  X 1 0 32  
( 1 . 4  ±  2 2 )  X 1 0 33  
( 5 . 3  ±  8 1 )  x 1 0 33  
( 1 .9  ±  3 0 )  X 1 0 34
3 44 -0 ,7  — 0 .8 ( 5 - 4 t f 8 ) X 1 0 35
3.4 ±  0.9 (5 - 4 t2570) X 1 0 35
3 44 -1 ,2  3 ,4 -1 .3 (5 ,4 t 5 33) X 1 0 35
3 4+ 2 -23- -2 .3 ( 5 .3 t241) X 1 0 35
0  0 0 0 7 4 -0 ,1 0 0  u -u u u ' —0 .0 0 2 9
0  0 0 2 7 4 -0 ,8 0U .U U Z t  — 0 .0 0 8 9
0  0 3 7 4"1 1 5 0U .U o  f —0 .0 4 8
(1-51 ] 6„ ) X 1030
( 1 - 5 1 1 ?> X 1030
0 - 5 ± ? D X 1030
( i - 5 t a 2 ) X 1030
1 9 8 8  
D ecem ber 16
2 .5  
3 .0
3 .5
7 .7  X 1 0 3 4  
2 .9  X 1 0 35  
1 .1  X 1 0 36
4 .2
4 .4
5 .4
1 .6  X 1 0 3 ' 
2 .1  X 1 0 37
8 .6  X 1 0 3 7
0 .0 0 4 7
0 .0 1 4
0 .0 1 3
3 . 8  X 1 0 31  
5 .0  X 1 0 31
1 .8  X 1 0 32
1 9 8 9  
M arch 6
2 .5  
3 .0
3 .5
3 .6
6.2 x 1034
2 .3  X 1 0 35  
8 .6  X 1 0 35  
1 .1  X 1 0 36
4 .5  
4 .7  
5 .3
5 .6
3 . 8  X 1 0 37
4 . 8  X 1 0 37  
1.2 x 1038
1 .9  x 1 0 38
0 .0 0 1 6
0 .0 0 4 8
0 .0 0 7 4
0 .0 0 5 9
8 .6  X 1 0 31  
1 .1  X 1 0 32  
2 .5  X 1 0 32  
3 .9  X 1 0 32
1 9 8 9  
M arch 1 0
2 .5  
3 .0
3 .5  
3 .6 5
2 .1  X 1 0 34
8 . 0  X 1 0 3 4
3 .0  X 1 0 35  
4 . 4  X 1 0 35
4 .6  
4 .8
5 .7
6 .7
1 .7  X 1 0 3 7  
2 .4  X 1 0 3 7  
7 .3  X 1 0 3 7  
3 .0  X 1 0 3 8
0.0012
0 .0 0 3 5
0 .0 0 4 1
0 .0 0 1 5
3 . 8  X 1 0 31  
5 .1  X 1 0 31  
1 .5  X 1 0 32
5 .8  X 1 0 32
1 9 8 9  
M arch 1 7
2 .5
3 .0
3 .8
1 .0  X 1 0 34  
3 .9  X 1 0 34
3 .1  X 1 0 35
4 .2
4 .3
6 .4
3 .3  X 1 0 36
4 .0  X 1 0 36
7 .1  X 1 0 3 7
0 .0 0 3 1
0.0010
0 .0 0 4 7
7 .7  x 1 0 3 °
9 .2  X 1 0 3 °
1 .3  X 1 0 32
1 9 8 9  
M ay 3
2 .5
3 .0
3 .3 7 5
( 9 . 4  ±  4 . 9 )  X 1 0 33  
( 3 . 6  ±  1 .9 )  X 1 0 3 4  
( 9 . 5  ±  5 . 0 )  X 1 0 3 4
4 5 4 -4 ,3
1+7 
- 2 .2  
5 + 7
— 5 .7
5 . 0 ]
7 . 5 4
( 2 .6 ^ 2  4 *  1q36 
( 4 . 1 1 7 ^ )  X 1 0 3 6  
( 7 . 7 1\ . 7) X 1 0 37
0  0 0 3 7 “^ *  U ,U U J ' —0 .0 0 3 7
0 . 0 0 8 6 + 1 ,3  
0 . 0 0 1 2 ^ 180
( 5 . 8 j ; 7 4 )  X 1 0 3 
( 9 . 0 ± ? )  X 1 0 3C 
( 1 . 5 ± ? )  X 1 0 3:
1 9 8 9  
A ugust 1 6
2 .5
3 .0
3 .1
1 .8  X 1 0 3 4
6 . 7  X 1 0 3 4
8 . 7  X 1 0 34
5 .2
6.2  
7 .1
2 .1  X 1 0 3 f  
8 .4  x 1037 
2 .6  X 1 0 38
0 .0 0 0 8 6
0 .0 0 0 8 1
0 .0 0 0 3 0
4 . 4  X 1 0 31  
1 .7  X 1 0 32  
5 .0  X 1 0 32
1989 
A ugust 17
Solutions
1 9 8 9  
Septem ber 9
2 .5  
3 .0
3 .5  
3 .7
4 . 0  X 1 0 33
1 .5  X 1 0 34
5 . 5  X 1 0 3 4  
9 . 3  X 1 0 3 4
2.8
2 .7
2 .5
2.2
2 .3  X 1 0 3 4  
1 .7  X 1 0 3 4
5 .4  X 1 0 33  
9 .3  X 1 0 3 4
0.17
0.89
10.3
101
1 .0  X 1 0 29
1.1 x 1029 
1 .7  X 1 0 29  
2 .5  X 1 0 29
1 9 8 9  
O ctober 1 9
2 .5
3 .0
3 .4 5
6 .1  X 1 0 3 4  
2 .3  X 1 0 35  
7 .6  X 1 0 35
4 .4
4 .6
5 .9
1 .9  X 1 0 3 7  
2 .8  X 1 0 37  
1 .7  X 1 0 38
0 .0 0 3 3
0 .0 0 8 6
0 .0 0 4 8
4 .3  X 1 0 3 
6 .1  X 1 0 3
3 .3  X 1 0 3
1 9 8 9  
O ctober 24
No Solutions
1 9 8 9  
Novem ber 15
2 .5
2 .8 7 5
( 1 . 4  ±  0 . 5 )  X 1 0 3 
( 3 . 8  ±  1 .5 )  X 1 0 3
5 .3
7 .3
+  7 
- 2 . 2  
+  7 
- 4 .5
- 6 . 2 '
1 + 7
0 .0 0 2 2 + 0,21
( 6 . 4 _ g  4 )  X 1 0 3 0 .0 0 0 5 9 + 1 .8- ?
( 1 . 3 ± ? )  X 1 0 3 
( 1 . 2 ± ? )  X 1 0 3
Table C.l: Solutions for SMM/GRS flare spectra, choosing a range of values for 
<$Q and using the fluences given in Share &; Murphy (1997).
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