Abstract. We consider a second order operator with analytic coefficients whose principal symbol vanishes exactly to order two on a symplectic real analytic manifold. We assume that the first (non degenerate) eigenvalue vanishes on a symplectic submanifold of the characteristic manifold. In the C ∞ framework this situation would mean a loss of 3/2 derivatives (see [5] ). We prove that this operator is analytic hypoelliptic.
Introduction
It is well known that the hypoellipticity of a partial differential operator heavily depends on the lower order terms, both in the C ∞ and in the analytic category, as it is shown, e.g. in the C ∞ category, by the papers [8] and [2] .
The study of C ∞ hypoellipticity has produced a number of results characterizing the loss of derivatives. We say that the hypoelliptic operator P of order m loses q derivatives if whenever P u ∈ H s we have that u ∈ H s+m−q .
In this paper we are concerned with the analytic hypoellipticity of a class of second order operators losing more than one derivative. The minimal loss for our class, basically the Boutet-Grigis-Helffer class, is one, provided certain conditions on the lower order terms are satisfied. If the lower order terms do not satisfy the hypoellipticity conditions, which means they take values in certain discrete sets, then the operator may fail to be hypoelliptic. A celebrated example is the boundary Kohn Laplacian 2 b on the Heisenberg group on functions. E.M. Stein, [11] , has shown that if we add a non zero complex constant to it then we obtain a hypoelliptic operator which is also analytic hypoelliptic. Later
Kwon, using the concatenation method due to L. Boutet de Monvel and F. Treves, has generalized Stein's result. See also [14] for a purely L 2 proof of Stein's result. At least in a formal way we may describe our setting as follows. Consider a second order operator with double characteristics. To keep it simple we may assume that its principal part, homogeneous of degree two, is positive semi-definite, which occurs e.g. in the case of a sum of squares of real vector fields. Further assume that the characteristic set is a symplectic manifold on which the principal part, p 2 , vanishes exactly to second order. This means that the kernel of the Hessian matrix of p 2 (x, ξ) with respect to (x, ξ) is exactly the tangent space to the characteristic manifold at (x, ξ). We know that p 2 (x, D) has then an unbounded discrete spectrum and we may think of the C ∞ -hypoellipticity conditions of Boutet-Treves, Hörmander and Treves as conditions prescribing that the lower order terms do not add up to the elements of the spectrum to hit zero. In the symplectic case, the spectrum of p 2 is given by a set of functions (symbols) defined on the characteristic manifold, which can be thought of as a cotangent space in a smaller dimension. Thus we may think of the eigenvalues of p 2 , and also of the eigenvalues of the whole operator P , as symbols defined on the characteristic manifold. We have C ∞ hypoellipticity when these symbols are elliptic, but also in other cases. We can roughly state Kwon's result by saying that if the principal symbol (of order one) of an eigenvalue vanishes identically on the characteristic set, but nethertheless is elliptic of an arbitrary order less than one, then P is hypoelliptic.
In [5] B. Helffer has shown that C ∞ hypoellipticity holds if, roughly, one of the eigenvalues of the operator degenerates on a submanifold of the characteristic manifold and is actually a complex symbol of principal type such that its Poisson bracket with its complex conjugate does not vanish. In this case he proved that there is a loss of 3/2 derivatives. For the proof he constructed a parametrix of the operator following Sjöstrand and Boutet de Monvel.
The purpose of the present paper is to study the analytic hypoellipticity of such an operator. For this we assume that both the characteristic manifold of the principal part and the characteristic manifold of the eigenvalue are symplectic and that the restriction of the symplectic 2-form to these manifolds has constant rank.
For the sake of simplicity we consider the lowest eigenvalue; it degenerates on a symplectic submanifold of the characteristic manifold and its principal symbol satisfies the same Poisson bracket condition needed for the loss of 3/2 derivatives, i.e. it is a complex principal type operator.
We stress the fact that it is important that both manifolds involved are symplectic, otherwise we cannot hope for better than Gevrey 4 hypoellipticity, due to a well known connection between the symplectic character of the characteristic set and analytic hypoellipticity ( [16] ). The method we use is inspired by the work of J. Sjöstrand [9] . The main idea is to deduce suitable estimates for the FBI transform of the solution u of the equation P u = f , when f is analytic and then use this to to obtain the W F a of u. In order to deduce a priori estimates, we first prove certain a priori estimates for the localized operator and then lift these "tangential" estimates to (micro)local estimates for P . The deduction of the a priori estimates for the localized operator is done by constructing an approximate parametrix. The conclusion follows using a deformation argument for the weight function related to the FBI phase. Sjöstrand has proved that this argument holds under certain low regularity assumptions which we can actually do without.
Statement of the result
be a (properly supported) real analytic second order pseudodifferential operator. We assume (H1) The principal symbol p 2 (x, ξ) of P vanishes exactly of order 2 on a symplectic real analytic submanifold
Another way of stating the above assumption amounts to saying that
(H2) The localized principal symbol takes values in a proper cone Γ of the complex plane C.
In the codimension two case (H2) is equivalent to saying that the winding number of the localized principal symbol is zero.
We recall the definition of the sub-principal symbol and the positive trace of the operator P :
where σ denotes the symplectic form; for example with respect to the canonical coordinates (x, ξ), σ = dξ ∧ dx. Set
Now, we are ready to state our third assumption.
(H3) There exists a symplectic real analytic submanifold Σ 2 ⊂ Σ 1 , with codim Σ 1 Σ 2 = 2, such that Char(q) = Σ 2 and
Our result can be formulated as Theorem 2.1. Under the above assumptions (H1), (H2) and (H3) the operator P is analytic hypoelliptic.
Example 1.
Denote by x = (t, y, s) ∈ R ν × R × R n−ν−1 and consider the operator
Then Σ 1 = {t = τ = 0} and Σ 2 = {t = τ = 0, y = η = 0, σ = 0}. It is also easy to check Assumptions (H1)-(H3). The above theorem then implies that P is analytic hypoelliptic.
The localized operator
The purpose of this section is to deduce suitable a priori estimates for a localized operator. More precisely, let x ∈ R ν+1 , x = (t, y), t ∈ R ν , y ∈ R and denote by Σ 1 = {(0, y; 0, η)|η = 0}; consider the operator
where λ > 1 is a large parameter. Herep 2 is defined bỹ
for a αβ ∈ C, where µ 0 is a complex constant defined by
We point out that µ 0 is invariantly defined on Σ 1 .
Furthermorep 1 in (3.1) is a linear form in the variables (y, η):
As a consequence of our assumptions on the non-localized operator we have thatP satisfies the following requests:
(a)p 2 + µ 0 , as a quadratic form, has a numerical range which is a sector, Γ, in C of amplitude strictly less than π. (b)p 2 +µ 0 is a non degenerate complex quadratic form, i.e.p 2 (t, τ )+ µ 0 = 0 implies t = τ = 0.
(c) Condition (2.1) implies that
3.1. The parametrix forP . In this section we construct an approximate parametrix forP in (3.1). We basically follow Sjöstrand's ideas ( [8] , see also [5] ). Let e 0 * (t) denote the null eigenfunction ofp * 2 (t, D t ), the formal L 2 adjoint ofp 2 (t, D t ); e 0 * (t) is a rapidly decreasing function defined in R ν , which we suppose normalized, i.e. e 0 * L 2 (R ν ) = 1. Furthermore e 0 * can be extended to an entire function in C ν . Similarly, we denote by e 0 (t) the normalized null eigenfunction ofp 2 (t, D t ). We remark that the eigenfunctions e 0 and e 0 * have the same parity with respect to t ∈ R ν . Hence e 0 * , e 0 R ν t = 0. We need the following operators
We observe that the operator R − R + * can be also realized as a pseudodifferential operator of Hermite type with respect to the t-variables. We use Weyl quantized pseudodifferential operators. One can show that
whereh is a rapidly decreasing symbol in the variables t and τ and is defined ash (t, τ ) = 2 ν e −2i τ,s e 0 (t + s)e 0 * (t − s) ds .
Furthermore there exists an operator, in the t variables,
such that, still denoting byF the Weyl symbol ofF ,
Here # denotes the Weyl composition. Moreover, we havẽ
q denoting a parametrix ofp 2 on the range of 1 − (h/c 0 ), i.e. a symbol such thatq #p 2 =p 2 #q = 1.
Thus we may think that the symbolF belongs to S −2 (R ν t ). By (H3) (see also (3.4)),p 1 has a parametrix. Thus the operator R + * p 1 R − has a parametrix,Q, which is a pseudodifferential operator in the y-variable.
We observe that, R + * p 1 R − is a linear function with respect to (y, η) and
E is an approximate parametrix of the operatorP , modulo λ −1/2 , i.e.
we have
The symbols appearing in the above formula are real analytic symbols in the classes S m (R ν t ; S ℓ (R y )).
It might be worth saying that the above identity for our approximate parametrix relies on a couple of identities:
The first is an easy consequence of the definition of the symbolh.
The error term obtained in Formula (3.1.3) above is a symbol in the class S −2 (R ν t ; S 1 (R y )).
3.2.
The metaplectic FBI transform. In the present context we use the following definition of FBI transform:
and u is e.g. a tempered distribution. Defining
we find
In the sequel, we will use the notation
integrable with respect to the measure e
ν+1 dx∧dx is the Lebesgue measure in R 2(ν+1) ). In the sequel we will also use the partial FBI transform with respect to the t-variables only and we still denote it by T . It will be clear from the context whether we are considering a partial or a global transformation. We have
where, as symbols,
and
Actually T is associated with the complex canonical transformation
Henceforth we write ∂f ∂x ′ for a real derivative, whereas ∂ x denotes the complex derivative
We observe that the range of H T coincides with the range of the restriction of (3.2.2) to R 2(ν+1) and is an I-Lagrangian manifold (that is a Lagrangian manifold for the non-degenerate skew-symmetric form Im σ) in C 2(ν+1) of the type
3.3. The parametrix on the FBI side. We have seen in (3.1.3) that, there exists a suitable operatorẼ giving a parametrix ofP :
Since the Weyl composition and the linear canonical transformation commute, we have
For an analytic symbol q(t, y, τ, η) we define the corresponding pseudodifferential operator on holomorphic functions u as
Here the integral is computed along the path
and χ(t, s) = χ 1 (t)χ 2 (s), where χ 1 (t), χ 2 (y) are cut-off functions equal to 1 near the origin . We point out that in defining the above realizations we use the fact that the symbol q can be holomorphically continued to a neighbourood of
By (3.3.1), we have (E#P ) S,χ = 1 S,χ + λ −1/2 A S,χ , where
is the FBI transform of the error term belonging to
In the next section we proceed to estimate the errors 1 S,χ −1,
and E S,χ P − (E#P ) S,χ .
3.4.
Estimate of the errors. We denote by Σ
, the characteristic manifold of P and the characteristic set of the first eigenvalue of P respectively).
We keep understanding that x = (t, y) ∈ C ν+1 and define
Let Ω ⊂ C ν+1 be an open subset and u a square integrable function on Ω. We need the following norms for u:
Let S ≥ 1 be a large parameter and define
In general we use the following notation: if a and b are quantities depending both on λ and S, we write a b for a ≤ Cb for a suitable C > 0 independent of S and λ.
In the proofs of the present section we will use several times and without any further mention the following elementary remark.
Remark 3.4.1. Let A be an operator defined by an integral kernel K, i.e.
on a possibly complex domain Γ, and set
and in order to control the norm |Au | 2 ϕ 0 ,Ω it is enough to estimate the norm of the reduced kernel
For the proof of the next result we refer to Sjöstrand [9] , Equation (1.11) and the following discussion, and to [10] , Equation (12.45).
Lemma 3.4.1. Let u be a holomorphic function in B(0, 2S). Then, there exists a positive constant C, independent of u, λ and S, such that
The above Lemma obviously takes care of the first error term in (3.3.4). Next we estimate the third term.
Lemma 3.4.2. Let u be a holomorphic function in B(0, 2S). Then,
Proof: We provide a rough estimate of the reduced kernel
Since both |x| and |x ′ | are bounded by CS, due to the cutoff, we may estimate the above quantity by
Now, a contains terms that can be estimated by (1+d
We thus obtain the bound for the reduced kernel
S and the conclusion follows.
The following lemma takes care of the second error term in (3.3.4) and is due to Sjöstrand [9] and we sketch its proof only to make the present paper self-contained.
Lemma 3.4.3. Let q(x, ξ) be an analytic symbol and denote by q S,χ its realization defined as in (3.3.2). Let P (x, D x ) be a differential operator such that
where
Here R (j) are analytic symbols whose realization is defined as in (3.3.2),
replacing the cutoff χ with ∂ x j χ.
Proof: The proof boils down to computing
Using Stokes formula we find
Here the third term above has a volume form slightly different from that in (3.3.2).
On the other hand we have
Noticing that
and arguing as above we deduce that
We point out that the integral defining the last term above is taken with respect to the measure (−1)
n . The conclusion follows by iteration. S,∂x j χ u | ϕ 0 ,B(0,S) . Since the support of the function ∂ x j χ is away from the origin we get the following bound for the reduced kernel
and the conclusion follows.
The next estimate is a direct consequence of Lemma 3. 
3.5. The a priori estimate. In this section we prove an a priori estimate for the localized operator. We start by estimating the the action of the parametrix E S,χ between the spaces defined previously.
Lemma 3.5.1. We have the estimate
for every u holomorphic in B(0, 2S).
Proof: Recalling that
the proof of (3.5.1) reduces to estimate the above three terms. First we show that
The idea of the proof is due to Sjöstrand, [9] .
We split the integral in the left hand side of (3.5.2) into two region:
Hence, we write
where the symbol F (i) S,χ means that the integral in the norm is taken in the region (i).
In (2) we have that the reduced kernel can be estimated by S 2 e −S/C .
Hence, possibly taking a smaller C (independent of u, S and λ), we get
Now, we observe that, taking the constant C large enough, we have χ
x−x ′ S = 1 in the region (1).
In order to estimate |F
S,χ u | ϕ 0 ,B(0,S) first we replace the contour Γ ∩ {|x − x ′ | ≤ S/C}, defined in (3.3.2), with the singular contour Γ ∩ {|x − x ′ | ≤ S/C} (see [10] ), where
Here we used again the notation x = (t, y),
S,χ can be estimated (modulo constants) by
where τ is given by (3.5.3). We point out that τ as defined in (3.5.3) is a function of y and y ′ , however the following estimate holds
where C 1 and C 2 are positive constants depending on F and C only.
We have that
and we conclude
hence (3.5.2) follows. Repeating the same kind of argument as above and using the fact that for every N there exists a positive constant C N such that
Moreover, the above arguments and the estimate
Then (3.5.1) follows by (3.5.2), (3.5.4) and (3.5.5).
Remark 3.5.2. We point out that the factor λ 1/2 in front of the norm in (3.5.1) is related to the fact that the operator P has a loss of 3/2 derivatives (see [5] )
Proposition 3.5.1. We have the estimate
for every holomorphic function u on B(0, 2S). Here γ(S, λ) is given by (3.4.5).
Proof: Lemma 3.5.1 yields that
for every v holomorphic in B(0, 2S). Hence, taking v = P u,
and the conclusion follows by (3.4.1) and (3.4.4).
The local a priori estimate
The purpose of this section is to provide local a priori estimates which will allow us to deduce a theorem on the propagation of the regularity. From now on our ambient space is n-dimensional.
Let λ ≥ 1 be a large parameter and denote by
We use the λ-Fourier transform:
In this setting we use the following definition of FBI transform:
T is associated with the complex canonical transformation
We recall the characterization of the analytic wave front set in the FBI setting (see e.g. [10] ): a point (x 0 , ξ 0 ) ∈ R 2n does not belong to W F a (u) iff there exist a positive ε, a neighborhood V of x 0 − iξ 0 in C n and a positive constant C V depending on V , such that
uniformly in V for λ large enough. When on the FBI side, we write x 0 instead of x 0 − iξ 0 .
Denoting again byP the given operator before the FBI transform, we have
LetΣ 1 ,Σ 2 the real analytic manifolds of Assumptions (H1) and (H3) of Section 2, respectively. It is always possible to perform a homogeneous canonical transformation such that
where, after the canonical transformation the new variables have been written as x = (t, y, s) ∈ R nt × R × R ns , where n = n t + 1 + n s .
Let (z, ζ) = (0,ȳ,s; 0,η,σ) be a point inΣ 1 \Σ 2 , then we denote by (P ) (z,ζ) the localization at (z, ζ) of the symbolp(x, ξ). We have that
Using the natural homogeneity we denote also by [P ] (z,ζ) the symbol
On the other hand, for (z, ζ) ∈Σ 2 , ie (z, ζ) = (0, 0,s; 0, 0,σ), we define (P ) (z,ζ) (x, ξ, λ) = Here µ 0 has been defined in (3.2), whilel 1 is a complex linear form. Correspondingly we also define
1 (δy, δη),
One can show that there exists a unique formal classical analytic pseudodifferential operator of order 0, P , such that TP u = P T u.
We write
We denote by Σ 1 , Σ 2 the manifolds H T (Σ j ), j = 1, 2; Σ j ⊂ Λ ϕ 0 . We also denote by Σ C j , j = 1, 2, the complexifications of Σ j . For (z, ζ) ∈ Σ 1 \ Σ 2 or in Σ 2 , we define (P ) (z,ζ) and [P ] (z,ζ) as above. One can show that, for the localized operators the relation [P ] (z,ζ) T = T [P ] (z,ζ) holds (in this formula T stands for the metaplectic FBI transform given in (3.2.1)).
Since P is a pseudodifferential operator, we must discuss its action on spaces of the type
a suitable weight function ϕ. In the sequel it will be useful to deal with a deformation ϕ of ϕ 0 (see [9] ). Let W be a complex neighborhood of (x 0 , ξ 0 ) in C 2n , such that W ∩ Λ ϕ 0 is a suitably small neighborhood of (x 0 , ξ 0 ) in Λ ϕ 0 and let
be a C ω map. We assume that F satisfies the conditions (a) F is close to the identity map e.g. in the C 1 (W ) norm.
One can show that, since F is close to the identity map, F (W ∩ Λ ϕ 0 ) has an injective projection onto C n x . Thus it is a graph. (b) There exists a real valued non negative function
(π x : C n ×C n → C n denotes the projection onto the first factor.)
We shall actually construct F as the flow out of a suitable Hamiltonian field tangent to Σ C j at points of Σ C j , j = 1, 2. Since F is close to the identity map, because of Assumptions (H1), (H3), we have
Let Ω ⊂ C n , Ω 1 ⊂⊂ Ω, x ∈ Ω 1 . We define
where the integration is performed along the contour
where ϕ is a phase function satisfying the above hypotheses, r is a small positive constant such that dist(Ω 1 , ∁Ω) > r and K is a positive constant large enough so that, when ξ is in the contour defined in (4.4), we have the inequality
for some C > 0. Furthermore K and r are such that the contour (4.4) is contained in the open set W ∋ (x 0 , ξ 0 ).
Remark 4.1.
In what follows we shall need to absorb a number of error terms and this will be done by choosing K large enough. More precisely the size of K will depend on S as well as on a number of constants depending only on the given operator P . On the other hand it suffices to choose S ≤ S 0 , where S 0 is a fixed positive quantity depending only on the data. It turns out that the contour (4.4) is contained in W provided that r is small enough depending on the problem's data.
The above realization allows us to prove the continuity of P between the function spaces L
is the set of all locally square integrable functions defined on Ω equipped with the norm
and L
2,2
ϕ (Ω) defined by the norm
Next we establish a relation between the norms used in Section 3 for the localized operators and the norms of the present Section on a small ball centered at points of Σ 
Then, for every u holomorphic in V (z, S, λ),
Here the factor e iλ 1/2 x ′ ,ζ is just the function e iλ x−z,ζ in the new coordinates. Moreover
Here the symbol O S (ε) denotes a quantity O(ε) such that O(ε)/ε has a polynomial bound with respect to S for ε small.
Proof: We define
with x ′ = λ 1/2 (x − z), x = (t, y, s) and z defined above.
Step 1: We want to show that
Let us write
where x − z and x ′ in the latter equation are meant to be multiplication operators.
We denote by P (z,ζ) the operator (P ) (z,ζ) (x,D x ) realized as a differential operator. Thus we have the following relation between differential polynomials (4.10)
We get
If the Lipschitz norm of F − Id is bounded by O(ε) then
Then, we deduce
Step 1 is completed.
Step 2: We want to show that
we have that
Then, we get that Formula (4.11) holds.
The next proposition is the core estimate of the present section. Actually the microlocal regularity theorem 2.1 relies on this estimate. 
where Ω is a neighbourood of x 0 , Ω 2 ⊂⊂ Ω 1 ⊂⊂ Ω, λ ≥ 1 suitably large and for every u holomorphic in Ω.
The proof of the above result is split into several steps. We can decompose the set Ω 2 as follows
We begin by localizing the problem in the "elliptic" region Ω 2,1 .
Lemma 4.2.
There exists a positive constant C such that
with λ, S ≥ 1 suitably large and for every u holomorphic in Ω.
Proof: We want to start by estimating
Using the decomposition
We observe that, by Taylor formula,
Using the decomposition in equation (4.13), we denote by M 1 and M 2 the corresponding pseudodifferential operators in M, so that
In order to study the continuity of the operators 1 ) it is enough to estimate the corresponding reduced kernels.
Let us preliminarily remark that, by Taylor expansion,
Since x, x ′ ∈ Ω 2,1 and S ≥ 1, we find
Hence, using once more the fact that x ∈ Ω 2,1 and (4.5), we find that the reduced kernel of M 1 can be estimated by
(4.14)
since we may always have K ≥ 1 and n ≥ 3. Let us estimate the reduced kernel of M 2 . For ξ in the contour given by (4.12),
Hence, using once more the fact that x ∈ Ω 2,1 as in the estimate of the reduced kernel of M 1 , we find that the reduced kernel of M 2 can be estimated by
The above equation and (4.14) yield
where the integral is once more performed along the contour in (4.12). Arguing as in [10] we may show that
Hence, by (4.15), we have
Finally, we observe that, for x ∈ Ω 2,1 ,
The above inequality and (4.16) yield the conclusion.
The following elementary covering result is needed to estimate the norm of u in the set Ω 2,
Lemma 4.3. There exist N > 0 and N 0 < N, N 0 independent of S, λ, such that, for every S, λ ≥ 1 with 4Sλ
can find
(iii) every point is contained in at most N 0 polydiscs V (x j , 2S, λ).
Proof:
We cut the x-space into cubes with disjoint interior, {Q α },
In each so defined cube intersecting the set (0, S, λ) ), j = 1, . . . , N. Let Q j denote the cube where the point x j has been picked, j = 1, . . . , N.
Thus there exists a point x j = (0, 0, s j ), chosen above, such that
We conclude that the polydiscs V (x j , S, λ), j = 1, . . . , N, are a covering of Ω 2,3 .
Since, by assumption, the volume of Ω 2 +V (0, 2S, λ) is bounded by a constant independent of S and λ, because 4S, λ) . Hence, slightly enlarging the polydisc V (x j , 4S, λ), we can suppose that the whole cube Q k , containing x k , is a subset of that polydisc. Since the so enlarged polydisc may contain at most a finite number of cubes Q ℓ and both the volume of the enlarged polydisc and that of Q ℓ is O(S 2n λ −n ), we obtain the third item in the statement.
Remark 4.2. We observe that Condition (iii) above implies the following equivalence of norms (with constants independent of λ and S)
Next we prove an a priori estimate in Ω 2,3 .
Lemma 4.4. There exists a positive functionγ(S, K, λ) such that
for every u holomorphic in Ω.
where O (λ −2 ) is uniform with respect to S and K. We recall that in the above estimate we used that, for every ξ in the contour given in (4.12), we have
uniformly with respect to S. We realize (P ) (z,ζ) as a pseudodifferential operator, integrating along the same contour used for the realization of P . In order to study the continuity of the operator
we remark that the corresponding reduced kernel can be estimated (modulo constants) by
2 ) be the points given in Lemma 4.3. Using the estimate (4.19) and the equivalence of the norms in (4.17), we arrive at the following inequality
We use the notation P (x j ,ξ j ) u = P (x j ,ξ j ) (x,D, λ)u, j = 1, · · · , N, for the action of the operator (P ) (x j ,ξ j ) as a differential operator on the function u. We recall that, in [10] , the following estimate is proved
The Estimates (4.20) and (4.21) yield
Now, we want to show that for every S ≥ 1 and for λ large if F is close enough to the identity map then
for every j = 1, . . . , N and for every u holomorphic in V (x j , 2S, λ). Here
Essentially, Estimate (4.23) reduces to the estimate in Proposition 3.5.1 for the localized operator.
Indeed by (4.6),
In the above inequalities we used Proposition 3.5.1 and formula (4.8).
Moreover here v has been defined in (4.7). Now, we have
is the quantity defined in (4.22) and γ(S, λ) defined after (4.23). This completes the proof of the lemma.
The next lemma takes care of the microlocal region Ω 2,2 .
Lemma 4.5. There exists a positive functionγ(S, λ) such that
Proof: The proof is done following the same ideas of the proof of Lemma 4.4; we just sketch it out emphasizing the main differences. As above we cover Ω 2,2 with polydiscs centered at points of Σ
The basic ingredient in the proof is an a priori estimate for the operator localized at each polydisc center. Once this estimate is obtained we use the perturbation argument in the proof of Lemma 4.4 to get rid of the error terms using the large parameters S, K and λ. We would like to stress the fact that the size of S and K at this stage, as well as at the previous stage, depends only on the problem's data.
The localized operator is given by (4.2). For this operator an approximate parametrix can be constructed along the same lines of Section 3.
The only difference in the present case is that the "lower order terms" are elliptic. On the other hand, due to the fact that we are in the region Ω 2,2 , the lower order term can be estimated from below by CSλ −1/2 and this is responsible of a factor λ 1/2 in the ensuing a priori estimate.
We are now ready to prove the main a priori estimate. Proof of the Proposition 4.1: Using the Lemmas 4.2, 4.4 and 4.5 we have
for a suitable positive constant C independent of S, K, λ and ε. Furthermorẽ
We recall that the parameter S has to be chosen large but depending only on the given operator. Hence the quantity C(1 + O S (ε))γ(S, K, λ) can be made smaller than 1/2 choosing S large and ε small depending only on the operator, K large depending on S and λ suitably large. Hence,
and the proof is completed.
5. The construction of the phase ϕ 5.1. Remarks on the Hamilton-Jacobi equation.
The weight function ϕ is constructed by solving for small values of the time variable t a Hamilton-Jacobi equation.
The solution of the above problem is constructed using the standard
Hamilton-Jacobi theory with respect to the symplectic form
Actually, setting ϕ t (x) = ϕ(t, x), we have
If r is a holomorphic function on W we have
where H ir is the usual complex standard Hamilton field of ir and H ir denotes the real part of H ir , i.e. the real field that gives the same result as H ir when acting on holomorphic functions. for |t| < ε 0 .
5.2.
Contruction of the function r. Since R 2n and Λ ϕ 0 are isomorphic it is easier to contruct the function r in R 2n near the point (x 0 , ξ 0 ) = (0, 0, s 0 ; 0, 0, σ 0 ) ∈Σ 2 , whereΣ 2 is the (real) characteristic manifold of the first eigenvalue of P .
We want H r (ρ j ) ∈ TΣ j , if ρ j ∈Σ j .
Let us choose
r(x, ξ) = (s − s 0 ) 2 + (σ − σ 0 ) 2 + C(|t|
where C is a positive constant that makes r as positive as we desire outsideΣ 2 .
We have that in the real domain R 2n r(x, ξ) ∼ |x − x 0 | 2 + |ξ − ξ 0 | 2 .
Then, on Λ ϕ 0 , r x,
for every x ∈ π x (W ∩ Λ ϕ 0 ).
Proof of Theorem 2.1
We want to show that if (x 0 , ξ 0 ) / ∈ W F a (P u) then (x 0 , ξ 0 ) / ∈ W F a (u).
We recall the a priori estimate obtained:
where Ω 2 ⊂⊂ Ω 1 ⊂⊂ Ω ⊂ W and x 0 ∈ Ω 2 and we write u and x 0 instead of T u and x 0 − iξ 0 respectively. Since u is a tempered distribution before the FBI transform, we have
for a certain N 0 ∈ N.
SinceP u is real analytic at the real point (x 0 , ξ 0 ) before the FBI transform, we have P u ϕ 0 ,Ω 3 ≤ C 1 e −λ/C 1 , for a positive constant C 1 ; here Ω 3 is a suitable neighborhood of x 0 .
Recalling that
we obtain that P u ϕt,Ω 1 ≤Ce −λ/C , for a positive constantC.
Decompose Ω \ Ω 2 = K 1 ∪ K 2 , where This proves the theorem.
Some related model operators
We briefly discuss in this section a case related to what we study in the paper. The lowest eigenvalue in this case is identically zero on a "half fiber" over a characteristic point.
Let us consider the operator 2 b on functions for the Heisenberg vector fields (strongly pseudo convex case). We use the following notation: w = x + iy ∈ C n , W j = ∂ w j + iw j ∂ ∂t . Then u is real analytic at (0, 0, t 0 ).
In other words, to get analytic regularity of a solution of Equation (7.1), we need to assume that there are no analytic singularities of u in the region where (2 b ) s + Tr + 2 b identically vanishes. Since W F a (u) is a conic set, by Assumption (7.2), we get (0, 0, t 0 ; 0, 0, τ ) / ∈ W F a (u) when τ > 0 .
Moreover, in the set {(0, t 0 ; 0, 0, τ ) | τ < 0} we have (2 b ) s + Tr + 2 b > 0 hence the conclusion follows by the Tartakoff-Treves theorem.
