Abstract. We obtain nontrivial solutions to the Brezis-Nirenberg problem for the fractional p-Laplacian operator, extending some results in the literature for the fractional Laplacian. The quasilinear case presents two serious new difficulties. First an explicit formula for a minimizer in the fractional Sobolev inequality is not available when p = 2. We get around this difficulty by working with certain asymptotic estimates for minimizers recently obtained in [4] . The second difficulty is the lack of a direct sum decomposition suitable for applying the classical linking theorem. We use an abstract linking theorem based on the cohomological index proved in [48] to overcome this difficulty.
Introduction and main result
For 1 < p < ∞, s ∈ (0, 1), and N > sp, the fractional p-Laplacian (−∆) s p is the nonlinear nonlocal operator defined on smooth functions by (−∆) This definition is consistent, up to a normalization constant depending on N and s, with the usual definition of the linear fractional Laplacian operator (−∆) s when p = 2. There is, currently, a rapidly growing literature on problems involving these nonlocal operators.
In particular, fractional p-eigenvalue problems have been studied in Brasco et al. [7] , Brasco and Parini [6] , Franzina and Palatucci [21] , Iannizzotto and Squassina [30] , and Lindgren and Lindqvist [35] . Regularity of solutions was obtained in Brasco and Lindgren [5] , Di Castro et al. [16, 17] , Iannizzotto et al. [29] , Kuusi et al. [32] , and Lindgren [34] . Existence via Morse theory was investigated in Iannizzotto et al. [28] . This operator appears in some recent works, see [2, 31] as well as [9] for the motivations, that led to its introduction.
Let Ω be a bounded domain in R N with Lipschitz boundary. We consider the problem See [28] and the references therein for further details for this framework. In the semilinear case p = 2 problem (1.1) reduces to the critical fractional Laplacian problem (1.2) (−∆) s u = λu + |u| 2 * s −2 u in Ω u = 0 in R N \ Ω, where λ > 0 and 2 * s = 2N/(N − 2s). This nonlocal problem generalizes the well-known Brezis-Nirenberg problem, which has been extensively studied beginning with the seminal paper [8] (see, e.g., [1, 10-13, 18, 22, 24-27, 45-47, 49] and references therein). Consequently, many results known in the local case s = 1 have been extended to problem (1.2). In particular, Servadei [41, 42] and Servadei and Valdinoci [43, 44] have shown that problem (1.2) has a nontrivial weak solution in the following cases:
(i) 2s < N < 4s and λ is sufficiently large; (ii) N = 4s and λ is not an eigenvalue of (−∆) s in Ω; (iii) N > 4s.
This extends to the fractional setting some well-known results of Brezis and Nirenberg [8] , Capozzi et al. [10] , Zhang [49] , and Gazzola and Ruf [24] for critical Laplacian problems.
In the present paper we consider the quasilinear case p = 2 of problem (1.1). This presents us with two serious new difficulties. Leṫ
endowed with the norm · , and let
which is positive by the fractional Sobolev inequality. Our first major difficulty is the lack of an explicit formula for a minimizer for S. It has been conjectured that all minimizers are of the form c U (|x − x 0 |/ε), where
is the Hölder conjugate of p, c = 0, x 0 ∈ R N , and ε > 0. This has been proved in Lieb [33] for p = 2, but for p = 2 it is not even known if these functions are minimizers. We will get around this difficulty by working with certain asymptotic estimates for minimizers recently obtained in Brasco et al. [4] . Our second main difficulty is that the linking arguments based on eigenspaces of (−∆) s used in the case p = 2 do not work when p = 2 since the nonlinear operator (−∆) s p does not have linear eigenspaces. We will use a more general construction based on sublevel sets as in Perera and Szulkin [39] (see also Perera et al. [37, Proposition 3.23] ). Moreover, the standard sequence of variational eigenvalues of (−∆) s p based on the genus does not give enough information about the structure of the sublevel sets to carry out this linking construction. Therefore we will use a different sequence of eigenvalues introduced in Iannizzotto et al. [28] that is based on the Z 2 -cohomological index of Fadell and Rabinowitz [20] .
Let us recall the definition of the cohomological index. Let W be a Banach space and let A denote the class of symmetric subsets of W \{0}. For A ∈ A, let A = A/Z 2 be the quotient space of A with each u and −u identified, let f : A → RP ∞ be the classifying map of A, and let f * : H * (RP ∞ ) → H * (A) be the induced homomorphism of the Alexander-Spanier cohomology rings. The cohomological index of A is defined by
where ω ∈ H 1 (RP ∞ ) is the generator of the polynomial ring
. For example, the classifying map of the unit sphere
The Dirichlet spectrum of (−∆) s p in Ω consists of those λ ∈ R for which the problem
has a nontrivial weak solution. Although a complete description of the spectrum is not known when p = 2, we can define an increasing and unbounded sequence of variational eigenvalues via a suitable minimax scheme. The standard scheme based on the genus does not give the index information necessary for our purposes here, so we will use the following scheme based on the cohomological index as in Iannizzotto et al. [28] (see also Perera [36] ). Let
Then eigenvalues of problem (1.4) coincide with critical values of Ψ. We use the standard notation
for the sublevel sets and superlevel sets, respectively. Let F denote the class of symmetric subsets of M, and set
Then 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · → +∞ is a sequence of eigenvalues of problem (1.4), and
The asymptotic behavior of these eigenvalues was recently studied in Iannizzotto and Squassina [30] . Making essential use of the index information in (1.5), we will prove the following theorem. (ii) N > sp 2 and λ is not one of the eigenvalues λ k ;
This theorem extends to the fractional setting some well-known results of García Azorero and Peral Alonso [23] , Egnell [19] , Guedda and Véron [27] , Arioli and Gazzola [3] , and Degiovanni and Lancelotti [15] for critical p-Laplacian problems. Weak solutions of problem (1.1) coincide with critical points of the C 1 -functional
Proof of Theorem 1.1 will be based on the following abstract critical point theorem proved in Yang and Perera (cf. [48, Theorem 2.2]). Theorem 1.2. Let W be a Banach space, let S = {u ∈ W : u = 1} be the unit sphere in W , and let π : W \ {0} → S, u → u/ u be the radial projection onto S. Let I be a C 1 -functional on W and let A 0 and B 0 be disjoint nonempty closed symmetric subsets of S such that
where
Let Γ = {γ ∈ C(X, W ) : γ(X) is closed and γ| A = id A }, and set
in particular, c is finite. If, in addition, I satisfies the (PS) c condition, then c is a critical value of I. Theorem 1.2 generalizes the linking theorem of Rabinowitz [40] . The linking construction in its proof was also used in Perera and Szulkin [39] to obtain nontrivial solutions of p-Laplacian problems with nonlinearities that interact with the spectrum. A similar construction based on the notion of cohomological linking was given in Degiovanni and Lancelotti [14] . See also Perera et al. Notations. We use the following notations throughout the paper. For a ∈ R and q > 0, we write a q = |a| q−1 a. For 1 ≤ q ≤ ∞, |·| q denotes the norm in L q (Ω) and 
Preliminaries

Minimizers for the Sobolev inequality.
We have the following proposition from Brasco et al. [4] regarding the minimization problem (1.3).
Proposition 2.1. Let 1 < p < ∞, s ∈ (0, 1), N > sp, and let S be as in (1.3). Then (i) there exists a minimizer for S; (ii) for every minimizer U , there exist x 0 ∈ R N and a constant sign monotone function
In the following, we shall fix a radially symmetric nonnegative decreasing minimizer U = U (r) for S. Multiplying U by a positive constant if necessary, we may assume that
Testing this equation with U and using (1.3) shows that
For any ε > 0, the function
is also a minimizer for S satisfying (2.1) and (2.2), so after a rescaling we may assume that U (0) = 1. Henceforth, U will denote such a normalized (with respect to constant multiples and rescaling) minimizer and U ε will denote the associated family of minimizers given by (2.3). In the absence of an explicit formula for U , we will use the following asymptotic estimates.
Lemma 2.2. There exist constants c 1 , c 2 > 0 and θ > 1 such that for all r ≥ 1,
Proof. The inequalities in (2.4) were proved in Brasco et al. [4] . They imply
and (2.5) follows for sufficiently large θ.
Regularity estimates. Weak solutions of the equation (−∆)
enjoy the natural L q -estimates given in the following lemma.
Proof. For k > 0, t ∈ R, and α > 0, set t k = max {−k, min {t, k}} and consider the nondecreasing function g(t) = t α k . Using Brasco and Parini [6, Lemma A.2] and testing the equation
Using the Sobolev inequality on the left and the Hölder inequality on the right we get
Then r = N (p − 1) q/(N − spq) and (2.7) gives
Letting k → +∞ gives (2.6) for this case. If N/sp < q ≤ ∞, then
by Brasco and Parini [6, Theorem 3.1] and the Hölder inequality. Noting that q ′ < p * s in this case, Hölder inequality and (2.7) with α = 1 give us
Letting k → +∞ and combining with (2.8) gives (2.6) for this case.
We also have the following Caccioppoli-type inequality.
where C = C(p) > 0.
Proof. Testing the equation (−∆)
Combining this with (2.10) gives (2.9).
As a consequence of Lemmas 2.3 and 2.4, we have the following lemma.
where C = C(N, Ω, p, s, q) > 0.
Proof. Setting t k = max {−k, min {t, k}} for k > 0 and t ∈ R, noting that u |ϕ k | p ∈ W s,p 0 (Ω), and applying Lemma 2.4 giveŝ
Since N/sp < q ≤ ∞,
by Lemma 2.3. By (2.12), (2.13), and the Hölder inequality,
and letting k → +∞ gives (2.14)ˆR 
Proof. We have
by Lemma 2.5 applied to ϕ δ with q = ∞, and ϕ δ p = δ N −sp ϕ p . Since |x−y| ≥ |y|−3θδ ≥ |y|/4 on A 3 ,
by Lemma 2.3.
Auxiliary estimates.
We now construct some auxiliary functions and estimate their norms. In what follows θ is the universal constant in Lemma 2.2 that depends only on N , p, and s. We may assume without loss of generality that 0 ∈ Ω. For ε, δ > 0, let
and let
The functions g ε,δ and G ε,δ are nondecreasing and absolutely continuous. Consider the radially symmetric nonincreasing function u ε,δ (r) = G ε,δ (U ε (r)), which satisfies
We have the following estimates for u ε,δ .
Lemma 2.7. There exists a constant C = C(N, p, s) > 0 such that for any ε ≤ δ/2,
.
(2.20)
Proof. Using Brasco and Parini [6, Lemma A.2] and testing the equation (−∆)
and the last integral is finite by (2.4) again, so (2.18) follows. Using (2.17),
and the last integral is greater than or equal tô
by (2.4). A direct evaluation of the integral on the right gives (2.19) since δ/ε ≥ 2. Using (2.17) again,ˆR
by (2.2). By (2.4), the last integral is less than or equal to
, so (2.20) follows.
We note that Lemma 2.7 gives the following estimate for
there exists a constant C = C(N, p, s) > 0 such that for any ε ≤ δ/2,
, N > sp 2 .
Proof of the main result
In this section we prove Theorem 1.1. For 0 < λ < λ 1 , mountain pass theorem and (2.21) will give us a positive critical level of I λ below the threshold level for compactness given in Proposition 1.3. For λ ≥ λ 1 , we will use the abstract linking theorem, Theorem 1.2.
3.1. Case 1: N ≥ sp 2 and 0 < λ < λ 1 . We have
so the origin is a strict local minimizer of I λ . Fix δ > 0 so small that B θδ (0) ⊂⊂ Ω, so that supp u ε,δ ⊂ Ω by (2.17) . Noting that
Since t → tR 0 u ε,δ is a path in Γ, (3.1) c ≤ max
by (3.1), and hence I λ satisfies the (PS) c condition by Proposition 1.3. Then c is a critical level of I λ by the mountain pass theorem.
3.2. Case 2: N > sp 2 and λ > λ 1 is not one of the eigenvalues λ k . We have λ k < λ < λ k+1 for some k ∈ N, and then i(
In what follows
are the radial projections onto
For w ∈ M p , let J(w) = π p (u) ∈ M p , where u = B(w). Testing (−∆) s p u = |w| p−2 w with u, w and using the Hölder inequality gives
Then i(A) = i(Ψ λ k ) = k by the monotonicity of the index and (1.5), and A is strongly compact in L p (Ω). By (3.3), J(A) ⊂ A and
For w ∈ A, if p/(p − 1) > N/sp, then γ(p) = ∞ and hence
2) and (3.4). Otherwise, take max {1, (p − 1) (p * s ) ′ } ≤ q 0 < p and define the sequence (q i ) recursively by setting q i = γ(q i−1 ) if q i−1 /(p − 1) < N/sp, in which case
Hence q 0 may be chosen so that q n−1 /(p − 1) < N/sp < q n /(p − 1) for some n ≥ 1. Iterating (3.2) and (3.4), and using the Hölder inequality at the last step then gives 
by (3.6).
For v ∈ E, let v δ = vη δ , where η δ is the cut-off function in Lemma 2.6, and let
and supp w ⊂ B 2θδ (0) c for all w ∈ E δ . In particular, the supports of w and π(u ε,δ ) are disjoint and hence π(u ε,δ ) ∈ E δ . Proof. Let v ∈ E and let w = π(v δ ). We havê
by Proposition 3.1. In particular, |v δ | 1 ≥ |v| 1 − Cδ N . On the other hand,
by Lemma 2.6 and Proposition 3.1, then
which together with the Hölder inequality gives the first half of (3.7). By (3.9) with q = p,
So |v δ | p , and hence also v δ , is bounded away from zero. Since |v| ∞ is bounded by Proposition 3.1 and 0 ≤ η δ ≤ 1, |v δ | ∞ is bounded, so this shows that |w| ∞ = |v δ | ∞ / v δ is bounded, which gives the second half of (3.7). Combining (3.10) and (3.11) gives (3.8) , and hence i(E δ ) ≤ i(M \ Ψ λ k+1 ) = k by the monotonicity of the index and (1.5). On the other hand,
by virtue of (2.17).
We are now ready to apply Theorem 1.2 to obtain a nontrivial critical point of I λ in the case where λ > λ 1 is not one of the eigenvalues λ k . Fix λ ′ such that λ k < λ ′ < λ < λ k+1 , and let δ > 0 be so small that the conclusions of Proposition 3.2 hold with λ k + Cδ N −sp < λ ′ , in particular,
Then take A 0 = E δ and B 0 = Ψ λ k+1 , and note that A 0 and B 0 are disjoint nonempty closed symmetric subsets of M such that
by Proposition 3.2 and (1.5). Now let 0 < ε ≤ δ/2, let R > r > 0, let v 0 = π(u ε,δ ) ∈ M \ E δ , and let A, B and X be as in Theorem 1.2. For u ∈ Ψ λ k+1 ,
Since v 0 = u ε,δ / u ε,δ , the right-hand side is less than or equal to
by (2.21) . Since N > sp 2 and q < p, it follows from this that the last expression in (3.14) is strictly less than s N S N/sp if ε is sufficiently small.
3.3. Case 3: N 2 /(N + s) > sp 2 and λ = λ k . Let λ = λ k < λ k+1 , let δ > 0 be so small that the conclusions of Proposition 3.2 hold with λ k + Cδ N −sp < λ k+1 , in particular, Ψ(w) < λ k+1 for all w ∈ E δ , and take A 0 = E δ and B 0 = Ψ λ k+1 as in the last subsection. Then let 0 < ε ≤ δ/2, let R > r > 0, let v 0 = π(u ε,δ ) ∈ M \ E δ , and let A, B and X be as in Theorem 1.2. As before, inf I λ (B) > 0 if r is sufficiently small and
if R is sufficiently large. On the other hand,
by (3.8) , where C denotes a generic positive constant independent of ε and δ. It follows that
if δ is sufficiently small. As in the last proof, it only remains to show that (see (3.14))
if ε and δ are suitably small. We estimate the integral I 3 in (3.15) using the elementary inequality U (y) q dy.
We take δ = ε α with α ∈ (0, 1) and use (2.4) to estimate the last integral to get Since 0 ≤ (1 − t) p * s < 1, then Q(w, t) ≤ S ε,ε α (λ k ) + C κ + ε sp+β(α) κ −γ .
If S ε j ,ε α j (λ k ) < S/2 for some sequence ε j → 0, then the right-hand side is less than S for sufficiently small κ and ε = ε j with sufficiently large j, so we may assume that S ε,ε α (λ k ) ≥ S/2 for all sufficiently small ε. Then it is easily seen that if κ ≤ (p/p * s ) S/2 (C + 1), then g ′ (τ ) ≤ 0 for all τ ∈ [0, 1] and hence the maximum of g((1 − t) p * s ) on [t 0 , 1] occurs at t = 1. So, we reach and using this inequality in place of (3.10) in the proof of Proposition 3.2 shows that (3.8) can now be strengthened to (3.32) sup
Proceeding as in the last subsection, we have to verify (3.19) for suitably small ε and δ.
Since the argument is similar, we only point out where it differs. Let v ∈ E and let w = π(v δ ) = v δ / v δ .
As noted in the proof of Proposition 3.2, v δ is bounded away from zero, so we fix α < α 0 so close to α 0 that β q (α) > 0 for q = 0, 1, p − 1, p and proceed as before.
