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We consider a dynamical system, possibly inﬁnite dimensional
or non-autonomous, with fast and slow time scales which is
oscillatory with high frequencies in the fast directions. We ﬁrst
derive and justify the limit system of the slow variables. Assuming
a steady state persists, we construct the stable, unstable, center-
stable, center-unstable, and center manifolds of the steady state of
a size of order O (1) and give their leading order approximations.
Finally, using these tools, we study the persistence of homoclinic
solutions in this type of normally elliptic singular perturbation
problems.
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1. Introduction
A singular perturbation system usually involves different temporal or spatial scales. Here we focus
on multiple time scales in which case the system takes the abstract form of
x˙= F (x, y, ),  y˙ = G(x, y, ). (1.1)
The fast motions in the y direction are often some noise or transient behaviors and the slow motions
in the x direction are more of the focus of the problem. In the singular limit as  → 0, we obtain
g(x, y,0) = 0. Suppose y = φ(x) (without the loss of generality, assuming φ ≡ 0) solves this equation,
the limit motion of x is given by
x˙= F (x,0,0). (1.2)
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˙˜y = Gy(x,0,0)

y˜ + g(x, y˜, ). (1.3)
The singular perturbation system (1.1) is called normally hyperbolic if, for each x, the linear ﬂow
etG y(x,0,0) on the y space is hyperbolic, i.e. it is exponentially contracting on one closed subspace and
exponentially expanding in a complementary subspace. In this case, the standard normally hyperbolic
invariant manifold theory [11,22,21,3,4] applies to yield a persistent normally hyperbolic invariant
slow manifold M given by a graph y = φ(x, ). In the fast (and hyperbolic in natural) motions
outside M , solutions usually approach a neighborhood of M exponentially along its stable direction.
After some time moving along the slow manifold, the solutions leave the neighborhood exponentially
along the unstable directions. These motions of multiple scales can be connected by tools such as
invariant foliations [12,13,22,9,5] and this geometric approach has led to a huge success in the study
of the dynamics of singular perturbation system (1.1). See for example [14,24,25,6].
In the normally elliptic case, i.e. etG y(x,0,0) is oscillatory instead of hyperbolic, on the one hand,
the persistence of the slow manifold is not always guaranteed [17,18]. On the other hand, solutions
starting near {y = 0} should stay there at least for some O (1) time period due to the lack of strong
exponential instability in the y direction. One typical situation of this type is when G y(x,0,0) is
anti-self-adjoint.
In this paper, with applications to both ODEs and PDEs in mind, we study these normally ellip-
tic singular perturbation problems in an inﬁnite dimensional dynamical system and possibly non-
autonomous framework. Assuming Gy(x,0,0) = J , a constant anti-self-adjoint operator, we ﬁrst jus-
tify the limit equation (1.2) of the slow variable x through a careful averaging.
A more important question is how much of the dynamical structure of the limit slow system
(1.2) remains in the singularly perturbed system (1.1). Elliptic type motions in the slow directions
such as periodic or quasi-periodic solutions may be resonant with the oscillatory fast motions in the
y direction. Some results have been obtained on the persistence of periodic orbits for nonresonant
  1 [17,18,26,28,33]. Here instead we focus on the basic hyperbolic structure – the local invariant
manifolds near a steady state. Suppose (0,0) persists as a steady state of (1.1) for   1. Assume the
linearization of the limit slow system (1.2) has invariant stable, unstable, and center subspaces Xu,s,c .
For the expanded system (1.1), the normal directions – the Y space – with the oscillatory linearized
ﬂow et J should obviously be considered as additional center directions. The ﬁrst observation is, even
though system (1.1) is singular, the existence of local invariant manifolds of (0,0) is guaranteed by the
standard theory (see, for example, [2,20,10]) after a rescaling of the time by a factor of  . However,
since the exponential growth/decay rates in the unstable/stable direction are O () after the rescaling,
this approach would only yield local invariant manifolds of the size of O (), which is far from being
useful in most applications, such as studying the persistence of homoclinic orbits.
Our main result in the manuscript is the existence and smoothness and the leading order approx-
imation of invariant manifold of the steady state of the size of O (1) based on a combination of the
averaging and the Lyapunov–Perron integral equation methods.
As an application which is also a fundamental problem itself, suppose there exist a homoclinic
orbits in the limit slow system (1.2) and we study its persistence in the singular perturbation system
(1.1) which can be either weakly dissipative or conservative. In the former, we derive the Melnikov
function, which includes an additional term coming from the fast directions, whose simple zero
indicates a persistence homoclinic orbit to (0,0). In the latter, when the system is analytic in rea-
sonably low dimensions, along with some other structures such as the Hamiltonian setting or the
reversibility, it has been shown that the stable and unstable manifold miss each other by an error
like O (e− C ) [35,16,26,37]. Without these assumptions, we prove that there always exist orbits ho-
moclinic to the center-manifold, forming a tube homoclinic to the center manifold. While we follow
the well-developed geometric ideas in the ﬁnite or inﬁnite dimensional regular perturbation problems
[19,23,29,34], the proof heavily depends on the invariant manifolds we studied.
Before ﬁnishing the introduction, we would like to give two simple examples which partially mo-
tivated us to study this subject, while it is also easy to come up with examples in inﬁnite dimensions.
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problem which does not have any singular parameter in the appearance.
A pendulum of the unit length with a ﬁxed end is described by the Duﬃng equation. In a more
realistic model,the pendulum usually considered as rigid may have some small elasticity – meaning
large elastic constant 1
2
– allowing the pendulum to be stretched or contracted slightly in the radial
direction. Let x be the angular (where we identify x with x+ 2π ) and 1+ y be the radial coordinates,
respectively. Then the system takes the form of a normally elliptic singular perturbation problem
⎧⎪⎨⎪⎩
(1+ y)x¨+ 2x˙ y˙ + g sin x+ 2γ (1+ y)x˙− 
1+ y F1(x, y, , t) = 0,
y¨ − (1+ y)x˙2 + 1
2
y − g cos x+ 2γ y˙ −  F2(x, y, , t) = 0.
(1.4)
Where we also included the small damping and forcing. Formally, as  → 0, i.e. the pendulum con-
verges to being rigid, the corresponding singular limit (1.2) for the above system becomes
y ≡ 0, x¨+ g sin x= 0. (1.5)
When there is no damping and the force is conservative, the problem is in the Lagrangian setting
and the limit equation is justiﬁed in [31,1,36]. In the dynamics, the state (π,0) is a hyperbolic steady
state of (1.5) with a homoclinic orbit which often leads to chaos even under small regular perturbation
[19]. One may easily change the variables in the singular equation of y and make it anti-self-adjoint.
Our general results apply to (1.4) and give the criterion when the homoclinics persist under either
dissipative or conservative perturbation. This example will be revisited in Section 6.
The singular perturbations theory also applies to problems which may not be explicitly in the
form of (1.1). Consider an autonomous 4-dim ODE system with a parameter  which has the origin
O as a ﬁxed point for all   1. Assume, at  = 0, the linearized systems has simple eigenvalues
±i and a double eigenvalue 0. While the unfolding of the focal point has been studied thoroughly
(see, for example, [8]), we note that the oscillatory motions are essentially at a much faster scale in
the directions of the pair of elliptic eigenvalues. Under these assumptions, some simple normal forms
transformations and near identity time rescaling, the generic form of the system looks
x˙=
(
a11() 1+ a12()
a21() a22()
)
x+ O (|x|2 + |y|2), y˙ = (b() 1−1 b()
)
y + O (|x|2 + |y|2)
where x, y ∈R2 and alm(0) = b(0) = 0. Rescaling the system again by
x1 = ˜x1, x2 =  32 x˜2, y =  y˜, t = − 12 τ
we obtain a singular perturbed systems in the form of (1.1) of the normally elliptic type with the
singular parameter μ =  12 . If da21d (0) > 0, the origin becomes hyperbolic in the x directions and we
obtain the local center manifolds of order O (1) size in the rescaled variables. If dbd (0) = 0 in addition,
we are in the right position to study the Hopf bifurcation from the eigenvalues ±i in this rather
degenerate case. (See [15] for an approach essentially different from the Hopf bifurcation.) A more
detailed study of this type of bifurcation problems will be given in a forthcoming paper.
The rest of the manuscript is organized as the following. In Section 1 we present the general
framework and outline the main results on invariant manifolds and foliations. The justiﬁcation of the
limit slow equations and its linearization are obtained in Section 3. In Sections 4 and 5 we study
invariant manifolds and foliations and focus on their leading order approximations. Finally the homo-
clinic orbits are considered in Section 6. In Appendix A, we outline a process to block-diagonalize the
linearized system of (1.1) at a steady state.
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We formulate the problem as a non-autonomous inﬁnite dimensional dynamical systems with a
singular parameter. This framework allows one to apply the general results to ODEs as well as PDEs
or functional differential equations.
In a Banach space Z and z ∈ Z , we usually denote a ball by Br(z, Z). Let Z1, Z2 be Banach spaces
and k 1 be an integer. We adopt the notations
Lk(Z1, Z2) L
(⊗k Z1, Z2)= {bounded k-linear operators Z1 → Z2},
|φ| sup
|z1|1,...,|zk|1
∣∣φ(z1, . . . , zk)∣∣, for φ ∈ Lk(Z1, Z2),
Ck(Z1, Z2) =
{
h
∣∣ h : Z1 → Z2, k-times continuously differentiable with ﬁnite Ck norm}.
Note L1(Z1, Z2) = L(Z1, Z2) is simply the space of bounded linear operators.
Throughout the manuscript, we use D or Dk to denote differentiations with respect to variables in
the phase space and we will use ∂ for derivatives with respect to time t or other parameters.
Let X be a Banach space and Y a Hilbert space and we consider the system⎧⎨⎩
x˙= Ax+ f (x, y, t, ),
y˙ = J

y + g(x, y, t, ). (2.1)
The following assumptions may look complicated which is only due to our intention to make the
result applicable to PDEs where unbounded operators and different function spaces are involved. For
ODE systems, these assumption would simply be
• J is an anti-symmetric matrix and ( f , g) are smooth functions.
In general, we assume for some constants C0:
(A1) A : X1  D(A) → X , where X1 ⊂ X is endowed with the graph norm | · |X1 , generates a C0-
semigroup et A on X such that |et A | Meωt , t  0, for some M > 0 and ω ∈R.
(A2) J is an anti-self-adjoint operator on Y with domain D( J ) = Y1, endowed with the graph norm
| · |Y1 , which generates a unitary group et J . We further assume | J−1|L(Y ,Y1)  C0.
(A3) For k 1,
(
Di f , Di g
) ∈ C0(X1 × Y1 ×R2, Li(X1 × Y1, X1 × Y1)), 0 i  k,(
Di f , Di g
) ∈ C0(X1 × Y1 ×R2, L((X × Y ) ⊗i−1 (X1 × Y1), X × Y )), 1 i  k,
whose norms are all bounded by C0.
(A4) | · |X ∈ Ck(X\{0},R+), where R+ denotes the set of positive numbers.
(A5) ∂ f ∈ C0(X1 × Y1 × R2, X1), Dx∂ f ∈ C0(X1 × Y1 × R2, L(X1, X1)), Dx∂t f ∈ C0(X1 × Y1 ×
R
2, L(Y1, X)), ∂t g ∈ C0(X1 × Y1 × R2, Y ), D∂t g ∈ C0(X1 × Y1 × R2, L(X1 × Y1, X × Y )) which
are all bounded by C0.
Here the global boundedness are not important as we can always multiply them by a cut-off func-
tion. When unbounded, the linear operators often appear in the form of 	, i	, or
(
0 1
	 0
)
, etc., as
coming from the linearization of PDEs [30]. The nonlinearities usually satisfy the above assumption
on function spaces which are algebras or slightly better.
4128 N. Lu, C. Zeng / J. Differential Equations 250 (2011) 4124–4176Remark 2.1. In fact we can replace J by J () for each small  , then all results in this manuscript still
hold except Propositions 4.12 and 4.15.
Throughout the manuscript, C denotes a generic constant, possibly with subscripts, which may
have different values as in different lines, and it only depends on the quantities involved in (A1)–(A5).
Let C ′ be another generic constant, possibly with subscripts, and the dependence will be speciﬁed in
the context.
When |y|  1, formally from (1.2), we expect the x equation can be approximated by the singular
limit
x˙0 = Ax0 + f (x0,0, t,0). (2.2)
However, in the normally elliptic singular perturbation problems, there is usually not a persistent
slow manifold and we will ﬁrst prove the convergence to (2.2).
Almost invariant slow manifolds. In order to justify this limit, one need to estimate the y equation
in (2.1). One of the key issues is to handle the O (1) driving force g(x,0, t, ) which occurs even at
y = 0. It is very natural to ﬁrst carry out a transformation
y1 = y +  J−1g(x,0, t, ) (2.3)
which yields
y˙1 = J

y1 + g1(x, y, t, ), g1(x, y, t, ) = O () + h(x, y1, t, )y1. (2.4)
At y = 0, the driving force in this equation g1(x,0, t, ) = O (). One may repeat this procedure and
obtain
y˙k = J

yk + O
(
k
)+ O (|yk|).
Therefore this sequence of transformations yields an almost invariant slow manifold, close to {yk = 0},
with an error (to the invariance in the equations) of O (k). While this process increases the accuracy
at the cost of the smoothness of the equation, it would not give an invariant slow manifold and
also, in our general setting, the unbounded operators A and J without other assumptions could bring
other complications. We will work directly with (2.1) in most part of the manuscript. However in
this manuscript, with these transformations in mind, we actually often prove estimates with upper
bounds in terms of g(x,0, t, ), so that they would yield much ﬁner estimates when combined with
a sequence of transformations as in the above. For example, see Lemmas 3.1, 3.3, Proposition 4.12,
Remark 6.6 to see statements of this type.
Theorem 2.2. Assume (A1)–(A3) and (A5). For any t0 ∈ R, let T > 0 and (x(t), y(t)), x0(t) be solutions of
(2.1) and (2.2) on [t0, t0 + T ]. Suppose∣∣x(t0) − x0(t0)∣∣X1 + ∣∣y(t0)∣∣Y1  C1,
there exists a constant C ′ which depends on M,ω, T ,C0,C1 , and |x0(t0)|X1 , such that for any t ∈ [t0, t0 + T ],∣∣x(t) − x0(t)∣∣X1 + ∣∣y(t)∣∣Y1  C ′. (2.5)
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gence of solutions on ﬁnite time interval, we also need the convergence of solutions of the linearized
equations. Linearize (2.1) and we obtain⎧⎨⎩ δ˙x= Aδx+ Dx f (x, y, t, )δx+ Dy f (x, y, t, )δy,˙δy = J

δy + Dxg(x, y, t, )δx+ Dy g(x, y, t, )δy.
(2.6)
Let Φ(t, t0, x, y, ) be the solution map of (2.1). From the above equations assumptions (A1)–(A3),
and the Gronwall inequality, it is clear to see that DΦ is bounded uniformly in  . Higher order
derivatives of Φ in x, y can be estimated in a similar way. In the leading order approximation of (2.6),
we combine the linearized (2.2) and a linearized y equation⎧⎨⎩ δ˙x0 = Aδx0 + Dx f (x0,0, t,0)δx0,˙δy0 = J δy0 + Dy g(x0,0, t,0)δy0. (2.7)
Theorem 2.3. Assume (A1)–(A3) and (A5) for k  2. Let (δx(t), δy(t)) and (δx0(t), δy0(t)) be solutions of
(2.6) and (2.7), respectively. Suppose
∣∣x(t0) − x0(t0)∣∣X1 + ∣∣y(t0)∣∣Y1  C1, (2.8)

(∣∣δx0(t0)∣∣X1 + ∣∣δy0(t0)∣∣Y1)+ ∣∣δx(t0) − δx0(t0)∣∣X + ∣∣δy(t0) − δy0(t0)∣∣Y1  C1. (2.9)
Then there exists a constant C ′ which depends on M,ω, T ,C0,C1, |x(t0)|X1 , such that∣∣δx(t) − δx0(t)∣∣X + ∣∣δy(t) − δy0(t)∣∣Y1  C ′
for all t ∈ [t0, t0 + T ].
We cannot obtain the estimates on |δx(t) − δx0(t)|X1 even if we assume |δx(t0) − δx0(t0)|X1  C1
unless both |δy0(t0)|Y1  C1 . See Lemma 3.3, Remarks 3.4, and 3.5. These theorems will be proved
in Section 3.
To study the local invariant manifolds, suppose (0,0) is always a steady state and the limit systems
is autonomous, i.e.
∂t f (x, y, t,0) = ∂t g(x, y, t,0) = 0, f (0,0, t, ) = g(0,0, t, ) = 0.
We assume linearized (2.2) at 0 has the exponential trichotomy, i.e. there exist closed subspaces Xu,s,c
such that there exist constants a1 <min{a2,0} and a′2 >max{0,a′1} and for t  0,∣∣et(A+ fx(0))∣∣Xs  C1ea1t, ∣∣e−t(A+ fx(0))∣∣Xu  C1e−a′2t,∣∣et(A+ fx(0))∣∣Xc  C1ea′1t, ∣∣e−t(A+ fx(0))∣∣Xc  C1e−a2t .
Moreover, we assume the linearized ﬂow et(
J
 +gy(0)) satisﬁes the same assumption as e−t(A+ fx(0))|Xc
and thus the expanded center space of (2.1) should be Xc ⊕ Y . Along with a few other technical
assumptions, our main results on invariant manifolds and foliations in the phase space X1 × Y1 is:
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(1) There exist smooth invariant stable, unstable, center-stable, center-unstable, and center integral manifolds
of (0,0) which can be written as graphs of smooth mappings from a δ-neighborhood of the corresponding
subspaces to the complements whose norms and δ are independent of  . Moreover their derivatives in t0 ,
the time parameter of integral manifolds, is O () when evaluated in the norm | · |X + | · |Y .
(2) The center-stable and center-unstable manifolds are foliated into the disjoint union of smooth families of
smooth stable and unstable ﬁbers which also written as graphs of mappings whose norms are bounded
independent of  .
(3) The stable and unstable manifolds are O () close to those of (2.2).
(4) The center-stable, center-unstable, and the center manifolds at {y = 0} are O () close to those of (2.2) and
their tangent spaces there are O () close to the direct sum of the unperturbed ones and Y , respectively.
Here by the term an integral manifold, we mean a family of manifold M(t) parameterized by t
so that the solution map of (2.1) starting at initial time t0 and ending at t1 maps M(t0) into M(t1).
They are independent of t if the system is autonomous. The precise statement of these results of the
invariant manifolds are given in Sections 4 and 5.
3. The singular limit system on ﬁnite time intervals
The basic idea to handle the singular terms in the proofs of Theorems 2.2 and 2.3 is to average in
time which appears in the estimate as integration by parts. Instead of (2.2), we consider the following
regular perturbation problem as an initial approximation
x˙∗ = Ax∗ + f (x∗,0, t, ). (3.1)
In the rest of this section, we will use the notation
g∗(x, t) = g(x,0, t, ). (3.2)
Lemma 3.1. Assume (A1)–(A3) and (A5). For any t0 ∈ R, let T > 0 and (x(t), y(t)) and x∗(t) be solutions of
(2.1) and (3.1) on [t0, t0 + T ] such that x(t0) = x∗(t0) and y(t0) = 0. Then there exists a constant C ′ which
depends on M,ω, T ,C0 , and |x∗(t0)|X1 , such that for any t ∈ [t0, t0 + T ],
∣∣x(t) − x∗(t)∣∣X1 + ∣∣y(t)∣∣Y1  C ′(∣∣g∗∣∣C0x C1t (X1×R,Y ) + ∣∣Dxg∗∣∣C0(X1×R,L(X,Y )))
where C0x C
1
t denotes the space of functions C
1 in t and C0 in x.
Proof. By (2.1), (2.2) and variation of parameters formula
(x− x∗)(t) =
t∫
t0
e(t−τ )A
(
f (x, y, τ , ) − f (x∗,0, τ , )
)
dτ ,
y(t) =
t∫
t0
e(t−τ )
J

(
g(x, y, τ , ) − g(x∗,0, τ , ) + g(x∗,0, τ , )
)
dτ . (3.3)
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J
 , we integrate the last terms by parts
t∫
t0
e(t−τ )
J
 g(x∗,0, τ , )dτ = −e(t−τ ) J  J−1g(x∗,0, τ , )|tt0 +
t∫
t0
e(t−τ )
J
  J−1
(
∂t g(x∗,0, τ , )dτ
+ Dxg(x,0, τ , )
(
Ax∗ + f (x∗,0, τ , )
))
dτ ,
where we also use assumption (A3) to ensure the last term on the right-hand side is well deﬁned.
Therefore,
∣∣∣∣∣
t∫
t0
e(t−τ )
J
 g(x∗,0, τ , )dτ
∣∣∣∣∣
Y1
 C ′
(∣∣g∗∣∣C0x C1t (X1×R,Y ) + ∣∣Dxg∗∣∣C0(X1×R,L(X,Y ))),
where C ′ depends on C0 and |x∗|X1 . Consequently,
(|x− x∗|X1 + |y|Y1)(t) C t∫
t0
(|x− x∗|X1 + |y|Y1)(τ )dτ
+ C ′(∣∣g∗∣∣C0x C1t (X1×R,Y ) + ∣∣Dxg∗∣∣C0(X1×R,L(X,Y ))).
Then the desired estimates follow from the Gronwall’s inequality. 
Proof of Theorem 2.2. Let (x1(t), y1(t)) be the solution of (2.1) with the initial values x1(t0) = x(t0)
and y1(t0) = 0 and x∗(t) be the solution of (3.1) such that x∗(t0) = x(t0). On the one hand, from
Lemma 3.1, for any t ∈ [t0, t0 + T ],
|x1 − x∗|X1 + |y1|Y1  C ′.
On the other hand, by using the variation of parameter formula and the Gronwall’s inequality, it is
straight forward to show, for any t ∈ [t0, t0 + T ],
|x− x1|X1 + |y − y1|Y1 + |x∗ − x0|X1  C ′
and thus the theorem follows. 
Remark 3.2. Combining Lemma 3.1 with the iteration of the type of the transformations (2.3), we may
obtain asymptotic expansions of solutions of (2.1) with the leading order term given by solutions of
(3.1) and the error of O (k).
For the linearization, we consider the following as the principle approximation
⎧⎨⎩ δ˙x∗ = Aδx∗ + Dx f (x∗,0, t, )δx∗,˙δy∗ = J δy∗ + Dy g(x∗,0, t, )δy∗. (3.4)
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(δx(t), δy(t)) and (δx∗(t), δy∗(t)) be the solutions of (2.6) and (3.4) respectively such that(
δx(t0), δy(t0)
)= (δx∗(t0), δy∗(t0)) and ∣∣δx(t0)∣∣X1 + ∣∣δy(t0)∣∣Y1  1.
Then there exists a constant C ′ depending on M,ω, T , and C0 , such that for any t ∈ [t0, t0 + T ],∣∣δy(t) − δy∗(t)∣∣Y1  C ′(∣∣g∗∣∣C0x C1t (X1×R,Y ) + ∣∣Dxg∗∣∣C1x C0t (X1×R,L(X,Y ))
+ ∣∣Dx∂t g∗∣∣C0(X1×R,L(X1,Y ))).
Plus, |δx(t) − δx∗(t)|X1  C ′ if |δy∗(t0)|Y1  C1 . Otherwise |δx(t) − δx∗(t)|X  C ′ .
Proof. By standard semigroup theory in Banach space and (A2), we have(∣∣(δx, δy)∣∣+ ∣∣(δx∗, δy∗)∣∣)C0([t0,t0+T ],X1×Y1)  C ′. (3.5)
First we use (2.6) and (3.4) to obtain
δ˙x− δ˙x∗ = A(δx− δx∗) +
(
Dx f (x, y, t, ) − Dx f (x∗,0, t, )
)
δx∗
+ Dx f (x, y, t, )(δx− δx∗) + Dy f (x, y, t, )(δy − δy∗) + Dy f (x, y, t, )δy∗,
˙δy − ˙δy∗ =
(
J

+ Dy g
(
x∗(t),0, t, 
))
(δy − δy∗) + Dxg(x∗,0, t, )δx
+ (Dxg(x, y, t, ) − Dxg(x∗,0, t, ))δx+ (Dy g(x, y, t, ) − Dy g(x∗,0, t, ))δy.
By using assumption (A3) and (2.6), we can write
δ˙x− ˙δx∗ = A(δx− δx∗) + h1(t, ) + Dy f (x, y, t, )δy∗,
˙δy − ˙δy∗ =
(
J

+ Dy g
(
x∗(t),0, t, 
))
(δy − δy∗) + h2(t, ) + Dxg(x∗,0, t, )δx,
where by (3.5),
|h1|X1  C0
(|δx− δx∗|X1 + |δy − δy∗|Y1)+ C ′(|x− x∗|X1 + |y|Y1),
|h1|X  C0
(|δx− δx∗|X + |δy − δy∗|Y )+ C ′(|x− x∗|X1 + |y|Y1),
|h2|Y1  C ′
(|x− x∗|X1 + |y|Y1).
In the rest of the proof, we will simply write
Dy g
∗(t) Dy g∗
(
x∗(t), t
)= Dy g(x∗(t),0, t, )
and similarly for f , g , and gx , etc. By assumptions (A2) and (A3),
J
 + gy generates an evolution
operator E∗(t, s) or E∗(t, s; x∗(s), ) which satisﬁes for t  s,
∂s E(t, s) = −E(t, s)
(
J

+ Dy g∗(s)
)
, |E|L(Y ,Y ) + |E|L(Y1,Y1)  C0eC0(t−s).
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obtain ∣∣∣∣∣
t∫
t0
E(t, τ )Dxg
∗(τ )δx(τ ) dτ
∣∣∣∣∣
Y1
= 
∣∣∣∣∣E(t, t0)( J + Dy g∗(t0))−1Dxg∗(t0)δx(t0)
− ( J + Dy g∗(t))−1Dxg∗(t)δx(t)
+
t∫
t0
E(t, τ )∂τ
((
J + Dy g∗
)−1
Dxg
∗δx
)
dτ
∣∣∣∣∣
Y1
.
From assumptions (A3) and (A5) and Theorem 2.2 and Eqs. (2.6) and (3.5), we obtain
∣∣∣∣∣
t∫
t0
E(t, τ )Dxg
∗(τ )δx(τ )dτ
∣∣∣∣∣
Y1
 C ′
(∣∣Dxg∗∣∣C0(X1×R,L(X,Y ))
+ ∣∣D2x g∗∣∣C0(X1×R,L(X⊗X1,Y )) + ∣∣∂t Dxg∗∣∣C0(X1×R,L(X1,Y ))),
which, along with the variation of parameter formula, the estimate on h2, and the Gronwall inequality,
implies the desired estimate on δy − δy∗ .
When |δ∗(t0)|Y1  C1 , it is clear |δy∗(t)|Y1  C ′ and thus the estimates on δx − δx∗ also easily
follows from the variation of parameter formula, the estimate on h1, and the Gronwall inequality.
Otherwise, to deal with the most trouble term Dy f (x, y, t, )δy∗ in the x equation, we use (3.4) to
write
δy∗(t) =  J−1 ˙δy∗(t) −  J−1gy(t)δy∗(t).
Integrating by parts, we obtain from (A5) and (3.5)
∣∣∣∣∣
t∫
t0
e(t−τ )AD y f (x, y, τ , )δy∗ dτ
∣∣∣∣∣
X
 C ′
(
1+
∣∣∣∣∣
t∫
t0
∂τ
(
e(t−τ )AD y f (x, y, τ , )
)
J−1δy∗ dτ
∣∣∣∣∣
X
)
 C ′
and thus the estimate on δx−δx∗ follows from the variation of parameter formula, the estimate on h1,
and the Gronwall inequality. 
Remark 3.4. If δy∗(t0) = 0, it is clear that |δx− δx∗|X1 satisﬁes the estimate as δy − δy∗ . Without the
assumption |δy∗(t0)|Y1  C1 , we cannot obtain the estimate on |δx− δx0|X1 since in the last step of
integration by parts, there is a term
t∫
t0
Ae(t−τ )AD y f (x, y, τ , ) J−1δy0 dτ ,
which is only in X under current assumptions.
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The estimates on δx∗ − δx0 and δy∗ − δy0 follow from the standard Gronwall inequality, which along
with Lemma 3.3 implies Theorem 2.3. 
Remark 3.5. Following from the same proof, if we assume instead (2.9) by
∣∣δx0(t0)∣∣X1 + ∣∣δy0(t0)∣∣Y1  1, ∣∣δx(t0) − δx0(t0)∣∣X + ∣∣δy(t0) − δy0(t0)∣∣Y  C1.
Then there exists C ′ such that for all t ∈ [t0, t0 + T ],
∣∣δx(t) − δx0(t)∣∣X + ∣∣δy(t) − δy0(t)∣∣Y  C ′.
4. Invariant manifold
In this section, we study the local integral manifold (as the system may be non-autonomous) of a
stationary solution of (2.1), namely, the center-unstable (stable) manifold, unstable (stable) manifold
and, etc., in the framework of the Lyapunov–Perron integral equation. The main point is to obtain
these manifolds of size O (1) and their leading order approximations. Hypotheses (A1)–(A4) will be
assumed and (A5) will be needed in some theorems from Theorem 4.7 as speciﬁed.
4.1. Preliminary
In addition to (A1)–(A4) we assume:
(B1) ∂t f (x, y, t,0) = ∂t g(x, y, t,0) = 0.
(B2) f (0,0, t, ) = g(0,0, t, ) = 0.
(B3) When k = 1, assume (Df , Dg) are equicontinuous functions in x, y and  with respect to t at
x = 0, y = 0,  = 0, i.e. for any s > 0, there exists δ > 0 such that if |x|X1 < δ, |y|Y1 < δ, || < δ,
for any t ∈R,
∣∣Df (x, y, t, ) − Df (0,0, t,0)∣∣L(X1×Y1,X1),L(X×Y ,X) < s,∣∣Dg(x, y, t, ) − Dg(0,0, t,0)∣∣L(X1×Y1,Y1),L(X×Y ,Y ) < s.
We will write
fx,y  Dx,y f (0,0, t,0), gx,y  Dx,y g(0,0, t,0),
which are independent of t .
For (x, y) ∈ X1 × Y1, let
F1(x, y, t, ) = f − fxx− f y y, G1(x, y, t, ) = g − gxx− gy y (4.1)
and λ(r) ∈ C∞c (R) such that
λ(r) =
{
1, r < 13 ,
0, r > 1,
∣∣λ′(r)∣∣ 3.
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F (x, y, t, ) = λ
( |x|X1 + |y|Y1
r
)
F1, G(x, y, t, ) = λ
( |x|X1 + |y|Y1
r
)
G1, (4.2)
then by assumptions (A3), (A5) and (B2), F and G satisfy:
F (0,0, t, ) = G(0,0, t, ) = 0, |F |X1 +
∣∣G(x, y, t, )∣∣Y1  rr,∣∣D(F ,G)∣∣L(X1×Y1) + ∣∣D(F ,G)∣∣L(X×Y )  r, (4.3)
where r = r(r, ) = C˜r with C depending only on C0 and
r˜ = r˜(r, 0) = sup
|x|X1+|y|Y1r
∈[0,0), t∈R
∣∣D(F1,G1)∣∣L(X1×Y1) + ∣∣D(F1,G1)∣∣L(X×Y ). (4.4)
Clearly, (A3) implies limr,0→0 r = 0. Let
A f = A + fx.
Since (2.1) is non-autonomous, in order to construct the local integral manifolds at time t0, we trans-
late the equation by t0 and modify it by cutting off the nonlinearity⎧⎨⎩
x˙(t) = A f x+ f y y + F (x, y, t + t0, ),
y˙(t) =
(
J

+ gy
)
y + gxx+ G(x, y, t + t0, ). (4.5)
Clearly the system is unchanged in the r3 -neighborhood of (0,0) and we will construct its global
integral manifold which can be characterized by the exponential decay as t → ±∞ at a rate close to
that of et A f |Xs,cu . Naturally we need the following weighted continuous function spaces. In general,
given η ∈R and Z a Banach space, let
C±η (Z) =
{
z ∈ C0(R±, Z) ∣∣∣ sup
±t0
e−ηt
∣∣z(t)∣∣Z < +∞}
with norm | · |±η,,Z , where  is a parameter
∣∣z(·)∣∣±
η,,Z
= sup
±t0
e−ηt |z(t)|Z

.
In order to hand the linear terms f y and gx in system (4.5) which are not there in the usual study of
local invariant manifold, we will introduce the following spaces which allow us to average. Let
B±η (ρ) =
{
(x, y) ∈ C±η (X1) × C±η (Y1)
∣∣ ∣∣(x, y)∣∣±
η,
= |x|±η,1,X1 + |y|±η,,Y1 + |x˙|±η,1,X < ρ
}
, (4.6)
where we also use B±η (∞) to denote the corresponding Banach space.
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We start with the center-unstable and stable manifold. Assume the exponential dichotomy of the
linearized system at (0,0):
(B4) There exists a pair of continuous projections (Ps, Pcu) on X , such that Ps + Pcu = I X ,2 clearly
X = Ps X ⊕ Pcu X and
Xs,cu  Ps,cu X are positively invariant under etA f ,
etA f can be extended to a group on Xcu.
(B5) There exist constants a1 < 0 and a1 < a2, such that
∣∣etA f P sx∣∣X  Kea1t |x|X for t  0, x ∈ X,∣∣etA f Pcux∣∣X + ∣∣et( J +gy) y∣∣Y  Kea2t(|x|X + |y|Y ) for t  0, x ∈ X, y ∈ Y .
Remark 4.1. Let Ps X1 = Xs1 and Pcu X1 = Xcu1 , (B4) and (B5) imply et A f and et(
J
 +gy) satisfy the same
estimates with all norms replaced by | · |X1 and | · |Y1 .
Theorem 4.2. Assume hypotheses (A1)–(A4), (B1)–(B5), and there exists η such that η,kη ∈ (a1,a2) then:
(1) There exist r > 0 and 0 > 0 and a mapping hs : Br(0, Xcu1 × Y1) × R× (0, 0) → Br(0, Xs1) such that
the family of graphs Mcu (t0) form a locally invariant center-unstable integral manifold of (0,0) of (2.1).
(2) A backward ﬂow is well deﬁned on the center-unstable manifold.
(3) hs(ξcu, ξy, t0, ) is Ck in ξcu and ξy and continuous in t0 with the norms independent of  .
(4) If we assume hypothesis (A5′) to be introduced before Proposition 4.7, then
∂t0hs(·,·, ) ∈ C0
(
Br
(
0, Xcu1 × Y1
)×R, Xs)
with the norm independent of  .
Similar statements are given in Theorems 4.9, 4.10, and 4.11 for stable, unstable, center-unstable,
and center manifolds. These invariant manifolds are constructed in small, of O (1) though, neighbor-
hoods of 0. Sometimes, we do want to track the invariant manifolds in larger ranges. This can be
achieved by combining the local invariant theorems and Theorems 2.2 and 2.3. See Proposition 4.15.
As in the standard approach, we will work on the global center-unstable manifold of (4.5) which
yields the local center-unstable manifold of (2.1).
For any η ∈ (a1,a2), there exists  > 0 such that for any  ∈ [0, ), there exist r0, 0 > 0 satisfying
that for any  ∈ [0, 0) and r ∈ (0, r0), it holds
σ(η) =min{σ1,σ2(η),σ3(η)}> 0, (4.7)
where
2 Throughout this manuscript, we will use notations I X , IY for identity maps on X , Y , respectively. With slight abuse of
notation, we also use the projections Ps and Pcu to denote their composition with the projection from X × Y to X .
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2
− C20, σ2(η) = 1− 3
(
K
a2 − η +
K
η − a1 + 1
)
(r + C0),
σ3(η) = 1− 3

(
K
a2 − η + K + 1
)(
r + 2C20
)
.
In the rest of this whole section, we always assume (4.7).
Given t0 ∈R, to simplify notation, we write
F (x, y, τ + t0, ) F
(
x(τ ), y(τ ), τ + t0, 
)= F (x, y, τ + t0, ), f y y  f y y(τ )
and such notation also applies to G and g . Let
U (t, ) =
(
etA f 0
0 et(
J
 +gy)
)
,
and for any (x, y) ∈ B−η (ρ) and ξ = (ξcu, ξy) ∈ Xcu1 × Y1,
Tcu(x, y, ξ, t0, )(t) = U (t, )ξ +
t∫
0
U (t − τ , )
(
Pcu(F (x, y, τ + t0, ) + f y y)
G(x, y, τ + t0, ) + gxx
)
dτ
+
t∫
−∞
U (t − τ , )
(
Ps(F (x, y, τ + t0, ) + f y y)
0
)
dτ .
It is standard to verify that (x, y) ∈ B−η (ρ) is a ﬁxed point of T if and only if (x(t), y(t)) is a solution
of (4.5) with (I − Ps)(x, y)(0) = (ξcu, ξy). Thus we focus on the ﬁxed point equation
(x, y) = Tcu(x, y, ξ, t0, ). (4.8)
Lemma 4.3. For any η with a1 < η < a2 and , r, 0 satisfying (4.7), there exists ρ0 depending on
|ξcu |X1 , |ξy |Y1 , K , ,σ (σ deﬁned in (4.7)), such that for any  ∈ [0, 0) and ρ ∈ [ρ0,∞], Tcu deﬁnes a
contraction mapping on B−η (ρ) under the norm | · |−η, .
Proof. To keep the exposition clean, we will skip in most places the parameters ξcu , ξy , t0, and  ,
which are ﬁxed in this lemma. It is easy to obtain from the deﬁnition,
sup
t0
e−ηt
∣∣(Ps + Pcu)Tcu(x, y)(t)∣∣X1
 K |ξcu|X1 +
(
K
a2 − η +
K
η − a1
)(|DF |C0 + | f y|)∣∣(x, y)∣∣−η, .
Since (x, y) ∈ C−η (X1) × C−η (Y1) and A f is a closed operator, one can verify (Ps + Pcu)Tcu(x, y) ∈
C1((−∞,0), X) and
(Ps + Pcu) d
dt
Tcu(x, y)(t) = A f (Ps + Pcu)Tcu(x, y)(t)
+ F (x(t), y(t), t + t0, )+ f y y(t). (4.9)
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sup
t0
e−ηt
∣∣∣∣(Ps + Pcu) ddtTcu(x, y)(t)
∣∣∣∣
X
 K |ξcu|X1 +
(
K
a2 − η +
K
η − a1 + 1
)(|DF |C0 + | f y|)∣∣(x, y)∣∣−η, .
Again, by the deﬁnition of Tcu and integration by parts
(I − Ps − Pcu)Tcu(x, y)(t)
= et( J +gy)ξy +
t∫
0
e(t−τ )(
J
 +gy)G(x, y, τ + t0, )dτ
− e(t−τ )( J+gy)
(
J

+ gy
)−1
gxx
∣∣∣∣t
0
+ 
t∫
0
e(t−τ )( J+gy)
(
J

+ gy
)−1
gxx˙dτ .
Consequently, we obtain
sup
t0
1

e−ηt
∣∣(I − Ps − Pcu)Tcu(x, y)(t)∣∣Y1
 K |ξy|Y1

+
(
K
a2 − η + K + 1
) |DG|C0 + 2| J−1||gx|

∣∣(x, y)∣∣−
η,
.
Using (4.7), clearly, there exists ρ0 > 0 determined by |ξy|Y1 , |ξcu |X1 , K ,  and σ such that for any
ρ ∈ (ρ0,+∞], the above inequalities imply that Tcu maps B−η (ρ) to B−η (ρ).
To prove it is a contraction, we can estimate in a similar fashion
sup
t0
e−ηt
∣∣(Ps + Pcu)(Tcu(x1, y1) − Tcu(x2, y2))(t)∣∣X1

(
K
a2 − η +
K
η − a1
)(|DF |C0 + | f y|)(|x1 − x2|−η,1,X1 + |y1 − y2|−η,,Y1),
sup
t0
e−ηt
∣∣∣∣(Ps + Pcu) ddt (Tcu(x1, y1) − Tcu(x2, y2))(t)
∣∣∣∣
X

(
K
a2 − η +
K
η − a1 + 1
)(|DF |C0 + | f y|)(|x1 − x2|−η,1,X1 + |y1 − y2|−η,,Y1),
sup
t0
e−ηt
∣∣(I − Ps − Pcu)(Tcu(x1, y1) − Tcu(x2, y2))(t)∣∣Y1

(
K
a2 − η + K + 1
) |DG|C0 + 2| J−1||gx|

∣∣(x2 − x1, y2 − y1)∣∣−η, . (4.10)
Therefore, Tcu deﬁnes a contraction mapping on B−η (ρ) under the norm | · |−η, . 
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in the sense that integration by parts often provides an effective way to provide an extra  in the
estimate. We will skip some details.
For any (ξ, t0, ) ∈ Xcu1 × Y1 ×R2, let (x(t), y(t)) be the ﬁxed point of Tcu , and
hs(ξ, t0, ) = Psx(0) =
0∫
−∞
e−τ A f Ps
(
F (x, y, τ + t0, ) + f y y
)
dτ ,
Mcu (t0) =
{
ξ + hs(ξ, t0, )
∣∣ ξ ∈ Xcu1 × Y1}. (4.11)
From the standard argument based on the uniqueness of the contraction, one can show that hs and
the center-unstable manifold Mcu (t0), for any t0 ∈ R are independent of η ∈ (a1,a2). Moreover, the
ﬂow map of (4.5) starting on Mcu (t0) is well deﬁned both forwardly and backwardly in t and, from t1
to t2, it maps Mcu (t0 + t1) to Mcu (t0 + t2).
Remark 4.4. Note since Xcu1 × Y1 = T0Mcu , we cannot prove hs is bounded. See Appendix A. Also, as
usual, Mcu (t0) depends on the cut-off and thus is not unique for (2.1).
Smoothness in ξcu and ξy . Let z(ξ)(t) = (x(t), y(t)) denote the ﬁxed point of T (ξ). From (4.8), for-
mally,
Dξ z(ξ) = (φ,ψ) =
(
I − DzTcu(z, t0, )
)−1
U , (4.12)
where
DzTcu(z, t0)(φ,ψ)(t) =
t∫
0
U (t − τ )
(
Pcu(DF (z, τ + t0)(φ,ψ) + f yψ)
DG(z, τ + t0, )(φ,ψ) + gxφ
)
dτ
+
t∫
−∞
U (t − τ )
(
Ps(DF (z, τ + t0)(φ,ψ) + f yψ)
0
)
dτ
with the parameter  skipped. It is easy to verify that (I − DzTcu(z, t0, ))−1 and thus the right
side of (4.12) are well deﬁned with respect to the same exponential rate η. In order to estimate
z(ξ + ξ ′) − z(ξ) − Dξ z(ξ)ξ ′ , consider(
I − DzTcu(z, t0, )
)(
z
(
ξ + ξ ′)− z(ξ) − Dξ z(ξ)ξ ′)
= z(ξ + ξ ′)− z(ξ) − DzTcu(z, t0, )(z(ξ + ξ ′)− z(ξ))− Uξ ′.
In the above right side the linear terms f y and gx , which do not vanish at (0,0), actually disappear.
Moreover, the evolution operator has a uniform bound though it depends on  . Therefore the exactly
standard argument [10,9] (where no differentiation in t is need which would product 1 ) implies the
C1 smoothness of z(·, t0, ) : Xcu1 × Y1 → B−η′ for any η′ < η. This establish the C1 smoothness of
Mcu (t0) in ξcu and ξy . Similarly, the Ck smoothness of Mcu can be obtained if we assume that there
exists η such that a1 < η, kη < a2.
Dependence on t0. For the smoothness of Mcu in t0, in addition to hypotheses (A1)–(A4) for k = 1
and (B1)–(B3), we assume and
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(D∂∂t f , D∂∂t g) ∈ C0(X1 × Y1 × R2, L(X1 × Y1, X × Y )) Moreover, their norms are bounded
by C0.
Remark 4.5. In fact, the assumptions in (A5′) on D∂t( f , g) and D∂∂t( f , g) are only needed when one
has to work with η > 0. In fact, if η < 0, our next theorem still holds if we only assume ∂t( f , g) ∈
X × Y ∂t∂( f , g) ∈ X × Y .
To avoid dealing with x˙(t) as in the above contraction argument, which may introduce a factor
of 1 , we introduce a slight variation of Tcu which will be somewhat more easily used in the proofs
of the following proposition as no time derivative is directly involved. Given parameters ξ ∈ Xcu1 × Y1,
t0,  , for z = (x, y) ∈ C−η (X1) × C−η (Y1), let
T˜cu(z, t0)(t) = U (t, )ξ +
(
φ(t),ψ(t)
)
, (4.13)
where
φ(t) =
t∫
0
e(t−τ )A f Pcu
(
F (z, τ + t0, ) + f y y
)
dτ
+
t∫
−∞
e(t−τ )A f Ps
(
F (z, τ + t0, ) + f y y
)
dτ
and
ψ(t) =
t∫
0
e(t−τ )(
J
 +gy)G(z, τ + t0, )dτ − ( J + gy)−1
(
gxx(t) + et( J +gy)gxx(0)
)
+ 
t∫
0
( J + gy)−1e(t−τ )( J +gy)gx
(
A f x+ F (z, τ + t0, ) + f y y
)
dτ .
We equip C−η (X1) × C−η (Y1) with the norm
‖z‖1η = sup
t0
e−ηt
(∣∣x(t)∣∣X1 + |y(t)|Y1
)
, (4.14)
and we will also use ‖ · ‖η to denote
‖z‖η = sup
t0
e−ηt
(∣∣x(t)∣∣X + |y(t)|Y
)
.
We denote the balls in these norms by
B˜−′(∞) =
{
z
∣∣ ‖z‖1η′ < ∞}, B−η (∞) = {z ∣∣ ‖z‖η < ∞}. (4.15)η
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it is straight forward to prove that T˜cu is still a contraction on C−η (X1) × C−η (Y1) under the norm
in (4.14). Moreover, its linearization is also a contraction under both of the norms ‖ · ‖1η and ‖ · ‖η .
Namely, for some 0< σ ′ < 1 with a similar form as σ deﬁned in (4.7), we have∥∥T˜cu(z, t0) − T˜cu(z′, t0)∥∥η  (1− σ ′)∥∥z − z′∥∥η, ‖DT˜cuz‖η  (1− σ ′)‖z‖η. (4.16)
By the uniqueness, T˜cu and Tcu have the same ﬁxed point.
Remark 4.6. In the following, we will repeatedly use the fact that z(ξ), the ﬁxed point of T˜cu
and Tcu , belongs to B˜−η (∞) for any η ∈ (a1,a2) as long as (4.7) is satisﬁed.
Since the time derivatives involves unbounded operators A and J , we do not expect Mcu(t0) to
be smooth in t0 in X1 × Y1.
Proposition 4.7. Assume the conditions in Theorem 4.2 for k = 1, then
hs(·,·, ) ∈ C0
(
Xcu1 × Y1 ×R, Xs1
)
.
If we further assume (A5′),
∂t0hs(·,·, ) ∈ C0
(
Xcu1 × Y1 ×R, Xs
)
.
Remark 4.8. If in (A5) and (A5′) we assume the smoothness of ( f , g) : X1 × Y1 ×R2 → X1 × Y1, the
same proof implies that ∂t0hs ∈ Xs1 is continuous. See also Remark 4.17.
Proof. To simplify notations, we will also ignore the  variable in F ,G . We ﬁrst claim
lim
t1→t0
∥∥T˜cu(z, t1) − T˜cu(z, t0)∥∥1η = 0, (4.17)
for any a1 < η < η′ < a2 and z ∈ B˜−η′(∞), where B˜−η′ (∞) = {z|‖z‖1η′ < ∞}. In fact, for any s > 0, we
will show the above quantity is bounded by some Cs when |t1 − t0|  1. Let T2 = log sη′−η . By (A3),
DF (pz(t), t′), DG(pz(t), t′) are uniformly continuous on (p, t, t′) ∈ [0,1]×[T2,0]×[T2+ t0−1, t0+1].
Therefore, there exists s′ > 0 such that if |t1 − t0| < s′ ,∣∣D(F ,G)(pz(t), t + t1)− D(F ,G)(pz(t), t + t0)∣∣L(X1×Y1,X1×Y1) < s
for (p, t) ∈ [0,1] × [T2,0]. Rewrite F (z(t), t + t1) − F (z(t), t + t0) as
F
(
z(t), t + t1
)− F (z(t), t + t0)= F (z(t), t + t1)− F (0, t + t1) − F (z(t), t + t0)+ F (0, t + t0)
=
( 1∫
0
DF
(
pz(t), t + t1
)− DF (pz(t), t + t0)dp)z(t). (4.18)
It follows that for |t1 − t0| < s′ ,∣∣F (z(t), t + t1)− F (z(t), t + t0)∣∣  s∣∣z(t)∣∣ , (4.19)X1 X1×Y1
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into t < T2 and t > T2. On the former, the estimate can be obtained by using (4.19) and the exponen-
tial bound of z and on the latter we only need to notice∣∣(F ,G)(z(τ ))∣∣X1  Cr∣∣z(τ )∣∣X1×Y1  Creητ < Crseη′τ , for τ > T2.
An immediate consequence of (4.17) is
T˜cu ∈ C0
(
B˜−η′(∞) ×R, B˜−η (∞)
)
. (4.20)
In fact, by the same procedure we can also prove the following stronger statements,
DT˜cu ∈ C0
(
B˜−η′(∞) ×R, L
(
B˜−η′(∞), B˜−η (∞)
))
, (4.21)
where a1 < η < η′ < a2 and D is the differentiation with respect to z.
Let zi be the ﬁxed point of T˜cu(·, ti) for i = 0,1. From (4.16) it is easy to see
‖z1 − z0‖1η 
(
1− σ ′)‖z1 − z0‖1η + ∥∥T˜cu(z0, t1) − T˜cu(z0, t0)∥∥1η.
Together with (4.17) and Remark 4.6, it implies
lim
t1→t0
∥∥z(t1) − z(t0)∥∥1η  1σ ′ limt1→t0∥∥Tcu(z0, t1) −Tcu(z0, t0)∥∥1η = 0. (4.22)
From the deﬁnition of hs , we obtain its continuity in t0.
To prove the second part, by our assumptions in (A4) and (A5′) involving X and Y , one may also
prove
DT˜cu ∈ C0
(
B˜−η′(∞) ×R, L
(
B−η′(∞), B−η (∞)
))
, (4.23)
∂t0T˜cu ∈ C0
(
B˜−η′(∞) ×R, B−η (∞)
)
, (4.24)
where B−η (∞) = {z|‖z‖η < ∞}.
Since (B2) implies F (0, t) = G(0, t) = 0, we write
F (z0, t + t1) − F (z0, t + t0) − ∂t0 F (z0, t + t0)(t1 − t0)
= (t1 − t0)
( 1∫
0
1∫
0
D∂t0 F
(
qz0, t + pt1 + (1− p)t0
)− D∂t F (qz0, t + t0)dqdp)(z0(t)). (4.25)
Assumptions (A5′), (4.25), and a similar estimate for G yield ‖∂t0T˜cu(z)‖η  C ′‖z‖1η , which implies,
for any z ∈ B˜−η′(∞), ∥∥T˜cu(z, t1) − T˜cu(z, t0)∥∥η  C ′|t1 − t0|‖z‖1η, (4.26)
where C ′ depends on C,a1,a2, η. Since
z1 − z0 = T˜cu(z1, t0) − T˜cu(z0, t0) + T˜cu(z1, t1) − T˜cu(z1, t0), (4.27)
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‖z1 − z0‖η  C
′
σ ′
‖z1‖1η|t1 − t0|. (4.28)
We continue to write z1 − z0 as
z1 − z0 = ∂t0T˜cu(z0, t0)(t1 − t0) + DT˜cu(z0, t0)(z1 − z0) + R1 + R2, (4.29)
where
R1 = T˜cu(z1, t1) − T˜cu(z1, t0) − ∂t0T˜cu(z0, t0)(t1 − t0),
R2 = T˜cu(z1, t0) − T˜cu(z0, t0) − DT˜cu(z0, t0)(z1 − z0).
By (4.22) and (4.24),
‖R1‖η = |t1 − t0|
∥∥∥∥∥
1∫
0
∂t0T˜cu
(
z1, pt1 + (1− p)t0
)− ∂t0T˜cu(z0, t0)dp
∥∥∥∥∥
η
= o(|t1 − t0|).
Using (4.23), we have ‖R2‖η = o(‖z1 − z0‖η) = o(|t1 − t0|). Therefore, by (4.29),
∂t0 z0 =
(
I − DT˜cu(z0, t0)
)−1
∂t0T˜cu(z0, t0) (4.30)
and we obtain ∂t0hs(·,·, ) ∈ C0(Xcu1 × Y1 ×R, Xs). 
Since the cut-off function does not change the system in a neighborhood of radius r3 and r is taken
independent of  , we obtain Theorem 4.2.
From the exponential dichotomy, we can also construct the stable integral manifold. For ξs ∈ Xs1
and (x, y) ∈ B+η (∞), deﬁne
Ts(x, y, ξs, t0, )(t) = U (t, )ξs +
t∫
0
U (t − τ , )
(
Ps(F1(x, y, τ + t0, ) + f y y)
0
)
dτ
+
t∫
+∞
U (t − τ , )
(
Pcu(F1(x, y, τ + t0, ) + f y y)
G1(x, y, τ + t0, ) + gxx
)
dτ , (4.31)
where F1,G1 are introduced in (4.1). One may note that F1 and G1 are not cut off in Ts as op-
posed in the construction of the center-unstable integral manifold. This rather standard practice is
due to the fact a1 < 0 and thus the local information near the steady state along is suﬃcient to de-
termine the unique stable integral manifolds where the solutions decay exponentially. Following the
same proof as in Lemma 4.3, one can prove that if (4.7) is satisﬁed, Ts deﬁnes a contraction on
B+η (ρ), where ρ is suﬃciently small but independent of   1, under the norm | · |+η, given in (4.6).
Therefore:
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(1) There exist r > 0 and 0 > 0 and a unique mapping hcu : Br(0, Xs1) × R × (0, 0) → Br(0, Xcu1 × Y1)
such that the family of graphs Ms(t0) form the locally invariant stable integral manifold of (0,0) of (2.1).
(2) Solutions are on Ms if and only if they decay with exponential rate η as t → +∞.
(3) hcu(ξs, t0, ) is Ck in ξs and continuous in t0 with the norms independent of  .
(4) If we assume hypothesis (A5′), then
∂t0hcu(·,·, ) ∈ C0
(
Br
(
0, Xs1
)×R, Xcu × Y )
with the norm independent of  .
In the following, we will give the hypotheses on center-stable and unstable integral manifold.
(C1) There exists a pair of continuous projections (Pcs, Pu) on X , such that Pcs + Pu = I X and Xcs,u 
Pcs,u X are positively invariant under et A f .
(C2) There exist constants a′2 > 0, and a′1 < a′2,
∣∣etA f Pcsx∣∣X + ∣∣et( J +gy) y∣∣Y  Kea′1t(|x|X + |y|Y ) for t  0, x ∈ X, y ∈ Y ,∣∣etA f Pux∣∣X  Kea′2t |x|X for t  0, x ∈ X .
As in Remark 4.1, et A f and et(
J
 +gy) satisfy the same estimates with norms replaced by | · |X1 and| · |Y1 . Let Pcs X1 = Xcs1 and Pu X1 = Xu1 . By the same proof:
Theorem 4.10. Assume (A1)–(A4), (B1)–(B3), (C1)–(C2), and there exists η such that η,kη ∈ (a′1,a′2) then:
(1) There exist r > 0 and 0 > 0 and mappings
hcs : Br
(
0, Xu1
)×R× (0, 0) → Br(0, Xcs1 × Y1),
hu : Br
(
0, Xcs1 × Y1
)×R× (0, 0) → Br(0, Xu1 )
such that the two families of graphs Mu (t0) and Mcs (t0) form locally invariant unstable and center-
stable integral manifolds of (0,0) of (2.1).
(2) A backward ﬂow is well deﬁned on Mu and solutions are on Mu if and only if they decaywith exponential
rate η as t → −∞.
(3) hcs(ξu, t0, ) is Ck in ξu and hu(ξs, ξy, t0, ) is Ck in ξs and ξy and both are continuous in t0 with the
norms independent of  .
(4) If we assume hypothesis (A5′), then
∂t0hcs(·, ) ∈ C0
(
Br
(
0, Xu1
)×R, Xcs × Y ), ∂t0hu(·, ) ∈ C0(Br(0, Xs1 × Y1)×R, Xu)
with the norms independent of  .
Let Xc1 = Xcu1 ∩ Xcs1 = (I X − Ps − Pu)X1  Pc X1. By taking the intersection of Mcu and Mcs , we can
obtain a center manifold in the standard way.
Theorem 4.11. Assume (A1)–(A4), (B1)–(B5), (C1)–(C2), and there exists η± such that η+,kη+ ∈ (a′1,a′2)
and η−,kη− ∈ (a1,a2) then:
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Ψ = (Ψs,Ψu) : Br
(
0, Xc1 × Y1
)×R× (0, 0) → Br(0, Xs1 × Xu1 )
such that the family of graphs Mc(t0) form a locally invariant center integral manifolds of (0,0) of (2.1).
(2) A backward ﬂow is well deﬁned on Mc .
(3) Ψ (ξc, ξy, t0, ) is Ck in ξc and ξy and is continuous in t0 with the norms independent of  .
(4) If we assume hypothesis (A5′), then
∂t0Ψ (·, ) ∈ C0
(
Br
(
0, Xc1 × Y1
)×R, Xs × Xu1 )
with the norms independent of  .
4.3. Asymptotic estimates of invariant manifolds
In Theorems 2.2 and 2.3, we have demonstrated that (2.2) can be viewed as the singular limit of
(2.1) as  → 0. Therefore, one may expect the perturbed invariant manifolds should be close to the
unperturbed ones. In this subsection, we will give the leading order approximation of the invariant
manifolds.
In this subsection, we will use the notation
F ∗ (x, t) = F (x,0, t, ), G∗(x, t) = G(x,0, t, ). (4.32)
Instead of (2.1) directly, we ﬁrst consider compare (4.5) with the following regular perturbation prob-
lem
x˙∗ = A f x∗ + F ∗ (x∗, t + t0), (4.33)
where we also included the dependence of F on  . Under assumptions in Theorem 4.2, x∗ ≡ 0 is a
steady solution and it has local integral manifolds. In fact, for ξcu ∈ Xcu1 and x ∈ C−η (X1), let
T˜∗(x)(t) = etA f ξcu +
t∫
0
e(t−τ )A f Pcu F ∗
(
x(τ ), τ + t0
)
dτ
+
t∫
−∞
e(t−τ )A f Ps F ∗
(
x(τ ), τ + t0
)
dτ . (4.34)
By the exponential dichotomy (B5), T˜∗ is a contraction on C−η (X1). For ξcu ∈ Xcu1 , let x∗(t) be the
ﬁxed point of T˜∗ . Deﬁne
h∗s (ξcu, t0, ) = Psx∗(0) =
0∫
−∞
e−τ A f Ps F ∗
(
x∗(τ ), τ + t0
)
dτ ,
Mcu∗ (t0) =
{
ξcu + h∗s (ξcu, t0, )
∣∣ ξcu ∈ Xcu1 },
which is the center-unstable manifold of (4.33).
4146 N. Lu, C. Zeng / J. Differential Equations 250 (2011) 4124–4176Proposition 4.12. Assume the hypotheses in Theorem 4.2, (A5) and (A5′), then∣∣hs(ξcu,0, t0, ) − h∗s (ξcu, t0, )∣∣X1  C ′(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y ))
where hs is deﬁned in (4.11). If k 2, we also have∣∣Dξyhs(ξcu,0, t0, )∣∣L(Y1,Xs)  C ′,∣∣Dξcuhs(ξcu,0, t0, ) − Dξcuh∗s (ξcu, t0, )∣∣L(Xcu1 ,Xs1)
 C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0t C1x (X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y ))
where C ′ depends on C0, K ,a1,a2 , and |ξcu |X1 and the norm C0t C1x means C0 in t and C1 in x ∈ X1 .
The reason the estimate on Dξy hs is only in Y is similar to that for Lemma 3.3.
Remark 4.13. The exactly same estimates in this subsection also hold for the center, center-stable,
stable, and unstable manifolds except for the latter two, there is no Dξy involved.
Remark 4.14. The reason we include some these terms in the above upper bound goes back to trans-
formation (2.3). Conceptually, with certain (mild) assumptions on A and J , one may carry out a
sequence of transformations in the form of (2.3) to make gx = 0 and G(x,0, t,0) = O (k−1) when
measured in appropriate norms. Therefore the above estimates immediately implies that the integral
manifolds of (4.33) are approximations of those of (4.5) at {y = 0} with an error of O (k). Since (4.33)
is a regular perturbation problems of (2.2), one may compute the Taylor expansions of the integral
manifolds of (4.33) up to the order O (k−1) and thus they also serve as the leading order expansions
of the integral manifolds of (4.5) at {y = 0}.
Proof. We will denote P X and PY the projection to X and Y . Let (x, y) be the ﬁxed point of T˜cu
with parameters ξcu and ξy = 0 and x∗ be the ﬁxed point of T˜∗ with the parameter ξcu . In the rest
of the proof, we will use T˜cu(x, y, ) to denote T˜cu(z, t0), which is introduced in (4.13). From (4.16),∥∥(x− x∗, y)∥∥1η  ∥∥T˜cu(x, y) − T˜cu(x∗,0)∥∥1η + ∥∥T˜cu(x∗,0) − T˜∗(x∗)∥∥1η

(
1− σ ′)∥∥(x− x∗, y)∥∥1η + ∥∥T˜cu(x∗,0) − T˜∗(x0)∥∥1η,
which implies
∥∥(x− x∗, y)∥∥1η  1σ ′ ∥∥T˜cu(x∗,0) − T˜∗(x∗)∥∥1η.
From the deﬁnitions of T˜cu and T˜∗ , one may compute by integrating by parts(
T˜cu(x∗,0) − T˜∗(x∗)
)
(t) = PY T˜cu(x∗,0)(t)
= ( J + gy)−1
( t∫
0
e(t−τ )(
J
 +gy)(∂tG∗ + (gx + DxG∗)(A f x∗ + F ∗ ))dτ
+ et( J +gy)(gxx∗(0) + G∗(x∗(0), t0))− (gxx∗(t) + G∗(x∗(t), t0 + t))
)
,
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(B2), we immediately obtain∥∥(x− x∗, y)∥∥1η  C ′(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y )), (4.35)
where we need |∂tG∗|C0t C1x to bound ∂tG∗ by |∂t DG∗||x| and |x| provides the necessary decay in t .
Consequently the estimate on hs − h∗s follows.
To prove the second part, choose η such that a1 < η,2η < s2. Let (φ(t),ψ(t)) be the derivative
of (x(t), y(t)) with respect to ξcu at (ξcu,0) and φ∗(t) be the derivative of x∗(t) with respect to ξcu ,
so we have (
φ,ψ
)= DT˜cu(x, y)(φ,ψ)+ etA f , φ∗ = DT˜∗(x∗)(φ∗)+ etA f . (4.36)
As in Theorem 4.2, it is easy to show ‖φ∗‖L(Xcu1 ,C−iη(X1)) is bounded uniformly in  for i = 1,2. By
(4.36), ∣∣(φ − φ∗,ψ)∣∣L(Xcu1 ,B˜−2η(∞))  ∣∣DT˜cu(x, y)(φ − φ∗,ψ)∣∣L(Xcu1 ,B˜−2η(∞))
+ ∣∣(DT˜cu(x, y) − DT˜cu(x∗,0))(φ∗,0)∣∣L(Xcu1 ,B˜−2η(∞))
+ ∣∣DT˜cu(x∗,0)(φ∗,0)− DT˜∗(x∗)φ∗∣∣L(Xcu1 ,B˜−2η(∞)). (4.37)
In the ﬁrst term on the right side, DT˜cu(x, y) is bounded by 1− σ ′ according to (4.16). Using (4.35)
and the fact that F and G are C2, we obtain through straight forward computation∣∣(DT˜cu(x, y) − DT˜cu(x∗,0))(φ∗,0)∣∣L(Xcu1 ,B˜−2η(∞))
 C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y )). (4.38)
For the last term in (4.37), one may calculate
DT˜cu(x∗,0)
(
φ∗,0
)− DT˜∗(x∗)φ∗
= PY DT˜cu(x∗,0)
(
φ∗,0
)
= ( J + gy)−1
( t∫
0
e(t−τ )(
J
 +gy)(Dx∂tG∗ + D2xG∗(A f x∗ + F ∗)
+ (gx + DxG∗)(A f + DxF ∗ ))φ∗ dτ + et( J +gy)(gx + DxG∗(x∗(0), t0))φ∗(0)
− (gx + DxG∗(x∗(t), t0 + t))φ∗(t)
)
,
where F ∗ , Dx∂tG∗ , D2xG∗ , and DxF ∗ in the above integral are evaluated at (x∗(τ ), t0 + τ ). Along with
(4.16), (4.37), and (4.38), it implies∣∣(φ − φ∗,ψ)∣∣L(Xcu1 ,B˜−2η(∞))  C ′(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0t C1x (X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y ))
and thus the estimates on Dξcu hs − Dξcu h∗s .
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respect to ξy at ξy = 0. Using (4.16) and (4.35), it is straight forward to show that, at ξy = 0,
|y|C−
η′ (Y1)
 C ′,
∣∣(φ,ψ)∣∣L(Y1,B˜−η′ (∞))  C ′, (4.39)
where η′ can be taken in a compact subinterval of (a1,a2). Clearly
φ = P X
(
DxT˜cu(x, y)φ
 + DyT˜cu(x, y)ψ
)
.
Like T˜∗ , one can show P X DxT˜cu(x, y) is a linear contraction on C−η (X). Therefore
∣∣φ∣∣L(Y1,C−2η(X))  C ′∣∣P X D yT˜∗(x, y)ψ ∣∣L(Y1,C−2η(X)). (4.40)
To estimate the right side, we notice that ψ satisﬁes
ψt (t) =
(
J

+ gy + DyG(x, y, t + t0, )
)
ψ(t) + (DxG(x, y, t + t0, ) + gx)φ(t),
which can be rewritten as
ψ =  J−1ψt −  J−1
(
(gy + DyG)ψ + (DxG + gx)φ
)
.
Substitute this identity into (4.40) and use (4.39), we obtain
∣∣φ∣∣L(Y1,C−2η(X))  C ′(1+ ∣∣P X D yT˜∗(x, y) J−1ψt ∣∣L(Y1,C−2η(X)))
 C ′
(
1+ sup
t0
e−2ηt
∣∣∣∣∣
( t∫
0
Pcu +
t∫
−∞
Ps
)
e(t−τ )A f
(
Dy F (x, y, τ + t0, ) + f y
)
× J−1ψt dτ
∣∣∣∣∣
L(Y1,Xcu)
)
.
Integrating by parts and using (4.39) to control y˙, we obtain the desired estimates. The estimates
cannot be improved to the norm Xs1 as A is produced in the integration by parts. 
To consider invariant manifolds in larger ranges, let Φ(T , t0, z, ) and Φ∗(T , t0, x, ) be solutions
of (4.5) and (4.33) from time 0 to T − t0 (so from time t0 to T for (2.1) and (3.1)) with Φ(t0, t0, z, ) =
z = (x, y) and Φ∗(t0, t0, x, )x. We will skip writing t0 and  in Φ and Φ∗ in the next proposition as
it would not be altered. Combining Lemmas 3.1, 3.3, Remarks 3.4, 3.5, and Proposition 4.12, we obtain
in a straight forward manner.
Proposition 4.15. If the hypotheses in Theorem 4.2, (A5) and (A5′) hold for k = 2, then there exists C ′ which
depends on C, K , η,a1,a2, r, , |T − t0|, |ξcu|X1 such that
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 C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0(X1×R,Y )),∣∣Dξcu (Φ(T , ξcu + hs(ξcu,0)))− Dξcu (Φ∗(T , ξcu + h∗s (ξcu)))∣∣L(Xcu1 ,X1×Y1)
+ ∣∣PY (Dξy (Φ(T , ξcu + ξy + hs(ξcu, ξy)))− E(T , ξcu + h∗s (ξcu)))∣∣ξy=0∣∣L(Y1,Y1)
 C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0t C1x (X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y )),∣∣P X(Dξy (Φ(T , ξcu + ξy + hs(ξcu, ξy))))∣∣ξy=0∣∣L(Y1,X)  C ′
where E(T , t0, ξcu+h∗s (ξcu), ) is the evolution operator generated by J +Dy g∗(Φ∗(t, ξcu+h∗s (ξcu)), t)with
initial time t0 and terminal time T and P X , PY denote the projection from X × Y to X and Y , respectively.
See Remark 4.14 for the explanation why the above upper bounds are taken in such a tedious
form. Also, the reason P X DξyΦ is estimated only in X is Lemma 3.3.
Since the system is autonomous when  = 0, we also expect the derivatives of the integral mani-
folds in t0 is of order O (). This will be used in studying homoclinic orbits.
Proposition 4.16. Assume the same condition as in Proposition 4.7 for k = 2 and |ξy|Y1  C1 , then
∣∣∂t0hs(ξcu, ξy, ·, )∣∣C0(R,Xs)  C ′,
where C ′ depends on C1, |ξcu |X1 and constants in assumptions.
Remark 4.17. If in (A5) and (A5′) we assume the smoothness of ( f , g) : X1 × Y1 ×R2 → X1 × Y1, the
same proof implies ∂t0hs ∈ Xs1 is of O (). See also Remark 4.8.
Proof. Let z0 = (x0, y0) be the ﬁxed point of T˜cu(·, t0) and (φ,ψ) = (∂t0x0, ∂t0 y0). From (4.30), we
only need to estimate ∂t0T˜cu(z0, t0). Notice, from assumptions (B1) and (B2),
Ft(z, t, ) = 
1∫
0
Ft(z, t, τ1)dτ1 = 
1∫
0
1∫
0
DFt(τ2z, t, τ1)zdτ2 dτ1
and similar estimate holds for G . These estimates immediately implies
∥∥∂t0T˜cu(z0, t0)∥∥2η  C ′‖z0‖12η
and the thus the proposition follows. 
5. Invariant foliation
With the Ck center-stable (center-unstable) integral manifolds constructed in the previous section,
we will give the sketch of the construction of the stable (unstable) ﬁbres inside the center-stable
(center-unstable) manifold under the same assumptions in this section. We will use the stable ﬁbres
as an illustration and similar construction also works for unstable ﬁbers.
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(at t = 0) on the center manifold
ξ = ξcy + Ψs(ξcy, t0, ) + Ψu(ξcy, t0, ). (5.1)
The solution stays on Mc(t) and satisﬁes
(
x(t)
y(t)
)
= U (t, )ξ +
t∫
0
U (t − τ , )
(
F (x, y, τ + t0, ) + f y y
G(x, y, τ + t0, ) + gxx
)
dτ . (5.2)
To simplify our notation, for ( x˜, y˜) ∈ X1 × Y1, we write
F˜ ( x˜, y˜, ξcy, t, ) = F
(
x(ξcy)(t) + x˜, y(ξcy)(t) + y˜, t + t0, 
)
− F (x(ξcy)(t), y(ξcy)(t), t + t0, )
or very often in short as F˜ ( x˜, y˜, ξcy). Such notation also applies to G .
For each triple (ξs, ξc, ξy) ∈ Xs1 × Xc1 × Y1 and a1 < η < a2, it is the standard knowledge that
(x(t), y(t)) is a solution of (4.5) satisfying
Ps
(
x(0) − x(ξcu)(0)
)= ξs and ( x˜, y˜) (x, y) − (x(ξcy), y(ξcy)) ∈ B+η (∞),
where B+η (∞) was deﬁned in (4.6), if and only if ( x˜(·), y˜(·)) is a ﬁxed point of
Gs(ξs, ξcy, t0, )( x˜, y˜)(t) U (t, )ξs +
t∫
0
U (t − τ , )
(
Ps( F˜ ( x˜, y˜, ξcy) + f y y˜)
0
)
dτ
+
t∫
+∞
U (t − τ , )
(
Pcu( F˜ ( x˜, y˜, ξcy) + f y y˜)
G˜( x˜, y˜, ξcy) + gx˜x
)
dτ . (5.3)
One ﬁrst notices that, for ﬁxed ξcy , Gs has the same form as Ts with only an additional parame-
ter ξcy . Moreover, by (4.8)
F˜ (0,0, ξcy, ) = G˜(0,0, ξcy, ) = 0, |D F˜ |C0 = |DF |C0  r, |DG˜|C0 = |DG|C0  r,
where D is the differentiation with respect to (˜x, y˜) or (x, y). Through exactly the same procedure
as in Section 4, we obtain that Gs deﬁnes a contraction on B+η (∞) under the norm | · |+η, deﬁned
in (4.6). Clearly, if ξs = 0, ( x˜, y˜) = (0,0) is the unique ﬁxed point of (5.3). Moreover, in the study of
the Ck smoothness of the ﬁxed point ( x˜, y˜) with respect to ξs , the linear terms f y and gx , which are
not small, disappear again. The evolution operator U has a uniform bound though it depends on  .
Therefore the exactly standard argument in regular perturbations [9] (where no differentiation in t is
need which would product 1 ) applies and yield the smoothness of ( x˜, y˜) ∈ B+η (∞) in ξs . Therefore,
by ﬁxing  small and then choosing r and  suﬃciently small accordingly, we obtain the following
theorem:
Theorem 5.1. Assume (A1)–(A4), (B1)–(B5), (C1), and (C2). If there exists η < 0 with a1 < kη < η < a2 , then
for each triple (ξs, ξc, ξy) ∈ Xs1 × Xc1 × Y1 , (5.3) has a unique ﬁxed point ( x˜, y˜) ∈ B+η (∞) such that:0
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(ii) (D jξs x˜, D
j
ξs
y˜) ∈ C0(Xs1 × Xc1 × Y1, B+jη0 (∞)), where j = 1, . . . ,k.
Let ( x˜, y˜) be the ﬁxed point of (5.3) corresponding to ξs and ξcy , we deﬁne
σcu(ξs, ξcy, t0) = ξ +
(˜
x(0), y˜(0)
)
, W s(ξcy, t0) =
{
σcu(ξs, ξcy, t0)
∣∣ ξs ∈ Xs1} (5.4)
where ξ is given in (5.1). Usually W s(ξcy, t0) is called the stable ﬁber based at ξ .
Remark 5.2. Clearly, ( x˜+ x, y˜ + y)(0) ∈ Mcs (t0), where (x, y) is the solution of (5.2) with parameters
(ξc, ξy, t0) and thus W s(ξcy, t0) ⊂ Mcs (t).
To study the smooth of W s(ξcy, t0) with respect to ξcy , for a positive integer k 2, deﬁne
Λk =
{(
η,η′
) ∈R2 ∣∣ a1 < kη < η <min{0,a2}, a′1 < jη′ < a′2,
a1 < η + jη′ < a2, j = 1,2, . . . ,k − 1
}
. (5.5)
Theorem 5.3. For k  2, assume (A1)–(A4), (B1)–(B5), (C1)–(C2), and Λk is nonempty. For any compact
subset Σ of Λk, by ﬁxing  small and then choosing r and  suﬃciently small accordingly, then for any
(η,η′) ∈ Σ , (5.3) has a unique ﬁxed point ( x˜, y˜) ∈ B+η (∞) such that
(i) (D jξcy x˜, D
j
ξcy
y˜) ∈ C0(Xs1 × Xc1 × Y1, B+η+ jη′ (∞)),
(ii) (Dm− jξs D
j
ξcy
x˜, Dm− jξs D
j
ξcy
y˜) ∈ C0(Xs1 × Xc1 × Y1, B+(m− j)η+ jη′ (∞)),
where m = 2, . . . ,k, j = 1, . . . ,m− 1.
Our spectral gap assumption on Λk is essentially the same as in [9] and the proof of the theorem
again follows from the same procedure which is based on the deﬁnition of the Frechet derivatives.
One may notice that σcu was only proved to belong to C
k−1− j
ξs
C jξc , while we have it in C
k− j
ξs
C jξcy if
j < k. In fact, it is easy to verify that the same proof works to yields our above slightly stronger
version. For details see [27].
Finally, a natural issue is the asymptotic estimates of the stable ﬁbers as  → 0. As in Section 4,
we use Eq. (4.33) as the approximation of (4.5) in the slow direction and keep the same notations
as in (4.32). Given any ξc ∈ Xc1, let ξ∗ = ξc + (Ψ ∗s + Ψ ∗u )(ξc) ∈ Mc∗ , where we recall that Mc∗ is the
center manifold of (4.33), Ψ ∗s ,Ψ ∗u are independent of t0, and x∗(ξc)(t) be the solution on Mc∗ such
that x∗(ξc)(0) = ξ∗ . Let x˜∗(t) satisfy
x˜∗(t) = etA f ξs +
( t∫
0
e(t−τ )A f Ps +
t∫
+∞
e(t−τ )A f Pcu
)
F˜ ∗
(˜
x∗(τ ), ξc, τ
)
dτ ,
where
F˜ ∗ ( x˜, ξc, t) F ∗
(˜
x+ x∗(ξc), t + t0
)− F ∗ (x∗(ξc), t + t0).
Therefore, ( x˜∗ + x∗(ξc))(t) is the solution of the unperturbed ﬁbre starting at the based point ξ∗ with
height ξs such that
4152 N. Lu, C. Zeng / J. Differential Equations 250 (2011) 4124–4176( x˜∗ + x∗)(0) = ξs + (I − Pu)ξ∗ + h∗u
(
ξs + (I − Pu)ξ∗, 
)
 σ ∗cu(ξs, ξc, )
where h∗u : Xc1 × Xs1 ×R→ Xu1 is the deﬁning function of the center-stable manifold of (4.33).
Theorem 5.4. For k = 2, assume (A1)–(A5), (B1)–(B5), (C1)–(C2), and Λ2 in (5.5) is nonempty. For ξy = 0
and the above given ξc , we have ∣∣σcu(ξs, ξc) − σ ∗cu(ξs, ξc)∣∣X1×Y1  C ′,
where C ′ depends on K , a1 , a′1 , a′2 , η, η′ , r,  , |ξc |X1 , and |ξs|X1 . Moreover, if k  3 and|∂tG|C0t,C2x,y(X1×Y1×R2,Y )  C0 , then∣∣σcu(ξs, ξc) − σ ∗cu(ξs, ξc)∣∣X1×Y1
 C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y )).
We will write ξc instead of ξcy as we only consider the case ξy = 0 in this theorem.
Proof. By (5.3) and the deﬁnition of G˜
y˜(t) = I1(t) + I2(t)
t∫
+∞
e(t−τ )(
J
 +gy)(G˜ (˜x, y˜, ξc, ) − G˜( x˜,0, ξc, ))dτ
+
t∫
+∞
e(t−τ )(
J
 +gy)(G˜( x˜,0, ξc, ) + gx˜x)dτ . (5.6)
Since |D( x˜,˜y)G˜|C0 = |D(x,y)G|C0  r and a1 < η < η + η′ < a2,
sup
t0
1

e−(η+η′)t
∣∣I1(t)∣∣Y1  Krη + η′ − a1 |˜y|η+η′,,Y1 . (5.7)
To estimate I2(t), we integrate by parts to obtain
I2(t) = ( J + gy)−1
(
−(gx˜x(t) + G˜ (˜x(t),0, ξc, t, ))
+
t∫
+∞
e(t−τ )(
J
 +gy)[(gx + DxG(x(ξc) + x˜, y(ξc), τ + t0, )) ˙˜x+ ∂t G˜ (˜x,0, ξc, τ , )
+ (DG(x(ξc) + x˜, y(ξc), τ + t0, )− DG(x(ξc), y(ξc), τ + t0, ))(x˙(ξc), y˙(ξc))]dτ),
where x˜, (x(ξc), y(ξc)), and their time derivatives in the above integral are all evaluated at τ . Using
the differential equations satisﬁed by x˙(ξc) and ˙˜x, it is easy to show∣∣x˙(ξc)∣∣+′ + |˙˜x|+ ′  C ′. (5.8)η ,1,X η+η ,1,X
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∣∣ y˙(ξc)∣∣η′,1,Y  C ′ ∣∣y(ξc)∣∣+η′,1,X1 + (|g|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,Y ))∣∣x(ξc)∣∣+η′,1,X1
 C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y )), (5.9)
where C ′ depends on K ,a′1, η′, r, , |ξc|X1 . Using (5.8), the bound on DG˜ , the estimates on |˜x|η,1,X1
and |˜x|η+η′,1,X1 from Theorem 5.1, assumptions for k = 2, it is straight forward to see |I2|η+η′,,Y1 
C ′ and along with (5.7), we have |˜y|η+η′,,Y1  C ′ .
In order to obtain a more careful estimate in terms of gx and G∗ when k  3 and assuming the
extra assumption on ∂tG , skipping t and  , we rewrite
DxG
(
x(ξc) + x˜, y(ξc)
)= DxG∗(x(ξc) + x˜)+ 1∫
0
DxyG
(
x(ξc) + x˜, sy(ξc)
)
dsy(ξc).
Similarly, rewrite G˜( x˜,0, ξc) (as well as ∂t G˜ and DG(x(ξc) + x˜, . . .) − DG(x(ξc), . . .))
G˜( x˜,0, ξc) = G
(
x(ξc) + x˜, y(ξc)
)− G(x(ξc), y(ξc))= 1∫
0
DxG
∗(x+ s˜x)ds x˜
+
1∫
0
1∫
0
D2G
(
x(ξc) + s1˜x, s2 y(ξc)
)
ds1 ds2
(
( x˜,0),
(
0, y(ξc)
))
.
Therefore, in the estimate of I2, each term either directly has a factor gx or G∗ or indirectly from
y(ξc) and (4.35) which implies
|˜y|η+η′,,Y1  C ′
(|gx|L(X,Y ) + ∣∣DxG∗∣∣C0(X1×R,L(X,Y )) + ∣∣∂tG∗∣∣C0t C1x (X1×R,Y )).
Using integral equations of x˜(t) and x˜∗(t), we have
x˜(t) − x˜∗(t) =
( t∫
0
Ps +
t∫
+∞
Pcu
)
e(t−τ )A f
(
F˜ ( x˜, y˜, ξc, ) − F˜ ∗ ( x˜∗, ξc) + f y y˜
)
dτ .
We can write, skipping τ + t0 and  ,
F˜ ( x˜, y˜, ξc, ) − F˜ ∗ ( x˜∗, ξc)
= F (x(ξc) + x˜, y(ξc) + y˜)− F (x(ξc), y(ξc))− F (x∗(ξc) + x˜∗,0)+ F (x∗(ξc,0))
=
1∫
0
DF
(
x(ξc) + s˜x+ (1− s)˜x∗, y(ξc) + s y˜
)
ds(˜x− x˜∗, y˜)
+
1∫ 1∫
D2F
(
s1x(ξc) + (1− s1)x∗(ξc) + s2˜x∗, s1 y(ξc)
)
ds1 ds2
((
x(ξc) − x∗(ξc), y(ξc)
)
, (˜x∗,0)
)
.0 0
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standard theory (like in Theorem 5.1), |˜y|η+η′,,Y1 from the above, we obtain the desired estimates
on |˜x− x˜∗|η+η′,1,X1 and thus complete the proof. 
6. Normally elliptic singular perturbations to homoclinic solutions
In this section, we will discuss the persistence of a homoclinic solution under normally elliptic
singular perturbations. We assume (A1)–(A5) for k = 2, (A5′), (B1)–(B5) in Section 4 and (C1)–(C2)
after Theorem 4.9. In this whole section, we assume:
(D1) A generates a strongly continuous group on X and Xu1 has ﬁnite dimension.
(D2) There exist η and η′ such that
a1 < 2η < η <min{0,a2}, max
{
0,a′1
}
< η′ < 2η′ < a′2,
a1 < η + η′ < a2, a1 + η′ < 0,
where a1,a2,a′1,a2 are deﬁned in (B5) and (C2).
(D3) (2.2) has a homoclinic orbit xh(t) such that |Axh(t)|X1 is bounded and
sup
t0
e−a1t
∣∣xh(t)∣∣X1 < ∞, supt0 e−a′2t∣∣xh(t)∣∣X1 < ∞.
(D4) There exists a C2 invariant quantity H : X1 →R with DH ∈ C1(X1, L(X,R)) such that
H(0) = 0, DH(0) = 0.
(D5) At x0 = xh(0),
DH(x0) = 0, dim
(
Tx0Mu0 ∩ Tx0Mcs0
)= 1,
where Mu0 and Mcs0 are the unperturbed unstable and center-stable manifolds of 0.
Our goal is to study if (2.1) has a homoclinic solution to 0 when 0<   1 and how this problem are
handled under normally elliptic singular perturbations. We will consider both the weakly dissipative
and the conservative cases via a geometric approach based on invariant manifolds. For the former,
a more analytic method based on the Lyapunov–Schmidt reduction may also work [7,32] to give
the persistent homoclinic solution, but the geometric method provide more information such as the
transversality of the intersection of the stable and unstable manifolds. For the latter, we are not aware
of such an analytic method even in similar regular perturbations, so we follow the geometric approach
as in [34].
Since f is independent of t when  = 0, in this section, we will write
f0(x) = f (x,0, t,0), g0(x) = g(x,0, t,0).
We use Bρ(p, S) to denote the ball in a space S of radius ρ centered at p which is often skipped if
p = 0. We will also keep using P X and PY to denote the projections.
In the following Subsection 6.1, a coordinate system around the unperturbed homoclinic orbit.
Subsection 6.2 is devoted to study the persistence of the homoclinic orbit under weakly dissipative
perturbations and Subsection 6.3 is to study the conservative and autonomous case, i.e. f , g are as-
sumed to be independent of t for all   0 in Subsection 6.3. The example of the elastic pendulum
will be revisited.
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Locally near 0, we cut off the nonlinearity as in Section 4 to obtain hcs,hu and thus the local
integral manifolds. We also use Mαβ (t0) to denote the global integral manifolds corresponding to the
time t0 extended by the ﬂow from the local ones of systems (2.1) and (2.2), where α = cs,u, cu, s, c,
β = 0,  . The assumption H(0) = 0 and the invariance of the ﬁbers and H imply H|Ms0 ≡ 0 and thus
TxMs0 ⊂ ker(DH(x)) for any x ∈ Ms0. Moreover, by assumption (D3), Mcs0 can be foliated into the
disjoint union of C2 invariant stable ﬁbres which are C1 with respect to the based point. Therefore,
there exists a nonlinear projection f s ∈ C1(Mcs0 ,Mc0), which maps points on each ﬁber to their based
point, such that
f s
∣∣Ms0 = (0,0), f s∣∣Mc0 = I.
The ﬁber invariance implies H = H ◦ f s on Mcs0 . So for any x ∈ Ms0 and δx ∈ TxMcs0 , using the
assumption DH(0) = 0, we obtain
DH(x)δx= DH( f s(x))Df s(x)δx= DH(0)Df s(x)δx= 0,
which implies
TxMcs0 ⊂ ker
(
DH(x)
)
, ∀x ∈ Ms0. (6.1)
Similar properties also hold for the unstable and center-unstable manifolds.
In the enlarged phase space, we trivially extend the domain of H from X1 to X1 × Y1. Clearly,
H(0,0) = 0, DH(0,0) = 0. (6.2)
To study the perturbation of the homoclinic solution, we need to take a cross section. Let
v = Ax0 + f0(x0).
Since v ∈ X1 ⊂ X , there exists a hyperplane Σ ′ ⊂ X that is transverse to v . Let Σ = (Σ ′ ∩ X1) × Y1,
by using v ∈ X1, one can prove v and Σ are transverse in X1 × Y1. Let Q v , Q ′v be the projections
from X1 × Y1 and X × Y onto Rv with kernel Σ and Σ ′ × Y , respectively. We will identify the range
of Q v and Q ′v , i.e. Rv , with R. Let
M˜u0 = Mu0 ∩ (x0 + Σ), M˜cs0 = Mcs0 ∩ (x0 + Σ), Xu1 = Tx0M˜u0, Xcs1 = Tx0M˜cs0 .
From (6.1), we have
Xcs1 , X
u
1, Y1 ⊂ ker
(
DH(x0)
)∩ Σ Π.
We use CodimW (Z) to represent the codimension of a linear subspace Z in a Banach space W . On the
one hand, since ker(DH(0)) is a hyperplane, v ∈ ker(DH(0)), and v /∈ Σ , we have CodimΣ(Π) = 1.
On the other hand, (D4) implies Xcs1 ∩ Xu1 = {0}. Moreover, dim-Xu1 < ∞ implies CodimΣ(Xcs1 ⊕ Xu1 ⊕
Y1) = 1. Therefore,
Π = Xcs1 ⊕ Xu1 ⊕ Y1.
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onto ω, Xcs1 , X
u
1 and Y1. Thus,
Σ = span{ω} ⊕ Π = span{ω} ⊕ Xcs1 ⊕ Xu1 ⊕ Y1.
We will use coordinates
(
d, xcs, y, xu
)= (Qω(p − x0), Qcs(p − x0), Q y(p − x0), Qu(p − x0))
= (DH(x0)(p − x0), Qcs(p − x0), Q y(p − x0), Qu(p − x0)) (6.3)
to represent any p ∈ Σ + x0. Locally, there exist δ > 0 and
Υ0 : Bδ
(
Xcs1
)→R× Xu1, Ψ0 : Bδ(Xu1)→R× Xcs1 ,
such that the graphs of Υ0,Ψ0 are open subsets of M˜cs0 ,M˜u0 , respectively. We extend Υ0 to
Bδ(Xcs1 ) × Y1 trivially in y.
To study the perturbed problem, let r be the cut-off radius deﬁned in Section 4, there exist t1 > 0,
t2 < 0 such that
|x1,2|X1 <
r
2(1+ |Pcs|(1+ |Dhu|C0) + |Pu|(1+ |Dhcs|C0))
, (6.4)
where x1,2 = xh(t1,2). Recall that Φ(t, t0, x+ y, ) and Φ0(t, x) denote the ﬂow maps with the terminal
time t of (2.1) and (2.2), respectively. We ﬁrst show that for any t0 ∈ R, Mcs (t0) does intersect Σ
near x0 for   1.
Lemma 6.1. For any t0 ∈R, there exists a unique t′ = t′(t0, ) such that
Φ
(
t0, t0 + t′, x′1, 
) ∈ x0 + Σ,∣∣Φ(t0, t0 + t′, x′1, )− x0∣∣X1×Y1 + ∣∣t′ − t1∣∣+ ∣∣∂t0t′∣∣ C ′,
where
x′1 = x′1
(
t′, 
)= Pcsx1 + hu(Pcsx1, t0 + t′, ) ∈ Mcs ∩ X1
and C ′ depends on constants in assumptions of this section.
Proof. The proof is obviously based on the Implicit Function Theorem, however, we have to be rather
careful due to the singular perturbation natural of the problem. We will use ∂1Φ,∂2Φ to denote the
differentiation with respect to terminal and initial time, respectively. For any t0 ∈R, let
γ
(
t′, 
)= Q ′v(Φ(t0, t0 + t′, x′1, )− x0), γ (t′,0)= Q ′v(Φ0(−t′, x1)− x0).
Theorem 2.2 implies, for t′ on any bounded interval,
∣∣γ (t′, )− γ (t′,0)∣∣ C ′. (6.5)
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+ ∣∣Q ′v(DΦ(t0, t0 + t′, x′1, )V(t0 + t′, x′1)− DΦ0(−t′, x1)V0(x1))∣∣,
where V(t, x), V0(x) represent the velocity ﬁeld of (2.1) and (2.2) at (t, x), respectively. From Propo-
sition 4.12 and Remark 4.13, we have |x′1 − x1|X1  C ′ . Explicit computations based on the forms of
(2.1) and (2.2) imply |P X (V(t0 + t′, x′1) − V0(x1))|X  C ′ . Applying Theorem 2.3, we obtain∣∣Q ′v(DΦ(t0, t0 + t′, x′1, )V(t0 + t′, x′1)− DΦ0(−t′, x1)V0(x1))∣∣ C ′.
From Theorem 4.16 and Remark 4.13, we have |∂t0hu(x′1, t0 + t′, )|X  C ′ and thus∣∣Q ′v DΦ(t0, t0 + t′, x′1, )∂t0hu(x′1, t0 + t′, )∣∣ C ′. (6.6)
Therefore, we have proved γ (t′, ) and γ (t′,0) are C1 close for t′ on bounded intervals.
Since the system (2.2) is autonomous when  = 0,
γ (t1,0) = 0, ∂t′γ (t1,0) = −Q ′v∂1Φ0(−t1, x1) = −Q ′v v = −1.
By implicit function theorem, there exists a unique t′ = t′(t0) such that
Φ
(
t0, t0 + t′, x′1, 
) ∈ x0 + Σ, ∣∣t′(t0) − t1∣∣ C ′.
Moreover, from Theorem 2.1 and the C1 smoothness of Φ(−t′, x1) ∈ X1 in t′ which is due to the
assumption Axh ⊂ X1, it is easy to obtain∣∣Φ(t0, t0 + t′, x′1, )− x0∣∣X1×Y1  C ′. (6.7)
Finally, note that
∂t0γ
(
t′, 
)= Q ′v(V(t0,Φ(t0, t0 + t′, x′1, ))− DΦ(t0, t0 + t′, x′1, )V(t0 + t′, x′1)
+ DΦ(t0, t0 + t′, x′1, )∂t0hu).
By Theorem 2.3 and (6.6), (6.7), we have |∂t0γ (t′, )|  C ′ , which implies the desired estimate
on ∂t0t
′ . 
Next we consider the tangent space T (Σ ∩ Mcs (t0)) near Φ(t0, t0 + t′(t0), x′1, ) based on Theo-
rem 2.3 and more directly Proposition 4.15 and Lemma 3.3. Let E(t, t0, x) be the evolution operator
deﬁned in Theorem 2.3 for x ∈ X1, i.e.
∂1E
(t, t0, x) =
(
J

+ Dy g0
(
Φ0(t − t0, x)
))
E(t, t0, x), E
(t0, t0, x) = IY .
We notice that the operator E deﬁned in Proposition 4.15 is only O () away from E on any ﬁnite
interval. Therefore, we have:
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of ) and (ξcs, ξy) ∈ Bδ(Pcsx1, Xcs1 ) × BC(Y1), we have∣∣Φ(t0, t0 + t′, ξcs + ξy + hu(ξcs, ξy, t0 + t′, ), )− x0∣∣X1×Y1  C ′δ.
Moreover, if (δx, δy) ∈ Xcs1 × Y1 with |δx|X1 + |δy|Y1  1, then∣∣Dξcs(Φ(t0, t0 + t′, ξcs + ξy + hu(ξcs, ξy, t0 + t′, ), ))δx
− Dξcs
(
Φ0
(−t′, ξcs + h0u(ξcs)))δx∣∣X1  C ′,
and
P X Dξy
(
Φ
(
t0, t0 + t′, ξcs + ξy + hu
(
ξcs, ξy, t0 + t′, 
)
, 
))
δy ∈ BC ′(X) ∩ BC ′(X1),∣∣(PY Dξy (Φ(t0, t0 + t′, ξcs + ξy + hu(ξcs, ξy, t0 + t′, ), ))
− E(t0, t0 + t′; ξcu + h0u(ξcu), ))δy∣∣Y1  C ′,
where C ′ depends on C and those constants in assumptions.
The C2 smoothness of Φ and hu and the assumption dim−Xu1 < ∞, which implies the equivalence
between | · |Xu and | · |Xu1 , are used in the proof. Moreover, even though Proposition 4.15 is stated only
for ξy = 0, our assumption |ξy |Y1 = O () combined with the smoothness of hu in ξy (Theorem 4.10)
is suﬃcient to guarantee the above estimates.
In the next lemma, we will write Mcs ∩ (x0 + Σ) locally near x0 in the coordinate system
(d, xcs, y, xu). The main issues are the size of the coordinate chart of the manifold and the regularity
estimates.
Lemma 6.3. For any b > 0, there exist 0 > 0, b′ > 0 and
Υ = (Υ d,Υ u) : Bb′(Xcs1 )× Bb(Y1) ×R× (0, 0) → (R, Xu1)
such that x0 + Graph(Υ (t0, )) is an open subset of M˜cs (t0) where
Graph
(
Υ (t0, )
)

{
Υ d
(
xcs, y, t0, 
)
ω + xcs +  y + Υ u(xcs, y, t0, ) ∣∣
xcs ∈ Bb′
(
Xcs1
)
, y ∈ Bb(Y1)
}
.
Moreover, Υ is C2 in xcs, y and satisﬁes
|Υ − Υ0|C1(Bb′ (Xcs1 )×Bb(Y1),Xu1×R) + |∂t0Υ |C0  C
′, (6.8)
where C ′ only depends on b and those constants in assumptions.
For  = 0, we deﬁne Υ (xcs, y, t0,0) = Υ0(xcs). Notice in the deﬁnition of Graph(Υ ) we scale y
to  y. This is to avoid the dependence on  of the domain where Υ is deﬁned.
Proof. The ﬁrst step of the proof is to establish a correspondence between an open set of M˜cs (t0),
which is a hypersurface of Mcs (t0), near x0 and a hypersurface of Mcs (t0 + t′) near x′1.
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F˜(a, ξ ′cs, ξy, )= Φ(t0, t0 + t′, Pcsx1 + aw + ξ ′cs + ξy
+ hu
(
Pcsx1 + aw + ξ ′cs, ξy, t0 + t′, 
)
, 
)− x0.
Here a ∈ [−δ, δ], ξ ′cs ∈ Bδ( X˜cs1 ) and ξy ∈ Bb1 (Y1), where δ > 0 suﬃciently small but independent of  .
From Lemma 6.2, we have
∣∣F˜(·, ) − F˜(·,0)∣∣C1([−δ,δ]×Bδ( X˜cs1 )×Bb1 (Y1),X1×Y1)  C ′, (6.9)
where C ′ depends on those constants in the assumptions. Lemma 6.1 implies
Q vF˜(0,0,0, ) = 0
for all  ∈ [0, 0). From the Implicit Function Theorem, we obtain that, when δ and 0 are suﬃciently
small there exists a : Bδ( X˜cs1 ) × Bb1 (Y1) × [0, 0) → [−δ, δ] such that
F(ξ ′cs, ξy, ) F˜(a(ξ ′cs, ξy, ), ξ ′cs, ξy, ) ∈ Σ, ∀(ξ ′cs, ξy) ∈ Bδ( X˜cs1 )× Bb1(Y1). (6.10)
For  = 0, we identify a(ξcs′ , ξy,0) with a0(ξ ′cs), which satisﬁes
Φ0
(−t1, Pcsx1 + a0(ξ ′cs)w + ξ ′cs + h0u(Pcsx1 + a0(ξ ′cs)w + ξcs′))− x0 ∈ Σ ∩ X1.
Moreover, by assumption (D2) and Theorem 4.2, a is C2 in ξ ′cs, ξy , a0 is C2 in ξ ′cs , a(0,0, ) = a0(0) = 0,
and
∣∣a(·,·, ) − a0(·)∣∣C1(Bδ( X˜cs1 )×Bb1 (Y1)×[0,0),[−δ,δ])  C ′. (6.11)
Consequently,
∣∣F(·,·, ) − F0(·)∣∣C1(Bδ( X˜cs1 )×Bb1 (Y1)×[0,0),X1×Y1)  C ′, (6.12)
where
F0
(
ξ ′cs
)= F(ξ ′cs, ξy,0)= F˜(a(ξ ′cs, ξy,0), ξcs′ , ξy,0)= F(a0(ξ ′cs), ξ ′cs,0,0).
To obtain the estimate on ∂t0a, notice (6.10) is equivalent to Q
′
vF˜ = 0. Differentiate it with respect to
t0 and wrote ξcs for Pcsx1 + aw + ξ ′cs , we note that∣∣∂t0 Q ′v F˜(a, ξ ′cs, ξy, )∣∣

∣∣Q ′v(V(t0, F˜(a, ξ ′cs, ξy, )+ x0)− (1+ ∂t0t′)DΦ(t0, t0 + t′, ξcs + ξy
+ hu
(
ξcs, ξy, t0 + t′, 
)
, 
)
V
(
t0 + t′, ξcs + ξy + hu
(
ξcs, ξy, t0 + t′, 
))+ DΦ∂t0hu)∣∣

∣∣Q ′v(V0(F˜(a, ξ ′cs, ξy,0)+ x0)− DΦ0(−t1, ξcs + h0u(ξcs))V0(ξcs + h0u(ξ ′cs(a))))∣∣+ C ′.
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Finally, the term other than C ′ in the above right side vanishes since the system is autonomous
when  = 0. Therefore |∂t0a| C ′ which along with a similar procedure implies
|∂t0F |X  C ′. (6.13)
We claim for any b > 0 there exist b1, b′ > 0 independent of  , such that the map(
QcsF,
1

Q yF
)−1
: Bb′
(
Xcs1
)× Bb(Y1) → Bδ( X˜cs1 )× Bb1(Y1)
is well deﬁned and its C1 norm is uniform in  .
To prove this, we need solve the equations
(a) QcsF
(
ξ ′cs, ξy, 
)= xcs, (b) 1

Q yF
(
ξ ′cs, ξy, 
)= y. (6.14)
We ﬁrst ﬁnd a good approximation of this system of equations. By (6.12) and Lemma 6.2, one can
compute
QcsDξ ′csF = QcsDξ ′csF0 + O 1, QcsDξy F = O 2,
Q yDξ ′csF = O 3, Q yDξy F = E + 2O 4, (6.15)
where O 
(
O 1 O 2
O 3 O 4
)
∈ L( X˜cs1 × Y1, X1 × Y1) is bounded uniformly in  and E is the linear evolutionary
operator deﬁned in Lemma 6.2 at the base point
ξ0  Pcsx1 + a0
(
ξ ′cs
)
w + ξ ′cs + h0u
(
Pcsx1 + a0
(
ξ ′cs
)
w + ξ ′cs
)
.
It implies that for ﬁxed ξ ′cs and   1,∣∣∣∣1 Q yF(ξ ′cs, ξy, )−
(
Eξy + 1

Q yF
(
ξ ′cs,0, 
))∣∣∣∣
C1(Bb(Y1),Y1)
 C ′.
Since E and E−1 both have upper bounds independent of  and F is C2, by (6.15) and an Implicit
Function Theorem argument, for any y ∈ Bb(Y1), ξ ′cs ∈ Bδ( X˜cs1 ) and  ∈ [0, 0) (b) of (6.14) has a
unique solution ξy(ξ ′cs, y, ) and |Dξ ′csξy | C ′ . Along with (6.15), it implies that, as a mapping of ξ ′cs ,∣∣QcsF(ξ ′cs, ξy(ξ ′cs, y, ), )− QcsF0(ξ ′cs)∣∣C1(Bδ( X˜cs1 ),Xcs1 )  C ′.
Since QcsF0 is independent of  and is locally invertible, one can use an Inverse Function Theo-
rem argument again to prove there exist suﬃciently small b′ > 0, 0 > 0 so that for (xcs, y, ) ∈
Bb′ (0, Xcs1 )× Bb(0, Y1)×[0, 0), there exists a unique ξ ′cs(xcs, y, ) which is also C2 in xcs and y satis-
fying it along with ξy(ξ ′css, y, ) solve (6.14). Therefore, we proved the existence of (QcsF , 1 Q yF)−1.
The estimate on its C1 norms follow directly from (6.15).
For (xcs, y, t0, ) ∈ Bb′(0, Xcs1 ) × Bb(0, Y1) ×R× [0, 0), let
xcs +  y + Υ (xcs, y, t0, )= F((QcsF, 1

Q yF
)−1(
xcs, y
)
, 
)
. (6.16)
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xcs + Υ0
(
xcs
)= F0((QcsF0)−1(xcs)).
Since F is C2, Υ is also C2. The estimates on DΥ follow in a straight forward manner by differenti-
ating (6.16) and using (6.15) and (6.13). 
Finally, we present a similar coordinate representation of the stable manifold which is obtained in
rather similar fashion. For any t0 ∈ R, there exists a unique t′′ = t′′(t0, ) with |t′′ − t2|  C ′ such
that
Φ
(
t0, t
′′ + t0, x′′, 
) ∈ x0 + Σ, where x′′(t′′, )= Pux2 + hcs(Pux2, t0 + t′′, )
with similar estimates as in Lemma 6.1. Moreover, DΦ(t0, t0 + t′′, ·, ) satisﬁes similar estimates as in
Lemma 6.2 except there is no Dξy terms.
There exists b > 0 suﬃciently small but independent of  and
Ψ = (Ψ d,Ψ cs,Ψ y) : Bb(Xu1)×R× [0, 0) → (R, Xcs1 , Y1)
such that Graph(Ψ (·, t0, )) is an open subset of M˜u (t0) where
Graph
(
Ψ (·, t0, )
)

{
xu + Ψ d(xu, t0, )+ Ψ y(xu, t0, )+ Ψ cs(xu, t0, ) ∣∣ xu ∈ Bb(Xu1)}.
Moreover, Ψ y is C2 in xu and satisfy
∣∣Ψ (·, t0, ) − Ψ (·, t0,0)∣∣C1(Bb(0,Xu1),R×Xcs1 ×Y1)  C ′, |∂t0Ψ |X×Y  C ′, (6.17)
where C ′ is independent of  .
6.2. Persistence of homoclinic orbits under weakly dissipative perturbation
In this subsection, we assume additionally
(A7) For i = 0,1,2, the following quantities have a uniform bound C0,
(
∂2−i Di f , ∂2−i Di g
) ∈ C0(X1 × Y1 ×R2, Li(X1 × Y1, X1 × Y1)).
In order to study the persistence of the homoclinic solution of (2.1), we ﬁrst derive the Melnikov inte-
gral to measure the distance between M˜cs (t0) and M˜u (t0). From the construction of the coordinate
system, the intersection of M˜cs (t0) and M˜u (t0) is equivalent to the following system:
xu = Υ u(xcs, y, t0, ), xcs = Ψ cs(xu, t0, ),  y = Ψ y(xu, t0, ), (6.18)
d = Υ d(xcs, y, t0, )= Ψ d(xu, t0, ). (6.19)
From (6.8), (6.17), and a contraction mapping argument, one can easily prove:
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xu(t0, ), y = y(t0, ), which are continuous in t0 and  , satisfying (6.18). Moreover,∣∣xcs∣∣X1 + ∣∣xu∣∣X1 + |y|Y1  C ′, (6.20)
where C ′ depends on constants in assumptions and uniform in t0 and  .
Let
Pu(t0, ) =
(
Ψ d
(
xu(t0, ), t0, 
)
, xu(t0, ), x
cs(t0, ),  y(t0, )
)+ x0,
Pcs(t0, ) =
(
Υ d
(
xcs(t0, ), y(t0, ), t0, 
)
, xu(t0, ), x
cs(t0, ),  y(t0, )
)+ x0,(
x−(t), y−(t)
)
Φ
(
t, t0, P
u(t0, ), 
)
,
(
x+(t), y+(t)
)
Φ
(
t, t0, P
cs(t0, ), 
)
.
From the coordinate system we constructed in the previous subsection, clearly, the center-stable and
unstable manifolds intersect if
Pu = Pcs ⇐⇒ Ψ d(x−, t0, ) = Υ d(x+, y+, t0, ) ⇐⇒ H
(
Pu
)= H(Pcs), (6.21)
where (6.3) is used.
Melnikov method. From (6.2), we have
H
(
Pu
)= H(Pu)− H(0) = t0∫
−∞
DH
(
Φ
(
t, t0, P
u, 
))
∂tΦ
(
t, t0, P
u, 
)
dt
=
t0∫
−∞
DH
(
x−(t)
)(
f
(
x−(t), y−(t), t, 
)− f0(x−(t)))dt, (6.22)
where the last equality follows from the fact that H is invariant under (2.2) which implies, for any
x ∈ X1, DH(x)(Ax+ f0(x)) = 0.
We claim for all t  t0 and max{a′1,0} < η′ < a′2,∣∣x−(t) − xh(t − t0)∣∣X1 + ∣∣y−(t)∣∣Y1  C ′eη′(t−t0). (6.23)
In fact, from Lemmas 6.2–6.4 and Theorem 2.2, this inequality is obvious for t ∈ [t2 + t0, t0]. For
t  t0 + t2, since (x−, y−) and xh remain in a small neighborhood of the perturbed and unperturbed
unstable manifold, respectively. From (4.35) (and Remark 4.13) and the standard Lipschitz dependence
of the unstable orbits on the initial base points in terms of the exponentially weighted norm (obtained
from the uniform contraction mapping principle), (6.23) follows.
H
(
Pu
)= t0∫
−∞
DH
(
xh(t − t0)
)(
Dy f y−(t) + ∂ f
)
dt + O (2),
where Dy f and ∂ f are both evaluated at (xh(t − t0),0, t,0) and the C2 smoothness of H and
DH(0) = 0 are used to guarantee the convergence of the above integral. To estimate the y−(t) term,
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y−(t) = e(t−t0) J y(t0) +
t∫
t0
e(t−τ )
J
 g(x−, y−, τ , )dτ .
On the one hand, integrating by parts and using (6.23), we obtain
∣∣∣∣∣
t0∫
−∞
DH
(
xh(t − t0)
)
Dy f
(
xh(t − t0),0, t,0
)
e(t−t0)
J
 y(t0, )dt
∣∣∣∣∣= O (2).
On the other hand, we compute by changing the integration order, integrating by parts, and using the
exponential bounds of the orbits in t ,
t0∫
−∞
DH
(
xh(t − t0)
)
Dy f
(
xh(t − t0),0, t,0
)( t∫
t0
e(t−τ )
J
 g
(
x−(τ ), y−(τ ), τ , 
)
dτ
)
dt
= −
t0∫
−∞
( τ∫
−∞
DH(xh)Dy f (xh,0, t,0)e
(t−τ ) J dt
)
g(x−, y−, τ , )dτ
= −
t0∫
−∞
DH(xh)Dy f (xh,0, τ ,0) J
−1g(x−, y−, τ , )dτ
+ 
t0∫
−∞
( τ∫
−∞
d
dt
(
DH(xh)Dy f (xh,0, t,0)
)
J−1e(t−τ )
J
 dt
)
g(x−, y−, τ , )dτ .
It’s easy to see from (6.23)
t0∫
−∞
DH(xh)Dy f (xh,0, t,0) J
−1g(x−, y−, τ , )dτ
= −
t0∫
−∞
DH
(
xh(t − t0)
)
Dy f
(
xh(t − t0),0, t,0
)
J−1g0
(
xh(t − t0)
)
)dt + O (2).
Again, integrating by parts on e(t−τ )
J
 and using the assumption Axh ∈ X1, one may compute
t0∫
−∞
( τ∫
−∞
d
dt
(
DH(xh)Dy f (xh,0, t,0)
)
J−1e(t−τ )
J
 dt
)
g(x−, y−, τ , )dτ = O ().
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H
(
Pu
)=  0∫
−∞
ω(t, t0)dt + O
(
2
)
, (6.24)
where
ω(t, t0) = DH
(
xh(t)
)(
∂ f − Dy f J−1g
)(
xh(t),0, t + t0,0
)
. (6.25)
Even though Φ(t, t0, Pcs(t0, ), ) does not necessarily stay in a small neighborhood of the origin
for all t  0, we will still obtain a similar approximate for H(Pcs). In fact, by the same argument
leading to (6.23), one can show that an inequality similar to (6.23) holds for t ∈ [t0, T ] as long as
(x+(t), y+(t)) stay in the r neighborhood of 0 for all t ∈ [t0 + t1, T ], where r is the cut-off radius
in the construction of the center-stable manifold. Therefore, let a = 1a1−η′ < 0 and T1 = a log > 0,
we have, for any t ∈ [t0, T1 + t0],∣∣(x+(t), y+(t))− xh(t − t0)∣∣X1×Y1  C ′eη′(t−t0), (6.26)
where C ′ is independent of t and  . In particular,
∣∣(x+, y+)(T1 + t0) − x0(T1)∣∣X1×Y1  C ′1+aη′ , ∣∣xh(T1)∣∣X1  C ′aa1 , (6.27)
and
aa1 = 1+ aη′ > 1
2
, 1+ 2aη′ > 0. (6.28)
Since H(0) = 0, we can compute
H
(
Pcs
)−  0∫
+∞
ω(t, t0)dt = H
(
x+(T1 + t0)
)−  T1∫
+∞
ω(t, t0)dt
+ H(Pcs)− H(x+(T1 + t0))−  0∫
T1
ω(t, t0)dt.
Using (6.27) and a similar procedure as in the approximation of H(Pu), we obtain
∣∣∣∣∣H(Pcs)− H(x+(T1 + t0))− 
0∫
T1+t0
ω(t, t0)dt
∣∣∣∣∣ C ′2+2aη′ ,
∣∣∣∣∣
T1+t0∫
+∞
ω(t, t0)dt
∣∣∣∣∣ C ′1+aa1 ,
∣∣H(x+(T1 + t0))∣∣ ∣∣D2H∣∣ 0 ∣∣x+(T1 + t0)∣∣2  C ′2+2aη′ .C
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H
(
Pu
)− H(Pcs())= M(t0) + O (2+2aη′), M(t0) = +∞∫
−∞
ω(t, t0)dt. (6.29)
By Lemma 6.4, (6.21), and an Intermediate Value Theorem argument, we obtain:
Lemma 6.5. Suppose M(t0) has a simple zero at some t0 , then there exists 0 such that for each  ∈ [0, 0),
there exists t∗ such that Mcs (t∗) and Mu (t∗) intersects near x0 = xh(0).
Remark 6.6. Compare the Melnikov functional obtained in the above with the one under regular
perturbations, we observe an extra term −Dy f J−1g0. In fact, it is easy to see where this term comes
from the coordinate change as in (2.3). Let
x1 = x, y1 = y +  J−1g0(x).
Then the y equation takes the form of (2.4) where g1 = O (). From Propositions 4.12 and 4.15 and
their remarks, it is easy to prove that the contribution from the y equation to the invariant manifolds
are of order O (2) and it does not appear in the leading Melnikov functional. The x equation now
takes the form of
x˙1 = Ax1 + f
(
x1, y1 −  J−1g0(x1), t, 
)
.
Ignoring y1, the Melnikov functional of this regularly perturbed equation is exactly the one obtained
in Lemma 6.5. The only reason we did not take this approach is that thus transformation reduces the
smoothness of the system by 1 order which would require k 3 in the assumptions.
Homoclinic solution. Lemma 6.5 gives a condition for nonempty intersection of center-stable and
unstable manifold. This intersection means the existence of a solution which converges to the steady
solution as t → −∞. As t increases and t  a log + t0, based on the stable foliation in the center-
stable manifold, this solution will approach a neighborhood of the steady state inside the center
manifold. In order to ﬁnd conditions for this solution to converges to the steady state as t → ∞, in
this subsection, we focus on the case when the unperturbed center manifold is at least neutral and
the perturbation is weakly dissipative so that the perturbed center manifold is weakly stable. In this
case, the size of the basin of attraction of 0 on the center manifold is the key issue. We illustrate how
the method in the regular perturbation cases can be adapted here under certain assumptions, which
are not optimal as we are only giving an illustration. In order to specify the assumptions, we ﬁrst look
at the Taylor’s expansions of f and g ,
f (x, y, t, ) = f (x, y, t,0) +  f2(x, y, t, ) = fxx+ f y y + f1(x, y) +  f2(x, y, t, ),
g(x, y, t, ) = g(x, y, t,0) + g2(x, y, t, ) = gxx+ gy y + g1(x, y) + g2(x, y, t, ),
where fx,y = Dx,y f (0,0, t,0) and gx,y = Dx,y g(0,0, t,0) which are independent of t . Let Pc,su be
linear projections from X1 onto X
c,su
1 which are invariant under e
t(A+ fx) , where X1 = Xc1 ⊕ Xsu1 . For
any x ∈ X1, we denote xc = Pc X1 and xsu = Psux. In addition, we assume
4166 N. Lu, C. Zeng / J. Differential Equations 250 (2011) 4124–4176(E1) dim Xs1 < +∞ and ( f , g) are C3 in (x, y) with upper bound uniform in t .
(E2) Let A() = A + fx −  and J () = J + gy −  . We further assume a′1  0 in (C2), which implies
∣∣etA()∣∣L(Xc1) + ∣∣et J () y∣∣L(Y1)  Ke−t for t  0, xc ∈ Xc1.
(E3) For (xc, xsu, y, t, ) ∈ Xc1 × Xsu1 × Y1 ×R× [0, 0),
Pc f y = 0, D2(xc,y)Pc f1(0,0,0) = 0,
Pc f2(xc, xsu, y, t, ) = −xc + B0()(xc, xsu, y) + B1(xc, xsu, y, t, ),
B0() is a bounded linear operator acting on (xc, xsu, y),
B1(0,0,0, t, ) = 0, DB1(0,0,0, t, ) = 0.
(E4) For (xc, xsu, y, t, ) ∈ Xc1 × Xsu1 × Y1 ×R× [0, 0),
gx = 0, g1(0,0,0) = 0, D2(xc,y)g1(0,0,0) = 0,
g2(xc, xsu, y, t, ) = −y + B2()(xc, xsu, y) + B3(xc, xsu, y, t, ),
B2() is a bounded linear operator acting on (xc, xsu, y),
B3(0,0,0, t, ) = 0, DB3(0,0,0, t, ) = 0.
Remark 6.7. It looks that the above assumptions are too restrictive. However, one should ﬁrst try to
‘diagonalize’ the linear part to remove f y and gx . (As a separate topic, we will discuss this transfor-
mation in Appendix A.) With this ‘diagonalized’ linear part, one is in a position to carry out a normal
form transformation to eliminate some quadratic terms. Assumption (E) should be considered for the
form after performing a normal form transformation.
For suﬃciently small r, from Theorem 4.11, for  ∈ [0, 0) and t0 ∈ R, there exists a local center
manifold Mc(t0) which contains as an open subset the graph of
hsu = (Ψu,Ψs) : Br
(
Xc1
)× Br(Y1) × [0, 0) → Xs1 × Xu1 ,
where hsu(·,·,0) is understood as independent of y. Moreover, from Section 4, hsu is uniformly
bounded in C2 in (xc, y) and Proposition 4.12 and Remark 4.14 imply
hsu(0,0, ) = 0,
∣∣Dhsu(xc, y, )∣∣ C ′( + |xc| + |y|),∣∣hsu(xc, y, )∣∣ C ′( + |xc| + |y|)(|xc| + |y|) r,{
xc + y + hsu(xc, y, )
}= Mc(t0) ∩ (Br(Xs1)× Br(Xu1 )× Br(Xc1)× Br(Y1)), (6.30)
where C ′ depends on those constants in assumptions. Here the assumptions that Xu and Xs are ﬁnite
dimensional are used. On the center manifold, the ﬂow is reduced to the xc and y direction only,
where the solutions are given in the form of
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t∫
t
e(t−τ )A() f˜ (xc, y, τ , )dτ ,
y(t) = e(t−t) J () y(t) +
t∫
t
e(t−τ )
J ()
 g˜(xc, y, τ , )dτ , (6.31)
where
f˜ (xc, y, t, ) = Pc( f1 +  f2)
(
xc + hsu(xc, y, ), y, t, 
)
,
g˜(xc, y, t, ) = (g1 + g2)
(
xc + hsu(xc, y, ), y, t, 
)
.
From assumptions (E1)–(E4) and (6.30), ( f˜ , g˜) satisﬁes
f˜ (0,0, t, ) = 0, g˜(0,0, t, ) = 0, |D f˜ | + |D g˜| C ′(2 + |xc|2 + |y|2).
Suppose we have solution (xc(t), y(t)) such that |xc(t)| + |y(t)|  δ 12 and |xc(t)| + |y(t)|  (2 +
K )δ
1
2 for t ∈ [t, T ′] for some T ′ . By using Gronwall’s inequality, we obtain from (6.31)
e(t−t)
(∣∣xc(t)∣∣+ ∣∣y(t)∣∣) Kδ 12 eC ′δ2(t−t).
Since C ′ is independent of t and δ, by taking δ < 1√
2C ′ , we can extend T
′ to +∞ and derive
∣∣xc(t)∣∣+ ∣∣y(t)∣∣ Kδ 12 e− 12 (t−t).
Therefore the basin of attraction on the center manifold, and thus on the center-stable manifold as
well, contains the graph of hsu over the ball B
δ
1
2
(Xc1 × Y1).
Recall that (x+, y+) denote the solution with initial time t∗ we obtained in Lemma 6.5 which
satisﬁes
(
x+
(
t∗
)
, y+
(
t∗
)) ∈ Mcs (t∗)∩ Mu(t∗).
In particular, for suﬃciently small δ and by choosing t = T1 + t∗ , (6.27) implies for t > T1 + t∗
∣∣Pcx+(t)∣∣+ ∣∣y+(t)∣∣ Kδ 12 e− 12 (t−T1−t∗) → 0 as t → +∞.
Theorem 6.8. Assume (A1)–(A4), (A5′), (A7) for k = 2, (B1)–(B5), (C1)–(C2), (D1)–(D5) and (E1)–(E4). Sup-
pose the Melnikov function M(t0) has simple zero points, then there exists 0 > 0 such that for any  ∈ [0, 0),
(2.1) has homoclinic solutions to the origin.
Elastic pendulum revisited. Finally, we would like to revisit (1.4). Let y = u and y˙ = u1 − 2γ u. We
rewrite (1.4) as a ﬁrst order system.
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x˙= x1
(1+ u)2 ,
x˙1 = −g(1+ u) sin x− 2γ x1 +  F1(x, u, t, ),
u˙ = 1

u1 − γ u,
u˙1 = −1

u − γ u1 + x
2
1
(1+ u)3 + 
3γ 2u + g cos x+  F2(x, u, t, ).
(6.32)
We assume
γ > 0, F1(π, · , t, ) ≡ 0, ∂t F2(π, · , t, ) ≡ 0, (P1)
where the assumptions on F are for simplicity. By implicit function theorem, there exists a locally
unique steady state (π,0,u ,u1) which satisﬁes (u
,u1) = (O (), O (3)) and
u1 − 2γ u = 0, −u − 2γ u1 + 4γ 2u − g + 2F2
(
π,u, t, 
)= 0. (6.33)
Let ( x˜, v, v1) = (x−π,u − u,u − u1) to translate the steady state to 0, (6.32) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
˙˜x= x1 + ( 1
(1+ u + v)2 − 1)x1,
x˙1 = g sin x˜+ g
(
v + u) sin x˜− 2γ x1 +  F1(˜x+π,u + v, t, ),
v˙ = 1

v1 − γ v,
v˙1 = −1

v − γ v1 + x
2
1
(1+ u + v)3 + 
3γ 2v + g(1− cos x˜)
+ (F2(˜x+π,u + v, t, )− F2(π,u, t, )).
(6.34)
We rewrite the right-hand side of last equation in (6.34) as
−1

v − γ v1 + DxF2
(
π,u, t, 
)˜
x+ g( x˜, x1, v, v1, t, ),
where in view of (6.33)
g( x˜, x1, v, v1, t, )
x21
(1+ u + v)3 + g(1− cos x˜) + 
3γ 2v + (F2(˜x+π,u
+ v, t, )− F2(π,u, t, )− DxF2(π,u, t,  )˜x).
Clearly, (6.34) does not satisfy assumptions (E1)–(E4) due to the presence of the linear term
DxF2(π, u, t, )˜x. We will eliminate this term by a linear coordinate transformation. A more gen-
eral procedure of this type of transformation can be found in Appendix A. To simply our notations,
let
M1 
(
0 1
g 0
)
, M2 
(−γ 1
− 1 −γ
)
= J

− γ , M3 
(
0 0
DxF2(π, u, t, ) 0
)
.
By implicit function theorem there exists L1 ∈ L(R2,R2) with |L1| C ′2, where C ′ depends on con-
stants in assumptions, such that
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which implies (
I 0
L1 I
)−1(
M1 0
M3 M2
)(
I 0
L1 I
)
=
(
M1 0
0 M2
)
.
When  = 0, 0 is a hyperbolic ﬁxed point of the ﬁrst two equations of (6.34), thus, all assumptions
in (E3) for f are automatically satisﬁed. It remains only straight forward veriﬁcations that (E1)–(E4)
are satisﬁed. Therefore, one can apply Theorem 6.8.
6.3. Persistence of homoclinic orbit under conservative perturbation
In this subsection, in addition to those assumptions given at the beginning of the section, we fur-
ther assume:
(D7) Xs1 is ﬁnite dimensional. Moreover,
∂t f (x, y, t, ) ≡ 0, ∂t g(x, y, t, ) ≡ 0, dim
(
Tx0Ms0 ∩ Tx0Mcu0
)= 1.
(D8) There exists a family of invariant quantities H(·, ) for (2.1) which, in terms of the Taylor expan-
sion in u = y , takes the form
H(x, u, ) = H0(x, ) + H1(x, )u + H2(x, )(u,u) + H3(x,u, ), H0(x,0) = H(x),
Hi ∈ C3−i
(
X1 ×R, Li(Y1,R)
)
for i = 0,1,2, H3 ∈ C3(X1 × Y1 ×R,R).
Here with a slight abuse of the notation, we still denote the unperturbed invariant functional
by H(x). Moreover, we assume there exist c0, c2 > 0, c1  0, such that for any ξc ∈ Xc1 and
(x,u) ∈ Br(X1) × Bb(Y1),
H0(0, ) = 0, DH0(0, ) = 0, D2H0(0,0)(ξc, ξc) c0|ξc|2,
H1(0, ) = 0,
∣∣DH1(0, )∣∣ c1, ∣∣H2(0, )(u,u)∣∣ c2|u|2,
H3(x,0, ) = 0, DuH3(x,0, ) = 0,
∣∣D2H3(x,u, )∣∣ C0, a c0c2 − c21 > 0.
Under these assumptions, one may still compute the Melnikov functional, but mostly it turns out
to be identically zero. Our goal is ﬁnd the intersection of the center-stable and the center-unstable
manifolds.
We ﬁrst reﬁne the coordinates on the cross section Σ deﬁned in Subsection 6.1. Let
M˜cs,cu,s,u,0 = Mcs,cu,s,u,0 ∩ (x0 + Σ), Xcs,cu,s,u1 = Tx0Mcs,cu,s,u0 ∩ Σ, Xc1 = Xcs1 ∩ Xcu1 .
Much as in Subsection 6.1, we have
Π Σ ∩ (ker(DH(x0))⊕ Y1)= Y1 ⊕ Xs1 ⊕ Xu1 ⊕ Xc1.
Recall we took ω ∈ Σ\Π with DH(x0)ω = 1. Let Qω,y,s,u,c be the projections on Σ given by Σ =
Rω ⊕ Π and the above decomposition. For any p ∈ Σ + x0, its coordinates can be written as(
d, xs, xc, y, xu
)= (Qω, Q s, Qc, Q y, Qu)(p − x0) = (DH(x0), Q s, Qc, Q y, Qu)(p − x0).
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as given in Lemma 6.3, for any b > 0, there exist r > 0 and Υ1(·, ) : Br(Xcu1 ) × Bb(Y1) → Xs1 ×R and
Ψ1(·, ) : Br(Xs1) → Xcu1 × Y1 ×R such that{(
Υ d1 + Υ s1
)(
xc, xu, y, 
)+ xc + xu +  y}⊂ M˜cu ,{(
Ψ d1 + Ψ y1 + Ψ c1 + Ψ u1
)(
xs, 
)+ xs}⊂ M˜s,
and Υ1,Ψ1 satisfy similar properties as Υ,Ψ in (6.8), and (6.17).
To ﬁnd the intersection of M˜cs and M˜cu , we ﬁrst try to match all coordinates except the d
direction. Given (xc, y) ∈ Br(Xc1)× Bb(Y1), by using the Contraction Mapping Theorem and Lemma 6.3,
we obtain a unique pair xs,u(xc, y, ) such that
Υ u
(
xc, xs
(
xc, y, 
)
, y, 
)= xu(xc, y, ), xs(xc, y, )= Υ s1 (xc, xu(xc, y, ), y, ), (6.35)
and they satisfy, for some C ′ independent of  ,
xs,u(0, ·,0) ≡ 0, Dxc xs,u(0,0,0) = 0,
∣∣xs,u(·,·, ) − xs,u(·,· ,0)∣∣C1  C ′.
Among the above points on M˜cs , next we identify the one on M˜s . More precisely, substituting
xs(xc, y, ) into Υ,Ψ1 and using Contraction Mapping Theorem, Lemma 6.3, and an inequality for Ψ1
similar to (6.17), we obtain a unique pair (xc(), y()) such that
(
xc(), y()
)= (Ψ c1 , 1 Ψ y1
)(
xs
(
xc(), y(), 
)
, 
)
,
∣∣xc()∣∣X1 + ∣∣y()∣∣Y1  C ′,
which implies
Υ
(
xc(), xs
(
xc(), y(), 
)
, y(), 
)+ xc() + xs(xc(), y(), )+  y()
= Ψ1
(
xs
(
xc(), y(), 
)
, 
)+ xs(xc(), y(), ) ∈ M˜s .
Similarly, there exist (xc1(), y1()) = O () satisfying
Υ1
(
xc1(), x
u(xc1(), y1(), ), y1(), )+ xc1() + xu(xc1(), y1(), )+  y1()
= Ψ (xu(xc1(), y1(), ), )+ xu(xc1(), y1(), ) ∈ M˜u .
Let, for τ ∈ [0,1],
q(τ ) = (qc(τ ),qy(τ )) (1− τ )(xc(), y())+ τ (xc1(), y1()),
pu (τ ) = Υ1
(
q(τ ), xu
(
q(τ ), 
)
, 
)+ qc(τ ) + xu(q(τ ), )+ qy(τ ) xu (τ ) + qy(τ ) ∈ Mcu ,
ps(τ ) = Υ
(
q(τ ), xs
(
q(τ ), 
)
, 
)+ qc(τ ) + xs(q(τ ), )+ qy(τ ) xs(τ ) + qy(τ ) ∈ Mcs .
We will show there exists τ0 ∈ [0,1] such that pu (τ0) = ps(τ0), which is equivalent to H(xu (τ0)) =
H(xs(τ0)) as we have matched all other coordinates in (6.35). Since DH(x0)|Σ = 0 and |y()|Y1 ,|y1()|Y1 = O (), by assumption (D8), it is clear that H(xu (τ0)) = H(xs(τ0)), and thus pu (τ0) =
ps(τ0), if and only if H(p
u
 (τ0), ) = H(ps(τ0), ). Let
h(τ ) = H(ps(τ ), )− H(pu (τ ), ).
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z = ξc + u + hsu(ξc, u, ) x+ u ∈
(
Br(X1) × Bb(Y1)
)∩ Mc,
by using (6.30), we have
|hsu|X1  C ′
(|ξc|X1( + |ξc|X1)+ 2|u|Y1(1+ |u|Y1))
and thus
H0(x, )
(
c0
2
− C ′( + |ξc|X1))|ξc|2X1 − C ′3|u|2Y1 ,
where C ′ depends on the constants in the assumptions and b. Moreover,∣∣H1(x, )u∣∣ c1(1+ C ′( + |ξc|X1))|ξc|X1 |u|Y1 + C ′2|u|2Y1 ,
H2(x, )(u,u)
(
c2 − C ′
(
2|u|Y1 + |ξc|X1
))|u|2Y1 , ∣∣H3(x,u, )∣∣ C0|u|2Y1 .
By the last inequality in (D8) and choosing suﬃciently small r, there exists c∗ > 0 such that
H(z, ) c∗
(|ξc|2 + |u|2Y1).
It implies that H(·, ) > 0 in Mc ∩ (Br(X1)× Bb(Y1)) except at 0, with quadratic lower bound (after
the scaling y = u). Actually, it also implies the origin is stable both in forward and backward time
on the center manifold. Consequently, Mα are unique, where α = c, cu, cs. From the invariance of
H(·, ), H(·, ) > 0 in Mcs,cu \Ms,u .
From the deﬁnition of h, it is clear h(1) 0 h(0). By the Intermediate Value Theorem, h(τ0) = 0
for some τ0 ∈ [0,1].
Theorem 6.9. Assume (A1)–(A5), (A5′) for k = 2, (B1)–(B5), (C1)–(C2) and (D1)–(D8). There exists 0 > 0
such that for any  ∈ [0, 0), the center-stable manifold and center-unstable manifold of (2.1) has nonempty
intersection.
The intersection of the center-stable and center-unstable manifold is generically transversal and
forms a high dimensional tube homoclinic to the center manifold. See [34] for more discussion in the
regular perturbation case.
Elastic pendulum revisited. Assume the elastic pendulum system (1.4) is conservative, i.e. γ = 0 and
the perturbation ( F1,  F2) comes from a small perturbation G(x, y, ) to the potential energy. Sys-
tem (1.4) becomes⎧⎪⎨⎪⎩
x˙= x1
(1+ y)2 , x˙1 = −g(1+ y) sin x− DxG(x, y, ),
 y˙ = y1,  y˙1 = −y + 
2x21
(1+ y)3 + 
2g cos x− 3DyG(x, y, ).
(6.36)
Its energy is given by the sum of the kinetic energy, gravitational, elastic, and perturbational energy
H = 1 (1+ y)2x21 +
y21
2
+ y
2
2
− g(1+ y) cos x+ G(x, y, ).2 2 2
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(x , y) = (π + O (), g2 + O (3)) such that
g
(
1+ y) sin x + DxG(x, y, )= y − 2g cos x+ 3DyG(x, y, )= 0. (6.37)
Let x˜= x− x, y˜ = y − y , we can rewrite (6.36) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
˙˜x= x1
(1+ y + y˜)2 ,
x˙1 = −g
(
1+ y + y˜) sin(x + x˜)− DxG(x + x˜, y + y˜, ),
˙˜y = 1

y1,
y˙1 = −1

y˜ − 1

y + x
2
1
(1+ y + y˜)3 + g cos
(
x + x˜)− 2DyG(x + x˜, y + y˜, ),
whose invariant energy takes the form
H( x˜, x1, v,u1, ) = x
2
1
2(1+ y + v)2 +
u21
2
+ (
y
 + v)2
2
− (y
)2
22
+ (G(x + x˜, y + v, )
− G(x, y, ))− g((1+ y + v) cos (x + x˜)− (1+ y) cos x),
where v = y˜ , u1 = y1 = y˙. Its Taylor’s expansion yields
H0 = x
2
1
2(1+ y)2 − g
(
1+ y)(cos (x + x˜)− cos x)+ (G(x + x˜, y, )− G(x, y, )),
H1 =
(
− x
2
1
(1+ u)3 +
y

− g cos (x + x˜)+ 2DyG(x + x˜, y, ), 0),
H2 =
(
1
2 + 
3
2 D
2
yG(x
 + x˜, y, ) + 32x21
2(1+u )4 0
0 12
)
.
One can use (6.37) to verify the above Hi , where i = 0,1,2, satisfy assumption (D8). Therefore, for
  1, the center stable manifold and center-unstable manifold of (6.36) intersect near the unper-
turbed homoclinic orbit xh(t), which generically form a 2-parameter family of solutions homoclinic to
a small neighborhood of the ﬁxed point on the center manifold which is foliated by periodic orbits
corresponding to small amplitude fast oscillations.
Appendix A
In the appendix, we outline a procedure to block diagonalize the linearization of (2.1) as a steady
state via a linear transformation. And we will discuss two cases, namely, A is a bounded linear oper-
ator on X and A is generator of a semigroup on X . This lays the foundation for further normal form
transformations to eliminate some nonlinear terms. Assume
(B) For (t, ) ∈R× [0, 0),
( f , g)(0,0, t, ) = 0, ∂t(Df , Dg)(0,0, t, ) = 0.
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A =
(
A + Dx f (0, ) Dy f (0, )
Dxg(0, )
J
 + Dy g(0, )
)
.
We look for linear operators L1 ∈ L(X1, Y ) and L2 ∈ L(Y1, X) such that their graphs are invariant
under A . For simplicity, we write Dx,y( f , g)(0, ) as Dx,y( f , g). Therefore, (L1, L2) should satisfy
the following system:
( J + Dy g)L1 − L1
(
A + Dx f + Dy f L1
)+ Dxg = 0,
L2
(
DxgL

2 + J + Dy g
)− (A + Dx f )L2 − Dy f = 0. (A.1)
When A is bounded, treating the above as the equation for zero points of a mapping from L(X, Y1)×
L(Y , X) ×R to L(X, Y ) × L(Y1, X), simply from the Implicit Function Theorem, we obtain:
Lemma A.1. Assume A ∈ L(X, X), (A2) and (A3) for k = 1 and (B). There exists 0 > 0 such that, for any
 ∈ [0, 0), (A.1) has a unique pair solution of O ():(
L1, L

2
) ∈ L(X, Y1) × L(Y , X).
Let
(
x˜
y˜
)
=
(
I L2
L1 I
)−1
as the new variables. System (2.1) becomes
⎧⎪⎨⎪⎩
˙˜x= (A + Dx f + Dy f L1 )˜x+ F˜ (˜x, y˜, t, ),
˙˜y =
(
J

+ Dy g + DxgL2
)
y˜ + G˜ (˜x, y˜, t, ). (A.2)
Using the following embedding of spaces
L(X, Y1) ⊂ L(X, Y ), L(Y , Y1) ⊂ L(Y , Y ), L(Y , Y1) ⊂ L(Y1, Y1),
it is easy to show F˜ and G˜ satisfy property (A3) and thus all results in previous sections still hold for
the new system (A.2).
In the case when A is unbounded, we use an integral equation approach to solve (A.1) under the
assumption:
(F) There exist closed subspaces Xs,c,u of X such that X = Xs⊕ Xc⊕ Xu and A+Dx f (0, ) is invariant
on Xs,c,u . Let Au,c,s = (A + Dx f (0, ))|Xs,c,u . We further assume Ac is a bounded linear operator
on Xc and there exist ωs < 0 and ωu > 0 such that∣∣etAs ∣∣ Keωst for t  0, ∣∣etAu ∣∣ Keωut for t  0.
To ﬁnd L1, we consider
Gu(L)xu =
0∫
+∞
et J
(
LD y f L
u − Dxg − Dy gLu
)
e−t Au xu dt, xu ∈ Xu, (A.3)
Gc(L)xc = ( J + Dy g)−1
(
LD y f L
c − Dxg + Lc Ac
)
xc, xc ∈ Xc, (A.4)
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0∫
−∞
et J
(
LD y f L
s − Dxg − Dy gLs
)
e−t As xs dt, xs ∈ Xs, (A.5)
where Lu,c,s = LPu,c,s and Pu,c,s are the projections deﬁned by the decomposition. Let G(L) =
Gu(L)Pu + Gc(L)Pc + Gs(L)Ps .
Lemma A.2. If (A.6) below is satisﬁed, then G is a contraction from a bounded ball in L(X, Y ) to itself and its
unique ﬁxed point L satisﬁes the ﬁrst equation of (A.1) and
|L|L(X,Y )  C ′, |L|L(X1,Y1)  C ′.
Proof. In this proof, we use the equivalent norm on X deﬁned by
‖x‖ =max{|Pux|, |Pcx|, |Psx|},
which induces equivalent norms ‖ · ‖ of operators. In particular,
‖L‖ = ∣∣Lu∣∣L(Xu,Y ) + ∣∣Lc∣∣L(Xc ,Y ) + ∣∣Ls∣∣L(Xs,Y ).
Let
B = {L ∣∣ ∥∥Lu∥∥ 1}, C0 =max{∥∥Ac∥∥,∥∥Dy f (0, )∥∥,∥∥Dxg(0, )∥∥,∥∥Dy g(0, )∥∥}.
G satisﬁes the following estimates on B(ρ):
∥∥G(L)∥∥ 5C0K( 1|ωs| + 1|ωu| + 2∣∣ J−1∣∣
)
,
∥∥G(L1) − G(L2)∥∥ 3KC0( 1|ωs| + 1|ωu| + 2∣∣ J−1∣∣
)
‖L1 − L2‖.
If ωu,s satisﬁes
1
|ωs| +
1
|ωu| + 2
∣∣ J−1∣∣< 1
5KC0
, (A.6)
then clearly G deﬁnes a contraction mapping on B. Therefore, G has a ﬁxed point L. Integrating (A.3)
by parts
Luxu = J−1(LD y f Lu − Dxg − Dy gLu)xu
+
0∫
+∞
J−1et J
(
LD y f L
u − Dxg − Dy gLu
)
e−t AuAuxu dt
shows Lu ∈ L(Xu1 , Y1) and
J Lu = LD y f Lu − Dxg − Dy gLu + Lu Au, (A.7)
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|L|L(Xu1 ,Y1)  C ′.
Identity (A.7) and the similar one for Ls along with the deﬁnition of Gc implies L satisﬁes (A.1). 
To solve for L2, we consider L ∈ L(Y1, X1) with Lu,c,s = Pu,c,sL and
Pu,c,s G˜(L) =
⎧⎪⎪⎨⎪⎪⎩

∫ 0
+∞ e
−t Au (Dy f − LuDxgL − LuD y g)et J dt,
(Dy f − LcDxgL + AcL)( J + Dy g)−1,

∫ 0
−∞ e
−t As (Dy f − LsDxgL − LsD y g)et J dt.
Lemma A.3. If ωu,s satisﬁes (A.6), there exists a unique L ∈ L(Y1, X1) such that G˜(L) = L. Moreover, L ∈
L(Y , X) with estimates |L|L(Y1,X1)  C ′ , |L|L(Y ,X)  C ′ .
Proof. The proof of the lemma follows from the same procedure on the set
B1 =
{
L
∣∣ ∣∣Lu∣∣L(Y1,Xu1 ) + ∣∣Lc∣∣L(Y1,Xc1) + ∣∣Ls∣∣L(Y1,Xs1)  1}. 
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