This concluding talk by a particle physicist reviews two topics, event classification and nuisance parameters.
Introduction
I will just cover two topics in this talk, both of which I am interested in and which have received a fair amount of attention at this conference, event classification and nuisance parameters. I apologize to other speakers whose work I will not have time to cover.
Event Classification

Introduction
The general problem that we wish to solve is given a measurement of an event X = (x 1 , x 2 , . . . x n ), find the function F(X) which returns 1 if the event is signal (s) and 0 if the event is background (b) to optimize a figure of merit, say s √ b for a discovery or s √ s + b for an established signal.
In principle the solution is straightforward. Use a Monte Carlo simulation to calculate the likelihood ratio L s (X)/L b (X) and derive F(X) from it. This just amounts to counting the number of signal and background at each point in the parameter space. Then F can be calculated by ordering the likelihood ratios and accepting them in decreasing order until the figure of merit starts to decrease. Further, by the Neyman-Pearson Theorem, this is the optimum solution. Of course, this does not work due to the "curse of dimensionality." In a high-dimension space, even the largest data set is sparse, with the distance between neighboring events comparable to the radius of the space. Thus, we are forced to substitute cleverness for brute force. In recent years, physicists have come to learn that computers may be cleverer than they are; they have turned to machine learning. One gives the computer samples of signal and background events and lets the computer figure out what F(X) is.
Artificial Neural Networks
Originally most of the machine learning effort was in artificial neural networks (ANN). Although used successfully in many experiments, ANNs tend to be finicky and often require real cleverness from their creators. At this conference, there was an advance in ANNs reported by Harrison Prosper. 1 The technique is to average over a collection of networks. Each network is constructed by sampling the weight probability density constructed from the training sample. Prosper notes that this Bayesian technique "takes us another step closer to realizing optimal results in classification (or density estimation) problems. It allows a fully probabilistic approach with proper treatment of uncertainties." He states that the "the initial results are promising, though computationally challenging."
Rules and Trees
In the past couple of years, interest has started to shift to other techniques, such as decision trees, at least partially sparked by Jerry Friedman's talk at PHYSTAT2003.
2 A cartoon of a decision tree is shown in Fig. 1 . The best variable and value to separate signal and background are chosen and the sample is divided into two branches. For each branch, the process is repeated until a leaf is found with a preset minimum of either signal or background events. Each leaf is then labeled as either signal or background.
A single decision tree has limited power, but its power can be increased by techniques that effectively sum many trees. Several approaches were presented at this conference. Jerry Friedman discussed a technique based on rules, which effectively combines a series of trees. Narsky on bagging decision trees.
5 "Bagging" stands for Bootstrap AGGregatING. In this technique, one builds a collection of trees by selecting a sample of the training data and, optionally, a subset of the variables. Although boosted trees (to be discussed next) are generally more sensitive than bagging trees, Narsky reported the use of bagging trees in the study of the decay B → γeν , in which bagging trees gave the most significant results. A single decision tree gave a 2.16 σ significance; boosted decision trees gave a 2.62 σ significance; and bagging decison trees gave a 2.99 σ significance. However, about half of the difference between the bagging and boosted trees was not fully optimizing the boosted trees.
Byron Roe gave a talk on the use of boosted trees in MiniBooNE. 3 The boosted tree technique is to give misclassified events in one tree a higher weight in the generation of a new tree. In the MiniBooNE analysis, this process is repeated to generate 1000 trees. The final classifier is a weighted sum of all of the trees. Roe found that the boosted trees are about a factor of 1.8 more sensitive than an ANN technique and that it is more robust.
Other talks on the subject of event classification were given by Puneet Sarda 6 and Alex Gray. 7 Unfortunately, I was unable to attend these talks as I was chairing another session at the time.
Nuisance Parameters
Introduction
Nuisance parameters are parameters with unknown true values for which coverage is required in a frequentist analysis. They may be statistical, such as number of background events in a sideband used for estimating the background under a peak. Or they may be systematic, such as the shape of the background under the peak, or the error caused by the uncertainty of the hadronic fragmentation model in the Monte Carlo. Most experiments have a large number of systematic uncertainties, so having an efficient way of dealing with them is an important issue in the statistical analysis of the results. The single statistical issue that I have been asked most about is probably the proper treatment of these uncertainties.
In his talk, Kyle Cranmer has pointed out that these issues will be even more important at the LHC. 8 Cranmer's argument has to do with the size of the systematic uncertainties. For example, a typical negative search at LEP might have had no signal events. In this case the statistical error is of order 1 and the systematic error might have been of order 0.1. The contribution of the systematic error would then have been of order 0.01, and the details of its treatment would have been largely irrelevant. However, Cranmer expects that at the LHC it might be typical to have a signal of 100 events and systematic uncertainties of 10%. And to make the issue more critical, Cranmer notes that the standard for discovery in bump hunting has come to be five standard deviations. (See Appendix A for an aside on this issue.)
At this meeting we have seen a wide series of techniques discussed for constructing confidence intervals in the presence of nuisance parameters. The one unifying aspect of these techniques is that everyone has expressed a concern that their methods cover, at least approximately. This appears to be important for LHC physics in the light of Cranmer's concerns.
Bayesian Treatment
Joel Heinrich presented a recommendation for the CDF collaboration to do Bayesian analyses with the requirement that non-subjective priors are chosen to provide coverage. 9 The perceived advantage is Bayesian conditioning with frequentist coverage. Figure 2 shows some examples of coverage studies from Heinrich's talk. Fig. 2(c) .
This example illustrates that the choice of priors for nuisance parameters is important and that flat priors, particularly in multiple dimensions, are likely to lead to undesirable results. The problem here is that the volume of a hypersphere is increasingly concentrated at large radius as the dimension of the hypersphere increases. Thus, the nuisance parameters are pushed to unreasonably large values, depressing the signal and causing undercoverage.
Frequentist-Bayesian Hybrids
Fredrik Tegenfeldt presented a likelihood-ratio ordered Neyman construction 10 after integrating out the nuisance parameters with flat priors.
11 In a single channel test, there was no undercoverage.
What would happen for a multi-channel case? Would it fall prey to the same difficulties illustrated in Heinrich's talk?
9 I am not sure. It is likely that the confidence belt will be distorted by the use of flat priors, but it is possible that the method will still cover due to the Neyman construction.
Cranmer considered a similar technique, as used for LEP Higgs searches. 8 Both techniques are referred to as Cousins-Highland, from their 1992 paper which used essentially the same technique. 
Profile Likelihood
Forty-four years ago, Kendall and Stuart suggested how to eliminate nuisance parameters in a likelihoodratio ordered Neyman construction. 13 
They then presented a charmingly simple argument for this approach for eliminating nuisance parameters, which we now refer to as "profile likelihood": "Intuitively, l is a reasonable test statistic for H 0 : it is the maximum likelihood under H 0 as a fraction of its largest possible value, and large values of l signify that H 0 is reasonably acceptable."
They concluded with the prescription for the Neyman construction: "The critical region for the test statistic is therefore
where c α is determined from the distribution g(l) of l to give a size-α test, i.e. 10 with the addition of the suggestion of how to eliminate the nuisance parameters.
Coverage is not guaranteed with this technique since the treatment of the nuisance parameters involves an approximation. However, coverage is excellent in all cases which have been studied. This is pointed out in Giovanni Punzi's talk 14 and it agrees with my experience.
There is, however, a minor problem with this technique when used with a Poisson distribution. This is illustrated in Fig. 3 , which comes from Punzi's talk. As the nuisance parameter is better and better known, the confidence intervals do not converge to the limit of the nuisance parameter being perfectly known. The reason is that the introduction of a nuisance parameter breaks the discreteness of the Poisson distribution. However, since two plenary speakers 8, 16 indicated that the explanation was incomprehensible from those slides, I will try again here. (Also see Punzi's talk 14 for another solution.) Consider the case of a Poisson signal of mean µ where n events have been measured for the sum of the signal and background. The background is estimated by a measurement of b events from a sideband of τ times the size of the signal region. Figure 4 shows a fragment of the construction of the confidence belt for the value of µ that is the upper limit for the measurement of n 0 and b 0 , which are shown by the diagonally-lined box. The confidence belt consists of this box and the black boxes. Figure 4(a) shows the case for an equal size sideband and signal region, τ = 1. The confidence belt includes the region in the n-b space that is bounded by a 45
• line since each unit of b reduces n by one unit for constant µ. Figure 4(b) shows the case for a very large sideband compared to the signal region. The angle becomes very shallow, but even in the limit of a very well known background only the lower b values are included in the confidence belt for n = n0. The probability for the diagonally lined square always exceeds those to its right, even if only by an infinitesimal amount. This gives greater granularity in the probabilities that can be achieved by the confidence belt construction, compared to the case of a perfectly known background, shown in Fig. 4(c) . Here all the squares forn = n0 have the same probability and must all be included. Less integrated probability is included in Fig. 4 (b) than in Fig. 4(c) , allowing a lower upper limit for µ.
A solution is shown in the right half of Fig. 4 . To restore the overcoverage due to the discreteness of the Poisson distribution it is necessary to add the boxes shown in gray shading. Figures 4(b ) and 4(c ) are now identical and Fig. 4 (a ) will approach the limit smoothly.
The Cousins-Highland paper 12 indicated that it was using the hybrid frequentist-Bayesian technique discussed earlier because the pure frequentist technique gave a lower upper bound with a small normalization uncertainty than with no uncertainty. The reason for this is the same as shown above, and the same solution yields a reasonable frequentist upper limit.
Hill Climbing
Wolfgang Rolke presented a talk on eliminating the nuisance parameters via profile likelihood, but with the Neyman construction replaced by the −∆ ln L hill-climbing approximation. 17 This is also what the popular MINUIT program does. 18 The coverage is good with some minor undercoverage. Cranmer 8 also discusses this method in his talk.
Full Neyman Constructions
In principle a frequentist should provide coverage for nuisance parameters by doing a full Neyman construction for both signal and nuisance parameters. Both Punzi 14 and Cranmer 8 attempt this in their talks. I do not recommend this procedure for a number of reasons.
(1) The ordering principle is not unique. Both Punzi and Cranmer ran into some problems. (2) Unless great care is taken, they are likely to substantially overcover.
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(3) The technique is not feasible for more than a few nuisance parameters. (4) It is unnecessary since removing the nuisance parameters through profile likelihood works quite well.
Appendix A. Why 5 σ?
We noted above that the standard for discovery in bump hunting has been established at five standard deviations. Given that the probability of a statistical fluctuation giving a 5 σ effect is 3 × 10 −7 , is this a reasonable requirement?
There are two major high energy experiments at the LHC, but let us first consider this requirement if there were only one experiment. A reasonable expectation is that in the analysis of the experiment, there may 500 searches, each of which has 100 resolution elements (mass, angle bins, etc.), which yields 5 × 10 4 chances to find something. Thus, the chance of a false positive would be (5 × 10 4 )(3 × 10 −7 ) = 0.015, an acceptably low number. Now consider the situation with two experiments. First, we need to consider the number of allowable false positives in either experiment. False positives have some cost -they generate unnecessary experimental and theoretical activity (often a hundred or so theoretical papers) and if they are too frequent, they give the impression that results in the field cannot be relied on. I would guess that perhaps ten false positives over the course of the LHC would be acceptable. Then, we can solve for the significance level Σ that would yield ten events: 2(5×10 4 )P(Σ) = 10 ⇒ P(Σ) = 1×10 −4 ⇒ Σ = 3.7σ
If we take 0.01 as the acceptable probability of a false positive after verification by the other experiment, then the required significance level Σ is given by 10P(Σ ) = 0.01 ⇒ P(Σ ) = 0.001 ⇒ Σ = 3.1σ
Thus, it would appear from this analysis that a 3.7σ discovery by one experiment followed by a 3.1σ conformation by the other would be satisfactory. However, great care needs to be taken to consider to what extent common systematic uncertainties exist. For example, both experiments are likely to rely on common hadronic production and fragmentation models.
