An alternative paradigm is considered for robustness analysis, where systems are described in implicit form. The central role in this formulation is played by equationsrather than input-output maps. The framework for robust stability analysis is appropriately extended, and a necessary and sufficient condition is proved for the case of arbitrary structured norm bounded perturbations. Finally, the constant matrix version of this framework is considered, leading to an extension of the structured singular value p; the corresponding upper bound theory is developed fully,
Introduction
This paper is the natural continuation of previous work [13] in an extended framework for robustness analysis. This framework combines implicit characterizations of systems which appear originally in the "behavioral" approach [16] to system theory, with Linear Fractional Transformation (LFT) descriptions of uncertainty as in standard robust control. It was shown in [I31 that this framework allows for the formulation of a richer class of robustness analysis problems, where an uncertain system and a finite number of Integral Quadratic Constraints (IQCs) [lo] can be represented simultaneously. Tools developed in [13] for analysis of these representations have provided, in particular, for Robust 'H2 performance analysis. Further evidence of the potential impact of the implicit formulation is provided in [7] , where a general model validation/system identification (MV/ID) problem is formulated in this fashion.
In this paper we develop this formulation more extensively from a theoretical point of view. In this respect, in Section 2 we consider general implicit systems, not restricted to the "state-space'' type considered in [13] . These systems are defined in terms of equations; it is shown how robust performance problems can be cast in terms of "finding solutions to equations".
In Section 3 we review the issue of stability in this formulation; in this paper only an 12-based theory is developed, where signals are considered a priori over 12, but a more complete theory of stability follows similar lines [12] .
Section 4 contains the main result, which is a necessary and sufficient condition for robust stability of these implicit descriptions, when the uncertainty is allowed to vary in the class of arbitrary norm bounded operators. This condition is a convex feasibility test on a constant scaling, which extends the scaled small-gain conditions for robust stability, and recent results [14, 101 on the necessityof these conditions for the standard input-output setting. The extension also includes 61 operator blocks in the uncertainty description.
In Section 5 we address the constant matrix version of the implicit framework. As is well known, a number of standard robust performance problems can be expressed in constant matrix form in terms of the Structured Singular Value 
The Implicit Framework for Analysis

Implicitly Defined Systems
This paper deals with implicit characterizations of systems. Loosely speaking, this means that the laws governing the system and the constraints imposed on a problem under consideration are all expressed as equations imposed on a specified set of variables. A formal definition follows.
Definition 1 An implicit system is defined by two vector spaces, the variable space W, ond the equation space E, and an equation operator G : W-E. The behavior of the implicit system is the set B = Ker(G) = { w E W : G w = 0).
The system is called linear if G is a linear map.
The definition above is closely related to the so-called behavioral approach to system theory, introduced by Willems [16] . In this type of formulation, all variables in a system are a priori in an equal footing, without a distinction between inputs and outputs. These descriptions arise naturally when modeling physical systems from first principles, where physical laws such as mass and energy balances are more naturally thought of as implicit equations between variables than as "signal-flow" maps. Interconnections of subsystems are reduced to superimposing equations. For a discussion of the features of this modeling paradigm, see [16, 31. In our case the equations defined by G play a central role, not captured entirely by the behavior, since as we shall see equation error will be added for the analysis. For the rest of this paper, all systems will be linear.
An important special case is the class of dynamicalimplicit systems, where the sets W and E are signal spaces. For concreteness we will consider discrete-time signals (indexed in Z or Z+) and vector valued in R' or e. (i.e. W c (IF')",
The choice of the signal spaces W,E has strong influence in the conclusions resulting from the analysis. For instance, in most of this paper we will assume a priori that the signal spaces are 12-spaces (square summable vector sequences, W = 12(C?), E = 12(P)), and the conclusions are restricted to this class. In some cases in standard stability theory it must be specifically ensured that no signals outside 12 can occur; in this case the chosen sets W, E must contain a priori arbitrary sequences indexed in Z+ (sometimes termed 1:); for the map G to be well defined in such a class it is usually assumed to be causal, i.e. PtGPt = PtG V t , where Pt is the truncation operator (see [14] ). We will remark briefly on this issue in Section 3.
Uncertainty and LFTs
We now incorporate into the implicit paradigm deterministic descriptions of uncertainty in the style of robust control. The map G is replaced by a parameterized map G(A), where A is an uncertainty operator; in this paper, we will consider uncertainty which has "spatial" structure of the form The blocks in A can be used to describe real parameters, or dynamic (linear time invariant (LTI), linear time varying (LTV) or nonlinear) perturbations. In each case, there is a restricted class A of allowed perturbations.
In this paper we restrict ourselves to linear uncertainty blocks in discrete time. We will denote by L(lF) the set of linear, bounded and possibly non-causal operators in lz(C'). The most general class of perturbations considered here is
the results in this paper extend with minor changes to the continuous time case.
In the sequel, the parameterization G(A) for our implicit uncertain systems will be a linear fractional transformation (LFT) on the uncertainty A , as depicted in Figure 1 . For introductory material on these representations, see A standard input-output LFT uncertain system can be easily converted to this implicit form.
Integral Quadratic Constraints
As was noted in 
where % ( e J w ) is the Fourier transform of an 12 signal, II = 11' is a matrix function, assumed bounded on the unit circle.
This implies that P can be chosen (e.g. P = kl) such that
So II = P'P -Q'Q, which reduces (3) to llPz11; 5 11Q!112.
We now introduce the following lemmas (see the Appendix?:
Lemma 1 Let z, v E 1;. The following are equivalent:
Lemma 2 Let z , v E 1;. The following are equivalent:
From the above discussion and Lemma 1, for each z satisfying ( 0 Analogously, the set Ullac,,ll h'er(P -6cI Q) for scalar 6c can be shown by means of Lemma 2 to correspond to the matrix-valued constraint
These constraints can be used to obtain tighter descriptions of disturbances and therefore reduce conservatism in robust performance analysis. In [13], "whiteness" constraints are imposed to analyze Robust 'H2 performance, which have the form (9): this introduces in a natural way "operatorvalued" 6 1 blocks in implicit uncertain systems.
To illustrate how implicit descriptions might be used for robust performance analysis, consider the uncertain inputoutput system of Figure 2 , in which it is known that the input U satisfies some restrictions in terms of IQCs as in (3). We want to determine whether there exist signals U in the allowed class, and perturbations A such that the system gain is 1 or larger. This last requirement is captured by the extra "performance IQC" llul12 -/IyI12 5 0. The implicit equations for the system, the IQCs on U and the performance IQC are captured respectively by (10),(11) and (12), with A c , Ap arbitrary norm bounded operators.
[ A , I ] [I] = O
The superposition of (lo), (11) and (12) gives an implicit description for the robust performance analysis problem, which essentially reduces to the question: "Does there exist a perturbation (A, A c , A p ) with non-trivial 12 kernel?". This type of questions are addressed in the rest of this paper.
Stability in Implicit Systems
The concept of stability in standard system theory has been given two interpretations.
In the first place, from the point of view of dynamical systems, stability ensures that solutions do not exist where the signals are unbounded (e.g. escape 1 2 ) . This notion is directly tied to causal systems (where the operations on unbounded signals are well defined).
Secondly, from an operator theoretic point of view, stability is associated with the fact that small errors or disturbances do not get arbitrarily amplified by a system interconnection. This notion can be stated for non-causal systems, but it must be assumed a priori that the signals are in a space (e.g. 12) where the operators are well defined.
Although these two versions can be proved equivalent in many special cases of causal systems, we will find it useful to distinguish the two for the extension to the implicit framework, since we are led naturally to include non-causal perturbations as explained in Section 2.3. We will term the first notion "stability" and the second "12-stability" (the notion could also be defined in other signal spaces). This paper deals with 12-stability, the stability case is referred to [12].
3.1 12 Stability and Robust Stability Definition 2 Let Gw = 0 denote an implicit linear system over 12 (i.e., w E I;, G : l:+l;).
The system is 12-stable if
According to this definition, 12-stability implies that the 12 behavior B of the system is the trivial space, and that this property is not "sensitive" to equation error. More precisely, if Gw = e, with llwll = 1, then the equation error e is bounded below in norm by a positive number. Equivalently, by the Open Mapping Theorem, 12-stability states that G has a left inverse L : l;-l:, LG = I , and L is a bounded operator.
We will now compare this definition with the standard one, by considering the feedback interconnection of Figure 3 
Definition 2 implies that arbitrarily small equation errors in (13) (which correspond to interconnection errors in Figure  3 ) do not allow [w', z']' of norm 1, which corresponds to the standard notion of stability in the operator theoretic sense. The only difference is that we are not requiring the operator G = [ -" -?] to be invertible, only left invertible. In other words, G need not be onto 1; in our definition: the equation errors need not be free to vary over 1;. The reason for this weakened definition in the case of implicit systems is that we want to extend the notion to systems which are over-constrained (more equations than variables), such as the example considered in (10-12). In these cases, the operator will not be onto in general, and this should not be required: the equation errors need not be "free" since they are not physical noises (which should be included in any model); they just provide a means of testing sensitivity of implicit equations.
For the case of uncertain systems, robust stability means as usual stability for each element in the class. We give the following definition for LFT systems: The notion of stability is "internal" in the sense that the variable t is included in the variable space W .
The input-output robust performance problem posed in Section 2.3 converts exactly to robust 12-stability of the corresponding implicit system. This motivates the main result of this paper, given in section 4, which provides necessary and sufficient conditions for robust 12-stability in the implicit case. We first state the following proposition which simplifies the representation: Condition ( i ) is a nominal stability condition, which must be satisfied for the problem to be nontrivial. We consider from now on the simplified setup of (ai) ( In what follows we will provide an extension to the implicit framework of these results. In view of the duality between IQCs and implicit LFT descriptions that was shown in Section 2.3, the theorem given below strongly parallels the S-procedure losslessness results of Megretski and Treil [lo] . The main extension that needed is to capture the 61 blocks, which are not described by scalar valued IQCs; this is done by extending the "V set" method in standard p-analysis [ll].
We begin with some notation. For a general delta structure Given an LTI stable system A(X), an analogous notation is used for the partition of Az E 1;. Consider the following 
Theorem 1 Let A , C be LTI stable systems, V' as in (20).
Assume A is the set of structured, otherwise arbitrary linear operators in 1;. The following are equivalent:
(1) (17) has uniform 12 robust stability.
In (iii) above, the constraint (21) is of the form q < 0 where Q is a self-adjoint operator on 1 2 ; this must be interpreted as a strong version of negative definiteness, (@U, U ) 5
Proof: Lemma 3 and Theorem 1 are proved in the Appendix.
The Constant Matrix Case
In many important cases, robustness analysis can be conducted in a constant matriz representation, which is essential if computational tests are to be derived. These have the form
The structure A is still of the form (l), and it could also have blocks restricted to be real as in [17]. By analogy with Definition 2, we say that the implicit system (22) 
5.1
One case which reduces to a problem like (23) 
5.2
The definition of stability (23) For the discussion of the upper bounds, it is convenient to introduce a "static" version of the Vc set defined above. For Testing whether an LMI is satisfied is a convex feasibility problem, for which interior point methods are available (see In this static case, the upper bound will be strict in general; equivalently, LMI (27) with /3 = 1 is not a necessary test for stability; the step that fails in extending Theorem 1 is that the convexity of Vo can no longer be guaranteed (so Vo n 8 = 4
does not imply co(Vo) n x = 4).
In special cases, the equality of p , fi holds; we will call a structure A p-simple in the implicit case if p~, c ( A ) = 
Remarks on the Proof:
For case (i), the definition of stability (23) In comparison, if A , C have unbounded memory, an infinite horizon augmentation (as in Section 4) is required.
Conclusions
The work reported in this paper, together with [13], p r y vides the foundation for a more general robustness analysis theory, which extends the standard theory based on the small gain theorem. In this approach, we abandon the concepts of "input-output maps" and "gains" in favor of equations and signal constraints, and the central analysis question is to test whether there exist solutions to these equations.
It is clear by the results of this paper that nothing is lost, from a mathematical point of view, by adopting this approach for analysisinstead of the standard input-output formulation; on the contrary, [13, 71 show evidence of substantial advantages. Moreover, there is evidence [SI of further advantages for design.
There are still reasons to preserve the standard "signalflow" approach, which has led to a large body of knowledge, since some of its intuitive value might be lost in the "equations'' approach.
The conclusion is, however, that if research is not confined to the traditional paradigm the potential of the resulting theory will be greatly enhanced.
Proof of Lemmas 1 and 2
The only non-trivial implication is (1:) 
Proof of Lemma 3
The stability of A implies that V' is bounded, therefore 0' 
Since is arbitrary, uniform robust 12-stability is violated.
(:;)-a ( i i i )
0' and X are disjoint convex sets in the inner product space Y, V' is compact and X is closed. By a hyperplane separation argument we find X E Y, 9 > 0 such that Since x is a cone, a can be chosen to be 0. Now A small perturbation of X ensures X > 0 (X E X), and by continuity and compactness of 0' we can modify 9 to achieve 
