Spintronic neurons which emit sharp voltage spikes are required for the realization of hardware neural networks enabling fast data processing with low-power consumption. In many neuroscience and computer science models, neurons are abstracted as non-linear oscillators. Magnetic nanooscillators called spin-torque nano-oscillators are interesting candidates for imitating neurons at nanoscale. These oscillators, however, emit sinusoidal waveforms without spiking while biological neurons are relaxation oscillators that emit sharp voltage spikes. Here we propose a simple way to imitate neuron spiking in high-magnetoresistance nanoscale spin valves where both magnetic layers are free and thin enough to be switched by spin torque. Our numerical-simulation results show that the windmill motion induced by spin torque in the proposed spintronic neurons gives rise to spikes whose shape and frequency, set by the charging and discharging times, can be tuned through the amplitude of injected dc current. We also found that these devices can exhibit chaotic oscillations. Chaotic-like neuron dynamics has been observed in the brain, and it is desirable in some neuromorphic computing applications whereas it should be avoided in others. We demonstrate that the degree of chaos can be tuned in a wide range by engineering the magnetic stack and anisotropies and by changing the dc current. The proposed spintronic neuron is a promising building block for hardware neuromorphic chips leveraging non-linear dynamics for computing. * rie-matsumoto@aist.go.jp
I. INTRODUCTION
Neuromorphic chips need several millions of neurons to run state of the art neural networks [1] . Keeping theses chips small therefore requires developing nanoscale artificial neurons. In many neuroscience and computer science models, neurons are abstracted as nonlinear oscillators [2] [3] [4] [5] . Memristive oscillators (also called neuristors) [6] , Josephson junctions [7] , nanoelectromechanical systems [8] , and magnetic nano-oscillators called spin-torque nano-oscillators [9] [10] [11] are interesting candidates for imitating neurons at the nanoscale. In particular, it has been shown experimentally that spin-torque nano-oscillators can implement hardware neural networks and perform cognitive tasks with high accuracy due to their large signal to noise ratio, their high non-linearity and enhanced ability to synchronize [12] .
However, the microwave voltage signals delivered by these spin valves driven by spin torque are typically sinusoidal. In contrast, biological neurons are relaxation oscillators, based on two time scales: a long charging period followed by a short discharge period [13, 14] . Their output consists of sharp voltage spikes of fixed amplitude with a frequency that depends on the amplitude of the inputs. Therefore, it is interesting to exploit the multifunctionality and tunability of spin-torque to imitate the sharp neuron spikes. Here we propose a simple way to imitate neuron spiking in high-magnetoresistance nanoscale spin valves where both magnetic layers are free and thin enough to be switched through spin torque [15] [16] [17] . We study these devices through macrospin and micromagnetic simulations [18] . We show that the windmill motion induced by spin torque [19] in these structures gives rise to spikes whose shape and frequency, set by the charging and discharging times, can be tuned through the amplitude of injected dc current as well as the materials and thicknesses of the ferromagnetic layers. We observed that these devices with many coupled degrees of freedom can exhibit chaotic oscillations. Chaotic-like neuron dynamics has been observed in the brain [20] , and is desirable in some neuromorphic computing applications [21] whereas it should be avoided in others [22] . We point out that the dipolar coupling between magnetic layers is the main source of chaos in spin-torque windmill neurons. We demonstrate that the degree of chaos can be tuned in a wide range by engineering the magnetic stack and anisotropies. The proposed spiking windmill spin-torque neuron with controllable chaos is a promising building block for hardware neuromorphic chips leveraging non-linear dynamics for computing.
II. WINDMILL RELAXATION OSCILLATIONS: PRINCIPLE
The structure of the proposed windmill neuron, illustrated in Fig. 1(a) , is a spin valve, consisting of a nonmagnetic spacer layer sandwiched between two ferromagnetic layers. The spacer layer can be either a metallic layer in giant magnetoresistance devices [23, 24] , or a thin insulating tunnel barrier layer in magnetic tunnel junctions [25] [26] [27] [28] [29] . The two magnetizations, m1 and m2, have preferential directions due to magnetic anisotropy. However, contrary to typical spin-valve stacks, both layers are free to switch: none of them is pinned.
In the absence of spin torque, the magnetization directions are either parallel (P) or antiparallel (AP). They can point in-plane (IP) [30] or out-of-plane (OOP) [31] , depending on the dominant source of anisotropy. When a dc current is injected in the spin valve, perpendicularly to the layer planes, the torques on the two magnetizations tend to induce rotations in the same direction, as illustrated in Fig. 1(b) . The direction of rotation is set by the sign of the applied dc current.
III. MODEL
It has been predicted, as well as experimentally observed that this torque configuration can generate a windmill-like motion of the two magnetizations [15] [16] [17] . The equations of motion of the magnetizations are given by the Landau-Lifschitz-Gilbert-Slonczewski (LLGS) equation [9, 10, 32] :
Here, t and γ are the time and the electron gyromagnetic ratio. The second term on the right-hand side of Eqs. (1) and (2) is the damping-torque term where α is the Gilbert damping constant. In this article, α = 0.01 is assumed. Hereafter, i in the subscript represents the quantities of m i layer with i = 1 or 2. τ st1 , and τ st2 represent the coefficient of the Slonczewski torque :
Here, is the Dirac constant, µ 0 is the vacuum permeability, M s is the saturation magnetization, d i is the thickness of layer i, e is the electron charge, J is the current density and P is the spin polarization. In the rest of the article, we take P = 0.6.
H effi is the effective field expressed as
Hereafter the layer index, i, is abbreviated. H anis represents the anisotropy field expressed as :
Here K represents the anisotropy constant. In the spin valve shown in Fig. 1(a) , K = 115 kJ/m 3 is assumed in m1, and K = 70 kJ/m 3 is assumed in m2. H dip represents the dipolar field expressed as
Here N x , N y and N z are the demagnetization coefficients [33] .
IV. RESULTS
To highlight the principle of windmill neurons, we first neglect the dipolar-field interactions between the two magnetic layers in Fig. 1 (a) and consider that they behave as macrospins with uniform magnetizations. th is the individual threshold current density for switching [16] . Layers with higher anisotropy K are more difficult to be switched, and have a larger threshold current density J (0) th . In our case, we find through simulations that J th2 ). These results show that the response of the windmill neuron can be tuned by dc current.
Traces at different dc current densities are shown in Fig. 3(b) , and the evolution of the frequency as a function of current is plotted in Fig. 3(c) . As determined experimentally and numerically in previous studies [15] [16] [17] , the frequency increases with an increase of |J|. Note that the shape of spikes can also be tuned by controlling the switching time ratio through materials engineering of the two layers (M s , P etc.). (Fig. 4(a) ) and out-of-plane magnetized spin valves (Fig. 4(b) ) (the structure of the in-plane magnetized spin valve, SV IP1 , and its parameters are shown in This chaotic switching of in-plane spin valves [35] under windmill motion can be interpreted in the following way. For windmill motion, the switching of one layer toggles the switching of the other. Indeed, magnetization m1 wants to achieve the AP configuration whereas m2 wants to maintain a P configuration (and inversely for a reversed sign of the current density), therefore the P and AP configurations become consecutively unstable.
But the switching trajectories are very different for in-plane and out-of-plane magnetized samples. As shown in Fig. 5(a) , for in-plane magnetized samples, the strong anisotropy distorts the trajectories in a clamshell shape. Let us consider the situation where one of the magnetizations, m2, is close to equilibrium and the other one m1, is switching towards m2.
The switching of m1 from one hemisphere to the other is strongly determined by the exact the angle between magnetizationsθ 12 that gives the torque strength is also strongly varying.
Therefore, small variations in the position of m2 will strongly influence the switching of m1.
This high coupling between degrees of freedom induces a high sensitivity of magnetization reversal to initial conditions and can favor the appearance of chaos. The situation is different for out-of-plane magnetized samples, where precessions remain mostly circular during the whole switching of m1 (Fig. 5(b) ) and are therefore much less sensitive to fluctuations of m2. Until now we have not included the dipolar-field interaction between the magnetic layers in the simulations. The dipolar-field interaction is expected to enhance strongly the chaoticity of the system because it increases coupled degrees of freedom. Indeed, if the dipolar-field interaction exists, the switching of m2 will strongly depend on the direction of m1 (and reciprocally), yielding an increased sensitivity of the repeated magnetization switching events on initial conditions.
VI. TUNING CHAOS BY STRUCTURE
The strength of the dipolar-field interaction between layers (dipolar coupling) can be controlled by tuning the anisotropy and by tuning the stack. In this section we compare the windmill dynamics in the different structures sketched in Fig. 6 . configuration is expected to be small because of the small M s . Fig. 6(c) shows an in-plane bilayer macropin spin valve without the dipolar-field interaction (SV IP1 ). Fig. 6(d) shows a structure with a more complicated stack, where the free layers are each composed of two antiferromagnetically coupled layers (SV IP2 ). The dipolar field between the two free layers is expected to be strongly minimized in this configuration thanks to flux closure. Finally   Fig. 6(e) shows an in-plane bilayer spin valve (SV IP3 ) including the dipolar-field interaction which is expected to be strong in this configuration. Because of the dipolar-field interaction, SV IP3 favors AP magnetization configuration. As a result, the switching from AP to P configuration is often interrupted, and the resistance oscillates in a higher range around 150 method, and threshold current density (J th ). OOP1, OOP2, IP1, IP2 are the labels of magnetic layers whose parameters are summarized in TABLE II. In all structures, the spacer layer between m1 and m2 has the thickness of 1 nm and its J RKKY = 0. In (d) SV IP2 , the spacer layer between m1 and m A1 (m2 and m A2 ) has the thickness of 0.7 nm and its J RKKY = −0.1 mJ/m 2 . Typical time traces are shown below each structure. As can be seen, the degree of chaos seems to increase when the anisotropy changes from out-of-plane (Fig. 6 (a)-(b) ) to in-plane (Fig. 6(c) ). It also increases in the in-plane configuration when the strength of dipolarinteraction between layers increases (Fig. 6 (c)-(d)-(e) ). In order to evaluate more thoroughly the degree of chaos in structures shown in Fig. 6 , we have used three methods: quality factor (Q factor), Recurrence Quantification Analysis (RQA) [36] [37] [38] [39] , and Lyapunov exponent [40] . Low Q factor and low DET , L, L max and Then we have conducted Recurrence Quantification Analysis of R(t) for each structure.
Recurrence plots for each structure are shown at the bottom of Fig. 6 . A recurrence plot [36, 37] is a square matrix, in which the matrix elements correspond to those times at which a similar resistance state recurs, i.e., a plot of R ι,κ = Θ(ǫ ι − R(t ι ) − R(t κ ) ). Here, t ι and t κ are time during about 10 periods of resistance oscillation shown in the middle panels of Fig. 6 . ǫ ι is a threshold distance, and ǫ ι = 0.05 Ω is chosen in Fig. 6 . Θ is the Heaviside function, and the elements where R ι,κ = 1 are dots in the recurrence plots. In other words, directly related to the ratio of predictability inherent to the system. Suppose that the states at times and are neighboring. If the system exhibits predictable behavior, similar situations will lead to a similar future, i.e., the probability for R(t ι ) ∼ R(t κ ) is high. For perfectly periodic systems, this leads to infinitely long diagonal lines. In contrast, if the system is chaotic, the probability for R(t ι ) ∼ R(t κ ) will be small and we only find single points or short lines. In accordance with the evaluated Q factors, DET , L, L max , and ENT R decreases when the anisotropy changes from out-of-plane to in-plane. They also decrease by the introduction of dipolar-interaction between layers.
Then we have determined the Lyapunov exponent from each time trace [40] . The Lyapunov exponent is a quantity that characterizes the rate of separation of infinitesimally close trajectories in dynamic systems. Lyapunov exponents were evaluated with about 100 periods of resistance oscillation for each structure. As we have expected, the Lyapunov exponent, characterizing the degree of chaos, increases when the anisotropy changes from out-of-plane to in-plane. It also increases in the in-plane configuration when the strength of dipolar interaction between layers increases. These results show that the degree of chaos can be tuned in a wide range by engineering the magnetic stack and anisotropies, which is suitable for various neuromorphic computing applications.
VII. TUNING CHAOS BY CURRENT
We also checked the tunability of chaos by current. The evaluated current density depen- 
VIII. CONCLUSION
We proposed a simple way to imitate neuron spiking in high-magnetoresistance nanoscale spin valves where both magnetic layers are free and can be switched by spin torque. Our numerical-simulation results show that the windmill motion induced by spin torque in the proposed spintronic neurons gives rise to spikes whose shape and frequency can be tuned through the amplitude of injected dc current. We also found that these devices can exhibit chaotic oscillations. By evaluating the quality factors of interspike time intervals and Lyapunov exponents, as well as conducting Recurrence Quantification Analysis for the time evolutions of resistance, we demonstrate that the degree of chaos can be tuned in a wide range by engineering the magnetic stack and anisotropies and by changing the dc current.
The degree of chaos increases when the anisotropy of the free layer changes from out-ofplane to in-plane. It also increases when the dipolar-field interaction between the free layers increases. The proposed spintronic neuron is a promising building block for hardware neu-
