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Abstract
This paper presents an investigation into event detection in crowded scenes,
where the event of interest co-occurs with other activities and only binary
labels at the clip level are available. The proposed approach incorporates a
fast feature descriptor from the MPEG domain, and a novel multiple instance
learning (MIL) algorithm using sparse approximation and random sensing.
MPEG motion vectors are used to build particle trajectories that represent
the motion of objects in uniform video clips, and the MPEG DCT coefficients
are used to compute a foreground map to remove background particles. Tra-
jectories are transformed into the Fourier domain, and the Fourier represen-
tations are quantized into visual words using the K-Means algorithm. The
proposed MIL algorithm models the scene as a linear combination of indepen-
dent events, where each event is a distribution of visual words. Experimental
results show that the proposed approaches achieve promising results for event
detection compared to the state-of-the-art.
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MPEG domain, Sparse Approximation, Random Matrix, Traffic
Surveillance, Naive Bayes Model
1. Introduction1
Public places such as airports, railway stations and roadways are often2
supervised by video surveillance systems. It is highly desirable to use com-3
puter vision techniques to detect events of interest automatically. However,4
it remains a challenging problem due to many reasons:5
1. the requirement of real time detection;6
2. occlusions;7
3. the massive amount of data that must be processed; and8
4. co-occurrence of multiple events.9
There has been a lot of research [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,10
15, 16, 17] conducted in this field, and although there are no methods which11
can solve all the problems above, many have demonstrated some degree of12
success in constrained conditions. Methodologies relying on object tracking13
are typically applicable to scenes with very few occlusions [18], or scenes with14
specific camera positioning to limit occlusions [11]. Thus it is more popular15
to adopt a method which doesn’t require robust tracking [1, 3, 19, 7, 8].16
However, some of these methods are limited to very crowded scenes, where17
the crowd movements are modeled as fluid dynamics [20] or using the social18
force model [5].19
Because unusual events are often rare, many algorithms [6, 9, 1, 4, 7, 8]20
are based on unsupervised learning approaches such as GMMs [6], HMMs21
[8], topic models [7] and sparse coding [9]. Unsupervised approaches assume22
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that all low likelihood patterns from the training dataset are unusual events,23
which results in a significant number of false alarms. However, it is rare24
to use a supervised learning approach, as the events of interest are usually25
embedded in a set of background activities, and labeling the events at a26
location level is impractical. Recently, Hospedales et al. [2] proposed a27
weakly supervised joint topic model for rare event detection (vehicle turns28
in traffic footage). In [2], the video is divided into uniform clips and there29
are binary labels at the clip level to indicates the presence of an event. A30
topic is viewed as a distribution over the codewords by encoding the location31
and motion direction of the moving pixels. However, the initialization of32
parameters for this model is difficult and the features to represent the events33
are based on optical flow which is poorly suited to capturing long duration34
motion information.35
A feature descriptor based on the particle video algorithm [21] was pro-36
posed in [22], which captures motion with a longer duration, allowing trajec-37
tory based features to be extracted. This feature descriptor achieves state of38
the art performance in the detection of unusual events and temporal video39
segmentation. However, particle video is computationally expensive and runs40
significantly below real-time.41
In this paper, we investigate the problem of event detection in crowded42
scenes with binary labels at the clip level for the training dataset. In order43
to achieve real time detection, we propose a new trajectory-based feature de-44
scriptor from the compressed MPEG domain. It is logical to extract features45
from the MPEG domain, as this is the standard video format transmitted46
over a CCTV surveillance network and this is also inspired by various publi-47
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cations [23, 24, 25, 26] using MPEG derived descriptors. The second contri-48
bution of this paper is a novel algorithm by using random sensing and sparse49
approximation to support multiple instance learning, to solve the problem of50
co-occurring background activities (see Section 3 for details).51
2. Feature Descriptor from MPEG Video52
This section addresses the feature extraction from the MPEG-encoded53
video 1. Readers who are not familiar with MPEG compression are referred54
to [27].55
In this paper, we propose a feature descriptor obtained by tracking a set56
of particles in uniformly divided video clips in the compressed domain. The57
long video file is cut into non-overlapping regular clips. In this paper, a video58
clip contains 96 frames (8 GOPs (Group of pictures) in a video clip, 12 frames59
in a GOP). In the first frame of a clip, the particles are set to fixed locations60
uniformly2. Let S denote the coordinate of a particle, where Sx and Sy denote61
the horizontal and vertical coordinates respectively. Similarly, let u denote62
the motion vector of the particle, where ux and uy denote the horizontal and63
vertical velocities respectively. Obviously both S and u are the functions64
1The algorithm is designed for the MPEG-2 or MPEG-4 standard, where the block-
size for motion compensation is fixed. It doesn’t support video with variable block-size
motion compensation, such as those encoded in the H.264 standard. The experiments are
performed on MPEG-2 video, where the block-size is 16 × 16. For MPEG-4 video, the
block-size can be 8× 8, and this would be the only required change in parameters.
2The distance between two neighboring particles should be set to less than the width
of the smallest moving objects (pedestrians), otherwise, motions for small objects will not
be captured (set to 8 in this paper).
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Figure 1: Conceptual representation of how the bit-stream is split into small video clips.
of the frame number t (t ∈ N)3. Let S(n)(t) be the nth derivative of S(t).65
Obviously, S(1)(t) = u(t), and S(2)(t) = u(1)(t). The first step in feature66
extraction is particle trajectory construction, which is to compute S(t) over67
all of the 96 frames in each video clip. Clearly, we know S(0) (the locations in68
the first frame are fixed). The particle’s motion can be approximated by the69
motion of macroblock where it is located. That is, u(t) can be approximated70
with the MPEG motion vectors when decoding the video. Therefore, the71
computation of S(t) is typically an initial value problem [28]. Figure 1 shows72
how the video is broken down and viewed by our algorithm.73
In terms of the Taylor series expansion, we have74
3
N denotes the set of natural numbers (0 is included)
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S(t+ 1) =
∞∑
n=0
Sn(t)
n!
(1)
≈ S(t) + S(1)(t) + 1
2
S(2)(t) (2)
≈ S(t) + u(t) + 1
2
u(1)(t) (3)
≈ S(t) + u(t). (4)
Equation (4) is the Euler method, which ignores higher order components.75
Similar to [25, 23], we can use the Euler method to construct the trajectories,76
by using the forward motion vectors in MPEG to represent u(t). For I-77
frames where there are no motion vectors, we define the pseudo forward78
motion vectors, which are the inverse of the backward motion vectors of the79
previous B-frame (the frame before an I-frame is always a B-frame).80
While the above approach can be used to build a set of trajectories, there81
are several problems that have to be considered (see Figure 2 (a)):82
1. a significant number of trajectories are present in the background re-83
gions;84
2. trajectories overlap, resulting in multiple trajectories repeating the85
same motion;86
3. in the P-frames/B-frames, some macroblocks (Intra-blocks) have no87
motion vectors; and88
4. the first order assumption of the Euler algorithm leads to inaccurate89
trajectory estimation.90
To address the above problems, we propose the following solutions.91
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(a) Trajectories generated by Euler method (b) Foreground mask computed by DCT coef
(c) Final constructed trajectories (d) Filtered trajectories: DC+ 5 AC coef
(e) Filtered trajectories: DC+ 50 AC coef (f) K-means model selection
Figure 2: Visualization Results.
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(1) To remove trajectories in the background regions, we simply con-92
struct a foreground mask by accumulating the absolute differences of DC93
components of DCT coefficients in successive I-frames, followed by a thresh-94
old (set to 100 4) operation (see the visualized result in 1 (b)). Given a95
particle S(t), it is deemed to be in motion if S(0) and S(84) are both in the96
foreground; otherwise, it is removed.5 We also seek to remove trajectories97
that have little or no movement associated with them. Given a trajectory98
S(t) t = 0, 1, · · · ,min(τ − 1, T − 1) (τ is the length of the particle trajectory99
and T is the size of the video clip), S(i) is a stationary point if and only100
if S(i − 1) = S(i) (i > 0). S(t) is a stationary trajectory if and only if101
S(i) (τ ≥ i > 0) are all stationary points. If most points in a trajectory102
are stationary points, the trajectory is viewed as a small motion, likely to103
be generated by noise or environment movements (i.e wind, clouds, camera104
jitter, etc). In our experiments, we remove the trajectories with a number of105
stationary points larger than γ ( set to 91, i.e. 95% or more of the trajectory106
points contain no motion).107
(2) The problem of “trajectory overlap” is caused by the following situa-108
tion: suppose the grid location, α, is in the background and with a stationary109
trajectory, P2, centered in it; a trajectory, P1, belonging to a moving object110
4This threshold performs motion segmentation at the microblock level when comparing
two I-frames. The threshold must be in the range [0, 255], and initial testing showed 100
to be a suitable value.
5The MPEG standard encodes the I-frames using DCT coefficients of pixel blocks in
YCbCr format. Only the DC components in the Y plane are used. The DC components
are directly proportional to the sum of pixel intensities in microblocks (8 × 8). Frame 0
and 84 are the first and last I-frames in a video clip.
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enters α and overlaps P2, and then the two trajectories move together. Ob-111
viously, P2 is redundant. In our algorithm, the redundant trajectory, P2, will112
be detected when P1 enters α. All redundant trajectories are detected and113
removed in this way.114
(3) To solve the problem caused by Intra-blocks (macroblocks with no115
motion vectors in P/B-frames), the motion vector from the previous frame is116
used for these blocks. The trade-off is that more memory space is allocated117
to store the forward motion vector of the previous frame.118
(4) The first order Euler method ignores the higher order motion compo-119
nents at each step, and this error accumulates and becomes large over a long120
series [28]. In this paper, we design a second order method in the MPEG121
domain (Equation (3)), which improves the accuracy for minimal computa-122
tional cost. The aim is to find a method to determine u(1)(t). Let u(t + 1)123
and u(t− 1) be expressed in terms of a second order Taylor expansion,124
u(t+ 1) ≈ u(t) + u(1)(t) + 1
2
u(2)(t),
u(t− 1) ≈ u(t)− u(1)(t) + 1
2
u(2)(t); (5)
which implies u(1)(t) ≈ 1
2
[u(t+ 1)− u(t− 1))]. Thus125
S(t+ 1) ≈ S(t) + u(t) +
1
2
u(1)(t)
= S(t) + u(t) +
1
2
× 1
2
[u(t+ 1)− u(t− 1)]
= S(t) + u(t) +
1
4
u(t+ 1)− 1
4
u(t− 1). (6)
Equation (6) indicates that at the current frame t we can predict the126
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particle location at t+1 using the current location S(t), the forward motion127
vector u(t), the previous forward motion vector u(t−1) and the future forward128
motion vector u(t+1). If the current frame is a B-frame, we use the inverse of129
the backward motion vector to represent u(t+1). If the current frame is not a130
B-frame, u(t+1) is difficult to obtain. By assuming u(1)(t) ≈ u(t)− u(t− 1)131
(first order assumption), we can use a typical second order method (the132
Adams-Bashforth algorithm), as [28] in133
S(t+ 1) = S(t) + u(t) +
1
2
[u(t)− u(t− 1)]
= S(t) +
3
2
u(t)− 1
2
u(t− 1)]. (7)
Though both Equation (6) and (7) are second order methods for S(t),(6) is134
preferable when available (B-frames), as in Equation (6), S(2)(t) is implicitly135
approximated by a second order method while in Equation (7) it is approxi-136
mated by a first order method. However, it should be noted that, since there137
are intrablocks and I-frames with no motion vectors, these approximation138
algorithms for S(t) are not strictly first or second order methods.139
Figure 2 (c) shows the final constructed trajectories visually. The time140
complexity of particle trajectory construction is O(wi ×he ×T ) (wi and he141
are the width and height of the image), which is linear proportional to the142
spatial temporal size of the video clip.143
Inspired by [29, 30], the trajectories are transformed into the Fourier144
domain using the FFT algorithm separately in each dimension. Let FPi be145
the Fourier Coefficients of Pi = [Si(0) Si(1) · · · Si(T − 1)], where i ∈ {x, y}.146
The DFT transform is expressed as147
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FPi(k) =
1√
T
N−1∑
t=0
Si(t)exp(
−j2pikt
T
), k = 0, 1, · · · , N − 1. (8)
The DC component, FP (0), reflects the location information of a trajec-148
tory, while the AC components reflects the shape (low frequencies) and jitter149
(high frequencies). The DC component and the L lowest AC frequencies form150
the feature vector. The real and complex parts of the AC component are sep-151
arated into two independent real channels. Both feature vectors (horizontal152
and vertical) are concatenated into a vector of size 2× (1 + 2×L). Figure 2153
(d) and (e) shows the reconstructed trajectories with different values for L.154
L should be selected to balance noise, distortion and computational cost.155
The features are then quantized into a codebook using the K-means al-156
gorithm. Then, each video clip is represented as a histogram of visual words157
from this codebook. A larger number of clusters guarantees smaller quanti-158
zation errors, but is more prone to over-fitting problems, as the number of159
clusters in K-means determines the input dimension of the learning models.160
From the plot of quantization errors in Figure 2 (f), we can select the point161
regarding to the elbow of the curve. This method has been mentioned in162
[31].163
We retain stationary points in the construction of each trajectory, ensur-164
ing a fixed length FFT. An alternative approach, removing the stationary165
points by padding with 0s, will lead to a serious Gibbs phenomenon [28].166
3. Event Detection using Multiple Instance Learning167
In this section we outline two Multiple Instance Learning (MIL) ap-168
proaches for event recognition. MIL is a machine learning technique with169
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binary labels at the bag level to indicate the presence of a target instance170
in bags of multiple instances [32]. Label “1” indicates there is at least one171
target instance in the present bag and label “0” indicates no target instances172
in the present bag. Corresponding to our application, a “bag” is a video173
clip, and an “instance” is an event. The video clips labeled “1” contain the174
event of interest, while the video clips labeled “0” do not. MIL is used in175
this application because in crowded surveillance scenes there are many ac-176
tivities co-occurring in the same frame. To precisely label the events, one177
has to mark bounding boxes locating at the events, which is not feasible for178
surveillance video. Thus annotation at the clip level is used.179
Let c (c ∈ {0, 1}) denote the class type, where c = 1 indicates the180
presence of the event of interest. The function c(x) denotes the label of a181
video clip, x. A video clip is a positive sample if c = 1 and a negative sample182
if c = 0. Let V = {v|v ∈ N, v ≤ n−1} be the vocabulary with a cardinality of183
n. Conforming to the common convention, P denotes the probability mass, p184
denotes the probability density function, and r denotes the rank of a matrix.185
In Section 3.1, we explore the functionality of the classical naive Bayes model186
for the support of MIL under certain conditions. Then in Section 3.2, a novel187
method of MIL is proposed using compressive sensing.188
3.1. Naive Bayes for MIL189
This section introduces the theory of using naive Bayes for MIL. It should190
be noted that, though an extension of naive Bayes for MIL has been investi-191
gated in [33] for the prediction of failures in hard drives, the usage and the192
underlying analysis is fundamentally different from what we will discuss.193
Let x = {x0, x1, · · · , xd−1} represent a clip, where xi (i ∈ {0, 1, · · · , d−1})194
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is a visual word, and d is the number of visual words in x. Here each visual195
word is an element from the vocabulary V . For instance, suppose V =196
{0, 1, 2} , then it is possible to have a video clip x = {0, 0, 1}. In this197
example, x0 = 0, x1 = 0, x2 = 1 and d = 3. The underlying assumption of198
the naive Bayes model is the ex-changeability of visual words conditioned on199
each of the class labels,200
P (x|c) =
d−1∏
j=0
P (xj|c). (9)
Then, the posterior probability ratio can be expressed as201
g =
P (c = 1|x)
P (c = 0|x) (10)
=
P (c = 1,x)
P (c = 0,x)
(11)
=
P (c = 1)×∏d−1j=0 P (xj|c = 1)
P (c = 0)×∏d−1j=0 P (xj|c = 0)
, (12)
where P (c) and P (x|c) are easily computed using the frequencies of the202
words and labels in the training dataset. For any v ∈ V and j ∈ {0, 1},203
P (v|c = j) = N
j
v∑n−1
v=0 N
j
v
, (13)
where N jv is the frequency of v in the training samples of class j. A higher204
g indicates that the present video clip is more likely to contain the event of205
interest, and thus a threshold is set on P (c=1)
P (c=0)
for detection.206
Here we use an simple example to illustrate the process. Suppose we have207
a training dataset {x0,x1,x2,x3} with statistical information shown in Table208
(1).209
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Table 1: An example to illustrate naive Bayes model. For simplicity, suppose there are
only three visual words in the training dataset, which are v0, v1, v2 ∈ V and c ∈ {0, 1}.
Number of Visual Words Label
Video Clip v0 v1 v2 c
x0 900 300 0 0
x1 1100 200 0 0
x2 300 700 300 1
x3 100 900 200 1
In this example, there are two negative and two positive samples. Thus210
P (c = 0) = 0.5, P (c = 1) = 0.5 and P (c=1)
P (c=0)
= 1. In terms of Eq.(13),211
we have P (v0|c = 0) = 0.8, P (v1|c = 0) = 0.2, and P (v2|c = 0) = 0 for212
video clips labeled “0” 6, and P (v0|c = 1) = 0.16, P (v1|c = 1) = 0.64,213
and P (v2|c = 1) = 0.2 for video clips labeled “1”. In the two negative214
samples, the dominant visual word is v0; and in the two positive samples215
the dominant visual word is v1. Suppose now we have two test video clips216
x4 = {v0, v0, v0, v1} and x5 = {v0, v1, v1, v1}. Both of them contain only the217
visual words v0 and v1, but x4 is dominated by v0 and x5 is dominated by218
v1; thus we expect to classify x4 as class “0” and x5 as class “1”. In terms219
of Eq. (10), we have220
gx4 =
0.5× 0.163 × 0.64
0.5× 0.83 × 0.2 = 0.0256 < 1. (14)
Similarly, gx5 = 6.5536 > 1. Thus this method correctly classifies x4 and x5221
to the classes “0” and “1” respectively.222
6i.e P (v0|c = 0) = 900+1100900+1100+200+300 = 0.8
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Suppose there is a test clip x6 = {v0, v0, v0, v2}. Because P (v2|c = 0) = 0,223
the computation of g using Eq. (10) is at the risk of numerical errors. One224
popular solution to this problem is to use Laplace smoothing [34], which is225
defined as226
PLaplace(v|c = j) = N
j
v + 1
(
∑n−1
v=0 N
j
v ) + n
. (15)
Compared to Eq.(13), the estimation of Laplace smoothing in Eq.(15) adds227
1 to N jv in the numerator. The addition of n (vocabulary size) in the denom-228
inator is to ensure the marginal probability over the vocabulary is 1. In the229
test process, we use the estimation using Laplace smoothing to approximate230
the conditional probability as P (v|c = j) ≈ PLaplace(v|c = j). By incorpo-231
rating the Laplace smoothing, we can compute g for x6 to be g = 4.0321.232
Despite there being more v0s than v1s and v2s in x6, it is classified as class233
“1”, because P (v2|c = 0) is a very small value. Furthermore, if the word234
v2 is associated with the event of interest, and the words “0” and “1” are235
associated with the background events, the observation above indicates a236
method to detect the event of interest with a tolerance to the distribution237
of background activities in the test data, which we explore in more detail238
below.239
Suppose the event of interest is associated with a set of special visual240
words which are not shared with other activities. That is, there exist such241
a set G ⊂ V that if v ∈ G , then P (v|c = 1) ≫ ε and P (v|c = 0) = ε,242
where ε = 1
(
∑
n−1
v=0
N0v )+n
(Laplace smoothing). The scale of ε depends on243
the total number of words in the negative training samples (
∑n−1
v=0 N
0
v ) and244
the size of the vocabulary (n). In practice, ε is usually much smaller than245
P (v2|c = 0) in the above example which only contains 4 training samples and246
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3 visual words. Given enough negative training samples, it can be viewed247
as a positive real value close to 0. Suppose the present input, x, contains248
at least one such visual word, xj ∈ G ,j ∈ {0, 1, · · · , d − 1}, indicating the249
presence of the event of interest. This implies that
∏d−1
j=0 P (xj|c = 0) < ε250
7. If
∏d−1
j=0 P (xj|c = 1) ≫ ε, then g ≫ P (c=1)P (c=0) . The classifier is able to251
detect the event of interest effectively. The condition
∏d−1
j=0 P (xj|c = 1)≫ ε252
requires that for every xj, j ∈ {0, 1, · · · , d − 1}, P (xj|c = 1) ≫ ε. Because253
we know that P (v|c = 1) ≫ ε for any v ∈ G , the above requirement can be254
simplified to P (xj|c = 1)≫ ε when xj /∈ G . Physically, this requires that all255
visual words for the background activities should have some occurrences in256
the training video clips labeled “1”. Meanwhile, it is likely to produce false257
alarms when the training samples labeled “0” are insufficient.258
In summary, the use of naive Bayes model for MIL requires the existence259
of a special set of visual words that are only associated with the event of260
interest, however, the method also suffers from overfitting if the training261
samples for the either class are too small.262
3.2. MIL Compressive Sensing263
The method of naive Bayes model in Section 3.1 requires a sufficient264
number of training samples for both of the two classes. In the application265
of surveillance event detection, we usually have more video clips without the266
event of interest. Thus it is more likely to have overfitting caused by insuf-267
7Suppose there is a i ∈ {0, 1, · · · , d − 1} such that P (xi|c = 0) = ε. Then we
have
∏d−1
j=0 P (xj |c = 0) = ε ×
∏d−1
j=0 P (xj 6=i|c = 0). Because
∏d−1
j=0 P (xj 6=i|c = 0) < 1,
we have
∏d−1
j=0 P (xj |c = 0) < ε.
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ficient positive samples. In this section, we propose an approach which uses268
random sensing and orthogonal matching pursuit (OMP) to support MIL for269
event detection, which is tolerant to a limited number of positive training270
samples but requires sufficient negative training samples. This approach is271
called “MIL compressive sensing”.272
Compressive sensing was originally proposed as a technique to recover a273
signal from partial information [35]. More trivially, by using a well designed274
random matrix Q ∈ Nk×n(k < n), an n dimensional signal y ∈ Nn×1 can275
be compressed into a k dimensional signal Qy. Then in the recovery step, a276
numerical method is used to find a unique solution of η for Qy = QΨη so277
that the original signal y can be recovered by y = Ψη, where Ψ ∈ Cn×n is a278
fixed orthogonal matrix such as the Fourier basis, and the coefficient vector η279
has to be sparse (most entries are 0). In computer vision, this term refers to280
a set of techniques of sparse representation [36, 22, 9, 10], typically with an281
assumption that a sample y can be expressed as a sparse linear combination282
over Y ∈ Rn×w(w > n) as y = Y η. The matrix Y is either the combination of283
all training samples [36] or a trained overcomplete basis set [9]. For unusual284
event detection [22, 9, 10], Y is obtained from training samples containing285
only normal activities. Given a test sample y, the sparse coefficient vector286
η for y = Y η is obtained using a numerical sparse approximation method 8.287
The reconstruction cost ||y−Y η||2 can be used as a criterion to evaluate how288
well matched the test sample y is to the training dataset (normal events). A289
high reconstruction cost indicates the presence of unusual events.290
8Different from signal recovery, the solution of η is usually not unique as the nature of
Y depends on the training samples.
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The algorithm in [36] for face recognition is a classical supervised learn-291
ing approach requiring that one image contains only one face, while the292
algorithms in [10, 22, 9] for event detection are fully unsupervised assuming293
that the training dataset doesn’t contain the event of interest. The proposed294
method in this section differs from previous works of compressive sensing,295
in that instead of using the reconstruction cost, we explore the usage of the296
geometric characteristics of non-zero entries in the sparse coefficient vector297
for multiple instance learning. The constraint of sparsity is used to ensure a298
low false alarm rate.299
First of all, we model an event as a distribution of visual words over the300
vocabulary. Let B = [b0,b1, · · · ,bm−2,bm−1], B ∈ Rn×m+ , be the matrix of301
events, where each column bj (j = 0, 1 · · · ,m− 1) represents an event. The302
number of columns in B, m, is also the number of events. In this section,303
each sample y ∈ Nn×1 is a histogram of visual words in the present video clip304
over a vocabulary V 9. The vector y represents the collection of activities305
in a video clip, which can be viewed as being generated from the m events306
with different weights. Mathematically, we can model this as y = Bθ, where307
θ ∈ Rm×1, and we assume the events (columns in B) are independent of one308
another. Thus given y and B, the solution of θ is unique. If the present video309
clip does not contain the jth event, then θ(j) = 0. Let [y0,y1, · · · ,yw−1] be310
the matrix of a training dataset containing w video clips. We re-order the311
columns in [y0,y1, · · · ,yw−1] to group the samples by their labels, yielding312
9Readers should note that the representation of a sample y in this section is different
from x in Section 3.1. Let V = {0, 1, 2}, for instance, if we have a video clip with two 1s
and one 2s, the x in 3.1 is x = {1, 1, 2} and the y in 3.2 is y = [0 2 1].
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Y = [Y0 Y1], where Y0 are of label “0”, and Y1 are of label “1”. Given313
sufficient training samples, the training dataset contains all m independent314
events. In this case, we can always find an η = [
η0
η1
] ∈ Rw×1 such that315
y = Y η = Y0η0 + Y1η1, (16)
where η is m sparse. Detailed mathematical proofs of our theory can be316
found in Appendix A. However, it should be noted that, the solution of η is317
not unique.318
The difference between Y0 and Y1 is the presence of the event of interest319
or not. Let themth column in B, bm−1, represent the event of interest. Then320
every column in Y0 is a linear combination of the m−1 background activities321
b0,b1, · · · ,bm−2. Because bm−1 is independent of b0,b1, · · · ,bm−2, there322
must be some positive entries in the part of η1 corresponding to the bm−1323
component for a video clip containing the event of interest.324
To begin this discussion, we consider an extreme situation. Suppose rY0 =325
m− 1 and Y1 only has one column. The condition rY0 = m− 1 requires that326
the video clips labeled “0” in the training dataset contain all the m − 1327
background activities. Meanwhile, there is only one video clip with the event328
of interest (labeled “1”). The vector η1 becomes an single real number as the329
size of η1 is equivalent to the number of positive samples. Let’s consider the330
following two cases:331
1. Suppose there is a test sample y1 with a label of “0”. Then η1 = 0.332
This is because if η1 6= 0, there is no linear combination of Y0 that can333
be used to eliminate the component bm−1. Meanwhile, we can always334
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find am−1 sparse solution of η0 such that y1 = Y η, where η =

 η0
0

.335
2. Suppose there is a test sample y2 with a label of “1”. Then η1 > 0.336
First, there is no linear combination of Y0 that can be used to represent337
bm−1; if η1 = 0, there is no solution that can meet y2 = Y η. Second,338
given that rY0 = m − 1, we have rY = m. There is a solution of η339
such that y2 = Y η. Thus η1 6= 0. Third, because y2 is a histogram, all340
entries should be non-negative integers. As B is a non-negative matrix341
(B ∈ Rn×m+ ), we have η1 > 0 .342
From the above discussion, it is evident that we can design a method for343
event detection simply based on η1. η1 = 0 indicates the absence of the event344
of interest, while η1 > 0 indicates the presence of the event of interest. The345
discussion above only considers the case of usual activities. It is possible that346
in the test data, there are some samples that contains activities which are347
not able to be represented as a linear combination of columns in B. This348
means the presence of some unusual events, and there will be no solution for349
η. This will result in an uncertain η1 and it is possible to have η1 < 0 in this350
case. It should be noted that, unless explicitly mentioned, we only consider351
situations without unusual events.352
If the number of positive samples is larger than 1, η1 is a vector. For the353
test sample y2 with a label “1”, η1 should contain at least one positive entry;354
for the test sample y1 with a label “0”, η1 can be 0 (zero vector) or contain355
both of positive and negative entries10. Given that η is sparse (most entries356
are 0), if the size of η0 is much larger than η1 , there is a high probability357
10If there is a positive entry, there much be some negative entries to eliminate the
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that η1 = 0. One can simply design an event detection application to predict358
the test samples which result in a η1 with at least one positive entry to be359
class “1”. Ideally, this can detect all the video clips with the event of interest360
together with a limited number of false alarms, which will occur when η1 6= 0361
for test samples with label “0”. The constraint of sparsity is used to reduce362
the chance of η1 6= 0 and thus reduce false alarm rates.363
However, the design above has a set of practical problems. The compu-364
tational speed of the sparse approximation problem in the detection process365
depends on the dimensions of the training matrix Y . Meanwhile, we want366
to ensure that the size of η0 is much larger than η1. Random matrix sam-367
pling is proposed to solve these problems. Let Φ, Q0, Q1 ∼ N (µ, σ) be three368
random matrices, where Φ ∈ Rk×n+ (m ≤ k < n), Q0 ∈ Rw0×d0+ (m ≤ d0 < w0)369
and Q1 ∈ Rw1×d1+ (1 ≤ d1 < w1). The symbol w0 is the number of negative370
samples; w1 is the number of positive samples; n is the size of the vocabu-371
lary (input feature vector dimension); and m is the number of events. Then372
we construct a dictionary W = [Φ × Y0 × Q0,Φ × Y1 × Q1] to replace Y .373
Given a sample y, we have Φy = Wβ. β is the coefficient vector similar to374
η in the previous discussion. Similar to η, we can separate it into two parts,375
β = [
β0
β1
] where Wβ = [Φ× Y0 ×Q0]β0 + [Φ× Y1 ×Q1]β1.376
The matrix Φ is used for reducing the input feature dimension from n377
to k (see Lemma 2 in Appendix A). The matrices Q0 and Q1 reduce the378
number of columns in Y from w0 + w1 to d0 + d1(see Theorem 1, Lemma379
1 and Proposition 1 in Appendix A). In this case, the computational cost380
component of bm−1.
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will be reduced significantly. Meanwhile by controlling the dimensions of the381
random matrices Q0 and Q1 such that d0 ≫ d1, we can ensure that the size382
of β0 is much larger than the size of β1. From this theory (see Appendix A),383
we can design an algorithm for event detection based on the positive entries384
in β1. In our algorithm all entries in B, Y0, Y1, Q0and Q1 are non-negative.385
To compute β, we use the Orthogonal Matching Pursuit (OMP) algorithm386
11 [37]. We compute
∑d0+d1
i=d0+1
log(ρ+ β(i)) (ρ > 1) as the score to detect the387
event of interest. We use log in our design as the number of positive entries388
is more important than their values. The proposed algorithm is outlined in389
Algorithm 1.390
We now discuss the requirements and properties of this method. One391
requirement is that the video clips labeled “0” should contain all the m− 1392
background activities. Mathematically, this requires rY0 = m−1. In practice,393
this requires sufficient training samples labeled “0”. But for the video clips394
labeled “1”, ideally we only need one instance. However, since an event often395
appears in different variations, more samples are preferred. Meanwhile, as396
we cut the video into clips uniformly in the experiments, it is possible to397
divide an event into multiple video clips. Thus only one video clip labeled398
“1” is often insufficient in practice.399
This method also requires the event of interest to be independent from the400
background activities. However, it may be hard to determine if this criteria401
is met in some situations. If we know that the event of interest is able to402
11OMP requires setting the maximum number of non-zero entries and garantees most
entries are strictly 0. Methods such as l1minimisation are not selected as they often lead
to numerical results as a lot of entries close to but not strictly equal to 0.
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Algorithm 1 Compressive Sensing for Event Detection
Input: a matrix of training samples Y = [Y0 Y1] with binary labels {0, 1},
where Y0 are of label 0, and Y1 are of label 1.
Sensing : Random matrices are constructed with random positive real val-
ues. The dictionary is constructed as W = [Φ× Y0 ×Q0,Φ× Y1 ×Q1].
OrthogonalMatching Pursuit: for any input y , an iterative greedy
search algorithm to find a β, such that Φy = Wβ;
Detection: E = 0;
FOR i = d0 + 1 TO d0 + d1
IF β(i) > 0
E = E + log(β(i) + ρ);
END IF
END
The event is detected by applying a threshold to E.
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be described as a distribution over a disjoint subset of the vocabulary, it is403
likely that it can be separated from other events independently.404
4. Evaluation405
This section presents our evaluation on the MIT Traffic Dataset (Section406
4.1) and the SAIVT-Campus Dataset (Section 4.2).407
4.1. Evaluation on MIT Traffic Dataset408
This section presents our evaluation using the MIT Traffic Dataset [7].409
The events to detect are defined in Figure 3: Right Turn, Left Turn, Jay410
Walking 1 and Jay Walking 212; and there are 73, 56, 139 and 366 video411
clips containing these events respectively. Since there is no publicly available412
groundtruth, we manually annotated groundtruth which will be available to413
others upon request13. The video is cut uniformly into short clips of length414
96 frames. The video clips containing the event of interest are labeled “1”;415
and “0” otherwise.416
Besides the proposed MPEG derived feature descriptor, we also evaluate417
the discrete optical flow descriptor [2] which encodes the moving pixels’ lo-418
cation and direction into a codebook with a vocabulary size of 72 × 48 × 4,419
and the Particle Video descriptor [22].420
12Jay-walking means the interaction of the pedestrians crossing a road and
the vehicles being driven down. This definition follows existing literature
[7], and may be different from traffic laws. This dataset is available at
http://www.ee.cuhk.edu.hk/˜xgwang/MITtraffic.html. The video files are converted to
images and then encoded into MPEG-2 format.
13Please send an email to the authors to gain a copy of the groundtruth.
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In our previous research [22], a feature descriptor is designed based on the421
particle video [21] technique for unusual event detection. It should be noted422
that, the experimental settings for this feature in this paper are different423
from [22]. In [22] the DC components are removed and 0 padding is adopted424
to ensure a consistent length. In this paper, we take a similar approach to425
our MPEG derived feature descriptor, including the DC component, and the426
last location in a trajectory is repeated to fill the length to a fixed value (also427
96). In the experiments, the feature descriptor from MPEG is computed428
on the original resolution video, while the optical flow and particle video429
descriptors are computed from downsized video with a resolution of 360×240430
for computational simplicity.431
The video clips are partitioned into five equal groups for a 5-fold cross432
validation, and the performance is evaluated using the mean of the AUCs433
(Area Under the ROC curves) on the five tests. Figure 4 presents the bar434
graphs of the results, with each bar indicating the mean of AUCs for a con-435
figuration. Each experiment is conducted with a different combination of436
classifier, feature descriptor and parameter setting. To investigate the ef-437
fectiveness of various machine learning approaches, we conduct experiments438
at different supervision levels (supervised, weakly supervised, and unsuper-439
vised). The learning models include naive Bayes model, Latent Dirichlet440
Allocation (LDA) (number of topics: 10), Hierarchical Dirichlet Processes441
(HDP), Support Vector Machines (SVM) (the linear and one class SVM uses442
the inner produce kernel; the nonlinear SVM uses RBF kernel.), Labeled443
Topic Model [24], WSJTM [2] and the proposed compressive sensing ap-444
proach (d0 = 254 , d1 = 9 , the number of active entries for OMP is set into445
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(a) Right Turn (b) Left Turn
(c) Jay Walking 1 (d) Jay Walking 2
Figure 3: The events of interest defined in our evaluation
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5 (MIL CS 1)and 9 (MIL CS 2) for tests). For the unsupervised learning446
approaches, this is an anomaly detection problem. To ensure the the event447
of interest is the “anomaly event”, we select the video clips labeled “0” to448
form a training dataset for each event of interest. In this way, the probability449
of the event of interest is always 0 due to the training dataset. The methods450
with this preprocessing are marked as “BG”. The feature and parameters are451
encoded into 13 integers which is shown in Table 2. Experiments are con-452
ducted by using 1 and 5 Fourier AC coefficients; and by setting the number453
of clusters for Kmeans into different values. We set the number of clusters454
to a small value (30), a middle value (by observing the elbow of the plot455
as discussed in Section 2, and a large value (300). Table 3 shows the maxi-456
mum and mean value of the means of AUCs for the experiments associated457
with each classifier,, allowing the stability of the classifier across a variety of458
conditions to be established.459
From Figure 4 and Table 3, it can be seen that the traffic turn events460
are generally easier to detect compared to the jay walking events, possi-461
bly because the jay walking events involve more than one moving agent (a462
pedestrian and a vehicle). In addition, the proposed MIL CS is more suitable463
for detecting traffic turn events, possibly because each traffic turn event is464
associated with a disjoint subset of visual words, which better satisfies the465
independence requirement for the event of interest. For traffic turn events,466
the detection of the Right Turn achieves better performance compared to467
the detection of the Left Turn events, possibly because the number of clips468
labeled “1” for the Right Turn event is larger (73) compared to the number469
of clips for the Left Turn event (56).470
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Table 2: The integer codes for different feature configurations
Integer Code Feature and Parameters
1 discrete optical flow
2 particle video + 1 Fourier ac coefs + 30 clusters
3 particle video + 1 Fourier ac coefs + 100 clusters
4 particle video + 1 Fourier ac coefs + 300 clusters
5 particle video + 5 Fourier ac coefs + 30 clusters
6 particle video + 5 Fourier ac coefs + 90 clusters
7 particle video + 5 Fourier ac coefs + 300 clusters
8 MPEG + 1 Fourier ac coefs + 30 clusters
9 MPEG + 1 Fourier ac coefs + 95 clusters
10 MPEG + 1 Fourier ac coefs + 300 clusters
11 MPEG + 5 Fourier ac coefs + 30 clusters
12 MPEG + 5 Fourier ac coefs + 95 clusters
13 MPEG + 5 Fourier ac coefs + 300 clusters
28
Figure 4: Evaluation Results
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Table 3: Evaluation Results on the MIT Dataset: the max value and the mean value of
the means of AUCs
Classifier
Right Turn Left Turn Jay Walking 1 Jay Walking 2
Max Mean Max Mean Max Mean Max Mean
LDA 0.7150 0.6485 0.6000 0.5847 0.6230 0.5915 0.5950 0.5798
HDP 0.7180 0.6460 0.5960 0.5926 0.6190 0.5901 0.5880 0.5769
1 Class
SVM
0.7010 0.6399 0.6290 0.6039 0.6280 0.5918 0.6010 0.5781
1 Class
SVM BG
0.6940 0.6377 0.6270 0.6035 0.6260 0.5913 0.6000 0.5750
LDA BG 0.7340 0.6272 0.6420 0.5889 0.6140 0.5822 0.5970 0.5729
Linear
SVM
0.8330 0.6714 0.7170 0.6523 0.6430 0.5908 0.6940 0.6234
Nonlinear
SVM
0.8910 0.6689 0.7560 0.6171 0.6800 0.5767 0.6990 0.5910
Naive
Bayes
0.8200 0.7267 0.7470 0.7012 0.6770 0.6257 0.6830 0.6488
Labeled
LDA
0.8520 0.7148 0.6900 0.5955 0.6170 0.5865 0.6740 0.6172
WSJTM 0.6430 0.5665 0.6480 0.5937 0.5850 0.5485 0.5660 0.5428
MIL CS 1 0.8450 0.7271 0.7250 0.6984 0.6650 0.6148 0.6850 0.6198
MIL CS 2 0.8420 0.7282 0.7260 0.6935 0.6820 0.6218 0.6780 0.6197
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The proposed MIL Compressive Sensing method generally achieves very471
promising performance, especially for the detection of the two traffic turn472
events. From Figure 4, “MIL CS 1” and “MIL CS 2” achieve similar per-473
formance, indicating that the method is not sensitive to different parameter474
settings. The unsupervised learning approaches, no matter whether a prepro-475
cessing of removing clips labeled “1” from the training dataset is conducted476
or not, always have poor performance. Models such as the binary SVMs477
(linear/nonlinear) and labeled LDA are unstable as performance is observed478
to vary greatly for different parameter settings and the feature used. Ignor-479
ing models with unstable results, the MIL compressive sensing approach and480
the naive Bayes model achieve the best performance for the detection of the481
Right Turn, the Left Turn, and the Jay Walking 1. For the Jay Walking 2482
detection, the MIL Compressive Sensing performs slightly lower than naive483
Bayes in terms of the mean value shown in Table 3 (Naive Bayes: 0.6488;484
MIL CS 1:0.6198; MIL CS 2:0.6197). However, under some parameter set-485
tings, the MIL Compressive sensing can achieve almost identical performance486
to naive Bayes, as the maximum values for the two models shown in Table 3487
are in fact very close.488
The discrete optical flow feature demonstrates advantages (with the mean489
of AUC larger than 0.8) for detecting the Right Turn event when it is com-490
bined with various learning models (such as linear and nonlinear SVMs, la-491
beled LDA, MIL CS and naive Bayes). However, these advantages have not492
been shown for the detection of other events. In the detection of Jay Walking493
1, the MPEG derived feature achieves better performances compared to the494
other two if unsupervised learning approaches are used. From Figure 4 it can495
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Figure 5: Sample images from the dataset for anomaly detection. Left image: normal
case. Right image: Abnormal case
be seen that no one feature offers a clear advantage across all events.496
4.2. Evaluation on the SAIVT-Campus Dataset497
This section presents the evaluation results of the proposed feature de-498
scriptor using the SAIVT-Campus dataset [22] 14. Both the training and test499
data are one hour long video clips, and contain a mixture of crowd densities.500
The abnormal events are caused by heavy rain outside, and include people501
running in from the rain, and people walking towards the door to exit and502
turning back. This dataset is suitable for wide scene unusual event detection503
using unsupervised approaches, because the training dataset only contains504
the normal activities. The test dataset is separated into two parts: only nor-505
mal activities occur from 00:00:00 to 00:47:16; abnormalities are present from506
00:47:17 to 01:00:00. Sample images from this dataset is shown in Figure 5.507
14This dataset is available to other researchers. See
https://wiki.qut.edu.au/display/saivt/SAIVT-Campus+Database . In our experiments,
the video is converted into MPEG-2 format.
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Table 4: Maximum and Minimum of AUCs with different parameter settings
max AUC min AUC
Discrete Optical Flow 0.8895 0.8884
Particle Video 0.9163 0.9109
MPEG 0.9445 0.9392
We conduct experiments using three different features: discrete optical508
flow, and trajectory features derived from both MPEG and particle video.509
We set the number of Fourier AC coefficients to 1, 5 and 10 for evaluation,510
and we set K (in the Kmeans algorithm) to 30, 300 and a value between them511
selected by the method discussed in Section 2. Latent Dirichlet Allocation is512
the model used for the evaluation. In Latent Dirichlet Allocation, the number513
of topics is set to 10, 20 and 30 for experiments. However, for simplicity, we514
only report the minimum and maximum performance for a given feature515
across all possible configurations. For the tests of discrete optical flow and516
particle video features, the video is cut into clips with a size of 100 frames.517
For the test of the MPEG feature, the video is cut into clips with a size of518
96 frames because for MPEG feature the clip size has to be a multiple of 12519
(GOP).520
Table 4 shows the results. We can observe that the results are not sensitive521
to parameter settings as the max AUC value is close to the minimum of522
AUCs. The trajectory based features (particle video and MPEG features)523
outperform discrete optical flow in our evaluation, possibly because they524
capture motion of a longer duration. The MPEG feature achieves better525
performance than particle video.526
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Furthermore, the MPEG feature can be extracted much faster compared527
to the others. For the step of trajectory construction on the two hour528
SAIVT-Campus dataset, the MPEG trajectories can be computed in 00:23:58529
(C++,Intel Xeon core, 2.66GHz). However, over 23 hours is required if par-530
ticle video is used.531
5. Summary532
In this paper, we investigate the problem of event detection in crowded533
scenes, with a focus on the issue of the target events co-occurring with a534
set of unknown background activities. This paper presents a novel feature535
descriptor derived from the MPEG domain. We analyze the use of naive536
Bayes model for MIL and also propose a novel algorithm using compressive537
sensing techniques. The methods have been tested on the MIT Traffic dataset538
and the SAIVT-Campus dataset, and demonstrate promising results.539
The proposed techniques potentially can be used for automatic event de-540
tection in real world video surveillance systems. For example, we can install541
static cameras in the streets to monitor traffic flow. The captured video542
files are compressed into MPEG format and transmitted over a network to543
a computer. The proposed method can be run to detect events on the video544
files. This can be used to detect the events violating traffic rules (i.e a traf-545
fic turn which is not allowed), or count the frequencies of interesting events546
such as traffic turns and jay walkings to facilitate the design of urban trans-547
portation systems. The techniques are also able to be used to automatically548
fire alarms for emergency situations such as chaotic scenes (similar to the549
abnormal events in Section 4.2).550
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Appendix A. Mathematical Foundations and Proofs for Section561
3.2562
This section provides the detailed information of the mathematical foun-563
dations. Our notation uses the following conventions:, upper case English564
letters denote common matrices, while bold lower case English letters or565
Greek letters denote vectors. For instance, A ∈ Rm×ndenotes a m × n ma-566
trix, while a(i, j), is the entry for the ith row and the jth column; a(:, j) is567
the j th column vector; a(i, :) is the ith row vector; and rA is the rank of A.568
The symbol x(j) is the jth element of vector x.569
The random sensing in this algorithm is designed based on the absolute570
continuity property of the Gaussian density function. Readers who are not571
familiar with random matrix theory are suggested to refer to [43]. Suppose572
there is a vector p ∈ R1×k, and p 6= 0; let q ∈ Rk×1,and q ∼ N (µ, σ)573
(entries of q are i.i.d sampled from a Gaussian distribution N (µ, σ)), we574
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always have P (pq = 0) = 0. This is because the solution space of q is a null575
set (measure 0) of the Rk vector space. More trivially, we can simply prove576
this by selecting the s non-zero entries in p and the corresponding entries in577
q, to form two vectors pˆ and qˆ. If under the condition of the first s−1 entries578
in qˆ are fixed, the last entry is a fixed value for pˆqˆ = 0. The probability to579
generate a fixed value in a Gaussian distribution is 0. Thus the integral of580
the joint probability in the s dimension vector space is 0. Finally we have581
P (pq = 0) = 0.582
Theorem 1 Suppose there is a basis B ∈ Rn×m(n > m), and that any583
sample y ∈ Rn×1 is a linear combination of B, y = Bx, x ∈ Rm×1. Let584
Y = [y1,y2, · · · ,yw] ∈ Rn×w(w > n) be a matrix of training samples. Let585
Y = BX, X ∈ Rm×w. Let Q ∼ N (µ, σ) be a random matrix, Q ∈ Rw×d(m ≤586
d < w) . If rX = m, then for any y, there is at least an m sparse vector η ,587
such that y = Y Qη.588
Proof : Let A = XQ. Then we have589
A =


x(0, :)q(:, 0) x(0, :)q(:, 1) · · · x(0, :)q(:, d− 1)
x(1, :)q(:, 0) x(1, :)q(:, 1) · · · x(1, :)q(:, d− 1)
... · · · · · · ...
x(m− 1, :)q(:, 0) x(m− 1, :)q(:, 1) · · · x(m− 1, :)q(:, d− 1)


(A.1)
(1)We first prove that if rX = m, then rA = m. This can be proven if
P (rA = m|rX = m) = 1. Clearly, since A is an m× d matrix, rA ≦ m = rX .
Thus P (rA = m|rX = m) = 1 − P (rA < m|rX = m) . Then we shall prove
P (rA < m|rX = m) = 0. If rA < m , the m rows in A are linear dependent.
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There is a vector β, such that a(m−1, :) =∑m−2i=0 β(i)a(i, :). From Equation
A.1, for any j ≤ d− 1, we have
x(m− 1, :)q(:, j) =
m−2∑
i=0
β(i)x(i, :)q(:, j),⇒
(x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :))q(:, j) = 0.
Because rX = m, the m rows in X are linear independent. Thus590
x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :) 6= 0.
Then we have591
P ((x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :))q(:, j) = 0) = 0,
for that q(:, j) is generated by a Gaussian distribution, which is absolutely592
continuous. Clearly we have593
P (rA < m|rX = m) =
d−1∏
0
P ((x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :))q(:, j) = 0) = 0.
Then P (rA = m|rX = m) = 1. Thus rA = m.594
(2) Since rA = m, we can find m linearly independent columns in A595
to form a basis U ∈ Rm×m. Let H be the set of column indexes for the596
selected m columns in A. Then, performing a rank decomposition, A = UV ,597
V ∈ Rm×d, and Y Qη = BXQη = BAη = BUV η. Let us restrict the598
locations of the non-zero entries in them sparse vector η according to i /∈ H ,599
η(i) = 0. Obviously V η = ηˆ (ηˆ is the vector obtained by removing the fixed600
0s in η). Thus Y Qη = BUV η = BUηˆ. For any y, there is a vector x such601
that y = Bx. Let ηˆ = U−1x (U is a full rank square matrix, thus always602
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has inverse matrix). Then we have y = Bx = B(UU−1)x = BUηˆ = BUV η.603
The proof finished.604
Lemma 1: Suppose there is a basis B ∈ Rn×m(n > m). Suppose there605
is a training dataset Y = BX, where X(m − 1, :) = 0, and a sample in the606
test dataset y = Bx, where x(m − 1) 6= 0. Let Q ∼ N (µ, σ) be a random607
matrix, where Q ∈ Rw×d(m ≤ d < w). Then there is no such η that satisfies608
y = Y Qη.609
Proof : Suppose y = Y Qη, then y = BXQη. Let A = XQ, and w =610
XQη. If X(m−1, :) = 0, then A(m−1, :) = 0. Then for any η, w(m−1) = 0.611
This contradicts with x(m− 1) 6= 0 (y = Bx).612
Lemma 2: Suppose there is a basis B ∈ Rn×m(n > m). Let Φ ∼ N (µ, σ)613
be a random matrix, where Φ ∈ Rk×n(m ≤ k < n). IfD = ΦB, then rD = m.614
Proof : D is a k ×m matrix, where (k ≥ m). Thus rD ≤ m. To prove
rD = m, we simply need to prove P (rD < m) = 0. If rD < m, the m
columns in D are linear dependent. In this case, there is a vector β, such
that D(:,m − 1) = ∑m−2i=0 β(i)D(:, i). For any j ≤ k − 1, d(j,m − 1) =∑m−2
i=0 β(i)d(j :, i). Thus
Φ(j, :)B(:,m− 1) =
m−2∑
i=0
β(i)Φ(j, :)B(:, j)⇒
Φ(j, :)(B(:,m− 1)−
m−2∑
i=0
β(i)B(:, j)) = 0.
Since B is a basis, B(:,m − 1) −∑m−2i=0 β(i)B(:, j) 6= 0. Since the Gaussian615
density function is absolutely continuous, we have616
P (Φ(j, :)(B(:,m− 1)−
m−2∑
i=0
β(i)B(:, j)) = 0) = 0.
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Thus P (rA < M) = 0. Thus the columns in D are also linear independent,617
and rD = m.618
Proposition 1: Suppose we have the following variables:619
• a basis B ∈ Rn×m(n > m), such that any sample y ∈ Rn×1 is a linear620
combination of B (y = Bx, x ∈ Rm×1);621
• a training dataset Y = [Y0 Y1] with binary labels {0, 1}, where Y0 is for622
samples with label 0, and Y1 is for samples with label 1;623
• a matrix X0 ∈ Rm×w0 such that X0(m − 1, :) = 0, Y0 = BX0; and624
rX0 = m− 1.625
• a matrix X1 ∈ Rm×w1 such that Y1 = BX1, and for each j ≤ w1,626
x1(m− 1, j) 6= 0;627
• two random matrices Q0, Q1 ∼ N (µ, σ) where Q0 ∈ Rw0×d0(m ≤ d0 <628
w0) and Q1 ∈ Rw1×d1(1 ≤ d1 < w1); and629
• a test sample y = Bx, where x(m− 1) 6= 0.630
Then there is always at least anm sparse vector η such that y = [Y0Q0 Y1Q1]η;631
and for such a η , there is at least a j , (d0+d1) ≥ j > d0, for which η(j) 6= 0.632
Proof : We prove this proposition in two steps. First, we prove that if633
there is such an η for y = [Y0Q0 Y1Q1]η, there is at least a j , (d0+d1) ≥ j >634
d0 for which η(j) 6= 0. Second, we prove the existence of such an m sparse η.635
(1) Let636
η =
η0
η1
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where η0 is the vector for the first d0 entries and η1 is the vector for the last637
d1 entries from η. If all non-zeros entries of η are in η0, we have y = Y0Q0η0.638
This contradicts Lemma 1. Thus if there exists such an η, there is at least15639
one η(j) 6= 0, where d0 + d1 ≥ j > d0.640
(2)First we expand641
y = x(0)b0 + x(1)b1 + · · ·+ x(m− 1)bm−1.
Let y0 = x(0)b0+x(1)b1+· · ·+x(m−2)bm−2. Let y1 = x(m−1)bm−1. Then
y = y0 + y1. Let η
′
1 = [1, 0, 0 · · · , 0]Tbe a vector of length d1. Then y′1 =
Y1Q1η
′
1 = Bx
′
, where x
′
= X1Q1η
′
1. Since for each j ≤ w1, x1(m− 1, j) 6= 0,
then this implies x
′
(m− 1) 6= 0. Then we have
y
′
1 =
m−2∑
i=0
x
′
(i)bi + x
′
(m− 1)bm−1 ⇒
bm−1 = (Y1Q1η
′
1 −
m−2∑
i=0
x
′
(i)bi)/x
′
(m− 1)⇒
y1 =
x(m− 1)
x′(m− 1)Y1Q1η
′
1 −
x(m− 1)
x′(m− 1)
m−2∑
i=0
x
′
(i)bi ⇒
y = y0 + y1 =
x(m− 1)
x′(m− 1)Y1Q1η
′
1 +
m−2∑
i=0
(x(i)− x(i)
x′(i)
x
′
(i))bi.
Let us construct B0 = [b0b1 · · ·bm−2]. By removing X0(m − 1, :), we con-642
struct X
′
0. Since X0(m − 1, :) = 0 , Y0 = B0X ′0, and rX′0 = m − 1. Then in643
terms of Theorem 1, we can always find a η0 such that644
m−2∑
i=0
(x(i)− x(i)
x′(i)
x
′
i)bi = Y0Q0η0,
15The phrase “at least” is used to express “η1 6= 0”.
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where η0 is m− 1 sparse. Finally we have645
y =
x(m− 1)
x′(m− 1)Y1Q1η
′
1 + Y0Q0η0.
Then we can have at least an646
η =
η0
x(m−1)
x
′ (m−1)
η
′
1
with m non-zeros entries. The proof is finished.647
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