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Abstract
This thesis is concerned with two diﬀerent interesting phenomena which can
occur when a second parameter is introduced to a one parameter system of
equations which exhibits a period-doubling cascade.
The first situation we consider is when the second parameter is introduced
to control the coupling strength in a system of coupled maps with dihedral
symmetry which undergoes a period-doubling bifurcation. We first analyse
the codimension one bifurcations which can occur in this setting - namely
the period-doubling bifurcation and the symmetry-breaking bifurcation(s)
which are guaranteed to exist by the Equivariant Branching Lemma - and
then continue to investigate the mode interaction which occurs when the
period-doubling and symmetry-breaking bifurcations coalesce.
We then investigate the local solution structure in a neighbourhood of the
mode interaction point for each of the possible combinations of period-doubling
and symmetry-breaking bifurcations. We take a generic map and provide low
order expansions for the solution branches, find parameter values at which
primary and secondary bifurcations occur, investigate the existence of paths
of limit points in a neighbourhood of the mode interaction, and provide bi-
furcation diagrams to illustrate the analysis for specific examples.
The second setting we study is the transition of a (parameter-dependent) su-
percritical period-doubling cascade to a subcritical period-doubling cascade
as a second parameter is varied. We investigate and classify the diﬀerent pos-
sible supercritical period-doubling cascades and subcritical period-doubling
cascades which can occur in a class of two dimensional maps. We then de-
scribe how an analysis of certain codimension 2 bifurcation points can be
used to describe the mechanisms by which we might observe a supercriti-
cal period-doubling cascade being converted to a subcritical period-doubling
cascade.
We show that a new dynamical structure, which we call an alternating period-
doubling cascade, can be observed in two dimensional maps with two parame-
ters, and indeed that such structures can be generated as an intermediate step
in the transition of a supercritical period-doubling cascade to a subcritical
period-doubling cascade. The diﬀerent possible alternating period-doubling
iii
cascades which can be observed in our class of maps are classified, and their
dynamical behaviour is studied.
Finally, we show that alternating period-doubling cascades can exhibit uni-
versal behaviour. We find two solutions to an appropriate two dimensional
renormalisation operator, and obtain universal spatial and parameter scal-
ings corresponding to each solution.
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Chapter 1
Introduction and Literature
Review
The content of this thesis is split between two broad themes. The first,
which forms Chapters 2 - 5 of the thesis, concerns symmetric bifurcation the-
ory, period-doubling bifurcations, and mode interactions between symmetry-
breaking bifurcations and period-doubling bifurcations in systems of coupled
maps. The second, which constitutes Chapters 6 - 9, forms an investigation
into a number of aspects of period-doubling cascades in the presence of a
second parameter. In particular, we examine the possible mechanisms for
converting a supercritical period-doubling cascade to a subcritical period-
doubling cascade, describe a structure (which we call an alternating period-
doubling cascade) which may arise as an intermediate step in the conversion
process, and then go on to explore the universal properties of these structures.
1.1 Bifurcation Theory
Physical phenomena are often modelled by systems of equations which de-
scribe the evolution of variables through space and time. By investigating
the properties of such systems of equations, it is often possible to understand
qualities of the underlying physical system, and even to predict how it will
behave.
Many physical systems are parameter-dependent, from simple models of pen-
dulum motion as investigated by Galileo, to far more complicated models
such as those used to describe fluid dynamics [Ach90], population dynamics
[May76, Mur89], and many other types of behaviour. One might be driven
to ask how the observed dynamics change as one of the parameters of the
system is varied, and bifurcation theory provides a collection of tools for
investigating such changes.
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We say that a bifurcation occurs in a system of equations if we can find a
specific parameter value with the property that arbitrarily nearby parameter
values smaller than and greater than this specific value cause the system to
demonstrate topologically diﬀerent dynamics. Bifurcations can broadly be
divided into two main types - local bifurcations and global bifurcations. Local
bifurcations typically occur when the number or nature of equilibria, periodic
orbits or other invariant sets change as a parameter is varied. Global bifur-
cations are typically those which take place when larger invariant sets, such
as periodic orbits, collide with equilibria. We will largely restrict attention
to local bifurcations.
Typically we consider systems of equations of the form
f (y,λ) = 0, (1.1.1.1)
with y ∈ Rm representing the state space variables, and λ ∈ Rr representing
system parameters. Throughout this thesis our main focus of attention will
be those cases where r = 1 or r = 2. We assume for the moment that r = 1,
and that as we vary λ we observe a bifurcation at λ = λ0.
Frequently it is the case that we do not have to consider the full system
of equations (1.1.1.1) in order to determine the local solution structure and
dynamics in a neighbourhood of λ = λ0. It is often suﬃcient to consider a
smaller system of equations
g (x,λ) = 0, (1.1.1.2)
with x ∈ Rn where n < m, in order to determine the dynamics of the full
system of equations (1.1.1.1) in a neighbourhood of λ = λ0.
One process for reducing the dimension of the governing equations in this way
is the Lyapunov-Schmidt reduction technique, and this is describe in Chapter
2. The Lyapunov-Schmidt method is well-known and appears widely in the
literature, notably [GSS88] and [PK91]. We will also find [AM09], where the
Lyapunov-Schmidt method is used in the case of a system of equations with
Z2 × Z2 symmetry, useful.
We will consider discrete dynamical systems of the form
xn+1 = f (xn,λ) , (1.1.1.3)
with x ∈ Rm. A local bifurcation occurs along a branch of fixed points
of f (x,λ) at (x,λ) = (x0,λ0) if an eigenvalue of the Jacobian matrix J of
the system of equations (1.1.1.3), evaluated at (x,λ) = (x0,λ0), has mod-
ulus equal to 1. We will use the Lyapunov-Schmidt reduction technique
in order to obtain bifurcation equations when both symmetry-breaking and
period-doubling bifurcations occur in systems of coupled equations of the
form (1.1.1.3).
2
1.2. SYMMETRY AND EQUIVARIANCE
If, when we evaluate J at (x0,λ0), we observe a single eigenvalue at +1 (and
no others with modulus equal to 1), then the bifurcation is called a fold bi-
furcation (or a limit point, turning point, or a saddle-node bifurcation). If a
single eigenvalue is found at -1 (and again, there are no other eigenvalues on
the unit circle) then the bifurcation is called a period-doubling (or flip) bifur-
cation. If we observe a pair of complex-conjugate eigenvalues with nonzero
imaginary part on the unit circle (and no further eigenvalues along the unit
circle) then the bifurcation is known as a Neimark-Sacker bifurcation.
Overviews of codimension 1 local bifurcation theory can be found in a num-
ber of sources, including [Wig03, Kuz04]. Codimension two bifurcations of
maps have been studied in [KM04, KM05, KM06]. In [KM04], the generic
codimension two bifurcations of two-parameter families of maps are given,
and particular attention is devoted to the analysis of the case where a fold-flip
bifurcation (where simultaneously we have a single eigenvalue equal to 1 and
a single eigenvalue equal to -1) occurs. The normal form for a generic fold-flip
bifurcation is given, and an analysis of the local bifurcations which occur in
a neighbourhood of a fold-flip bifurcation point are carried out. In [KM05]
the normal forms of those codimension two bifurcations of fixed points of
maps which require the presence of no more than two critical eigenvalues are
derived. In [KM06], the flip-Neimark-Sacker and double-Neimark-Sacker bi-
furcations are considered, to complete the analysis of the generic codimension
two bifurcations identified in [KM04].
Codimension 1 bifurcations form the basis of study in Chapters 2 and 3.
Codimension 2 bifurcations occur in systems of maps with two parameters,
and will be vital to our understanding of the transitions between period-
doubling cascades in Chapters 7 - 8. Of particular interest to us will be 1:1
strong resonances (which occur when we have two eigenvalues equal to +1),
1:2 strong resonances (which occur when we have two eigenvalues equal to
-1), and fold-flip bifurcation points (which occur when we have an eigenvalue
at +1 and an eigenvalue at -1 simultaneously).
1.2 Symmetry and Equivariance
One of the richest subsets of bifurcation theory is that of equivariant bifurca-
tion theory, or the theory of bifurcations in systems with symmetry. A wide
range of physical systems can be described by systems of equations which
exhibit symmetry, and examples include animal gaits [BG01, Buo01, Bri06],
the optimisation of hydrophone placement [WA03], liquid crystals [dG74],
railway bogies [JGT99] and speciation [MG03] amongst many others.
3
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Consider the fixed-point equation which arises from (1.1.1.3), namely
x = f (x,λ) . (1.1.2.1)
We say that an n × n invertible matrix γ is a symmetry of (1.1.2.1) if for
every orbit {xj}∞j=1 of (1.1.2.1) we have that {γxj}∞j=1 is also an orbit. This
is often expressed using the equivariance condition
γf (x,λ) = f (γx,λ) .
The set of all such γ for a given system of equations forms a group under
the operation of matrix multiplication. This group is called the symmetry
group of the system of equations and plays a vital role in determining the
branching structure of solutions to symmetric bifurcation problems.
The theoretical framework for bifurcations with symmetry, such as those
outlined above, is developed thoroughly in [GS85] and [GSS88]. In [GSS88],
Golubitsky et al present the group theoretic techniques which allow a similar
treatment to that presented in [GS85] for the nonsymmetric case. Bifurca-
tions of fixed points, period doubling bifurcations and Neimark-Sacker bifur-
cations for maps in the presence of symmetry have also been investigated by
Chossat and Golubitsky [CG88a], where bifurcations from periodic solutions
and the resulting tori were also considered.
In the years since [GS85] and [GSS88] were published, a wide range of related
research has taken place. The key results have been extended to the setting
of a real Hilbert space in [Ast91]. Swift [Swi88] studied Hopf bifurcation
with the symmetry of the square (that is, with D4-symmetry). In many
other cases the ideas presented in [GS85] and [GSS88] have been applied to
particular examples so that accurate numerical solutions can be found, one
example being provided by [Ast90].
Spatiotemporal symmetries of ODEs have also received a great deal of at-
tention. Krupa [Kru90] generalised the results of [GSS88] to include local
bifurcations from relative equilibria (in particular in the case of rotating
waves), and Lamb and Melbourne [LM99] provide an analysis of generic lo-
cal bifurcations from discrete rotating waves by developing the theory of local
bifurcations for twisted equivariant maps. Furthermore, the work of Wulﬀ,
Lamb and Melbourne [WLM01] provides a systematic approach to the study
of local bifurcations from relative periodic solutions.
A convenient way to introduce symmetry in systems of equations, and one
which we shall use, is to couple a number of maps with the same dynam-
ics together with some form of symmetric coupling. The existing literature
concerning coupled maps is extremely wide and varied, and we cannot hope
to fully survey it here. Examples of systems of coupled maps are numerous
[WK84, Llo95, KL96, Gle99a, Jak08] and ubiquitous.
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Further examples include [AD95], where an array of linearly coupled chaotic
attractors are studied, and symmetry arguments are used to demonstrate
the existence of a symmetry breaking bifurcation in a system of four coupled
Lorenz systems. In [Gle99a] coupled maps are considered with particular
emphasis on the stability of synchronous states.
In [DGS96a, DGS96b] a slightly diﬀerent situation is investigated - that where
an array of cells are coupled together symmetrically, but where the individual
cells also possess their own “internal” symmetries. The symmetry group is
then either the wreath product or the direct product of the two symmetry
groups. Conditions are found for steady-state and Hopf bifurcations to occur
using representation-theoretic methods.
Symmetry-breaking bifurcations, in particular bifurcations which arise in D3-
and D4-symmetric systems, are analysed in Chapter 3.
1.3 Coupled Maps and Mode Interactions
We shall make use of symmetry-breaking bifurcations in systems of coupled
maps in order to investigate mode interactions between symmetry-breaking
bifurcations and period-doubling bifurcations. In particular we shall use
a system of coupled maps where each cell has its own internal dynamics,
and where as a system parameter is varied we can induce a period-doubling
bifurcation in these internal dynamics.
Mode interactions occur when two bifurcation points coalesce and are intro-
duced in [GS85, GSS88], with particular detail given to the case when O (2)
symmetry is present.
Much attention has been paid to the problem of mode interactions in the
presence of symmetry. Following the focus of [GS85], [AA97, Ast94] consider
mode interactions with Z2 × Z2 symmetry. In the former, equations are
given for the primary and secondary branches of solutions to a generic Z2 ×
Z2-equivariant system, and conditions for the existence of a tertiary Hopf
bifurcation to occur are given. In the latter, which is closer to the focus
of this work, a mode interaction between a period-doubling bifurcation and
a Z2 symmetry breaking bifurcation is rewritten in the form of a steady-
state/steady-state mode interaction with Z2 × Z2 symmetry. Bifurcation
equations are derived, and the stability of solution branches is addressed.
The interaction of Hopf and pitchfork bifurcations has been studied in depth
in [LI80], where the problem is reduced to a mode interaction with Z2 × Z2
symmetry. Primary, secondary, and tertiary bifurcations are considered, and
a classification (including bifurcation diagrams) of the qualitatively diﬀerent
types of branching structure is given.
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A purely group-theoretical approach to steady-state/steady state mode in-
teractions between bifurcations with diﬀerent symmetry types is studied in
[GW94]. Results are provided for a number of diﬀerent types of mode inter-
action, formulated in the language of representation theory. In [LLLHG99]
the diﬀerent representations of D3 and D4 are taken in turn, and Hilbert
bases, generating equivariants and normal forms are found in each case.
An analysis of the mode interaction between a period-doubling bifurcation
and a symmetry-breaking bifurcation which breaks a reflectional symmetry
in a system of coupled maps has been carried out in [AM09] and [Mir07]. Bi-
furcation equations and diagrams are provided in each case, and applications
to coupled pendula are discussed.
Coupled logistic maps are investigated in [Jak08], where a circular chain of
cells whose internal dynamics are described by the logistic map are coupled
with symmetric nearest neighbour coupling. Group-theoretical techniques
are used to show that the symmetry of bifurcating solutions is determined by
the symmetry of the solutions before a period-doubling or symmetry breaking
bifurcation takes place.
An analysis of the mode interactions between a period-doubling bifurcation
and a D3-symmetry breaking bifurcation, and between a period-doubling
bifurcation and a D4-symmetry breaking bifurcation are given in Chapters 4
- 5.
1.4 Period-Doubling Cascades, Renormalisa-
tion and Universality
Period-doubling bifurcations and period-doubling cascades will play an im-
portant role in this thesis. Period-doubling cascades have received a great
deal of attention in the literature, perhaps most famously by May [May76]
and Feigenbaum [Fei78, Fei79, Fei80]. Throughout the thesis we will make
extensive use of the logistic map and cubic logistic map as examples of maps
which exhibit a period-doubling cascade as we vary a parameter. In [May76],
the properties of the logistic map as a model for population dynamics are
investigated, and the period doubling cascade leading to chaotic behaviour
is examined.
The logistic map is perhaps the most studied simple map demonstrating a
period-doubling cascade. It is given by
xn+1 = λxn (1− xn) ,
where typically we restrict to x ∈ [0, 1] and λ ∈ [0, 4] so that the unit
interval is mapped into itself. It is well-known that the long term behaviour
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λ
Figure 1.1.4.1: Bifurcation diagram for the logistic map.
of a typical point from within the unit interval depends on the value of the
parameter λ. For 1 < λ < 3, for example, a typical point will, under forward
iteration, converge to the fixed point x = λ−1λ . For 3 < λ < 1+
√
6, however,
the forward attractor for almost every point in the unit interval is a period
2 orbit given by
x± =
1
2
￿
λ− 1
λ
±
￿
(λ− 3) (λ+ 1)
￿
.
The special value of the parameter mentioned above at λ = λ1 = 3 is only
the first of an infinite sequence of parameter values λk at which period-
doubling bifurcations occur. At the period doubling bifurcation which occurs
at λ = λk we observe a stable periodic orbit of period 2k−1 losing stability,
and the creation of a stable periodic orbit of period 2k. Fig. 1.1.4.1 shows
the bifurcation diagram of the logistic map for a range of parameter values.
The distance between successive parameter values at which bifurcation points
occurs decreases as k → ∞, and indeed Feigenbaum noted [Fei78, Fei79,
Fei80] that we have λ∞ = lim
k→∞
λk = 3.56994567187 . . .. Furthermore Feigen-
baum found that the sequence of parameter values converge roughly geomet-
rically, so the sequence (δk)
∞
k=1, defined by
δk =
λk − λk−1
λk+1 − λk ,
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will converge as k →∞. Writing δ = lim
k→∞
δk, we have δ = 4.66920160910 . . ..
Briggs [Bri91] gives an accurate approximation to this value.
Feigenbaum showed that this parameter scaling constant, and a related spa-
tial scaling constant (α = 2.50290787509 . . .), are universal and appear
in a large class of one-dimensional unimodal maps. Many extensions to
Feigenbaum’s original work have been put forward. Collet and Eckmann
[CE80] provide rigorous results supporting Feigenbaum’s original discoveries
for maps of the form
ψ(x) = f
￿|x|1+ε￿
which satisfy certain technical assumptions, and for ε > 0 but suﬃciently
small. These results were then extended to the case where ε = 1 by Lanford
[Lan82] and Eckmann and Wittwer [EW87].
Since then a number of extensions to this one-dimensional theory have been
proposed. Two coupled identical one-dimensional unimodal maps with a
quadratic extremum were studied by Kim and Kook [KK92] where the second
parameter was used to vary the strength of the coupling. They found that
one of the stability multipliers was the same as in the one-dimensional case,
and that the other is aﬀected by the coupling. The exact scaling behaviour
of such a system depends on whether linear or nonlinear coupling is used.
In [KK93b] a truncated renormalisation approach is used to find two new
fixed points of the renormalisation operator for similar systems, and a more
traditional renormalisation analysis is given in [KK93a].
Kim has also considered two identical coupled one-dimensional maps in other
contexts. In [Kim94] the synchronous orbits of maps with an even-order
maximum are investigated, and it is shown that the universal behaviour
exhibited depends on the order of the maximum. Similar methods were used
to investigate period p-tupling in such systems of maps in [Kim95]. Many of
these ideas are brought together in [Kim96], where the critical behaviour of
synchronous period p-tuplings in N symmetrically coupled one-dimensional
maps is examined.
Other extensions to the theory of renormalisation include the investigation
of systems with a pacemaker [IKO06] and many examples of area-preserving
and volume-preserving maps [DP80, MSH85, MH87a, MH87b, KH90].
Unimodal maps with an asymmetric critical point have been studied by Mes-
tel and Osbaldestin [MO98a, MO98b]. They show that fixed points of the
renormalisation operator for such maps must be symmetric, and that no an-
alytic period two points of the renormalisation operator exist with an asym-
metric critical point.
Higher spatial dimensions have also been considered. By providing a nor-
mal form for all quadratic mappings with a fixed point, Helleman [Hel80]
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demonstrates a number of universal properties for a range of maps, includ-
ing both the one-dimensional logistic map, and the two-dimensional He´non
map. Helleman shows that the dissipative He´non map has the same asymp-
totic universal behaviour as the logistic map, with the same scalings δ and
α. Furthermore the argument also shows that diﬀerent universal scalings
must apply in the case of the conservative He´non mapping. Greene et al.
[GMVF81] have also examined the universal behaviour of period-doubling
cascades in conservative systems. New universal scalings were found, analo-
gous to the Feigenbaum constants for unimodal maps of the interval.
He´non-like maps have received rigorous attention in [DCLM05, LM08], where
the geometric properties of He´non-like maps are examined in great detail.
Two coupled area-preserving He´non maps have been examined in [MH87a,
MH88]. Three universality classes are found which apply in both the case
with symmetric coupling [MH87a] and the case with nonsymmetric coupling
[MH88].
The renormalisation process in two spatial dimensions has also received at-
tention in [KK92, KKS05, KMS08]. The broad range of scenarios in which
universal behaviour may be observed is illustrated in [KKS05], and further
bifurcations within the renormalisation structure are examined in [KMS08].
Interactions between period-doubling bifurcations and symmetry-breaking
bifurcations are investigated in [KK92], and the structure of phase space in
a neighbourhood of low-period bifurcation points is examined.
Perhaps even more attention, however, has been paid to the extension of
Feigenbaum’s ideas to multiparameter systems. A variety of one- and two-
dimensional maps have been studied in [KS92, KKS93, KKS97, KS97, KSK04].
Universality classes of diﬀerent codimension have been found, and polyno-
mial approximations are given for the solution to the renormalisation-group
equation for each case.
1.5 Computer Software
Much use has been made of a number of computer packages throughout
the preparation of this thesis. Extensive use has been made of Maple 121.
Maple was used to simplify general algebraic manipulation, to find numerical
approximations to solutions of equations, to plot solutions in graphical form,
and as a tool for general investigation of the subject material of this thesis.
Frequent use was also made of Matlab2 for the numerical approximation of
solutions (particularly in regard to the sections on renormalisation), and the
1 c￿ Maplesoft, a division of Waterloo Maple Inc. 1981 - 2010.
2MATLAB R2009a, Natick, Massachusetts: The MathWorks Incorporated.
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graphical representation of data.
The continuation of paths of bifurcation points was carried out in AUTO
[DCF+07]. Primarily work was done in AUTO-07P, although other versions
were also used. After the continuation of solutions, the contents of the resul-
tant data files were then exported to either Maple or Matlab for graphical
interpretation.
When investigating the properties of period-doubling cascades and the transi-
tion from supercritical period-doubling cascades to alternating period-doubling
cascades use was also made of DSTOOL[BGM+92].
1.6 Thesis Outline
We now provide a brief outline of the content of each of the subsequent
chapters of this thesis. The thesis may be thought of as being split into two
broad sections - the first encompassing Chapters 2 - 5, the second comprising
Chapters 6 - 9.
Chapter 2 provides an overview of the Lyapunov-Schmidt reduction process,
providing a sound theoretical base for the technique. Although largely review
material, this technique is used extensively in Chapters 3 - 5 of the thesis,
and so we present the method in some detail. We also apply the technique
to period-doubling bifurcation points of the standard (quadratic) and cubic
logistic maps, and show the working of these examples in detail since we
return to these maps to provide examples in later chapters.
The content of Chapter 3 is also largely review material. We begin by in-
troducing some concepts and terminology relevant to symmetry-breaking bi-
furcation theory, including that of irreducible representations and isotypic
decompositions. Again, these topics are well-founded in the literature, but
since we make great use of them throughout the early part of the thesis, we
present them in some depth. In particular, we work through the decomposi-
tion of Rn with respect to the action of a dihedral symmetry group. While
this analysis is not especially challenging, we are not aware of a source in
the literature which works through the detail of the computation in quite
so much depth as provided in this chapter, particularly in the cases of the
symmetry groups D3 and D4. We then apply the theory that has been pre-
sented to two specific examples, namely a system of three coupled quadratic
logistic maps with D3 symmetry, and a system of four coupled cubic logistic
maps with D4 symmetry, and investigate those solution branches which are
guaranteed to exist by the Equivariant Branching Lemma.
Chapter 4 presents new material. In this chapter we analyse the mode inter-
action between a period-doubling bifurcation and a symmetry-breaking bi-
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furcation in two diﬀerent cases. In the first, we consider a system of coupled
quadratic logistic maps which has D3 symmetry. As we vary the parameter
of the logistic map we observe a period-doubling bifurcation. A second pa-
rameter is used to vary the strength of the coupling between maps, and can
be used to cause a symmetry-breaking bifurcation to occur. We analyse the
mode interaction which occurs when these two codimension 1 bifurcations
occur simultaneously. Bifurcation equations are derived, and the solution
structure in a neighbourhood of the mode interaction is examined. A simi-
lar analysis is then performed in the case where we have four coupled cubic
logistic maps. In both cases bifurcation diagrams are provided to illustrate
the analysis.
Chapter 5 also presents new material, and may be seen as a generalisation
of the results of Chapter 4. In this chapter we note that the general setting
for the analysis of problems of n coupled maps such as those examined in
Chapter 4 is a system of of 2n coupled maps with Dn × Z2 symmetry. We
perform a similar analysis to that of Chapter 4 in this setting, using a generic
power series expansion for the internal dynamics of each cell, rather than
prescribing the dynamics at the outset. We analyse the bifurcations which
arise in such settings, and provide bifurcation equations and expressions for
bifurcating solution branches in each case. Bifurcation diagrams are again
included to illustrate the analysis which is presented.
In Chapter 6 we begin to examine the second major topic of the thesis,
namely that of alternating period-doubling cascades. In this chapter we de-
fine an alternating period-doubling cascade, and examine the possible paths
of eigenvalues through such structures. We classify the diﬀerent alternat-
ing period-doubling cascades which can occur in two-dimensional maps, and
then do the same for supercritical (and subcritical) period-doubling cascades.
We present an example map which exhibits an alternating period-doubling
cascade, and analyse the dynamics of this map as we vary a parameter. The
content of this chapter is new material.
A review of existing knowledge of some codimension 2 phenomena makes up
the content of Chapter 7. We review fold-flip bifurcations, and work through
how the results in existing literature might be usefully applied to describing
how alternating period doubling cascades can be generated. We also review
quartic points and 1:1 and 1:2 resonances.
In Chapter 8 we bring together the ideas and analysis of the previous two
chapters in order to present a classification of the possible mechanisms for
converting a supercritical period-doubling cascade to an alternating period-
doubling cascade, and thence to a subcritical period-doubling cascade. The
material in this chapter is entirely novel, although the underlying processes
which we bring together are well-studied. For each case of the classification a
typical two-parameter bifurcation diagram is given and explained in the main
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body of the text. At the end of the chapter we give a matching condition
which describes the possible combinations in which we might observe super-
critical and subcritical period-doubling cascades as part of such a conversion
process.
We begin Chapter 9 by reviewing one-dimensional renormalisation and uni-
versality theory, as famously studied by Feigenbaum [Fei78, Fei79, Fei80] and
others in the 1970s. We then describe the extensions which have been made
to this body of theory, including what work has been done in the study of
two-dimensional renormalisation. With this review completed, we examine
the universal behaviour of alternating period-doubling cascades. The ap-
plication of renormalisation theory to alternating period-doubling cascades
is novel, although renormalisation in the context of other two-dimensional
maps is well-studied.
Finally, we review the content of the thesis in Chapter 10. Some interesting
questions which have arisen throughout the process of producing this body
of work are discussed, including how the work may be extended in a number
of areas.
Chapter 2
Lyapunov-Schmidt Reduction
2.1 Introduction
Many of the interesting problems in applied mathematics have a state space
of high dimension. Analysing such problems can be diﬃcult, and so reducing
the problem to a more simple and tractable form is often beneficial. A number
of diﬀerent reduction techniques are known, one of which is the Lyapunov-
Schmidt reduction technique.
We shall typically be interested in systems of equations of the form
xn+1 = f (xn,λ)
where x ∈ Rm and λ ∈ Rk. In problems where m and k are large it can be
diﬃcult to work with the full set of equations. We shall employ the Lyapunov-
Schmidt reduction technique at a bifurcation point to obtain a (system of)
bifurcation equation(s) which retains the symmetry of the original system of
equations.
The overview we give will follow [GS85], while the technique for rewriting
a period-doubling bifurcation as a Z2 symmetry-breaking bifurcation follows
[PK91]. Further details concerning this technique and its application to
cases where a further Z2-symmetry breaking bifurcation is present are given
in [AM09].
This chapter consists of review material.
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2.2 Lyapunov-Schmidt Reduction for Period-
Doubling Bifurcations
We consider a system of equations
xn+1 = f (xn,λ) (2.2.2.1)
where f : Rm×Rk → Rm. In order to investigate period-doubling bifurcations
in such a system, we define the augmented system of equations
F (X,λ) =
￿
f (y,λ)− x
f (x,λ)− y
￿
= 0, (2.2.2.2)
where X = (x, y) ∈ R2m and F : R2m × Rk → R2m. We observe that this
system of equations has a reflectional symmetry S given by
S
￿
x
y
￿
=
￿
y
x
￿
,
so that
F (SX,λ) = SF (X,λ) , (2.2.2.3)
and S2 = I. In the language of symmetry breaking bifurcation theory, sym-
metric solutions of (2.2.2.2) correspond to fixed point solutions of (2.2.2.1)
and nonsymmetric solutions of (2.2.2.2) correspond to period 2 solutions of
(2.2.2.1).
We make a co-ordinate change in order to bring the symmetry S into a more
standard form. Making the change of basis
u =
x+ y
2
v =
x− y
2
,
whose inverse is given by
x = u+ v
y = u− v,
the system of equations (2.2.2.2) becomes
F (U,λ) =
￿
f(u−v,λ)+f(u+v,λ)
2 − u
f(u−v,λ)−f(u+v,λ)
2 − v
￿
= 0, (2.2.2.4)
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where U = (u, v) ∈ R2m. In this basis the action of the symmetry is
S
￿
u
v
￿
=
￿
u
−v
￿
.
Using the symmetry we can split the state space into the direct sum of its
symmetric and antisymmetric parts [WS84]
R2m = Ks ⊕Ka
where
Ks =
￿
U ∈ R2m | SU = U￿
Ka =
￿
U ∈ R2m | SU = −U￿ .
It is easy to see that if Us ∈ Ks then Us = (u, 0)T ∈ R2m. Similarly if Ua ∈ Ka
then Ua = (0, v)
T ∈ R2m. Using these facts, it is clear that UTs Ua = UTa Us = 0
for all Us ∈ Ks, Ua ∈ Ka.
The Jacobian of (2.2.2.4) is given by
FU (U,λ) =
￿
fx(u−v,λ)+fx(u+v,λ)
2 − I fx(u+v,λ)−fx(u−v,λ)2
fx(u−v,λ)−fx(u+v,λ)
2 −fx(u−v,λ)+fx(u+v,λ)2 − I
￿
, (2.2.2.5)
where I represents the identity matrix. If (x0,λ0) is a fixed point solution of
(2.2.2.1) then (U0,λ0) = (x0, 0,λ0) is a solution of (2.2.2.4). At such a point
the Jacobian becomes
F 0U = FU (U0,λ0) =
￿
fx (x0,λ0)− I 0
0 −fx (x0,λ0)− I
￿
.
The eigenvalues of F 0U are ±σi − 1, i = 1, . . . ,m, where the σi are the eigen-
values of fx (x0,λ0). At a period-doubling bifurcation point fx (x0,λ0) has
an eigenvalue of -1. If no other eigenvalues have modulus equal to 1 at this
point then the nullspace of F 0U is one-dimensional. In this case we denote the
left and right eigenvectors of fx (x0,λ0) corresponding to the eigenvalue of -1
by ψ and φ respectively, so that
f 0xφ = −φ
ψTf 0x = −ψT .
The vectors Ψ = (0,ψ)T ∈ R2m and Φ = (0,φ)T ∈ R2m are then respectively
the left and right eigenvectors of the zero eigenvalue of F 0U . We observe that
Ψ,Φ ∈ Ka.
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We use the Jacobian F 0U to split the state space in two diﬀerent ways
R2m = ker F 0U ⊕M
R2m = N ⊕ range F 0U . (2.2.2.6)
We observe that dim M = 2m− 1 and dim N = 1 in the case where F 0U has
a one-dimensional nullspace. We choose N ∈ N such that N = span {N}
and ΨTN = 1, and define two complimentary projections
NΨT : R2m → N
I −NΨT : R2m → range F 0U
The key step in the Lyapunov-Schmidt reduction process is to observe that
the system (2.2.2.4) is equivalent to the system￿
I −NΨT ￿F (U,λ) = 0,
NΨTF (U,λ) = 0. (2.2.2.7)
The general idea is to solve the first equation of (2.2.2.7) for all but one of
the state space variables, and then to substitute these expressions into the
second equation of (2.2.2.7), yielding a one-dimensional bifurcation equation,
as we now proceed to do.
Using the decomposition (2.2.2.6) we can write U − U0 = ηΦ +W , where
η ∈ R, Φ ∈ ker F 0U and W ∈M. Writing also λ = λ0 + α and substituting
into the first equation of (2.2.2.7) gives￿
I −NΨT ￿F (U0 + ηΦ+W,λ0 + α) = 0.
The map F 0U : M→ range F 0U is invertible, and so by the Implicit Function
Theorem the first equation of (2.2.2.7) is uniquely solveable for W as a func-
tion of η and α near the origin. We write the solution W = W (η,α), and
observe that the solution satisfies W (0, 0) = 0.
Substituting W (η,α) into the second equation of (2.2.2.7) yields the bifurca-
tion equation
g(η,α) := ΨTF (U0 + ηΦ+W (η,α),λ0 + α) = 0. (2.2.2.8)
When employing the Lyapunov-Schmidt procedure it is common to use the
Taylor expansions of any functions of interest. Taking a Taylor expansion of
F (U,λ) = 0 to cubic order, we have
F (U,λ) = F 0U∆U + αF
0
λ +
1
2
F 0UU (∆U)
2 + αFUλ∆U +
1
2
α2F 0λλ
+
1
6
F 0UUU (∆U)
3 +
1
2
αF 0UUλ (∆U)
2 +
1
2
α2F 0Uλλ∆U
+
1
6
α3F 0λλλ = 0, (2.2.2.9)
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where∆U = ηΦ+αW 0α+
1
2
￿
η2W 0ηη + 2ηαW
0
vα + α
2W 0αα
￿
+O
￿
(η,α)3
￿
. Taking
only O(α) terms, we see that
F 0UW
0
α + F
0
λ = 0. (2.2.2.10)
Since F 0λ ∈ Ks and Ks is invariant with respect to F 0U we must have that
W 0α ∈ Ks. Similarly if we examine O (η2) terms, we obtain
F 0UW
0
ηη + F
0
UUΦΦ = 0. (2.2.2.11)
Now F 0UUΦΦ ∈ Ks so we conclude thatW 0ηη ∈ Ks. Repeatedly diﬀerentiating
(2.2.2.3) with respect to λ, we also see that F 0λ , F
0
λλ, . . . ∈ Ks.
We use this information to rewrite the bifurcation equation (2.2.2.8). Ex-
panding in Taylor series about the origin to cubic order gives
g(η,α) = g0 + ηg0η + αg
0
α +
1
2
￿
η2g0ηη + 2ηαg
0
ηα + α
2g0αα
￿
+
1
6
￿
η3g0ηηη + 3η
2αg0ηηα + 3ηα
2g0ηαα + α
3g0ααα
￿
. (2.2.2.12)
From [GS85], we know that the only cubic order term in the normal form of
a symmetry-breaking pitchfork bifurcation is that involving the cube of the
variable, and so to cubic order the bifurcation equation is
g(v,α) = c0ηα + c1η
3.
Taking terms of the appropriate orders from (2.2.2.9), we conclude that
c0 := g
0
ηα =Ψ
T
￿
F 0UUΦW
0
α + F
0
UλΦ
￿
c1 :=
1
6
g0ηηη =
1
2
ΨT
￿
F 0UUΦW
0
ηη +
1
3
F 0UUUΦΦΦ
￿
.
We prefer, however, to be able to write the bifurcation equation in terms of
the original function f (x,λ). Diﬀerentiating (2.2.2.5) with respect to λ and
post multiplying by Φ, we obtain
F 0UλΦ =
￿
0
−f 0xλφ
￿
.
Recalling that W 0α ∈ Ks, we can write
W 0α =
￿
w0α,1
0
￿
,
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and from (2.2.2.10) we find that w0α,1 satisfies￿
f 0x − I
￿
w0α,1 + f
0
λ = 0, (2.2.2.13)
and thus c0 can be written
c0 = −ψT
￿
f 0xλφ+ f
0
xxφw
0
α,1
￿
.
where w0α,1 is the unique solution to (2.2.2.13).
Similarly we can rewrite c1. We know that W 0ηη ∈ Ks, and so we can write
W 0ηη =
￿
w0ηη,1
0
￿
.
The coeﬃcient c1 then simplifies to
c1 = −ψT
￿
1
6
f 0xxxφφφ+
1
2
f 0xxφw
0
ηη,1
￿
,
where from (2.2.2.11) we know that w0ηη,1 satisfies￿
f 0x − 1
￿
w0ηη,1 + f
0
xxφφ = 0. (2.2.2.14)
Thus the bifurcation equation is
ψT
￿
f 0xλφ+ f
0
xxφw
0
α,1
￿
ηα+ψT
￿
1
6
f 0xxxφφφ+
1
2
f 0xxφw
0
ηη,1
￿
η3 = 0. (2.2.2.15)
The bifurcation is supercritical (subcritical) when c0c1 < 0 (c0c1 > 0).
2.3 Example: The Logistic Map
The logistic map is given by
xn+1 = f (xn,λ)
= λxn (1− xn) , (2.2.3.1)
and is often considered the archetypal example of the period-doubling route
to chaos in one dimensional discrete dynamics. The map has many interesting
properties which have been studied in depth [May76, Fei78, Fei80] and to
which we will return later. For 1 < λ < 3 the map has a single nontrivial
fixed point at (x,λ) =
￿
λ−1
λ ,λ
￿
. A period-doubling bifurcation occurs at
18
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λ = 3, from which emerges a stable period 2 orbit. The derivatives of f (x,λ)
required at the point (x0,λ0) =
￿
2
3 , 3
￿
to apply the theory from the previous
section are given by
f 0λ =
2
9
, f 0xλ = −
1
3
f 0xx = −6, f 0xxx = 0,
and we choose ψ = φ = 1.
To find w0α,1 and w
0
ηη,1 we solve equations (2.2.2.13) and (2.2.2.14) respec-
tively. Setting ΨT = ΦT = (0, 1)T we find that
w0α,1 =
f 0λ
2
=
1
9
, w0ηη,1 =
f 0xx
2
= −3.
Substituting these values into (2.2.2.15), we obtain, to cubic order, the bi-
furcation equation
g (η,α) = 9η3 − αη = 0.
The solutions of this equation are η = 0 and α = 9η2. Using the second
equation of (2.2.2.6), substituting for α and retaining only quadratic and
lower order terms, we can write the nontrivial solution as
U = U0 + ηΦ+ αW
0
α +
1
2
η2W 0ηη
=
￿
2
3
0
￿
+ η
￿
0
1
￿
+ α
￿
1
9
0
￿
− 1
2
η2
￿ −3
0
￿
.
In the original co-ordinates, this becomes
X = X0 + ηΦ+ αW
0
α +
1
2
η2W 0ηη
=
￿
2
3
2
3
￿
+ η
￿
1
−1
￿
+ η2
￿
1
1
￿
− 3
2
η2
￿
1
1
￿
(2.2.3.2)
λ = λ0 + α = 3 + 9η
2,
and the period 2 solutions are obtained as the two components of the vector,
or alternatively by taking η positive and negative.
We confirm this result by finding by hand the period 2 points of the logistic
map just after its first period-doubling bifurcation. The second iterate of the
logistic map is given by
xn+2 = f
2 (xn,λ) = f (f (xn,λ) ,λ)
= λ2xn (1− xn) (1− λxn (1− xn)) .
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We find the period 2 points by solving f 2 (xn,λ) = xn, and so we solve
−λ3x
￿
x−
￿
1− 1
λ
￿￿￿
x2 −
￿
1 +
1
λ
￿
x+
1
λ
￿
1 +
1
λ
￿￿
= 0.
The period 2 points are given by
x1,2 =
1
2
1 + 1
λ
±
￿￿
1 +
1
λ
￿2
− 4
λ
￿
1 +
1
λ
￿
=
1
2
￿
1 +
1
λ
± 1
λ
￿
(λ− 3) (λ− 1)
￿
,
and substituting λ = 3+ α and expanding in Taylor series to linear order in
α, we obtain
x1,2 =
2
3
± 1
3
α
1
2 − 1
18
α
=
2
3
± η − 1
2
η2,
where the last line follows from substituting α = 9η2. We observe that this
is the same expansion (to low order) as is given at (2.2.3.2).
2.4 Example: The Cubic Logistic Map
The cubic logistic map, also known as the odd logistic map, is given by
xn+1 = f (xn,λ)
= λxn
￿
1− x2n
￿
.
It has many of the same properties as the (quadratic) logistic map, and as
λ is increased it exhibits a period-doubling cascade. The main diﬀerence
between the maps is that the cubic logistic map is an odd function of x. This
leads to new behaviour such as symmetry-increasing bifurcations, which have
been examined in [CG88b].
For λ > 1 the cubic logistic map has fixed point solutions given by
x = ±
￿
λ− 1
λ
,
although we will generally only refer to the positive solution branch, since
the dynamics for x < 0 can be recovered using the symmetry of the cubic
logistic map in x.
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A period-doubling bifurcation occurs at (x0,λ0) =
￿
1√
2
, 2
￿
. The derivatives
required by (2.2.2.15) to form the bifurcation equation are given by
f 0λ =
1
2
√
2
, f 0xλ = −
1
2
f 0xx = −6
√
2, f 0xxx = −12,
and we choose ψ = φ = 1.
Solving equations (2.2.2.13) and (2.2.2.14) we find that
w0α,1 =
f 0λ
2
=
1
4
√
2
, w0ηη,1 =
f 0xx
2
= −3√2,
and substituting this data into (2.2.2.15) we find that the bifurcation equation
is given by
8η3 − αη = 0. (2.2.4.1)
The solutions of (2.2.4.1) are η = 0 and α = 8η2. Using the second equation
of (2.2.2.6), substituting for α and retaining only quadratic and lower order
terms, we can write the nontrivial solution as
U = U0 + ηΦ+ αW
0
α +
1
2
η2W 0ηη
=
￿
± 1√
2
0
￿
+ η
￿
0
1
￿
+ α
￿
1
4
√
2
0
￿
+
1
2
η2
￿ −3√2
0
￿
.
In the original co-ordinates, this becomes
X = X0 + ηΦ+ αW
0
α +
1
2
η2W 0ηη
=
￿
± 1√
2
± 1√
2
￿
+ η
￿
1
−1
￿
+ 8η2
￿
1
4
√
2
1
4
√
2
￿
+
1
2
η2
￿ −3√2
−3√2
￿
=
￿
± 1√
2
± 1√
2
￿
+ η
￿
1
−1
￿
− η2
￿
1√
2
1√
2
￿
(2.2.4.2)
λ = λ0 + α = 2 + 8η
2,
and the period 2 solutions are obtained as the two components of the vector,
or alternatively by taking η positive and negative.
We again confirm this result by finding by hand the period 2 points of the
cubic logistic map just after its first period-doubling bifurcation. The second
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iterate of the cubic logistic map is given by
xn+2 = f
2 (xn,λ) = f (f (xn,λ) ,λ)
= λ2x
￿
1− x2￿ ￿1− λ2x2 ￿1− x2￿2￿ .
The period 2 points are given by
x1,2 = ± 1√
2
￿
λ+
√
λ2 − 4
λ
,
and substituting λ = 2 + α and expanding to linear order in α, we obtain
x1,2 = ± 1√
2
± 1
2
√
2
α
1
2 ∓ 1
8
√
2
α
= ± 1√
2
± η ∓ 1√
2
η2
where the last line follows from substituting α = 8η2. We observe that this
is the same expansion (to low order) as is given at (2.2.4.2).
2.5 Summary
In this chapter we have presented a review of the Lyapunov-Schmidt re-
duction, a technique which we will use extensively throughout subsequent
chapters of the thesis. We have also provided details of how to apply the
reduction to period-doubling bifurcations in the particular examples of the
standard (quadratic) logistic map and the cubic logistic map, as these maps
will play a central role in the examples we use to illustrate theory in later
chapters.
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Chapter 3
Symmetry-Breaking
Bifurcations in Maps with
Dihedral Symmetry
3.1 Introduction
In this chapter we will consider bifurcations of maps which have dihedral
symmetry. To begin we will provide an introduction to some of the standard
concepts and terminology of equivariant dynamics [GSS88, MG03, Hoy06]
and finite group representation theory [JL01]. We will then apply these
concepts to systems of three and four coupled maps.
Systems of coupled maps have been studied by many diﬀerent authors, a brief
selection of which includes [DGS96a, DGS96b, GS02, GS99, Gle99a, Jak08].
Coupled maps are used to model a plethora of natural and mathematical
phenomena, including (but certainly not limited to) animal gaits [GSBC98,
BG01, Buo01], population modelling [VK98] and speciation models [CS00].
The content of this chapter is largely review material, although we work
through the theory in greater detail with respect to particular systems of
equations than is typically presented in the literature. The basic definitions
and concepts are standard, and can be found in any good undergraduate
textbook on the subject (good examples are [Hoy06] and [JL01]). As noted
above, there is much reference to the theory of coupled maps in the litera-
ture (although the standard text for theory of symmetry-breaking bifurcation
theory remains, in our view, [GSS88]).
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3.2 Representations and Actions of Dihedral
Groups and Decompositions of Rn
We consider the system of coupled maps defined by
xn+1j = f
￿
xnj
￿
+ c
￿
xnj−1 − 2xnj + xnj+1
￿
(3.3.2.1)
where f : R → R, Xn = (xn1 , . . . , xnm)T ∈ Rm is the state variable, c is a real
coupling parameter, and the equation indices j − 1 are considered modulo
m. Later in this section it will be more convenient to have the equations in
a diﬀerent form, and so we note that we can write the system of equations
(3.3.2.1) in the form
Xn+1 = G (Xn, c)
= F (Xn) + cCXn (3.3.2.2)
where F (Xn) = (f (xn1 ) , f (x
n
2 ) , . . . , f (x
n
m))
T , c is the coupling strength and
C is the coupling matrix, given by the circulant matrix
C =

−2 1 0 · · · 0 1
1 −2 1 0 0
0 1 −2 0
0
. . .
. . . 0
0 0 0 1 −2 1
1 0 0 0 1 −2
 .
This form of coupling is often referred to as nearest neighbour coupling in
the literature. We now recall a number of standard definitions from the
literature.
Definition 3.1. A smooth mapping F : Rm × R → Rm is said to have the
symmetry Γ, or to be Γ-equivariant if
F (γx,λ) = γF (x,λ) ∀γ ∈ Γ, x ∈ Rm.
Definition 3.2. We define Dm, the dihedral group of order 2m, to be the
symmetry group of a regular m-sided polygon. One presentation of the di-
hedral group of order 2m is
Dm =
￿
RaSb | Rm = S2 = ι, SRS = R−1￿ ,
where ι is the group identity.
Definition 3.3. An action of a group Γ on a vector space V is a binary
function Γ× V → V , written (g, x) ￿→ g · x, which satisfies
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a. (gh) · x = g · (h · x) ∀ g, h ∈ Γ, x ∈ V
b. ι · x = x ∀ x ∈ V , where ι is the identity element of Γ.
We define an action of Dm on Rm for m odd by
R

x1
x2
x3
...
xm
 =

xm
x1
x2
...
xm−1
 S

x1
x2
x3
...
xm
 =

x1
xm
xm−1
...
x2

and an action of Dm on Rm for m even by
R

x1
x2
x3
...
xm
 =

xm
x1
x2
...
xm−1
 S

x1
x2
x3
...
xm
 =

xm
xm−1
xm−2
...
x1
 .
Alternatively, we can represent the action of Dm on Rm by matrix mul-
tiplication. When m is odd, we can represent the action of S and R by
multiplication by the matrices
1 0 0 0 0
0 0 0 · · · 0 1
0 0 0 1 0
... . .
.
0 0
0 0 1 0 0
0 1 0 · · · 0 0

and

0 0 0 1
1 0 · · · 0 0
0 1 0 0
...
. . .
...
0 · · · 0 1 0

respectively, and when m is even by the matrices
0 0 · · · 0 1
0 0 1 0
... 0 . .
.
0 0
0 1 0 0
1 0 · · · 0 0
 and

0 0 0 1
1 0 · · · 0 0
0 1 0 0
...
. . .
...
0 · · · 0 1 0

respectively. We observe that (3.3.2.1) is Dm-equivariant for each m ≥ 2,
due to the specific form of the coupling.
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Group representations will play a key role in the analysis of bifurcations
of systems of equations with dihedral symmetry, and so we introduce and
develop this idea.
Definition 3.4. A representation of a group Γ over a field F is a homomor-
phism ρ : Γ→ GL(n, F ) for some n ∈ N. The number n is called the degree
of the representation.
All groups have the trivial representation given by
ρ (γ) = Im ∀γ ∈ Γ,m ∈ N
where Im is the m-dimensional identity matrix. Representations are clearly
not unique, and so we need some way of describing when two representations
are essentially “the same” up to a change of variable. To this end, we define
the concept of equivalent representations.
Definition 3.5. Let ρ : Γ→GL(m,F ) and σ : Γ→GL(n, F ) be representa-
tions of a group Γ over a field F . We say that ρ is equivalent to σ if m = n
and there exists an invertible matrix M such that for all γ ∈ Γ we have
σ (γ) =M−1ρ (γ)M
A vector space is said to be irreducible if it has no nontrivial proper subspaces
which are invariant under the action of the group. A representation on an
irreducible vector space is said to be an irreducible representation, and these
will be of particular interest. The irreducible representations of Dm are listed
below:
1-Dimensional Irreducible Representations of Dm:
R = I, S = I
R = I, S = −I
R = −I, S = I (m even)
R = −I, S = −I (m even)
2-Dimensional Irreducible Representations of Dm:
Rk =
￿
cos
￿
2kπ
m
￿
sin
￿
2kπ
m
￿
−sin ￿2kπm ￿ cos ￿2kπm ￿
￿
k =
￿
1, . . . , m−12 m odd
1, . . . , m2 − 1 m even
S =
￿
1 0
0 −1
￿
.
A well known and useful result from [GSS88] describes a decomposition of
Γ−invariant spaces arises from the concept of irreducible representations,
which we present now.
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Theorem 3.6. Let X be a finite-dimensional vector space and let Γ be a
compact Lie group. If X is Γ−invariant, then there exists a (not necessarily
unique) decomposition of X
X = W1 ⊕W2 ⊕ . . .⊕Wk
where each Wi is a Γ−irreducible subspace of X. On each of the Wi there is
an irreducible representation of Γ, and collecting together those irreducible
subspaces with equivalent irreducible representations, we find another de-
composition of X
X = V1 ⊕ V2 ⊕ . . .⊕ Vl
where
Vi = Wi,1 ⊕Wi,2 ⊕ . . .⊕Wi,mi , i = 1, . . . , l
and the representations on theWi,j are equivalent for 1 ≤ j ≤ mi. The latter
of these decompositions is called the isotypic decomposition, and is unique.
The subspaces Vi are called the isotypic components.
We shall now take each of the irreducible representations of Dm given above
and find Dm-irreducible subspaces of Rm for our system (3.3.2.2) of coupled
maps. From this we will be able to find the isotypic decomposition of Rm,
which will be useful in future computations.
R = I,S = I :
From RX = X we obtain x1 = x2 = . . . = xm, and then from applying S we
obtain SX = X, which doesn’t yield any further information. This gives us
the irreducible subspace
￿
(x1, . . . , x1)
T | x1 ∈ R
￿
.
R = I,S = −I :
Again RX = X tells us that x1 = x2 = . . . = xm. Then SX = −X tells us
that either x1 = 0 (when m is odd) or x1 = −xm (= −x1) (when m is even).
In either case we have that the xi are all equal, and that x1 = 0, so we obtain
the trivial invariant subspace {0}.
R = −I,S = I (m even):
In this case applying R to X gives RX = −X, and we see that x1 = −x2 =
x3 = −x4 = . . . = −xm. Applying S then tells us that x1 = xm (= −x1), and
so we are left with the trivial invariant subspace {0}.
R = −I,S = −I (m even):
From RX = X we see that x1 = −x2 = x3 = −x4 = . . . = −xm. We
learn nothing new from SX = −X, and so we have the irreducible subspace￿
(x1,−x1, x1,−x1, . . . ,−x1)T | x1 ∈ R
￿
.
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Rk =
￿
cos
￿
2kπ
m
￿
sin
￿
2kπ
m
￿
− sin ￿2kπm ￿ cos ￿2kπm ￿
￿
,S =
￿
1 0
0 −1
￿
:
Define ck := cos
￿
2kπ
m
￿
, sk := sin
￿
2kπ
m
￿
for k as detailed in the list of irre-
ducible representations above, and let X2k =
￿
X2k1 , X
2k
2 , . . . , X
2k
m
￿T
, X2k+1 =￿
X2k+11 , X
2k+1
2 , . . . , X
2k+1
m
￿T
. We treat the cases of even and odd m sepa-
rately.
m odd:
In this case the conditions SX2k = X2k and SX2k+1 = −X2k+1 imply that
X2k =
￿
X2k1 , X
2k
2 , . . . , X
2k
m+1
2
, X2km+1
2
, . . . , X2k2
￿T
X2k+1 =
￿
0, X2k+12 , X
2k+1
3 , . . . , X
2k+1
m+1
2
,−X2k+1m+1
2
, . . . ,−X2k+13 ,−X2k+12
￿T
.
The action of R on typical elements X2kl and X
2k+1
l of X
2k and X2k+1 re-
spectively is given by
RX2kl = X
2k
l−1
RX2k+1l = X
2k+1
l−1 ,
where the subscript indices (minus one) are taken modulo m. We are assum-
ing that R acts as the matrix Rk, and since Rk is a rotation matrix we have
R−1k = R−k, so we can write￿
X2kl+1
X2k+1l+1
￿
= R−k
￿
X2kl
X2k+1l
￿
= Rl−k
￿
X2k1
X2k+11
￿
Now
Rl−k =
￿
c−k s−k
−s−k c−k
￿l
=
￿
ck −sk
sk ck
￿l
=
￿
ckl −skl
skl ckl
￿
= R−kl
and since m is odd we have X2k+11 = 0. Thus
X2kl+1 = cklX
2k
1
X2k+1l+1 = sklX
2k
1 .
Without loss of generality we set X2k1 = 1 and obtain
X2k =
￿
1, ck, . . . , ckm−12 , ck
m−1
2
, . . . , ck
￿
X2k+1 =
￿
0, sk, . . . , skm−12 ,−skm−12 , . . . ,−sk
￿
.
28
3.2. REPRESENTATIONS AND ACTIONS OF DIHEDRAL GROUPS
AND DECOMPOSITIONS OF RN
For each k these vectors generate a two-dimensional irreducible subspace,
and this subspace is an isotypic component in the decomposition. We define
the vectors eˆ2k and eˆ2k+1 by
eˆ2k =
￿
1, ck, . . . , ckm−12 , ck
m−1
2
, . . . , ck
￿
eˆ2k+1 =
￿
0, sk, . . . , skm−12 ,−skm−12 , . . . ,−sk
￿
. (3.3.2.3)
In the case of m odd, there will be m−12 two-dimensional isotypic compo-
nents, and a single one-dimensional isotypic component. The dimensions of
these components sum to m, and the irreducible representations on them are
clearly not equivalent. The isotypic decomposition of Rm in this case is thus
complete.
m even:
Now the action of S tells us that
X2k =
￿
X2k1 , X
2k
2 , . . . , X
2k
m
2
, X2km
2
, . . . , X2k1
￿T
X2k+1 =
￿
X2k+11 , X
2k+1
2 , . . . , X
2k+1
m
2
,−X2k+1m
2
, . . . ,−X2k+12 ,−X2k+11
￿T
.
The action of R on X2kl and X
2k+1
l is given by￿
X2kl+1
X2k+1l+1
￿
=
￿
ckl −skl
skl ckl
￿￿
X2k1
X2k+11
￿
=
￿
cklX2k1 − sklX2k+11
sklX2k1 + cklX
2k+1
1
￿
. (3.3.2.4)
Setting l + 1 = m in the first equation of (3.3.2.4) and using the relations
ck(m−1) = ck, sk(m−1) = −sk and X2k1 = X2km , we conclude that X2k+11 =
1−ck
sk
X2k1 . Substituting this into the second equation of (3.3.2.4) we obtain
X2k+1m = −X2k+11 .
Without loss of generality we again set X2k1 = 1, and using (3.3.2.4) we
obtain
X2k =
￿
1, ck, c2k, c3k, . . . , c(m−1)k
￿T − 1− ck
sk
￿
0, sk, s2k, . . . , s(m−1)k
￿T
X2k+1 =
￿
0, sk, s2k, s3k, . . . , s(m−1)k
￿T
+
1− ck
sk
￿
1, ck, c2k, . . . , c(m−1)k
￿T
.
For each k these two vectors form the basis of an isotypic component, and
we denote them eˆ2k and eˆ2k+1 respectively. We can simplify the vectors using
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trigonometric identities so that
eˆ2kl+1 =
s(l+1)k − slk
sk
eˆ2k+1l+1 =
clk − c(l+1)k
sk
(3.3.2.5)
with l = 0, . . . ,m−1. When m is even there are m2 −1 such two-dimensional
components, and two one-dimensional components. Again we see that the
sum of the dimensions of the isotypic components is the same as that of the
whole space, and so the decomposition is complete. The working we have
just completed leads us to the following result.
Theorem 3.7. The isotypic decomposition of Rm is
Rm = V0 ⊕
m−1
2￿
k=1
Vk
when m is odd, and
Rm = V0 ⊕ Ve ⊕
m
2 −1￿
k=1
Vk
when m is even, where
V0 = {(a, . . . , a) | a ∈ R}
Ve = {(a,−a, a, . . . , a,−a) | a ∈ R} ,
are one-dimensional isotypic components, and the two-dimensional vector
spaces Vk are generated by (3.3.2.3) and (3.3.2.5) as appropriate.
Using the isotypic decomposition we can form a new basis of Rm. When m
is odd, we have
eˆ1 = (1, . . . , 1)T
eˆ2 =
￿
1, cos
￿
2π
m
￿
, . . . , cos
￿
(m−1)π
m
￿
, cos
￿
(m−1)π
m
￿
, . . . , cos
￿
2π
m
￿￿T
eˆ3 =
￿
0, sin
￿
2π
m
￿
, . . . , sin
￿
(m−1)π
m
￿
,− sin
￿
(m−1)π
m
￿
, . . . ,− sin ￿2πm ￿￿T
...
eˆm−1 =
￿
1, cos
￿
(m−1)π
m
￿
, . . . , cos
￿
(m−1)2
2m π
￿
,
cos
￿
(m−1)2
2m π
￿
, . . . , cos
￿
(m−1)π
m
￿￿T
eˆm =
￿
0, sin
￿
(m−1)π
m
￿
, . . . , sin
￿
(m−1)2
2m π
￿
,
− sin
￿
(m−1)2
2m π
￿
, . . . ,− sin
￿
(m−1)π
m
￿￿T
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where eˆj, j = 2, . . .m are determined by (3.3.2.3). Similarly when m is even,
we take
eˆ1 = (1, . . . , 1)T
eˆe = (1,−1, . . . , 1,−1)T
eˆ2 = 1s1
￿
s1, s2 − s1, s3 − s2, . . . , sm2 − sm2 −1,
sm
2
− sm
2 −1, . . . , s3 − s2, s2 − s1, s1
￿T
eˆ3 = 1s1
￿
1− c1, c1 − c2, c2 − c3, . . . , cm2 −1 − cm2
cm
2
− cm
2 −1, . . . , c3 − c2, c2 − c1, c1 − 1
￿T
...
eˆm−2 =
1
s(m2 −1)
￿
s(m2 −1), s2(m2 −1) − s(m2 −1), s3(m2 −1) − s2(m2 −1), . . . ,
sm
2 (
m
2 −1) − s(m2 −1)2 , sm2 (m2 −1) − s(m2 −1)2 , . . . ,
s3(m2 −1) − s2(m2 −1), s2(m2 −1) − s(m2 −1), s(m2 −1)
￿T
eˆm−1 =
1
s(m2 −1)
￿
1− c(m2 −1), c(m2 −1) − c2(m2 −1), c2(m2 −1) − c3(m2 −1), . . . ,
c(m2 −1)
2 − cm
2 (
m
2 −1), cm2 (m2 −1) − c(m2 −1)2 , . . . ,
c3(m2 −1) − c2(m2 −1), c2(m2 −1) − c(m2 −1), c(m2 −1) − 1
￿T
where eˆj, j = 2, . . . ,m− 1 are determined by (3.3.2.5).
We want to put (3.3.2.1) into the basis given by the isotypic decomposition.
We denote the natural basis vectors of Rm by {e1 . . . , em}, where
e1 = (1, 0, 0, . . . , 0)
e2 = (0, 1, 0, . . . , 0)
...
em = (0, 0, . . . , 0, 1) .
The co-ordinates of any vector v ∈ Rm, when expressed in the natural basis,
are written X = (x1, x2, . . . , xm)
T . We write the co-ordinates in the new
basis Y = (y1, y2, . . . , ym) (when m is odd) or Y = (y1, ye, y2, . . . , ym) (when
m is even), and we denote by Q the change of basis matrix whose columns
are the basis vectors eˆ1, . . . eˆm or eˆ1, eˆe, . . . , eˆm−1 as appropriate. We then
have
X = QY,
so we can write (3.3.2.2) in the form
Y n+1 = Q−1Xn+1 = Q−1F (QY n) + cQ−1CQY n,
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and a fixed point of the coupled system is a solution to the algebraic equation
G (Y, c) = Q−1F (QY ) + cQ−1CQY − Y = 0. (3.3.2.6)
If the representation of γ ∈ Γ acting on X is ρ (γ), then the corresponding
representation acting on Y is ρ˜ (γ), given by
ρ˜ (γ)Y = Q−1ρ (γ)X
= Q−1ρ (γ)QY.
The Jacobian GY (Y, c) is then given by
GY (Y, c) = Q
−1FX (QY )Q+ cQ−1CQ− I
= Q−1 (FX (QY ) + cC − I)Q.
If X0 = (x0, . . . x0)
T ∈ Fix (Dm) then Y0 = Q−1X0 = (x0, 0, . . . , 0)T , and so
we have that FX (QY0) = FX (X0) = f ￿ (x0) I, and in this case
GY (Y0, c) = (f
￿ (x0)− 1) I + cQ−1CQ.
The usefulness of the isotypic decomposition is highlighted by the following
result [Wer90].
Theorem 3.8. Let F : X × R → X be a Γ−equivariant function. If x0 ∈
Fix (Γ) then Fx (x0,λ) : Vi → Vi, where Vi, i = 1, . . . , l are the isotypic
components of X. Consequently there exists a basis of X where the matrix
Fx (x0,λ) decomposes into block-diagonal form.
Another result which will be of great use to us is the Equivariant Branching
Lemma, which we now introduce.
Definition 3.9. Let F : Rm × R → Rm be a Γ-equivariant mapping. If
x ∈ Rm is a fixed point of F and γx = x for some γ ∈ Γ, then we call γ a
symmetry of x. Otherwise γx is a new point on the orbit of x, defined by
Γx = {γx | γ ∈ Γ} .
The “amount” of symmetry that a point x ∈ Rm has is measured by the
isotropy subgroup Σx of x:
Definition 3.10. The isotropy subgroup of a point x is given by
Σx = {γ ∈ Γ | γx = x} .
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These two concepts are related by the result that isotropy subgroups along
group orbits are conjugate to one another. That is, given a point x ∈ Rm
with isotropy subgroup Σx, we have
Σγx = γΣxγ
−1.
For this reason we only distinguish fixed points if they have diﬀerent isotropy
subgroups (up to conjugacy). A similar idea to the isotropy subgroup is that
of the fixed point subspace Fix (Σ) of a subgroup Σ ⊂ Γ:
Definition 3.11. The fixed-point subspace of a subgroup Σ ⊂ Γ is given by
Fix (Σ) = {x ∈ Rm | σx = x ∀σ ∈ Σ} .
Since
F (x,λ) = F (σx,λ) = σF (x,λ)
for all σ ∈ Σ, x ∈ Fix (Σ), we immediately deduce that fixed point subspaces
are invariant. We are now in a position to present the following result of
[Van82] and [Cic81]:
Lemma 3.12. (Equivariant Branching Lemma) Let Γ be a compact Lie
group which acts on a real, separable Hilbert space X. Let g : X × R → X
be a C2, Γ-equivariant mapping such that g0x is Fredholm of index 0, and
suppose that N0 = Null (g0x) is nontrivial. If
a. N0 ∩ Fix (Γ) = {0}
b. There exists an isotropy subgroup Σ of Γ such that
dim (N0 ∩ Fix (Σ)) = 1
c. The nondegeneracy condition￿
ψ0, g
0
xλφ0 + g
0
xxφ0v
￿ ￿= 0
is satisfied where φ0 ∈ N0 ∩ Fix (Σ), ψ0 ∈ Null
￿
(g0x)
∗￿ ∩ Fix (Σ), and
v ∈ Fix (Γ) is the unique solution of
g0xv + g
0
λ = 0
then there exists a branch of solutions which bifurcates tangent to φ0 with
isotropy subgroup Σ.
We now demonstrate the application of the Equivariant Branching Lemma
to two examples.
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3.3 A D3-Equivariant System
When m = 3 the system of equations (3.3.2.1) becomes
xn+11 = f (x
n
1 ) + c (x
n
3 − 2xn1 + xn2 )
xn+12 = f (x
n
2 ) + c (x
n
1 − 2xn2 + xn3 )
xn+13 = f (x
n
3 ) + c (x
n
2 − 2xn3 + xn1 ) .
As stated earlier, this system of equations is D3−equivariant, with the action
of D3 on R3 given by
R
 x1x2
x3
 =
 x3x1
x2
 and S
 x1x2
x3
 =
 x1x3
x2
 .
The basis which arises due to the isotypic decomposition is
eˆ1 = (1, 1, 1)
eˆ2 =
￿
1,−1
2
,−1
2
￿
(3.3.3.1)
eˆ3 =
￿
0,
√
3
2
,−
√
3
2
￿
,
and so the change of basis matrix Q, its inverse Q−1, and the coupling matrix
C, are respectively given by
Q =
 1 1 01 −12 √32
1 −12 −
√
3
2
 , Q−1 = 1
3
 1 1 12 −1 −1
0
√
3 −√3
 ,
and C =
 −2 1 11 −2 1
1 1 −2
 .
The action of S on the Y co-ordinates is given by
SY = Q−1SQY = (y1, y2,−y3)T
Similarly R acts on Y by
SX = Q−1SQX =
￿
y1,−1
2
￿
y2 +
√
3y3
￿
,
1
2
￿√
3y2 − y3
￿￿T
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The function G (Y, c), defined by (3.3.2.6), is given by
G (Y, c) =
 13 (f (x1) + f (x2) + f (x3))− y123f (x1)− 13f (x2)− 13f (x3)− 3cy2 − y2
1√
3
(f (x2)− f (x3))− 3cy3 − y3
 ,
where X = QY , and so
x1 = y1 + y2
x2 = y1 − 1
2
y2 +
√
3
2
y3
x3 = y1 − 1
2
y2 −
√
3
2
y3.
We calculate the Jacobian at a point Y0 = Q−1X0, where X0 ∈ Fix(D3).
When X0 ∈ Fix(D3), we have x1 = x2 = x3 = x0, and so Y0 = (x0, 0, 0).
Thus
G0Y =
 f ￿ (x0)− 1 0 00 f ￿ (x0)− 3c− 1 0
0 0 f ￿ (x0)− 3c− 1
 ,
and we see that the Jacobian is (block) diagonal, as expected.
When f ￿ (x0)−1−3c = 0 the Jacobian has a two-dimensional nullspace, and
so we can use the Lyapunov-Schmidt technique to reduce the problem to two
bifurcation equations. We denote by ψ1 and ψ2 the two left eigenvectors, and
by φ1 and φ2 the two right eigenvectors which correspond to zero eigenvalues
in this case. In particular we set ψ1 = φ1 = (0, 1, 0)
T and ψ2 = φ2 = (0, 0, 1)
T ,
and natural co-ordinates for the nullspace are y2 and y3.
Using the first equation of (2.2.2.7) we write
Y = Y0 + y2φ1 + y3φ2 +W (y2, y3,α)
= (x0, y2, y3)
T + (w1 (y2, y3,α) , 0, 0)
T
where c = c0 + α, c0 =
f ￿(x0)−1
3 . To determine the bifurcation equations
we will need the first derivative of W (y2, y3,α) with respect to α. From
(2.2.2.10), we recall that this quantity satisfies
G0YW
0
α +G
0
c = 0
and combining this result with the well-known fact that W 0y2 = W
0
y3 = 0 we
conclude that W (y2, y3,α) is at least quadratic to lowest order.
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The bifurcation equations are gi (y2, y3,α) = ψTi G (Y, c0 + α) = 0, i = 1, 2.
Expanding the bifurcation equations in Taylor series and comparing powers
as we did for the Z2-symmetric case, we find that to quadratic order the
bifurcation equations are
g1 (y2, y3,α) = −3y2α + 1
4
f ￿￿ (x0)
￿
y22 − y23
￿
= 0
g2 (y2, y3,α) = −3y3α− 1
2
f ￿￿ (x0) y2y3 = 0.
We note here that setting z = y2 + iy3 we recover the complex form of the
bifurcation equations [GSS88]
g (y2, y3,α) = p (y2, y3,α) z + q (y2, y3,α) z¯
2,
where p (y2, y3,α) = −3α and q (y2, y3,α) = 14f ￿￿ (x0).
We define Z2 (S) := {I, S}, and observe that Fix(Z2 (S)) =
￿
(y1, y2, 0)
T ∈ R3
￿
and Null
￿
G˜0Y
￿
∩ Fix (Z2 (S)) =
￿
(0, y2, 0)
T | y2 ∈ R
￿
, which is one-dimensional.
The Equivariant Branching Lemma tells us that a branch of Z2 (S)-symmetric
solutions will bifurcate from (Y0, c0). Z2 (S)-symmetric solutions have y3 = 0,
and so we have the single bifurcation equation
g1 (y2, 0,α) = −3y2α + 1
4
f ￿￿ (x0) y22 = 0. (3.3.3.2)
This equation has solutions
y2 = 0 and y2 =
12
f ￿￿ (x0)
α, (3.3.3.3)
so we have a transcritical bifurcation at (Y0, c0).
Since this branch of solutions is Z2 (S)-symmetric, we know that x2 = x3.
Furthermore when y2 = 0 we have x1 = x2 = x3, and so the trivial branch of
solutions with y2 = 0 is the branch of synchronised solutions given by
xi = x0, i = 1, 2, 3.
On the nontrivial branch we have
x1 = y1 + y2
= x0 + w1 (y2, 0,α) + y2
= x0 +
12α
f ￿￿(x0) +O (α2)
x2 = x3 = y1 − 12y2
= x0 + w1 (y2, 0,α)− 12y2
= x0 − 6αf ￿￿(x0) +O (α2)
since we have already determined that w1 (y2, y3,α) is of at least quadratic
order.
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3.4 Example: Three Coupled Logistic Maps
We illustrate this calculation with the example of three coupled logistic maps.
We take the system of equations
xn+11 = λx
n
1 (1− xn1 ) + c (xn3 − 2xn1 + xn2 )
xn+12 = λx
n
2 (1− xn2 ) + c (xn1 − 2xn2 + xn3 ) (3.3.4.1)
xn+13 = λx
n
3 (1− xn3 ) + c (xn2 − 2xn3 + xn1 ) .
Once we make the co-ordinate change (3.3.3.1) we know from (3.3.3.3) that
the nontrivial Z2 (S)-symmetric branch of solutions is given by
y2 =
12
f ￿￿ (x0)
α = −6
λ
α.
We aim to verify this result using direct calculation. We know that for
λ < 3 the logistic map has a branch of stable fixed point solutions given by
(x,λ) =
￿
λ−1
λ ,λ
￿
, and so the system of equations (3.3.4.1) also has solution
xi =
λ− 1
λ
, i = 1, . . . , 3.
At the symmetry-breaking bifurcation point (x0, c0) =
￿
λ−1
λ , c0
￿
a branch
of Z2 (S)-symmetric solutions bifurcates from the synchronous fixed-point
branch of solutions. On the Z2 (S)-symmetric branch we have x2 = x3, and
the system of equations (3.3.4.1) simplifies to
xn+11 = λx
n
1 (1− xn1 ) + 2 (c0 + α) (xn2 − xn1 )
xn+12 = x
n+1
3 = λx
n
2 (1− xn2 ) + (c0 + α) (xn1 − xn2 ) .
Changing to the Y co-ordinates we obtain
yn+11 = λ
￿
yn1 − (yn1 )2 −
1
2
(yn2 )
2
￿
yn+12 = λy
n
2
￿
1− 2yn1 −
1
2
yn2
￿
− 3 (c0 + α) yn2
yn+13 = 0,
where c0 = −λx03 .
We now take fixed points of these equations and drop the dependence upon
n. From the first equation we obtain
y21 +
1− λ
λ
y1 +
1
2
y22 = 0
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from which we conclude that
y1± =
x0 ±
￿
x20 − 2y22
2
,
where we have used the fact that 1−λλ = −x0. When y2 = 0 we know that
y1 = x0 so we disregard y1− . Taking a Taylor series of the remaining solution
around y2 = 0, we see that
y1 = x0 +O
￿
y22
￿
.
We substitute this expression for y1 into the fixed-point equation for y2 to
obtain
y2
￿
y2 +
6α
λ
+O ￿y22￿￿ = 0,
and we conclude that to quadratic order
y2 = 0 or y2 = −6
λ
α
which confirms the solutions given by (3.3.3.3).
3.5 A D4-Equivariant System
We now examine the case when m = 4, where we have the following system
of D4-equivariant equations:
xn+11 = f (x
n
1 ) + c (x
n
4 − 2xn1 + xn2 )
xn+12 = f (x
n
2 ) + c (x
n
1 − 2xn2 + xn3 )
xn+13 = f (x
n
3 ) + c (x
n
2 − 2xn3 + xn4 )
xn+14 = f (x
n
4 ) + c (x
n
3 − 2xn4 + xn1 ) .
The basis arising from the isotypic decomposition is now
eˆ1 = (1, 1, 1, 1)
eˆe = (1,−1, 1,−1)
eˆ2 = (1,−1,−1, 1)
eˆ3 = (1, 1,−1,−1) , (3.3.5.1)
and Q, Q−1 and C are respectively given by
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Q =

1 1 1 1
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1
 , Q−1 = 14

1 1 1 1
1 −1 1 −1
1 −1 −1 1
1 1 −1 −1

and C =

−2 1 0 1
1 −2 1 0
0 1 −2 1
1 0 1 −2
 .
The action of S on Y is given by
S

y1
ye
y2
y3
 =

y1
−ye
y2
−y3
 (3.3.5.2a)
and the action of R is given by
R

y1
ye
y2
y3
 =

y1
−ye
−y3
y2
 . (3.3.5.2b)
The co-ordinate change into the basis (3.3.5.1) gives
G (Y, c) =

1
4 (f (x1) + f (x2) + f (x3) + f (x4))− y1
1
4 (f (x1)− f (x2) + f (x3)− f (x4))− ye − 4cye
1
2 (f (x1)− f (x2)− f (x3) + f (x4))− y2 − 2cy2
1
2 (f (x1) + f (x2)− f (x3)− f (x4))− y3 − 2cy3
 , (3.3.5.3)
where
x1 = y1 + ye + y2 + y3
x2 = y1 − ye − y2 + y3
x3 = y1 + ye − y2 − y3
x4 = y1 − ye + y2 − y3. (3.3.5.4)
The Jacobian in the new co-ordinate system, GY (Y, c) is given by
GY (Y, c) = Q
−1FX (QY )Q+ cQ−1CQ− I
= Q−1 (FX (QY ) + cC − I)Q,
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and evaluating GY (Y, c) at Y0 = (x0, 0, 0, 0)
T ∈ Fix (D4) yields
G0Y =

f ￿ (x0)− 1 0 0 0
0 f ￿ (x0)− 4c− 1 0 0
0 0 f ￿ (x0)− 2c− 1 0
0 0 0 f ￿ (x0)− 2c− 1
 .
(3.3.5.5)
We digress for a moment to observe that after changing to the basis asso-
ciated to the isotypic decomposition the Jacobian matrices of both the D3-
and D4-equivariant systems of equations are in fact diagonal, not simply
block diagonal as Theorem 3.8 predicted. The extra structure arises due to
the presence of two-dimensional irreducible representations, and we refer the
reader to [Hea89] and [Wer90] for a full explanation.
3.5.1 Case 1: Jacobian with One-Dimensional Nullspace
We see that G0Y becomes singular if f
￿ (x0) − 1 − 4c = 0, and so we define
c0 =
f ￿(x0)−1
4 . In this case the Jacobian becomes
G0Y =

4c0 0 0 0
0 0 0 0
0 0 2c0 0
0 0 0 2c0

and it is clear that ye is a natural co-ordinate for the nullspace, so we set
ψ = φ = (0, 1, 0, 0)T . Since the nullspace is one-dimensional we can use the
Lyapunov-Schmidt technique to reduce the problem to a single bifurcation
equation in ye.
In order to calculate the bifurcation equation we need an expression for
W (ye,α). To quadratic order the Taylor series of W (ye,α) is
W (ye,α) = αW
0
α +
1
2
￿
y2eW
0
yeye + 2yeαW
0
yeα + α
2W 0αα
￿
.
We know from (2.2.2.10) that W 0α satisfies
G0YW
0
α +G
0
c = 0
and, dropping the arguments of W (ye,α), we can write
4c0 0 0 0
0 0 0 0
0 0 2c0 0
0 0 0 2c0


w01,α
0
w02,α
w03,α
+

0
0
0
0
 = 0,
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from which we conclude that W 0α = 0.
Similarly from (2.2.2.11) we know that W 0yeye satisfies
G0YW
0
yeye +G
0
Y Y φφ = 0
and so, again dropping the arguments of W (ye,α), we rewrite this as
4c0 0 0 0
0 0 0 0
0 0 2c0 0
0 0 0 2c0


w01,yeye
0
w02,yeye
w03,yeye
+

f ￿￿ (x0)
0
0
0
 = 0.
We conclude that W 0yeye =
￿
− f ￿￿(x0)f ￿(x0)−1 , 0, 0, 0
￿T
.
Performing similar calculations we find that this is the only quadratic order
term in W (ye,α), and so
W (ye,α) =
￿
− f
￿￿ (x0)
2 (f ￿ (x0)− 1)y
2
e , 0, 0, 0
￿T
+O ￿(α, ye)3￿ .
The bifurcation equation is then given by
g (ye,α) = −4yeα + 1
6
￿
f ￿￿￿ (x0)− 3 (f
￿￿ (x0))
2
(f ￿ (x0)− 1)
￿
y3e = 0.
The solutions to this equation are
ye = 0 and y
2
e = d1α,
where for brevity we define
d1 =
24 (f ￿ (x0)− 1)
f ￿￿￿ (x0) (f ￿ (x0)− 1)− 3 (f ￿￿ (x0))2
α. (3.3.5.6)
We observe that these solutions have Z2 (RS) symmetry and, writing N0 =
Null
￿
G˜0Y
￿
, that we have
N0 ∩ Fix (Z2 (RS)) =
￿
(0, ye, 0, 0)
T
￿
,
which is one-dimensional. Thus the solution y2e = d1α is the branch of
solutions guaranteed to exist by the Equivariant Branching Lemma.
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When ye = 0 we have
Y = Y0 +W (0,α) .
We know that Y0 is a solution of the bifurcation equation for all α - in
particular it is the synchronised fixed point solution branch - and so we
conclude that W (0,α) = 0.
The nonzero branch of solutions has Z2 (RS) symmetry, so we know that y2 =
−y3 and so x1 = x3. We have shown that w2 (ye,α) = w3 (ye,α) = O
￿
α
3
2
￿
,
so we can write the nonzero branch of solutions in the original coordinates
as
x1 = x3 = x0 ±
￿
d1α− f
￿￿ (x0) d1α
2 (f ￿ (x0)− 1) +O
￿
α
3
2
￿
x2 = x0 ∓
￿
d1α− f
￿￿ (x0) d1α
2 (f ￿ (x0)− 1) +O
￿
α
3
2
￿
(3.3.5.7)
x4 = x0 ∓
￿
d1α− f
￿￿ (x0) d1α
2 (f ￿ (x0)− 1) +O
￿
α
3
2
￿
,
where we observe that although x2 and x4 are identical to O
￿
α
3
2
￿
, in general
they will not be the same at higher orders.
3.5.2 Case 2: JacobianWith Two-Dimensional Nullspace
The Jacobian is also singular when f ￿ (x0)−1−2c = 0. In this case we define
c0 =
f ￿(x0)−1
2 , and so we have
G0Y =

2c0 0 0 0
0 −2c0 0 0
0 0 0 0
0 0 0 0
 .
Natural co-ordinates for the nullspace are now y2 and y3, so we set ψ1 = φ1 =
(0, 0, 1, 0)T ,ψ2 = φ2 = (0, 0, 0, 1)
T , and so
Y = Y0 + y2φ1 + y3φ2 +W (y2, y3,α) .
In this case we can use the Lyapunov-Schmidt technique to reduce the prob-
lem to a system of two bifurcation equations in y2 and y3. We will need
information about W (y2, y3,α) in order to determine the bifurcation equa-
tions. From (2.2.2.10), we know that
G0YW
0
α +G
0
c = 0,
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and dropping the arguments of W (y2, y3,α), we can write
2c0 0 0 0
0 −2c0 0 0
0 0 0 0
0 0 0 0


w01,α
w0e,α
0
0
+

0
0
0
0
 = 0,
from which we conclude that W 0α = 0.
Using similar arguments at each order we conclude that, to quadratic order,
we have
W (y2, y3,α) =
￿
− f
￿￿ (x0)
2 (f ￿ (x0)− 1)
￿
y22 + y
2
3
￿
,
f ￿￿ (x0)
(f ￿ (x0)− 1)y2y3, 0, 0
￿
.
The bifurcation equation g1 (y2, y3,α) = ψT1 G (Y, c0 + α) = 0 is then found
to be
g1 (y2, y3,α) = −2y2α + 1
2
￿
f ￿￿￿ (x0) +
(f ￿￿ (x0))
2
(f ￿ (x0)− 1)
￿
y2y
2
3+
1
6
￿
f ￿￿￿ (x0)− 3 (f
￿￿ (x0))
2
(f ￿ (x0)− 1)
￿
y32, (3.3.5.8)
and a similar calculation shows the second bifurcation equation, which cor-
responds to ψT2 G (Y, c0 + α) = 0, to be
g2 (y2, y3,α) = −2y3α + 1
2
￿
f ￿￿￿ (x0) +
(f ￿￿ (x0))
2
(f ￿ (x0)− 1)
￿
y22y3+
1
6
￿
f ￿￿￿ (x0)− 3 (f
￿￿ (x0))
2
(f ￿ (x0)− 1)
￿
y33. (3.3.5.9)
These bifurcation equations agree with the form of general D4-equivariant
bifurcation problems given in [GSS88], XVII §6. The form presented there is
g (y2, y3,α) = p (N,∆,α)
￿
y2
y3
￿
+ r (N,∆,α) δ
￿
y2
−y3
￿
where N = y22 + y
2
3, δ = y
2
3 − y22 and ∆ = δ2. In our example we have
p (N,∆,α) =
2
3
f ￿￿￿ (x0) +
2 (f ￿￿)2 (x0)
f ￿ (x0)− 1 N − 2α
r (N,∆,α) =
1
3
f ￿￿￿ (x0) +
(f ￿￿)2 (x0)
2 (f ￿ (x0)− 1) .
43
CHAPTER 3. SYMMETRY-BREAKING BIFURCATIONS IN MAPS
WITH DIHEDRAL SYMMETRY
The fixed-point subspace of the isotropy subgroup Z2 (S) is Fix(Z2 (S)) =￿
(y1, 0, y2, 0)
T | y1, y2 ∈ R
￿
. Writing N0 = Null
￿
G˜0Y
￿
we have
N0 ∩ Fix (Z2 (S)) =
￿
(0, 0, y2, 0)
T | y2 ∈ R
￿
,
and so we can apply the Equivariant Branching Lemma using this subgroup.
Similarly, we see that Fix(Z2 (RS)) =
￿
(y1, ye, y2,−y2)T
￿
, so
N0 ∩ Fix (Z2 (RS)) =
￿
(0, 0, y2,−y2)T | y2 ∈ R
￿
is also one-dimensional, and so we can apply the Equivariant Branching
Lemma using Z2 (RS) as well.
Applying the Equivariant Branching Lemma using Z2 (S) we conclude that
a branch of solutions exists where ye = y3 = 0, and so we obtain the single
bifurcation equation
g1 (y2, 0,α) = −2y2α + 1
6
￿
f ￿￿￿ (x0)− 3 (f
￿￿ (x0))
2
(f ￿ (x0)− 1)
￿
y32.
The solutions to g1 (y2, 0,α) = 0 are given by
y2 = 0 and y
2
2 =
d1α
2
. (3.3.5.10)
where d1 is given by (3.3.5.6). On both solution branches the symmetry
condition ye = y3 = 0 tells us that x1 = x4 and x2 = x3. When y2 = 0, we
also know that x1 = x2 = x3 = x4, and so we have the expected solution
branch of fixed points given by
xi = x0, i = 1, . . . , 4.
We use (3.3.5.4) to write the nontrivial solution in the original co-ordinates
as
x1 = x4 = y1 + y2
= x0 + w1
￿
±
￿
d1α
2
, 0,α
￿
±
￿
d1α
2
+O
￿
α
3
2
￿
= x0 ±
￿
d1α
2
− d1f
￿￿ (x0)
4 (f ￿ (x0)− 1)α +O
￿
α
3
2
￿
x2 = x3 = y1 − y2 (3.3.5.11)
= x0 + w1
￿
±
￿
d1α
2
, 0,α
￿
∓
￿
d1α
2
+O
￿
α
3
2
￿
= x0 ∓
￿
d1α
2
− d1f
￿￿ (x0)
4 (f ￿ (x0)− 1)α +O
￿
α
3
2
￿
.
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Similarly, when we apply the Equivariant Branching Lemma using Z2 (RS),
we see that a branch of solutions must exist where y2 = −y3, and so we
obtain the single (repeated) bifurcation equation
g1 (y2,−y2,α) = −2y2α + 2
3
f ￿￿￿ (x0) y32. (3.3.5.12)
This equation has solution branches
y2 = 0 and y
2
2 =
3α
f ￿￿￿ (x0)
.
Both branches will have Z2 (RS) symmetry, so y2 = −y3, and we deduce that
x1 = x3. When y2 = 0, we conclude that x1 = x2 = x3 = x4, and we again
recover the branch of fixed-point solutions given by
xi = x0, i = 1, . . . , 4.
We use (3.3.5.4) to express the nonzero solution as
x1 = x3 = y1 + ye
= x0 + w1
￿
±
￿
3α
f ￿￿￿(x0) ,∓
￿
3α
f ￿￿￿(x0) ,α
￿
+
we
￿
±
￿
3α
f ￿￿￿(x0) ,∓
￿
3α
f ￿￿￿(x0) ,α
￿
= x0 − 6f ￿￿(x0)f ￿￿￿(x0)(f ￿(x0)−1)α +O
￿
α
3
2
￿
,
x2 = y1 − ye − 2y2
= x0 + w1
￿
±
￿
3α
f ￿￿￿(x0) ,∓
￿
3α
f ￿￿￿(x0) ,α
￿
−
we
￿
±
￿
3α
f ￿￿￿(x0) ,∓
￿
3α
f ￿￿￿(x0) ,α
￿
∓ 2
￿
3α
f ￿￿￿(x0) +O
￿
α
3
2
￿
= x0 ∓ 2
￿
3α
f ￿￿￿(x0) +O
￿
α
3
2
￿
,
x4 = y1 − ye + 2y2
= x0 + w1
￿
±
￿
3α
f ￿￿￿(x0) ,∓
￿
3α
f ￿￿￿(x0) ,α
￿
−
we
￿
±
￿
3α
f ￿￿￿(x0) ,∓
￿
3α
f ￿￿￿(x0) ,α
￿
± 2
￿
3α
f ￿￿￿(x0) +O
￿
α
3
2
￿
= x0 ± 2
￿
3α
f ￿￿￿(x0) +O
￿
α
3
2
￿
.
(3.3.5.13)
3.6 Example: Four Coupled Cubic Logistic
Maps
We provide a specific example to illustrate the preceding theory. We cannot
use coupled logistic maps as we did in the case of D3 symmetry, as (3.3.5.12)
45
CHAPTER 3. SYMMETRY-BREAKING BIFURCATIONS IN MAPS
WITH DIHEDRAL SYMMETRY
implies that we need a non-vanishing third derivative of the function f (x,λ).
To satisfy this condition we will consider four coupled cubic logistic maps.
We consider the example
xn+11 = λx
n
1
￿
1− (xn1 )2
￿
+ c (xn4 − 2xn1 + xn2 )
xn+12 = λx
n
2
￿
1− (xn2 )2
￿
+ c (xn1 − 2xn2 + xn3 )
xn+13 = λx
n
3
￿
1− (xn3 )2
￿
+ c (xn2 − 2xn3 + xn4 ) (3.3.6.1)
xn+14 = λx
n
4
￿
1− (xn4 )2
￿
+ c (xn3 − 2xn4 + xn1 ) .
We know from Section 2.2.4 that a branch of synchronised fixed point so-
lutions is given by x1 = x2 = x3 = x4 = ±
￿
λ−1
λ . A symmetry breaking
bifurcation occurs on this branch at (X0, c0), where X0 = (x0, x0, x0, x0)
T ∈
Fix (D4) and c0 = f
￿(x0)−1
2 = 1− λ.
3.6.1 Z2 (S)-Symmetric Solutions
We will first look for solutions with Z2 (S) symmetry which emerge from
the bifurcation point (X0, c0). Z2 (S)-symmetric solutions have x1 = x4 and
x2 = x3, so (3.3.6.1) becomes
xn+11 = λx
n
1
￿
1− (xn1 )2
￿
+ c (xn2 − xn1 )
xn+12 = λx
n
2
￿
1− (xn2 )2
￿
+ c (xn1 − xn2 ) . (3.3.6.2)
We make the co-ordinate change
u1 =
1
2
(x1 + x2)
u2 =
1
2
(x1 − x2)
to obtain the fixed-point equations
u1
￿
λ− λu21 − 3λu22 − 1
￿
= 0
u2
￿−3λ u21 + 3λ− λu22 − 3− 2α￿ = 0. (3.3.6.3)
Solving the first equation of (3.3.6.3) for u21 gives
u21 = −
1− λ+ 3λu22
λ
,
and substituting this into the second equation of (3.3.6.3) we find that
u22 =
α
4λ
. (3.3.6.4)
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We convert these expressions back to the original co-ordinates and substitute
them into (3.3.6.2). Expanding the result in powers of α, we obtain
x1 = x4 = x0 ± 1
2
√
λ
√
α− 3
8
￿
λ (λ− 1)α +O
￿
α2
￿
x2 = x3 = x0 ∓ 1
2
√
λ
√
α− 3
8
￿
λ (λ− 1)α +O
￿
α2
￿
, (3.3.6.5)
and we observe that the bifurcation is supercritical.
We now compare this to our theoretical results. From (3.3.5.11) the solutions
are given by
x1 = x4 = x0 ±
￿
d1
2
α− d1f
￿￿ (x0)
4 (f ￿ (x0)− 1)α +O
￿
α
3
2
￿
x2 = x3 = x0 ∓
￿
d1
2
α− d1f
￿￿ (x0)
4 (f ￿ (x0)− 1)α +O
￿
α
3
2
￿
.
The required derivatives of the cubic logistic map, when evaluated at the
bifurcation point (x,λ, c) = (x0,λ, 1− λ), are given by
fx (x0,λ) = 3− 2λ
fxx (x0,λ) = −6
￿
λ (λ− 1)
fxxx (x0,λ) = −6λ,
which gives d1 =
1
2λ . Then (3.3.5.11) gives the nontrivial solution as
x1 = x4 = x0 ± 1
2
√
λ
√
α− 3
8
￿
λ (λ− 1)α +O
￿
α2
￿
x2 = x3 = x0 ∓ 1
2
√
λ
√
α− 3
8
￿
λ (λ− 1)α +O
￿
α2
￿
,
which confirms the results of (3.3.6.5).
3.6.2 Z2 (RS)-Symmetric Solutions
We now examine the corresponding case with Z2 (RS) symmetry. The system
of equations (3.3.6.1) becomes
xn+11 = λx
n
1
￿
1− (xn1 )2
￿
+ c (xn4 − 2xn1 + xn2 )
xn+12 = λx
n
2
￿
1− (xn2 )2
￿
+ 2c (xn1 − xn2 ) (3.3.6.6)
xn+14 = λx
n
4
￿
1− (xn4 )2
￿
+ 2c (xn1 − xn4 ) .
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We expand x1, x2, x4 and c in powers of α and write
x1 = x0 + a1
√
α + a2α + a3α
3
2 + a4α
2 +O
￿
α
5
2
￿
x2 = x0 + b1
√
α + b2α + b3α
3
2 + b4α
2 +O
￿
α
5
2
￿
x4 = x0 + c1
√
α + c2α + c3α
3
2 + c4α
2 +O
￿
α
5
2
￿
c = c0 + α = 1− λ+ α.
We then substitute these expressions into (3.3.6.6) and equate powers of α.
Taking O (√α) terms in the first equation and simplifying, we obtain
(1− λ) (b1 + c1) = 0,
and so we conclude that c1 = −b1. Similarly when we take O (α) terms in
the first equation we obtain
a21 =
(1− λ) (b2 + c2)
3
￿
λ (λ− 1) . (3.3.6.7)
We follow the same procedure with the second equation. Taking the O (√α)
terms tells us that a1 = 0, and from (3.3.6.7) we conclude that c2 = −b2.
The O (α) terms from the second equation tell us that
b21 =
2a2 (1− λ)
3
￿
λ (λ− 1) .
Taking the O
￿
α
3
2
￿
terms of the second and third equations we find
b21 = −
2
λ
,
and combining these expressions for b21 we conclude
a2 =
3￿
λ (λ− 1)
From the O
￿
α
3
2
￿
terms in the second equation we conclude that a3 = 0, and
finally we take the O (α2) terms in the second and third equations to show
that b2 = 0. Collecting these results we write
x1 = x3 = x0 +
3￿
λ (λ− 1)α +O
￿
α2
￿
x2 = x0 ±
￿
−2α
λ
+O
￿
α
3
2
￿
(3.3.6.8)
x4 = x0 ∓
￿
−2α
λ
+O
￿
α
3
2
￿
.
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We observe that the above expressions for x2 and x4 are only valid when
α < 0, and so the bifurcation is subcritical.
Substituting the cubic logistic map and its derivatives into (3.3.5.13), we
obtain
x1 = x3 = x0 +
3￿
λ (λ− 1)α +O
￿
α
3
2
￿
x2 = x0 ∓
￿
−2α
λ
+O (α) (3.3.6.9)
x4 = x0 ±
￿
−2α
λ
+O (α)
which agrees with (3.3.6.8).
3.7 Summary
In this chapter we have provided a review of the theory of symmetry-breaking
bifurcation theory. We have provided the definitions and explained the con-
cepts required to appreciate that an understanding of the symmetry of such
problems is key to analysing their bifurcation structure. Furthermore we
have examined in detail two particular examples (one with three coupled
maps having D3 symmetry, one with four coupled maps having D4 symme-
try) and shown how the concepts we have highlighted can be used to describe
the dynamics we expect to observe.
The theory of symmetry-breaking bifurcations presented in this chapter, to-
gether with the theory of Lyapunov-Schmidt reduction and its application to
maps demonstrating period-doubling behaviour, will provide the theoretical
basis for the results to be presented in Chapters 4 - 5.
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Chapter 4
A Mode Interaction Between A
Period-Doubling Bifurcation
and a Dihedral-Symmetry
Breaking Bifurcation
4.1 Introduction
We now examine mode interactions between a period-doubling bifurcation
and a dihedral symmetry breaking bifurcation in systems of three and four
coupled maps. A group theoretical approach to mode interactions is pre-
sented in [GW94], and a classification of mode interactions where the Equiv-
ariant Branching Lemma applies is given by [AF]. The content of this chapter
represents particular cases of the more general framework of both works.
In this chapter we examine D3×Z2- and D4×Z2-symmetric systems. A more
general analysis of systems whose symmetry group takes the form of a direct
product is given by [DGS96a].
The content in this chapter is new material, presented for the first time in
this thesis. We use the theoretical tools reviewed in Chapters 2 - 3 to present
a novel analysis of two specific mode interactions between systems of maps
with dihedral symmetry and a period-doubling bifurcation.
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4.2 Three Coupled Maps
In this section we consider the example of three coupled maps which we
examined in Section 3.3.3, namely
xn+11 = f (x
n
1 ,λ) + c (x
n
3 − 2xn1 + xn2 )
xn+12 = f (x
n
2 ,λ) + c (x
n
1 − 2xn2 + xn3 ) (4.4.2.1)
xn+13 = f (x
n
3 ,λ) + c (x
n
2 − 2xn3 + xn1 )
where X = (x1, x2, x3)
T ∈ R3 is the state variable and λ and c are real
parameters.
We observe that X = (x0, x0, x0)
T ∈ Fix (D3) is a synchronised solution to
the system of equations (4.4.2.1) for all c, and we assume that λ parametrises
such a branch of synchronised solutions.
A period-doubling bifurcation occurs on the synchonised branch of solutions
if there is a point (x0,λ0) which satisfies
f (x0,λ0) = x0
fx (x0,λ0) = −1, (4.4.2.2)
and we have seen in Section 3.3.3 that a symmetry-breaking bifurcation oc-
curs at c = c0 (λ) =
fx(x0,λ)−1
3 . A mode interaction occurs if these two bifur-
cations coincide, and this happens at (λ, c) = (λ0, c0), where c0 = c0 (λ0). At
such a point f 0x = −1, and so we conclude that c0 = −23 .
If we take f (x,λ) to be the standard (quadratic) logistic map the system of
equations (4.4.2.1) becomes
xn+11 = λx
n
1 (1− xn1 ) + c (xn3 − 2xn1 + xn2 )
xn+12 = λx
n
2 (1− xn2 ) + c (xn1 − 2xn2 + xn3 ) (4.4.2.3)
xn+13 = λx
n
3 (1− xn3 ) + c (xn2 − 2xn3 + xn1 ) .
4.2.1 Z2 (S)-Symmetric Solutions
We want to examine the mode interaction between the symmetry-breaking
bifurcation associated with the two-dimensional irreducible representation of
D3 and the first period-doubling bifurcation of the logistic map, which occurs
at λ = 3. We know from Section 3.3.3 that the branch of Z2 (S)-symmetric
fixed point solutions bifurcates transcritically from the D3-symmetric fixed-
point solution branch at (λ0, c0) =
￿
3,−23
￿
, and on the bifurcating branch
we have x2 = x3.
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The change of variables (3.3.3.1) suggests the substitution
v1 =
1
3
(x1 + 2x2)
v2 =
2
3
(x1 − x2) ,
which has inverse
x1 = v1 + v2
x2 = v1 − 1
2
v2.
Making this substitution we eliminate c from the first equation and obtain
vn+11 = λ
￿
vn1 − (vn1 )2 −
1
2
(vn2 )
2
￿
= f1 (v
n
1 , v
n
2 ,λ, c)
vn+12 = λv
n
2
￿
1− 2vn1 −
1
2
vn2
￿
− 3cvn2 (4.4.2.4)
= f2 (v
n
1 , v
n
2 ,λ, c) .
We observe that the invariant subspace corresponding to synchronous be-
haviour is defined by vn2 = 0, and that the logistic map defines the dynamics
in this subspace. The first period-doubling bifurcation occurs on the syn-
chronous fixed-point solution branch at (v1,λ) =
￿
2
3 , 3
￿
, and with c0 = −23
we have
f2v2
￿
2
3
, 0, 3,−2
3
￿
= 1,
as expected, and so we do indeed have a mode interaction between the period-
doubling and symmetry-breaking bifurcations at (v1, v2,λ, c) =
￿
2
3 , 0, 3,−23
￿
.
We make the change of co-ordinates
yn1 = v
n
1 −
λ− 1
λ
yn2 = v
n
2
α = λ− 3 (4.4.2.5)
β = c+
2
3
,
so that the mode interaction occurs at (y1, y2,α, β) = (0, 0, 0, 0). In these
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co-ordinates the system of equations (4.4.2.4) becomes
yn+11 = −yn1 − 3 (yn1 )2 −
3
2
(yn2 )
2 − αyn1 − α (yn1 )2 −
1
2
α (yn2 )
2
= g1 (y
n
1 , y
n
2 ,α, β)
yn+12 = y
n
2
￿
1− 6yn1 −
3
2
yn2 − α− 3β − 2αyn1 −
1
2
αyn2
￿
= g2 (y
n
1 , y
n
2 ,α, β) ,
and we observe that before the mode interaction the system admits the trivial
solution.
We introduce the Z2 period-doubling symmetry by writing Y = (y1, y2, y3, y4),
where
y1 = g1 (y3, y4,α, β) , y3 = g1 (y1, y2,α, β) ,
y2 = g2 (y3, y4,α, β) , y4 = g2 (y1, y2,α, β) , (4.4.2.6)
and then apply the co-ordinate change
U =

u1
u2
u3
u4
 =

1
2 (y1 + y3)
1
2 (y2 + y4)
1
2 (y1 − y3)
1
2 (y2 − y4)
 (4.4.2.7)
to obtain
1
2 (g1 (u1 − u3, u2 − u4,α, β) + g1 (u1 + u3, u2 + u4,α, β))− u1
1
2 (g2 (u1 − u3, u2 − u4,α, β) + g2 (u1 + u3, u2 + u4,α, β))− u2
1
2 (g1 (u1 − u3, u2 − u4,α, β)− g1 (u1 + u3, u2 + u4,α, β))− u3
1
2 (g2 (u1 − u3, u2 − u4,α, β)− g2 (u1 + u3, u2 + u4,α, β))− u4
 = 0.
This expands to
−2u1 − αu1 − (3 + α)
￿
u21 + u
2
3
￿− 1
2
(3 + α)
￿
u22 + u
2
4
￿
= 0
−u2 (α + 3β)− 2 (3 + α) (u1u2 + u3u4)− 1
2
(3 + α)
￿
u22 + u
2
4
￿
= 0
αu3 + (3 + α) (2u1u3 + u2u4) = 0 (4.4.2.8)
−u4 (2− α− 3β) + (3 + α) (2u1u4 + 2u2u3 + u2u4) = 0,
and the action of the period-doubling symmetry S on U is given by
S

u1
u2
u3
u4
 =

u1
u2
−u3
−u4
 .
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The Jacobian of (4.4.2.8), when evaluated at the mode interaction point
(U,α, β) = 0, is given by 
−2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2

and so we can use the Lyapunov-Schmidt reduction process to obtain two
bifurcation equations in u2 and u3 and expressions for u1 and u4 in terms of
u2, u3, α and β. We write
u1 = h1 (u2, u3,α, β)
u4 = h4 (u2, u3,α, β)
and observe that
h1 (0, 0, 0, 0) = h4 (0, 0, 0, 0) = 0
since (4.4.2.8) admits the trivial solution. The symmetry S implies that
u1 = h1 (u2, u3,α, β) = h1 (u2,−u3,α, β)
u4 = h4 (u2, u3,α, β) = −h4 (u2,−u3,α, β) .
Using these symmetry properties we can write u1 and u4 to quadratic order
as
h1 (u2, u3,α, β) = d1u2 + d2α + d3β + d4αu2 + d5βu2 + d6u22 + d7u
2
3
+d8α2 + d9β2 + d10αβ
h4 (u2, u3,α, β) = d11u3 + d12αu3 + d13βu3 + d14u2u3
where di ∈ R, i = 1, . . . , 14. Substituting these expressions for u1 and u4 into
the first and last equations of (4.4.2.8), equating at each order and solving
for the coeﬃcients di gives, to quadratic order,
u1 = −3
4
u22 −
3
2
u23
u4 = 3u2u3. (4.4.2.9)
Substituting these expressions back into the second and third equations of
(4.4.2.8) we obtain, to low order, the bifurcation equations
u2
￿
9
2
u22 − 9u23 −
1
2
αu2 − 3
2
u2 − α− 3β
￿
= 0
u3
￿
9
2
u22 − 9u23 + α
￿
= 0, (4.4.2.10)
55
CHAPTER 4. A MODE INTERACTION BETWEEN A
PERIOD-DOUBLING BIFURCATION AND A DIHEDRAL-SYMMETRY
BREAKING BIFURCATION
where here and throughout this section we use the phrase “to low order” to
indicate that terms of quartic or higher order in the variables, quadratic or
higher order in the parameters, and terms which are simultaneously cubic in
the variables and linear in the parameters, have been disregarded.
The bifurcation equations (4.4.2.10) have the following solutions:
• The trivial solution given by
u2 = u3 = 0, (4.4.2.11a)
which exists for all values of α and β.
• The primary u2 branch of solutions, given by
u2± =
3 + α±￿9 + 78α + 216β + α2
18
, u3 = 0.
We know that u2 = 0 when α = β = 0, so we disregard u2+ and obtain
the primary u2 branch of solutions given by
u2 = −2
3
α− 2β +O ￿(α, β)2￿ , u3 = 0. (4.4.2.11b)
Setting u2 = 0, we see that this solution branch bifurcates from the
trivial solution when α = −3β, and that the bifurcation is transcritical.
The solution exists for |α + 39| > 6√42− 6β.
• The primary u3 branch of solutions, given by
u2 = 0, u
2
3 =
α
9
. (4.4.2.11c)
This branch of solutions bifurcates from the trivial solution when α = 0,
and is valid for α ≥ 0.
• The mixed mode solutions with u2u3 ￿= 0, given by
u2 = −2 (2α + 3β)
3 + α
, u23 =
9α + 78α2 + 216αβ + 162β2 + α3
9 (3 + α)2
.
which we write as
u2 = −43α− 2β +O
￿
(α, β)2
￿
u23 =
1
9α +
8
9α
2 + 83αβ + 2β
2 +O ￿(α, β)3￿ . (4.4.2.11d)
This solution bifurcates from the primary u3 branch of solutions when
α = −32β, and the bifurcation is transcritical. Substituting α = −32β
into the second equation of (4.4.2.11d) we see that we must have β ≤ 0.
The mixed mode solution bifurcates from the primary u2 branch at
α = −18β2, and the bifurcation is a subcritical pitchfork.
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Using the relationships given in (4.4.2.9), we can determine u1 and u4 to
low order on each of these solution branches. Furthermore we can invert the
change of origin given by (4.4.2.5) to rewrite the solutions in terms of the
original X co-ordinates. Here and throughout the remainder of this section
we use the notation
x4 =
λ−1
λ + y3 + y4
x5 = x6 =
λ−1
λ + y3 − 12y4.
• On the trivial solution branch we have
u1 = 0, u4 = 0, (4.4.2.12a)
which is given in the Y co-ordinates by
y1 = y2 = y3 = y4 = 0.
In the original co-ordinates we have
xi =
2
3
+
1
9
α− 1
27
α2, i = 1, . . . , 6. (4.4.2.12b)
We observe that this is the D3-symmetric fixed-point branch, and that
it is independent of β.
• On the primary u2 branch of solutions we have
u1 = −1
3
(α + 3β)2 , u4 = 0. (4.4.2.12c)
Expressed in the Y co-ordinates this becomes
y1 = y3 = O
￿
(α, β)2
￿
y2 = y4 = −23α− 2β +O
￿
(α, β)2
￿
,
and so in the original co-ordinates we have
x1 = x4 =
2
3
− 5
9
α− 2β +O ￿(α, β)2￿ ,
x2 = x3 = x5 = x6 =
2
3
+
4
9
α + β +O ￿(α, β)2￿ . (4.4.2.12d)
This is the branch of non-symmetric fixed-point solutions and it bifur-
cates transcritically from the D3-symmetric fixed-point branch.
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• On the primary u3 branch of solutions we have
u1 = −α
6
, u4 = 0. (4.4.2.12e)
Expressing this solution in the Y co-ordinates we obtain
y21 =
α
9
+O
￿
α
3
2
￿
y2 = y4 = 0
y23 =
α
9
+O
￿
α
3
2
￿
,
where we note that y22 and y
2
3 are diﬀerent at O
￿
α
3
2
￿
. In the original
co-ordinates this becomes
x1 = x2 = x3 =
2
3
±
√
α
3
+O (α)
x4 = x5 = x6 =
2
3
∓
√
α
3
+O (α) . (4.4.2.12f)
This is the branch of symmetric period 2 solutions which bifurcates
supercritically from the synchronised fixed-point branch, and is again
independent of β.
• On the mixed-mode branch of solutions we have
u1 = −α
6
− 8
3
α2 − 8αβ − 6β2, u4 = ∓
￿
4
3
α
3
2 + 2α
1
2β
￿
(4.4.2.12g)
In the Y co-ordinates we have, to low order, the expressions
y1 = ±
√
α
3 − 16α
y2 = −43α− 2β ∓ 2α
1
2β
y3 = ∓
√
α
3 − 16α
y4 = −43α− 2β ± 2α
1
2β.
In the original co-ordinates to low order this becomes
x1 =
2
3
±
√
α
3
− 25
18
α− 2β
x2 = x3 =
2
3
±
√
α
3
+
11
18
α + β
x4 =
2
3
∓
√
α
3
− 25
18
α− 2β (4.4.2.12h)
x5 = x6 =
2
3
∓
√
α
3
+
11
18
α + β.
This is the branch of nonsymmetric period 2 solutions.
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4.2.2 Bifurcation Diagrams: Three Coupled Maps
The mixed mode solution of (4.4.2.10) is given in terms of u2 and u3 by
9
2
u22 − 9u23 −
1
2
αu2 − 3
2
u2 − α− 3β = 0
9
2
u22 − 9u23 + α = 0.
We use the second equation to find α as a function of u2 and u3, and substi-
tuting this into the first equation we obtain, to lowest order, the equation
12u23 + u2 + 2β = 0. (4.4.2.13)
For all β we expect the mixed-mode solution to intersect the u2 mode solution
(where u3 = 0) in one place which, from (4.4.2.13), is given by u2 = −2β. The
same equation tells us that when β < 0 the mixed mode solution will intersect
the u3 mode solution (where u2 = 0) twice, at ±
￿
−β6 . At β = 0 all of these
points of intersection coalesce at the origin, and then there is no intersection
between mixed mode and u3 mode solutions for β > 0. Fig. 4.4.2.1 shows the
behaviour of the solutions in a neighbourhood of β = 0.
We also provide bifurcation diagrams using the (v1, v2) coordinates in Fig. 4.4.2.2
and Fig. 4.4.2.3. The symmetric fixed-point branches of solutions are shown
in black, the symmetric period 2 solutions are shown in blue, the nonsym-
metric fixed-point solutions are shown in red, and the mixed-mode solutions
are shown in green. Circles indicate bifurcation points, and the colours of
the circles indicate which two branches of solutions intersect at that point -
a bifurcation point from a symmetric fixed-point solution branch to a non-
symmetric fixed-point branch, for example, would be shown by a circle with
a black interior and a red exterior.
Before the mode interaction we see from Fig. 4.4.2.2a and Fig. 4.4.2.2b that
the D3 symmetry-breaking bifurcation occurs for a lesser value of λ than that
of the period-doubling bifurcation, which takes place at λ = 3. Fig. 4.4.2.2c
shows that while the mixed mode solution branch still has one point of in-
tersection with the nonsymmetric fixed-point solution branch, there is, as
predicted, no longer any point of intersection with the symmetric period 2
solution branch, cf. Fig. 4.4.2.1a.
Fig. 4.4.2.3a and Fig. 4.4.2.3b show that after the mode interaction the D3
symmetry-breaking bifurcation occurs to the right of the period-doubling
bifurcation at λ = 3. Fig 4.4.2.3b confirms that the bifurcation from sym-
metric fixed-point solutions to nonsymmetric fixed-point solutions is tran-
scritical, and that the bifurcations from symmetric period 2 solutions to
mixed mode solutions occur for the same parameter value. Fig. 4.4.2.3c shows
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that the mixed-mode solution branch intersects the nonsymmetric fixed point
branch once and the symmetric period 2 branch twice, in a similar way to
Fig. 4.4.2.1c.
We observe also that both before and after the mode interaction the bifurca-
tion from nonsymmetric fixed-point solutions to mixed mode solutions occurs
to the left of λ = 3, consistent with the claim that this path of bifurcation
points is given by α = −18β2.
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We can also plot the bifurcation paths in parameter space. When α = 0 we
have bifurcations from D3-symmetric fixed-points to D3-symmetric period
2 solutions. Using (4.4.2.5) to rewrite this in terms of λ and c, we have
λ = 3 for all c. Similarly we can rewrite α = −3β, α = −18β2, α = −32β
as λ = 1 − 3c, λ = −18c2 − 24c − 5 and, when c ≤ −23 , λ = 2 − 32c
to get the paths of bifurcation points from D3-symmetric fixed-points to
Z2 (S)-symmetric fixed-points and u2- and u3-mode solutions to mixed mode
solutions respectively. These bifurcation paths are shown in a neighbourhood
of the mode interaction point in Fig. 4.4.2.4.
2.99 2.992 2.994 2.996 2.998 3 3.002 3.004
−0.7
−0.67
−0.64
λ
c
SFP to
SP2
NSFP to MM
SFP to NSFP
SP2 to MM
Figure 4.4.2.4: Paths of bifurcation points in parameter space.
4.3 Four Coupled Maps
We now consider a mode interaction between a period-doubling bifurcation
and a D4-symmetry breaking bifurcation. We consider the system of equa-
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tions
xn+11 = f (x
n
1 ,λ) + c (x
n
4 − 2xn1 + xn2 )
xn+12 = f (x
n
2 ,λ) + c (x
n
1 − 2xn2 + xn3 )
xn+13 = f (x
n
3 ,λ) + c (x
n
2 − 2xn3 + xn4 ) (4.4.3.1)
xn+14 = f (x
n
4 ,λ) + c (x
n
3 − 2xn4 + xn1 ) ,
where X = (x1, x2, x3, x4)
T ∈ R4 is the state variable, and λ and c are
real parameters. If X = X0 = (x0, x0, x0, x0)
T ∈ Fix (D4) then we have a
synchronised solution for all c, and we assume that λ parametrises a branch
of such solutions.
We have seen from the previous chapter that we have a symmetry-breaking
bifurcation at c = c0 (λ) =
fx(x0,λ)−1
2 associated with the two-dimensional
irreducible representation of D4, as discussed in Section 3.3.5. A mode inter-
action occurs when this bifurcation coalesces with a period-doubling bifur-
cation, where we have fx (x0,λ0) = −1, and so c0 = −1.
Applying the Equivariant Branching Lemma, we conclude that two branches
of fixed point solutions bifurcate from the synchronised fixed-point solution
at the bifurcation point c = c0 (λ). One will have Z2 (S) symmetry, and the
other will have Z2 (RS) symmetry.
Taking f (x,λ) to be the cubic logistic map we recover the system of equations
(3.3.6.1), which we repeat here for ease of reference:
xn+11 = λx
n
1
￿
1− (xn1 )2
￿
+ c (xn4 − 2xn1 + xn2 )
xn+12 = λx
n
2
￿
1− (xn2 )2
￿
+ c (xn1 − 2xn2 + xn3 )
xn+13 = λx
n
3
￿
1− (xn3 )2
￿
+ c (xn2 − 2xn3 + xn4 ) (4.4.3.2)
xn+14 = λx
n
4
￿
1− (xn4 )2
￿
+ c (xn3 − 2xn4 + xn1 ) .
4.3.1 Z2 (S)-Symmetric Solutions
When we restrict our attention to Z2 (S)-symmetric solutions, we know that
x1 = x4 and x2 = x3, and so the system of equations (4.4.3.2) simplifies to
xn+11 = λx
n
1
￿
1− (xn1 )2
￿
+ c (xn2 − xn1 )
xn+12 = λx
n
2
￿
1− (xn2 )2
￿
+ c (xn1 − xn2 ) .
As is suggested by (3.3.5.1), we make the substitution
v1 =
1
2
(x1 + x2)
v2 =
1
2
(x1 − x2) ,
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which eliminates c from the first equation, and we obtain
vn+11 = λv
n
1
￿
1− (vn1 )2 − 3 (vn2 )2
￿
vn+12 = λv
n
2
￿
1− 3 (vn1 )2 − (vn2 )2
￿− 2cvn2 .
These equations define two invariant subspaces, given by v1 = 0 and v2 =
0 respectively. We restrict our attention to the solutions in the invariant
subspace where v2 = 0, as these correspond to synchronised solutions of
the original equations. We observe that the cubic logistic map defines the
dynamics in the invariant subspace, and so the branch of synchronised fixed
points is given by
v21 =
λ− 1
λ
.
From this point forwards we restrict our attention to the solution branch
with v1 positive, since the dynamics along the negative solution branch will
not be qualitatively diﬀerent. The first period-doubling bifurcation occurs at
λ = λ0 = 2, and the symmetry-breaking bifurcation takes place at at c0 (λ) =
fx(x0,λ)−1
2 = 1− λ. Thus a mode interaction takes place at (λ0, c0) = (2,−1).
We change co-ordinates so that the mode interaction occurs at α = β = 0,
and the new co-ordinates are given by
yn1 = v
n
1 −
￿
λ− 1
λ
yn2 = v
n
2
α = λ− 2 (4.4.3.3)
β = c+ 1.
From (3.3.6.5) and (3.3.6.8) we observe that the D4-symmetry breaking bifur-
cations which we find using the Equivariant Branching Lemma are pitchfork
bifurcations, and so in a neighbourhood of this bifurcation we expect α and
β to scale with the square of the variables. As such in this section we use “to
low order” to indicate that terms of quartic or higher order in the variables,
quadratic or higher order in the parameters, and terms which are simulta-
neously quadratic in the variables and linear in the parameters, have been
disregarded.
Using the change of co-ordinates given by (4.4.3.3) we obtain, to low order,
the system of equations
yn+11 = −yn1 − 2αyn1 − 3
√
2
￿
(yn1 )
2 + (yn2 )
2￿− 2yn1 ￿(yn1 )2 + 3 (yn2 )2￿
yn+12 = y
n
2
￿
1− 6√2yn1 − 2
￿
α + β + 3 (yn1 )
2 + (yn2 )
2￿￿ .
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We follow the method of (4.4.2.6) and use the change of co-ordinates (4.4.2.7)
to obtain, to low order, the system of equations
2u1 (1 + α) + 3
√
2
￿
u21 + u
2
2 + u
2
3 + u
2
4
￿
+2
￿
u31 + 3u1u
2
2 + 3u1u
2
3 + 3u1u
2
4 + 6u2u3u4
￿
= 0
2u2 (α + β) + 6
√
2 (u1u2 + u3u4)
+2
￿
u32 + 3u
2
1u2 + 3u2u
2
3 + 3u2u
2
4 + 6u1u3u4
￿
= 0
2αu3 + 6
√
2 (u1u3 + u2u4) (4.4.3.4)
+2
￿
u33 + 3u
2
1u3 + 3u
2
2u3 + 3u3u
2
4 + 6u1u2u4
￿
= 0
2u4 (−1 + α + β) + 6
√
2 (u1u4 + u2u3)
+2
￿
u34 + 3u
2
1u4 + 3u
2
2u4 + 3u
2
3u4 + 6u1u2u3
￿
= 0.
There are two symmetries which act on U . The first, which we refer to as S1,
is the symmetry associated with the period-doubling bifurcation. The reason
that a second symmetry is present is that the quotient of the normaliser of
Z2 (S) in D4 by Z2 (S) is isomorphic to Z2. That is,
ND4 (Z2 (S)) / Z2 (S) ∼= Z2.
We can write
ND4 (Z2 (S)) = Σ ∪ Σ−
where Σ = Z2 (S) and Σ− = γΣ for any γ ∈ ND4 (Z2 (S)) \ Z2 (S). In this
case Σ− = {R2, SR2}, and the second symmetry S2 comes from the action
of R2 on U . In particular, we have that Σ acts as I on Fix(Σ), whereas Σ−
acts as −I on Fix(Σ), but still preserves the Z2 (S) symmetry.
The actions of S1 and S2 on U are given by
S1

u1
u2
u3
u4
 =

u1
u2
−u3
−u4
 , and S2

u1
u2
u3
u4
 =

u1
−u2
u3
−u4
 .
The Jacobian of (4.4.3.4), when evaluated at the mode interaction point
(U,α, β) = 0 ∈ R6, is given by
−2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2

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and so we look to express u1 and u4 in terms of u2, u3,α and β. We write
u1 = h1 (u2, u3,α, β)
u4 = h4 (u2, u3,α, β)
and the trivial solution implies that
h1 (0, 0, 0, 0) = h4 (0, 0, 0, 0) = 0.
The action of the symmetries S1 and S2 tell us that
u1 = h1 (u2, u3,α, β) = h1 (u2,−u3,α, β) = h1 (−u2, u3,α, β)
u4 = h4 (u2, u3,α, β) = −h4 (u2,−u3,α, β) = −h4 (−u2, u3,α, β)
and so we can write the Taylor expansions of h1 (u2, u3,α, β) and h4 (u2, u3,α, β)
to quadratic order as
h1 (u2, u3,α, β) = d1α + d2β + d3u
2
2 + d4u
2
3
h4 (u2, u3,α, β) = d5u2u3,
where di ∈ R, i = 1, . . . , 5. Substituting these expressions for u1 and u4 into
the first and last equations of (4.4.3.4) gives
u1 = − 3√
2
￿
u22 + u
2
3
￿
u4 = 3
√
2u2u3 (4.4.3.5)
to quadratic order, and so the bifurcation equations to low order are
u2
￿
8u22 − 12u23 − α− β
￿
= 0
u3
￿
12u22 − 8u23 + α
￿
= 0. (4.4.3.6)
We can check that these equations are consistent with our previous results.
When we take u3 = α = 0, we have the equation
u22 =
β
8
,
and since we have set α = 0 we have λ = 2. Here β is the perturbation from
the symmetry-breaking bifurcation point, and we recover (3.3.6.4) (although
in that section the parameter associated with perturbations from the D4
symmetry-breaking bifurcation point was denoted α). When we consider the
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period-doubling bifurcation in isolation, we have u2 = β = 0, and so we
obtain
u23 =
α
8
,
which is a solution of (2.2.4.1).
The bifurcation equations (4.4.3.6) have the following solutions:
• The trivial solution, given by
u2 = u3 = 0,
which exists for all values of α and β.
• The primary u2 branch of solutions, given by
u22 =
α + β
8
, u3 = 0.
This is a branch of nonsymmetric fixed point solutions, and bifurcates
as a supercritical pitchfork from the trivial solution when α = −β, and
is valid when α + β > 0.
• The primary u3 branch of solutions to, given by
u2 = 0, u
2
3 =
α
8
.
This is a branch of symmetric period 2 solutions which bifurcates as a
supercritical pitchfork from the trivial solution at α = 0 and is valid
when α > 0 and for all values of β.
• The mixed-mode solutions with u2u3 ￿= 0, given by
u22 = −
5α + 2β
20
, u23 = −
5α + 3β
20
.
When β ≥ 0 this solution is valid for α ≤ −35β, and when β ≤ 0 the
solution is valid for α ≤ −25β.
Setting u3 = 0, we see that secondary bifurcation on the nonsymmetric
fixed point branch to the mixed mode solution occurs at α = −35β when
β ≥ 0. Similarly, we set u2 = 0 to see that secondary bifurcation to the
mixed mode solution branch occurs on the symmetric period 2 branch
of solutions at α = −25β when β ≤ 0. Both bifurcations are subcritical
pitchfork bifurcations.
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From the relationships given by (4.4.3.5) we can determine u1 and u4 on each
of these solution branches. We invert the co-ordinate change (4.4.2.5) and
we define
x5 = x8 =
￿
λ− 1
λ
+ y3 + y4
x6 = x7 =
￿
λ− 1
λ
+ y3 − y4.
to rewrite the solutions in the original co-ordinates.
• On the trivial solution branch we have
u1 = 0, u4 = 0,
which we express in the Y co-ordinates as
y1 = y2 = y3 = y4 = 0.
In the original co-ordinates, we have
xi =
1√
2
+
α
4
√
2
+O ￿α2￿ , i = 1, . . . , 8,
Thus this is the branch of symmetric, fixed-point solutions which is
independent of β.
• On the primary u2 solution branch, we have
u1 = −3 (α + β)
8
√
2
, u4 = 0,
and so when expressed in the Y co-ordinates the solution becomes
y1 = y3 = −3 (α + β)
8
√
2
y22 = y
2
4 =
α + β
8
.
In the original co-ordinates we write the solution to low order as
x1 = x4 = x5 = x8 =
1√
2
±
√
α + β
2
√
2
− α
8
√
2
− 3β
8
√
2
x2 = x3 = x6 = x7 =
1√
2
∓
√
α + β
2
√
2
− α
8
√
2
− 3β
8
√
2
(4.4.3.7)
which is a nonsymmetric branch of fixed points.
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• On the primary u3 solution branch, we have
u1 = − 3α
8
√
2
, u4 = 0,
and so when expressed in the Y co-ordinates, the solution becomes
y1 = ±
√
α
2
√
2
− 3α
8
√
2
+O
￿
α
3
2
￿
y3 = ∓
√
α
2
√
2
− 3α
8
√
2
+O
￿
α
3
2
￿
y2 = y4 = 0
to low order. In the original co-ordinates the solution is given by
x1 = x2 = x3 = x4 =
1√
2
±
√
α
2
√
2
− α
8
√
2
x5 = x6 = x7 = x8 =
1√
2
∓
√
α
2
√
2
− α
8
√
2
(4.4.3.8)
which we see to be a branch of symmetric period 2 solutions which is
independent of β.
• On the mixed-mode branch of solutions, we have
u1 =
3
4
√
2
(2α + β) , u4 = ± 3
10
√
2
￿
(5α + 3β) (5α + 2β).
In the Y co-ordinates we can write
y1 =
ε1
2
√
5
￿
− (5α + 3β) + 3
4
√
2
(2α + β)
y2 =
ε1
2
√
5
￿
− (5α + 2β) + 3ε2
10
√
2
￿
(5α + 3β) (5α + 2β)
y3 = − ε1
2
√
5
￿
− (5α + 3β) + 3
4
√
2
(2α + β)
y4 =
ε1
2
√
5
￿
− (5α + 2β) + 3ε2
10
√
2
￿
(5α + 3β) (5α + 2β),
where ε1, ε2 are either 1 or -1, and all such combinations give valid
solutions. Expressing this in the original co-ordinates we have, to low
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order,
x1 = x4 =
1√
2
+
ε1
2
√
5
￿
− (5α + 3β) + ε1
2
√
5
￿
− (5α + 2β)
+
3ε1
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β
x2 = x3 =
1√
2
+
ε1
2
√
5
￿
− (5α + 3β) + ε1
2
√
5
￿
− (5α + 2β)
+
3ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β
x5 = x8 =
1√
2
− ε1
2
√
5
￿
− (5α + 3β) + ε1
2
√
5
￿
− (5α + 2β) (4.4.3.9)
+
3ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β
x6 = x7 =
1√
2
− ε1
2
√
5
￿
− (5α + 3β) + ε1
2
√
5
￿
− (5α + 2β)
+
3ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β,
which is a branch of nonsymmetric period 2 solutions.
4.3.2 Z2 (RS)-Symmetric Solutions
Next we consider the mode interaction between the period-doubling bifurca-
tion and the bifurcation which breaks the D4 symmetry of the synchronised
branch of fixed points to Z2 (RS)-symmetric solutions. In this case x1 = x3,
and so our system of coupled cubic logistic maps becomes
xn+11 = λx
n
1
￿
1− (xn1 )2
￿
+ c (xn4 − 2xn1 + xn2 )
xn+12 = λx
n
2
￿
1− (xn2 )2
￿
+ 2c (xn1 − xn2 )
xn+14 = λx
n
4
￿
1− (xn4 )2
￿
+ 2c (xn1 − xn4 ) .
The basis arising from the isotypic decomposition given by (3.3.5.1) suggests
making the co-ordinate change
xn1 = x
n
3 = v
n
1 + v
n
e
xn2 = v
n
1 − vne − 2vn2 (4.4.3.10)
xn4 = v
n
1 − vne + 2vn2 ,
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whose inverse is given by
vn1 =
1
4
(2xn1 + x
n
2 + x
n
4 )
vne =
1
4
(2xn1 − xn2 − xn4 )
vn2 =
1
4
(xn4 − xn2 ) .
Making this co-ordinate change eliminates c from the first equation, and we
obtain the system of equations
vn+11 = λ
￿
vn1 − (vn1 )3 − 3vn1 (vne )2 − 6vn1 (vn2 )2 + 6vne (vn2 )2
￿
vn+1e = λ
￿
vne − (vne )3 − 3 (vn1 )2 vne + 6vn1 (vn2 )2 − 6vne (vn2 )2
￿− 4cvne
vn+12 = λv
n
2
￿
1− 4λ (vn2 )2 + 6λvn1 vne − 3λ (vn1 )2 − 3λ (vne )2
￿− 2cvn2 .
We make a further co-ordinate change to ensure that the mode interaction
occurs at the origin. The new co-ordinates, given by
yn1 = v
n
1 −
￿
λ− 1
λ
yn2 = v
n
e
yn3 = v
n
2 (4.4.3.11)
α = λ− 2
β = c+ 1,
yield, to low order, the system of equations
yn+11 = g1 (y
n
1 , y
n
2 , y
n
3 ,α, β)
= −yn1 − 3
√
2 (yn1 )
2 − 3√2 (yn2 )2 − 6
√
2 (yn3 )
2 − 2 (yn1 )3 − 6yn1 (yn2 )2
− 12yn1 (yn3 )2 + 12yn2 (yn3 )2 − 2αyn1
yn+12 = g2 (y
n
1 , y
n
2 , y
n
3 ,α, β)
= 3yn2 − 6
√
2yn1 y
n
2 + 6
√
2 (yn3 )
2 − 6 (yn1 )2 yn2 + 12yn1 (yn3 )2 − 12yn2 (yn3 )2
− 2 (yn2 )3 − 2αyn2 − 4βyn2
yn+13 = g3 (y
n
1 , y
n
2 , y
n
3 ,α, β)
= yn3
￿
1− 6√2yn1 + 6
√
2yn2 − 6 (yn1 )2 − 6 (yn2 )2 + 12yn1 yn2
−8 (yn3 )2 − 2α− 2β
￿
.
We introduce the Z2 period-doubling symmetry by writing
y1 = g1 (y4, y5, y6,α, β) y4 = g1 (y1, y2, y3,α, β)
y2 = g2 (y4, y5, y6,α, β) y5 = g2 (y1, y2, y3,α, β) (4.4.3.12)
y3 = g3 (y4, y5, y6,α, β) y6 = g3 (y1, y2, y3,α, β) ,
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and we apply the co-ordinate change
U =

u1
u2
u3
u4
u5
u6
 =

1
2 (y1 + y4)
1
2 (y2 + y5)
1
2 (y3 + y6)
1
2 (y1 − y4)
1
2 (y2 − y5)
1
2 (y3 − y6)

to obtain a system of six equations, which we write as
G (U,α, β) = 0. (4.4.3.13)
These equations are quite lengthy and cumbersome, and so we omit the full
details.
As in the Z2 (S)-symmetric case, there are two symmetries which act on
U . The first, which we label S1, is the symmetry associated to the period-
doubling bifurcation. The second, which we label S2, again arises since the
quotient of the normaliser of Z2 (RS) in D4 by Z2 (RS) is isomorphic to Z2.
The action of R2 preserves the Z2 (RS) symmetry of solutions, and so the
actions of the symmetries are given by
S1

u1
u2
u3
u4
u5
u6
 =

u1
u2
u3
−u4
−u5
−u6
 and S2

u1
u2
u3
u4
u5
u6
 =

u1
u2
−u3
u4
u5
−u6
 ,
The Jacobian of (4.4.3.13) when evaluated at the mode interaction point
(U,α, β) = 0 ∈ R8 is given by the diagonal matrix
G0U = diag (−2, 2, 0, 0,−4,−2) ,
and so we can use the Lyapunov-Schmidt reduction to obtain a system of two
bifurcation equations in u3, u4,α and β. We look for expressions for u1, u2, u5
and u6 in terms of u3, u4,α and β, and so we write
u1 = h1 (u3, u4,α, β) u2 = h2 (u3, u4,α, β)
u5 = h5 (u3, u4,α, β) u6 = h6 (u3, u4,α, β) , (4.4.3.14)
and observe that since (4.4.3.13) admits the trivial solution we have
h1 (0, 0, 0, 0) = h2 (0, 0, 0, 0) = h5 (0, 0, 0, 0) = h6 (0, 0, 0, 0) = 0.
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Applying the symmetries S1 and S2 to (4.4.3.14) gives
h1 (u3, u4,α, β) = h1 (u3,−u4,α, β) = h1 (−u3, u4,α, β)
h2 (u3, u4,α, β) = h2 (u3,−u4,α, β) = h2 (−u3, u4,α, β)
h5 (u3, u4,α, β) = −h5 (u3,−u4,α, β) = h5 (−u3, u4,α, β)
h6 (u3, u4,α, β) = −h6 (u3,−u4,α, β) = −h6 (−u3, u4,α, β) .
Using these relationships we deduce that, to quadratic order, the Taylor
expansions of u1, u2, u5 and u6 are given by
h1 (u3, u4,α, β) = d1α + d2β + d3u
2
3 + d4u
2
4
h2 (u3, u4,α, β) = d5α + d6β + d7u
2
3 + d8u
2
4
h5 (u3, u4,α, β) = d9u4 + d10αu4 + d11βu4
h6 (u2, u3,α, β) = d12u3u4,
where di ∈ R, i = 1, . . . , 12. Substituting these expressions for u1, u2, u5 and
u6 into the first, second, fifth and sixth equations of (4.4.3.13) and equating
the two sides of the equation at diﬀerent orders, we obtain the following
expressions for u1, u2, u5 and u6 to quadratic order:
u1 = − 3√
2
￿
2u23 + u
2
4
￿
u2 = −3
√
2u23
u5 = 0 (4.4.3.15)
u6 = 3
√
2u3u4.
Finally we substitute these expressions into the third and fourth equations
of (4.4.3.13) to obtain, to low order, the bifurcation equations
u3
￿
4u23 + 12u
2
4 + α + β
￿
= 0
u4
￿
24u23 − 8u24 + α
￿
= 0. (4.4.3.16)
We first check that these equations are consistent with our previous results.
We consider the period-doubling bifurcation in isolation by setting u3 = β =
0. In this case (4.4.3.16) has the solution
u24 =
α
8
,
which solves (2.2.4.1). Similarly we can consider the symmetry-breaking
bifurcation alone. To do this we set u4 = α = 0 in (4.4.3.16), obtaining
u23 = −
β
4
+O ￿β2￿ .
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Rewriting this in the original co-ordinates, we have
x1 = x3 = x0 +
3√
2
β +O ￿β2￿
x2 = x0 ∓
￿
−β +O (β)
x4 = x0 ±
￿
−β +O (β) .
Recalling that λ = 2 we see that we recover the solutions given by (3.3.5.13),
noting that the labelling of parameters is not uniform across the two exam-
ples. We now describe the solutions to the bifurcation equations (4.4.3.16).
• The trivial solution, given by
u3 = u4 = 0
exists for all values of α and β.
• The primary u3 branch of solutions is given by
u23 = −
α + β
4
, u4 = 0.
This solution is valid when α + β < 0, and bifurcates from the trivial
solution branch at α = −β in a subcritical pitchfork bifurcation.
• The primary u4 branch of solutions is given by
u3 = 0, u
2
4 =
α
8
.
This solution is valid when α ≥ 0 and for all values of β. It bifurcates
from the trivial solution branch at α = 0 in a supercritical pitchfork
bifurcation.
• The mixed mode solution branch is given by
u23 = −
5α + 2β
80
, u24 = −
5α + 6β
80
.
When β ≥ 0 this solution is valid for α ≤ −65β, and when β ≤ 0 it is
valid when α ≤ −25β. Setting u4 = 0, we see that secondary bifurcation
to the mixed mode solution branch from the nonsymmetric fixed-point
branch occurs when α = −65β and β ≥ 0, and setting u3 = 0 we see
that secondary bifurcation from the symmetric period 2 solution branch
to the mixed mode branch occurs when α = −25β and β ≤ 0. Both
bifurcations are subcritical pitchforks.
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We can now use the relationships given by (4.4.3.15) to determine u1, u2, u5
and u6 on each of these solution branches. Furthermore, we can use (4.4.3.11)
and invert the co-ordinate change (4.4.3.12) to rewrite these solutions in the
original co-ordinates.
• On the trivial solution branch we have
u1 = 0, u2 = 0, u5 = 0, u6 = 0,
which we express in the Y co-ordinates as
yi = 0, i = 1, . . . , 6.
In the original co-ordinates, we have
xi =
1√
2
+
α
4
√
2
+O ￿α2￿ , i = 1, . . . , 8.
This is the branch of synchronised fixed-point solutions, as expected.
• On the primary u3 branch, we have
u1 = u2 =
3
2
√
2
(α + β) , u5 = 0, u6 = 0,
which we express to low order in the Y co-ordinates as
y1 = y4 =
3
2
√
2
(α + β)
y2 = y5 =
3
2
√
2
(α + β)
y23 = y
2
6 = −
α + β
4
.
In the original co-ordinates, the solution is given by
x1 = x3 = x5 = x7 =
1√
2
+
13
4
√
2
α +
3√
2
β,
x2 = x6 =
1√
2
±
￿
− (α + β) + 1
4
√
2
α,
x4 = x8 =
1√
2
∓
￿
− (α + β) + 1
4
√
2
α.
This is a branch of nonsymmetric fixed-point solutions.
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• On the primary u4 solution branch we have
u1 = − 3
8
√
2
α, u2 = u5 = u6 = 0,
which we express in the Y co-ordinates as
y1 = ±
√
α
2
√
2
− 3
8
√
2
α
y4 = ∓
√
α
2
√
2
− 3
8
√
2
α
y2 = y3 = y5 = y6 = 0.
In the original co-ordinates the solution is given by
x1 = x2 = x3 = x4 =
1√
2
±
√
α
2
√
2
− 1
8
√
2
α
x5 = x6 = x7 = x8 =
1√
2
∓
√
α
2
√
2
− 1
8
√
2
α (4.4.3.17)
This is the branch of symmetric period 2 solutions.
• On the mixed-mode branch, we have
u1 =
3
16
√
2
(3α + 2β) , u2 =
3 (5α + 2β)
40
√
2
,
u5 = 0, u
2
6 =
9
3200
￿
25α2 + 40αβ + 12β2
￿
,
which we can write in the y co-ordinates as
y1 = ± 1
4
√
5
￿
− (5α + 6β) + 9
16
√
2
α +
3
8
√
2
β
y2 = y5 =
3 (5α + 2β)
40
√
2
y3 = ± 1
4
√
5
￿
− (5α + 2β) + 3ε
40
√
2
￿
25α2 + 40αβ + 12β2
y4 = ∓ 1
4
√
5
￿
− (5α + 6β) + 9
16
√
2
α +
3
8
√
2
β
y6 = ± 1
4
√
5
￿
− (5α + 2β) ±˙ 3ε
40
√
2
￿
25α2 + 40αβ + 12β2,
where ε2 = 1, and both the positive and negative roots give valid
solutions. When we express this solution in the original co-ordinates
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we obtain
x1 = x3 =
1√
2
+ 19
16
√
2
α + 21
40
√
2
β ± 1
4
√
5
￿− (5α + 6β)
x2 =
1√
2
+ 7
16
√
2
α + 9
40
√
2
β ± 1
4
√
5
￿− (5α + 6β)
∓ 1
2
√
5
￿− (5α + 2β) + 3ε1
20
√
2
￿
25α2 + 40αβ + 12β2
x4 =
1√
2
+ 7
16
√
2
α + 9
40
√
2
β ± 1
4
√
5
￿− (5α + 6β)
± 1
2
√
5
￿− (5α + 2β) + 3ε1
20
√
2
￿
25α2 + 40αβ + 12β2
x5 = x7 =
1√
2
+ 19
16
√
2
α + 21
40
√
2
β ∓ 1
4
√
5
￿− (5α + 6β)
x6 =
1√
2
+ 7
16
√
2
α + 9
40
√
2
β ∓ 1
4
√
5
￿− (5α + 6β)
∓ 1
2
√
5
￿− (5α + 2β) + 3ε1
20
√
2
￿
25α2 + 40αβ + 12β2
x8 =
1√
2
+ 7
16
√
2
α + 9
40
√
2
β ∓ 1
4
√
5
￿− (5α + 6β)
± 1
2
√
5
￿− (5α + 2β) + 3ε1
20
√
2
￿
25α2 + 40αβ + 12β2,
which is a branch of nonsymmetric, period 2 solutions.
4.3.3 Bifurcation Diagrams: Four Coupled Maps
From the previous two sections we know that a period-doubling bifurcation
occurs along the D4-symmetric fixed-point solution branch at α = 0. The
secondary bifurcations from the D4-symmetric period 2 branch of solutions to
mixed-mode solutions occurs at α = −25β when β ≤ 0, and this bifurcation
point is multiple since both the solution branch with Z2 (S)-symmetry and
the branch with Z2 (RS)-symmetry emerge from the same point. Bifurcations
from the D4-symmetric fixed-point solution branch to both the Z2 (S)- and
Z2 (RS)-symmetric solution branches occur at α = −β. The bifurcation
from Z2 (S)-symmetric fixed-point solutions to mixed-mode solutions occurs
at α = −35β when β ≥ 0, and the corresponding bifurcation from Z2 (RS)-
symmetric fixed-points to mixed-mode solutions occurs at α = −65β when
β ≥ 0.
Rewriting these bifurcation paths in the original co-ordinates using (4.4.3.3),
we obtain the following bifurcation paths:
α = 0 : λ = 2 for all c
α = −β : λ = 1− c for all c
α = −35c : λ = 75 − 35c for c ≥ −1
α = −25c : λ = 85 − 25c for c ≤ −1
α = −65c : λ = 45 − 65c for c ≥ −1.
Plotting these bifurcation paths we obtain Fig. 4.4.3.5, where we have used
SFP as a shorthand for D4-symmetric fixed-points, SP2 for D4-symmetric
period 2 points, NSFP to represent fixed-point solutions with either Z2 (S)
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Figure 4.4.3.5: Paths of bifurcation points in parameter space.
or Z2 (RS) symmetry, Z2 (S) and Z2 (RS) for fixed points with the appro-
priate symmetry, and MM to represent mixed-mode solutions. Thus, as an
example, Z2 (RS) to MM represents the path of secondary bifurcations on
the Z2 (RS)-symmetric fixed point branch to mixed-mode solutions. The
lines of symmetry-breaking bifurcations from D4-symmetric fixed points and
D4-symmetric period two solutions are shown in bold as each line in fact rep-
resents two paths of bifurcation points - one from D4-symmetric solutions to
Z2 (S)-symmetric fixed-points, and one to Z2 (RS)-symmetric fixed-points.
The mixed mode solution of (4.4.3.6) is given as a function of u2 and u3 by
8u22 − 12u23 − α− β = 0
12u22 − 8u23 + α = 0.
Eliminating α we obtain
20
￿
u22 − u23
￿− β = 0, (4.4.3.18)
and so when β < 0 we expect two points of intersection between the mixed
mode solution branch and the primary u3 solution branch, but no secondary
bifurcations along the primary u2-mode solutions to mixed mode solutions.
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At β = 0 the two bifurcation points coalesce at the origin, and when β > 0
we observe two secondary bifurcations from primary u2 solution branches
to mixed mode solutions, but none from the primary u3 solution branch.
Fig. 4.4.3.6 shows the behaviour of the solutions in a neighbourhood of β = 0.
Similarly the mixed-mode solutions of (4.4.3.16) are given by
4u23 + 12u
2
4 + α + β = 0
24u23 − 8u24 + α = 0,
and eliminating α we obtain
20
￿
u23 − u24
￿− β = 0. (4.4.3.19)
When β < 0 we expect two points of intersection between the mixed mode
solution branch and the primary u4 solution branch, but no secondary bifur-
cations along the primary u3-mode solutions to mixed mode solutions. At
β = 0 the two bifurcation points coalesce at the origin, and when β > 0
we observe two secondary bifurcations from primary u3 solution branches
to mixed mode solutions, but none from the primary u4 solution branch.
Indeed, we have already seen that the bifurcation paths from D4-symmetric
fixed points to Z2 (S)-symmetric fixed points and to Z2 (RS)-symmetric fixed
points are identical. Thus Fig. 4.4.3.6 also shows the behaviour of the bifur-
cation to Z2 (RS)-symmetric fixed-points, but the axes should be relabelled
to show the (u3, u4) plane.
We also bring together the previous two sections by plotting bifurcation di-
agrams showing the branching structure before and after the mode interac-
tions. In order to plot diagrams showing both Z2 (S)- and Z2 (RS)- sym-
metric solutions on the same set of axes, we define new variables w1 nad w2
by
w1 =
1
4
(x1 + x2 + x3 + x4)
w2 =
1
4
(x1 − x2 − x3 + x4)
so that when we consider Z2 (S)-symmetric solutions we have
w1 =
1
2
(x1 + x2)
w2 =
1
2
(x1 − x2) ,
and when we consider Z2 (RS)-symmetric solutions we have
w1 =
1
4
(2x1 + x2 + x4)
w2 =
1
4
(x4 − x2) .
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In particular we note that in both cases we have w1 = v1 and w2 = v2 even
though the definition of v1 and v2 is diﬀerent in the two cases.
We see from Fig. 4.4.3.7 that before the mode interaction the symmetry-
breaking bifurcations occur before the period-doubling bifurcations on the
branches of symmetric-fixed points. Secondary bifurcations to mixed mode
solutions occur along the branches of non-symmetric fixed points, but not
along the branches of symmetric period-doubled solutions. This is as ex-
pected, as the predicted point of secondary bifurcation from the symmetric,
period doubled solutions is outside the range of validity for the mixed mode
solutions.
After the mode interaction, we see from Fig. 4.4.3.8 that the symmetry-
breaking bifurcation occurs after the period-doubling bifurcation, and that
secondary bifurcations to mixed-mode solutions occur only along the period-
doubled primary solution branches. This is because the predicted point of
secondary bifurcation along the symmetric fixed point branches of solutions
is outside the range of validity of the mixed-mode solutions.
We note also that it is possible that tertiary bifurcations arise from the
mode interaction which break the remaining Z2 (S) or Z2 (RS) symmetry.
Furthermore Neimark-Sacker bifurcations may be observed on the mixed-
mode solution branches. Currently we are not interested in these bifurcations,
and so we do not analyse this possibility further.
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4.4 A Brief Note on Persistence of Solutions
Under Perturbation
Throughout this chapter we have made frequent use of the observation that
we do not need to consider any terms beyond cubic order in order to de-
termine the local behaviour. This simplifying assumption is justified by the
rigorous unfolding theory presented in [GS85, GSS88], which formalises the
argument in a way which it is unnecessary to represent here. Instead, we
simply highlight that our restriction of attention to cubic order is justified,
and that the solutions we have described (and in particular the bifurca-
tion structure we present) persist (qualitatively) under the reintroduction of
higher order terms. For further details of the argument, we refer the reader
to [GS85, GSS88].
4.5 Summary
In this chapter we have provided an analysis of a mode interaction between
a period doubling bifurcation and a dihedral-symmetry breaking bifurcation
in two diﬀerent cases. In the first case we looked at a system of three cou-
pled quadratic logistic maps with D3 symmetry, and in the second case we
examined a system of four coupled cubic logistic maps with D4 symmetry.
We have derived bifurcation diagrams in each case, examined and solved
these bifurcation equations, commented on the solution structure, provided
expressions for the bifurcating solutions to low order, and provided bifurca-
tion diagrams to illustrate each case.
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Chapter 5
D3 × Z2- and D4 × Z2-Symmetric
Mode Interactions
5.1 Introduction
In previous chapters we have examined mode interactions between a period-
doubling bifurcation and a D3-symmetry breaking bifurcation, and also be-
tween a period-doubling bifurcation and a D4-symmetry breaking bifurcation,
by prescribing in advance the symmetries of the bifurcating solutions. In this
section we aim to more fully analyse bifurcations and mode interactions in
such systems in the setting of D3×Z2 (S2)- and D4×Z2 (S2)-symmetry break-
ing bifurcations.
Although the techniques and concepts upon which the material of this chap-
ter relies (such as the representations of finite groups, isotypic decompositions
and the theory of symmetry-breaking bifurcation theory) are well known, the
content of this chapter is original. This chapter is perhaps best viewed as a
generalisation of the results presented in the previous chapter.
5.2 D3 × Z2-Symmetric Bifurcations
We have noted that by adding a period-doubling Z2-symmetry to a D3-
symmetric system of equations we construct a system of equations which
have D3×Z2 ∼= D6 (RS2, S1)-symmetry, where S1 is the order two element of
the underlying D3-symmetric subsystem, and S2 is the order two symmetry
associated with the period-doubling.
There are six irreducible representations of D6 (RS2, S1) over R, four of which
are one-dimensional, and two of which are two-dimensional. We shall take
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x2 x3
x1
x5 x6
x4
Figure 5.5.2.1: Labelling of cells in D6-symmetry breaking bifurcation dia-
grams.
each irreducible representation in turn and determine which are associated
to bifurcations. We assume that the nondegeneracy conditions of the Equiv-
ariant Branching Lemma are satisfied in each case. We also observe that
symmetry-breaking bifurcations associated to one-dimensional irreducible
representations will always be pitchfork bifurcations, since the broken sym-
metry can only act as −I.
We will also provide diagrams to illustrate the geometry of the period-2
solutions (in the symmetry-breaking setting, these are the solutions where
the Z2 (S2) symmetry has been broken). In these diagrams variables which
take the same values will be represented by cells with the same letter in their
interior, whereas those with diﬀerent values will have diﬀerent letters in their
interiors. We shall use the labelling given in Fig. 5.5.2.1.
The irreducible representations of D6 are given by
a. RS2 = I, S1 = I
In this case we have (RS2)
4 = R = I, and so R = S1 = S2 = I. This
irreducible representation corresponds to a limit point, as no symmetry
is being broken.
b. RS2 = I, S1 = −I
In this case we have (RS2)
4 = R = I, and so R = S2 = I, but S1 = −I.
Only the zero vector satisfies these symmetry conditions, and so this
group representation gives rise to a trivial invariant subspace.
c. RS2 = −I, S1 = I
In this case we have (RS2)
4 = R = I, and so R = S1 = I, and
S2 = −I. Since both of the symmetries R and S1 are preserved this
group representation is associated with D3-symmetric solutions. The
bifurcation will be a D6 to D3-symmetry breaking bifurcation, which in
the dynamical setting corresponds to a D3-symmetry preserving period-
doubling bifurcation. The geometry of the bifurcating solution, whilst
not diﬃcult to picture, is illustrated in Fig. 5.5.2.2.
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a a
a
b b
b
Figure 5.5.2.2: Geometry of the D3-symmetric period 2 solution.
b b
a
d d
c
Figure 5.5.2.3: Geometry of the Z2 (S1)-symmetric period 2 solution.
d. RS2 = −I, S1 = −I
In this case we have R = (RS2)
4 = I and so S1 = S2 = −I. The only
vector which satisfies these symmetry conditions is the zero vector, and
so this representation also gives rise to a trivial invariant subspace.
e. RS2 =
￿
1
2 −
√
3
2√
3
2
1
2
￿
, S1 =
￿
1 0
0 −1
￿
The nullspace of the Jacobian of our system of equations will be an
irreducible subspace spanned by two vectors X and Y , and the ma-
trices of this representation act on (X, Y )T . We observe that S2 =
(RS2)
3 =
￿ −1 0
0 −1
￿
, and so bifurcations associated to this irre-
ducible representation will, dynamically speaking, be period-doubling
bifurcations. When we restrict to Fix(Z2 (S1)) we must have Y = 0,
and since the restriction of the nullspace to this fixed-point subspace
is spanned by a single vector we can apply the Equivariant Branching
Lemma to conclude that a D6 (RS2, S1) to Z2 (S1)-symmetry breaking
bifurcation occurs. In the dynamical setting this corresponds to a D3 to
Z2 (S1)-symmetry breaking period-doubling bifurcation. The geometry
of the bifurcating solution is illustrated in Fig. 5.5.2.3.
When we restrict to Fix(Z2 (S1S2)) we must have X = 0. Since the re-
striction of the nullspace to this fixed-point subspace is again spanned
by a single vector we can apply the Equivariant Branching Lemma to
conclude that a D6 to Z2 (S1S2)-symmetry breaking bifurcation occurs.
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b c
a
c b
a
Figure 5.5.2.4: Geometry of the Z2 (S1S2)-symmetric period 2 solution.
In the dynamical setting this corresponds to a D3-symmetry breaking
period-doubling bifurcation where the bifurcated solutions have no spa-
tial symmetry. The geometry of the bifurcating solution is illustrated
in Fig. 5.5.2.4.
Since the normalisers of Z2 (S1) and Z2 (S1S2) in D6 both contain S2
we have
ND6(RS2,S1) (Z2 (S1)) /Z2 (S1) ∼= Z2
ND6(RS2,S1) (Z2 (S1S2)) /Z2 (S1S2) ∼= Z2,
from which we conclude that both bifurcations are pitchfork bifurca-
tions (see [CG88a]), and so this case corresponds to a multiple symmetry-
breaking period-doubling bifurcation.
f. RS2 =
￿
−12 −
√
3
2√
3
2 −12
￿
, S1 =
￿
1 0
0 −1
￿
In this case we have S2 = (RS2)
3 =
￿
1 0
0 1
￿
, and so the bifurcating
solutions will, dynamically speaking, be fixed-points. When we restrict
to Fix(Z2 (S1)× Z2 (S2)) we must have Y = 0, and so the restriction
of the nullspace to this fixed-point space is one-dimensional. Apply-
ing the Equivariant Branching Lemma we conclude that a D6 (RS2, S1)
to Z2 (S1)× Z2 (S2)-symmetry breaking bifurcation occurs. In the dy-
namical setting this corresponds to a D3 to Z2 (S1)-symmetry breaking
bifurcation of fixed points. The geometry of this solution is shown in
Fig. 5.5.2.5.
The normaliser of Z2 (S1)×Z2 (S2) in D6 (RS2, S1) is Z2 (S1)×Z2 (S2),
and so
ND6(RS2,S1) (Z2 (S1)× Z2 (S2)) / (Z2 (S1)× Z2 (S2)) ∼= I,
from which we conclude that the bifurcation is transcritical.
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b b
a
b b
a
Figure 5.5.2.5: Geometry of the Z2 (S1) × Z2 (S2)-symmetric fixed-point so-
lution.
We now consider the specific system of equations
xn+11 = f (x
n
1 ) + c (x
n
3 − 2xn1 + xn2 )
xn+12 = f (x
n
2 ) + c (x
n
1 − 2xn2 + xn3 ) (5.5.2.1)
xn+13 = f (x
n
3 ) + c (x
n
2 − 2xn3 + xn1 ) ,
where c is a real coupling parameter. We assume that the function f (x) has
the origin as a fixed-point, and we expand f (x) in a Taylor series about the
origin to obtain
f (x) = x
￿
a1 + a2x+ a3x
2
￿
+O ￿x4￿ , a1, a2, a3 ∈ R.
We substitute this expression for f (x) into (5.5.2.1) and follow the method of
(4.4.2.6) to rewrite the system of equations (5.5.2.1) as a system of 6 “static”
equations. To low order we obtain
x4
￿
a1 + a2x4 + a3x
2
4
￿
+ (c0 + β) (x6 − 2x4 + x5)− x1 = 0
x5
￿
a1 + a2x5 + a3x
2
5
￿
+ (c0 + β) (x4 − 2x5 + x6)− x2 = 0
x6
￿
a1 + a2x6 + a3x
2
6
￿
+ (c0 + β) (x5 − 2x6 + x4)− x3 = 0
x1
￿
a1 + a2x1 + a3x
2
1
￿
+ (c0 + β) (x3 − 2x1 + x2)− x4 = 0 (5.5.2.2)
x2
￿
a1 + a2x2 + a3x
2
2
￿
+ (c0 + β) (x1 − 2x2 + x3)− x5 = 0
x3
￿
a1 + a2x3 + a3x
2
3
￿
+ (c0 + β) (x2 − 2x3 + x1)− x6 = 0,
which we write more concisely as
G˜ (X, c) = 0, (5.5.2.3)
where X = (x1, . . . , x6)
T ∈ R6 and β is a perturbation from the the criti-
cal value of c. The system of equations (5.5.2.1) is D3-symmetric, and we
have introduced a Z2 (S2) “period-doubling symmetry” to yield the system
of equations (5.5.2.3) which has D6 (RS2, S1) symmetry.
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There are two one-dimensional irreducible representations which each give
rise to a one-dimensional irreducible subspace. These irreducible subspaces
are spanned by
eˆ1 = (1, 1, 1, 1, 1, 1)
T
eˆ2 = (1, 1, 1,−1,−1,−1)T .
The basis vectors for the irreducible subspaces arising from the two-dimensional
irreducible representations are given by
eˆ3 =
￿
1,−12 ,−12 ,−1, 12 , 12
￿T
, eˆ4 =
￿
0,−
√
3
2 ,
√
3
2 , 0,
√
3
2 ,−
√
3
2
￿T
,
eˆ5 =
￿
1,−12 ,−12 , 1,−12 ,−12
￿T
, eˆ6 =
￿
0,
√
3
2 ,−
√
3
2 , 0,
√
3
2 ,−
√
3
2
￿T
.
We form the change of basis matrix Q by using eˆi as the ith column of Q.
We write
X = QY, (5.5.2.4)
we define
G (Y, c) = Q−1G˜ (QY, c) , (5.5.2.5)
and we now investigate the system of equations
G (Y, c) . (5.5.2.6)
We express X in the new co-ordinates as
x1
x2
x3
x4
x5
x6
 =

y1 + y2 + y3 + y5
y1 + y2 − 12y3 −
√
3
2 y4 − 12y5 +
√
3
2 y6
y1 + y2 − 12y3 +
√
3
2 y4 − 12y5 −
√
3
2 y6
y1 − y2 − y3 + y5
y1 − y2 + 12y3 +
√
3
2 y4 − 12y5 +
√
3
2 y6
y1 − y2 + 12y3 −
√
3
2 y4 − 12y5 −
√
3
2 y6
 , (5.5.2.7)
and the inverse transformation is given by
y1
y2
y3
y4
y5
y6
 =
1
6

x1 + x2 + x3 + x4 + x5 + x6
x1 + x2 + x3 − x4 − x5 − x6
2x1 − x2 − x3 − 2x4 + x5 + x6√
3 (−x2 + x3 + x5 − x6)
2x1 − x2 − x3 + 2x4 − x5 − x6√
3 (x2 − x3 + x5 − x6)
 .
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The actions of R, S1 and S2 on Y are given by
R

y1
y2
y3
y4
y5
y6
 =

y1
y2
−12y3 +
√
3
2 y4
−
√
3
2 y3 − 12y4
−12y5 −
√
3
2 y6√
3
2 y5 − 12y6
 ,
S1

y1
y2
y3
y4
y5
y6
 =

y1
y2
y3
−y4
y5
−y6
, S2

y1
y2
y3
y4
y5
y6
 =

y1
−y2
−y3
−y4
y5
y6
 ,
and when written in the Y co-ordinates the equation G (Y, c) = 0 becomes
(a1 − 1) y1 + 12a2
￿
2y21 + 2y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6
￿
+a32 y1
￿
2y21 + 6y
2
2 + 3
￿
y23 + y
2
4 + y
2
5 + y
2
6
￿￿
+a34 y5
￿
3
￿
y23 − y24 − y26
￿
+ y25
￿
+ 3a32 (2y2y3y5 − 2y2y4y6 + y3y4y6) = 0
− (a1 + 1) y2 − a2 (2y1y2 + y3y5 − y4y6)− 3a32 y2
￿
2y21 + y
2
3 + y
2
4 + y
2
5 + y
2
6
￿
−3a34 y3
￿
4y1y5 − y24 + y25 − y26
￿− a34 ￿4y32 + y33 − 12y1y4y6 + 6y4y5y6￿ = 0
− (a1 + 1− 3 (c0 + β)) y3 − a2 (2y1y3 + 2y2y5 + y3y5 + y4y6)
−3a3y1 (y1y3 + 2y2y5 + y3y5 + y4y6)− 3a32 y2
￿
y23 − y24 + y25 − y26
￿
−3a34 y3
￿
4y22 + y
2
3 + y
2
4 + 3y
2
5 + y
2
6
￿
+ 32a3y4y5y6 = 0
− (a1 + 1− 3 (c0 + β)) y4 − a2 (2y1y4 − 2y2y6 + y3y6 − y4y5)
+3a3y2 (2y1y6 − y2y4 + y3y4 − y5y6)− 3a34 y3 (4y1y6 + y3y4 − 2y5y6)
−3a34 y4
￿
4y21 − 4y1y5 + y24 + y25 + 3y26
￿
= 0
(a1 − 1− 3 (c0 + β)) y5 + 2a2 (y1y5 + y2y3) + a22
￿
y23 − y24 + y25 − y26
￿
+3a32 y1
￿
4y2y3 + y
2
3 − y24 − y26
￿
+ 32a3y4y6 (2y2 − y3)
+3a34 y5
￿
4y21 + 2y1y5 + 4y
2
2 + 4y2y3 + 3y
2
3 + y
2
4 + y
2
5 + y
2
6
￿
= 0
(a1 − 1− 3 (c0 + β)) y6 + a2 (2y1y6 − 2y2y4 + y3y4 − y5y6)
+3a3y2 (y4y5 − 2y1y4) + 3a34 y3 (4y1y4 − 4y2y6 + y3y6 − 2y4y5)
+3a34 y6
￿
4y21 − 4y1y5 + 4y22 + 3y24 + y25 + y26
￿
= 0
In this co-ordinate frame the Jacobian, when evaluated at the trivial solution
and β = 0, is diagonal and is given by
G0Y = diag (a1 − 1,− (a1 + 1) ,− (a1 + 1) + 3c0,
− (a1 + 1) + 3c0, a1 − 1− 3c0, a1 − 1− 3c0) .
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A bifurcation occurs when one (or more) of the diagonal elements of G0Y
vanishes. We will consider each case in turn, and derive bifurcation equations
for each case using the Lyapunov-Schmidt reduction.
a1 = 1 :
In this case the Jacobian becomes
G0Y = diag (0,−2,−2 + 3c0,−2 + 3c0,−3c0,−3c0) ,
which corresponds to the irreducible representation of type (a). Since this is
a limit point, not a period-doubling or a symmetry-breaking bifurcation, we
do not analyse this case further.
a1 = −1 :
In this case the Jacobian becomes
G0Y = diag (−2, 0, 3c0, 3c0,−2− 3c0,−2− 3c0) ,
which corresponds to the irreducible representation of type (c). Both R
and S1 act as the identity on the bifurcating solution branch, and so the
bifurcating solutions are D3-symmetric. In this case there will only be a
bifurcation if the function f (x) in (5.5.2.1) depends on a parameter, and so
we do not currently pursue this case further.
c0 =
a1+1
3 :
In this case the Jacobian becomes
G0Y = diag (a1 − 1,− (a1 + 1) , 0, 0,−2,−2) ,
which corresponds to the irreducible representation of type (e). When we
restrict the nullspace of G0Y to Fix(Z2 (S1)) we know from the action of S1
that we must have y4 = y6 = 0. Since y3 spans the restriction of the nullspace
of G0Y to Fix(Z2 (S1)) we look to express y1, y2 and y5 as a function of y3 and
β. We write
y1 = h1 (y3, β)
y2 = h2 (y3, β)
y5 = h5 (y3, β) ,
where h1 (0, 0) = h2 (0, 0) = h5 (0, 0) = 0, and the actions of the symmetries
tell us that h1 (y3, β) and h5 (y3, β) are even functions of y3, and h2 (y3, β) is
an odd function of y3. Expanding to quadratic order in a Taylor series about
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the origin we obtain
h1 (y3, β) =
a2
2 (1− a1)y
2
3
h2 (y3, β) = 0
h5 (y3, β) =
a2
4
y23.
Substituting these expressions for y1, y2 and y5 into the third equation of
(5.5.2.6) we obtain, to low order, the bifurcation equation￿￿
a22
1− a1 +
a22
4
+
3a3
4
￿
y23 − 3β
￿
y3 = 0.
This equation has solutions
y3 = 0 and y
2
3 =
12 (1− a1)
a22 (5− a1) + 3a3 (1− a1)
β
The branch of solutions with y3 ￿= 0 bifurcates from the D3-symmetric fixed-
point solution branch when β = 0 in a pitchfork bifurcation. The bifurcation
is supercritical when
a3 > −a
2
2 (5− a1)
3 (1− a1)
and subcritical when the reverse inequality holds.
When we restrict the nullspace of G0Y to Fix(Z2 (S1S2)) we know from the
action of S1S2 that we must have y2 = y3 = y6 = 0. Since y4 spans the
restriction of the nullspace of G0Y to Fix(Z2 (S1S2)) we look to express y1 and
y5 as a function of y4 and β. We write
y1 = h1 (y4, β)
y5 = h5 (y4, β) ,
where h1 (0, 0) = h5 (0, 0) = 0, and both functions are even in y4. Expanding
to quadratic order in a Taylor series about the origin we obtain
h1 (y4, β) =
a2
2 (1− a1)y
2
4
h5 (y4, β) = −a2
4
y24.
Substituting these expressions for y1 and y5 into the fourth equation of
(5.5.2.6) we obtain, to low order, the bifurcation equation￿
a22
1− a1 +
a22
4
+
3a3
4
￿
y34 − 3βy4 = 0.
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This equation has solutions
y4 = 0 and y
2
4 =
12 (1− a1)
a22 (5− a1) + 3a3 (1− a1)
β.
The branch of solutions with y4 ￿= 0 bifurcates from the D3-symmetric fixed-
point solution branch when β = 0 in a pitchfork bifurcation. The bifurcation
is supercritical when
a3 > −a
2
2 (5− a1)
3 (1− a1)
and subcritical when the reverse inequality holds.
c0 =
a1−1
3 :
In this case the Jacobian becomes
G0Y = diag (a1 − 1,− (a1 + 1) ,−2,−2, 0, 0) ,
which corresponds to the irreducible representation of type (f). When we
restrict the nullspace ofG0Y to Fix(Z2 (S1)× Z2 (S2)) we know from the action
of S1 that we must have y4 = y6 = 0, and from the action of S2 we conclude
that y2 = y3 = 0. Since y5 spans the restriction of the nullspace of G0Y to
Fix(Z2 (S1)× Z2 (S2)) we look to express y1 as a function of y5 and β. We
write
y1 = h1 (y5, β) ,
where h1 (0, 0) = 0. Expanding this function to quadratic order in a Taylor
series about the origin we obtain
h1 (y5, β) =
a2
2 (1− a1)y
2
5.
Substituting this expression for y1 into the fifth equation of (5.5.2.6) we
obtain, to low order, the bifurcation equation￿a2
2
y5 − 3β
￿
y5 = 0.
To low order this equation has solutions y5 = 0 and
y5 =
6
a2
β
The branch of solutions with y5 ￿= 0 bifurcates from the D3-symmetric fixed-
point solution branch when β = 0 in a transcritical bifurcation.
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5.3 D3 (R, S1) × Z2 (S2) - Symmetric Mode In-
teractions
We now expand our analysis to consider the case where the function f(x),
which appears in (5.5.2.1), is dependent upon a parameter λ and undergoes
a period-doubling bifurcation at some bifurcation point λ = λ0. We assume
that for all c the function f (x,λ) has a D3-symmetric branch of fixed-point
solutions given by x∗ = x∗ (λ), and we define a new variable X˜ = (x˜1, x˜2, x˜3)
by
X˜ = X −X∗ (λ) ,
where X∗ = (x∗ (λ) , x∗ (λ) , x∗ (λ))T . We observe that
xn−1 − 2xn + xn+1 = x˜n−1 + x∗ (λ)− 2 (x˜n + x∗ (λ)) + x˜n+1 + x∗ (λ)
= x˜n−1 − 2x˜n + x˜n+1
where the variable indices (minus one) are considered modulo 3. Thus with-
out loss of generality we assume that (5.5.2.1) has X = 0 as a solution for
all λ and c.
We expand f (x,λ) in a Taylor series to low order about the period-doubling
bifurcation point as
f (x,λ0 + α) = x
￿
a1 + a2x+ a3x
2 + a4α + a5xα + a6α
2
￿
+O ￿(x,α)3￿
(5.5.3.1)
We assume that a mode interaction occurs at (λ, c) = (λ0, c0), and write
λ = λ0+α, c = c0+β. By making a change of origin we can also assume that
λ0 = 0. Since we assume f (x,λ) undergoes a period doubling bifurcation at
λ = λ0 we know that a1 = −1. Also, since period-doubling bifurcations are
pitchfork bifurcations, we expect α to scale with the square of the variables,
and so we neglect a5 and a6 as being the coeﬃcients of terms of higher order
than those in which we are interested. We substitute the Taylor expansion
for f (x,λ) into (5.5.2.1) and follow the method of (4.4.2.6) to rewrite the
system of equations (5.5.2.1) as a system of 6 “static” equations. To low
order we obtain
x4
￿
a1 + a2x4 + a3x
2
4 + a4α
￿
+ (c0 + β) (x6 − 2x4 + x5)− x1 = 0
x5
￿
a1 + a2x5 + a3x
2
5 + a4α
￿
+ (c0 + β) (x4 − 2x5 + x6)− x2 = 0
x6
￿
a1 + a2x6 + a3x
2
6 + a4α
￿
+ (c0 + β) (x5 − 2x6 + x4)− x3 = 0
x1
￿
a1 + a2x1 + a3x
2
1 + a4α
￿
+ (c0 + β) (x3 − 2x1 + x2)− x4 = 0 (5.5.3.2)
x2
￿
a1 + a2x2 + a3x
2
2 + a4α
￿
+ (c0 + β) (x1 − 2x2 + x3)− x5 = 0
x3
￿
a1 + a2x3 + a3x
2
3 + a4α
￿
+ (c0 + β) (x2 − 2x3 + x1)− x6 = 0,
97
CHAPTER 5. D3 × Z2- AND D4 × Z2-SYMMETRIC MODE
INTERACTIONS
which by abuse of notation we again abbreviate to G˜ (X,α, c) = 0, where
X = (x1, . . . , x6)
T ∈ R6.
We make the change of co-ordinates (5.5.2.4) and define G (Y,α, c) analo-
gously to (5.5.2.5) to obtain
G (Y,α, c) = 0. (5.5.3.3)
The Jacobian of (5.5.3.3), when evaluated at (Y,α, c) = (0, 0, c0), is given by
G0Y = diag (−2, 0, 3c0, 3c0,−2− 3c0,−2− 3c0) ,
and we observe that the nullspace of G0Y is already one-dimensional since
we assume that a period-doubling bifurcation occurs at α = 0. A mode
interaction occurs when the value of c0 causes a further entrie along the
diagonal of the Jacobian to vanish. We shall take each of these possible
values in turn and derive bifurcation equations using the Lyapunov-Schmidt
method.
c0 = 0 :
In this case the Jacobian becomes
G0Y = diag (−2, 0, 0, 0,−2,−2) ,
and the singular components of the nullspace correspond to the irreducible
representations of types (c) and (e). When we restrict to Fix(Z2 (S1)) the
action of S1 tells us that y4 = y6 = 0. Since y2 and y3 span the nullspace, we
look to express y1 and y5 as functions of y2, y3,α and β. We write
y1 = h1 (y2, y3,α, β)
y5 = h5 (y2, y3,α, β)
where h1 (0, 0, 0, 0) = h5 (0, 0, 0, 0) = 0, and the action of S2 tells us that
the only low order terms in the Taylor expansion of either function will be
those where the sum of the exponents of the variables is even. Expanding
these functions in a Taylor series about the origin, substituting the resulting
expressions for y1 and y5 into the first and fifth equations of (5.5.3.3) and
equating to zero at each order, we find that to quadratic order we have
h1 (y2, y3,α, β) =
a2
4
￿
2y22 + y
2
3
￿
h5 (y2, y3,α, β) =
a2
4
y3 (4y2 + y3) . (5.5.3.4)
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Substituting these expressions for y1 and y5 into the second and third equa-
tions of (5.5.3.3) we obtain, to low order, the bifurcation equations￿￿
a22 + a3
￿
y22 +
3 (a22 + a3)
2
y23 + a4α
￿
y2 +
a22 + a3
4
y33 = 0￿￿
a22 + a3
￿
y23 + 2
￿
a22 + a3
￿
y2y3 + 4
￿
a22 + a3
￿
y22 +
4a4
3
α− 4β
￿
y3 = 0.
(5.5.3.5)
When we compare with [AF], we observe that the structure of the sym-
metry groups associated to each irreducible representation corresponds to
their scenario II4(a). Repeating the more general algebraic derivation of
the bifurcation structure presented in that paper would not, we consider,
be appropriate here. However one interesting feature of their work is that
the expected structure of the bifurcation equations is given for each case of
their classification, and so we can verify that our work is consistent with the
exposition of [AF]. In particular, we are told in [AF] the expected form of
the bifurcation equations in this case is
sq0
￿
r2, s2,κ, θ
￿
+ rs2q1
￿
r2, s2,κ, θ
￿
+ r3q2
￿
r2,κ, θ
￿
= 0
rp0
￿
r2, s2,κ, θ
￿
+ r2sp1
￿
r2, s2,κ, θ
￿
= 0
for some functions pi, i = 0, 1 and qi, i = 0, 1, 2 with pi (0, 0, 0, 0) = 0, ı = 0, 1
and qi (0, 0, 0, 0) = 0, i = 0, 1, 2. Here r and s are the state variables and κ
and θ are bifurcation parameters. Setting
s = y2, r = y3, κ = α, θ = β,
p0
￿
y23, y
2
2,κ, θ
￿
=
￿
a22 + a3
￿
y23 + 4
￿
a22 + a3
￿
y22 +
4a4
3
α− 4β
p1
￿
y23, y
2
2,κ, θ
￿
= 2
￿
a22 + a3
￿
q0
￿
y23, y
2
2,α, β
￿
=
￿
a22 + a3
￿
y22 +
3 (a22 + a3)
2
y23 + a4α,
q2
￿
y23,α, β
￿
=
a22 + a3
4
,
we see that the bifurcation equations conform to the expected form presented
in [AF].
When we restrict to Fix(D3) by setting y3 = 0 we obtain the single bifurcation
equation ￿￿
a22 + a3
￿
y22 + a4α
￿
y2 = 0. (5.5.3.6)
This equation has solutions given by
y2 = 0 and y
2
2 = −
a4
a22 + a3
α,
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and the branch of solutions with y2 ￿= 0 bifurcates from the trivial fixed-point
branch of solutions when α = 0 in a pitchfork bifurcation. The bifurcation
is supercritical if
a4
￿
a22 + a3
￿
< 0 (5.5.3.7)
and subcritical when the reverse inequality holds.
There is also a secondary bifurcation along this single-mode solution branch
and a primary bifurcation along the trivial solution branch to mixed-mode
solutions. Since the equations (5.5.3.5) are not immediately easily solvable,
we perform a second Lyapunov-Schmidt reduction. We take first the bifur-
cation from the trivial solution branch to mixed-mode solutions, and define
δ1 = α− 3a4β. At the bifurcation point the derivative with respect to y2 of the
first equation of (5.5.3.5) is given by 3β, and so in particular is nonzero when
β ￿= 0. Since we are currently dealing with simple bifurcations, we consider
β ￿= 0 to be fixed, and we can use this equation to find y2 as a function of y3
and δ1. We write
y2 = h (y3, δ1)
and observe from the action of S2 that h (y3, δ1) must be an odd function
of y3. Expanding h (y2, δ1) in a Taylor series about the bifurcation point,
substituting the resulting expression for y2 into the first equation of (5.5.3.5),
and equating to zero at each order, we find that to low order we have
h (y3, β) = −a
2
2 + a3
12β
y33
and that β appears in the denominator of higher order terms also.
Substituting this expression for y2 into the second equation of (5.5.3.5) we
obtain, to low order, the bifurcation equation￿
3
4
￿
a22 + a3
￿
y23 + a4δ1
￿
y3 = 0.
The nonzero solution of this equation is given by
y23 = −
4a4δ1
3 (a22 + a3)
,
and so the mixed-mode solution near α = 3a4β is given to low order by
y22 = −
4 (a4α− 3β)3
243 (a22 + a3) β
2
y23 = −
4 (a4α− 3β)
3 (a22 + a3)
.
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The mixed-mode solution bifurcates from the trivial solution in a pitchfork
bifurcation. The pitchfork is supercritical when (5.5.3.7) holds and subcriti-
cal when the reverse inequality holds.
We next examine the bifurcation from the y2-mode solution branch to mixed-
mode solutions which occurs at α = − 32a4β. We perform another Lyapunov-
Schmidt reduction, defining δ2 = α+
3
2a4
β. The derivative of the first equation
of (5.5.3.5) with respect to y2 at the secondary bifurcation point is given by
3β. We again see that this is nonzero when β ￿= 0, and taking β ￿= 0 fixed,
we use this equation to find y2 as a function of y3 and δ2. We write
y2 =
￿
− a4
a22 + a3
α + h (y3, δ2, β) .
Expanding h (y2, δ2) in a Taylor series about the secondary bifurcation point,
substituting the resulting expression for y2 into the first equation of (5.5.3.5),
and equating to zero at each order, we find that to low order we have
h (y3, δ2, β) = −
￿
6 (a22 + a3)
4
√
β
y23,
and that β appears in the denominator of higher order terms also.
Substituting this expression for y2 into the second equation of (5.5.3.5) and
simplifying we obtain, to low order, the bifurcation equation￿
3
￿
6 (a22 + a3) βy3 − 8a4δ2
￿
y3 = 0
This equation has solutions given by y3 = 0 and
y3 =
8a4δ2
3
￿
6 (a22 + a3) β
=
8a4α + 12β
3
￿
6 (a22 + a3) β
and the nonzero solution branch bifurcates from the y2-mode solution in a
transcritical bifurcation when (a22 + a3) β > 0.
When β = 0 the y2-mode solution branch still exists, but the mixed-mode
solution branch found previously is not valid, as we cannot apply the Implicit
Function Theorem when β ￿= 0. We set β = 0 in (5.5.3.5), and write y2 = ky3.
Eliminating α we obtain the mixed-mode solutions
a. y2 = −y3, y23 = − 4a4α9(a22+a3) ,
b. y2 = −14y3, y23 = − 16a4α9(a22+a3) ,
101
CHAPTER 5. D3 × Z2- AND D4 × Z2-SYMMETRIC MODE
INTERACTIONS
−1 −0.5 0 0.5 1−1 
−0.8 
−0.6 
 −0.4 
−0.2 
0
0.2
0.4
0.6
0.8
1
y2
y 3
ca
b
Student Version of MATLAB
Figure 5.5.3.6: Solutions to (5.5.3.5) with β = 0.
c. y2 =
1
2y3, y
2
3 = − 4a4α9(a22+a3) ,
and plotting these curves together we obtain Fig. 5.5.3.6, on which we have
labelled the solutions as given above.
We now observe that when we restrict to Fix(Z2 (S1S2)) the action of S1S2
tells us that y2 = y3 = y6 = 0. These restrictions force the nullspace to
be one-dimensional, and so no mode interaction will occur. This can be
explained by noting that the most general way to examine the case where
c0 = 0 would be to derive three bifurcation equations (corresponding to the
three-dimensional nullspace ofG0Y ). The previous case, where we restricted to
Fix(Z2 (S1)), and this case, where we restrict to Fix(Z2 (S1)× Z2 (S2)), can
be obtained by restricting the more general case to the appropriate fixed-
point subspace.
Since y4 spans the nullspace we look to express y1 and y5 as functions of y4,α
and β. We write
y1 = h1 (y4,α, β)
y5 = h5 (y4,α, β) ,
where h1 (0, 0, 0) = h5 (0, 0, 0) = 0, and both functions are even functions of
y4. Expanding these functions in a Taylor series about the origin, substituting
the resulting expressions for y1 and y5 into the first and fifth equations of
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(5.5.3.3) and equating to zero at each order, we find that to quadratic order
we have
h1 (y2, y3,α, β) =
a2
4
y24
h5 (y2, y3,α, β) = −a2
4
y24.
Substituting these expressions for y1 and y5 into the fourth equation of
(5.5.3.3) we obtain, to low order, the bifurcation equation￿￿
a22 + a3
￿
y24 +
4a4
3 α− 4β
￿
y4 = 0.
This bifurcation equation has solutions given by
y4 = 0 and y
2
4 = −
4 (a4α− 3β)
3 (a22 + a3)
.
The branch of solutions with y4 ￿= 0 bifurcates from the trivial solution
branch when α = 3a3β in a pitchfork bifurcation. The bifurcation is su-
percritical when (5.5.3.7) holds, and subcritical when the reverse inequality
holds.
We note that in the more general setting there may be secondary bifurcations
along this branch of solutions which have not been considered here. It is
possible, for example, that a branch of solutions with y2y3y4 ￿= 0 bifurcates
from the y4-mode solution branch we have just described, and this branch
may or may not intersect the mixed-mode solution to (5.5.3.5).
We now ask whether we can find a path of limit points emerging from the
mode interaction in this case. From (5.5.3.5) we recall that the bifurcation
equations are given by
g1(y2, y3,α, β) = (a
2
2 + a3)(4y
3
2 + 6y2y
2
3 + y
3
3) + a4αy2 = 0
g2(y2, y3,α, β) = (a
2
2 + a3)(4y
2
2 + 2y2y3 + y
2
3)y3 +
￿
4
3
a4α− 4β
￿
y3 = 0
(5.5.3.8)
To find paths of limit points we solve these equations together with the extra
equation
g1,y2g2,y3 − g1,y3g2,y2 = 0, (5.5.3.9)
which is the condition that the Jacobian of the bifurcation equations has zero
determinant (and hence a zero eigenvalue).
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To solve these equations, we first substitute y2 = ky3 to give three equations
in the three variables k, y3 and α, for fixed β. Solving equations (5.5.3.8) for
y3 and α and substituting these into (5.5.3.9) gives
β(4k2 + 2k + 1)(8k4 − 40k3 − 24k2 − 4k − 1)
3k(2k + 1)
= 0. (5.5.3.10)
The quadratic factor in the numerator of (5.5.3.10) has no real roots, while
the quartic factor has two real and two complex roots. The real roots are
given by
k = k1 = −0.4587240807, k = k2 = 5.556800292.
For k = k1, we obtain
α =
7.403669477β
a4
, y23 = −
6.352693453β
a22 + a3
and for k = k2, we obtain
α = −1.403669476β
a4
, y23 =
0.04329237376β
a22 + a3
.
It can be verified that the non-degeneracy condition required for a limit
point holds for β ￿= 0 in both cases, and so we have two paths of limit
points. The first of these only exists when β(a22+a3) < 0 and the other when
β(a22 + a3) > 0. Thus, one path exists for β < 0 and the other for β > 0.
Each of these paths of limit points actually corresponds to two paths, since
y3 can take positive or negative values.
Diagrams illustrating the solution and limit point structure in this case are
given in Figs. 5.5.3.7 - 5.5.3.8. The diagrams in Fig. 5.5.3.7 were produced by
eliminating α from the bifurcation equations (5.5.3.8), setting a3 = 1 − a22,
and using β = −0.01, β = 0 and β = 0.01 respectively. In the first and third
diagram of Fig. 5.5.3.7 we clearly see representatives from the two diﬀerent
paths of limit points, and it is equally clear that no limit points exist when
β = 0. The diagrams in Fig. 5.5.3.8 were obtained by eliminating y3 from
the bifurcation equations (5.5.3.8), setting a3 = 1 − a22 and a4 = 1, and
using β = −0.02, β = 0 and β = 0.02 respectively. In these diagrams the
synchronous solution is shown in blue, and all other solutions are shown in
red.
c0 = −23 :
In this case the Jacobian becomes
G0Y = diag (−2, 0,−2,−2, 0, 0) .
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and the singular components of the nullspace correspond to the irreducible
representations of types (c) and (f). When we restrict the nullspace to
Fix(Z2 (S1)) the action of S1 tells us that y4 = y6 = 0, and since y5 spans
the nullspace we look to express y1 and y3 as functions of y2, y5,α and β. We
write
y1 = h1 (y2, y5,α, β)
y3 = h3 (y2, y5,α, β) ,
where h1 (0, 0, 0, 0) = h3 (0, 0, 0, 0) = 0. The actions of the symmetries tell
us that h1 (y2, y5,α, β) is an even function of y2, whereas h3 (y2, y5,α, β) is
odd in y2. Expanding these functions in a Taylor series about the origin,
substituting the resulting expressions for y1 and y3 into the first and third
equations of (5.5.3.3) and equating to zero at each order, we find that to
quadratic order we have
h1 (y2, y5,α, β) =
a2
4
￿
2y22 + y
2
5
￿
h3 (y2, y5,α, β) = −a2y2y5. (5.5.3.11)
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Substituting these expressions for y1 and y3 into the second and fifth equa-
tions of (5.5.3.3) and simplifying we obtain, to low order, the bifurcation
equations ￿￿
a22 + a3
￿
y22 − 12
￿
a22 − 3a3
￿
y25 + a4α
￿
y2 = 0￿￿
a22 − 3a3
￿
y22 − a22 y5 − a4α + 3β
￿
y5 = 0. (5.5.3.12)
We observe that these equations admit the trivial solution, and that restrict-
ing to Fix(D3) by setting y5 = 0 we recover the y2-mode bifurcation equation
seen previously at (5.5.3.6). Restricting to Fix(Z2 (S1)× Z2 (S2)) by setting
y2 = 0 we obtain the single bifurcation equation￿a2
2
y5 + a3α− 3β
￿
y5 = 0.
This equation has solutions given by
y5 = 0 and y5 = −2 (a4α− 3β)
a2
.
The branch of solutions with y5 ￿= 0 bifurcates from the trivial solution
branch when α = 3a4β, and the bifurcation is transcritical.
The mixed-mode solution is given to low order by
y22 = −
a4
a22 + a3
α +
18 (a22 − 3a3)
a22 (a
2
2 + a3)
β2 +O ￿α2,αβ￿
y5 =
2 (−2 (a22 − a3) a4α + 3 (a22 + a3) β)
a2 (a22 + a3)
.
This solution branch bifurcates from the y2-mode solution branch when α =
3(a22+a3)
2a4(a22−a3)
β, and from the y5-mode solution branch when
α =
18 (a22 − 3a3)
a22a4
β2.
The bifurcation from y2-mode solutions to mixed-mode solutions is trans-
critical, and the mixed-mode solution branch bifurcates from the y5-mode
solution branch in a pitchfork bifurcation. This bifurcation is supercritical
when (5.5.3.7) holds, and subcritical when the reverse inequality holds.
It can be shown that the only solutions of equations (5.5.3.12) at which the
Jacobian matrix is singular are the three bifurcations points, and so there
are no paths of limit points in this case. Due to the untidy nature of the
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calculations we omit the details, and leave the reader to verify this claim if
desired.
Diagrams illustrating the solution structure in a neighbourhood of the mode
interaction point are given in Figs. 5.5.4.9 - 5.5.4.11 for the specific choice of
coeﬃcients a2 = 2, a3 = 1, a4 = 1. We first eliminate α from the bifurcation
equations (5.5.3.12) in order to plot y5 against y2, and diagrams showing
this projection for diﬀerent values of β are given in Fig. 5.5.4.9. In each
of the diagrams which constitute Fig. 5.5.4.9 there are y2-mode and y5-mode
solutions which run along each of the co-ordinate axes, and we see that for the
particular choice of coeﬃcients we have taken we only observe a bifurcation
from these primary solution branches to mixed-mode solutions for β < 0.
Next we eliminate y5 from the bifurcation equations (5.5.3.12) in order to
plot y2 against α, and diagrams showing this projection for diﬀerent values
of β are given in Fig. 5.5.4.10. Similarly we can eliminate y2 from the bifurca-
tion equations (5.5.3.12) in order to plot y5 against α, and diagrams showing
this projection are given in Fig. 5.5.4.11. In Figs. 5.5.4.10 - 5.5.4.11 the pri-
mary single-mode solutions are shown in blue and the mixed-mode solutions
are shown in red, and it is readily apparent that for our particular choice
of coeﬃcients that secondary bifurcations from the primary mode solution
branches to the mixed-mode solution only occur for β < 0.
5.4 Example: The Standard (Quadratic) Lo-
gistic Map
We now consider the standard logistic map, given by
g (x˜,λ) = λx˜ (1− x˜) .
We have assumed throughout our working that that the function f (x,α)
admits the trivial solution, and that the period-doubling bifurcation occurs
at α = 0. Before the first period-doubling bifurcation, however, the logistic
map (restricted to x˜ ∈ (0, 1)) has a branch of fixed-point solutions given by
x˜ = λ−1λ , and the first period-doubling bifurcation occurs at (x˜,λ) =
￿
2
3 , 3
￿
.
To satisfy these conditions, we make the change of co-ordinates
x = x˜− λ− 1
λ
α = λ− 3 (5.5.4.1)
to obtain the function
f (x,α) = g
￿
x+ λ−1λ ,α + 3
￿
= x (−1− 3x− α− αx) .
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Comparing this function with the Taylor expansion in (5.5.3.1), we see that
we have the coeﬃcients
a1 = −1, a2 = −3,
a3 = 0, a4 = −1, (5.5.4.2)
and we note that this is the case when c0 = −23 .
Substituting these values into (5.5.3.12) we obtain the bifurcation equations￿
9y22 − 92y25 − α
￿
y2 = 0￿
9y22 +
3
2y5 + α + 3β
￿
y5 = 0.
Following the analysis of the previous chapter we see that the y2-mode solu-
tion is given by
y1 = −α
6
y22 =
α
9
yi = 0, i = 3, . . . , 6,
the y5-mode solution is given by
y1 = −(α + 3β)
2
3
y5 = −2 (α + 3β)
3
yi = 0, i = 2, 3, 4, 6,
and the mixed-mode solution is given to low order by
y1 = −1
6
α
y22 =
1
9
α
y23 =
16
9
α3 +
16
3
α2β + 4αβ2
y5 = −4
3
α− 2β.
yi = 0, i = 4, 6.
Using the inverses of the changes of coordinates (5.5.2.4) and (5.5.4.1) we
can write the y2-mode solution to low order as
x1 = x2 = x3 =
2
3
±
√
α
3
x4 = x5 = x6 =
2
3
∓
√
α
3
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which we observe agrees with the solution (4.4.2.12f) found earlier.
We rewrite the y5-mode solution in the same way to obtain, to low order, the
solution
x1 = x4 =
2
3
− 5
9
α− 2β
x2 = x3 = x5 = x6 =
2
3
+
4
9
α + β,
which we observe agrees with the solution (4.4.2.12f) found earlier.
Lastly, we rewrite the mixed-mode solution to obtain
x1 =
2
3
±
√
α
3
− 25
18
α− 2β
x2 = x3 =
2
3
±
√
α
3
+
11
18
α + β
x4 =
2
3
∓
√
α
3
− 25
18
α− 2β
x5 = x6 =
2
3
∓
√
α
3
+
11
18
α + β,
which we note agrees with the solution (4.4.2.12h) found earlier.
5.5 D4 (R, S1)×Z2 (S2) - Symmetric Bifurcations
We have seen that when we add a period-doubling symmetry to a system ofm
D4-symmetric maps we can write the resulting system as a set of 2m equations
with D4×Z2 (S2) symmetry, where S2 is the period-doubling symmetry which
acts by swapping the kth variable with the (k +m)th variable.
The following result, taken from [DGS96b], tells us how to find the irreducible
representations of D4 × Z2 (S2):
Proposition 5.1. Let V and W be absolutely irreducible representations of
two compact Lie groups L and G respectively. Then V ⊗W is a represen-
tation of Γ = L × G, and V ⊗W is isomorphic to an absolutely irreducible
representation of Γ.
Since it is a well-known result that every absolutely irreducible representation
of a tensor product of groups can be uniquely expressed as a tensor product
of irreducible representations of the individual groups, we know that we can
use our previous work to find the absolutely irreducible representations of
D4 × Z2 (S2).
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x1
x4 x3
x2 x5
x8 x7
x6
Figure 5.5.5.12: Labelling of cells.
The irreducible representations of D4 are given in Chapter 3. The irreducible
representations of Z2 (S2) are simply those where S2 acts as either I or
−I. There are therefore eight one-dimensional and two two-dimensional irre-
ducible representations of D4×Z2 (S2). We will now take each representation
in turn, and find the solution type which corresponds to it. We assume that
the nondegeneracy conditions of the Equivariant Branching Lemma are satis-
fied in each case. We also observe that symmetry-breaking bifurcations asso-
ciated to one-dimensional irreducible representations will always be pitchfork
bifurcations, since the broken symmetry can only act as −I.
We will also provide diagrams to illustrate the geometry of the period-2
solutions (in the symmetry-breaking setting, these are the solutions where
the Z2 (S2) symmetry has been broken). In these diagrams variables which
take the same values will be represented by cells with the same letter in their
interior, whereas those with diﬀerent values will have diﬀerent letters in their
interiors. We shall use the labelling given in Fig. 5.5.5.12.
a. R = I,S1 = I,S2 = I
In this case no symmetry is broken, and so the resulting solutions are
still D4 × Z2 (S2)-symmetric. This corresponds to a limit point.
b. R = I,S1 = I,S2 = −I
In this case the actions of R and S1 ensure that the bifurcating solu-
tions are D4-symmetric, and since S2 acts as −I these solutions will
have period 2. We conclude that the bifurcation is a D4 × Z2 (S2) to
D4-symmetry breaking pitchfork bifurcation. In the dynamical setting
this corresponds to a D4-symmetry preserving period-doubling pitch-
fork bifurcation. The geometry of the solution, whilst not diﬃcult to
picture, is illustrated in Fig. 5.5.5.13.
c. R = I,S1 = −I,S2 = I
In this case only the zero vector satisfies the symmetry constraints
imposed by the actions of R and S1. We conclude that there is no
bifurcation associated to this representation.
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a
a a
a b
b b
b
Figure 5.5.5.13: Geometry of D4-symmetric fixed-point solution.
a
b a
b a
b a
b
Figure 5.5.5.14: Geometry of the Z2 (R2)× Z2 (RS1) -symmetric fixed-point
solution.
d. R = I,S1 = −I,S2 = −I
In this case again only the zero vector satisfies the symmetry constraints
imposed by the actions of R and S1. We conclude that there is no
bifurcation associated to this representation.
e. R = −I,S1 = I,S2 = I
In this case the zero vector is again the only vector which satisfies the
symmetry constraints imposed by the actions of R and S1. We conclude
that there is no bifurcation associated to this representation.
f. R = −I,S1 = I,S2 = −I
Yet again, the the zero vector is the only vector which satisfies the
symmetry constraints imposed by the actions of R and S1. We conclude
that there is no bifurcation associated to this representation.
g. R = −I,S1 = −I,S2 = I
In this case we observe that since both R and S1 act as −I then RS1
will act as the identity, and we also note that R2 acts as the identity.
We conclude that this is a D4×Z2 (S2) to Z2 (R2)×Z2 (RS1)×Z2 (S2)-
symmetry breaking pitchfork bifurcation. In the dynamical setting this
corresponds to a D4 to Z2 (R2) × Z2 (RS1)-symmetry breaking bifur-
cation of fixed points. The geometry of this solution is illustrated in
Fig. 5.5.5.14.
h. R = −I,S1 = −I,S2 = −I
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a
b a
b b
a b
a
Figure 5.5.5.15: Geometry of the Z2 (R2)× Z2 (RS1)× Z2 (RS2)- symmetric
period 2 solution.
In this case we have R2, RS1 and RS2 acting as the identity, and S2 acts
as −I. We conclude that this is a D4×Z2 (S2) to Z2 (R2)×Z2 (RS1)×
Z2 (RS2)-symmetry breaking pitchfork bifurcation. In the dynamical
setting this corresponds to a D4 to Z2 (R2)×Z2 (RS1)-symmetry break-
ing period-doubling pitchfork bifurcation. The geometry of this solu-
tion is illustrated in Fig. 5.5.5.15.
i. R =
￿
0 −1
1 0
￿
,S1 =
￿
1 0
0 −1
￿
,S2 =
￿
1 0
0 1
￿
The nullspace of the Jacobian of our system of equations will be an
irreducible subspace spanned by two vectors X and Y , and the matri-
ces of this representation act on (X, Y )T . When we restrict attention
to Fix(Z2 (S1)× Z2 (S2)) we must have Y = 0. The restriction of the
nullspace to this fixed-point subspace is thus spanned by the single vec-
tor X, and so we can apply the Equivariant Branching Lemma. We
conclude that this is a D4×Z2 (S2) to Z2 (S1)×Z2 (S2)-symmetry break-
ing bifurcation. This corresponds to a D4 to Z2 (S1)-symmetry breaking
bifurcation of fixed-points in the dynamical setting. The normaliser of
Z2 (S1)× Z2 (S2) in D4 × Z2 (S2) includes R2, and so we have
ND4×Z2(S2) (Z2 (S1)× Z2 (S2)) / (Z2 (S1)× Z2 (S2)) ∼= Z2,
from which we conclude that the bifurcation is a pitchfork bifurcation.
The geometry of this solution is shown in Fig. 5.5.5.16.
We can also restrict attention to Fix(Z2 (RS1)× Z2 (S2)). In this case
we note that
RS1
￿
X
Y
￿
=
￿
0 1
1 0
￿￿
X
Y
￿
=
￿
Y
X
￿
,
and so we must have that X = Y . In this case we again have that the
nullspace of G0Y restricted to this fixed-point space is one-dimensional,
and so the Equivariant Branching Lemma tells us that this is a D4 ×
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a
a b
b a
a b
b
Figure 5.5.5.16: Geometry of the Z2 (S1)- symmetric fixed-point solution.
a
c a
b a
c a
b
Figure 5.5.5.17: Geometry of the Z2 (RS1)-symmetric fixed-point solution.
Z2 (S2) to Z2 (RS1)×Z2 (S2)-symmetry breaking bifurcation. In the dy-
namical setting this corresponds to a D4 to Z2 (RS1)-symmetry break-
ing bifurcation of fixed-points. The normaliser of Z2 (RS1)×Z2 (S2) in
D4 × Z2 (S2) again includes R2, and so we have
ND4×Z2(S2) (Z2 (RS1)× Z2 (S2)) / (Z2 (RS1)× Z2 (S2)) ∼= Z2,
from which we conclude that this bifurcation is also a pitchfork bifur-
cation. This case corresponds to a multiple symmetry-breaking bifur-
cation of fixed-points and the geometry of this solution is illustrated in
Fig. 5.5.5.17.
j. R =
￿
0 −1
1 0
￿
,S1 =
￿
1 0
0 −1
￿
,S2 =
￿ −1 0
0 −1
￿
We now observe that S2 acts as −I, and so the bifurcations associated
with this representation are period doubling bifurcations. We also note
that R2 acts as −I, and so R2S2 acts as the identity. When we restrict
attention to Fix(Z2 (S1)), we require that S1 acts as the identity, and so
we conclude that Y = 0. Applying the Equivariant Branching Lemma,
we conclude that a D4×Z2 (S2) to Z2 (S1)×Z2 (R2S2)-symmetry break-
ing bifurcation occurs. In the dynamical setting this corresponds to a
D4 to Z2 (S1)-symmetry breaking period-doubling bifurcation.
The normaliser of Z2 (S1)×Z2 (R2S2) in D4×Z2 (S2) includes R2, and
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a
a b
b b
b a
a
Figure 5.5.5.18: Geometry of the Z2 (S1) × Z2 (R2S2)-symmetric period 2
solution.
so we have
ND4×Z2(S2)
￿
Z2 (S1)× Z2
￿
R2S2
￿￿
/
￿
Z2 (S1)× Z2
￿
R2S2
￿￿ ∼= Z2,
from which we conclude that the bifurcation is a pitchfork bifurcation.
The geometry of the solution is illustrated in Fig. 5.5.5.18.
We can also restrict attention to Fix(Z2 (RS1)), where we require that
RS1 acts as the identity, and since
RS1
￿
X
Y
￿
=
￿
0 1
1 0
￿￿
X
Y
￿
=
￿
Y
X
￿
,
we must have X = Y , and so we again have a one-dimensional ir-
reducible subspace. Applying the Equivariant Branching Lemma, we
conclude that a D4×Z2 (S2) to Z2 (RS1)×Z2 (R2S2)-symmetry break-
ing bifurcation occurs. In the dynamical setting this corresponds to a
D4 to Z2 (RS1)-symmetry breaking period-doubling bifurcation. The
normaliser of Z2 (RS1)×Z2 (R2S2) in D4×Z2 (S2) includes R2, and so
we have
ND4×Z2(S2)
￿
Z2 (RS1)× Z2
￿
R2S2
￿￿
/
￿
Z2 (RS1)× Z2
￿
R2S2
￿￿ ∼= Z2,
and we again conclude that the bifurcation is a pitchfork bifurcation.
The geometry of this solution is illustrated in Fig. 5.5.5.19, and this
case corresponds to a multiple symmetry-breaking period-doubling bi-
furcation.
We now consider a specific system of equations to illustrate these ideas. We
consider the system of equations
xn+11 = f (x
n
1 ) + c (x
n
4 − 2xn1 + xn2 )
xn+12 = f (x
n
2 ) + c (x
n
1 − 2xn2 + xn3 )
xn+13 = f (x
n
3 ) + c (x
n
2 − 2xn3 + xn4 ) (5.5.5.1)
xn+14 = f (x
n
4 ) + c (x
n
3 − 2xn4 + xn1 )
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a
c a
b a
b a
c
Figure 5.5.5.19: Geometry of the Z2 (RS1) × Z2 (R2S2)-symmetric period 2
solution.
where c is a real coupling parameter. As in the D3-symmetric case we observe
that the form of coupling allows us to assume without loss of generality that
f (0) = 0, and so (5.5.5.1) has the origin as a fixed point for all c. We
shall consider bifurcations from this trivial solution, denoting the critical
parameter value by c0, and β will be the perturbation from this critical
value.
Expanding the function f (x) in a Taylor series we obtain
f (x) = x
￿
a1 + a2x+ a3x
2
￿
+O ￿x4￿ , a1, a2, a3 ∈ R.
Substituting this expression for f (x) and following the method of (4.4.2.6)
to rewrite (5.5.5.1) as a system of 8 “static” equations.
We obtain the system of equations given, to low order, by
x5
￿
a1 + a2x5 + a3x
2
5
￿
+ (c0 + β) (x8 − 2x5 + x6)− x1 = 0
x6
￿
a1 + a2x6 + a3x
2
6
￿
+ (c0 + β) (x5 − 2x6 + x7)− x2 = 0
x7
￿
a1 + a2x7 + a3x
2
7
￿
+ (c0 + β) (x6 − 2x7 + x8)− x3 = 0
x8
￿
a1 + a2x8 + a3x
2
8
￿
+ (c0 + β) (x7 − 2x8 + x5)− x4 = 0
x1
￿
a1 + a2x1 + a3x
2
1
￿
+ (c0 + β) (x4 − 2x1 + x2)− x5 = 0 (5.5.5.2)
x2
￿
a1 + a2x2 + a3x
2
2
￿
+ (c0 + β) (x1 − 2x2 + x3)− x6 = 0
x3
￿
a1 + a2x3 + a3x
2
3
￿
+ (c0 + β) (x2 − 2x3 + x4)− x7 = 0
x4
￿
a1 + a2x4 + a3x
2
4
￿
+ (c0 + β) (x3 − 2x4 + x1)− x8 = 0,
which we write more concisely as
G˜ (X, c) = 0, (5.5.5.3)
where X = (x1, . . . , x8)
T ∈ R8. The system of equations (5.5.5.1) is D4-
symmetric, and we have introduced a Z2 (S2) “period-doubling symmetry”
to yield the system of equations (5.5.5.3) which has D4 × Z2 (S2) symmetry.
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There are four one-dimensional irreducible representations which each give
rise to a one-dimensional irreducible subspace. These irreducible subspaces
are spanned by
eˆ1 = (1, 1, 1, 1, 1, 1, 1, 1)
T
eˆ2 = (1, 1, 1, 1,−1,−1,−1,−1)T
eˆ3 = (1,−1, 1,−1, 1,−1, 1,−1)T
eˆ4 = (1,−1, 1,−1,−1, 1,−1, 1)T .
The basis vectors for the irreducible subspaces arising from the two-dimensional
irreducible representations are given by
eˆ5 = (1,−1,−1, 1, 1,−1,−1, 1)T , eˆ6 = (1, 1,−1,−1, 1, 1,−1,−1)T ,
eˆ7 = (1,−1,−1, 1,−1, 1, 1,−1)T , eˆ8 = (1, 1,−1,−1,−1,−1, 1, 1)T .
We form the change of basis matrix Q by using eˆi as the ith column of Q.
We write
X = QY, (5.5.5.4)
and we define
G (Y, c) = Q−1G˜ (QY, c) . (5.5.5.5)
We express X in the new co-ordinates as
x1
x2
x3
x4
x5
x6
x7
x8

=

y1 + y2 + y3 + y4 + y5 + y6 + y7 + y8
y1 + y2 − y3 − y4 − y5 + y6 − y7 + y8
y1 + y2 + y3 + y4 − y5 − y6 − y7 − y8
y1 + y2 − y3 − y4 + y5 − y6 + y7 − y8
y1 − y2 + y3 − y4 + y5 + y6 − y7 − y8
y1 − y2 − y3 + y4 − y5 + y6 + y7 − y8
y1 − y2 + y3 − y4 − y5 − y6 + y7 + y8
y1 − y2 − y3 + y4 + y5 − y6 − y7 + y8

, (5.5.5.6)
and the inverse transformation is given by
y1
y2
y3
y4
y5
y6
y7
y8

=
1
8

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
x1 + x2 + x3 + x4 − x5 − x6 − x7 − x8
x1 − x2 + x3 − x4 + x5 − x6 + x7 − x8
x1 − x2 + x3 − x4 − x5 + x6 − x7 + x8
x1 − x2 − x3 + x4 + x5 − x6 − x7 + x8
x1 + x2 − x3 − x4 + x5 + x6 − x7 − x8
x1 − x2 − x3 + x4 − x5 + x6 + x7 − x8
x1 + x2 − x3 − x4 − x5 − x6 + x7 + x8

.
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The actions of R, S1 and S2 on Y are given by
R

y1
y2
y3
y4
y5
y6
y7
y8

=

y1
y2
−y3
−y4
−y6
y5
−y8
y7

, S1

y1
y2
y3
y4
y5
y6
y7
y8

=

y1
y2
−y3
−y4
y5
−y6
y7
−y8

, S2

y1
y2
y3
y4
y5
y6
y7
y8

=

y1
−y2
y3
−y4
y5
y6
−y7
−y8

,
and when written in the Y co-ordinates the system of equations G (Y, c) = 0
becomes
(a1 − 1) y1 + (a2 + 3a3y1)
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿− 2a3y31+
6a3 (y2y3y4 + y2y5y7 + y2y6y8 + y3y5y6 + y3y7y8 + y4y5y8 + y4y6y7) = 0
− (a1 + 1) y2 − 2a2 (y1y2 + y3y4 + y5y7 + y6y8)−
3a3y2
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿
+ 2a3y
3
2−
6a3 (y1y3y4 + y1y5y7 + y1y6y8 + y3y5y8 + y3y6y7 + y4y5y6 + y4y7y8) = 0
(a1 − 1− 4 (c0 + β)) y3 + 2a2 (y1y3 + y2y4 + y5y6 + y7y8)+
3a3y3
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿− 2a3y33+
6a3 (y1y2y4 + y1y5y6 + y1y7y8 + y2y5y8 + y2y6y7 + y4y5y7 + y4y6y8) = 0
− (a1 + 1− 4 (c0 + β)) y4 − 2a2 (y1y4 + y2y3 + y5y8 + y6y7)−
3a3y4
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿
+ 2a3y
3
4−
6a3 (y1y2y3 + y1y5y8 + y1y6y7 + y2y5y6 + y2y7y8 + y3y5y7 + y3y6y8) = 0
(a1 − 1− 2 (c0 + β)) y5 + 2a2 (y1y5 + y2y7 + y3y6 + y4y8)+
(5.5.5.7)
3a3y5
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿− 2a3y35+
6a3 (y1y2y7 + y1y3y6 + y1y4y8 + y2y3y8 + y2y4y6 + y3y4y7 + y6y7y8) = 0
(a1 − 1− 2 (c0 + β)) y6 + 2a2 (y1y6 + y2y8 + y3y5 + y4y7)+
3a3y6
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿− 2a3y36+
6a3 (y1y2y8 + y1y3y5 + y1y4y7 + y2y3y7 + y2y4y5 + y3y4y8 + y5y7y8) = 0
− (a1 + 1− 2 (c0 + β)) y7 − 2a2 (y1y7 + y2y5 + y3y8 + y4y6)−
3a3y7
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿
+ 2a3y
3
7−
6a3 (y1y2y5 + y1y3y8 + y1y4y6 + y2y3y6 + y2y4y8 + y3y4y5 + y5y6y8) = 0
− (a1 + 1− 2 (c0 + β)) y8 − 2a2 (y1y8 + y2y6 + y3y7 + y4y5)−
3a3y8
￿
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8
￿
+ 2a3y
3
8−
6a3 (y1y2y6 + y1y3y7 + y1y4y5 + y2y3y5 + y2y4y7 + y3y4y6 + y5y6y7) = 0.
In this co-ordinate frame the Jacobian, when evaluated at the trivial solution
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and β = 0, is diagonal and given by
G0Y = diag (a1 − 1,− (a1 + 1) , a1 − 1− 4c0,− (a1 + 1− 4c0) ,
a1 − 1− 2c0, a1 − 1− 2c0,− (a1 + 1− 2c0) ,− (a1 + 1− 2c0)) .
A bifurcation occurs when one (or more) of the diagonal elements of G0Y
vanishes. We will consider each case in turn, and derive bifurcations for each
case using the Lyapunov-Schmidt reduction.
a1 = 1 :
In this case we have a limit point, not a symmetry-breaking bifurcation or
a period-doubling bifurcation, and so we do not concern ourselves with any
further analysis.
a1 = −1 :
In this case the Jacobian becomes
G0Y = diag (−2, 0,−2− 4c0, 4c0,−2− 2c0,−2− 2c0, 2c0, 2c0) ,
which corresponds to the irreducible representation of type (b). Both R and
S1 act as the identity on the bifurcating solution branch, and so this branch
of solutions is D4-symmetric. In this case there will only be a bifurcation
if the function f (x) in (5.5.5.1) depends on a parameter, and so we do not
currently pursue this case further.
c0 =
a1−1
4 :
In this case the Jacobian becomes
G0Y = diag
￿−1 + a1,−1− a1, 0,−2, −1+a12 , −1+a12 , −3−a12 , −3−a12 ￿ ,
which corresponds to the irreducible representation of type (g), and so we
know that the bifurcating solutions are Z2 (RS1)×Z2 (R2)-symmetric fixed-
points. Since R2 acts as the identity we must have y5 = y6 = y7 = y8 = 0,
and since S2 acts as the identity we must also have y2 = y4 = 0. We choose
y3 as a coordinate for the nullspace, and look to express y1 as a function of
y3. We write
y1 = h1 (y3, β) ,
where h1 (0, 0) = 0. Due to the action of the symmetry S1 we know that
h1 (y3, β) will be an even function of y3, and so we can expand the function
in a Taylor series to low order as
h (y3, β) = b1β + b2y
2
3.
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Substituting this expression for y1 into the first equation of (5.5.5.7), set-
ting yi = 0, i = 2, 4, . . . , 8 and equating the resulting expression to zero at
diﬀerent orders, we find that
y1 =
a2
1− a1y
2
3,
and so the bifurcation equation is given by
y3
￿￿
2a22
1− a1 + a3
￿
y23 − 4β
￿
= 0.
This equation has solutions
y3 = 0 and y
2
3 =
4 (1− a1)
2a22 + a3 (1− a1)
β.
This solution bifurcates from the D4 ×Z2 (S2)-symmetric solution branch at
β = 0 in a pitchfork bifurcation. The bifurcation is supercritical when
(1− a1)
￿
2a22 + a3 (1− a1)
￿
> 0 (5.5.5.8)
and subcritical when the reverse inequality holds.
c0 =
a1+1
4 :
In this case the Jacobian becomes
G0Y = diag
￿−1 + a1,−1− a1,−2, 0, −3+a12 , −3+a12 , −1−a12 , −1−a12 ￿ ,
which corresponds to an irreducible representation of type (h), and so we
know that the bifurcating branch of solutions is a branch of Z2 (RS1) ×
Z2 (R2)-symmetric period 2 points. Since R2 acts as the identity we know
that y5 = y6 = y7 = y8 = 0, and from the action of S1S2 we see that
y2 = y3 = 0. We observe that y4 spans the nullspace of G0Y , and so we look
to express y1 as a function of y4 and β. We write
y1 = h1 (y4, β) ,
where h1 (0, 0) = 0 and h1 (y4, β) is an even function of y4. Expanding
this function in a Taylor series about the origin, substituting the resulting
expression for y1 into the first equation of (5.5.5.7), setting yi = 0, i =
2, 4, . . . , 8, and equating to zero at diﬀerent orders, we find that, to low
order, we have
y1 =
a2
1− a1y
2
4.
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Substituting this expression for y1 into the fourth equation of (5.5.5.7) we
obtain, to low order, the bifurcation equation￿
2a22
1− a1 + a3
￿
y34 − 4βy4 = 0.
The solutions to this equation are given by
y4 = 0 and y
2
4 =
4 (1− a1)
2a22 + a3 (1− a1)
β.
The branch of solutions with y4 ￿= 0 bifurcates from the D4-symmetric fixed-
point branch of solutions when β = 0 in a pitchfork bifurcation. The bifur-
cation is supercritical when (5.5.5.8) holds, and subcritical when the reverse
inequality holds.
c0 =
a1−1
2 :
In this case the Jacobian becomes
G0Y = diag (−1 + a1,−1− a1, 1− a1,−3 + a1, 0, 0,−2,−2) ,
which corresponds to an irreducible representation of type (i). When we
restrict to Fix(Z2 (S1)× Z2 (S2)) we know from the action of S1 that we
must have y3 = y4 = y6 = y8 = 0, and from the action of S2 we con-
clude that y2 = y7 = 0. Since y5 spans the restriction of the nullspace to
Fix(Z2 (S1)× Z2 (S2)) we look to express y1 as a function of y5 and β, and
so we write
y1 = h1 (y5, β) ,
where h1 (0, 0) = 0 and h1 (y5, β) is an even function of y5. Expanding
h1 (y5, β) in a Taylor series, substituting the resulting expression into the
first equation of (5.5.5.7) and equating to zero at each order, we conclude
that to low order we have
h1 (y5, β) =
a2
1− a1y
2
5.
Substituting this expression into the fifth equation of (5.5.5.7) we obtain the
bifurcation equation ￿
2a22
1− a1 + a3
￿
y35 − 2βy5 = 0.
This equation has solutions
y5 = 0 and y
2
5 =
2 (1− a1)
2a22 + a3 (1− a1)
β.
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The solution branch with y5 ￿= 0 bifurcates from the D4-symmetric fixed-
point solution branch when β = 0, and the bifurcation is supercritical when
(5.5.5.8) holds, and subcritical when the reverse inequality holds.
When we restrict to Fix(Z2 (RS1)× Z2 (S2)) we know from the action of RS1
that we must have y5 = −y6 and y7 = −y8, and from the action of S2 we
conclude that y2 = y4 = y7 = y8 = 0. The restriction of the nullspace to
Fix(Z2 (RS1)× Z2 (S2)) is spanned by y5 and y6 (= −y5), and so we look to
express y1 and y3 as a function of y5 and β. We write
y1 = h1 (y5, β)
y3 = h3 (y5, β) ,
where h1 (0, 0) = h3 (0, 0) = 0, and both functions are even in y5. Expanding
each function in a Taylor series, substituting the resulting expressions into
the first and third equations of (5.5.5.7), and equating at each order we find
that to low order we have
y1 =
2a2
1− a1y
2
5
y3 =
2a2
1− a1y
2
5,
and when we substitute these expressions into the fifth (or sixth) equation
of (5.5.5.7) we obtain, to low order, the bifurcation equation
y5
￿
2a3y
2
5 − β
￿
= 0.
This equation has solutions given by
y5 = 0 and y
2
5 =
β
2a3
,
and the branch of solutions with y5 nonzero bifurcates from the D4-symmetric
fixed-point branch when β = 0. The bifurcation is supercritical when a3 > 0
and subcritical when the reverse inequality holds.
c0 =
a1+1
2 :
In this case the Jacobian becomes
G0Y = diag (−1 + a1,−1− a1,−3− a1, 1 + a1,−2,−2, 0, 0) ,
which corresponds to an irreducible representation of type (j). When we
restrict the nullspace of G0Y to Fix(Z2 (S1)× Z2 (R2S2)) we know from the
action of S1 that we must have y3 = y4 = y6 = y8 = 0, and from the action
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of R2S2 we conclude that y2 = y5 = 0. Since y7 spans the restriction of
the nullspace of G0Y to Fix(Z2 (S1)× Z2 (R2S2)) we look to express y1 as a
function of y7 and β. We write
y1 = h1 (y7, β) ,
where h1 (0, 0) = 0 and h1 (y7, β) is an even function of y7. Expanding to low
order in a Taylor series about the origin we obtain
h1 (y7, β) = b1β + b2y
2
7,
and when we substitute this expression into the first equation of (5.5.5.7)
and equate to zero at each order we deduce that
h1 (y7, β) =
a2
1− a1y
2
7.
Substituting this expression into the seventh equation of (5.5.5.7) we obtain
the bifurcation equation￿
2a22
1− a1 + a3
￿
y37 − 2βy7 = 0.
This equation has solutions given by
y7 = 0 and y
2
7 =
2 (1− a1)
2a22 + a3 (1− a1)
β,
and the branch of solutions with y7 ￿= 0 bifurcates from the D4-symmetric
fixed-point branch when β = 0. The bifurcation is supercritical when (5.5.5.8)
holds, and subcritical when the reverse inequality holds.
When we restrict the nullspace of G0Y to Fix(Z2 (RS1)× Z2 (R2S2)) we know
from the action of RS1 that we must have y5 = −y6 and y7 = −y8, and
from the action of R2S2 we conclude that y2 = y4 = y5 = y6 = 0. Since
y7 and y8 (= −y7) span the restriction of the nullspace of G0Y to the fixed-
point subspace Fix(Z2 (RS1)× Z2 (R2S2)) we look to express y1 and y3 as a
function of y7 and β. We write
y1 = h1 (y7, β)
y3 = h3 (y7, β) ,
where h1 (0, 0) = h3 (0, 0) = 0, and both functions are even in y7. Expanding
each function in a Taylor series around the origin, substituting the resulting
127
CHAPTER 5. D3 × Z2- AND D4 × Z2-SYMMETRIC MODE
INTERACTIONS
expressions into the first and third equations of (5.5.5.7), and equating to
zero at each order we find that
y1 =
2a2
1− a1y
2
7
y3 = − 2a2
3 + a1
y27,
and when we substitute these expressions into the seventh (or eighth) equa-
tion of (5.5.5.7) we obtain, to low order, the bifurcation equation
2
￿
a22
3 + a1
+
a22
1− a1 + a3
￿
y37 − βy7 = 0.
This equation has solutions
y7 = 0 and y
2
7 =
(3 + a1) (1− a1)
8a22 − 2a3 (3 + a1) (1− a1)
β,
and the branch of solutions with y7 ￿= 0 bifurcates from the D4-symmetric
fixed-point branch at β = 0. The bifurcation is supercritical when
(3 + a1) (1− a1)
￿
8a22 − 2a3 (3 + a1) (1− a1)
￿
> 0
and subcritical when the reverse inequality holds.
5.6 Mode Interactions in D4 (R, S1) × Z2 (S2) -
Symmetric Systems
We now consider the case where the function f(x), which appears in (5.5.5.2),
is also dependent upon a parameter λ and undergoes a period-doubling bi-
furcation at a bifurcation point λ = λ0. We assume that f (0,λ) = 0 for all
λ, and so we can expand f (x,λ) in a Taylor series to low order about the
period-doubling bifurcation point as
f (x,λ0 + α) = x
￿
a1 + a2x+ a3x
2 + a4α + a5xα + a6α
2
￿
+O ￿(x,α)4￿
(5.5.6.1)
Since we assume f (x,λ) undergoes a period doubling bifurcation at λ = λ0
we know that a1 = −1. Since period-doubling bifurcations are pitchfork
bifurcations, we expect α to scale with the square of the variables, and so we
neglect a5 and a6 as being the coeﬃcients of terms of higher order than those
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in which we are interested. To low order the system of equations (5.5.5.2)
becomes
x5
￿−1 + a2x5 + a3x25 + a4α￿+ (c0 + β) (x8 − 2x5 + x6)− x1 = 0
x6
￿−1 + a2x6 + a3x26 + a4α￿+ (c0 + β) (x5 − 2x6 + x7)− x2 = 0
x7
￿−1 + a2x7 + a3x27 + a4α￿+ (c0 + β) (x6 − 2x7 + x8)− x3 = 0
x8
￿−1 + a2x8 + a3x28 + a4α￿+ (c0 + β) (x7 − 2x8 + x5)− x4 = 0
x1
￿−1 + a2x1 + a3x21 + a4α￿+ (c0 + β) (x4 − 2x1 + x2)− x5 = 0 (5.5.6.2)
x2
￿−1 + a2x2 + a3x22 + a4α￿+ (c0 + β) (x1 − 2x2 + x3)− x6 = 0
x3
￿−1 + a2x3 + a3x23 + a4α￿+ (c0 + β) (x2 − 2x3 + x4)− x7 = 0
x4
￿−1 + a2x4 + a3x24 + a4α￿+ (c0 + β) (x3 − 2x4 + x1)− x8 = 0,
which by abuse of notation we again abbreviate to G˜ (X,α, c) = 0, where
now X = (x1, . . . , x8)
T ∈ R8.
We make the change of co-ordinates (5.5.5.4) and define G (Y,α, c) analo-
gously to (5.5.5.5) to obtain
G (Y,α, c) = 0. (5.5.6.3)
These equations are very lengthy and so we omit them.
The Jacobian of (5.5.6.3), when evaluated at (Y,α, c) = (0, 0, c0), is given by
G0Y = diag (−2, 0,−2− 4c0, 4c0,−2− 2c0,−2− 2c0, 2c0, 2c0) ,
and we observe that the nullspace of G0Y is already one-dimensional since
we assume that a period-doubling bifurcation occurs at α = 0. A mode
interaction occurs when the value of c0 causes a further entry along the
diagonal of the Jacobian to vanish. We shall take each of these possible
values in turn and derive bifurcation equations using the Lyapunov-Schmidt
method.
c0 = −12 :
In this case the Jacobian becomes
G0Y = diag (−2, 0, 0,−2,−1,−1,−1,−1) ,
and the singular components correspond to irreducible representations of
types (b) and (g). We expect to see a bifurcation to D4-symmetric period
2 solutions, a bifurcation to Z2 (RS1)× Z2 (R2)-symmetric fixed points, and
bifurcations to mixed-mode Z2 (RS1)×Z2 (R2)-symmetric period 2 solutions.
Since R2 acts as the identity on the solution branches we must have y5 =
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y6 = y7 = y8 = 0. Since y2 and y3 span the restriction of the nullspace of
G0Y to Fix(Z2 (RS1)× Z2 (R2)) we look to express y1 and y4 in terms of these
variables, and so we write
y1 = h1 (y2, y3,α, β)
y4 = h4 (y2, y3,α, β) ,
where h1 (0, 0, 0, 0) = h4 (0, 0, 0, 0) = 0. The action of the symmetries tells
us that h1 (y2, y3,α, β) is an even function of both y2 and y3, and that
h4 (y2, y3,α, β) is an odd function of both y2 and y3. Expanding these func-
tions in Taylor series about the origin, substituting the resulting expressions
for y1 and y4 into the first and fourth equations of (5.5.6.3) and equating to
zero at each order, we find that
y1 =
a2
2
￿
y22 + y
2
3
￿
y4 = −a2y2y3.
Substituting these expressions for y1 and y4 into the second and third equa-
tions of (5.5.6.3) we obtain the bifurcation equations￿￿
a22 + a3
￿
y22 −
￿
a22 − 3a3
￿
y23 + a4α
￿
y2 = 0￿− ￿a22 − 3a3￿ y22 + ￿a22 + a3￿ y23 + a4α− 4β￿ y3 = 0. (5.5.6.4)
These equations have Z2 × Z2 symmetry, and so are of the form studied by
[LI80] and [GS85]. We observe that these equations admit the trivial solution
and that, as the literature predicts, we expect to see y2-mode, y3-mode, and
mixed-mode solutions.
Restricting to Fix(D4) by setting y3 = 0 we obtain the single bifurcation
equation ￿￿
a22 + a3
￿
y22 + a4α
￿
y2 = 0. (5.5.6.5)
This equation has solutions given by
y2 = 0 and y
2
2 = −
a4
a22 + a3
α.
This branch of D4-symmetric period 2 solutions bifurcates from the D4-
symmetric fixed-point branch when α = 0. The bifurcation is supercritical
when (5.5.3.7) holds, and sibcritical when the reverse inequality holds.
Restricting to Fix(Z2 (R2)× Z2 (RS1)× Z2 (S2)) by setting y2 = 0 we obtain
the single bifurcation equation￿
a22 + a3
￿
y33 + (a4α− 4β) y3 = 0.
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The solutions to this equation are given by
y3 = 0 and y
2
3 = −
a4α− 4β
a22 + a3
.
The Z2 (RS1)×Z2 (R2)-symmetric branch of fixed-point solutions with y3 ￿= 0
bifurcates from the trivial solution when α = 4a4β in a pitchfork bifurcation.
We observe that the conditions for determining whether the bifurcation is
supercritical or subcritical are the same as for the previous bifurcation.
The mixed-mode solution is found by solving (5.5.6.4) with y2y3 ￿= 0, and
this solution is given by
y22 =
2 (a22 − 3a3) β − (a22 − a3) a4α
4a3 (a22 − a3)
y23 =
2 (a22 + a3) β − (a22 − a3) a4α
4a3 (a22 − a3)
. (5.5.6.6)
This solution bifurcates from the y2-mode solution when α =
2(a22+a3)
a4(a22−a3)
β
and from the y3-mode solution when α =
2(a22−3a3)
a4(a22−a3)
β. Both bifurcations are
pitchfork bifurcations which are supercritical when a3a4 < 0, and subcritical
when the reverse inequality holds. No limit points occur along this mixed-
mode solution branch.
A condition is provided in [LI80] for determining whether the secondary
bifurcations occur for the same sign of β, or for opposite signs. Following
[AA97] we write the normal form of a generic Z2 × Z2-symmetric system as
x
￿
Ax2 +By2 + γα + δβ
￿
= 0
y
￿
Cx2 +Dy2 + θα + κβ
￿
= 0 (5.5.6.7)
and we define
D0 = γκ− θδ, D1 = γC − θA, D2 = γD − θB, ∆ = AD − BC, (5.5.6.8)
and the nondegeneracy condition
ADγθ∆D1D2 ￿= 0 (5.5.6.9)
We are then told that the secondary bifurcations occur for the same sign of
β if and only if D1D2 > 0. In this case the mixed-mode solutions form a
closed loop, and there is no secondary bifurcation for β of the opposite sign.
Furthermore the two secondary bifurcations occur for opposite signs of β if
and only if D1D2 < 0.
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In this case we have
D1 = −2a4
￿
a22 − a3
￿
, D2 = 2a4
￿
a22 − a3
￿
,
and since D2 = −D1 we have D1D2 = −D21 < 0, and so the secondary
bifurcations occur for opposite signs of β.
We note that all the nondegeneracy conditions are satisfied if a3a4 ￿= 0 and
|a3| ￿= a22.
Diagrams illustrating the solution structure in a neighbourhood of the mode
interaction point are given in Figs. 5.5.6.20 - 5.5.6.22 for the specific choice of
coeﬃcients a2 = 2, a3 = 1, a4 = 1. We first eliminate α from the bifurcation
equations (5.5.6.4) in order to plot y3 against y2, and diagrams showing this
projection for diﬀerent values of β are given in Fig. 5.5.6.20. In each of
the diagrams which constitute Fig. 5.5.6.20 there are y2-mode and y3-mode
solutions which run along each of the co-ordinate axes. We see that for the
particular choice of coeﬃcients we have taken we only observe a secondary
bifurcation from the y2-mode solution to the mixed-mode solution for β < 0,
and we only observe a secondary bifurcation from the y3-mode solution to
the mixed-mode solution for β > 0. This is in agreement with the prediction
made in the analysis above.
Next we eliminate y3 from the bifurcation equations (5.5.6.4) in order to plot
y2 against α, and diagrams showing this projection for diﬀerent values of β
are given in Fig. 5.5.6.21. Similarly we can eliminate y2 from the bifurcation
equations (5.5.6.4) in order to plot y3 against α, and diagrams showing this
projection are given in Fig. 5.5.6.22. In Figs. 5.5.6.21 - 5.5.6.22 the primary
single-mode solutions are shown in blue and the mixed-mode solutions are
shown in red.
c0 = 0 :
In this case the Jacobian becomes
G0Y = diag (−2, 0,−2, 0,−2,−2, 0, 0) .
We observe that this case is degenerate, as the nullspace is larger than ex-
pected. The nullspace in this case is the sum of three irreducible subspaces,
of types (b), (h) and (j) respectively. Before we continue to analyse the bifur-
cations which occur, we digress to show that the degeneracy of the Jacobian
that we have found is not limited to the D4 × Z2 (S2).
In the case of a D6 × Z2 (S2)-symmetric system of equations the matrix Q
appearing in (5.5.5.4) is given by
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
1 1 1 1 1 1√
3
1 1√
3
1
√
3 1
√
3
1 1 −1 −1 0 2√
3
0 2√
3
−2 0 −2 0
1 1 1 1 −1 1√
3
−1 1√
3
1 −√3 1 −√3
1 1 −1 −1 −1 − 1√
3
−1 − 1√
3
1
√
3 1
√
3
1 1 1 1 0 − 2√
3
0 − 2√
3
−2 0 −2 0
1 1 −1 −1 1 − 1√
3
1 − 1√
3
1 −√3 1 −√3
1 −1 1 −1 1 1√
3
−1 − 1√
3
1
√
3 −1 −√3
1 −1 −1 1 0 2√
3
0 − 2√
3
−2 0 2 0
1 −1 1 −1 −1 1√
3
1 − 1√
3
1 −√3 −1 √3
1 −1 −1 1 −1 − 1√
3
1 1√
3
1
√
3 −1 −√3
1 −1 1 −1 0 − 2√
3
0 2√
3
−2 0 2 0
1 −1 −1 1 1 − 1√
3
−1 1√
3
1 −√3 −1 √3

and the Jacobian in the new co-ordinate frame, when evaluated at the origin
and β = 0, is given by
G0Y = diag (−2, 0,−2 (1 + 2c0) , 4c0,− (c0 + 2) ,− (c0 + 2) ,
c0, c0,− (3c0 + 2) ,− (3c0 + 2) , 3c0, 3c0) .
We see now that the nullspace when c0 = 0 is the sum of four irreducible
subspaces, two of which are one-dimensional and two of which are two-
dimensional, and so is also degenerate. Moreover the D6×Z2 (S2)-symmetric
case is “more degenerate” than the D4×Z2 (S2)-symmetric case, as the num-
ber of singular blocks that the Jacobian has at c0 = 0 is greater.
We omit the calculations, but observe that in the case of a D8 × Z2 (S2)-
symmetric system the nullspace of the Jacobian, when evaluated at (Y,α, c) =
(0, 0, 0), is the sum of five irreducible subspaces. We do not continue to ex-
plore the exact nature of the degeneracies at higher order, but suggest that
it is likely that the degeneracy continues to increase as we increase the order
of the symmetry group Dn when n is even.
Returning to the case of D4×Z2 (S2), we consider two separate cases. Firstly
we restrict our attention to Fix(Z2 (S1)). The action of S1 tells us that
y3 = y4 = y6 = y8 = 0, and since y2 and y7 span the nullspace we look to
express y1 and y5 as functions of y2, y7,α and β. We write
y1 = h1 (y2, y7,α, β)
y5 = h5 (y2, y7,α, β) ,
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where h1 (0, 0, 0, 0) = h5 (0, 0, 0, 0) = 0, and the actions of the symmetries
tell us that h1 (y2, y7,α, β) is an even function of both variables, and that
h5 (y2, y7,α, β) is an odd function of both variables. Expanding these func-
tions in a Taylor series about the origin, substituting the resulting expressions
for y1 and y5 into the first and fifth equations of (5.5.6.3) and equating to
zero at each order we find that, to low order, we have
y1 =
a2
2
￿
y22 + y
2
7
￿
y5 = a2y2y7.
Substituting these expressions into the second and seventh equations of (5.5.6.3)
we obtain, to low order, the bifurcation equations￿￿
a22 + a3
￿
y22 + 3
￿
a22 + a3
￿
y27 + a4α
￿
y2 = 0￿
3
￿
a22 + a3
￿
y22 +
￿
a22 + a3
￿
y27 + a4α− 2β
￿
y7 = 0. (5.5.6.10)
These equations are also Z2 × Z2-symmetric, and are of the form studied by
[LI80] and [GS85]. We observe that these solutions admit the trivial solution,
and that we will also have y2-mode, y7-mode, and mixed-mode solutions.
Restricting to Fix(D4) by setting y7 = 0 we obtain the single bifurcation
equation ￿￿
a22 + a3
￿
y22 + a4α
￿
y2 = 0
which, we observe, is the same equation as was obtained earlier at (5.5.6.5),
and so we do not repeat the analysis here. Restricting to Fix(Z2 (S1)× Z2 (R2S2))
by setting y2 = 0 we obtain the single bifurcation equation￿￿
a22 + a3
￿
y27 + a4α− 2β
￿
y7 = 0.
This equation has solutions given by
y7 = 0 and y
2
7 = −
a4α− 2β
a22 + a3
.
The branch of solutions with y7 ￿= 0 bifurcates from the D4-symmetric fixed-
point branch when α = 2a4β in a pitchfork bifurcation. We again see that
the condition for determining whether the bifurcation is supercritical or sub-
critical is the same as that given in a previous case, with the key inequality
being (5.5.3.7).
The mixed-mode solution is found by solving (5.5.6.10) with y2y7 ￿= 0. In
this case the solution is given by
y22 = −
a4α− 3β
4 (a22 + a3)
y27 = −
a4α + β
4 (a22 + a3)
.
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This solution bifurcates from the y2-mode solution branch when α = − βa4 ,
from the y7-mode solution when α =
3
a4
β, and intersects the D4-symmetric
fixed-point solution branch at the mode interaction point. Both of the sec-
ondary bifurcations to mixed-mode solutions are pitchfork bifurcations. Both
of the secondary bifurcations from D4-symmetric period 2 solutions to mixed-
mode solutions are supercritical when (5.5.3.7) holds, and subcritical when
the reverse inequality holds.
Since the bifurcation equations (5.5.6.10) are Z2 × Z2-symmetric, we can
again check to see whether the secondary bifurcations occur for the same or
for diﬀerent values of β. In this case we have
D1 = 2a4
￿
a22 + a3
￿
, D2 = −2a4
￿
a22 + a3
￿
,
and we note first that the nondegeneracy conditions (5.5.6.9) are satisfied if
a4 ￿= 0 and a3 ￿= −a22. Since D2 = −D1 we have D1D2 = −D21 < 0, and so
the secondary bifurcations occur for opposite signs of β.
Diagrams illustrating the solution structure in a neighbourhood of the mode
interaction point are given in Figs. 5.5.6.23 - 5.5.6.25 for the specific choice of
coeﬃcients a2 = 2, a3 = 1, a4 = 1. We first eliminate α from the bifurcation
equations (5.5.6.10) in order to plot y7 against y2, and diagrams showing
this projection for diﬀerent values of β are given in Fig. 5.5.6.23. In each of
the diagrams which constitute Fig. 5.5.6.23 there are y2-mode and y7-mode
solutions which run along each of the co-ordinate axes. We see that for the
particular choice of coeﬃcients we have taken we only observe a secondary
bifurcation from the y2-mode solution to the mixed-mode solution for β > 0,
and we only observe a secondary bifurcation from the y7-mode solution to
the mixed-mode solution for β < 0. This is in agreement with the prediction
made in the analysis above.
Next we eliminate y7 from the bifurcation equations (5.5.6.10) in order to plot
y2 against α, and diagrams showing this projection for diﬀerent values of β
are given in Fig. 5.5.6.24. Similarly we can eliminate y2 from the bifurcation
equations (5.5.6.10) in order to plot y7 against α, and diagrams showing this
projection are given in Fig. 5.5.6.25. In Figs. 5.5.6.24 - 5.5.6.25 the primary
single-mode solutions are shown in blue and the mixed-mode solutions are
shown in red.
We now consider the restriction of the nullspace to Fix(Z2 (RS1)). The action
of RS1 tells us that y5 = −y6 and y7 = −y8, and since y2, y4, y7 and y8 (= −y7)
span the nullspace we look to express y1, y3 and y5 as functions of y2, y4, y7,α
and β. We write
y1 = h1 (y2, y4, y7,α, β)
y3 = h3 (y2, y4, y7,α, β)
y5 = h5 (y2, y4, y7,α, β) ,
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where hi (0, 0, 0, 0) = 0, i = 1, 3, 5. The actions of the symmetries tell us that
h1 (y2, y4, y7,α, β) is an even function of each of the variables, h3 (y2, y4, y7,α, β)
is an odd function of y2 and y4, but an even function of y7, and that
h5 (y2, y4, y7,α, β) is an odd function of y2 and y7, but an even function of y4.
Expanding these functions in a Taylor series about the origin, substituting
the resulting expressions into the first, third, and fifth equations of (5.5.6.3)
and equating to zero at each order we find that, to low order, we have
h1 (y2, y4, y7,α, β) =
a2
2
￿
y22 + y
2
4 + 2y
2
7
￿
h3 (y2, y4, y7,α, β) = a2y2y4
h5 (y2, y4, y7,α, β) = a2y2y7.
Substituting these expressions for y1, y3 and y5 into the second, fourth and
seventh equations of (5.5.6.3) we obtain, to low order, the bifurcation equa-
tions ￿￿
a22 + a3
￿
y22 + 3
￿
a22 + a3
￿
y24 + 6
￿
a22 + a3
￿
y27 + a4α
￿
y2
−6a3y4y27 = 0￿
3
￿
a22 + a3
￿
y22 +
￿
a22 + a3
￿
y24 + 2
￿
a22 + 3a3
￿
y27 + a4α− 4β
￿
y4
−2 ￿2a22 + 3a3￿ y2y27 = 0
(5.5.6.11)￿
3
￿
a22 + a3
￿
y22 +
￿
a22 + 3a3
￿
y24 + 2
￿
a22 + 2a3
￿
y27
−2 ￿2a22 + 3a3￿ y2y4 + a4α− 2β￿ y7 = 0.
We observe that these equations admit the trivial solution, as expected.
When we restrict our attention to Fix(D4) by setting y4 = y7 = 0 we re-
cover the bifurcation equation (5.5.6.5), and so we observe that a branch
of D4-symmetric period two points emerges. When we restrict to the fixed-
point subspace Fix(Z2 (R2)× Z2 (RS1)× Z2 (S1S2)) by setting y2 = y7 = 0
we obtain the single bifurcation equation￿￿
a22 + a3
￿
y24 + a4α− 4β
￿
y4 = 0.
This equation has solutions given by
y4 = 0 and y
2
4 = −
a4α− 4β
a22 + a3
,
and this solution bifurcates from the trivial branch of solutions in a pitchfork
bifurcation when α = 4a4β.
The conditions for determining whether the bifurcation is supercritical or
subcritical are the same as a previous case, and the key inequality is given
by (5.5.3.7).
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Restricting to Fix(Z2 (RS1)× Z2 (R2S2)) by substituting y2 = y4 = 0 we
obtain the single bifurcation equation￿
2
￿
a22 + 2a3
￿
y27 + a4α− 2β
￿
y7 = 0.
This equation has solutions given by
y7 = 0 and y
2
7 = −
a4α− 2β
2 (a22 + 2a3)
.
This solution branch bifurcates from the trivial solution when α = 2a4β in a
pitchfork bifurcation. The bifurcation is supercritical when (5.5.3.7) holds,
and subcritical when the reverse inequality holds.
We observe that there is also a bifurcation from the trivial solution to solu-
tions where y2y4 ￿= 0 but where y7 = 0. Restricting to Fix(Z2 (RS1)× Z2 (R2))
by substituting y7 = 0 into (5.5.6.11) we obtain the bifurcation equations￿￿
a22 + a3
￿
y22 + 3
￿
a22 + a3
￿
y24 + a4α
￿
y2 = 0￿
3
￿
a22 + a3
￿
y22 +
￿
a22 + a3
￿
y24 + a4α− 4β
￿
y4 = 0. (5.5.6.12)
These equations have the mixed-mode solution
y22 = −
a4α− 6β
4 (a22 + a3)
y24 = −
a4α + 2β
4 (a22 + a3)
,
and this solution bifurcates from the y2-mode solution when α = − 2a4β, and
from the y4-mode solution when α =
6
a4
β. Both secondary bifurcations are
pitchfork bifurcations. The conditions for determining whether the bifurca-
tions are supercritical or subcritical are the same as have been observed in
previous cases, and the key inequality is again given by (5.5.3.7). There are
no limit points along this branch of mixed-mode solutions.
We observe that there may also be a tertiary bifurcation from this solution
branch (and a secondary bifurcation from the y7-mode solution branch) to
Z2 (RS1)-symmetric period 2 solutions where y2y4y7 ￿= 0.
Since the bifurcation equations have Z2 × Z2-symmetry they are again of
the form examined in [LI80] and [GSS88]. As in previous cases, we check
whether the secondary bifurcations occur for the same sign, or for diﬀerent
signs of β. In this case we have
D1 = 2a4
￿
a22 + a3
￿
, D2 = −2a4
￿
a22 + a3
￿
,
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and the nondegeneracy conditions (5.5.6.9) are satisfied if a4 ￿= 0 and a3 ￿=
−a22. Since D2 = −D1 we have D1D2 = −D21 < 0, and so the secondary
bifurcations occur for opposite signs of β.
Diagrams illustrating the solution structure in a neighbourhood of the mode
interaction point are given in Figs. 5.5.6.26 - 5.5.6.28 for the specific choice of
coeﬃcients a2 = 2, a3 = 1, a4 = 1. We first eliminate α from the bifurcation
equations (5.5.6.12) in order to plot y4 against y2 in the fixed-point subspace
Fix(Z2 (RS1)× Z2 (R2)), and diagrams showing this projection for diﬀerent
values of β are given in Fig. 5.5.6.26. In each of the diagrams which constitute
Fig. 5.5.6.26 there are y2-mode and y4-mode solutions which run along each of
the co-ordinate axes. We see that for the particular choice of coeﬃcients we
have taken we only observe a secondary bifurcation from the y2-mode solution
to the mixed-mode solution for β > 0, and we only observe a secondary
bifurcation from the y4-mode solution to the mixed-mode solution for β < 0.
This is in agreement with the prediction made in the analysis above.
Next we eliminate y4 from the bifurcation equations (5.5.6.12) in order to plot
y2 against α in the fixed-point subspace Fix(Z2 (RS1)× Z2 (R2)), and dia-
grams showing this projection for diﬀerent values of β are given in Fig. 5.5.6.27.
Similarly we can eliminate y2 from the bifurcation equations (5.5.6.12) in or-
der to plot y4 against α in the fixed-point subspace Fix(Z2 (RS1)× Z2 (R2)),
and diagrams showing this projection are given in Fig. 5.5.6.28. In Figs. 5.5.6.27
- 5.5.6.28 the primary single-mode solutions are shown in blue and the mixed-
mode solutions are shown in red.
c0 = −1 :
We now consider the case when c0 = −1. In this case the Jacobian is given
by
G0Y = diag (−2, 0, 2,−4, 0, 0,−2,−2) ,
and the nullspace corresponds to the irreducible representations of types (b)
and (i). We observe that S1 acts as the identity in both representations, and
the action of S1 tells us that y3 = y4 = y6 = y8 = 0. Since y2, y5 and y6
span the nullspace associated to these irreducible representations, we look to
express y1 and y7 in terms of y2 and y5. We write
y1 = h1 (y2, y5,α, β)
y7 = h7 (y2, y5,α, β) ,
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where h1 (0, 0, 0, 0) = h7 (0, 0, 0, 0) = 0, h1 (y2, y5,α, β) is an even function
of both variables, and h7 (y2, y5,α, β) is an odd function of both variables.
Expanding these functions in a Taylor series about the origin, substituting
the resulting expressions into the first and seventh equations of (5.5.6.3) and
equating to zero at each order we find that, to low order, we have
y1 =
a2
2
￿
y22 + y
2
5
￿
y7 = −a2y2y5.
Substituting these expressions into the second and fifth equations of (5.5.6.3)
and simplifying we obtain, to low order, the bifurcation equations￿￿
a22 + a3
￿
y22 −
￿
a22 − 3a3
￿
y25 + a4α
￿
y2 = 0￿− ￿a22 − 3a3￿ y22 + ￿a22 + a3￿ y25 + a4α− 2β￿ y5 = 0. (5.5.6.13)
We observe that these equations admit the trivial solution, as expected. Re-
stricting to Fix(D4) by substituting y5 = 0 we obtain the bifurcation equation
derived earlier at (5.5.6.5) for the primary y2-mode bifurcation. Restricting
to Fix(Z2 (R2S1)× Z2 (S1)× Z2 (S2)) by setting y2 = 0, we obtain the single
bifurcation equation ￿￿
a22 + a3
￿
y25 + a4α− 2β
￿
y5 = 0. (5.5.6.14)
This equation has solutions given by
y5 = 0 and y
2
5 = −
a4α− 2β
a22 + a3
,
and the branch of solutions with y5 ￿= 0 bifurcates from the trivial solution
when α = 2a4β in a pitchfork bifurcation. The conditions for determining
whether the bifurcation is supercritical or subcritical are the same as in
previous cases, with the key inequality being given by (5.5.3.7).
The mixed-mode solution to (5.5.6.13) is given by
y22 = −
(a22 − a3) a4α− (a22 − 3a3) β
4a3 (a22 − a3)
y25 = −
(a22 − a3) a4α− (a22 + a3) β
4a3 (a22 − a3)
.
This branch of solutions bifurcates from the y2-mode solution when α =
a22+a3
a4(a22−a3)
β and from the branch of y5-mode solutions when α =
a22−3a3
a4(a22−a3)
β.
Both of the secondary bifurcations are pitchfork bifurcations, and both are
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supercritical when a3a4 < 0, and subcritical when the reverse inequality
holds. There are no limit points along this mixed-mode solution branch.
Since the bifurcation equations have Z2×Z2-symmetry they are of the form
examined in [LI80] and [GSS88]. As in previous cases, we check whether the
secondary bifurcations occur for the same sign, or for diﬀerent signs of β. In
this case we have
D1 = −2a4
￿
a22 + a3
￿
, D2 = 2a4
￿
a22 + a3
￿
and the nondegeneracy conditions (5.5.6.9) are satisfied if a3a4 ￿= 0 and
|a3| ￿= a22. Since D2 = −D1 we have D1D2 = −D21 < 0, and so the secondary
bifurcations occur for opposite signs of β.
Diagrams illustrating the solution structure in a neighbourhood of the mode
interaction point are given in Figs. 5.5.6.29 - 5.5.6.31 for the specific choice of
coeﬃcients a2 = 2, a3 = 1, a4 = 1. We first eliminate α from the bifurcation
equations (5.5.6.13) in order to plot y5 against y2, and diagrams showing
this projection for diﬀerent values of β are given in Fig. 5.5.6.29. In each of
the diagrams which constitute Fig. 5.5.6.29 there are y2-mode and y5-mode
solutions which run along each of the co-ordinate axes. We see that for the
particular choice of coeﬃcients we have taken we only observe a secondary
bifurcation from the y2-mode solution to the mixed-mode solution for β < 0,
and we only observe a secondary bifurcation from the y5-mode solution to
the mixed-mode solution for β > 0. This is in agreement with the prediction
made in the analysis above.
Next we eliminate y5 from the bifurcation equations (5.5.6.13) in order to plot
y2 against α, and diagrams showing this projection for diﬀerent values of β
are given in Fig. 5.5.6.30. Similarly we can eliminate y2 from the bifurcation
equations (5.5.6.13) in order to plot y5 against α, and diagrams showing this
projection are given in Fig. 5.5.6.31. In Figs. 5.5.6.30 - 5.5.6.31 the primary
single-mode solutions are shown in blue and the mixed-mode solutions are
shown in red.
We now take the irreducible representation of type (b) and the irreducible
representation of type (i) restricted to Fix(Z2 (RS1)). The action of RS1
tells us that y5 = −y6 and y7 = −y8. Since y2 and y5 span the nullspace
associated to these irreducible representations, we look to express y1, y3, y4
and y7 in terms of y2 and y5. We write
y1 = h1 (y2, y5,α, β)
y3 = h3 (y2, y5,α, β)
y4 = h4 (y2, y5,α, β)
y7 = h7 (y2, y5,α, β) ,
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where hi (0, 0, 0, 0) = 0, i = 1, 3, 4, 7. The symmetries tell us that each of the
functions must be even in y5, except for h7 (y2, y5,α, β), which must be odd
in y5. Furthermore we know that h1 (y2, y5,α, β) and h3 (y2, y5,α, β) must
be even functions of y2, whereas h4 (y2, y5,α, β) and h7 (y2, y5,α, β) must be
odd functions of y2. Expanding these functions in a Taylor series about the
origin, substituting the resulting expressions into the first, third, fourth and
seventh equations of (5.5.6.3) and equating to zero at each order we find that
to quadratic order we have
y1 =
a2
2
￿
y22 + 2y
2
5
￿
y3 = a2y
2
5
y4 = 0
y7 = −a2y2y5.
Substituting these expressions into the second and fifth equations of (5.5.6.3)
we obtain, to low order, the bifurcation equations￿￿
a22 + a3
￿
y22 − 2
￿
a22 − 3a3
￿
y25 + a4α
￿
y2 = 0￿￿
a22 − 3a3
￿
y22 − 4a3y25 − a4α + 2β
￿
y5 = 0. (5.5.6.15)
We observe that these bifurcation equations admit the trivial solution. Fur-
thermore, when we set y5 = 0 we recover the bifurcation equation found
earlier at (5.5.6.5). Restricting to Fix(Z2 (R2)× Z2 (RS1)) by setting y2 = 0
we obtain the single bifurcation equation￿
4a3y
2
5 + a4α− 2β
￿
y5 = 0.
This equation has solutions given by
y5 = 0 and y
2
5 = −
a4α− 2β
4a3
.
The solution with y5 ￿= 0 bifurcates from the trivial solution when α = 2a4β
in a pitchfork bifurcation, and the bifurcation is supercritical when a3a4 < 0,
and subcritical when the reverse inequality holds.
The mixed-mode solution is found by solving the equations (5.5.6.15) with
y2y5 ￿= 0. This solution is given by
y22 =
(a22 − a3) a4α− 2 (a22 − 3a3) β
(a22 − a3) (a22 − 7a3)
y25 =
(a22 − a3) a4α− (a22 + a3) β
(a22 − a3) (a22 − 7a3)
,
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and it bifurcates from the y2-mode solution when α =
(a22+a3)
a4(a22−a3)
β and from
the primary y5-mode solution when α =
2(a22−3a3)
a4(a22−a3)
β. Both of the secondary
bifurcations are pitchfork bifurcations, and both are supercritical when
a4
￿
a22 − 7a3
￿
> 0 (5.5.6.16)
and subcritical when the reverse inequality holds. There are no limit points
along this mixed-mode solution branch.
Since the bifurcation equations have Z2 × Z2-symmetry they are once again
of the form examined in [LI80] and [GSS88]. As in previous cases, we check
whether the secondary bifurcations occur for the same sign, or for diﬀerent
signs of β. In this case we have
D1 = −2a4
￿
a22 − a3
￿
, D2 = 2a4
￿
a22 − a3
￿
,
and the nondegeneracy conditions (5.5.6.9) are satisfied if a3a4 ￿= 0, |a3| ￿= a22,
and 7a3 ￿= a22. Since D2 = −D1 we have D1D2 = −D21 < 0, and so the
secondary bifurcations occur for opposite signs of β.
Diagrams illustrating the solution structure in a neighbourhood of the mode
interaction point are given in Figs. 5.5.6.32 - 5.5.6.34 for the specific choice of
coeﬃcients a2 = 2, a3 = 1, a4 = 1. We first eliminate α from the bifurcation
equations (5.5.6.15) in order to plot y5 against y2, and diagrams showing
this projection for diﬀerent values of β are given in Fig. 5.5.6.32. In each of
the diagrams which constitute Fig. 5.5.6.32 there are y2-mode and y5-mode
solutions which run along each of the co-ordinate axes. We see that for the
particular choice of coeﬃcients we have taken we only observe a secondary
bifurcation from the y2-mode solution to the mixed-mode solution for β < 0,
and we only observe a secondary bifurcation from the y5-mode solution to
the mixed-mode solution for β > 0. This is in agreement with the prediction
made in the analysis above.
Next we eliminate y5 from the bifurcation equations (5.5.6.15) in order to plot
y2 against α, and diagrams showing this projection for diﬀerent values of β
are given in Fig. 5.5.6.33. Similarly we can eliminate y2 from the bifurcation
equations (5.5.6.15) in order to plot y5 against α, and diagrams showing this
projection are given in Fig. 5.5.6.34. In Figs. 5.5.6.33 - 5.5.6.34 the primary
single-mode solutions are shown in blue and the mixed-mode solutions are
shown in red.
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5.7 The Cubic Logistic Map
We now consider the cubic logistic map, given by
g (x˜,λ) = λx˜
￿
1− x˜2￿ .
We have assumed throughout our working that that the function f (x,α)
admits the trivial solution, and that the period-doubling bifurcation occurs
at α = 0. Before the first period-doubling bifurcation, however, the cubic
logistic map (restricted to nonnegative initial values) has a branch of fixed-
point solutions given by x˜ =
￿
λ−1
λ , and the first period-doubling bifurcation
occurs at (x˜,λ) =
￿
1√
2
, 2
￿
. To satisfy these conditions, we make the change
of co-ordinates
x = x˜−
￿
λ− 1
λ
α = λ− 2 (5.5.7.1)
to obtain, to low order the function
f (x,α) = g
￿
x+
￿
λ−1
λ ,α + 2
￿
= x
￿
−1− 3√2x− 2x2 − 2α
￿
.
Comparing this function with the Taylor expansion in (5.5.6.1), we see that
we have the coeﬃcients
a1 = −1, a2 = −3
√
2,
a3 = −2, a4 = −2, (5.5.7.2)
and we note that this is the case when c0 = −1.
Substituting these values into (5.5.6.13) and simplifying we obtain the bifur-
cation equations ￿
8y22 − 12y25 − α
￿
y2 = 0￿
12y22 − 18y25 + α + β
￿
y5 = 0,
and substituting the values (5.5.7.2) into the analysis which follows these
bifurcation equations we find that the y2-mode solution to the bifurcation
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equations is given by
y1 = − 3
8
√
2
α
y22 =
1
8
α
yi = 0, i = 3, . . . , 8,
the y5-mode solution is given by
y1 = −3 (α + β)
8
√
2
y25 =
α + β
8
yi = 0, i = 2, . . . , 6, 8,
and the mixed-mode solution is given by
y1 =
3 (2α + β)
4
√
2
y22 = −
5α + 3β
20
y25 = −
(5α + 2β)
20
y27 =
9 (5α + 3β) (5α + 2β)
200
Using the inverses of the changes of coordinates (5.5.5.4) and (5.5.7.1) we
can write the y2-mode solution as
xi =
1√
2
± 1
2
√
2
√
α− 1
8
√
2
α, i = 1, . . . , 4
xi =
1√
2
∓ 1
2
√
2
√
α− 1
8
√
2
α, i = 5, . . . , 8,
which we observe agrees with the solution (4.4.3.8) we found earlier. Rewrit-
ing the y5-mode solution in the same way we obtain
x1 = x4 = x5 = x8 =
1√
2
±
√
α + β
2
√
2
− 1
8
√
2
α− 3
8
√
2
β
x2 = x3 = x6 = x7 =
1√
2
∓
√
α + β
2
√
2
− 1
8
√
2
α− 3
8
√
2
β,
which we observe agrees with the solution (4.4.3.7) we found earlier.
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Rewriting the mixed-mode solution we obtain
x1 = x4 =
1√
2
+
ε1
2
√
5
￿
− (5α + 3β) + ε2
2
√
5
￿
− (5α + 2β)
+
3ε1ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β
x2 = x3 =
1√
2
+
ε1
2
√
5
￿
− (5α + 3β)− ε2
2
√
5
￿
− (5α + 2β)
− 3ε1ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β
x5 = x8 =
1√
2
− ε1
2
√
5
￿
− (5α + 3β) + ε2
2
√
5
￿
− (5α + 2β)
− 3ε1ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β
x6 = x7 =
1√
2
− ε1
2
√
5
￿
− (5α + 3β)− ε2
2
√
5
￿
− (5α + 2β)
+
3ε1ε2
10
√
2
￿
(5α + 3β) (5α + 2β) +
7
4
√
2
α +
3
4
√
2
β,
which agrees with the solution found earlier at (4.4.3.9).
5.8 A Note on Stability
The question of stability in regard to bifurcating systems of maps with sym-
metry has been discussed in depth in a number of standard texts, including
[GS85, GSS88, Kuz04] for example. It is shown in [CG88a] that the theory
presented in [GS85, GSS88] applies equally well to systems of discrete maps,
such as those we consider.
We observe, however, that the analysis of this chapter has largely been carried
out on systems of static equations. In particular, in order to express the
period-doubling bifurcation in the setting of a symmetry-breaking bifurcation
we have considered systems of equations of the general form￿
F (X)− Y
F (Y )−X
￿
= 0, (5.5.8.1)
where Y = F (X). The Jacobian matrix of (5.5.8.1) has the form￿
J −I
−I J
￿
= 0,
and the eigenvalues of this matrix are σi±1, where σi are the eigenvalues of J .
An eigenvalue equal to zero in this case implies that J has an eigenvalue at +1
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(which corresponds to a limit point of the dynamic system) or an eigenvalue
at -1 (corresponding to a period-doubling bifurcation of the dynamic system).
Since the eigenvalues of the static system determine the eigenvalues of the
dynamic system in this way the standard theory of [GSS88] can be applied,
and we refer the reader to this standard text for stability results.
5.9 A Note on the Application of the Theory
to ODEs
The material we have presented in Chapters 4 - 5 has been firmly grounded
in the setting of discrete maps. One might ask how this work relates to the
setting of a system of coupled ODEs with the same symmetry. In the case of
a system of autonomous ODEs, one can simply take an appropriate Poincare´
section and examine the dynamics there in order to recover a discrete map
which inherits the symmetry of the underlying system. In this way, one
reduces the problem to the setting of a system of coupled maps as has been
studied in the previous two chapters.
In the case of a periodically-forced non-autonomous system of ODEs we can
perform a similar reduction by sampling the dynamics with the same period
as the forcing. In this way we again recover a system of discrete maps which
inherits the symmetry of the underlying system of ODEs to which we can
apply the material we have presented in Chapters 4 - 5.
5.10 Summary
In this lengthy chapter we have examined systems of three and four coupled
maps with dihedral symmetry, and where the individual maps exhibit both
a symmetry-breaking bifurcation a period-doubling bifurcation. We have
shown how to examine the mode interaction between these two bifurcations
by rewriting the system of n coupled dynamic maps as a system of 2n static
equations with Dn × Z2 symmetry.
In the case of three and four coupled maps we have determined the appropri-
ate system of static equations, performed co-ordinate changes to bring the
Jacobian matrix of this new system into (block) diagonal form, determined
the bifurcations we expect to occur (and related these to irreducible represen-
tations of the appropriate symmetry group), examined the mode interactions
which arise by providing and analysing bifurcation equations for each case,
and illustrated this analysis by drawing bifurcation diagrams where appro-
priate.
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The results of this chapter did not prescribe the dynamics of the individual
maps (in contrast to Chapter 4, where the quadratic and cubic logistic maps
were used). In order to show consistency between the results of this chapter
and the results presented in Chapter 4, we applied the results of this chapter
to the particular examples of the quadratic and cubic logistic maps, and
verified that the results given in Chapter 4 were reproduced.
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Chapter 6
Eigenvalue Paths Through
Supercritical, Subcritical and
Alternating Period-Doubling
Cascades
6.1 Introduction
In this chapter we will review some features of supercritical and subcriti-
cal period-doubling cascades, and introduce the concept of an alternating
period-doubling cascade. Although the concept of a period-doubling cascade
has been known in the literature for many years, we do not believe that an
analysis of the paths of eigenvalues through such cascades which are gener-
ated by two-dimensional maps has been carried out.
The main results of this chapter will be a classification (by behaviour of eigen-
values) of the possible diﬀerent supercritical and subcritical period-doubling
cascades which can occur in two dimensional maps, the introduction and
definition of a new type of period doubling cascade called an alternating
period-doubling cascade, a classification of the possible types of alternating
period-doubling cascades which can arise in two dimensional maps, and a
brief phase plane analysis of an example of a system of equations which ex-
hibits an alternating period-doubling cascade. We believe that none of these
topics exists in the current body of literature.
Period-doubling cascades have been widely studied, in both one [May76] and
higher [DCLM05, LM08] dimensions. In previous sections we have used the
logistic map as an example of a one-dimensional, one-parameter map which
exhibits a period-doubling cascade as the parameter is varied. Each of the
individual period-doubling bifurcations throughout this cascade is supercrit-
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ical, and similar examples exist where as the parameter is varied we observe
a subcritical period-doubling cascade.
We shall investigate whether it is possible to generate a period-doubling
cascade where the individual period-doubling bifurcations are not either all
supercritical or all subcritical. In particular we ask whether it is possible
to find a period-doubling cascade where no two consecutive period-doubling
bifurcations have the same criticality, so that if the period doubling bifurca-
tion of period 2n is super- (sub-)critical then the period 2n+1 period-doubling
bifurcation must be sub- (super-)critical for all integers n ≥ 0. Motivated by
this description, we give the following definition:
Definition 6.1. We say that a period-doubling cascade is an alternating
period-doubling cascade if no two consecutive period-doubling bifurcations
have the same criticality, i.e. between every two supercritical period-doubling
bifurcations we find a subcritical period-doubling bifurcation, and vice-versa.
The state space of a system of equations which exhibits an alternating period-
doubling cascade must be (at least) two-dimensional. One possible mecha-
nism for generating such a system of equations is to adapt the concept of a
mode interaction cascade, as studied by Mir [Mir07].
Definition 6.2. Consider a system of equations which, as a parameter is
varied, generates a period-doubling cascade. It is possible that as a second
system parameter is varied a path of symmetry-breaking bifurcations can
be made to coincide with the first period-doubling bifurcation, resulting in
a mode interaction. If the secondary symmetry-breaking bifurcation which
emerges from this mode interaction forms the primary symmetry-breaking
bifurcation in a mode interaction with the next period-doubling bifurcation
in the cascade, and this process continues throughout the entire cascade,
then we name the resulting structure a mode interaction cascade.
Mir considered a two-dimensional, two parameter system of equations where
varying the first parameter generated a period-doubling cascade, and the
second parameter controlled the location of a Z2 symmetry-breaking bifurca-
tion point. By varying both parameters simultaneously a mode interaction
between the two bifurcation points was obtained. It was shown that it is po-
sisible that after the mode interaction occurs a secondary symmetry-breaking
bifurcation moves along the branch of solutions of greater period and is in-
volved in a mode interaction with the next period-doubling bifurcation in the
cascade. If this behaviour continues throughout the entire period-doubling
cascade we have a cascade of mode interactions.
Langford and Iooss [LI80] have examined Z2 × Z2-symmetric mode interac-
tions, and provided a classification of the local structure of solutions before
and after the mode interaction. Mir [Mir07] used this work and showed that
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there are eight qualitatively distinct parameter scenarios which admit the
possibility that a mode interaction cascade can occur.
Following the terminology of [Mir07], we say that a mode interaction cascade
has Period n (noting capitalisation) if n is the smallest number such that
every nth mode interaction is of the same type from the classification given
in [Mir07]. One interesting example of a Period 2 mode interaction cascade
mentioned in [Mir07] is the “(3,5)” mode interaction cascade, where the
numbers in the name simply refer to cases from within the classification of
Z2 × Z2 mode interactions presented in [Mir07], and indicate that a type
5 mode-interaction follows each type 3 mode interaction, and vice versa.
Although Mir did not provide a system of equations which exhibits such a
mode interaction cascade, he was able to describe some of the geometrical
structure which would be associated to such a cascade. In particular, it
is highlighted that the primary symmetry-breaking bifurcation of a type 3
mode interaction is supercritical, whereas the secondary symmetry-breaking
bifurcation is subcritical. In the case of a type 5 mode interaction, the
criticality of each of the symmetry breaking bifurcations is reversed, and we
are lead to wonder whether it may be possible to generate an alternating
period-doubling cascade by adapting a (3,5) mode-interaction cascade.
We note that with respect to the references to “type 3” and “type 5”, the
previous paragraph is entirely self-contained, and that any future references
to “type 3” or “type 5” mode interactions which occur in this thesis are
entirely independent of the work presented in [Mir07].
6.2 Eigenvalue Locations Through Alternat-
ing Period-Doubling Cascades
We now investigate some of the properties that an alternating period-doubling
cascade must have, if such a structure exists. We consider the system of equa-
tions
xn+1 = f (xn, yn,λ)
yn+1 = g (xn, yn,λ) , (6.6.2.1)
which we write more concisely as
Xn+1 = F (Xn,λ) ,
and assume that it exhibits an alternating period-doubling cascade as we vary
λ. By investigating how the eigenvalues of the Jacobian matrix of (6.6.2.1)
behave, we can determine the possible stability of each branch throughout
such a cascade.
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Figure 6.6.2.1: Schematic diagram of a section of an alternating period-
doubling cascade.
We aim to describe all possible qualitatively diﬀerent alternating period-
doubling cascades which it is possible to observe in a two-dimensional sys-
tem of equations with one parameter. We shall restrict our attention to
the case where the qualitative behaviour of the eigenvalues is repeated after
every second period-doubling bifurcation, so that the behaviour of solution
branches in a neighbourhood of the period 2n period-doubling bifurcation
point is qualitatively the same as the behaviour of solution branches in a
neighbourhood of the period 2n+2 period-doubling bifurcation point.
Using the above restriction it is suﬃcient for our purposes to follow the paths
of the multipliers through a generic section of the alternating period-doubling
cascade which includes two period-doubling bifurcation points. Such a sec-
tion of the cascade is shown in Fig. 6.6.2.1, with numerical labels which will
be of use later.
We will take all possible diﬀerent configurations of eigenvalues at point 1 of
Fig. 6.6.2.1 in turn, and consider the paths of the multipliers as we move
through the alternating period-doubling cascade to point 9. We shall refer to
diﬀerent points along this section of the cascade by referring to the numerical
labels given in Fig. 6.6.2.1. We wish to know under what conditions the
location of the eigenvalues are qualitatively the same at points 1 and 9.
We assume that all of the period-doubling bifurcations throughout the cas-
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cade are caused by a simple eigenvalue crossing the unit circle. The following
basic facts greatly restrict the possible paths of the multipliers as we progress
through the cascade:
a. An eigenvalue must cross the unit circle at -1 at a period doubling
bifurcation point.
b. Two real eigenvalues cannot become a complex conjugate pair unless
they first become equal.
c. If a supercritical period-doubling bifurcation occurs along a branch of
period 2n solutions at λ = λn then the number of stable eigenvalues
on the period 2n solution branch at λ = λn − ε will be the same as
the number of stable eigenvalues on the period 2n+1 solution branch
at λ = λn + ε for 0 < ε ￿ 1. A similar property holds in the case of
subcritcal period-doubling bifurcations.
d. At a period-doubling bifurcation point the eigenvalues on the solution
branch of greater period are the squares of the eigenvalues on the branch
of solutions of lesser period.
We shall justify the last of the above assertions in the particular case of
the period-doubling bifurcation along the fixed-point branch of solutions. A
similar argument applies to period-doubling bifurcations along branches of
solutions of greater period.
Let (X0,λ0) = (x0, y0,λ0) be the period-doubling bifurcation point along
the fixed-point branch of the system of equations (6.6.2.1). Assume that for
λ = λ0 + ε, 0 < ε￿ 1 a period 2 cycle exists, and we label the two points of
the cycle X1 = (x1, y1) and X2 = (x2, y2).
The stability of the bifurcation point is determined by the eigenvalues of the
Jacobian matrix J , where
J (x0, y0,λ0) =
￿
fx (x0, y0,λ0) fy (x0, y0,λ0)
gx (x0, y0,λ0) gy (x0, y0,λ0)
￿
.
The second iterate of F (X,λ) is given by
xn+2 = f (f (xn, yn,λ) , g (xn, yn,λ) ,λ)
yn+2 = g (f (xn, yn,λ) , g (xn, yn,λ) ,λ) , (6.6.2.2)
and the chain rule gives the Jacobian of (6.6.2.2) as the matrix product
J2 (x1, y1,λ) =
￿
fx (x2, y2,λ) fy (x2, y2,λ)
gx (x2, y2,λ) gy (x2, y2,λ)
￿￿
fx (x1, y1,λ) fy (x1, y1,λ)
gx (x1, y1,λ) gy (x1, y1,λ)
￿
.
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At the period-doubling bifurcation point we have X2 = X1 = X0, and so the
Jacobian J2 (x0, y0,λ0) simplifies to
J2 (x0, y0,λ0) =
￿
fx (x0, y0,λ0) fy (x0, y0,λ0)
gx (x0, y0,λ0) gy (x0, y0,λ0)
￿2
= J2 (x0, y0,λ0) ,
and so atX0 the eigenvalues of J2 (x0, y0,λ0) are the squares of the eigenvalues
of J (x0, y0,λ0).
In this chapter we provide a series of diagrams showing the location of
the eigenvalues as we progress through a section of the alternating period-
doubling cascade. Each figure shows the location of the eigenvalues relative
to the unit circle. Where the diagram refers to a location on the cascade
which coincides with a point labelled on Fig. 6.6.2.1, the point number is
given. Where no number is given the eigenvalues are shown between two
points which are labelled on Fig. 6.6.2.1.
We will refer to eigenvalue configurations using the shorthand SS, SUL,
SUR, and ULUR as appropriate, where S indicates the presence of a stable
eigenvalue, UL indicates the presence of a real unstable eigenvalue which
lies to the left of the unit circle, and UR similarly denotes that one of the
eigenvalues is real, unstable, and lies to the right of the unit circle.
We assume, without loss of generality, that the section of the cascade we
consider contains branches of solutions of periods 1 - 4. We also assume that
point 1 is close enough to point 2 that no eigenvalues cross the unit circle
between these two points.
We first show that an alternating period-doubling cascade cannot occur in a
one-dimensional map:
Proposition 6.3. An alternating period-doubling cascade cannot be gener-
ated by a one-dimensional map.
Proof. At each point along solution branches of a one-dimensional map there
is a single multiplier. Before the first period-doubling bifurcation (at point 3
of Fig. 6.6.2.1) this multiplier can either be inside or outside the unit circle,
and in the latter case it may be to the right or to the left of it. If the multiplier
lies to the right of the unit circle then a period-doubling bifurcation cannot
take without the multiplier first passing through +1, causing a limit point
to occur, and breaking the structure shown in Fig. 6.6.2.1. If the multiplier
lies to the left of the unit circle at point 3 then it moves through -1 at point
2 and lies inside the unit circle at point 1. As described earlier, this means
that the multiplier at point 4 will also lie inside the unit circle, and this
multiplier will move through -1 at the period-doubling bifurcation at point
5. The multiplier will lie to the left of the unit circle at point 6, and so will
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lie to the right of the unit circle at point 7. As in the previous case there is
now no way for the eigenvalue to pass through -1 at the next period-doubling
bifurcation point (at point 8 on Fig. 6.6.2.1) without first passing through
+1, causing a limit point to occur and thus breaking the structure of the
alternating period-doubling cascade. Finally, if the multiplier lies inside the
unit circle at point 3, then it passes through -1 at point 2, and lies to the left
of the unit circle at point 1. This in turn means that the multiplier at point
4 lies to the right of the unit circle, and we repeat the argument above. In all
three cases we have shown that the multiplier must eventually come to lie to
the right of the unit circle, and this is suﬃcient to show that no alternating
period-doubling cascade can occur in a one-dimensional map. Bifurcation
diagrams showing the location of the multiplier along solution branches up
until the multiplier comes to lie to the right of the unit circle in each of these
three cases are given in Fig. 6.6.2.2
We shall begin by describing how to interpret Fig. 6.6.2.3. Fig. 6.6.2.3 shows
both eigenvalues inside the unit circle at point 1. Since we assume that no
eigenvalues cross the unit circle between points 1 and 2, we discount the
possibility that a Neimark-Sacker bifurcation occurs before point 2. As we
approach point 2 one of the eigenvalues moves towards -1 along the real axis,
and then crosses the unit circle as we go through point 2. As we continue
towards point 3 the eigenvalue which passed through -1 at point 2 continues to
move to the left, and we have one stable and one unstable eigenvalue along
this section of the fixed-point solution branch. Further bifurcations may
occur as we move further away from point 2 along this branch, however we
are only interested in the behaviour of the eigenvalues in a neighbourhood of
the period-doubling bifurcation points, and so we neglect any such behaviour.
Since the eigenvalues on the period 2 branch at point 2 are the squares of
those on the fixed-point branch at that point, the eigenvalue which is at
−1 “flips” to +1 as we move onto the period 2 branch. Fig. 6.6.2.3 reflects
this by showing point 2 with its “squared” eigenvalues directly below the
corresponding picture for the fixed-point branch (and the same convention
is applied every time we move to a branch of higher period). The direction
in which this eigenvalue moves as we move along the branch toward point 4
is, by observation (c) above, determined by the location of the eigenvalues at
point 1. In this case we conclude that the eigenvalue must move to the left.
It is possible that a Neimark-Sacker bifurcation occurs between points 2 and
5. We continue along Fig. 6.6.2.3 assuming that it does not, and we shall
return to address the other possibility afterwards. An eigenvalue must pass
through -1 as we pass through point 5, and we square the eigenvalues as
we move onto the branch of period 4 solutions at this point. We note that
as we move away from point 5 along the branch of period 4 solutions the
eigenvalue which sits at +1 at point 5 moves to the right. No Neimark-Sacker
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(a) Multiplier Lies to the Right of the Unit Circle
at Point 3 of Fig. 6.6.2.1.
||x||
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(b) Multiplier Lies to the Left of the Unit Circle
at Point 3 of Fig. 6.6.2.1.
||x||
λ
UL
S
UR
(c) Multiplier Lies to the Left of the Unit Circle
at Point 3 of Fig. 6.6.2.1.
Figure 6.6.2.2: Bifurcation diagrams showing that no one-dimensional alter-
nating period-doubling cascades exist.
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bifurcation is possible now, so we proceed to point 9, where we observe that
the eigenvalues have not returned to their original configuration. Since we
are only interested in alternating period-doubling cascades which repeat after
two period-doubling bifurcations, this sequence of eigenvalue movements is
not of interest to us.
We now return to the possibility that a Neimark-Sacker bifurcation takes
place between points 2 and 5. Fig. 6.6.2.4 shows the movement of the eigen-
values in this case, beginning at point 4 since we assume that the paths of
the eigenvalues up until this point are identical to those shown in Fig. 6.6.2.3.
After the Neimark-Sacker bifurcation the eigenvalues cannot recollide to the
right of the unit circle as we require an eigenvalue to cross -1 at point 5, and
so we conclude that the eigenvalues collide to the left of the unit circle. We
continue through the cascade and again note that the eigenvalues are not
quantitatively the same at point 9 as they were at point 1. Since no other
paths through the cascade are possible with an initial eigenvalue configura-
tion of SS, we conclude that no alternating period-doubling cascade exists
with two stable eigenvalues at point 1.
We have carried out a similar analysis for all other possible eigenvalue config-
urations at point 1, and figures showing the possible paths of the eigenvalues
through the alternating period-doubling cascade shown in Fig. 6.6.2.1 are
given for each case. Figs. 6.6.2.5 to 6.6.2.7 show the case where one eigen-
value is stable and the other is to the left of the unit circle at point 1.
There are two distinct cases illustrated in Figs. 6.6.2.5 to 6.6.2.7. Firstly, the
eigenvalues may follow the description given in Fig. 6.6.2.5 until they become
complex. Since the movements of the eigenvalues must be qualitatively the
same going from point 1 to point 3 as they are going from point 9 to point 7,
in this case the eigenvalues move as described by Fig. 6.6.2.7a until point 9.
The second possibility is that the movement of the eigenvalues is described by
Fig. 6.6.2.6 until the eigenvalues become complex, and then by Fig. 6.6.2.7b.
Both possibilities show a section of the period-doubling cascade where the
eigenvalues are qualitatively the same at points 1 and 9.
Figs. 6.6.2.8 - 6.6.2.9 show two cases where we can recover the original stabil-
ity type once we reach point 9, but not the original eigenvalue configuration.
A further two cases of such behaviour are shown in Figs. 6.6.2.10 - 6.6.2.12.
Figs. 6.6.2.13 - 6.6.2.15 show two cases in which we recover the initial eigen-
value configuration at point 9. Comparing these figures with Figs. 6.6.2.5 -
6.6.2.7, we see that we have obtained the same alternating period-doubling
cascade, but “shifted” one period-doubling bifurcation further down the cas-
cade.
Finally we mention that no diagrams are provided for the case where both
eigenvalues are initially real, unstable, and to the right of the unit circle. In
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this case we cannot have a period doubling bifurcation without first either
having an eigenvalue cross the unit circle at +1, giving a limit point, or both
eigenvalues becoming complex. The former case contradicts our assumption
that the first bifurcation is a period-doubling bifurcation. In the latter case,
since we assume that no Neimark-Sacker bifurcation takes place before point
2, we simply begin the analysis when the eigenvalues become real again to
the left of the unit circle.
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URUR
ULUL
URUR
SUL
SUR
ULUR
ULULSUL
SUR
Alternating period-doubling cascade
with no Neimark-Sacker bifurcations
present.
URUR
×
SS
URUR
SUL
SUR
ULUR
SSSUL
SUR
×
Alternating period-doubling cascade
with Neimark-Sacker bifurcation
present.
Figure 6.6.2.16: Two possible alternating period-doubling cascades.
Table 6.6.2.1 shows the possible eigenvalue configurations at point 9 for each
diﬀerent initial eigenvalue configuration. We note that at point 9 we will
have either the configuration SUL or the configuration ULUR regardless of
the initial configuration.
Stability at Point 9
SS SUL SUR ULUL ULUR
S
ta
b
il
it
y
at
P
oi
nt
1
SS × × × × ￿
SUL × ￿ × × ×
SUR × ￿ × × ×
ULUL × × × × ￿
ULUR × × × × ￿
Table 6.6.2.1: Possible branch stabilities for alternating period-doubling cas-
cades.
Figs. 6.6.2.3 - 6.6.2.15 and Table 6.6.2.1 show that there are only two diﬀer-
ent possible alternating period-doubling cascades, and that they are related.
Both cascades (shown in Figs. 6.6.2.5 - 6.6.2.6 and also in Figs. 6.6.2.13 -
6.6.2.15) have one stable eigenvalue and one real, unstable eigenvalue to the
left of the unit circle at point 1 (or at point 6, depending on where in the
cascade we begin our analysis). A significant qualitative diﬀerence between
the two cascades is whether or not any section of the alternating period-
doubling cascade is stable. In particular, in the alternating period-doubling
cascade where we observe Neimark-Sacker bifurcations along every branch of
solutions through the cascade, we will have an infinite number of branches
of (possibly nested) solutions which are stable, whereas there are no stable
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solutions throughout the alternating period-doubling cascade where we see
no Neimark-Sacker bifurcations. Motivated by this observation, we provide
the following definitions:
Definition 6.4. We say that an alternating period-doubling cascade is a
type 1 alternating period-doubling cascade if no Neimark-Sacker bifurcations
are present throughout the cascade.
Definition 6.5. We say that an alternating period-doubling cascade is a
type 2 alternating period-doubling cascade if Neimark-Sacker bifurcations are
present along every second branch of solutions throughout the cascade.
Finally, we observe that in each of the cases illustrated in Figs. 6.6.2.3 -
6.6.2.15 requires a multiplier to pass through the origin at some point along
the section of the alternating period-doubling cascade we are considering.
This behaviour is unique to systems of equations with two multipliers, since
in each case the introduction of a third multiplier would enable the multiplier
which passes through zero to become one part of a complex-conjugate pair
of multipliers which moves around the origin in the complex plane.
6.3 Example: An Alternating Period-Doubling
Cascade
We have found a system of equations which, at least to low period, exhibits
an alternating period-doubling cascade. We will now briefly investigate the
properties of this example, in order to motivate and guide our further analysis
of alternating period-doubling cascades. The system of equations we consider
is
xn+1 = λxn (1− xn)− y2n (0.5 + 1.6xn)
yn+1 = yn (λ− 3.21 + xn) . (6.6.3.1)
This example has been generated from a mode interaction cascade of Period
2. Specifically we found an example of a mode interaction cascade of type
(3,5) [Mir07] where the “tuning” parameter had an accumulation point, and
then fixed the value of the second parameter at 3.21, which is greater than
this accumulation point. This gives a one-parameter system of equations
which displays an alternating period-doubling cascade as λ is varied.
In the invariant subspace defined by y = 0 the dynamics are given by the
logistic map, and as we increase λ we observe the standard logistic period-
doubling cascade in this invariant subspace. In the full two-dimensional phase
space an alternating period-doubling cascade occurs.
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Figure 6.6.3.17: The first two bifurcations of the period-doubling cascade,
where blue indicates stable solutions and red indicates unstable solutions.
We used AUTO to continue the low period solution branches of (6.6.3.1).
Before the first period-doubling bifurcation of the system (6.6.3.1) one mul-
tiplier is stable and the other is unstable and to the left of the unit circle.
The solutions found by AUTO confirm that the eigenvalues initially move
as predicted by Fig. 6.6.2.6. The eigenvalues then move away from the real
axis, and a Neimark-Sacker bifurcation occurs. The eigenvalues coalesce to
the right of the imaginary axis, and Fig. 6.6.2.7b describes the motion of the
eigenvalues until point 9. Fig. 6.6.3.17 shows λ plotted against x for a selec-
tion of solution branches through the first two bifurcations of the cascade.
Stable solutions are shown in blue, unstable solutions are shown in red, and
Neimark-Sacker bifurcation points are shown by black crosses.
We have used AUTO and MAPLE to obtain accurate estimates for the pa-
rameter values at which the period-doubling bifurcations occur. After ex-
tracting an initial set of estimates from the AUTO data files we used MAPLE
to perform a numerical Newton iteration scheme which estimated the state
variables of the appropriate period n cycle to a higher level of accuracy.
These new values were then used to calculate the multipliers of the appropri-
ate iterate of the system (6.6.3.1). Table 6.6.3.2 lists the parameter values at
which the lowest-period period-doubling bifurcations of the cascade occur.
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n λ
1 3.57132923954674 . . .
2 3.58945574708721 . . .
3 3.58641592148196 . . .
4 3.58669602056006 . . .
5 3.58666973771917 . . .
6 3.58667404290475 . . .
7 3.586673971 . . .
Table 6.6.3.2: Parameter values at which period 2n branches of solutions first
appear.
The parameter values at which we observe period-doubling bifurcation points
appears to be converging. An interesting question is whether this sequence
of parameter values will display any universal properties, as in the one-
dimensional case. We will investigate this possibility in a later section.
We have also investigated the dynamical behaviour of (6.6.3.1) using DSTOOL,
and made plots of interesting features of phase space using MATLAB. The
phase space diagrams show positive values of x and y only, but due to the
reflectional symmetry of our system of equations the same dynamics occur
for y < 0.
Fig. 6.6.3.18 shows a plot of x against y when λ = 3.51. We recall that in the
invariant subspace defined by x ∈ [0, 1], y = 0 the system (6.6.3.1) simplifies
to the logistic map. The origin is clearly a fixed point, and for this value of λ
the logistic map also has a stable period 4 orbit, as well as an unstable period
2 orbit and a nontrivial fixed point. With the exception of periodic orbits, all
initial conditions in the invariant subspace converge under iteration to the
period 4 orbit.
The only periodic orbit away from the invariant subspace is a saddle fixed
point. This point is shown in Fig. 6.6.3.18 as a green “+”. The unstable
manifold of the saddle is shown in red, and we see that points on the unstable
manifold iterate towards the invariant subspace.
In the remaining diagrams we denote stable periodic orbits by blue squares,
unstable periodic orbit points with real eigenvalues are shown by red crosses,
unstable periodic orbit points with complex eigenvalues are shown by red
asterisks, and saddle points are shown by black “+” signs.
Fig 6.6.3.19 shows the phase portrait when λ = 3.58, slightly less than the
value at which we observe the second period-doubling point for the dynamics
away from the invariant subspace. We note that λ = 3.58 is beyond the
accumulation point λ∞ = 3.569945672 . . . of the logistic map, and so we
expect chaotic behaviour in the invariant subspace where y = 0.
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Figure 6.6.3.18: The unstable manifold of a saddle fixed-point for λ = 3.51.
The fixed point with y ￿= 0 is now stable, and as predicted by Fig. 6.6.2.6
the period 2 orbit away from the invariant subspace is a saddle. Fig. 6.6.3.19
shows approximations to the stable and unstable manifolds of the period 2
saddle points away from the invariant subspace in blue and red respectively.
These paths are shown to the maximum extent of continuation which we
have been able to achieve.
Fig. 6.6.3.19 suggests that the unstable manifolds of the saddle points away
from the invariant subspace intersect the line y = 0 at the period 2 orbit
with y = 0. It also suggests that the stable manifolds of the saddle points in-
tersect the invariant subspace at the fixed point
￿
λ−1
λ , 0
￿
= (0.720670391, 0).
We conjecture that this is the case, and empirical evidence supports this
assumption - using DSTOOL1 we have been able to analyse the phase por-
trait close to the fixed point at
￿
λ−1
λ , 0
￿
= (0.72137, 0), and estimate their
position of the stable manifolds of the period 2 saddles by comparing the
evolution of a number of nearby points under forward iteration. Although it
1Including “Global Manifold Computation and Visualisation for Maps (Version 2)” by
Hinke Osinga and James England
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Figure 6.6.3.19: The stable and unstable manifold of period 2 saddles for
λ = 3.58. Red and blue lines show unstable and stable manifolds as continued
by DSTOOL, as far as we were able to continue them in that program. Green
lines show our conjecture for the continued behaviour of the manifolds, using
a “brute force” approach and comparing the forward iteration of a selection
of points in the appropriate region of the phase portrait.
has not been possible to generate diagrams to illustrate this “brute force” ap-
proach, we have marked our estimation for the location of these manifolds on
Fig. 6.6.3.19 with a dashed green line. We emphasise that the points marked
in green are our conjecture, and not a stated result.
We also acknowledge that there is much structure to the phase portrait shown
in Fig. 6.6.3.19 which we have not described. In particular, we note that we
do not know what happens to the “outer” sections of the stable manifolds of
the period 2 saddles. Also, we observe that in the invariant subspace defined
by {(x, y) | x ∈ [0, 1] , y = 0} we observe chaotic dynamics, and that for every
n ≥ 0 there is an unstable period 2n orbit. (At least some of) these orbits are
saddles, and we conjecture that the unstable manifold for each of them lies
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Figure 6.6.3.20: The stable and unstable manifold of period 2 saddles for
λ = 3.589.
in the invariant subspace. We also conjecture (based on exploration of the
phase portrait in DSTOOL) that the stable manifold for each of these saddle
points is roughly perpendicular to the invariant subspace. We feel it would
be interesting and informative to examine what happens to these manifolds,
although we do not do so here.
Further evidence to suggest that the stable manifolds of the period 2 saddles
away from the invariant subspace intersect the invariant subspace in the way
described above is provided by Fig. 6.6.3.20, which shows the phase plane
when λ = 3.589. This is within the parameter range for which period 4
solutions exist with y ￿= 0, and for this parameter value both the fixed point
and the period 4 cycle where y ￿= 0 are stable. The stable and unstable
manifolds of the saddle points are shown in a neighbourhood of the saddles
in blue and red respectively. We have used DSTOOL to extend the manifolds
for this parameter value as far as possible, and these paths are again shown
in red and blue. Our conjecture for the further extension of the manifolds is
again shown in green.
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(b) Two more invariant cycles
Figure 6.6.3.21: Phase portrait for λ = 3.5893548, showing invariant cycles
around period 4 solutions.
The existence of a Neimark-Sacker bifurcation was predicted on the branch
of period 4 solutions by Fig. 6.6.2.7b. The period 4 points are stable when
λ = 3.589 (as we see from Fig. 6.6.3.20), and we have been able to estimate
that the Neimark-Sacker bifurcation must occur for some value of λ satisfying
3.589 < λ < 3.58945574708721 . . .. We show now that such a Neimark-Sacker
bifurcation does indeed occur by providing phase portraits showing invariant
circles around the period 4 points. Figs. 6.6.3.21a and 6.6.3.21b show diﬀerent
sections of the phase portrait for λ = 3.589356. We see stable invariant circles
around each of the period 4 points, which are now themselves unstable.
As λ is increased from λ = 3.5893548 (corresponding to Fig. 6.6.3.21) the
invariant circles around the period 4 orbits appear to expand until they collide
with the period 2 saddle points and are destroyed in a homoclinic bifurcation.
Fig. 6.6.3.22 shows the iterates of a point near two of the period 4 points when
λ = 3.5893575, just after the homoclinic bifurcation has occurred.
We recall that since we assume that the dynamical behaviour of the alter-
nating period-doubling cascades we consider repeat after two period-doubling
bifurcations, the analysis we have given of the dynamics along the branches
of solutions of periods 1 - 4 can be repeated at greater and greater periods
to give a description of the dynamics throughout the entire cascade.
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Figure 6.6.3.22: Phase portrait near one saddle point for λ = 3.5893575, just
after the destruction of invariant circles around period 4 solutions.
6.4 Eigenvalue Locations Through Supercrit-
ical and Subcritical Period-Doubling Cas-
cades
When finding the alternating period-doubling cascade example we have just
considered we noted that the example seemed to require a particular choice of
value for a second parameter. We now begin an investigation into whether an
alternating period-doubling cascade might be generated as an intermediate
step between a supercritical period-doubling cascade and a subcritical period-
doubling cascade as a second parameter is varied. To start we consider the
possible paths of eigenvalues through a supercritical period-doubling cascade
which is subject to the same restrictions as were imposed on the alternating
period-doubling cascades we have just studied, in particular that the eigen-
values repeat their behaviour after every second period-doubling bifurcation.
As such, we consider the paths of eigenvalues through a generic section of a
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supercritical period-doubling cascade which is two period-doubling bifurca-
tions in length, as is shown in Fig. 6.6.4.23.
x
λ
1 2
3
4 5
6
7
Figure 6.6.4.23: Schematic diagram of a section of a supercritical period-
doubling cascade.
It is immediately obvious that we do not need to consider the case where we
have two unstable eigenvalues to the right of the unit circle at point 1, for
the same reason as this case was discounted when we considered alternating
period-doubling cascades. Furthermore, if the eigenvalue combination is SUL
or ULUR at point 1 then it will not be possible for the eigenvalues to return
to this initial configuration at point 7, since it will be impossible to recover
an single multiplier to the left of the unit circle at point 7. For this reason
we discount these possibilities also.
We note that the discussion of supercritical period-doubling cascades in this
section applies equally well to the case of subcritical period-doubling cas-
cades. Furthermore, while we shall refer to the branches of solutions shown
in Fig. 6.6.4.23 as being of periods 1 - 4, the same analysis being equally valid
at greater period.
When we have two stable eigenvalues at point 1 there are two possible routes
through the cascade, and the paths of the eigenvalues in these cases is de-
scribed by Figs. 6.6.4.24 - 6.6.4.26. In the first case, shown in Fig. 6.6.4.24,
we have a route where the eigenvalues repeat their movements after a single
period-doubling bifurcation, and so we have truncated the diagram at point
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4, where the eigenvalues first return to their original configuration. This
period-doubling cascade is shown in Fig. 6.6.4.31a, and we observe that no
Neimark-Sacker bifurcations occur throughout this route. In the second case,
shown in Figs. 6.6.4.25 - 6.6.4.26, we observe Neimark-Sacker bifurcations on
both the period 2 and period 4 branches of solutions, and this period-doubling
cascade is shown in Fig. 6.6.4.31d.
When we have one stable eigenvalue and one unstable eigenvalue to the
right of the unit circle at point 1 the positions of the eigenvalues throughout
Fig. 6.6.4.23 are shown in Fig. 6.6.4.27. This is another route where the
eigenvalues repeat their movements after a single period-doubling bifurcation,
and again we truncate the diagram after the point where the eigenvalues
first return to their original configuration. This period-doubling cascade is
shown in Fig. 6.6.4.31b, and once again we do not observe any Neimark-
Sacker bifurcations on this route.
Lastly, when we have two unstable eigenvalues to the left of the unit circle at
point 1 the paths of the eigenvalues are described by Figs. 6.6.4.28 - 6.6.4.30.
In the case illustrated by Fig. 6.6.4.28 the eigenvalues return to their origi-
nal configuration after a single period-doubling bifurcation, and so we have
truncated Fig. 6.6.4.28 appropriately. This period-doubling cascade is shown
in Fig. 6.6.4.31c, and as in the previous cases where the eigenvalues repeat in
this way, no Neimark-Sacker bifurcations occur. In contrast, the eigenvalues
only repeat their movements after two period-doubling bifurcations in the
route shown in Figs. 6.6.4.29 - 6.6.4.30, and in this case we observe Hopf
bifurcations on both the period 2 and period 4 branches of solutions. This is
again the period-doubling cascade which is shown in Fig. 6.6.4.31d.
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SUL
SUL
Section of a supercritical period-
doubling cascade, SS before first
period-doubling bifurcation.
x
λ
SUR
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ULUR
ULUR
Section of a supercritical period-doubling
cascade, SUR before first period-doubling
bifurcation.
x
λ
URUR
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Section of a supercritical period-doubling
cascade, ULUL before first period-
doubling bifurcation.
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SUL
×
×
×
Section of a supercritical period-
doubling cascade, ULUL and a
Neimark-Sacker bifurcation before first
period-doubling bifurcation.
Figure 6.6.4.31: Possible supercritical period-doubling cascades, crosses in-
dicate Neimark-Sacker bifurcations.
We see from Figs. 6.6.4.24 - 6.6.4.30 that four diﬀerent supercritical period-
doubling cascades exist which conform to our restrictions concerning multi-
plier locations and repetition. Bifurcation diagrams showing the location of
multipliers along branches of solutions are given in Fig. 6.6.4.31.
6.5 Summary
In this chapter we have introduced the concept of an alternating period-
doubling cascade. We have classified the supercritical, subcritical and alter-
nating period-doubling cascades which can be generated in two-dimensional
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maps, and provided bifurcation diagrams and eigenvalue movement diagrams
for each case. We have shown that only two distinct alternating period-
doubling cascades are possible in this setting, and highlighted that the pres-
ence or absence of Neimark-Sacker bifurcations is a key defining feature be-
tween the two cases.
We have also identified an example system of equations which exhibits an
alternating period-doubling cascade, and provided an initial exploration of
some aspects of the dynamical behaviour we observe at various points through-
out the cascade. While this analysis of the dynamics was not exhaustive, and
a number of interesting questions remain unanswered, the body of work pre-
sented in the chapter provides a sound basis for the study of transitions
between period-doubling cascades which will be presented in Chapter 8.
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Chapter 7
Codimension 2 Phenomena
7.1 Introduction
As stated in the previous chapter, we aim to describe the mechanisms for
converting a supercritical period-doubling cascade to a subcritical period-
doubling cascade when varying a second parameter. Since we are focussing
on two-dimensional systems of equations with two parameters, we must con-
sider what codimension 2 phenomena we may observe, and how they restrict
the possible paths of the multipliers throughout the transition from a super-
critical period-doubling cascade to a subcritical period-doubling cascade.
Of particular interest to us are fold-flip bifurcation points, 1:1 strong reso-
nance points, 1:2 strong resonance points and quartic points. In this section
we provide a local analysis of the behaviour in a neighbourhood of these codi-
mension 2 points, and we will then combine this analysis with our knowledge
of the local behaviour of solution branches in a neighbourhood of limit points
and period-doubling bifurcation points, and then determine how to piece to-
gether these local analyses into a coherent description for a mechanism for
converting a supercritical period-doubling bifurcation to a subcritical period-
doubling bifurcation.
The material of this chapter is review material which has been worked through
in order to present it in a form which can be more readily applied in the
setting we consider, in particular by highlighting the relevant behaviour of
eigenvalues through the diﬀerent codimension 2 phenomena we discuss. The
analysis of the generalised flip bifurcation, 1:1 resonances and 1:2 resonances
which follows is taken from [Kuz04], while the analysis of the fold-flip bifur-
cation follows [KM04].
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7.2 Quartic Points
Following Kuznetsov [Kuz04], we begin by presenting some background to
quartic points (or generalised flip bifurcations).
Consider a smooth scalar map
x ￿→ f (x,α) , x ∈ R, α ∈ R2
that has at α = 0 a fixed point x = 0 with multiplier µ = fx (0, 0) = −1. For
small α we have
f (x,α) = µ (α) x+ a (α) x2 + b (α) x3 + c (α) x4 + d (α) x5 +O ￿x6￿
where µ (0) = −1 and all the functions are smooth in α. By making a smooth
change of co-ordinates
x = y + δ(α)y2 + θ(α)y4
where δ and θ are smooth, we can rewrite this expression as
y ￿→ µ (α) y +B (α) y3 +D (α) y5 +O ￿y6￿ ,
for smooth functions B and D. The functions δ and θ are chosen to eliminate
the quadratic and quartic terms, and keeping careful track of the transfor-
mations, Kuznetsov shows [Kuz04] that
B(α) = b(α) +
a(α)
µ2(α)− µ(α) .
Definition 7.1. Using the notation above, if we have
B(0) = b(0) +
a (0)
2
=
1
4
(fxx (0, 0))
2 +
1
6
fxxx (0, 0) ￿= 0
then we say we have a nondegenerate flip (or period-doubling) bifurcation.
Definition 7.2. Using the notation above, if we simultaneously have
µ(0) = −1, B(0) = 0
then we say we have a quartic point (or a generalised flip bifurcation).
Kuznetsov then proves the following result:
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Theorem 7.3. Any generic scalar two-parameter map
x ￿→ f (x,α)
having at α = 0 a fixed point x = 0 exhibiting the generalised flip bifurcation
is locally topologically equivalent near the origin to one of the normal forms
η ￿→ − (1 + β1) η + β2η3 + sη5. (7.7.2.1)
where s = ±1.
The two-parameter bifurcation diagrams for the cases when s = ±1 are given
in Fig. 7.7.2.1. We see two paths of bifurcations points. The first is the path
of period-doubling bifurcation points
F (1) = {(β1, β2) | β1 = 0}
which is split into the part F (1)+ where β2 > 0, and the part F
(1)
− where β2 < 0.
The second is a path of limit points of the second iterate of (7.7.2.1), given
by
T (2) =
￿
(β1, β2) | β1 = 1
4
β22 + o
￿
β22
￿
, β2 < 0
￿
when s = 1, and
T (2) =
￿
(β1, β2) | β1 = 1
4
β22 + o
￿
β22
￿
, β2 > 0
￿
when s = −1.
Since the diagrams are so similar, we only describe the dynamics as we move
between diﬀerent regions of the bifurcation diagram for the case when s =
1. In section 1 of Fig. 7.7.4.3 the map (7.7.2.1) has a single (stable) fixed
point near the origin. A period-doubling bifurcation occurs as we pass into
section 2 through the path F (1)+ of period-doubling bifurcation points, and
as usual we observe the creation of a stable period 2 orbit, and the fixed
point loses stability. Crossing the path F (1)− of period-doubling bifurcation
points as we move from section 2 to section 3, we observe a second period-
doubling bifurcation which causes the creation of a second period 2 orbit
which is unstable, and a change of stability of the fixed point from unstable
to stable. As we move from section 3 to section 1 through the path T (2) of
fold bifurcation points the two period two orbits collide and disappear.
Illustrative one-parameter bifurcation diagrams showing the progression from
region 2 to region 3 are given in Fig. 7.7.2.2.
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β1
F (1)−
F (1)+
T (2)
1
2
3
β2
(a) s = 1 in (7.7.2.1).
β1
F (1)−
F (1)+
T (2)β2
(b) s = −1 in (7.7.2.1).
Figure 7.7.2.1: Generalised flip bifurcation diagrams. β1 and β2 are parame-
ters, the path F (1) shows a path of flip (period-doubling) bifurcation points,
the path T (2) shows a path of period 2 limit points. Numerical labels are
referred to in the main body of the text.
7.3 The Fold-Flip Bifurcation
Kuznetsov et al. [KM04] show that to cubic order in the variables the normal
form for the fold-flip bifurcation is given by￿
x1
x2
￿
￿→ N (x,ω)
=
￿
ω1 + (1 + ω2) x1 +
1
2a (ω) x
2
1 +
1
2b (ω) x
2
2 +
1
6c (ω) x
3
1 +
1
2d (ω) x1x
2
2
−x2 + x1x2
￿
.
(7.7.3.1)
where x = (x1, x2) and ω = (ω1,ω2).
The map (7.7.3.1) is invariant under reflection in the x1-axis:
x ￿→ Rx, R =
￿
1 0
0 −1
￿
, (7.7.3.2)
where R2 = I, and the critical values of the normal form coeﬃcients are
denoted
a0 = a (0) , b0 = b (0) , c0 = c (0) , d0 = d (0) .
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β1
x
(a) One-parameter bi-
furcation diagram
corresponding to
section 2 of Fig. 7.7.2.1.
β1
x
(b) One-parameter bi-
furcation diagram
corresponding to the
transition between
sections 2 and 3 of
Fig. 7.7.2.1.
β1
x
(c) One-parameter bifur-
cation diagram corre-
sponding to section 1
of Fig. 7.7.2.1.
Figure 7.7.2.2: One-parameter bifurcation diagrams showing movement
through the path T (2) of period 2 limit points shown on Fig. 7.7.2.1. Note
that in the first diagram the curve is locally quadratic at the origin, whereas
in the second the quadratic term has vanished, and the curve is locally quar-
tic. In the third diagram the quadratic term is again nonzero, and we see
two limit points along the period 2 solution.
The Jacobian matrix of (7.7.3.1) is given by
Nx (x,ω) =
￿
1 + ω2 + a (ω) x1 +
1
2c (ω) x
2
1 +
1
2d (ω) x
2
2 b (ω) x2 + d (ω) x1x2
x2 −1 + x1
￿
,
(7.7.3.3)
and we note that at the fixed point x = 0 at ω = 0 the eigenvalues of the
Jacobian Nx(0, 0) are 1 and -1.
There are three local codimension one bifurcations in a neighbourhood of
(x1, x2,ω1,ω2) = (0, 0, 0, 0). Firstly, by solving the system of equations
N (x,ω) = x
det (Nx (x,ω)− I2) = 0
we find a curve
tfold : (x1, x2,ω1) =
￿
−ω2
a0
+O ￿ω22￿ , 0, ω222a0 +O ￿ω32￿
￿
(7.7.3.4)
on which a nondegenerate fold bifurcation occurs if a0 ￿= 0.
Secondly, by solving the system of equations
N (x,ω) = x
det (Nx (x,ω) + I2) = 0
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we find a curve
tflip : (x1, x2,ω1) = (0, 0, 0)
on which a nondegenerate flip bifurcation occurs if b0 ￿= 0.
Lastly, by solving the system of equations
N (N (x,ω) ,ω) = x
det (Nx (N (x,ω) ,ω)) det (Nx (x,ω))− 1 = 0
we find a curve
tNS : (x1, x2,ω2) =
￿
0,
￿
−2ω1
b0
+O
￿
ω
3
2
1
￿
,
(d0 + 2b0)ω1
b0
+O ￿ω21￿￿
on which a nondegenerate Neimark-Sacker bifurcation of the second iterate
of (7.7.3.1) occurs, provided b0 > 0, ω1 < 0 and
a20b0 + 3a0b0 + a0d0 − b0c0 ￿= 0.
We note that fixed-point solutions have x2 = 0, while the bifurcating period 2
solutions have x1 = 0. Furthermore the orbit of period 2 solutions alternates
between (0, x2) and (0,−x2) under iteration of the map (7.7.3.1), due to the
symmetry R given by (7.7.3.2).
Setting x2 = 0 and taking the lowest order terms in the normal form (7.7.3.1),
we find that that (two) fixed-point solutions exist if
ω22 − 2a0ω1 > 0. (7.7.3.5)
Condition (7.7.3.5) determines the orientation of the path of fold points in
the two-parameter (ω1,ω2) plane. In particular, when a0 < 0 the point on the
curve of fold bifurcation points whose tangent is vertical is on the rightmost
extreme of the curve, whereas when a0 > 0 this point is found on the leftmost
extreme of the path.
Setting x1 = 0 and taking the lowest order terms in the normal form (7.7.3.1),
we find that the condition for the existence of a period 2 cycle in a neigh-
bourhood of the fold-flip bifurcation point is given by
−2ω1
b0
> 0. (7.7.3.6)
From condition (7.7.3.6) we see that the flip bifurcation is supercritical when
b0 < 0, and subcritical when b0 > 0.
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The parities of both a0 and b0 are important in determining the qualitative
structure of the bifurcation diagrams in a neighbourhood of the fold-flip
bifurcation point, so we will split our analysis into four cases, corresponding
to the four possible combinations of the parities of a0 and b0. In addition,
we note that when b0 > 0 the bifurcation diagrams will show a half-ray of
Neimark-Sacker bifurcation points for ω1 < 0. These half-rays may exist for
ω2 > 0 or ω2 < 0, and so we split each of the two cases of our analysis with
b0 > 0 into two subcases.
We also note that in one case we may observe a global bifurcation where a
heteroclinic cycle is formed. We direct the interested reader to [KM04] for
further details.
In this section we will provide bifurcation diagrams for each of the four cases
detailed above. On the two-parameter bifurcation diagrams we denote the
curves of fold and flip bifurcation points by F and P respectively, and these
paths are coloured black to indicate that they are bifurcations of fixed-points.
On Fig. 7.7.4.3 and Fig. 7.7.5.6 the half-rays of Neimark-Sacker bifurcation
points are denoted byNS, and are coloured red to highlight the fact that they
are paths of bifurcations of the second iterate of the normal form (7.7.3.1).
Where corresponding one-parameter bifurcation diagrams are provided the
same colour scheme shall apply. Period-doubling bifurcations will be marked
by black circles, and Neimark-Sacker bifurcation points will be denoted by a
cross. For a fixed value of ω2 we plot the parameter ω1 against some measure
of the solution - which we intentionally leave imprecisely defined since these
diagrams are purely illustrative - and by an abuse of notation we label this
measure x.
We will want to move across the bifurcation diagrams in a way which cor-
responds to increasing λ whilst keeping µ fixed in our example system of
equations (6.6.3.1). Since the parameters λ and µ which appear in Example
6.6.3.1 could correspond to any linear combination of the parameters ω1 and
ω2 which appear in the normal form (7.7.3.1), this could correspond to mov-
ing across the bifurcation diagrams in any straight line. We can reasonably
assume, however, that the path traced out by varying λ for a fixed value
of µ is not parallel to any of the paths of bifurcation points marked on the
diagrams, and so we do not concern ourselves with this and other similar
degenerate behaviour.
All “reasonable” lines passing above the fold-flip bifurcation point on any
of the two parameter bifurcation diagrams given in this section are locally
equivalent, since the qualitative behaviour which they describe - namely the
paths of codimension 1 bifurcation points which are passed through, and in
which order - is the same. Similarly all lines which pass below the fold-flip
bifurcation point on any of the two parameter diagrams describe qualitatively
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the same behaviour. Without loss of generality, therefore, we can identify
(up to sign) the horizontal axis of these diagrams with λ, and the vertical axis
(again, up to sign) with µ. We can then fix a value of µ in a neighbourhood of
the fold-flip bifurcation point, and as we vary λ we will trace out a horizontal
line across the bifurcation diagram under consideration. At diﬀerent points
along this line we observe qualitatively diﬀerent dynamical behaviour.
We emphasise that the identification of λ with ω1 and of µ with ω2 is only
valid up to parity. For this reason we will not, for example, be able to deter-
mine whether increasing λ corresponds to moving across the two-parameter
bifurcation diagrams from left to right or vice versa, and so any corresponding
one-parameter bifurcation diagram which we produce will be equally valid if
flipped horizontally. Similarly, we have no way of determining whether the
path of period 2 solutions bifurcates from the fixed-point solution branch
“above” or “below” the limit point. In order to keep the exposition con-
cise, we will produce only one representative pair of bifurcation diagrams
in each case, and unless otherwise stated we remind the reader that they
are at liberty to pairwise flip the diagrams horizontally or vertically, and to
interchange the diagrams for ω2 > 0 and ω2 < 0.
7.4 Case i: a0 > 0,b0 > 0
We first examine the case where a0 > 0 and b0 > 0, the two-parameter
bifurcation diagram for which is shown in Fig. 7.7.4.3.
We note that, topologically speaking, there is no diﬀerence between Fig. 7.7.4.3a
and Fig. 7.7.4.3b. However, since this is one of the cases where we observe a
Neimark-Sacker bifurcation, we split our analysis into two subcases, dealing
separately with the cases where the Neimark-Sacker bifurcation exists for
ω2 < 0 and ω2 > 0.
7.4.1 Case ia: Neimark-Sacker Bifurcation Exists for
ω2 < 0
The appropriate bifurcation diagram when the Neimark-Sacker bifurcation
occurs for ω2 < 0 is Fig. 7.7.4.3a, and it is this diagram we consider now. We
will begin by considering the behaviour as we trace out a path in ω1 from
region 3 to region 1 for a fixed value of ω2 > 0. In region 3 of Fig. 7.7.4.3a both
condition (7.7.3.5) and condition (7.7.3.6) are satisfied, and so both fixed-
point solutions and a period 2 cycle exist. Finding the stability multipliers
at each of these points, we deduce that both of the fixed points are saddles,
while the period 2 cycle is unstable. As we pass through the curve P of flip
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7.4. CASE I: A0 > 0,B0 > 0
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(a) Neimark-Sacker bifurcation exists for
ω2 < 0.
ω1
P
P
NS
F
F
1
2
3
4
5
ω2
(b) Neimark-Sacker bifurcation exists for
ω2 > 0.
Figure 7.7.4.3: Fold-flip bifurcation diagram for case i, a0 > 0, b0 > 0. The
path of fold bifurcation points is labelled F, the path of flip bifurcation points
is labelled P, the path of Neimark-Sacker bifurcation points is labelled NS,
black is used to indicate bifurcations of fixed points, red is used to indicate
bifurcations of period 2 points, and numerical labels are given to sections of
the diagram for reference from within the main body of the text.
bifurcation points the period 2 cycle is destroyed, and one of the fixed points
becomes unstable. As we cross the path F of fold bifurcation points from
region 2 to region 1 the fixed-points collide and annihilate each other, and in
region 1 no solutions of either period exist.
We now want to describe the dynamical behaviour we observe as we trace
out a line below the fold-flip point on Fig. 7.7.4.3a, so we fix ω2 < 0. As we
move from region 3 to region 4 by crossing the line NS of Neimark-Sacker
bifurcation points, the unstable period 2 cycle becomes stable. As we cross
the path P of flip bifurcation points moving from region 4 to region 5 the
period 2 cycle is destroyed and we are left with a saddle fixed point and a
stable fixed-point. These fixed-point solutions annihilate each other as we
pass through F into region 1.
Using the above description of the dynamical behaviour in a neighbourhood
of the fold-flip bifurcation point we can construct the corresponding local
one-parameter bifurcation diagrams for ω2 < 0 and ω2 > 0, and these are
given in Fig. 7.7.4.4. We remind the reader, however, of our earlier comment
that λ and µ are only identified with ω1 and ω2 up to parity, and so there
exist simple transformations of these diagrams which result in equally valid
figures.
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(b) ω2 < 0.
Figure 7.7.4.4: One-parameter bifurcation diagrams for case ia, Neimark-
Sacker bifurcations exist for ω2 < 0.
7.4.2 Case ib: Neimark-Sacker Bifurcation Exists for
ω2 > 0
If the path of Neimark-Sacker bifurcations exists for ω2 > 0 then the ap-
propriate bifurcation diagram to consult is Fig. 7.7.4.3b. We first fix ω2 > 0
and move from region 4 to region 1 as we vary ω1. In region 4 the period 2
solution is stable, and both of the fixed-points solution are saddles. As we
cross the line NS of Neimark-Sacker bifurcation points, the period 2 solu-
tion becomes unstable. As we move from region 3 to region 1 the analysis
proceeds as in case ia, and we do not repeat it here.
Next we fix ω2 < 0 and move from region 4 to region 1 along a line “below”
the fold-flip bifurcation point. Crossing the path P of flip bifurcation points
causes the period 2 solution to vanish, and one of the saddle fixed-points
becomes unstable. As we cross the path F of fold bifurcation points the
two fixed-point solutions annihilate each other, and we return to region 1, in
which no solutions exist.
The one-parameter bifurcation diagrams for this case are given in Fig. 7.7.4.5.
7.5 Case ii: a0 < 0,b0 > 0
The two-parameter bifurcation diagram for this case is shown in Fig. 7.7.5.6.
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(b) ω2 < 0.
Figure 7.7.4.5: One-parameter bifurcation diagrams for case ib, Neimark-
Sacker bifurcations exist for ω2 > 0.
In this case we again have b0 > 0, so we expect to see a half-ray of Neimark-
Sacker bifurcation points on the two-parameter bifurcation diagram. We
again note that there is no topological diﬀerence between Fig. 7.7.5.6a and
Fig. 7.7.5.6b, but we consider separately the cases where the path of Neimark-
Sacker bifurcations exists for ω2 > 0 and ω2 < 0.
7.5.1 Case iia: Neimark-Sacker Bifurcation for ω2 < 0
When the half-ray of Neimark-Sacker bifurcations exists for ω2 < 0 we refer
to Fig. 7.7.5.6a. We first fix ω2 > 0 and move from region 3 to region 1
“above” the fold-flip bifurcation point. In region 3 an unstable period 2
cycle exists, but no fixed-point solutions exist. As we move from region 3 to
region 2 by crossing the path F of fold bifurcation points, two fixed point
solutions are created, one of which is stable, the other being a saddle. As we
enter region 1 by crossing the path P of flip bifurcation points, the period 2
cycle vanishes and the saddle fixed-point solution becomes unstable.
We now fix ω2 < 0, so that we move “below” the fold-flip bifurcation point.
As we enter region 4 from region 3 by crossing the path NS of Neimark-
Sacker bifurcation points the period 2 cycle becomes stable. As we cross the
path F two fixed-points solutions are created, one being unstable, the other
being a saddle. As we pass into region 1, crossing the path P of period-
doubling bifurcation points, the period 2 solution vanishes, and the saddle
fixed-point becomes stable.
The one-parameter bifurcation diagrams for this case are given by Fig. 7.7.5.7.
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Figure 7.7.5.6: Fold-flip bifurcation diagram for case ii, a0 < 0, b0 > 0. The
path of fold bifurcation points is labelled F, the path of flip bifurcation points
is labelled P, the path of Neimark-Sacker bifurcation points is labelled NS,
black is used to indicate bifurcations of fixed points, red is used to indicate
bifurcations of period 2 points, and numerical labels are given to sections of
the diagram for reference from within the main body of the text.
7.5.2 Case iib: Neimark-Sacker Bifurcation for ω2 > 0
When the path of Neimark-Sacker bifurcations exists for ω2 > 0 we refer
to Fig. 7.7.5.6b. We first fix ω2 > 0 and examine the dynamical behaviour
along a path from region 4 to region 1 which passes “above” the fold-flip
bifurcation point. In region 4 condition (7.7.3.5) is not satisfied, and so no
fixed-point solutions exist. Condition (7.7.3.6) is satisfied, however, and so
we see a period 2 cycle, which the stability multipliers tell us is stable. As
we cross the half-ray NS of Neimark-Sacker bifurcation points into region
3 the period 2 cycle becomes unstable. As we pass through the curve F of
fold bifurcation points two fixed-point solutions are created, one of which is
stable, the other being a saddle. As we move into region 1, crossing the line
P of flip bifurcation points, the period 2 cycle is destroyed, and the saddle
fixed-point becomes unstable.
We now fix ω2 < 0, and detail the behaviour we observe in each region as we
move from region 4 to 1 along a line “below” the fold-flip bifurcation point.
As we cross the path F of fold bifurcation points to move from region 4 to
region 5 we observe the creation of two fixed-point solutions, one unstable
and one a saddle. Finally, as we cross the path P of flip bifurcation points
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Figure 7.7.5.7: One-parameter bifurcation diagrams for case iia, Neimark-
Sacker bifurcation exists for ω2 < 0.
the saddle fixed-point becomes a stable fixed point, and the period 2 cycle is
destroyed as we move back into region 1.
The one parameter bifurcation diagrams corresponding to the behaviour de-
scribed above are given in Fig. 7.7.5.8.
7.6 Case iii: a0 > 0,b0 < 0
The two-parameter bifurcation diagram for this case is given by Fig. 7.7.6.9.
We examine this figure in a similar way to the previous cases, although the
analysis is somewhat simpler due to the absence of a half-ray of Neimark-
Sacker bifurcations. We begin by fixing ω2 > 0 and moving from region 3 to
region 1 along a line “above” the fold-flip bifurcation point. In region 3 we
have ω1 < 0, so condition (7.7.3.5) is trivially true away from the codimension
2 point, and we find that both of the fixed-points are saddles. Condition
(7.7.3.6) does not hold in region 3, and so there is no period 2 cycle. As
we move into region 2, passing through the line P of flip bifurcation points,
one of the saddle fixed-points becomes unstable, and a period 2 saddle cycle
is created. As we pass through the curve F of fold bifurcation points into
region 1 the two fixed-points collide and annihilate each other, leaving only
the period 2 saddle cycle.
Next we fix ω2 < 0 and follow a path “below” the fold-flip bifurcation point,
and again describe the dynamical behaviour we observe. The only diﬀerence
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Figure 7.7.5.8: One-parameter bifurcation diagrams for case iib, Neimark-
Sacker bifurcation exists for ω2 > 0.
to the dynamics we have just described for ω2 > 0 is that as we pass through
the line P into region 4 one of the saddle fixed-points becomes stable rather
than unstable.
The one-parameter bifurcation diagrams which are appropriate for the be-
haviour described above are given in Fig. 7.7.6.10.
7.7 Case iv: a0 < 0,b0 < 0
We now turn our attention to the case where a0 < 0, b0 < 0, the two-
parameter bifurcation diagram for which is shown in Fig. 7.7.7.11.
We begin by fixing ω2 > 0, and move from region 3 to region 1 along a path
“above” the fold-flip bifurcation point. In region 3 neither condition (7.7.3.5)
nor condition (7.7.3.6) hold, and so there are no fixed-point solutions or
period 2 cycles in this section. As we pass into region 2, crossing the curve F
of fold bifurcation points, two fixed-point solutions are created. One of these
is a saddle, the other is stable. As we cross the line P of flip bifurcation points
moving from region 2 to region 1, the saddle fixed-point becomes unstable,
and a period 2 saddle cycle is created.
When we fix ω2 < 0, the behaviour as we move from region 3 to region 1 is
similar. The only diﬀerences from the description in the previous paragraph
are that when we cross the curve of fold bifurcation points F from region
3 to region 4 an unstable fixed-point and a saddle fixed-point are created,
and that as we pass through the line P of flip bifurcation points the saddle
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7.8. SUMMARY OF MULTIPLIER LOCATIONS IN A
NEIGHBOURHOOD OF A FOLD-FLIP BIFURCATION POINTS
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Figure 7.7.6.9: Fold-flip bifurcation diagram for case iii, a0 > 0, b0 < 0.
The path of fold bifurcation points is labelled F, the path of flip bifurcation
points is labelled P, black is used to indicate bifurcations of fixed points,
and numerical labels are given to sections of the diagram for reference from
within the main body of the text.
fixed-point becomes stable rather than unstable.
The one-parameter bifurcation diagrams for this case are given in Fig. 7.7.7.12.
7.8 Summary of Multiplier Locations in a Neigh-
bourhood of a Fold-Flip Bifurcation Points
We now want to collate together the information which we can glean from
the one parameter bifurcation diagrams in this section. In particular, since
we want to be able to use this local analysis to investigate the behaviour
of an entire cascade of period-doubling bifurcations, it will be useful to be
able to determine the location of the multipliers on the period 2 solution
branch after a fold-flip bifurcation given the location of the multipliers on
the fixed-point solution branch before the fold-flip bifurcation. Table 7.7.8.1
brings together this information for the six diﬀerent fold-flip cases we have
just considered.
Since λ and µ are only identified with ω1 and ω2 up to sign it is diﬃcult
to precisely define what we mean by the terms “Before” and “After” which
appear in Table 7.7.8.1. We note that suﬃciently far away from the limit
point along the fixed-point solution branch - by which we mean beyond the
period-doubling bifurcation - the multiplier configurations (taken as a pair)
are fixed, since the fold-flip bifurcation is a local phenomenon. For each case
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Figure 7.7.6.10: One-parameter bifurcation diagrams for case iii.
Case Before (Period 1) After (Period 2) Neimark-Sacker
ia SUL/SUR UU Yes
ib SUL/SUR SS Yes
iia SS/ULUR UU Yes
iib SS/ULUR SS Yes
iii SUL/SUR SUR No
iv SS/ULUR SUR No
Table 7.7.8.1: Possible Floquet multiplier locations before and after a fold-flip
bifurcation.
this pair of multiplier configurations is shown in the column titled “Before”.
We also note that the multiplier configurations on the period 2 solution
branch (taken as a pair) suﬃciently far away from the period-doubling bifur-
cation - by which we mean beyond the period 2 Neimark-Sacker bifurcation
point, in those cases where it exists - are also invariant with respect to hori-
zontal and vertical flips, and exchanging the figures for ω2 > 0 and ω2 < 0, as
described at the start of this chapter. This quantity appears in the column
titled “After” in Table 7.7.8.1.
The final column in Table 7.7.8.1 indicates whether we observe a Neimark-
Sacker bifurcation along the branch of period 2 solutions in a neighbourhood
of the fold-flip bifurcation point, although we recall that Neimark-Sacker
bifurcations only exist for one sign of µ in this setting.
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Figure 7.7.7.11: Fold-flip bifurcation diagram for case iv, a0 < 0, b0 < 0.
The path of fold bifurcation points is labelled F, the path of flip bifurcation
points is labelled P, black is used to indicate bifurcations of fixed points,
and numerical labels are given to sections of the diagram for reference from
within the main body of the text.
7.9 1:1 and 1:2 Strong Resonances
Although we now understand the local dynamical behaviour near a fold-flip
bifurcation point, there are two other codimension two phenomena which we
will need to understand in order to analyse the transition from a supercriti-
cal (or subcritical) period-doubling cascade to an alternating period-doubling
cascade. The first is the 1:1 resonance, which occurs when two multipliers
cross the unit circle at +1 simultaneously (and thus appears along a branch
of limit points). On (exactly) one side of a 1:1 resonance point we see a
path of Neimark-Sacker bifurcations. The two-parameter bifurcation dia-
gram for 1:1 resonances is given and analysed in [Kuz04]. The corresponding
one-parameter bifurcation diagrams are given in Fig. 7.7.9.13, where, as in
previous sections, we show Neimark-Sacker bifurcation points by a cross.
On each solution branch two sets of multiplier configurations are shown, one
enclosed within parentheses. Each of the sets of multiplier configurations
with and without enclosing parentheses are related by a reversal of time
in the dynamical system, and so Fig. 7.7.9.13 should be read by consistently
taking either the configurations with enclosing parentheses, or those without,
but not mixing the two. As in the previous section, these diagrams can be
flipped either horizontally or vertically, and the order in which we observe
Fig. 7.7.9.13a and Fig. 7.7.9.13b as we vary λ is not predetermined.
The other codimension two bifurcation we must understand is the 1:2 reso-
nance, which occurs when two multipliers cross the unit circle at -1 simul-
taneously (and thus occurs along a path of period-doubling bifurcations).
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Figure 7.7.7.12: One-parameter bifurcation diagrams for case iv.
Without loss of generality we assume that the 1:2 resonance occurs along a
branch of fixed-point solutions, and we again refer the reader to [Kuz04] for
the two parameter bifurcation diagram and its analysis.
There are two cases of 1:2 resonance we must consider, and we must find a
way to distinguish between them. We observe that on exactly one side of the
period-doubling bifurcation point the fixed-point solution must be a saddle.
The period-doubling bifurcation can be either supercritical or subcritical, and
so the period 2 cycle may, or may not, exist for those parameter values close
to the period-doubling bifurcation where the fixed-point solution is a saddle.
When the saddle fixed-point is the only solution we see for a fixed parameter
value near the critical value at which the period-doubling bifurcation occurs,
Fig. 7.7.9.14 shows the appropriate one-parameter bifurcation diagram.
Again we show two sets of multiplier configurations, one within parentheses,
and one without, which are related by a reversal of time in the underlying
dynamical system. Figs. 7.7.9.14a - 7.7.9.14b should be read by consistently
using either the configurations with no enclosing parentheses, or those which
do, but not mixing the two. The same comment applies to Fig. 7.7.9.15,
which shows the case where the saddle point and the period 2 orbit exist
for the same parameter values in a neighbourhood of the fold-flip bifurcation
point.
As can be seen from Figs. 7.7.9.15a - 7.7.9.15b, in case iia we see a Neimark-
Sacker bifurcation along the fixed-point solution branch on one side of the
resonance, whereas on the other side of the resonance a Neimark-Sacker
bifurcation exists on the period 2 solution branch. In case iib, shown by
Figs. 7.7.9.15c - 7.7.9.15d, we have no Neimark-Sacker bifurcation points on
one side of the resonance, but both a period 1 Neimark-Sacker bifurcation
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(a) No Neimark-Sacker bifurcation
present, ω2 > 0.
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(b) Neimark-Sacker bifurcation present,
ω2 < 0.
Figure 7.7.9.13: One-parameter bifurcation diagrams near a 1:1 resonance.
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(a) No Neimark-Sacker bifurcation present.
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SUR (SUR)
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ULUL(SS)
(b) Neimark-Sacker bifurcation present on
period 1 solution branch.
Figure 7.7.9.14: One-parameter bifurcation diagrams near a 1:2 resonance,
case i.
and a period 2 Neimark-Sacker bifurcation on the other side of the resonance.
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(b) Case iia, period 2 Neimark-Sacker bi-
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(d) Case iib, period 1 and period 2
Neimark-Sacker bifurcations present,
ω2 < 0.
Figure 7.7.9.15: One-parameter bifurcation diagrams near a 1:2 resonance,
case ii.
7.10 Summary
In this chapter we have reviewed material from the existing literature which
we will use in the next chapter of this thesis, where we aim to classify the
mechanisms of transition between various diﬀerent types of period-doubling
cascade. We have examined the relevant codimension 2 phenomena which
we may observe, including the fold-flip bifurcation, 1:1 and 1:2 resonances,
and generalised flip bifurcations (or “quartic points”).
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Chapter 8
Classification of the Possible
Transitions From a
Supercritical Period-Doubling
Cascade to an Alternating
Period-Doubling Cascade
8.1 Introduction
We are now in a position to be able to piece together the local analyses of
fold-flip bifurcations, 1:1 and 1:2 resonances and quartic points provided in
the previous section to classify the possible mechanisms by which a period-
doubling bifurcation can change from being supercritical to being subcritical,
or vice-versa.
As detailed in the previous chapter, an analysis of each of the diﬀerent codi-
mension 2 phenomena we examine has already been carried out in the lit-
erature. The original contribution of this chapter is to use what has been
learned about the dynamical behaviour that occurs in a neighbourhood of
these points to provide a global description of the possible mechanisms of
transition between period-doubling cascades.
We saw in Section 6.6.4 that there are four diﬀerent supercritical period-
doubling cascades which repeat (in the sense of multiplier locations) either af-
ter a single period-doubling bifurcation or after every second period-doubling
bifurcation. For convenience we repeat the bifurcation diagrams for each of
these four cases in Fig. 8.8.1.1, where here and throughout the rest of this
section we return to the convention of only showing one half of each solution
branch along bifurcation diagrams.
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(a) Section of a supercritical period-
doubling cascade, type S1.
x
λ
SUR
SUR
SUR
ULUR
ULUR
(b) Section of a supercritical period-
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(c) Section of a supercritical period-
doubling cascade, type S3.
x
λ
SS
ULUL
URUR
SS
SS
ULUL
SUL
SUL
×
×
×
(d) Section of a supercritical period-
doubling cascade, type S4.
Figure 8.8.1.1: Possible supercritical period-doubling cascades, crosses
indicate Neimark-Sacker bifurcations. This figure is a reproduction of
Fig. 6.6.4.31.
Guided by the example we presented in Section 6.6.3 we assume that we can
find a system of equations
xn+1 = f (xn, yn,λ, µ)
yn+1 = g (xn, yn,λ, µ) (8.8.1.1)
which exhibits a range of diﬀerent dynamical behaviour as we vary the pa-
rameter µ. In particular, we assume that we can find three diﬀerent fixed
values of µ such that as we vary λ we observe a supercritical period-doubling
cascade, a subcritical period-doubling cascade, and an alternating period-
doubling cascade. Indeed, we make the following definition:
Definition 8.1. Consider the system of equations (8.8.1.1), and assume that
as λ is varied it exhibits a supercritical period doubling cascade, a subcriti-
cal period-doubling cascade, and an alternating period-doubling cascade for
diﬀerent fixed values of µ. We define µ∗ to be the value of µ at which the
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system of equations (8.8.1.1) exhibits an alternating period-doubling cascade
as λ is varied. We assume, without loss of generality, that the value(s) of µ
at which we observe a supercritical period-doubling cascade is (are) greater
than µ∗, and we define µ+ to be the lowest value of µ such that as we vary
λ the system of equations (8.8.1.1) exhibits a supercritical period-doubling
cascade. We similarly define µ− to be the largest value of µ for which the
system of equations (8.8.1.1) exhibits a subcritical period-doubling cascade
as λ is varied. We assume that µ− < µ∗ < µ+.
We note that the assumption that µ− < µ∗ < µ+ is made for ease of ex-
position only, and that a scenario with µ+ < µ∗ < µ− is equally possible.
As we decrease µ from µ = µ+ we assume that alternate period-doubling
bifurcations throughout the supercritical period-doubling cascade become
subcritical, starting at lower period bifurcations and moving up through the
cascade. For a typical value of µ between µ+ and µ∗ we observe an alternating
period-doubling cascade at low period, but after some point in the cascade
all of the subsequent period-doubling bifurcations remain supercritical.
Fig. 8.8.1.2 shows the bifurcation diagram near the point of transition be-
tween an alternating period-doubling cascade and a supercritical period-
doubling cascade. We have labelled by the letter A a point which we will refer
to a number of times throughout this section, namely where the two types
of period-doubling cascade join. Point A is defined to be in a neighbourhood
of the final period-doubling bifurcation which forms part of the alternating
period-doubling structure, and we assume that it is along the branch of solu-
tions of greater period which emerges from that period-doubling bifurcation
point.
We recall from Chapter 6 that there are two diﬀerent classes of alternating
period-doubling cascades, one where we observe Neimark-Sacker bifurcations
on alternate solution branches as we proceed through the cascade (which
we refer to as “type 2” alternating period-doubling cascades, see Definition
6.5), and one where we do not see any Neimark-Sacker bifurcations (which
we refer to as “type 1” alternating period-doubling cascades, see Definition
6.4). Figs. 8.8.1.3 - 8.8.1.4 show typical sections of these alternating period-
doubling cascades.
If the early part of a period-doubling cascade behaves as an alternating
period-doubling cascade, then the only possible multiplier configurations at
point A of Fig. 8.8.1.2 are SUR and URUR, since these are the only configu-
rations which appear on the corresponding locations in Figs. 8.8.1.3 - 8.8.1.4.
For each multiplier configuration we can apply what we know about the local
analysis of fold-flip bifurcations, 1:1 and 1:2 resonances, quartic points and
the paths of eigenvalues in supercritical and subcritical period-doubling cas-
cades to classify the mechanisms for extending an alternating period-doubling
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λ
x
A
Figure 8.8.1.2: Transition between an alternating period-doubling cascade
and a supercritical period-doubling cascade
cascade by converting a supercritical (subcritical) period-doubling bifurca-
tion to a subcritical (supercritical) period-doubling bifurcation.
Throughout this section we will restrict attention to the mechanisms for turn-
ing a branch of solutions of period 2k+1, for some k ∈ N, so that the critical-
ity of the period 2k period-doubling bifurcation is changed. We will assume
that the period 2k period-doubling bifurcation is supercritical, and we will
examine the transitions through which it can become subcritical. Further-
more, since we will also later turn our attention to the universal properties
of alternating period-doubling cascades, we will focus our attention on mech-
anisms for converting a period-doubling bifurcation which can be repeated
at ever-increasing period throughout the cascade in order to propagate the
alternating structure as far through the cascade as we desire.
We will split our analysis into two sections. The first will consider those cases
where as we decrease µ from µ = µ+ we first observe a limit point being cre-
ated in a quartic point at the period 2k period-doubling bifurcation point,
and which subsequently moves away from the period 2k period-doubling bi-
furcation point as we continue to decrease µ. This case in considered in
Section 8.8.2. The second case, where the limit point moves towards the pe-
riod 2k period-doubling bifurcation point as we decrease µ, will be addressed
in Section 8.8.3.
In order to claim, as we do, that this classification is in some sense complete,
we have had to take steps to ensure that we have not omitted any cases. This
has been a long, lengthy process, and we attempt to explain how we have done
this now. One can imagine the process of finding the diﬀerent mechanisms
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(d) Alternating period-doubling cas-
cade of type A1d.
Figure 8.8.1.3: Typical sections of the four variations of a type 1 (see Defini-
tion 6.4) alternating period-doubling cascade. Note the absence of Neimark-
Sacker bifurcations along solution branches. These figures are essentially
equivalent, being obtained from each other by reflections and/or translation
through the cascade. See also Fig. 6.6.2.16.
which form the classification as a similar process to exhausting all of the
possibilities in a large, complicated decision tree. The entire decision tree
is far too large and complex to include here - it contains many times the
number of possibilities as there are cases in this classification (!) - but we
will now present the essence behind it.
In the case where we observe a quartic point before we observe a fold-flip
bifurcation, an outline of the decision tree process is given by the following
order list of steps:
a. Note which supercritical period-doubling cascade we have.
b. Is it possible / necessary to observe a resonance (or sequence of reso-
nances) before the quartic point occurs?
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Figure 8.8.1.4: Typical sections of the four variations of a type 2 (see Defini-
tion 6.5) alternating period-doubling cascade. Note the presence of Neimark-
Sacker bifurcations along alternate solution branches. These figures are es-
sentially equivalent, being obtained from each other by reflections and/or
translation through the cascade. See also Fig. 6.6.2.16.
c. The quartic point occurs.
d. Is it possible / necessary to observe a resonance (or sequence of reso-
nances) before the fold-flip bifurcation occurs?
e. Can a fold-flip bifurcation point occur? If so, do any Neimark-Sacker
bifurcations emerge from it / terminate in it? Is it possible / neces-
sary to observe a resonance (or sequence of resonances) before we move
away from a neighbourhood of the fold-flip bifurcation?
We now illustrate that these questions generate a massive decision tree. At
the very start of the process we have a supercritical period-doubling cascade,
and we have shown in Chapter 6 (see Fig. 6.6.4.31 or Fig 8.8.1.1) that there
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are four diﬀerent cases we must consider. This provides us with four choices
at the first step.
Next, we ask whether it is possible or necessary to observe any resonances
before the quartic point occurs. As an example, in some cases we may have
a Neimark-Sacker bifurcation along the period 2k branch of solutions which
has to be transferred to the period 2k+1 solution branch before the quartic
point can take place. In some cases this may not be obligatory, but it may
provide a perfectly plausible scenario in terms of eigenvalue movements. In
either case, if this movement does not simply replicate a diﬀerent case from
the classification, it must be considered. We have found that typically no
more than two resonances will have to be observed at each point where
they are mentioned in the above enumeration, but that any combination of
1:1 and 1:2 resonances may be possible. We have seen in Chapter 7 that
there is one type of 1:1 resonance and two types of 1:2 resonance, and since
we do not know a priori whether the order in which they occur makes a
diﬀerence, this means that there are 9 diﬀerent possible combinations of two
resonances to consider. We may observe either no resonances, one resonance
or two resonances, providing a total of 1+3+9=13 options in total. Not
all of these cases may be possible (they may require contradictory eigenvalue
movements), but each must be examined, and checked against the other cases
of the classification to ensure no repetition.
Once the quartic point has taken place, it may be possible that one (or more)
resonances along the branch of period 2k+1 solutions are necessary before a
fold-flip bifurcation can occur. In particular, we have seen from our review
of the fold-flip bifurcation in Chapter 7 that there are four cases for the fold-
flip bifurcation, and in each case the possible positions of the eigenvalues is
prescribed. A fold-flip bifurcation cannot occur unless the eigenvalues in a
neighbourhood of the period 2k+1 period-doubling bifurcation coincide with
one of the these cases. Furthermore, it is possible that a resonance occurs in
a neighbourhood of the period 2k period-doubling bifurcation. Each of these
possibilities must be checked.
Once the fold-flip point has occurred there may (or may not) be Neimark-
Sacker bifurcations present along some (or all) of the branches of solutions.
These may persist once we move outside of a neighbourhood of the fold-flip
bifurcation, or they may terminate in a resonance. For each Neimark-Sacker
bifurcation both possibilities must be considered, and again we must ensure
no repetition among cases in the classification.
Obviously many of the possibilities mentioned above will not be possible,
since they would require infeasible eigenvalue movements. However, until
one begins the process of classifying the possible mechanisms of transition,
it is not clear which possibilities require careful study, and which do not.
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We note that a very similar reasoning applies to the case where the fold-
flip bifurcation is observed before the quartic point. Since the key thought
process is so similar, we do not repeat the argument in full for this case.
8.2 Quartic Point Occurs Before Fold-Flip Bi-
furcation As µ Is Decreased From µ+ to
µ∗
We begin with the case where at point A one of the multipliers is stable,
but the other is unstable and greater than 1 (thus giving us the multip-
ier configuration SUR). We note that we cannot determine the type of al-
ternating period-doubling structure which applies to the early part of the
cascade from this multiplier configuration alone, although the supercritical
period-doubling part of the cascade must be of type S2 (see Fig. 6.6.4.31 or
Fig. 8.8.1.1). At the quartic point QP we note that the non-critical multi-
plier is greater than 1. The path of period 2k+1 limit points runs between
this point and the fold-flip bifurcation point (where we have one multiplier
at +1 and the other at -1 simultaneously), and along this path of limit points
one multiplier must remain fixed at +1. Since the second multiplier at the
quartic point is greater than one, we conclude that a 1:1 resonance must
occur at some point along the path of period 2k+1 limit points between the
quartic point and the fold-flip bifurcation point. The bifurcation diagram
we obtain immediately before the fold-flip bifurcation point is thus given by
Fig. 8.8.2.5.
From Table 7.7.8.1 we see that the fold-flip bifurcation is of type 4, since the
pair of multiplier configurations “before” the fold-flip point is SS and the
configuration “after” it is SUR. Fig. 7.7.7.12 shows the local structure of the
bifurcation diagram before and after the fold-flip bifurcation in this case.
There are two cases into which we now split the analysis of this case - one
where no further resonances occur, and one where a period 2k+1 type 1 1:2
resonance occurs, and in which the path of period 2k+1 Neimark-Sacker bi-
furcation points terminates. These cases are considered below.
8.2.1 SUR at point A, type S2 Supercritical Period-
Doubling Cascade, Case 1
The first case we provide a two-parameter bifurcation diagram for is the
case where no period 2k+1 1:2 resonance occurs. In this case Fig. 8.8.2.6
shows a section of the two-parameter plane in a neighbourhood of the fold-
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Figure 8.8.2.5: Multiplier configurations after 1:1 resonance, SUR at point
A, type S2 supercritical period-doubling cascade.
flip bifurcation point. We note that the path of period 2k+1 Neimark-Sacker
bifurcations can locally emerge either upwards or downwards from the period
2k+1 1:1 resonance, although in the former case the path of Neimark-Sacker
bifurcation points must ultimately turn downwards. A full description of the
diﬀerent behaviours which might be observed due to the diﬀerent possible
local behaviour of paths of Neimark-Sacker bifurcations near codimension 2
points is given in subsection 8.2.7.
Once the limit-point has moved suﬃciently far along the period 2k+1 solu-
tion branch we note that the period 2k − 2k+2 solution branches follow the
structure of the type A2b alternating-period doubling cascade as shown in
Fig. 8.8.1.4b, and we conclude not only that this is the alternating period-
doubling structure of the early part of the cascade, but also that the alter-
nating structure now extends two period-doubling bifurcations further into
the cascade.
In Fig. 8.8.2.6 the paths of period 2k and period 2k+1 period-doubling bifur-
cation points are shown in black, as is the path of period 2k+1 limit points,
which meets the period 2k solution branch in the quartic point labelled QP.
Along the path of limit points we observe a 1:1 resonance, and this point
is marked by a red circle and labelled 1:1. A path of period 2k+1 Neimark-
Sacker bifurcations emerges from the 1:1 resonance, and is shown in red and
labelled 2k+1NS. The path of limit points continues and touches the path
of period 2k+1 period-doubling bifurcation points tangentially in a fold-flip
bifurcation, labelled FF.
Those regions where there exists a stable solution are shaded in blue. Re-
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Figure 8.8.2.6: Example two-parameter bifurcation diagram, SUR at point
A, type S2 supercritical cascade, case 1.
gions where the branch of fixed-point solutions is stable are shaded with blue
and white horizontal stripes, regions where there exists a stable period 2k+1
solution are shaded with vertical blue and white stripes, and regions where
there exists a stable period 2k+2 solution are shaded with diagonal blue and
white stripes. In regions where more than one of the branches of solutions
are stable, these shading patterns are overlaid.
The same labelling (namely QP for a quartic point, FF for a fold-flip bi-
furcation point, 2k(+1/2)PD for a path of period-doubling bifurcation points,
2k(+1/2)LP for a path of limit points, 2k(+1/2)NS for a path of Neimark-Sacker
bifurcation points, and 1 : 1 / 1 : 2 for resonances) and colour scheme shall
apply to all two-parameter bifurcation diagrams in this section. The shading
conventions to indicate the regions of parameter space in which there exist
stable solutions will also be maintained.
8.2.2 SUR at point A, type S2 Supercritical Period-
Doubling Cascade, Case 2
We now consider the second case, where the path of period 2k+1 Neimark-
Sacker bifurcation points terminates in a period 2k+1 type 1 1:2 resonance
after the quartic point QP. A typical two-parameter bifurcation diagram in
this case is given in Fig. 8.8.2.7.
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Figure 8.8.2.7: Two-parameter bifurcation diagram example, SUR at point
A, type S2 supercritical cascade, case 2.
The analysis of this case is almost identical to the previous case, and so we do
not repeat it here. Instead, we observe that the path of period 2k+1 Neimark-
Sacker bifurcations now terminates in the period 2k+1 1:2 resonance. As a
consequence, we see that this case is a mechanism for creating an alternating
period-doubling cascade of type A1b. We also note that whilst the path
of period 2k+1 Neimark-Sacker bifurcation points must approach the period
2k+1 1:2 resonance from above globally, it may approach the resonance either
from above or from below locally.
8.2.3 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 1
We next consider the case where we have two multipliers which are both
greater than 1 at point A, and we note that this does not allow us to determine
which alternating period-doubling structure the early part of the cascade
follows. We first consider the possibility that after point A we observe a type
S1 supercritical cascade, as shown in Fig. 8.8.1.1a, and we observe that this
requires a Neimark-Sacker bifurcation to occur along the branch of period 2k
solutions before the period 2k period-doubling bifurcation point. The one-
parameter bifurcation diagram as we enter a neighbourhood of a fold-flip
bifurcation point in this case is given by Fig. 8.8.2.8.
It is possible that the period 2k Neimark-Sacker bifurcation is transferred to
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Figure 8.8.2.8: One-parameter bifurcation diagram, URUR at point A, type
S1 supercritical cascade.
the path of period 2k+1 solutions via a period 2k 1:2 resonance before the
quartic point QP. We consider first the case where this does not happen.
In this case we assume that the period 2k Neimark-Sacker bifurcation point
persists throughout the entire neighbourhood of the fold-flip bifurcation that
we consider. One typical two-parameter bifurcation diagram showing how an
alternating period-doubling cascade of type A2a can be generated is given in
Fig. 8.8.2.9.
As we decrease µ from a value which corresponds to a line across the top of
Fig. 8.8.2.9, we first observe the creation of a quartic point along the path
of period 2k period-doubling bifurcation points. The period 2k+1 limit point
which is generated moves towards the period 2k+1 period-doubling bifurcation
point as we continue to decrease µ, and a fold-flip bifurcation of type 1 occurs.
From this fold-flip bifurcation emerges a path of period 2k+2 Neimark-Sacker
bifurcation points.
In this case, whilst on the scale of Fig. 8.8.2.9 the path of period 2k+2
Neimark-Sacker bifurcations must emerge from the fold-flip bifurcation point
downwards, locally this path of bifurcation points may emerge either down-
wards or upwards. In the latter case, as we approach the fold-flip bifurcation
by decreasing µ, we first see the appearance of two Neimark-Sacker bifurca-
tions along the period 2k+2 solution branch, one of which terminates in the
fold-flip bifurcation point. The global solution structure, we note, remains
consistent regardless of whether the path of period 2k+2 Neimark-Sacker bi-
furcation points locally emerges upwards or downwards.
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Figure 8.8.2.9: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 1.
8.2.4 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 2
The next case we consider is similar to the previous case, except that we
now assume that the path of period 2k Neimark-Sacker bifurcation points
terminates in a period 2k type 1 1:2 resonance once the quartic point has
occurred. A typical two-parameter bifurcation diagram for this case is given
in Fig. 8.8.2.10.
We note that in order to respect the geometry of Fig. 7.7.9.14 such a res-
onance can only take place after the quartic point has occurred. Locally
the path of period 2k Neimark-Sacker bifurcation points can approach the
resonance either from above or from below, although globally the path must
approach the resonance from above. Similarly we observe that, as in the pre-
vious case, the path of period 2k+2 Neimark-Sacker bifurcation points may
emerge from the fold-flip bifurcation point either upwards or downwards lo-
cally, but globally the path must continue downwards.
We conclude our analysis of this case by observing that as we move beyond
the neighbourhood of the fold-flip bifurcation point shown in Fig. 8.8.2.10 we
have a Neimark-Sacker bifurcation along the period 2k+2 solution branch,
but no Neimark-Sacker bifurcation along the period 2k solution branch.
One might imagine that we therefore cannot generate an alternating period-
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Figure 8.8.2.10: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 2.
doubling cascade from the mechanism described in this case. This suppo-
sition is false, however, since if we repeat the mechanism described here in
order to change the criticality of the period 2k+2 period-doubling bifurcation,
then the period 2k+2 Neimark-Sacker bifurcation will terminate in a period
2k+2 1:2 resonance. Repeating this process at higher and higher periods will
generate an alternating period-doubling cascade of type A1a.
8.2.5 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 3
We now consider the possibility that the period 2k Neimark-Sacker bifurca-
tion is transferred to the period 2k+1 solution branch by a period 2k type 2
1:2 resonance before the quartic point.
The first case we consider provides a mechanism for generating an alternat-
ing period-doubling cascade of type A1a. We assume that the period 2k+1
Neimark-Sacker bifurcation point terminates in a period 2k+1 1:1 resonance.
A typical two-parameter bifurcation diagram under this assumption is given
by Fig. 8.8.2.11.
We note that the global direction of approach of the path of period 2k
Neimark-Sacker bifurcation points to the period 2k 1:2 resonance is prede-
termined, although locally the path may approach the resonance either from
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Figure 8.8.2.11: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 3.
above or from below. Similarly, whilst the endpoints of the path of period
2k+1 Neimark-Sacker bifurcation points are fixed, the path may approach
each of the resonances which determine its endpoints either from above or
from below without aﬀecting the validity of Fig. 8.8.2.11. The path of period
2k+2 Neimark-Sacker bifurcation points may also emerge from the fold-flip
bifurcation point either upwards or downwards locally, although on the scale
of Fig. 8.8.2.11 they must emerge downwards.
8.2.6 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 4
We now provide a minor variant of the previous case which provides a mech-
anism for generating an alternating period-doubling cascade of type A2a. In
particular, we simply assume that at some point after the quartic point QP
a period 2k type 1 1:2 resonance occurs, from which a path of period 2k
Neimark-Sacker bifurcations emerges. A typical two-parameter bifurcation
diagram under this assumption is given by Fig. 8.8.2.12.
The same comments as were made in the analysis of the previous case also
apply here. In addition, we note that although on the scale of Fig. 8.8.2.12
the path of period 2k Neimark-Sacker bifurcations which emerges from the
period 2k type 1 1:2 resonance must do so downwards, locally it may emerge
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Figure 8.8.2.12: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 4.
either upwards or downwards.
8.2.7 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 1
We now continue our classification by examining the possibility that we have
two unstable multipliers greater than 1 at point A followed by a supercritical
cascade of type S3, as shown in Fig. 8.8.1.1c.
We note that as we move along the period 2k+1 branch of solutions the mul-
tipliers move around the outside of the unit circle. This behaviour must be
eliminated before a fold-flip bifurcation can occur, since it does not corre-
spond to any of the fold-flip bifurcation cases described in Sections 7.7.4 -
7.7.7. We observe that as a necessary condition for a fold-flip bifurcation to
occur in this case we cannot have two unstable multipliers to the left of the
unit circle along the section of the period 2k+1 solution branch immediately
before the period 2k+1 period-doubling bifurcation point. In order to change
the multipliers along this section of the bifurcation diagram we must observe
a period 2k+1 type 2 1:2 resonance.
A period 2k+1 type 2 1:2 resonance alone, however, will not be suﬃcient
to bring the branches of solutions we consider into a form consistent with
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Figure 8.8.2.13: Multiplier configurations after limit point appears, URUR at
point A, type S3 supercritical period-doubling cascade, case 1.
one of the fold-flip bifurcation scenarios we have considered in Figs. 8.8.1.3
- 8.8.1.4. When the resonance takes place either a period 2k+1 Neimark-
Sacker bifurcation will be created (as well as a period 2k+2 Neimark-Sacker
bifurcation), or a period 2k+1 Neimark-Sacker bifurcation must be transferred
between the period 2k+1 and period 2k+2 branches of solutions.
In the first of these cases the period 2k+1 Neimark-Sacker bifurcation must
be removed before a fold-flip bifurcation can occur, and so either a period
2k+1 1:1 resonance must take place, or a period 2k type 2 1:2 resonance must
take place. Each of these cases will be considered in turn in this section. In
the case where a Neimark-Sacker bifurcation is transferred from the period
2k+1 branch of solutions to the period 2k+2 branch of solutions, we note
that a period 2k+1 1:1 resonance or a period 2k type 2 1:2 resonance must
already have taken place in order to explain the presence of a Neimark-
Sacker bifurcation along the period 2k+1 branch of solutions. Finally if the
Neimark-Sacker bifurcation is transferred from the branch of period 2k+2
branch of solutions to the period 2k+1 branch of solutions then we again note
that it must be removed from this section of the bifurcation diagram before
a fold-flip bifurcation can take place.
We first consider the diﬀerent mechanisms which are possible when no Neimark-
Sacker bifurcations are created along the period 2k solution branch.
In this case once the period 2k+1 limit point appears in a quartic point at
the period 2k period-doubling bifurcation point the bifurcation diagram is as
given in Fig. 8.8.2.13.
As explained above, this bifurcation diagram does not correspond to any of
the bifurcation diagrams shown in the analysis of fold-flip bifurcation points,
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Figure 8.8.2.14: Location of 1:1 and 1:2 resonances, URUR at point A, type
S3 supercritical cascade, case 1.
and we conclude that both a period 2k+1 1:1 resonance and a period 2k+1
type 2 1:2 resonance must occur.
A number of diﬀerent combinations of resonances and fold-flip bifurcations
can take place, all of which yield the same result once we have moved suf-
ficiently far away from the fold-flip bifurcation point. Rather than describe
each case separately, we provide two-parameter bifurcation diagrams which
illustrate the diﬀerent possible combinations. Fig. 8.8.2.14 shows a section of
the two-parameter plane in a neighbourhood of the fold-flip bifurcation point.
Two diagrams are provided in Fig. 8.8.2.14 since we do not know whether
the 1:1 resonance or the 1:2 resonance occurs for a greater value of µ.
The path of Neimark-Sacker bifurcations can join the 1:1 resonance and the
1:2 resonance in a number of diﬀerent ways. In particular, at both the 1:1
and 1:2 resonance points the path of Neimark-Sacker bifurcations may either
emerge “upwards” or “downwards”. To illustrate this point, Fig. 8.8.2.15
shows the four possibilities in the case where the 1:1 resonance occurs for a
greater value of µ than the 1:2 resonance does. We can flip each of these
diagrams vertically to obtain four similar diagrams which are appropriate
when the 1:2 resonance occurs for a greater value of µ.
We must also consider what happens to the path of Neimark-Sacker bifurca-
tions after the 1:2 resonance. Whichever of the cases shown in Fig. 8.8.2.15
occurs, a period 2k+1 Neimark-Sacker bifurcation will be “transferred” to the
period 2k+2 solution branch, and will terminate at the fold-flip bifurcation
point. Locally, however, the path of Neimark-Sacker bifurcation points can
again emerge from the 1:2 resonance and the fold-flip bifurcation point ei-
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Figure 8.8.2.15: Possible paths of Neimark-Sacker bifurcation points between
1:1 and 1:2 resonances.
ther upwards or downwards, and the four diﬀerent possible cases are shown
in Fig. 8.8.2.16.
Bringing these diﬀerent possibilities together, we can construct 32 diﬀerent
two-parameter bifurcation diagrams in a neighbourhood of this fold-flip bi-
furcation point. In every case, however, the fold-flip bifurcation is of type 1,
and once we have moved beyond the fold-flip bifurcation and the limit point
has moved away from the period 2k+1 period-doubling bifurcation point, the
period 2k − 2k+2 solution branches follow the alternating structure of A1a.
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Figure 8.8.2.16: Possible paths of Neimark-Sacker bifurcation points between
1:2 resonance and fold-flip bifurcation point.
We take one particular example, shown in Fig. 8.8.2.17, and show how the
two-parameter bifurcation diagram should be interpreted. We note that the
path of period 2k+1 Neimark-Sacker bifurcations follows the path shown in
Fig. 8.8.2.15a between the 1:1 and 1:2 resonances, and the path shown in
Fig. 8.8.2.16d between the 1:2 resonance and the fold-flip bifurcation point.
We begin with a value of µ such that the period 2k and period 2k+1 period-
doubling bifurcations are both supercritical. As we decrease µ, we first see the
period 2k+1 limit point appearing at the quartic point QP . As we continue to
decrease µ a 1:1 resonance occurs, and we see a single period 2k+1 Neimark-
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Figure 8.8.2.17: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 1.
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Figure 8.8.2.18: Multiplier configurations after 1:1 and immediately before
fold-flip bifurcation, URUR at point A, type S3 supercritical period-doubling
cascade, case 1.
Sacker bifurcation appear between the limit point and the period 2k+1 period-
doubling bifurcation point. The one-parameter bifurcation diagram at this
point is given by Fig. 8.8.2.18a. We note that between the limit point and the
period 2k+1 Neimark-Sacker bifurcation point we have two stable multipliers,
and so this section of the period 2k+1 solution is stable.
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As we decrease µ further we next see the appearance of two period 2k+2
Neimark-Sacker bifurcations, and we note that between these two bifurca-
tions the period 2k+2 solution branch is stable. In total we now see three
Neimark-Sacker bifurcations, and the two of these which are closest to the
period 2k+1 period-doubling bifurcation point vanish in a type 2b 1:2 reso-
nance point, marked 1 : 2 on Fig. 8.8.2.17. The one-parameter bifurcation
diagram at this point is given by Fig. 8.8.2.18b, and we note that the period
2k+1 solution branch is now devoid of Neimark-Sacker bifurcations. We see
from Table 7.7.8.1 that a type 1 fold-flip bifurcation occurs as we continue
to decrease µ, and a second period 2k+2 Neimark-Sacker bifurcation emerges
from the fold-flip bifurcation. As µ is lowered further the two remaining
period 2k+2 Neimark-Sacker bifurcations annihilate each other, and once the
limit point has moved away from the period 2k+1 period-doubling bifurca-
tion point, we note that the period 2k− 2k+2 branches of solutions follow the
alternating period doubling structure A1a.
8.2.8 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 2
The next case we consider is a slight variation of the previous case. In
particular, we assume that we see a period 2k type 1 1:2 resonance after the
quartic point from which the period 2k+1 limit point emerges. This will cause
a Neimark-Sacker bifurcation to appear along the period 2k solution branch,
and we assume that this bifurcation persists after the fold-flip bifurcation
has occurred. We conclude that this is a mechanism for generating a type
A2a alternating period-doubling structure.
A typical two-parameter bifurcation diagram showing this scenario is given
by Fig. 8.8.2.19.
We shall again highlight the ways in which slight variations can be made to
Fig. 8.8.2.19. Firstly, the path of period 2k Neimark-Sacker bifurcations may
emerge either upwards or downwards from the period 2k 1:2 resonance. If the
path of Neimark-Sacker bifurcations emerges upwards, then as we decrease µ
we first see the creation of two period 2k Neimark-Sacker bifurcations, which
subsequently begin to move apart. In this case the 1:2 resonance acts as the
termination point for one end of the path of period 2k Neimark-Sacker bifur-
cation points, whilst the other end of the path ultimately turns downwards
and persists as we continue to decrease µ beyond the value at which the fold-
flip bifurcation occurs. If the path of Neimark-Sacker bifurcations emerges
downwards, however (as is shown in Fig. 8.8.2.19), then a single period 2k
Neimark-Sacker bifurcation is created at the 1:2 resonance, and again we ex-
pect this Neimark-Sacker bifurcation to persist as we decrease µ beyond the
fold-flip bifurcation point. Finally, we note that the period 2k 1:2 resonance
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Figure 8.8.2.19: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 2.
can only occur after the quartic point QP , since before the quartic point the
local solution structure is incompatible with Fig. 7.7.9.14.
With the exception of the period 2k 1:2 resonance we have just discussed
(which only aﬀects the period 2k solution branch) the analysis proceeds as in
case 1, and so we do not repeat it here. We conclude that we generate a type
A2a alternating period-doubling cascade rather than a type A1a alternating
period-doubling cascade, since repeated applications of this mechanism at
higher and higher period will generate Neimark-Sacker bifurcations along
alternate branches of solutions.
8.2.9 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 3
We now consider the possibility that before the quartic point occurs at the
period 2k period-doubling bifurcation point we observe a period 2k type 2 1:2
resonance at the period 2k period-doubling bifurcation point. From this res-
onance emerge two Neimark-Sacker bifurcations, one of period 2k, the other
of period 2k+1. The one-parameter bifurcation diagram of the supercritical
part of the cascade after this 1:2 resonance is given by Fig. 8.8.2.20.
In this case we assume that the period 2k Neimark-Sacker bifurcation does not
persist throughout the entire neighbourhood of the fold-flip bifurcation point
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Figure 8.8.2.20: URUR at point A, type S3 supercritical cascade, case 3 after
period 2k 1:2 resonance.
we are examining. To satisfy this assumption we must, at some point after
the quartic point, observe a period 2k type 1 1:2 resonance at the period 2k
period-doubling bifurcation. We note that the quartic point QP must occur
before the period 2k type 1 1:2 resonance does, since before the quartic point
the local solution structure does not agree with Fig. 7.7.9.14. Furthermore
before a fold-flip bifurcation can occur along the period 2k+1 solution branch,
the period 2k+1 Neimark-Sacker bifurcation must be eliminated, and so we
expect a period 2k+1 type 2 1:2 resonance to occur at the period 2k+1 period-
doubling bifurcation point. We note that a type 1 1:2 resonance would be
insuﬃcient in this case, since we would recover a combination of multiplier
configurations along the period 2k+1 branch of solutions which is incompatible
with those in a neighbourhood of a fold-flip bifurcation point, as described
in Figs. 7.7.4.4 - 7.7.7.12.
A type 1 fold-flip bifurcation then occurs and, once we have moved beyond
a neighbourhood of the fold-flip bifurcation point, we note that the period
2k − 2k+2 solution branches have the alternating period-doubling structure
A1a.
One possible two-parameter bifurcation diagram describing this mechanism
is given in Fig. 8.8.2.21.
As we decrease µ from a value near the top of Fig. 8.8.2.21, we first see the
appearance of two period 2k+1 Neimark-Sacker bifurcations, between which
the period 2k+1 solution is stable. As we continue to decrease µ the leftmost
of these Neimark-Sacker bifurcations terminates at the period 2k period-
doubling bifurcation point in a period 2k (type 2a) 1:2 resonance, and from
this resonance we see the appearance of a period 2k Neimark-Sacker bifur-
cation. At this point the one-parameter bifurcation diagram is as given in
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Figure 8.8.2.21: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 3.
Fig. 8.8.2.20.
Between the period 2k Neimark-Sacker bifurcation and the period 2k period-
doubling bifurcation point the period 2k solution is stable. As µ is decreased
further, we see the appearance of the period 2k+1 limit point in the quartic
point QP, and we note that a region of parameter space is created where both
a stable period 2k solution and a stable period 2k+1 solution exists. The one-
parameter bifurcation diagram at this point is again given by Fig. 8.8.2.18a.
Next we see a second period 2k Neimark-Sacker bifurcation emerge from a
period 2k (type 2) 1:2 resonance at the period 2k period-doubling bifurcation
point, and the two period 2k Neimark-Sacker bifurcations annihilate each
other, after which the period 2k solution remains unstable. We then observe
the creation of two period 2k+2 Neimark-Sacker bifurcations, between which
the period 2k+2 solution is stable. The Neimark-Sacker bifurcation nearest
the period 2k+1 period-doubling bifurcation point terminates in a period 2k+1
(type 2b) 1:2 resonance at the period 2k+1 period-doubling bifurcation point,
where the period 2k+1 Neimark-Sacker bifurcation also terminates. At this
point the one-parameter bifurcation diagram is as given in Fig. 8.8.2.18b.
As we decrease µ we approach the fold-flip bifurcation point FF , where
the combination of solutions stabilities and the appearance of a (further)
period 2k+2 Neimark-Sacker bifurcation leads us to conclude that the fold-
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flip bifurcation is of type 1b. Lastly, we see that as we continue to decrease µ
the two period 2k+2 Neimark-Sacker bifurcations annihilate each other, and
we note that the period 2k+2 solution becomes unstable.
As in previous cases, one can make slight variations to Fig. 8.8.2.21 without
rendering it invalid, in particular by changing the behaviour of the paths of
Neimark-Sacker bifurcations in neighbourhoods of the codimension 2 points.
Since we have explained at some length the typical changes of this sort which
can be made, we do not repeat those points here.
We conclude this case by observing that it provides a mechanism for generat-
ing an alternating period-doubling structure of type A1a, since no Neimark-
Sacker bifurcations persist away from a neighbourhood of the fold-flip bifur-
cation point.
8.2.10 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 4
We now present a small variation of the previous case which allows us to
generate an alternating period-doubling structure of type A2a. In particular,
we largely follow the analysis of case 8.2.8, but rather than assuming that
the period 2k Neimark-Sacker bifurcation which emerges from the first of
the period 2k 1:2 resonances terminates in a second period 2k 1:2 resonance,
we assume that it persists even after the fold-flip bifurcation has occurred.
Fig. 8.8.2.22 shows one possible two-parameter bifurcation diagram which fits
this description.
Since this case is similar to the previous case, we refer the reader to the
analysis given there. We also note that although a type A2a alternating
period-doubling cascade is being generated, there is no Neimark-Sacker bi-
furcation along the period 2k+2 solution branch at the end of this description.
This is not a problem, however, since if we were to apply the mechanism for
converting the criticality of a period-doubling bifurcation described here to
the period 2k+3 branch of solutions then we would generate a Neimark-Sacker
bifurcation along the period 2k+2 branch of solutions (analogously to the way
in which the path of period 2k Neimark-Sacker bifurcation points is created
in Fig. 8.8.2.22).
8.2.11 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 1
We now consider the possibility that we have the multiplier configuration
URUR at point A, followed by a supercritical period-doubling cascade of type
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Figure 8.8.2.22: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 4.
S4, as is shown in Fig. 8.8.1.1d. Since the positions of the multipliers along
the solution branches of a type S4 supercritical period-doubling cascade only
repeat after every second period-doubling bifurcation, there are two possible
ways in which we can “attach” such a supercritical period-doubling cascade
after point A. We first consider the case where the section of the period 2k
solution branch immediately before the period 2k period-doubling bifurcation
point has two stable multipliers.
We note that in this scenario we begin with a single Neimark-Sacker bifurca-
tion along every solution branch in the supercritical period-doubling cascade,
and in particular there is a Neimark-Sacker bifurcation point between the pe-
riod 2k and period 2k+1 period-doubling bifurcations which must be removed
before a fold-flip bifurcation can occur. Furthermore we observe that a pe-
riod 2k+1 type 2 1:2 resonance must occur before a fold-flip bifurcation can
take place, since the section of the period 2k+1 solution branch immediately
before the period 2k+1 period-doubling bifurcation point has two unstable
multipliers, and this is incompatible with Figs. 7.7.4.4 - 7.7.7.12.
The first case we consider is one where the path of period 2k Neimark-Sacker
bifurcation points terminates in a period 2k type 1 1:2 resonance after the
appearance of the period 2k+1 limit point in a quartic point at the period
2k period-doubling bifurcation. After this period 2k 1:2 resonance occurs a
period 2k+1 Neimark-Sacker bifurcation will still exist along the period 2k+1
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Figure 8.8.2.23: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 1, variant 1.
solution branch, preventing a fold-flip bifurcation from occurring.
Initially, we may think that either a period 2k+1 1:1 resonance or a period 2k+1
1:2 resonance may be able to remove this Neimark-Sacker bifurcation. We
argue, however, that a single period 2k+1 1:1 resonance is insuﬃcient. Were a
period 2k+1 1:1 resonance to occur the multiplier configuration immediately
after the limit point would be URUR. The multipliers would then have to
move around the outside of the unit circle before the period 2k+1 period-
doubling bifurcation point, so that the configuration ULUL was recovered.
We have already seen that this is not behaviour which we expect to see in
a neighbourhood of a fold-flip bifurcation point. In order to remove such
behaviour we require both a period 2k+1 1:1 resonance and a period 2k+1 1:2
resonance to occur, and in this case the two 1:1 resonances would cancel out
each other’s eﬀects, and so we assume that no 1:1 resonances occurs.
As a result of the argument above, we assume that a period 2k+1 1:2 resonance
occurs at the period 2k+1 period-doubling bifurcation point. One possible
two-parameter bifurcation diagram which satisfies the preceding exposition
is given by Fig. 8.8.2.23.
As we decrease µ we first observe the appearance of the period 2k+1 limit point
in the quartic point QP . After this we next see a path of period 2k Neimark-
Sacker bifurcation points emerging from the period 2k 1:2 resonance, and
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Figure 8.8.2.24: One-parameter bifurcation diagram after period 2k 1:2 res-
onance, URUR at point A, type S4 supercritical cascade, case 1.
subsequently the mutual annihilation of the two period 2k Neimark-Sacker
bifurcation points. At this point the one-parameter bifurcation diagram is
given by Fig. 8.8.2.24.
Although the global direction of approach of the path of period 2k Neimark-
Sacker bifurcation points is predetermined, locally the path can approach
the period 2k 1:2 resonance from above or below, and we show the latter
case in Fig. 8.8.2.23. Furthermore, this figure shows the period 2k type 1
1:2 resonance occurring for a greater value of µ than the period 2k+1 1:2
resonance, but this need not be the case.
At the period 2k+1 1:2 resonance the path of period 2k+2 Neimark-Sacker
bifurcations terminates. Although this path must approach the resonance
from above, locally the path can approach the resonance either from above
or below, providing another possible variation to Fig. 8.8.2.23. The fold-flip
bifurcation we see is of type 1, and a path of 2k+2 Neimark-Sacker bifurcation
points emerges from it. Again, locally this path of period 2k+2 Neimark-
Sacker bifurcation points can emerge either upwards or downwards, although
in the former case the path must ultimately turn downwards.
The final variation we draw to the reader’s attention is that the upper path
of period 2k+2 Neimark-Sacker bifurcation points may persist throughout the
neighbourhood of the fold-flip bifurcation point without interacting with any
of the codimension 2 phenomena we observe. If this is the case, then an
appropriate two-parameter bifurcation diagram is given by Fig. 8.8.2.25.
Similar comments to those made above also apply to this variant. Rather
than repeating those points here, we simply note that the alternating period-
doubling structure A1a is extended two period-doubling bifurcations further
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Figure 8.8.2.25: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 1, variant 2.
into the cascade, and if this mechanism were repeated at higher and higher
period then a full alternating period-doubling cascade of type A1a would be
generated.
8.2.12 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 2
We next consider the case where we see a period 2k type 2 1:2 resonance
before the period 2k+1 limit point appears. As before, in order to convert the
multiplier configurations along the period 2k+1 solution branch to a config-
uration compatible with a fold-flip bifurcation occurring we require both a
period 2k+1 1:1 resonance and a period 2k+1 1:2 resonance to take place. An
appropriate two-parameter bifurcation diagram is given by Fig. 8.8.2.26.
There are again a number of possible variations of Fig. 8.8.2.26 which satisfy
the description given above. Since these variations are minor and similar to
those explained in previous cases, we do not repeat them here.
One variation which we do mention, however, is when the upper path of
period 2k+2 Neimark-Sacker bifurcation points, which terminates in the pe-
riod 2k+1 1:2 resonance on Fig. 8.8.2.26, persists throughout the entire neigh-
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Figure 8.8.2.26: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 2, variant 1.
bourhood of the fold-flip bifurcation point, and is unaﬀected by any of the
codimension 2 phenomena which we observe. In this case, a typical two-
parameter bifurcation diagram is given by Fig. 8.8.2.27.
We return to the particular example of Fig. 8.8.2.26, and describe the be-
haviour we see as we move from one side of the fold-flip bifurcation point to
the other. Starting at the top of Fig. 8.8.2.26 and decreasing µ, the first thing
we see is a period 2k type 2 1:2 resonance at the period 2k period-doubling
bifurcation point, where the period 2k+1 Neimark-Sacker bifurcation is trans-
ferred to the period 2k solution branch. This subsequently moves towards
the existing Neimark-Sacker bifurcation point along the branch of period 2k
solutions, and the two Neimark-Sacker bifurcations annihilate each other.
As we continue to decrease µ the period 2k+1 path of limit points appears
from the period 2k quartic point QP , and after this we next observe a period
2k+1 type 2 1:2 resonance occur at the period 2k+1 period-doubling bifurcation
point, from which two Neimark-Sacker bifurcations (one of period 2k+1, and
the other of period 2k+2) emerge. The one-parameter bifurcation diagram at
this point is given by Fig. 8.8.2.28a.
The two period 2k+2 Neimark-Sacker bifurcations come together and annihi-
late each other, leaving us with a single Neimark-Sacker bifurcation along the
period 2k+1 solution branch. This bifurcation must be removed from this sec-
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Figure 8.8.2.27: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 2, variant 2.
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Figure 8.8.2.28: Multiplier configurations after period 2k+1 1:2 resonance and
immediately before fold-flip bifurcation, URUR at point A, type S4 supercrit-
ical period-doubling cascade, case 2.
tion of the bifurcation diagram before a fold-flip bifurcation may occur, and
as we continue to move down Fig. 8.8.2.26 we see that a period 2k+1 1:1 reso-
nance occurs. In particular, we see that a second period 2k+1 Neimark-Sacker
bifurcation emerges from the period 2k+1 1:1 resonance point, and that the
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two Neimark-Sacker bifurcations along the period 2k+1 solution branch be-
tween the limit point and the period 2k+1 period-doubling bifurcation point
annihilate each other.
At this point the one-parameter bifurcation diagram is given by Fig. 8.8.2.28b,
and from Table 7.7.8.1 we see that a type 1b fold-flip bifurcation occurs, from
which emerges a path of period 2k+2 Neimark-Sacker bifurcation points. We
note that the alternating period-doubling structure A1a has been extended
two period-doubling bifurcations further into the period-doubling cascade.
8.2.13 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 3
We now present minor variations of the two-parameter bifurcation diagrams
shown in Fig. 8.8.2.26 and Fig. 8.8.2.27 In both cases, we assume that a period
2k type 1 1:2 resonance occurs at the period 2k period-doubling bifurcation
point after the quartic point QP , and that from this resonance a path of
period 2k Neimark-Sacker bifurcation points emerges which persists beyond
a neighbourhood of the fold-flip bifurcation point.
The two-parameter bifurcation diagrams corresponding to Fig. 8.8.2.26 and
Fig. 8.8.2.27 with this addition are given by Fig. 8.8.2.29 and Fig. 8.8.2.30
respectively.
We conclude that the alternating period-doubling structure A2a is generated
in both cases.
8.2.14 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 4
In this case we consider the possibility that the period 2k Neimark-Sacker
bifurcation persists even after the fold-flip bifurcation has occurred, so that
we generate a type A2a alternating period-doubling cascade. This excludes
the possibility of a period 2k 1:2 resonance, and so in order to remove the
Neimark-Sacker bifurcation which we see on the period 2k+1 solution branch,
either a period 2k+1 1:1 resonance or a period 2k+1 1:2 resonance must occur.
We first show that a 1:1 resonance is insuﬃcient to achieve this, and then
consider the case where a 1:2 resonance occurs.
If, as we decrease µ, we first see the period 2k+1 limit point appear, and
then a period 2k+1 1:1 resonance occurs, then the one-parameter bifurcation
diagram would look like Fig. 8.8.2.31.
We know that the multiplier configuration immediately before the period 2k+1
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Figure 8.8.2.29: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 3, variant 1.
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Figure 8.8.2.30: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 3, variant 2.
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Figure 8.8.2.31: One-parameter bifurcation diagram after period 2k+1 1:1
resonance, URUR at point A, type S4 supercritical cascade, case 4.
period-doubling bifurcation point is incompatible with a fold-flip bifurcation
point, and in order to make this part of the period 2k+1 branch of solutions
consistent with a fold-flip bifurcation taking place we would need a further
period 2k+1 1:1 resonance and a period 2k+1 1:2 resonance to occur. The
second period 2k+1 1:1 resonance would simply undo the changes of the first,
and so we discount this possibility.
Instead, we assume that a period 2k+1 type 2 1:2 resonance is the first codi-
mension 2 bifurcation we see after the period 2k quartic point as we decrease
µ. This will remove the Neimark-Sacker bifurcation from the period 2k+1
solution branch, and we will be in a position where a type 1 fold-flip bi-
furcation can occur. One possible two-parameter bifurcation diagram which
corresponds to the above description of events is given by Fig. 8.8.2.32.
There are, as in the previous cases, a number of possible variations to
Fig. 8.8.2.32 which do not aﬀect its validity in respect of the description
of the dynamical behaviour given above, but we do not highlight them all
here. The only variant we draw attention to is the possibility that the up-
per path of period 2k+2 Neimark-Sacker bifurcation points, which terminates
in the period 2k+1 1:2 resonance on Fig. 8.8.2.32, may persist throughout
without interacting with any of the codimension 2 phenomena we see in a
neighbourhood of the fold-flip bifurcation point. If this happens a typical
two-parameter bifurcation diagram is shown in Fig. 8.8.2.33.
Returning to Fig. 8.8.2.32, we see that by decreasing µ from a value near
the top of Fig. 8.8.2.32 we first encounter the quartic point QP , and then
the period 2k+1 type 2 1:2 resonance. At this resonance the period 2k+1
and period 2k+2 Neimark-Sacker bifurcations vanish, and the one-parameter
bifurcation diagram is given by Fig. 8.8.2.34.
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Figure 8.8.2.32: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 4, variant 1.
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Figure 8.8.2.33: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 4, variant 2.
262
8.2. QUARTIC POINT OCCURS BEFORE FOLD-FLIP BIFURCATION
AS µ IS DECREASED FROM µ+ TO µ∗
x
λ
URUR
SS×
SUL
SUR
SS
SUL
SS
A
Figure 8.8.2.34: One-parameter bifurcation diagram after period 2k+1 1:2
resonance, URUR at point A, type S4 supercritical cascade, case 4.
From Table 7.7.8.1 we see that a type 1b fold-flip bifurcation occurs, and
once the limit point has moved away from the period 2k+1 period-doubling
bifurcation point, we see that the alternating period-doubling structure A2a
has been extended two period-doubling bifurcations further into the period-
doubling cascade.
8.2.15 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 5
We now consider the possibility that we have two unstable multipliers at point
A, followed by a supercritical cascade of type S4, but where the multiplier
configuration along the section of the period 2k solution branch immediately
before the period 2k period-doubling bifurcation point is ULUL. In this case
we must have two Neimark-Sacker bifurcations along the branch of period 2k
solutions, and to begin we consider those cases where one of these bifurca-
tions persists throughout the entire neighbourhood of the fold-flip bifurcation
which we consider.
Since we begin with two Neimark-Sacker bifurcations along the period 2k
solution branch, at least one must be removed in order to obtain one of the
alternating period-doubling structures shown in Figs. 8.8.1.3 - Fig. 8.8.1.4. As
we are assuming that one of these bifurcations persists the two bifurcation
points cannot collide and vanish, and so we conclude that the Neimark-Sacker
bifurcation point which does not persist vanishes in a period 2k 1:2 resonance.
We first consider the case where this resonance is of type 1, and Fig. 8.8.2.35
shows a typical two-parameter bifurcation diagram in this case.
263
CHAPTER 8. CLASSIFICATION OF THE POSSIBLE TRANSITIONS
FROM A SUPERCRITICAL PERIOD-DOUBLING CASCADE TO AN
ALTERNATING PERIOD-DOUBLING CASCADE
µ
λ
QP
1 : 1
1 : 2
FF
2kPD
2k+1PD
2k+1LP
2k+2NS
2k+1NS
2kNS
2kNS
Figure 8.8.2.35: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 5, variant 1.
We note that both the period 2k type 1 1:2 resonance and the period 2k+1
1:1 resonance must occur after the quartic point QP, but that we cannot
determine which we observe first as we decrease µ. Furthermore, locally
the path of period 2k Neimark-Sacker bifurcation points may approach the
period 2k 1:2 resonance either from above or from below, and similarly the
path of period 2k+1 Neimark-Sacker bifurcations points may approach the
period 2k+1 1:1 resonance either from above or below locally. We observe
that in both cases on the scale of Fig. 8.8.2.35 the paths of Neimark-Sacker
bifurcations must approach the appropriate resonance from above. The same
comment also applies to the path of period 2k+2 Neimark-Sacker bifurcation
points as it approaches the fold-flip bifurcation point.
The fold-flip bifurcation in this case is of type 1, and the alternating structure
we generate is of type A2a, although there is no Neimark-Sacker bifurcation
along the path of period 2k+2 solutions as we move beyond a neighbour-
hood of the fold-flip bifurcation point. In order to generate a full alternating
period-doubling cascade of type A2a, a period 2k+2 Neimark-Sacker bifur-
cation would have to be created as part of the mechanism for turning the
branch of period 2k+3 solutions, and this would be the case if the mechanism
described here were repeated at higher and higher period.
Fig. 8.8.2.36 presents a small variant of Fig. 8.8.2.35. In particular, rather
than assuming that the path of period 2k+2 Neimark-Sacker bifurcation points
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Figure 8.8.2.36: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 5, variant 2.
terminates at the fold-flip bifurcation point, we assume that it persists through-
out the entire neighbourhood of the fold-flip bifurcation point which we con-
sider.
In this case an additional path of period 2k+2 Neimark-Sacker bifurcation
points is created at the fold-flip bifurcation. Again, this path may emerge
either upwards or downwards locally, although on the scale of Fig. 8.8.2.36
the path must emerge downwards.
The fold-flip bifurcation in this case is again of type 1, and the alternating
structure which is generated is of type A2a. In this case, rather than the
period 2k+2 Neimark-Sacker bifurcation being absent, we have two Neimark-
Sacker bifurcations along the branch of period 2k+2 solutions, and so we
observe that in order to generate an entire alternating period-doubling cas-
cade of type A2a one of these bifurcations must be removed as part of the
mechanism for turning the branch of solutions of period 2k+3 (for example
by repeating this mechanism at higher period).
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Figure 8.8.2.37: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 6, variant 1.
8.2.16 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 6
We now consider the case mentioned earlier where rather than terminating
in a period 2k type 1 1:2 resonance, the second period 2k Neimark-Sacker
bifurcation terminates in a period 2k type 2 1:2 resonance with the period
2k+1 Neimark-Sacker bifurcation point. As in the previous case there are two
closely related variants of this case, and typical two-parameter bifurcation
diagrams for these two variants are shown in Figs. 8.8.2.37 - 8.8.2.38.
The minor variations which can be applied to Fig. 8.8.2.37 without aﬀecting
its validity are similar to those of the previous case. In particular, the three
paths of Neimark-Sacker bifurcation points which terminate in codimension
2 points may approach these respective points either from above or below
locally, although in each case on the scale of Fig. 8.8.2.37 the paths approach
the respective codimension 2 points from above.
The fold-flip bifurcation is of type 1 and, as in the first variant of the previous
case, the alternating structure generated is of type A2a, although the same
comment regarding the absence of a period 2k+2 Neimark-Sacker bifurcation
holds true in this case.
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Figure 8.8.2.38: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 6, variant 2.
Similarly the minor variations which can be applied to Fig. 8.8.2.38 without
aﬀecting its validity are similar to those of the previous case. The two paths
of Neimark-Sacker bifurcation points which terminate in the period 2k type 2
1:2 resonance may approach the resonance either from above or below locally,
although on the scale of Fig. 8.8.2.38 the paths approach the resonance from
above. Equally, the path of period 2k+2 Neimark-Sacker bifurcation points
which emerges from the fold-flip bifurcation point may do so either upwards
or downwards locally, although in the former case the path must subsequently
turn downwards again.
The fold-flip bifurcation is again of type 1 and, as in the second variant of
the previous case, the alternating structure generated is of type A2a. Since
there are two Neimark-Sacker bifurcations along the branch of period 2k+2
solutions as we move away from a neighbourhood of the fold-flip bifurcation,
one of these must be removed as part of the mechanism for turning the branch
of period 2k+3 solutions if a complete alternating period-doubling cascade of
type A2a is to be generated (for example by repeating this mechanism at
higher period).
267
CHAPTER 8. CLASSIFICATION OF THE POSSIBLE TRANSITIONS
FROM A SUPERCRITICAL PERIOD-DOUBLING CASCADE TO AN
ALTERNATING PERIOD-DOUBLING CASCADE
λ
x
A
SUR
SUR
ULUR
SUL
ULUR
SUR
Figure 8.8.3.39: One-parameter bifurcation diagram showing period 2k+1
limit point, SUR at point A, type S2 supercritical cascade.
8.3 Fold-Flip Bifurcation Occurs Before Quar-
tic Point As µ Is Decreased From µ+ to
µ∗
We now need to consider the possibility that limit point approaches the
period 2k+1 period-doubling bifurcation point from above, so that after the
fold-flip bifurcation point the limit point terminates in a quartic point at the
period 2k period-doubling bifurcation point.
Referring to Figs. 8.8.1.3 - 8.8.1.4 we again note that there are only two
possible multiplier configurations at point A, namely SUR and URUR. When
we have the configuration SUR, the only possible supercritical cascade which
can follow is the cascade of type S2 shown in Fig. 8.8.1.1b. When we have the
multiplier configuration URUR the supercritical cascade which follows may
be of type S1, S3 or S4. In this section we will take each of these cases in turn
and. assuming that the period 2k+1 limit point moves down the period 2k+1
solution branch, consider the possible mechanisms for changing the criticality
of the period 2k period-doubling bifurcation.
We take first the simpler case where we have the multiplier configuration SUR
at point A. Once the period 2k+1 limit point has moved into a neighbourhood
of the fold-flip bifurcation point, the one-parameter bifurcation diagram is
given by Fig. 8.8.3.39.
Since we do not have any of the configurations SS, ULUL or URUR at any
point along the solution branches shown in Fig. 8.8.3.39 we conclude that
no resonances or Neimark-Sacker bifurcations occur before we see the fold-
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flip bifurcation take place. From Table 7.7.8.1 we conclude that the fold-flip
bifurcation which occurs is a type 3 fold-flip bifurcation.
We note that before the limit point vanishes in a quartic point at the period
2k period-doubling bifurcation point we must observe a resonance, since the
multiplier configuration ULUR which we have along the period 2k solution
branch to the right of the period 2k period-doubling bifurcation point and the
configuration SS which we have along the period 2k+1 solution branch are not
compatible. In particular, we conclude that a period 2k+1 1:1 resonance must
occur, from which emerges a path of period 2k+1 Neimark-Sacker bifurcation
points.
After this the quartic point is free to take place, and we recover an alternating
period-doubling structure. This structure may be of either type A1 or of type
A2, and we discuss both cases below.
8.3.1 SUR at point A, type S2 Supercritical Period-
Doubling Cascade, Case 1
The first case we consider is where the period 2k+1 Neimark-Sacker bifurca-
tion persists even after the path of period 2k+1 limit points has terminated in
the period 2k quartic point. In this case a suitable two-parameter bifurcation
diagram is given by Fig. 8.8.3.40, and we recover the alternating structure
A2b along the branches of solutions of periods 2k − 2k+2.
We note that, as in previous cases, the path of period 2k+1 Neimark-Sacker
bifurcation points can locally emerge either “downwards” or “upwards” from
the period 2k+1 1:1 resonance, although in the latter case the path must turn,
so that it eventually points downwards.
8.3.2 SUR at point A, type S2 Supercritical Period-
Doubling Cascade, Case 2
The other possibility is that the path of period 2k+1 Neimark-Sacker bi-
furcations does not persist, but rather it runs between the period 2k+1 1:1
resonance described in the previous case and a period 2k+1 type 1 1:2 res-
onance. An appropriate two-parameter bifurcation diagram for this case is
shown in Fig. 8.8.3.41.
In this case we note that the path of period 2k+1 Neimark-Sacker bifurcation
points may approach both the period 2k+1 resonances either from above or
from below, and that the values of µ for which the resonances occur are
independent, meaning that we cannot say which we will observe occurring
first as we decrease µ from µ = µ+. In all cases, however, once we move
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Figure 8.8.3.40: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade.
far enough away from the fold-flip bifurcation point the dynamics seen are
the same, and the period 2k − 2k+2 solution branches have the alternating
structure A1b.
We note that these are the only cases we must consider when we have the
multiplier configuration SUR at point A. The only way to introduce addi-
tional resonances in this scenario is to repeat a resonance which has already
occurred. If this were to happen, then some of the necessary steps to allow
the path of period 2k+1 solution branch to be turned would be undone. Since
this would serve as nothing but an unneccessary complication of an existing
case, we disregard this possibility.
8.3.3 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 1
We now proceed to the second possible multiplier configuration at point
A, namely URUR. We begin by assuming that the supercritical period-
doubling cascade which follows is of type S1. We note that this requires
a Neimark-Sacker bifurcation to be present along the period 2k solution
branch. Once the period 2k+1 limit point moves within a neighbourhood
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Figure 8.8.3.41: Two-parameter bifurcation diagram example, SUR at point
A, type S2 supercritical cascade, case 2.
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Figure 8.8.3.42: One-parameter bifurcation diagram showing period 2k+1
limit point, URUR at point A, type S2 supercritical cascade.
of the fold-flip bifurcation point, the one-parameter bifurcation diagram is
given by Fig. 8.8.3.42.
Referring to Table 7.7.8.1, we note that the section of the bifurcation diagram
near the period 2k+1 period-doubling bifurcation is compatible with a type
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Figure 8.8.3.43: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 1.
2 fold-flip bifurcation, and so it may be the case that no resonances occur
before we observe the fold-flip bifurcation. If this is the case, then there
are four possible ways for the mechanism for changing the criticality of the
period 2k solution branch to be completed, and these are shown in the four
cases which follow.
In the first case we assume that the path of period 2k Neimark-Sacker bifur-
cation points persists throughout the entire neighbourhood of the fold-flip
bifurcation. In this case a suitable two-parameter bifurcation diagram is
given by Fig. 8.8.3.43.
We note that locally the path of period 2k+2 Neimark-Sacker bifurcation
points may emerge from the fold-flip bifurcation point either upwards or
downwards, although in the former case they must turn to face downwards,
since on the scale of Fig. 8.8.3.43 the path of Neimark-Sacker bifurcations
must move downwards.
We end the analysis of this case by observing that it provides a mechanism
for generating an alternating period-doubling cascade of type A2a.
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Figure 8.8.3.44: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 2.
8.3.4 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 2
The second case we consider is a minor variant of the first case which provides
a mechanism for generating an alternating period-doubling cascade of type
A1a. In particular, we assume that the two-parameter bifurcation diagram
is identical, with the exception that the path of period 2k Neimark-Sacker
bifurcations terminates in a period 2k type 1 1:2 resonance after the quartic
point. An appropriate two-parameter bifurcation diagram for this case is
given by Fig 8.8.3.44.
Again, we note that locally the path of period 2k+2 Neimark-Sacker bifurca-
tion points may emerge from the fold-flip bifurcation point either upwards or
downwards, although in the former case they must turn to face downwards
for the same reason as in the previous case. Furthermore the path of period
2k Neimark-Sacker bifurcation points may approach the period 2k type 1 1:2
resonance either from above or below.
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Figure 8.8.3.45: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 3.
8.3.5 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 3
The third case we consider shows that the path of period 2k Neimark-Sacker
bifurcations may also terminate in a period 2k type 2 1:2 resonance. In
this case, the Neimark-Sacker bifurcation is transferred to the period 2k+1
solution branch, before vanishing in a period 2k+1 1:1 resonance. A typical
two-parameter bifurcation diagram for this case is given by Fig. 8.8.3.45.
We note that the period 2k type 2 1:2 resonance may occur before or after the
fold-flip bifurcation as we decrease µ, but that both of these events must occur
before the quartic point QP. Furthermore, the path of period 2k Neimark-
Sacker bifurcation points may approach the period 2k resonance either from
above or from below locally, although on the scale of Fig. 8.8.3.45 the path
must approach the resonance from above. Also, the path of period 2k+1
Neimark-Sacker bifurcations may approach both the period 2k type 2 1:2
resonance and the period 2k+1 1:1 resonance either from above or from below.
We conclude by stating that this case provides a mechanism for generating
an alternating period-doubling cascade of type A1a.
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Figure 8.8.3.46: Two-parameter bifurcation diagram example, URUR at point
A, type S1 supercritical cascade, case 4.
8.3.6 URUR at point A, type S1 Supercritical Period-
Doubling Cascade, Case 4
The fourth case we consider is a small variant of case 3. In particular, we
simply assume that a path of period 2k Neimark-Sacker bifurcations is created
at a period 2k type 1 1:2 resonance once the path of period 2k+1 limit points
has terminated in the quartic point QP. A typical two-parameter bifurcation
diagram for this case is given by Fig. 8.8.3.46.
The same description and notes that were given in the previous case are
valid in this case also. Furthermore, the path of period 2k Neimark-Sacker
bifurcation points which emerges from the period 2k type 1 1:2 resonance
may locally do so either upwards or downwards, although on the scale of
Fig. 8.8.3.46 the path must turn downwards.
We conclude this case by noting that it provides a mechanism for generating
an alternating period-doubling cascade of type A2a.
We must also consider the possibility that a resonance (or resonances) occur
before the fold-flip bifurcation point. The first possibility we consider is
that we observe a single period 2k type 2 1:2 resonance which transfers the
period 2k Neimark-Sacker bifurcation onto the period 2k+1 solution branch.
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Figure 8.8.3.47: One-parameter bifurcation diagram, URUR at point A, type
S1 supercritical cascade, after period 2k and period 2k+1 type 2 1:2 reso-
nances.
This scenario, however, is essentially the same as case 2 above, since the
order in which we observe the fold-flip bifurcation and the period 2k type 2
1:2 resonance is irrelevant - we obtain the same one-parameter bifurcation
diagram in both cases.
The next scenario we consider is that before the fold-flip bifurcation occurs
we observe a period 2k type 2 1:2 resonance which transfers the period 2k
Neimark-Sacker bifurcation onto the period 2k+1 solution branch as described
above, and then we observe a period 2k+1 type 2 1:2 resonance which transfers
the Neimark-Sacker bifurcation to the period 2k+2 solution branch. The one-
parameter bifurcation diagram in this case once these two resonances have
occurred is given by Fig. 8.8.3.47.
Comparing Fig. 8.8.3.47 with Figs. 7.7.4.3 - 7.7.7.12, we see that the one-
parameter bifurcation diagram for this scenario does not currently correspond
to any of the fold-flip bifurcation normal forms described earlier. In order to
eliminate this problem, we would be forced to introduce a Neimark-Sacker
bifurcation just before the period 2k+1 period-doubling bifurcation point. To
do this, we would require a period 2k+1 type 2 1:2 resonance to occur. This
second period 2k+1 type 2 1:2 resonance would simply undo the changes that
the first period 2k+1 resonance brought about, and we would be returned to
the previous case, where only a single period 2k type 2 1:2 resonance occurs.
Finally, we consider the possibility that a period 2k+1 type 2 1:2 resonance
occurs before the fold-flip bifurcation. This, however, is equivalent to consid-
ering the case where the supercritical period-doubling cascade which follows
point A is of type S4, and we defer the analysis of this case until later.
276
8.3. FOLD-FLIP BIFURCATION OCCURS BEFORE QUARTIC POINT
AS µ IS DECREASED FROM µ+ TO µ∗
λ
x
URUR
ULUL
URUR
ULUL
SUL
ULUR
SUL
URUR
ULUL
A
Figure 8.8.3.48: One-parameter bifurcation diagram showing period 2k+1
limit point, SUR at point A, type S3 supercritical cascade.
8.3.7 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 1
We now proceed to consider the possible mechanisms for changing the crit-
icality of the period 2k period-doubling bifurcation when the supercritical
period-doubling cascade after point A is of type S3, as shown in Fig. 8.8.1.1c.
Once the period 2k+1 limit point enters a neighbourhood of the period 2k+1
period-doubling bifurcation point the one-parameter bifurcation diagram is
given by Fig. 8.8.3.48.
The section of the one-parameter bifurcation diagram shown in Fig. 8.8.3.48
in a small neighbourhood of the period 2k+1 period-doubling bifurcation
point does not correspond to any of the fold-flip bifurcation cases shown in
Figs. 7.7.4.3 - 7.7.7.12. In particular, we observe that we cannot have either
of the multiplier configurations ULUL or URUR along the period 2k+1 solution
branch immediately before the period 2k+1 period-doubling bifurcation if a
fold-flip bifurcation is to occur.
The first mechanism for generating a one-parameter bifurcation diagram
which is compatible with one of those for the normal form of the fold-flip
bifurcation shown in Figs. 7.7.4.3 - 7.7.7.12 is to assume that a period 2k+1
type 2 1:2 resonance occurs at the period 2k+1 period-doubling bifurcation
point before the fold-flip bifurcation takes place. If this happens then a fold-
flip bifurcation of type 3 can occur, and there are four possible ways in which
we may obtain an alternating period-doubling structure, and these four cases
are considered below.
Before the period 2k+1 limit point can vanish in a quartic point at the pe-
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Figure 8.8.3.49: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 1.
riod 2k period-doubling bifurcation point, we must remove the period 2k+1
Neimark-Sacker bifurcation point which we see on the period 2k+1 solution
branch between the limit point and the period 2k period-doubling bifurcation
point. In this case we assume that the path of period 2k+1 Neimark-Sacker
bifurcation points terminates in a period 2k+1 resonance on the path of limit
points. A typical two-parameter bifurcation diagram which matches this
description of the dynamics is given in Fig. 8.8.3.49.
This case demonstrates a mechanism for generating the alternating period-
doubling structure A1a along the branches of solutions of periods 2k − 2k+2.
As in previous scenarios, we note that when the paths of Neimark-Sacker
bifurcations shown in Fig. 8.8.3.49 run between two codimension two phe-
nomena then locally the paths may approach these codimension two points
either from above of from below. In this case, we note that the global limits
of both of the paths of Neimark-Sacker bifurcations are constrained by the
locations of the fold-flip bifurcation point and the two resonances shown on
Fig. 8.8.3.49.
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Figure 8.8.3.50: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 2.
8.3.8 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 2
We now provide a minor variation of the previous case, which demonstrates
that we can generate an alternating period-doubling structure of type A2a
from a supercritical period-doubling cascade of type S3. In particular, once
we have obtained the alternating period-doubling structure A1a by following
the mechanism described above, we assume that a period 2k 1:2 resonance
occurs at the period 2k period-doubling bifurcation point. This will cause
the appearance of a Neimark-Sacker bifurcation along the branch of period
2k solutions.
A typical two-parameter bifurcation diagram showing this possibility is given
by Fig. 8.8.3.50.
If we continue to change the direction of branches of solutions of higher
period by repeating this mechanism, then we will obtain Neimark-Sacker
bifurcations along all solution branches of period 22k. The alternating period-
doubling cascade generated will thus be of type A2a.
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Figure 8.8.3.51: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 3.
8.3.9 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 3
The next case we consider is a small variant of case 8.3.7. Rather than
terminating in a period 2k+1 1:1 resonance, we assume that the path of period
2k+1 Neimark-Sacker bifurcations terminates in a period 2k 1:2 resonance. At
such a resonance the period 2k+1 Neimark-Sacker bifurcation is transferred
to the period 2k solution branch, where in this case we assume it remains.
A representative two-parameter bifurcation diagram for this case is given by
Fig. 8.8.3.51.
We again note the paths of Neimark-Sacker bifurcation points shown in
Fig. 8.8.3.51 may locally approach the codimension 2 phenomena shown on
the same diagram either from above or from below. On the scale of Fig. 8.8.3.51,
however, the path of period 2k+2 Neimark-Sacker bifurcation points is con-
strained by the location of the fold-flip bifurcation and the period 2k+1 type
2 1:2 resonance, the path of period 2k+1 Neimark-Sacker bifurcation points is
constrained by the location of the two 1:2 resonances, and the path of period
2k Neimark-Sacker bifurcation points must turn downwards regardless of its
behaviour in a neighbourhood of the period 2k 1:2 resonance.
We end by noting that the period 2k Neimark-Sacker bifurcation persists even
after we move away from a neighbourhood of the fold-flip bifurcation, and
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Figure 8.8.3.52: Two-parameter bifurcation diagram example, URUR at point
A, type S3 supercritical cascade, case 4.
that it was created from a 1:2 resonance. The alternating structure is of the
form A2a, although in this case the period 2k+2 Neimark-Sacker bifurcation
point is absent. In order to generate an entire alternating period-doubling
cascade of type A2a, we would need to generate a period 2k+2 Neimark-Sacker
bifurcation as part of the process of turning the branch of solutions of period
2k+3. We note that repeating this mechanism at higher period would satisfy
this condition.
8.3.10 URUR at point A, type S3 Supercritical Period-
Doubling Cascade, Case 4
The next case we consider is a minor variant of the previous case. In par-
ticular we follow the description given in the previous case, and assume that
after the fold-flip bifurcation has occurred and the period 2k+1 limit point
has vanished in the period 2k quartic point QP , we observe a period 2k 1:2
resonance in which the path of period 2k Neimark-Sacker bifurcation points
terminates. In this case a typical two-parameter bifurcation diagram is given
by Fig. 8.8.3.52.
Since this case is similar to the previous case, we omit the usual qualifications
concerning the behaviour of paths of Neimark-Sacker bifurcation points in
a neighbourhood of codimension 2 phenomena. Instead we simply observe
281
CHAPTER 8. CLASSIFICATION OF THE POSSIBLE TRANSITIONS
FROM A SUPERCRITICAL PERIOD-DOUBLING CASCADE TO AN
ALTERNATING PERIOD-DOUBLING CASCADE
that, in addition to the possibilities noted in the previous case, the path of
period 2k Neimark-Sacker bifurcation points may also approach the period
2k type 1 1:2 resonance either from above or from below. Finally, we note
that this case generates a type A1a alternating period-doubling cascade.
We now argue that the previous four cases are, in fact, the only cases we need
to consider. As previously described, we require a period 2k+1 1:2 resonance
to occur before a fold-flip bifurcation can take place. One may imagine that
new cases are possible under the assumption that a second path of period
2k+2 Neimark-Sacker bifurcation points is created at the fold-flip bifurcation.
This, however, is not within the remit of our investigation. Assuming that
the two period 2k+2 Neimark-Sacker bifurcation points do not annihilate each
other (which would be equivalent to the original path of Neimark-Sacker bi-
furcations terminating at the fold-flip bifurcation point), we would be left
with two period 2k+2 Neimark-Sacker bifurcation points, and no way to re-
move them. This scenario is not compatible with our assumption that re-
peated application of the same mechanism for turning solution branches at
ever increasing period will, in the limit, generate a full alternating period-
doubling cascade.
The final observation that we make is that if we observe both a period 2k
type 2 1:2 resonance and a period 2k+1 type 2 1:2 resonance then (possibly
after two Neimark-Sacker bifurcations have annihilated each other along the
period 2k+1 branch of solutions) case 3 or case 4 above describes the (possibly
simplified) mechanism we are observing.
8.3.11 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 1
We now consider the possible mechanisms for turning a branch of period 2k+1
solutions when the supercritical period-doubling cascade which follows point
A is of type S4. We note that since the positions of the multipliers along the
solution branches of the supercritical period-doubling cascade of type S4 only
repeat after every second period-doubling bifurcation, there are two ways in
which this supercritical period-doubling cascade can follow point A. We first
consider those cases where the supercritical period-doubling cascade follows
A in the form shown in Fig. 8.8.1.1d, so that as we enter the neighbourhood
of the fold-flip bifurcation under consideration the section of the period 2k
solution branch immediately before the period 2k period-doubling bifurcation
point has two stable multipliers. The one-parameter bifurcation diagram for
this case is given in Fig. 8.8.3.53.
We again note that the multiplier configurations along the period 2k+1 solu-
tion branch are incompatible with the fold-flip bifurcation diagrams shown in
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Figure 8.8.3.53: One-parameter bifurcation diagram Showing Period 2k+1
Limit Point, SUR at point A, type S4 supercritical cascade, case 1.
Figs. 7.7.4.3 - 7.7.7.12, and so a period 2k+2 1:2 resonance must occur. From
Table 7.7.8.1 we find that a fold-flip bifurcation of type 2 can now occur, and
either a path of period 2k+2 Neimark-Sacker bifurcation points emerges from
the fold-flip bifurcation, or a path of period 2k+2 terminates at the fold-flip
bifurcation point.
There are four possible cases, each with two minor variants, which satisfy
this initial description, and they are discussed below.
In the first case we consider the possibility that a path of period 2k+2 Neimark-
Sacker bifurcation points emerges from the the fold-flip bifurcation as de-
scribed above. A two-parameter bifurcation diagram which reflects the above
description of the dynamics as we decrease µ is given by Fig. 8.8.2.23.
Once the limit point has vanished in a period 2k quartic point at the period 2k
period-doubling bifurcation point, we note that the period 2k−2k+2 solution
branches have the alternating structure A2a.
There are, as in previous cases, variations of Fig. 8.8.3.54 which provide
equally valid two-parameter bifurcation diagrams for the description of the
observed dynamics given at the start of this case. In particular, although on
the scale of Fig. 8.8.3.54 the paths of period 2k+1 and period 2k+2 Neimark-
Sacker bifurcation points approach the period 2k+1 1:2 resonance “from above”,
locally each path may approach the period 2k+1 1:2 resonance either from
above or from below. Similarly the path of period 2k+2 Neimark-Sacker bi-
furcation points which emerges from the fold-flip bifurcation point can do so
either downwards or upwards locally (although in the latter case the path of
Neimark-Sacker bifurcations must turn so that it points “downwards” once
it has left a neighbourhood of the fold-flip bifurcation point).
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Figure 8.8.3.54: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 1, variant 1.
Furthermore, it is possible that the path of period 2k+2 Neimark-Sacker bi-
furcation points persists throughout the entire neighbourhood of the fold-flip
bifurcation point which is depicted in Fig. 8.8.3.54 without interacting with
any of the codimension 2 phenomena we observe. If this is the case, then a
typical two-parameter bifurcation diagram is given by Fig. 8.8.3.55.
Similar observations as were made about Fig. 8.8.3.54 concerning the be-
haviour of paths of Neimark-Sacker bifurcation points in a small neighbour-
hood of codimension 2 phenomena also apply to Fig. 8.8.3.55.
8.3.12 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 2
A small variation of the previous case provides a mechanism for generating
an alternating period-doubling structure of type A1a. We follow the analysis
given in case 1, but we assume that the path of period 2k Neimark-Sacker
bifurcation points does not persist, but rather terminates in a type 1 1:2
resonance at the period 2k period-doubling bifurcation point. A typical two-
parameter bifurcation diagram in this case is given by Fig. 8.8.3.56.
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Figure 8.8.3.55: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 1, variant 2.
As in previous cases, we note that each of the paths of Neimark-Sacker bi-
furcations may locally approach whichever codimension 2 phenomena that
they interact with either from above or from below, although one the scale of
Fig. 8.8.3.56 we see that the paths of period 2k+1 and period 2k+2 Neimark-
Sacker bifurcation points which terminate in the period 2k+1 1:2 resonance
must approach said resonance from above, the path of period 2k Neimark-
Sacker bifurcation points must aproach the period 2k 1:2 resonance from
above, and the path of period 2k+2 Neimark-Sacker bifurcation points which
emerges from the fold-flip bifurcation must ultimately move away from the
bifurcation downwards.
It is again possible that the path of period 2k+2 Neimark-Sacker bifurcation
points does not interact with any of the codimension 2 phenomena in the
neighbourhood of the fold-flip bifurcation point which we consider. In this
case, a suitable two-parameter bifurcation diagram is given by Fig. 8.8.3.57.
We further note that similar observations as were made about Fig. 8.8.3.56
concerning the behaviour of paths of Neimark-Sacker bifurcation points in a
small neighbourhood of codimension 2 phenomena also apply to Fig. 8.8.3.57.
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Figure 8.8.3.56: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 2, variant 1.
8.3.13 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 3
A small variation of cases 8.3.11 and 8.3.12 provides a mechanism for gen-
erating an alternating period-doubling structure of type A1a. We follow
the analysis given in case 8.3.11, but we assume that the path of period 2k
Neimark-Sacker bifurcation points does not persist, but rather that it termi-
nates in a type 2 1:2 resonance at the period 2k period-doubling bifurcation
point. At this resonance the period 2k Neimark-Sacker bifurcation is trans-
ferred to the period 2k+1 solution branch. This must then vanish before the
period 2k+1 limit point can terminate in the quartic point QP, and so we con-
clude that a period 2k+1 1:1 resonance must occur. A typical two-parameter
bifurcation diagram in this case is given by Fig. 8.8.3.58.
We observe that similar notes which were given after the two-parameter bi-
furcation diagram for variant 1 of case 8.3.11 apply to this case also. Further-
more, the endpoints of the path of period 2k+1 Neimark-Sacker bifurcation
points which runs between the period 2k type 2 1:2 resonance and the period
2k+1 1:1 resonance are fixed (by those resonances), but in a small neighbour-
hood of each resonance the path of Neimark-Sacker bifurcation points may
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Figure 8.8.3.57: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 2, variant 2.
emerge either upwards or downwards.
As with the previous two cases, it is again possible that the path of period
2k+2 Neimark-Sacker bifurcation points does not interact with any of the
codimension 2 phenomena in the neighbourhood of the fold-flip bifurcation
point which we consider. In this case, a suitable two-parameter bifurcation
diagram is given by Fig. 8.8.3.59.
We observe that similar observations concerning the local behaviour of paths
of Neimark-Sacker bifurcation points as were made for variant 1 of case 8.3.11
are also applicable to this case.
8.3.14 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 4
One further small variation of this scenario yields a mechanism for gener-
ating an alternating period-doubling structure of type A2a. We follow the
analysis given in case 3, but we assume that we observe a period 2k type 1
1:2 resonance after the quartic point, and that from this resonance emerges
a path of period 2k Neimark-Sacker bifurcations.
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Figure 8.8.3.58: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 3, variant 1.
A typical two-parameter bifurcation diagram in this case is given by Fig. 8.8.3.60.
We observe that similar notes which we given after the two-parameter bifurca-
tion diagram for variant 1 of case 8.3.11 apply to this case also. Furthermore,
the endpoints of the path of period 2k+1 Neimark-Sacker bifurcation points
which runs between the period 2k type 2 1:2 resonance and the period 2k+1
1:1 resonance are fixed (by those resonances), but in a small neighbourhood
of each resonance the path of Neimark-Sacker bifurcation points may emerge
either upwards or downwards.
As with the previous two cases, it is again possible that one of the paths
of period 2k+2 Neimark-Sacker bifurcation points does not interact with any
of the codimension 2 phenomena in the neighbourhood of the fold-flip bi-
furcation point which we consider. In this case, a suitable two-parameter
bifurcation diagram is given by Fig. 8.8.3.61.
We observe that similar observations concerning the local behaviour of paths
of Neimark-Sacker bifurcation points as were made for variant 1 of case 1 are
also applicable to this case.
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Figure 8.8.3.59: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 3, variant 2.
8.3.15 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 5
We now recall that, since the locations of the multipliers along solution
branches of the supercritical period-doubling cascade of type S4 only re-
peat after every second period-doubling bifurcation, we must also consider
the case where this supercritical period-doubling cascade follows the point A
in such a way that, as we enter the neighbourhood of the fold-flip bifurcation
point in which we are interested, the section of the period 2k solution branch
immediately before the period 2k period-doubling bifurcation has two stable
multipliers. In particular, this means that the one-parameter bifurcation di-
agram for this case as we enter a neighbourhood of the fold-flip bifurcation
point is given by Fig. 8.8.3.62.
We first note that this matching between an alternating period-doubling
cascade and the supercritical period-doubling cascade of type S4 requires
two Neimark-Sacker bifurcations to be present along the period 2k solution
branch. We further note that at least one of these bifurcation points must be
removed before we obtain an alternating period-doubling structure, and so an
immediate conclusion is either these two bifurcation points must annihilate
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Figure 8.8.3.60: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 4, variant 1.
one another (this possibility is examined in case 8.3.15), or we must observe
a period 2k resonance.
The case where the two period 2k Neimark-Sacker bifurcations annihilate
each other is given below.
In this simplest case the path of period 2k+1 Neimark-Sacker bifurcation
points terminates in a period 2k+1 1:1 resonance after the fold-flip bifurca-
tion point. We note that locally the paths of period 2k+1 and period 2k+2
Neimark-Sacker bifurcation points may approach the 1:1 resonance and fold-
flip bifurcation points respectively either from above or from below, although
on the scale of Fig. 8.8.3.63 both must approach from above.
We conclude by observing that this mechanism generates an alternating
period-doubling structure of type A1a.
It is possible that in this case a path of period 2k+2 Neimark-Sacker bi-
furcation points persists throughout the entire neighbourhood of the fold-flip
bifurcation point which we consider without interacting with any of the codi-
mension 2 phenomena. In this case a second path of period 2k+2 Neimark-
Sacker bifurcation points emerges from the fold-flip bifurcation point.
A suitable two-parameter bifurcation diagram for this case is given by Fig. 8.8.3.64.
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Figure 8.8.3.61: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 4, variant 2.
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Figure 8.8.3.62: One-parameter bifurcation diagram showing period 2k+1
limit point, URUR at point A, type S4 supercritical cascade (alternaitve
matching).
We note that the same comments as apply to variant 1 apply in this case,
except that ultimately the path of period 2k+2 Neimark-Sacker bifurcation
points which emerges from the fold-flip bifurcation point must turn down-
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Figure 8.8.3.63: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 5, variant 1.
wards.
We also observe that as we move beyond the neighbourhood of the fold-flip
bifurcation point under consideration, we have two Neimark-Sacker bifurca-
tions along the period 2k+2 branch of solutions. One may imagine that this
prevents us from generating a complete alternating period-doubling cascade,
however if we continue to apply the mechanism described in this case at
higher and higher period, then we do indeed generate an alternating period-
doubling cascade of type A1a, since the two period 2k+2 Neimark-Sacker
bifurcation points annihilate each other as part of the process of turning the
period 2k+3 solution branch, and so on at higher period.
8.3.16 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 6
We now consider the case where we assume that the two period 2k Neimark-
Sacker bifurcation points do not annihilate each other. We exclude the possi-
bility that the paths of period 2k Neimark-Sacker bifurcations both terminate
in a period 2k 1:2 type 1 resonance, and also the possibility that both get
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Figure 8.8.3.64: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 5, variant 2.
transferred to the period 2k+1 solution branch, and then annihilate each other
or terminate in period 2k+1 1:1 resonances, since these are simply unnecessary
complications of the previous case.
The next possibility is that one of the paths of period 2k Neimark-Sacker
bifurcation points persists throughout the entire neighbourhood of the fold-
flip bifurcation under consideration without interacting with any codimension
2 phenomena. If this occurs then there are three possible cases we must
consider, and these are taken in turn below.
In this case we consider the possibility that the period 2k Neimark-Sacker
bifurcation point nearest the period 2k period-doubling bifurcation and the
period 2k+1 Neimark-Sacker bifurcation point terminate at a period 2k type
2 1:2 resonance. An appropriate two-parameter bifurcation diagram for this
case is given by Fig. 8.8.3.65.
We note that whilst on the scale of Fig. 8.8.3.65 the path of period 2k+2
Neimark-Sacker bifurcation points must approach the fold-flip bifurcation
point from above, locally it may do so either from above or from below.
Equally, the paths of period 2k and period 2k+1 Neimark-Sacker bifurcation
points may locally approach the period 2k 1:2 resonance either from above
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Figure 8.8.3.65: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 6, variant 1.
or from below.
It is also possible in this case that a path of period 2k+2 Neimark-Sacker bi-
furcation points persists throughout the entire neighbourhood of the fold-flip
bifurcation point under consideration without interacting with any codimen-
sion 2 phenomena. In this case, a suitable two-parameter bifurcation diagram
is given by Fig. 8.8.3.66.
The same notes which applied to variant 1 apply to this variant also, with
the exception that the path of period 2k+2 Neimark-Sacker bifurcation points
must ultimately turn downwards.
We conclude the analysis of this case by observing that the alternating period-
doubling structure generated is of type A1a.
We might imagine that the next case to consider would be a small variant of
case 6 where the period 2k Neimark-Sacker bifurcation nearest the period 2k
period-doubling bifurcation point is transferred to the period 2k+1 solution
branch via a period 2k 1:2 resonance, and then the two period 2k+1 Neimark-
Sacker bifurcation points both vanish in period 2k+1 1:1 resonances. This,
however, is simply a complication of the previous case - we have essentially
taken the period 2k 1:2 resonance from Fig. 8.8.3.65 and pulled it onto the
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Figure 8.8.3.66: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 6, variant 2.
path of period 2k+1 limit points, where it has split into two period 2k+1 1:1
resonances. As this is simply a complication of the previous case, we do
analyse it as a separate case.
8.3.17 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 7
The next case we consider is similar to case 8.3.15, except that we assume
that the period 2k Neimark-Sacker bifurcation nearest the period 2k period-
doubling bifurcation point terminates in a period 2k type 1 1:2 resonance
after the quartic point QP. One possible two-parameter bifurcation diagram
which illustrates this case is given by Fig. 8.8.3.67
We note that in this case the same comments as were made during case 5
concerning the local behaviour of paths of Neimark-Sacker bifurcation points
apply here also, although in this case we additionally note that the upper
path of period 2k may approach the period 2k type 1 1:2 resonance either
from above or from below.
We conclude by observing that once we move beyond the neighbourhood of
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Figure 8.8.3.67: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 7, variant 1.
the fold-flip bifurcation considered in Fig. 8.8.3.67 we have a single Neimark-
Sacker bifurcation along the path of period 2k solutions, but none along
the period 2k+2 solution branch. Whilst this is not one of the alternating
period-doubling structures shown in Figs. 8.8.1.3 - 8.8.1.4, if we continue
to repeat this mechanism for turning a solution branch at higher and higher
period (creating a pair of Neimark-Sacker bifurcations along the lowest period
relevant solution branch if necessary), then we will ultimately generate an
alternating period-doubling cascade of type A2a.
It is possible that in this case a path of period 2k+2 Neimark-Sacker bifurca-
tion points persists throughout the entire neighbourhood of the fold-flip bifur-
cation point which we consider without interacting with any of the codimen-
sion 2 phenomena. In this case a second path of period 2k+2 Neimark-Sacker
bifurcation points emerges from the fold-flip bifurcation point. A suitable
two-parameter bifurcation diagram for this case is given by Fig. 8.8.3.64.
We note that the same comments as apply to variant 1 apply in this case,
except that ultimately the path of period 2k+2 Neimark-Sacker bifurcation
points which emerges from the fold-flip bifurcation point must turn down-
wards.
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Figure 8.8.3.68: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 7, variant 2.
8.3.18 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 8
We now need to consider those cases where neither of the paths of period
2k Neimark-Sacker bifurcation points persists throughout the entire neigh-
bourhood of the fold-flip bifurcation point we consider. We first consider the
possibility that the period 2k Neimark-Sacker bifurcation point nearest the
period 2k period-doubling bifurcation and the period 2k+1 Neimark-Sacker
bifurcation point terminate at a period 2k type 2 1:2 resonance, and then the
remaining period 2k Neimark-Sacker bifurcation is transferred to the period
2k+1 branch of solutions via a period 2k type 2 1:2 resonance, before finally
vanishing in a period 2k+1 1:1 resonance. An appropriate two-parameter
bifurcation diagram for this case is given by Fig. 8.8.3.69.
We observe that the same notes as applied to variant 1 of case 8.3.15 apply in
this case, and that in addition the second path of period 2k Neimark-Sacker
bifurcation points which approaches a period 2k 1:2 type 2 resonance may
approach said resonance either from above or from below locally, although
globally the approach must, of course, be from above. Furthermore the path
of period 2k+1 Neimark-Sacker bifurcation points which runs between the
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Figure 8.8.3.69: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 8, variant 1.
period 2k type 2 1:2 resonance and the period 2k+1 1:1 resonance may locally
approach either resonance from above or below.
It is also possible in this case that a path of period 2k+2 Neimark-Sacker bi-
furcation points persists throughout the entire neighbourhood of the fold-flip
bifurcation point under consideration without interacting with any codimen-
sion 2 phenomena. In this case, a suitable two-parameter bifurcation diagram
is given by Fig. 8.8.3.70.
The same notes which applied to variant 1 apply here also, with the exception
that the path of period 2k+2 Neimark-Sacker bifurcation points which emerges
from the fold-flip bifurcation must ultimately turn downwards.
We end the analysis of this case by noting that both variants provide a
mechanism for generating an alternating period-doubling structure of type
A1a.
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Figure 8.8.3.70: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 8, variant 2.
8.3.19 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 9
A small variant of case 8.3.18 provides a mechanism for generating an al-
ternating period-doubling cascade of type A2a, and we examine this case
now.
This case is almost identical to the previous case, the only diﬀerence be-
ing that after the quartic point QP we assume that a period 2k type 1 1:2
resonance occurs, from which emerges a path of period 2k Neimark-Sacker
bifurcations. An appropriate two-parameter bifurcation diagram for this case
is given by Fig. 8.8.3.71.
The notes of the previous case concerning the local behaviour of paths of
Neimark-Sacker bifurcation points are valid for this case also. In addition,
the path of period 2k Neimark-Sacker bifurcation points which emerges from
period 2k the type 1 1:2 resonance may locally do so either upwards or down-
wards, although in the former case it must ultimately turn downwards.
It is also possible in this case that a path of period 2k+2 Neimark-Sacker bi-
furcation points persists throughout the entire neighbourhood of the fold-flip
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Figure 8.8.3.71: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 9, variant 1.
bifurcation point under consideration without interacting with any codimen-
sion 2 phenomena. In this case, a suitable two-parameter bifurcation diagram
is given by Fig. 8.8.3.72.
The same notes which applied to variant 1 apply here variant also, except
that the path of period 2k+2 Neimark-Sacker bifurcation points which emerges
from the fold-flip bifurcation must ultimately turn downwards.
We end by noting that both variants in this case provide a mechanism for
generating an alternating period-doubling cascade of type A2a.
8.3.20 URUR at point A, type S4 Supercritical Period-
Doubling Cascade, Case 10
We next consider the possibility that the period 2k Neimark-Sacker bifur-
cation point nearest the period 2k period-doubling bifurcation and the pe-
riod 2k+1 Neimark-Sacker bifurcation point terminate at a period 2k type
2 1:2 resonance, and then the remaining period 2k Neimark-Sacker bifurca-
tion vanishes in a period 2k type 1 1:2 resonance after the quartic point QP.
An appropriate two-parameter bifurcation diagram for this case is given by
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Figure 8.8.3.72: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 9, variant 2.
Fig. 8.8.3.73.
We observe that the same notes as applied to variant 1 of case 8.3.16 apply in
this case, and that in addition the second path of period 2k Neimark-Sacker
bifurcation points which approaches a period 2k 1:2 type 1 resonance may
approach said resonance either from above or from below locally, although
globally the approach must be from below.
It is also possible in this case that a path of period 2k+2 Neimark-Sacker bi-
furcation points persists throughout the entire neighbourhood of the fold-flip
bifurcation point under consideration without interacting with any codimen-
sion 2 phenomena. In this case, a suitable two-parameter bifurcation diagram
is given by Fig. 8.8.3.74.
The same notes which applied to variant 1 apply here also, except that the
path of period 2k+2 Neimark-Sacker bifurcation points which emerges from
the fold-flip bifurcation must ultimately turn downwards.
We end by noting that both variants in this case provide a mechanism for
generating an alternating period-doubling cascade of type A1a.
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Figure 8.8.3.73: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 10, variant 1.
8.4 Tabulation of Data and Matching Condi-
tions
We now collate together the data from the previous sections and determine
how the local analyses given above can be combined to give a description of
the full process through which we can convert a supercritical period-doubling
cascade to an alternating period-doubling cascade.
We begin by reminding the reader that throughout the previous two sections
we have made the assumption that we are converting a supercritical period-
doubling bifurcation to a subcritical period-doubling bifurcation, although
we note that the analysis in each case applies equally well to the process of
converting a subcritical period-doubling bifurcation to a supercritical period-
doubling bifurcation.
Tables 8.8.4.1 - 8.8.4.2 show some of the important features of each of the
cases described in Sections 8.8.2 and 8.8.3. The columns headed “Case”
refer to the case number in the classification of this section. The type of
supercritical period-doubling cascade which we observe at the start of each
case is given in the column titled “Supercritical Cascade”.
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Figure 8.8.3.74: Two-parameter bifurcation diagram example, URUR at point
A, type S4 supercritical cascade, case 9, variant 2.
Each of the cases from the previous two chapters describe how to change
a single period-doubling bifurcation from being supercritical to being sub-
critical, and furthermore we have restricted attention to those cases where
the eigenvalue configuration along the period 2k solution branch before the
transition is qualitatively the same as the eigenvalue configuration along the
period 2k+2 branch of solutions after the transition. This ensures that we
can repeat the same transition at ever increasing periods to convert an entire
supercritical period-doubling cascade to a full alternating period-doubling
cascade. If we were to do so, then the type of alternating period-doubling
cascade we would obtain is shown in the columns headed “APDC type”,
where the entries refer to the alternating period-doubling cascades shown
in Figs. 8.8.1.3 - 8.8.1.4. We momentarily delay explaining the entries in
parentheses.
The columns titled “NS Before” and “NS After” show whether any Neimark-
Sacker bifurcation points exist before we enter, and after we leave, a neigh-
bourhood of the fold-flip bifurcation point, and if so the period of the solution
branch(es) along which they exist is given. For those cases in the classifica-
tion where two variants were given and the entries in the “NS After” column
are diﬀerent for each variant, the diﬀerent possible entries are separated by
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8.4. TABULATION OF DATA AND MATCHING CONDITIONS
Tables 8.8.4.1 - 8.8.4.2 have been constructed using our assumption that
we are converting a supercritical period-doubling cascade to an alternating
period-doubling cascade. Whilst the mechanisms for converting a subcrit-
ical period-doubling cascade to an alternating period-doubling cascade are
broadly similar, we note that certain entries in the tables will change. In
particular, A2a must be changed to A2c where it appears in the columns
titled “APDC Type”, and the entries A2b in these columns must be changed
to A2d.
Furthermore the entries in the “APDC type” columns of Tables 8.8.4.1 -
8.8.4.2 are valid when the first period-doubling bifurcation in the alternating
period-doubling cascade is subcritical. It is equally likely, however, that the
first period-doubling bifurcation in the alternating period-doubling cascade
which we generate is supercritical. If this is the case then we must swap the
entry A1a (A2a) for A1b (A2b) and A1c (A2c) for A1d (A2d).
We note that variant 1 of cases 8.1.15 - 8.1.16 from Table 8.8.4.1 and vari-
ant 1 of cases 8.2.15 - 8.2.20 from Table 8.8.4.2 require two Neimark-Sacker
bifurcations to appear along the period 2k+2 branch of solutions once the
transitions described in those cases have occurred, otherwise they do not
satisfy our assumption that the behaviour of the eigenvalues along the pe-
riod 2k+2 branch of solutions after the transition is qualitatively the same as
that along the period 2k branch of solutions before the transition.
We now describe how to piece together the diﬀerent possible period-doubling
cascades we have described, so that we complete a transition from a super-
critical period-doubling cascade to an alternating period-doubling cascade as
we decrease µ from µ = µ+ to µ = µ∗ (as defined in Definition 8.1), and
then from an alternating period-doubling cascade to a subcritical period-
doubling cascade as we decrease µ from µ = µ∗ to µ = µ− (again, as defined
in Definition 8.1). We can think of this process as being in two parts -
firstly we convert a supercritical period-doubling cascade to an alternating
period-doubling cascade as µ decreases, and secondly we convert a subcrit-
ical period-doubling cascade to an alternating period-doubling cascade as µ
increases. We then simply have to ensure that both processes generate the
same alternating period-doubling cascade.
When matching supercritical and subcritical period-doubling cascades in this
way, it is helpful to think of the process of converting a subcritical period-
doubling cascade to an alternating period-doubling cascade as the “mirror
image” of converting a supercritical period-doubling cascade. In this way it
is clear to see that Table 8.8.4.3 shows the appropriate matching conditions
for pairs of supercritical and subcritical period-doubling cascades.
Referring to Fig. 8.8.1.1, Fig. 8.8.1.3, Fig. 8.8.1.4 and Tables 8.8.4.1 - 8.8.4.3
we see a particularly simple expression of this matching criterion. In partic-
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Supercritical PDC Generates
APDC of Type...
Subcritical PDC Generates
APDC of Type...
A1a A1c
A1b A1d
A1c A1a
A1d A1b
A2a A2c
A2b A2d
A2c A2a
A2d A2b
Table 8.8.4.3: Correct matching for supercritical and subcritical period-
doubling cascades.
ular, we observe that if a supercritical period-doubling cascade is converted
to an alternating period-doubling cascade and thence to a subcritical period-
doubling cascade, then either the supercritical period-doubling cascade or
the subcritical period-doubling cascade (but not both) must be of type S2.
Furthermore, the extremal period-doubling cascade in the process which is
not of type S2 can be of any of the remaining types.
We take a moment to discuss the stability of solutions throughout the pro-
cesses described in this chapter. We note that of the four supercritical period-
doubling cascades shown in Fig. 8.8.1.1, only S1 and S4 contain any branches
of solutions which are stable. In particular, the supercritical period-doubling
cascade S2 contains no stable solution branches, and so we can immediately
state that a system of equations which conforms to the assumptions made in
this chapter demonstrates a transition from a supercritical period-doubling
cascade to a subcritical period-doubling cascade, then at least one of these
two structures will contain no stable branches of solutions. Furthermore,
in the case of a type S3 supercritical (subcritical) period-doubling cascade
being converted to a type S2 subcritical (supercritical) period-doubling cas-
cade, there will be no stable solutions in either of the structures which mark
the endpoints of the transition.
As has been discussed, the alternating period-doubling cascade observed
may or may not possess stable branches of solutions. It is possible, indeed,
that we might observe a type S3 supercritical period-doubling cascade be-
ing converted to a type S2 subcritical period-doubling cascade with a type
A1 alternating period-doubling cascade as an intermediate structure. In this
case none of the period-doubling cascades of note would contain any stable
branches of solutions. In all cases, however, some regions of stability occur
during the transition process regardless of which supercritical, subcritical
and alternating period-doubling cascades are observed.
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λ
x
(a) A supercritical period-doubling
cascade.
λ
x
(b) A period-doubling cascade,
only the first bifurcation being
subcritical.
λ
x
(c) A period-doubling cascade, the
first two bifurcations being sub-
critical.
λ
x
(d) A period-doubling cascade, the
first three bifurcations being
subcritical.
Figure 8.8.4.75: Schematic bifurcation diagrams illustrating a mechanism for
converting a supercritical period-doubling cascade to a subcritical period-
doubling cascade without generating an alternating period-doubling cascade
as an intermediate structure.
We make one final observation. Although a significant number of diﬀer-
ent possible mechanisms for generating alternating period-doubling cascades
have been discussed in this chapter, we make no claim that any particular sys-
tem of equationsmust generate such a cascade. Indeed it is straightforward to
produce a mechanism for converting a supercritical period-doubling cascade
to a subcritical period-doubling cascade in which the criticality of period-
doubling bifurcations is changed in ascending order of period with no exclu-
sions. Diagrams illustrating such a mechanism are provided in Fig. 8.8.4.75.
Fig. 8.8.4.75 shows a mechanism of transition whereby the period-doubling
bifurcations are converted in ascending order of period. We have not com-
pleted a full classification of mechanisms of this type for converting supercrit-
ical period-doubling cascades to subcritical period-doubling cascades. One
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(a) Part of a type S2 supercritical period-
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(b) Section of a period-doubling cascade,
only the first bifurcation being subcrit-
ical.
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(c) Section of a period-doubling cascade,
the first two bifurcations being subcrit-
ical.
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(d) Part of a subcritical period-doubling
cascade of type S4.
Figure 8.8.4.76: Schematic bifurcation diagrams illustrating a mechanism for
converting a supercritical period-doubling cascade of type S2 (see Fig. 8.8.1.1)
to a subcritical period-doubling cascade of type S4 (again, see Fig. 8.8.1.1)
without generating an alternating period-doubling cascade as an intermediate
structure.
possible example of such a transition is illustrated in Fig. 8.8.4.76. Since this
is ongoing research, and since the reader should, we hope, now be able to
understand the mechanism from a number of well-chosen illustrative figures,
we present Fig. 8.8.4.76 without further analysis. We also emphasise that we
make no claim that this is the only such mechanism - we would expect there
to be many others.
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8.5 Summary
In this chapter we have provided a lengthy analysis of the diﬀerent possi-
ble mechanisms for converting a section of a supercritical period-doubling
cascade to a section of an alternating period-doubling cascade. We have
shown how to repeat these processes to convert an entire supercritical period-
doubling cascade to an entire alternating period-doubling cascade, and thence
how to convert the resulting alternating period-doubling cascade to a subcrit-
ical period-doubling cascade. A matching condition has also been provided,
showing that not all combinations of supercritical and subcritical period-
doubling cascades can be observed in the same two-dimensional system of
maps. Typical bifurcation diagrams have been provided for each case, and
this represents a significant volume of work.
We feel that this chapter provides a classification of the “simplest” such
mechanisms, by which we mean that the diﬀerent cases presented here rep-
resent all the possible diﬀerent mechanisms of transition where we do not
observe “unnecessary complications”. It is clear that we can make any case
from this classification more complicated - add a limit point here, a couple
of resonances there - but any such additions which do not describe a diﬀer-
ent case of the classification are, we claim, unnecessary, since they do not
change the observed dynamics once we move away from a neighbourhood of
the fold-flip bifurcation.
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Chapter 9
Renormalisation and
Universality
9.1 Introduction
In Chapter 8 we saw that it is possible to generate an alternating period-
doubling cascade in a system of equations with a two-dimensional state space
and with two parameters. As with more familiar period-doubling cascades
it is interesting to ask whether this new structure displays any universal
behaviour. In particular, are there universal spatial and parameter scaling
constants which correspond to Feigenbaum’s α and δ? Furthermore, can we
define an appropriate two-dimensional analogue to the standard renormal-
isation operator, and if so, what can we say about it? We aim to address
these questions in this section.
Whereas previous chapters have been largely entirely review or entirely novel
in nature, this chapter combines elements of both. For this reason, we aim
to highlight which sections are review and which sections are novel as we
proceed through the chapter, rather than here.
We begin by reviewing some aspects of the standard Feigenbaum universal-
ity theory, and show how to extend this to two-dimensional systems. We
will then motivate our analysis of alternating period-doubling cascades, and
demonstrate that they can exhibit universal behaviour.
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9.2 Review of Feigenbaum Universality The-
ory
We begin by reviewing the “standard” renormalisation theory described by
Feigenbaum [Fei78, Fei79, Fei80] in the context of a period-doubling cascade
which is generated by a one-dimensional map
X˜n+1 = f˜
￿
X˜n,λ
￿
, (9.9.2.1)
where f˜ belongs to the class of functions defined by the following properties:
a. f˜ is a smooth function from the unit interval into itself.
b. f˜ has a quadratic maximum at X˜ = X˜max.
c. f˜ is monotonic in
￿
0, X˜max
￿
and
￿
X˜max, 1
￿
.
d. f˜ has negative Schwarzian derivative for X˜ ∈ [0, 1].
Feigenbaum considered the sequence of parameter values λr, which we shall
refer to as superattractive points, and which we define now:
Definition 9.1. We say that a parameter value λr is a superattractive point
if the function f˜
￿
X˜,λr
￿
has a periodic point X˜ = X˜∗ of period 2r, and we
have f˜X
￿
X˜∗,λr
￿
= 0.
The point on the 2r-cycle at λ = λr nearest to X˜∗ is
X˜∗∗ = f˜ 2
r−1
￿
X˜∗,λr
￿
, r = 0, 1, 2, . . . ,
and so the distance dr between X∗ and X∗∗ is given by
dr = f˜
2r−1 (X∗,λr)−X∗, r = 0, 1, 2, . . . .
For convenience we make the co-ordinate transformationX = X˜−X∗, rewrit-
ing equation (9.9.2.1) as
Xn+1 = f (Xn,λ) ,
where
f (X,λ) = f˜
￿
X + X˜∗,λ
￿
− X˜∗,
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and the maximum of f (Xn,λ) is at the origin. The superattractive points
now satisfy
f 2
r
(0,λr) = 0, r = 0, 1, 2, . . . ,
and we have
dr = f
2r−1 (0,λr) , r = 0, 1, 2, . . . .
Feigenbaum observed that
lim
r→∞
dr
dr+1
= −α
where α = 2.502907875 . . . is Feigenbaum’s spatial scaling constant whose
value is independent of the particular map f within the class of maps under
consideration.
Feigenbaum also observed that the rescaled functions
(−α)n f 2n
￿
X
(−α)n ,λn+1
￿
converge as n→∞, and we make the following definition:
Definition 9.2. We define
g1 (X) = lim
n→∞
(−α)n f 2n
￿
X
(−α)n ,λn+1
￿
to the the limiting function to which the rescaled functions converge.
The function g1 is universal, and independent of the particular representative
f (Xn,λ) from the class of functions defined above. The location of high-order
2n-cycles near X = 0 can be derived from g1, and so the location of the points
of a high-order periodic orbit are themselves universal if the orbit has been
created through multiple period-doublings [Fei78].
We can define a family of universal functions gr by
gr (X) = lim
n→∞
(−α)n f 2n
￿
X
(−α)n ,λn+r
￿
, r = 0, 1, 2, . . . , (9.9.2.2)
and we note that
gr−1(X) = −αgr
￿
gr
￿
−X
α
￿￿
, r = 0, 1, 2, . . . . (9.9.2.3)
The sequence of functions {gr} converges as r → ∞, and we make the fol-
lowing definiton:
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Definition 9.3. We denote the limit of the sequence {gr} as r →∞ by
g(X) = lim
r→∞
gr(X), (9.9.2.4)
From (9.9.2.2) we have
g (X) = lim
n→∞
(−α)n f 2n
￿
X
(−α)n ,λ∞
￿
,
where λ∞ is the accumulation point for the sequence of parameter values
at which we observe superattractive points. Putting together (9.9.2.3) and
(9.9.2.4) it follows that g satisfies
g (X) = −αg
￿
g
￿
−X
α
￿￿
. (9.9.2.5)
The scaling process outlined above is encapsulated by the operator T , given
by
Tφ (X) = −αφ
￿
φ
￿
−X
α
￿￿
. (9.9.2.6)
Equation (9.9.2.3) can now be written
gr−1 = Tgr, (9.9.2.7)
and so g is a fixed point of T , and satisfies
g = Tg. (9.9.2.8)
Solutions of the operator equation (9.9.2.8) are not unique, since if g (X)
is a solution, then γg
￿
X
γ
￿
is also a solution for all γ ￿= 0. In the existing
literature, including [Fei78, Fei79, Fei80, KKS05, KKS97], it is common to
select a particular solution from within this one-parameter family of possible
solutions by setting the absolute scale of the problem, so that
g (0) = 1. (9.9.2.9)
Equations (9.9.2.5) and (9.9.2.9) can then be solved simultaneously to find
the function g and the scaling parameter α.
One further fact about the function g can be obtained by diﬀerentiating
equation (9.9.2.5):
g￿ (X) = g￿
￿
g
￿
−X
α
￿￿
g￿
￿
−X
α
￿
.
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Evaluating this equation at X = 0 and using the scaling condition (9.9.2.9),
we find that the function g (x) must satisfy the equation
g￿ (0) = g￿ (1) g￿ (0) . (9.9.2.10)
We now describe how to find δ, the universal parameter scaling. We observe,
following the argument presented in [Fei78], that the fixed-point g of the
operator T is unstable. To see this, we take r arbitrarily large in order to
obtain a function gr which is arbitrarily close to the fixed-point g. From
equation (9.9.2.7), we see that applying T to this function maps us away
from the fixed-point g. This is, however, the only direction of instability, as
we argue now.
For each one-parameter family of functions F (X,λ) in our function space
there is a unique value λ∞ at which repeated applications of the operator
T leads to convergence of F (X,λ∞) to g (X). There will be one such pa-
rameter value for each diﬀerent family of functions F (X,λ), and taking the
surface formed by the union of all such points we obtain the stable manifold
of T through g, since repeated application of T to a function on this surface
will cause the function to converge to g. Through each point on this sur-
face, however, passes the corresponding (one-dimensional) line of functions
parameterised by λ, and along this line T is unstable. We can approximate
any function f (x,λ) from our class of functions by linearising about g to
obtain
f (x,λ) = g(x)− (λ− λ∞)h(x) +O ((λ− λ∞)) , (9.9.2.11)
which passes through g(x) at λ = λ∞, and h(x) defines the deviation along
the line of instability.
We can now formulate a method for finding δ. Linearising T about its fixed-
point g, we expect there to be precisely one unstable direction, and that the
corresponding eigenvalue will be δ. The universal functions gr can also be
approximated by taking r arbitrarily large, so that the renormalised functions
(−α)n f 2n
￿
x
(−α)n ,λn+1
￿
and gr are arbitrarily close, and then applying the
operator T to this function to find approximations for the functions gk, where
k < r.
To find an approximation for δ we need to find the Fre´chet derivative of the
operator T at g. To do this we write
T (g + εψ) = Tg + εJgψ +O
￿
ε2
￿
(9.9.2.12)
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where 0 < ε￿ 1. We can also evaluate T (g + εψ) by writing
T (g + εψ) = −α (g + εψ)2
￿
−X
α
￿
= −αg
￿
g
￿
−X
α
￿
+ εψ
￿
−X
α
￿￿
− αεψ
￿
g
￿
−X
α
￿
+ εψ
￿
−X
α
￿￿
= −αg
￿
g
￿
−X
α
￿￿
− αεg￿
￿
g
￿
−X
α
￿￿
ψ
￿
−X
α
￿
(9.9.2.13)
− αεψ
￿
g
￿
−X
α
￿￿
+O ￿ε2￿
= −αg
￿
g
￿
−X
α
￿￿
+ ε
￿
−αg￿
￿
g
￿
−X
α
￿￿
ψ
￿
−X
α
￿
−αψ
￿
g
￿
−X
α
￿￿￿
+O ￿ε2￿
Comparing (9.9.2.12) with (9.9.2.13), we see that
Jgψ = −α
￿
g￿
￿
g
￿
−X
α
￿￿
ψ
￿
−X
α
￿
+ ψ
￿
g
￿
−X
α
￿￿￿
. (9.9.2.14)
9.3 Numerical Approximation to the Univer-
sal Function g (X)
We now wish to find (numerically) a solution to equations (9.9.2.5) and
(9.9.2.9). Such solutions have been given in the literature, but often with-
out an explanation of the numerical scheme used. We will now present one
method for finding a numerical solution. While the final result is not novel,
the method we describe represents our working through a numerical method
to reproduce the results. We include this work since a similar numerical
method will later be used when we examine renormalisation in two dimen-
sions.
To solve equations (9.9.2.5) and (9.9.2.9) numerically we approximate the
solution by using a Chebyshev collocation method. Chebyshev methods have
good convergence properties, and are far more appropriate than a simple
Taylor expansion method as we wish to approximate the universal function
over an entire interval, not simply in a small neighbourhood of any particular
expansion point. Throughout this chapter we work in the function space
C∞ [−1, 1].
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The Chebshev polynomials of the first kind, denoted Tn (x), were first intro-
duced in [Che54]:
Definition 9.4. The Chebyshev polynomials of the first kind are defined by
the recurrence relation
T0 (x) = 1,
T1 (x) = x, (9.9.3.1)
Tn+1 (x) = 2xTn(x)− Tn−1(x), n ≥ 2.
The Chebyshev polynomials of the first kind form a sequence of orthogonal
polynomials on [−1, 1] with respect to the weight function w (x) = 1√
1−x2 .
Since the domain of the function we wish to approximate may not coincide
with the interval [−1, 1], it is useful to be able to change co-ordinates to map
an arbitrary finite interval [a, b] to the interval [−1, 1]. We do this by making
the co-ordinate change
s =
2x− (a+ b)
b− a ,
so that the appropriate Chebyshev polynomials of the first kind for the in-
terval [a, b] are Tn(s).
We aim to express the universal function g(X) as a finite combination of
Chebyshev polynomials of the first kind. Writing
gˆ (X) =
n￿
i=0
aiTi (X)
we form a system of n+ 1 equations by evaluating the equation
−αgˆ
￿
gˆ
￿
−X
α
￿￿
− gˆ (X) = 0
at the n+ 1 Chebyshev collocation points X = Xi, given by
Xi = cos
￿
i− 1
n
π
￿
, i = 1, . . . , n+ 1.
We observe that the Chebyshev points when working over the interval [−1, 1]
are found by equally spacing points around that part of the unit circle which
sits in the upper half plane, and then taking the projection of these points
onto the horizontal axis to find the collocation points.
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To set the absolute scaling of the solution as described in equation (9.9.2.9)
we augment the system of n equations with the equation
n￿
i=0
aiTi (0) = 1.
We then solve this system of n + 2 nonlinear equations for the coeﬃcients
ai, i = 0, . . . , n and the scaling parameter α using Newton’s method. Using
n = 18 we obtained the solution
gˆ (X) = 1.0000000− 1.5276330X2 + 0.10481519X4 + 0.026705670X6
− 0.0035274083X8 + 0.000081595874X10 + 0.000025296560X12
− 0.0000025719849X14 − 0.000000084082688X16
+ 0.000000023330816X18
and α = −2.502907875 . . .. These approximations for g and α agree well
with those given by Kuznetsov et. al. [KMS08] to the accuracy given in that
paper, and also compare favourably with the more accurate values found by
Briggs in [Bri91].
Since we have already found approximations for g and α, we can find an
approximate value for δ by taking a finite-diﬀerence approximation to the
Jacobian, and finding the largest eigenvalue. Using a Chebyshev expansion
for g with n = 22, and using a finite diﬀerence of 1× 10−12, an approximate
value for δ was found to be
δ = 4.66920159 . . . .
This compares favourably with the more accurate value of δ = 4.669201609 . . .
found by Briggs [Bri91].
9.4 Renormalisation in Two Dimensions
We now move onto a two-dimensional analogue of the standard Feigenbaum
renormalisation theory, as investigated in [KK92, KKS05, KMS08]. In these
(and other related papers) the two-dimensional renormalisation operator de-
scribed below is investigated. It is stated that any fixed point of this operator
will be a representative from a two-parameter family of such solutions. Since
we have not been able to find a proof of this (straightforward) result, we
provide one for completeness after the statement of the result in Proposition
9.5. We have not found any mention of the observation made by Proposition
9.6 in the literature, and we believe it to be novel.
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We define a new operator S by
S
￿
φ (x, y)
ψ (x, y)
￿
=
 γφ
2
￿
x
γ
,
y
η
￿
ηψ2
￿
x
γ
,
y
η
￿
 , (9.9.4.1)
where φ,ψ : R2 → R, and we write
φn+1 (x, y) = φ (φn (x, y) ,ψn (x, y))
ψn+1 (x, y) = ψ (φn (x, y) ,ψn (x, y)) ,
for n ≥ 1.
A fixed-point of the operator S will now be a pair of functions f, g : R2 → R
such that
S
￿
f
g
￿
=
￿
f
g
￿
. (9.9.4.2)
Proposition 9.5. Any solution (f, g)T to this operator equation will be a
representative from a two-parameter family of such solutions.
Proof. If (f, g)T is a solution to (9.9.4.2), then we claim that the functions￿
θf
￿
x
θ ,
y
κ
￿
,κg
￿
x
θ ,
y
κ
￿￿T
are also for nonzero constants θ and κ. Indeed, we
have
S
￿
θf
￿
x
θ ,
y
κ
￿
κg
￿
x
θ ,
y
κ
￿ ￿ =
 θγf 2 ￿ xθγ , yκη￿
κηg2
￿
x
θγ ,
y
κη
￿ 
=
 θγf 2 ￿Xγ , Yη ￿
κηg2
￿
X
γ ,
Y
η
￿ 
=
￿
θf (X, Y )
κg (X, Y )
￿
=
￿
θf
￿
x
θ ,
y
κ
￿
κg
￿
x
θ ,
y
κ
￿ ￿ ,
where the first equality follows from the definition of the operator S, the
second is simply the result of making the substitution X = xθ , Y =
y
κ , the
third equality is true since f and g are a fixed-point of S, and the last line
follows by inverting the earlier variable change.
To select a particular solution from within this family, we set the absolute
scale of the solution by insisting that f(0, 0) = 1, g(0, 0) = 1.
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We now provide a simple result which follows almost immediately from the
definition of the renormalisation operator:
Proposition 9.6. Let F = (f, g)T , X = (x, y)T and Γ =
￿
γ 0
0 η
￿T
, and
assume that F (X) is a fixed point of the operator (9.9.4.1). Assume that
f (x, y) = f (x), with f ￿ (0) = 0 and f (0) = 1, and furthermore that at
least one of gx(0, 0), gy(0, 0) and gy(1, 1) is nonzero. Then either γ = η or
gx (0, 0) = 0.
Proof. We rewrite equation (9.9.4.2) as
F (X) = ΓF (F (Γ−1X)). (9.9.4.3)
Diﬀerentiating equation (9.9.4.3) and evaluating at (x, y) = (0, 0), we obtain
FX (0, 0) = ΓFX (F (0, 0))FX (0, 0)Γ
−1. (9.9.4.4)
Since fx (0, 0) = f ￿ (0) = 0 and fy (0, 0) = 0, we can rewrite (9.9.4.4) as￿
0 0
gx (0, 0) gy (0, 0)
￿
=
￿
γ 0
0 η
￿￿
1 0
gx (1, 1) gy (1, 1)
￿
·￿
0 0
gx (0, 0) gy (0, 0)
￿￿ 1
γ 0
0 1η
￿
=
￿
0 0
gx(0,0)gy(1,1)η
γ gy (0, 0) gy (1, 1)
￿
.
Taking these equations together with the assumptions of the proposition we
see immediately that gy(1, 1) = 1, and so either γ = η or gx(0, 0) = 0, as
required.
In later sections we will provide a solution to the renormalisation operator
for each of the two cases of the above proposition. We note that this result
does not exclude the possibility that solutions to the renormalisation exist
where the function f (x, y) does not satisfy the above assumptions, it simply
provides us with further information when it does.
9.5 Motivation: Initial Numerical Evidence
for Universality
We now provide some initial numerical evidence to suggest that alternating
period-doubling cascades can exhibit universal behaviour. We do not believe
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that any such investigation exists in the literature, and so the content of this
subsection is original.
We begin by asking whether there are points along solution branches of an
alternating period-doubling cascade which have a zero multiplier. Referring
to Figs. 8.8.1.3 - 8.8.1.4, we can conclude that each of the possible alternating
period-doubling cascades is forced to have a zero multiplier along at least
every second solution branch. In particular, each of the alternating period-
doubling cascades in these figures has the stability label SUR along every
alternate solution branch throughout the cascade. Along these branches of
solutions we will have a zero multiplier, as we now argue.
Without loss of generality we assume that each of the solution branches
which have multipliers in configuration SUR are of period 22k for some k ∈
{0, 1, . . .}. Fix attention on one particular solution branch by fixing k =
k￿ ∈ {1, 2, . . .}. In a neighbourhood of the period 22k￿−1 period-doubling
bifurcation point both of the multipliers along the period 22k
￿
solution branch
must have positive real part, and furthermore one multiplier lies inside the
unit circle, and one outside. The multipliers thus cannot collide without a
limit point occurring, and so both must remain real as we trace their paths
along the branch of period 22k
￿
solutions towards the period 22k
￿
period-
doubling bifurcation point. At this point a multiplier (the one inside the
unit circle, in fact) must pass through -1, and so at some point along the
period 22k
￿
branch of solutions this multiplier must have passed through 0.
We further note that in certain cases we may also find a zero eigenvalue along
the branches of solutions between those mentioned above. In particular, in
the case of a type A2 alternating period-doubling cascade we have a zero
eigenvalue between a typical Neimark-Sacker bifurcation and the next period-
doubling bifurcation point if the two multipliers coalesce on the positive
real axis. If, on the other hand, the eigenvalues coalesce to the left of the
origin, then there will not necessarily be a multiplier which passes through
the origin along this branch of solutions. Furthermore in the case of a type
A1 alternating period-doubling cascade there will be no eigenvalue passing
through the origin on these branches of solutions.
Using a combination of AUTO, DSTool and Maple we have been able to
determine that the system of equations
xn+1 = h (xn, yn,λ, µ)
= λxn (1− xn)− y2n (0.5 + µ+ 1.7xn)
yn+1 = k (xn, yn,λ, µ) (9.9.5.1)
= yn (λ− 3.21 + xn)
exhibits a supercritical period-doubling cascade as we vary λ for a fixed
value of µ = 2.5, a subcritical period-doubling cascade as we vary λ for a
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n Period xn yn λn
1 2 0.5195754643 0.3135028433 3.578789067
2 4 0.5049499442 0.1599120396 3.587841001
3 8 0.5018258603 0.0969896989 3.586591270
4 16 0.5011440123 0.0767916450 3.586705196
5 32 0.5009974410 0.0717037990 3.586691898
6 64 0.5009659408 0.0705628952 3.586693313
7 128 0.5009592328 0.0703175016 3.586693158
Table 9.9.5.1: Representative points with a zero multiplier. These values
have been found numerically.
fixed value of µ = −0.59, and that for −0.59 < µ < 2.5 we observe the
process of converting a supercritical period-doubling cascade to a subcritical
period-doubling cascade as described in the Chapter 8. In particular, for
some value of µ near µ = 0, we observe a full alternating period-doubling
cascade. Figs. 9.9.5.1a - 9.9.5.1c show one-parameter bifurcation diagrams
for µ = 2.5, µ = −0.59 and µ = 0 respectively for branches of solutions up
to period 16.
On Fig. 9.9.5.1 the solution branches have been coloured by period. The
branch of fixed-point solutions is shown in black, the period 2 solution branch
is shown in red, the period 4 solutions are shown in green, the period 8
solution branch is coloured blue, and the purple solution branch has period
16. In Figs. 9.9.5.1a - 9.9.5.1b we show only one representative branch of
solutions for each periodic orbit, while on Fig. 9.9.5.1c all of the points of
each periodic solution (up to period 16) are shown.
The system of equations (9.9.5.1) generates a type A2 alternating period-
doubling cascade. As described above, it is possible that we observe a point
along every solution branch where we have a zero eigenvalue. We find this
to be the case, at least along those branches of solutions whose period is low
enough for us to be able to analyse numerically. We now use these points as
a basis for our investigation into universal behaviour.
We first fix µ = 0.0050541762 as an approximation for µ∗. This value has
been obtained by finding high-period fold-flip bifurcation points in Maple,
and extrapolating an approximation for the limiting value of µ We then find
periodic points with a zero multiplier on the low-period solution branches at
the start of the cascade, and the point on the orbit of these solutions with
x values closest to x = 12 . These representatives from the periodic orbits are
shown in Table 9.9.5.1.
We first consider the parameter values shown in Table 9.9.5.1. Analogously
to the case of standard Feigenbaum universality, we look for a parameter
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(a) Supercritical period-doubling cascade, µ = 2.5.
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(b) Subcritical period-doubling cascade, µ = −0.59.
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(c) Alternating period-doubling cascade, µ = 0.
Figure 9.9.5.1: One-parameter bifurcation diagrams for example 9.9.5.1.
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n Period x∗n y
∗
n
1 2 0.7568749655 0.2785048063
2 4 0.3875111797 0.1750278239
3 8 0.5470358717 0.09281018224
4 16 0.4827872515 0.07827239673
5 32 0.5082477475 0.07113966852
6 64 0.4980380409 0.07079274445
7 128 0.5021165518 0.07022606792
Table 9.9.5.2: Points half-way around the periodic orbit from those in Table
9.9.5.1. These points have been found numerically.
scaling by considering the sequence
κn =
λn+1 − λn
λn+2 − λn+1 .
Taking the values from Table 9.9.5.1, we obtain the values
κ1 = −7.243105916
κ2 = −10.96967330
κ3 = −8.567152955
κ4 = −9.397879859
κ5 = −9.129032258,
which suggests that κn → κ ≈ −9.2 as n→∞.
Next, we use Table 9.9.5.1 to investigate the rate of spatial scaling in our
example. To do this, we must compare the points listed in the table to the
points half-way around the periodic orbit to which this point belongs. In our
example, this will give the distance between two points of the attractor which
share a common “parent” period-doubling bifurcation point. Table 9.9.5.2
shows the points found by iterating half way around the periodic orbit of the
points given in Table 9.9.5.1.
We examine the ratio of the diﬀerences between successive pairs of values of
x and y. In particular, we look at
γn =
xn−1 − x∗n−1
xn − x∗n
,
ηn =
yn−1 − y∗n−1
yn − y∗n
,
where xn and yn are period 2n points from Table 9.9.5.1, and x∗n and y
∗
n are
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the corresponding points from Table 9.9.5.2. The values we obtain are
γ2 = −2.020623277
γ3 = −2.597627402
γ4 = −2.462853441
γ5 = −2.531859963
γ6 = −2.476282234
γ7 = −2.529898913,
and
η2 = −2.315330540
η3 = −3.616634565
η4 = −2.822564107
η5 = −2.624838919
η6 = −2.454349516
η7 = −2.513835964.
We note that both sequences appear to be converging, and we observe that
Feigenbaum’s universal scaling of −α = −2.5029078750958 . . . is a candidate
for the limiting scaling factor in both cases. We therefore conjecture that
γ = lim
n→∞
γn = −α and η = lim
n→∞
ηn = −α, and hope to verify this claim later.
Finally, we can attempt to reconstruct a solution to the operator equation
(9.9.4.1). Following the work of Feigenbaum [Fei79], we define
hk,r = γ
rh2
r
￿
x
γr
,
y
ηr
,λr+k, µ∗
￿
jk,r = η
rj2
r
￿
x
γr
,
y
ηr
,λr+k, µ∗
￿
If (f, g)T is a solution of (9.9.4.1), and is indeed a universal solution of such
systems of equations, then we expect that
lim
k,r→∞
hk,r = f
lim
k,r→∞
jk,r = g.
Taking k = 4 and r = 3, we obtain
h4,3(X) = 1.000000000 + 0.0841706450x− 0.0756784635y − 1.522335900x2
− 0.0039760405xy + 0.000056473y2 +O ￿(x, y)3￿ (9.9.5.2)
j4,3(X) = 1.000000000− 1.061122088x+ 0.9540628950y − 1.401550433x2
− 0.0284813638xy − 0.001850116y2 +O ￿(x, y)3￿ .
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If these functions are a good approximation to a solution of (9.9.4.1), then
we expect
S
￿
h4,3
j4,3
￿
≈
￿
h4,3
j4,3
￿
.
In fact, writing
S
￿
h4,3
j4,3
￿
=
￿
h˜4,3
j˜4,3
￿
,
we find that
h˜4,3(X) = 1.000000000 + 0.0844440425x− 0.0759757087y
− 1.503683440x2 − 0.0039844802xy + 0.0000668683y2 +O ￿(x, y)3￿
j˜4,3(X) = 1.000000000− 1.059852607x+ 0.9535670085y
− 1.383491336x2 − 0.0282105300xy − 0.0018308156y2 +O ￿(x, y)3￿ ,
which is in good agreement with (9.9.5.2), suggesting that these functions do
indeed serve as a good approximation to a solution to (9.9.4.1). We emphasise
that this provides only numerical evidence in favour of our claim, and in no
way constitutes a proof of said claim.
9.6 A Solution to the Two-Dimensional Renor-
malisation Problem
Guided by the results of the previous subsection, we seek (numerically) a
fixed-point to the two-dimensional renormalisation operator. This guides us
to the statement of Theorem 9.7, which is an exact result. We then state
numerically in (9.9.6.10) our approximations to, and suggested expressions
for, the eigenvalues of the linearisation of the operator, evaluated at the
fixed-point given by Theorem 9.7. We later prove (by means of finding exact
expressions for the eigenfunctions) that the expressions we guessed for the
eigenvalues were in fact correct.
We have not found a reference this solution to the two-dimensional renormal-
isation operator in the existing literature, and so we claim that the content
of this subsection is original.
Since there is good numerical evidence that universal properties exist in
our example, we aim to find an approximate solution to equation (9.9.4.1)
without reference to our specific example. In particular, we will attempt to
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estimate a solution (f, g)T to (9.9.4.1) using a two-dimensional Chebyshev
collocation method.
To estimate the universal functions f and g we write
fˆ (x, y) =
n￿
i,j=0
ai,jTi (x)Tj (y)
gˆ (x, y) =
n￿
i,j=0
bi,jTi (x)Tj (y) , (9.9.6.1)
with ai,j, bi,j being real coeﬃcients. The (n+ 1)
2 Chebyshev collocation
points on [−1, 1]× [−1, 1] are given by
(xi, yj) =
￿
cos
￿
i− 1
n
π
￿
, cos
￿
j − 1
n
π
￿￿
, i, j = 1, . . . n+ 1, (9.9.6.2)
and we form a system of 2 (n+ 1)2 equations involving the coeﬃcients ai,j
and bi,j, and the two spatial scalings γ and η by evaluating the equations
γfˆ 2
￿
x
γ
,
y
η
￿
− fˆ (x, y) = 0
ηgˆ2
￿
x
γ
,
y
η
￿
− gˆ (x, y) = 0, (9.9.6.3)
at each of the (n+ 1)2 collocation points (x, y) = (xi, yj) given in (9.9.6.2).
Solving this system of equations will give an approximation to one represen-
tative from a two-parameter family of solutions
￿
γf
￿
x
γ ,
y
η
￿
, ηg
￿
x
γ ,
y
η
￿￿T
to
the renormalisation equation. To select a specific solution from within this
family, we augment the system of equations (9.9.6.3) in order to set the abso-
lute scale of the problem. Since the absolute scaling we choose is arbitrary, we
follow the convention of the existing literature (see [KK92, KKS05, KMS08],
for example) and choose
fˆ (0, 0) = 1
gˆ (0, 0) = 1 (9.9.6.4)
as our additional equations.
We solve this system of 2 (n+ 1)2 + 2 nonlinear equations using a Newton
solver written in Maple. Taking n = 9, so that the Chebyshev expansions of
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fˆ and gˆ each contain 100 coeﬃcients, we obtain the approximations
fˆ (x, y) = 1.00000000− 1.52767527x2 + 0.105018458x4 + 0.026308689x6
− 0.003183851x8 +O ￿(x, y)10￿ (9.9.6.5)
gˆ (x, y) = 1.00000000− 1.00000000x+ 1.00000000y − 1.52767527x2
+ 0.105018458x4 + 0.026308689x6 − 0.003183851x8 +O ￿(x, y)10￿ ,
where we have disregarded terms whose coeﬃcient is smaller than 1× 10−20
in modulus. The corresponding approximations to the spatial scalings are
given by
γ = −2.50292739 . . .
η = −2.50292739 . . . , (9.9.6.6)
and we observe that both of these values seem to be approximately equal
to −α, where α is Feigenbaum’s universal spatial scaling constant. We note
that the solution is close to the approximation (9.9.5.2).
We note from (9.9.6.5) that fˆ (x, y) ≈ fF (x) and gˆ (x, y) ≈ y + gˆ (x), where
fF (x) is the Feigenbaum universal function [Fei78, Fei79, Fei80] which sat-
isfies
T fˆ = fˆ
fˆ(0) = 1,
and where the operator T is defined by (9.9.2.6). Furthermore the function
gˆ (x) is the same function as was found by Mir [Mir07] in the context of a
mode-interaction cascade. We further observe that we can rewrite gˆ (x, y) as
gˆ (x, y) ≈ −x+ y + fF (x) . (9.9.6.7)
We now verify that these functions do indeed solve the renormalisation prob-
lem (9.9.6.3).
Theorem 9.7. The functions f (x, y) = fF (x), g (x, y) = −x + y + fF (x)
with γ = η = −α solve the renormalisation problem (9.9.4.1) with scaling
constraints (9.9.6.4).
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Proof. We have
S
￿
f (x, y)
g (x, y)
￿
=
 γf 2 ￿xγ , yη￿
ηg2
￿
x
γ ,
y
η
￿ 
=
 γf ￿f ￿xγ , yη￿ , g ￿xγ , yη￿￿
ηg
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿ 
=
 γf ￿fF ￿xγ￿ ,−xγ + yη + fF ￿xγ￿￿
ηg
￿
fF
￿
x
γ
￿
,−xγ + yη + fF
￿
x
γ
￿￿ 
=
 γfF ￿fF ￿xγ￿￿
η
￿
−fF
￿
x
γ
￿
− xγ + yη + fF
￿
x
γ
￿
+ fF
￿
fF
￿
x
γ
￿￿￿ 
=
 γfF ￿fF ￿xγ￿￿
−x+ y + ηfF
￿
fF
￿
x
γ
￿￿ 
=
￿
f (x, y)
g (x, y)
￿
where the final line follows once we recall that γ = η = α, and that fF (x)
solves the one-dimensional Feigenbaum renormalisation equation.
We next investigate the Jacobian matrix of the operator S, evaluated at the
fixed point solution described in Theorem 9.7. In particular, we are interested
in those eigenvalues of the matrix which lie either on, or outside of, the unit
circle. Eigenvalues equal to +1 are often associated with continuous fami-
lies of solutions of the renormalisation operator, and eigenvalues which are
greater than one in modulus are sometimes associated to parameter scalings.
We first derive the linearisation of the renormalisation operator S, evaluated
at the solution described in Theorem 9.7. Writing a small perturbation from
this solution as Ψ (x, y) = (ψ1 (x, y) ,ψ2 (x, y))
T , the linearisation L is given
by
LΨ (x, y) =
γ
￿
fx
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿
ψ1
￿
x
γ ,
y
η
￿
+fy
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿
ψ2
￿
x
γ ,
y
η
￿
+ ψ1
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿￿
η
￿
gx
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿
ψ1
￿
x
γ ,
y
η
￿
+gy
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿
ψ2
￿
x
γ ,
y
η
￿
+ ψ2
￿
f
￿
x
γ ,
y
η
￿
, g
￿
x
γ ,
y
η
￿￿￿
 .
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Since f (x, y) = fF (x) and g (x, y) = y − x+ fF (x) we can simplify this to
LΨ (x, y) =
γf ￿F
￿
fF
￿
x
γ
￿￿
ψ1
￿
x
γ ,
y
η
￿
+ γψ1
￿
fF
￿
x
γ
￿
, yη − xγ + fF
￿
x
γ
￿￿
ηf ￿F
￿
fF
￿
x
γ
￿￿
ψ1
￿
x
γ ,
y
η
￿
− ηψ1
￿
x
γ ,
y
η
￿
+ηψ2
￿
x
γ ,
y
η
￿
+ ηψ2
￿
fF
￿
x
γ
￿
, yη − xγ + fF
￿
x
γ
￿￿
 .
(9.9.6.8)
We observe that the first equation of (9.9.6.8 has no dependence upon ψ2,
and so we conclude that the linearisation has the block structure
LΨ =
￿
L1,1 0
L2,1 L2,2
￿￿
ψ1
ψ2
￿
, (9.9.6.9)
where
L1,1ψ1 (x, y) = γfˆ
￿
￿
fˆ
￿
x
γ
￿￿
ψ1
￿
x
γ
,
y
η
￿
+ γψ1
￿
fˆ
￿
x
γ
￿
,
y
η
− x
γ
+ fˆ
￿
x
γ
￿￿
,
L2,1ψ1 (x, y) = ηfˆ
￿
￿
fˆ
￿
x
γ
￿￿
ψ1
￿
x
γ
,
y
η
￿
− ηψ1
￿
x
γ
,
y
η
￿
,
L2,2ψ2 (x, y) = ηψ2
￿
x
γ
,
y
η
￿
+ ηψ2
￿
fˆ
￿
x
γ
￿
,
y
η
− x
γ
+ fˆ
￿
x
γ
￿￿
.
Since the linearisation has this structure, we know that eigenvalues of the
linearisation will either be eigenvalues of the operator L1,1, or eigenvalues
of the operator L2,2. In the former case the eigenfunctions associated to
these eigenvalues will be of the form Ψ (x, y) = (ψ1 (x, y) ,ψ2 (x, y))
T , where
ψ1 (x, y) is an eigenfunction of the reduced problem L1,1ψ1 = τψ1. Further-
more it is clear from (9.9.6.8) that if ψ1 (x, y) satisfies the upper equation
of the eigenproblem, then a solution to the second equation is given by
ψ1 (x, y) = ψ2 (x, y) since γ = η. In the latter case, the associated eigen-
functions will be of the form Ψ (x, y) = (0,ψ2 (x, y))
T , where ψ2 (x, y) is an
eigenfunction of the reduced problem L2,2ψ2 = τψ2.
One further observation we make is that if an eigenfunction Ψ (x, y) has
ψ1 (x, y) = 0, then the corresponding eigenvalue is associated to an infinites-
imal co-ordinate change of the form y ￿→ y + ￿ψ2 (x, y).
We approximate the Jacobian using a finite central diﬀerence numerical
scheme. We found that the Jacobian of the renormalisation operator has
three eigenvalues which (to numerical accuracy) are equal to +1, and five
other eigenvalues which lie outside the unit circle. Approximations to the
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eigenvalues τ which are strictly greater than one in modulus are listed be-
low:
τ1 = −5.00585478253443750
τ2 = 4.66921367389439279
τ3 = −2.50289447828737988 (9.9.6.10)
τ4 = 1.99999999999999734
τ5 = −1.86550104896586433.
We note that τ2 ≈ δ and τ3 ≈ −α, where δ and α are Feigenbaum’s universal
parameter and spatial scalings respectively. Furthermore we note that τ1 ≈
−2α, and also that τ4 ≈ 2 and τ5 ≈ τ2τ3 ≈ − δα . We now aim to describe their
significance of each of these eigenvalues, and the three eigenvalues equal to
1.
9.6.1 Eigenvalues at +1
We recall that two of the eigenvalues equal to one arise due to the presence of
a two-parameter family of solutions to the renormalisation equation (9.9.4.2),
as described earlier in this section. To find the eigenfunctions associated to
these eigenvalues, we note that for any nonzero constants κ and θ we have
d
dκ
κf
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dκ
κfF
￿x
κ
￿￿￿￿￿
κ=θ=1
= fF (x)− xf ￿F (x) ,
and
d
dκ
θg
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dκ
￿
y − θ
κ
x+ θfF
￿x
κ
￿￿￿￿￿￿
κ=θ=1
= x− xf ￿F (x) ,
and so we set ψ1 (x, y) = fF (x) − xf ￿F (x), ψ2 (x, y) = x − xf ￿F (x). Substi-
tuting this expression for Ψ (x, y) into the eigenproblem, it is easily verified
that LΨ (x, y) = Ψ (x, y). Since ψ1 (x, y) ￿= 0 it is clear that the eigenvalue
at +1 in this case is an eigenvalue of the operator L1,1.
Similarly, we note that
d
dθ
κf
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dθ
κfF
￿x
κ
￿￿￿￿￿
κ=θ=1
= 0,
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and
d
dθ
θg
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dθ
θ
￿y
θ
− x
κ
+ fF
￿x
κ
￿￿￿￿￿￿
κ=θ=1
= fF (x)− x.
Setting ψ1 (x, y) = 0,ψ2 (x, y) = fF (x) − x and assuming γ = η, it is
again easily checked that these expressions for ψ1 (x, y) and ψ2 (x, y) sat-
isfy LΨ (x, y) = Ψ (x, y). Since ψ1 (x, y) = 0 in this case, we conclude that
this eigenvalue is an eigenvalue of the operator L2,2.
The third eigenvalue is associated to a family of solutions which is generated
by a rotation, as we now show:
Proposition 9.8. For any solution (f, g)T to the renormalisation problem
(9.9.4.1) with γ = η there exists a one-parameter family of rotations which
are also solutions to the same problem.
Proof. We define
F (X) =
￿
f (x, y)
g (x, y)
￿
, where X =
￿
x
y
￿
,
and we also write
Γα =
￿ −α 0
0 −α
￿
, Rθ =
￿
cos (θ) sin (θ)
− sin (θ) cos (θ)
￿
and observe that the inverse of Rθ is given by R−θ. Assuming that F solves
the renormalisation problem (9.9.4.2) with γ = η = −α, we have
F (X) = ΓαF
2
￿
Γ−1a X
￿
. (9.9.6.11)
Defining F˜ (X) = R−θF (RθX) we observe that
SF˜ (X) = ΓαF˜
￿
F˜
￿
Γ−1α X
￿￿
= ΓαR−θF 2
￿
RθΓ
−1
α X
￿
= F˜ (X) ,
where the last line follows using (9.9.6.11) and noting that the matrices Γα
and Rθ commute since Γα is a scalar multiple of the identity matrix.
We note that the matrices commute in the above proof since we have γ =
η(= −α), and also that the two previous one-parameter families that we have
described do not rely upon this observation.
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9.6.2 Eigenvalues Greater Than 1 in Modulus
We now seek to address those eigenvalues which are greater than one in mod-
ulus. We begin by showing that τ1 is associated to a constant eigenfunction.
In particular, we observe that substituting ψ1 (x, y) = 0,ψ2 (x, y) = c into
the eigenproblem, where c is an arbitrary constant, we obtain
LΨ (x, y) =
￿
0
2ηc
￿
= 2ηΨ (x, y) .
Recalling that we have η = −α, where α is Feigenbaum’s spatial scaling,
we conclude that this eigenfunction corresponds to the eigenvalue −2α =
−5.0058157501 . . . ≈ τ1. Since ψ1 (x, y) = 0 this eigenvalue is an eigenvalue
of the operator L2,2, and it is associated to the co-ordinate change y ￿→ y+ε.
Next, we denote by ψF (x) the eigenfunction associated to the eigenvalue
δ which arises in the corresponding standard one-dimensional Feigenbaum
renormalisation eigenproblem, i.e. the function which satisfies
L1,1ψF (x) = δψF (x) .
We note that Ψ (x, y) = (ψF (x) ,ψF (x))
T is the eigenfunction associated to
the eigenvalue δ ≈ τ2 in our current problem. Furthermore, since ψ1 (x, y) =
ψF (x) ￿= 0, we observe that δ is an eigenvalue of the operator L1,1.
We now show that the eigenvalue −α ≈ τ3 is associated to the infinitesimal
co-ordinate change f (x, y) ￿→ f (x+ ε, y + ε)−ε and g (x, y) ￿→ g (x+ ε, y + ε)−
ε. We begin by noting that
d
dε
(f (x+ ε, y + ε)− ε)
￿￿￿￿
ε=0
=
d
dε
(fF (x+ ε)− ε)
￿￿￿￿
ε=0
= f ￿F (x)− 1,
and
d
dε
(g (x+ ε, y + ε)− ε)
￿￿￿￿
ε=0
=
d
dε
(y − x+ fF (x+ ε)− ε)
￿￿￿￿
ε=0
= f ￿F (x)− 1,
which suggests setting ψ1 (x, y) = ψ2 (x, y) = f ￿F (x)− 1. With this definition
of Ψ (x, y) we have
LΨ (x, y) =
￿
γ (f ￿F (x)− 1)
η (f ￿F (x)− 1)
￿
= −αΨ (x, y) ,
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where the final line above follows once we use the fact that γ = η = −α.
Since we have ψ1 (x, y) ￿= 0 in this case, we conclude that −α is an eigenvalue
of the operator L1,1.
Next, we show that the eigenvalue τ4 ≈ 2 is associated to the infinitesimal
co-ordinate change y ￿→ y + ε (x− y). We note that
d
dε
(y + ε (x− y))
￿￿￿￿
ε=0
= x− y,
and since f (x, y) = fF (x) is independent of y, we set ψ1 (x, y) = 0,ψ2 (x, y) =
x− y. Doing so, the eigenproblem becomes
LΨ (x, y) =
￿
0
x− y + ηfF
￿
x
γ
￿
− ηg
￿
x
γ ,
y
η
￿ ￿
=
￿
0
2 (x− y)
￿
= 2Ψ (x, y) ,
where again we have used the fact that γ = η = −α. We conclude that the
eigenvalue τ4 ≈ 2 is associated to the co-ordinate change detailed above, and
that it is an eigenvalue of the operator L2,2 since ψ1 (x, y) = 0.
Finally, we examine the eigenvalue τ5 ≈ − δα . We claim that this eigenvalue
is neither generated by an infinitesimal co-ordinate change nor associated to
a trivial eigenfunction, but rather is a “genuine” unstable direction of the
linearisation. We claim that since γ = η = −α, the eigenfunction associated
to this eigenvalue is given by ψ1 (x, y) = ψ2 (x, y) = (y − x)ψF (x), where
ψF (x) is the eigenfunction associated to the eigenvalue δ of the standard
one-dimensional Feigenbaum renormalisation problem mentioned earlier.
Substituting this expression for Ψ (x, y) = (ψ1 (x, y) ,ψ2 (x, y))
T into (9.9.6.8)
it is easy to see that LΨ (x, y) = − δαΨ (x, y), and since ψ1 (x, y) ￿= 0, we
conclude that this is an eigenvalue of the operator L1,1.
To summarise, of the five eigenvalues τ1, . . . , τ5 which we found to have mod-
ulus greater than 1, only two are “relevant” [KKS97] for determining param-
eter scalings. In this case, the relevant eigenvalues are τ2 and τ5.
9.7 A Second Solution to the Renormalisa-
tion Problem
We now turn out attention to a second solution of the renormalisation prob-
lem. The second solution we find - given in the statement of Proposition 9.9
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- has been noted in [KKS97], although in a diﬀerent setting. Our analysis
diﬀers from theirs, but we do not claim the statement of Proposition 9.9 to
be original.
We have numerically found a second solution to the renormalisation problem,
as presented in the following result:
Conjecture 9.9. The functions
f (x, y) = fF (x)
= 1.00000000− 1.527675269x2 + 1.050184580× 10−1x4
+ 2.630868882× 10−2x6 − 3.183851169× 10−3x8 +O ￿x10￿
g (x, y) = y + h (x)
1.000000000 + 1.000000000y − 2.441162409x2
+ 9.978422134× 10−2x4 + 1.420623687× 10−1x6
1.873187934× 10−2x8 +O ￿x10￿
solve the renormalisation problem (9.9.4.1), with spatial scalings γ˜ and η˜
given by
γ˜ = −2.503680948 . . .
η˜ = −4.586140596 . . . .
In recognition of the fact that we have only been able to find this solution
numerically, we have designated the above result a conjecture rather than a
proposition or a theorem. It is also for this reason that we do not provide a
proof of the result.
We note that h (x) is an even function, and so h￿ (0) = 0 as predicted earlier.
It is fairly obvious that in this case γ˜ = γ, but that we have a new scaling in η˜.
We note that the function h (x) was also found by Kuznetsov et al. [KMS08]
in the context of a two-dimensional dynamical system with unidirectional
coupling, and that furthermore the function h (x) is a solution of
h(x) = η˜
￿
h
￿
x
γ
￿
+ h
￿
fF
￿
x
γ
￿￿￿
.
When we examine the eigenvalues of the linearisation of the renormalisation
operator evaluated at this new solution, we find only two eigenvalues at +1,
and a further six eigenvalues τ˜ which are greater than one in modulus. We
show how to obtain these eigenvalues now.
Since the function g (x, y) which appears in the second solution no longer has
the special form g (x, y) = y − x + fF (x), the structure of the linearisation
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changes. In particular, the blocks L2,1 and L2,2 change, so that we now have
LΨ =
￿
L1,1 0
L2,1 L2,2
￿￿
ψ1
ψ2
￿
,
where
L1,1ψ1 (x, y) = γf
￿
F
￿
fF
￿
x
γ
￿￿
ψ1
￿
x
γ
,
y
η˜
￿
+ γψ1
￿
fF
￿
x
γ
￿
,
y
η˜
+ h
￿
x
γ
￿￿
,
L1,2ψ1 (x, y) = η˜h
￿
￿
fF
￿
x
γ
￿￿
ψ1
￿
x
γ
,
y
η˜
￿
,
L2,2ψ2 (x, y) = η˜ψ2
￿
x
γ
,
y
η˜
￿
+ η˜ψ2
￿
fF
￿
x
γ
￿
,
y
η˜
+ h
￿
x
γ
￿￿
.
9.7.1 Eigenvalues at +1
Proposition 9.10. The two eigenvalues at +1 arise since we can find a two-
parameter family of solutions to the renormalisation problem. In particular
if f (x, y) and g (x, y) give a solution to the renormalisation problem, then so
is ￿
κf
￿
x
κ ,
y
θ
￿
θg
￿
x
κ ,
y
θ
￿ ￿
Proof. We have
S
￿
κf
￿
x
κ ,
y
θ
￿
θg
￿
x
κ ,
y
θ
￿ ￿ =
 γκf ￿f ￿ xγκ , yη˜θ￿ , g ￿ xγκ , yη˜θ￿￿
η˜θg
￿
f
￿
x
γκ ,
y
η˜θ
￿
, g
￿
x
γκ ,
y
η˜θ
￿￿ 
=
 γκfF ￿fF ￿ xγκ￿￿
η˜θ
￿
y
η˜θ + h
￿
x
γκ
￿
+ h
￿
fF
￿
x
γκ
￿￿￿ 
=
 γκfF ￿fF ￿ xγκ￿￿
θ
￿
y
θ + η˜h
￿
x
γκ
￿
+ η˜h
￿
fF
￿
x
γκ
￿￿￿ 
=
￿
κf
￿
x
κ ,
y
θ
￿
θg
￿
x
κ ,
y
θ
￿ ￿ ,
proving the result.
To find the eigenfunctions associated to these eigenvalues, we note that
d
dκ
κf
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dκ
κfF
￿x
κ
￿￿￿￿￿
κ=θ=1
= fF (x)− xf ￿F (x) ,
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and
d
dκ
θg
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dκ
￿
y + θh
￿x
κ
￿￿￿￿￿￿
κ=θ=1
= −xh￿ (x) ,
and so the eigenfunction associated to the first eigenvalue at +1 is Ψ (x, y) =
(fF (x)− xf ￿F (x) ,−xh￿ (x))T . Since ψ1 (x, y) ￿= 0, we know that this eigen-
value is an eigenvalue of the operator L1,1.
Similarly, we have
d
dθ
κf
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dθ
κfF
￿x
κ
￿￿￿￿￿
κ=θ=1
= 0,
and
d
dθ
θg
￿x
κ
,
y
θ
￿￿￿￿￿
κ=θ=1
=
d
dθ
￿
y + θh
￿x
κ
￿￿￿￿￿￿
κ=θ=1
= h (x) ,
and so the eigenfunction associated to the second eigenvalue at +1 isΨ (x, y) =
(0, h (x))T . As expected, this is an eigenvalue of L2,2, since ψ1 (x, y) = 0.
We also observe that the third one-parameter family of solutions found for the
first solution of the renormalisation problem is not present when we examine
this second solution, since we do not have the property that γ = ηˆ for the
second solution to the renormalisation problem.
9.7.2 Eigenvalues Greater Than 1 in Modulus
We now turn our attention to the eigenvalues of the linearisation which are
greater than one in modulus. Our numerical approximation for these values
are given by
τˆ1 = −9.172281193
τˆ2 = 4.669213674
τˆ3 = −2.502894478
τˆ4 = 2.000000000
τˆ5 = −1.018113940
τˆ6 = 1.832310682.
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We observe that, analogously to the case of the first solution, we have τˆ1 ≈ 2ηˆ,
τˆ2 ≈ δ, τˆ3 ≈ −α, τˆ4 ≈ 2 and τˆ5 ≈ δηˆ . We also note that τˆ6 ≈ ηˆγ , which explains
why this eigenvalue appeared as a third eigenvalue at +1 in the case of the
solution where γ = η.
We now examine the eigenfunctions associated to these eigenvalues. Since we
do not have an analytic expression for the function h (x), we cannot provide
analytic expressions for the eigenfunctions associated to these eigenvalues
in every case. In those cases below where we cannot provide an analytic
expression for the eigenfunction, we provide a numerical approximation to it
instead.
The eigenfunction associated to τˆ1 is one case where we can give an analytic
expression, due to the eigenfunction’s simplicity. As for the first solution to
the renormalisation problem, we simply take Ψ (x, y) = (0, c)T , where c is an
arbitrary constant. It is clear in this case that LΨ (x, y) = 2η˜Ψ (x, y), and
since we have ψ1 (x, y) = 0 we know that the eigenvalue 2η˜ is an eigenvalue of
the operator L2,2. The co-ordinate change that this eigenvalue is associated
to is again y ￿→ y + ε.
The eigenfunction associated to δ ≈ τˆ2 is Ψ (x, y) = (ψ1 (x, y) ,ψ2 (x, y))T ,
where
ψ1 (x, y) = ψF (x)
ψ2 (x, y) = ψ2,τˆ2 (x)
= 1.388115619− 6.257366834× 10−1x2
− 2.595094689× 10−1x4 + 7.580491371× 10−2x6 +O ￿(x, y)8￿ ,
where ψF (x) is again the eigenfunction associated to the eigenvalue δ in
the case of standard one-dimensional Feigenbaum renormalisation. Since
ψ1 (x, y) = ψF (x) ￿= 0, we conclude that τ˜2 is an eigenvalue of the operator
L1,1.
The eigenvalue −α ≈ τˆ3 is associated to the infinitesimal co-ordinate change
f (x, y) ￿→ f (x+ ε, y + ε)− ε and g (x, y) ￿→ g (x+ ε, y + ε)− ε. We observe
that
d
dε
(f (x+ ε, y + ε)− ε)
￿￿￿￿
ε=0
=
d
dε
(fF (x+ ε)− ε)
￿￿￿￿
ε=0
= f ￿F (x)− 1,
and
d
dε
(g (x+ ε, y + ε)− ε)
￿￿￿￿
ε=0
=
d
dε
(y + h (x+ ε))
￿￿￿￿
ε=0
= h￿ (x) ,
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and soΨ (x, y) = (f ￿F (x)− 1, h￿ (x))T . Substituting this expression forΨ (x, y)
into the eigenproblem, it is easily verified that LΨ (x, y) = −αΨ (x, y).
Again, since ψ1 (x, y) ￿= 0, we know that −α is an eigenvalue of the operator
L1,1.
The eigenfunction associated to 2 is given by Ψ (x, y) = (0,ψ2 (x, y))
T , where
ψ2 (x, y) = −1.177701741 + 1.000000000y + 2.031821250x2
− 1.358234501× 10−1x4 − 3.062722696× 10−2x6 +O ￿(x, y)8￿
= y + ψˆ2 (x) ,
and ψˆ2 (x) satisfies the equation
2ψˆ2 (x) = η˜
￿
ψˆ2
￿
x
γ
￿
+ h
￿
x
γ
￿
+ ψˆ2
￿
fF
￿
x
γ
￿￿￿
.
In this case we have ψ1 (x, y) = 0, and so 2 is associated to a co-ordinate
change of the form y ￿→ y + εψ2 (x).
The eigenfunction associated to δη˜ ≈ τˆ5 is given by
Ψ (x, y) = (ψ1,x (x) + yψ1,y (x) ,ψ2,x (x) + yψ2 (x))
T ,
where
ψ1,x (x) = 2.879421455× 10−1 + 1.158915845× 10−1x2
− 1.562623616× 10−1x4 + 2.076830989× 10−2x6 +O ￿x8￿
ψ1,y (x) = 8.916526050× 10−1 − 2.875043625× 10−1x2
− 4.753610893× 10−2x4 + 1.248760681× 10−2x6 +O ￿x8￿
ψ2,x (x) = −4.828196949× 10−1 + 3.012199976x2 − 1.905036707x4
+ 2.667486245× 10−1x6 +O ￿x8￿
ψ2,y (x) = 1.384416447− 5.953842896× 10−1x2 − 2.999997728× 10−1x4
+ 8.248196054× 10−2x6 +O ￿x8￿ ,
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and ψ1,x (x), ψ1,y (x), ψ2,x (x) and ψ2,y (x) satisfy the equations
ψ1,x (x) =
ηˆ
δ
￿
γf ￿F
￿
fF
￿
x
γ
￿￿
ψ1,x
￿
x
γ
￿
+ γψ1,x
￿
fF
￿
x
γ
￿￿
−xψ1,y
￿
fF
￿
x
γ
￿￿
+ γfF
￿
x
γ
￿
ψ1,y
￿
fF
￿
x
γ
￿￿￿
ψ1,y (x) =
γ
δ
￿
f ￿F
￿
fF
￿
x
γ
￿￿
ψ1,y
￿
x
γ
￿
+ ψ1,y
￿
fF
￿
x
γ
￿￿￿
ψ2,x (x) =
ηˆ2
δ
￿
h￿
￿
fF
￿
x
γ
￿￿
ψ1,x
￿
x
γ
￿
+ ψ2,x
￿
x
γ
￿
(9.9.7.1)
+ψ2,x
￿
fF
￿
x
γ
￿￿
− x
γ
ψ2,y
￿
fF
￿
x
γ
￿￿
+ fF
￿
x
γ
￿
ψ2,y
￿
fF
￿
x
γ
￿￿￿
ψ2,y (x) =
ηˆ
δ
￿
h￿
￿
fF
￿
x
γ
￿￿
ψ1,y
￿
x
γ
￿
+ ψ2,y
￿
x
γ
￿
+ ψ2,y
￿
fF
￿
x
γ
￿￿￿
.
We observe that the second and fourth equations above are solved by ψ1,y =
ψF (x) and ψ2,y = ψ2,τˆ2 (x).
We are able to provide an analytic expression for the eigenfunction associated
with δη˜ . We claim that the eigenfunction is Ψ (x, y) = (0, x− fF (x))T , and
substituting this expression for Ψ (x, y), it is easily verified that LΨ (x, y) =
δ
η˜Ψ (x, y). This eigenvalue is an eigenvalue of the operator L2,2 since we
have ψ1 (x, y) = 0, and we conclude that this eigenvalue corresponds to a
co-ordinate change of the form y ￿→ y + ε (x− f (x)).
Finally, we observe that although part of this solution to the renormalisation
equation appears in [KMS08], the eigenvalues found in [KMS08], and their
subsequent analysis, does not coincide with the analysis presented above.
9.8 Other Solutions
We take a moment to observe that it is entirely possible that other solutions
(which we have not found) exist to the two-dimensional renormalisation prob-
lem. After a brief initial investigation no further solutions have been found,
but this in no way proves (or even provides strong evidence) that no such
solutions exist. Clearly it would be desirable to know how many solutions to
the renormalisation problem exist, and how the diﬀerent solutions relate to
a given alternating period-doubling cascade.
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9.9 Examples
We now provide two examples which demonstrate some of the universal be-
haviour which may occur in the transition of period-doubling cascades. We
first consider the one-parameter system of equations
xn+1 = λxn (1− xn)− y2n (0.5 + µ0 + 1.7xn)
yn+1 = yn (λ− 3.21 + xn) (9.9.9.1)
where µ0 = 0.0050541762 ≈ µ∗. As we have previously observed, the system
of equations (9.9.9.1) demonstrates an alternating period-doubling cascade
as we vary the parameter λ.
Recalling the data from Tables 9.9.5.1 - 9.9.5.2, we might conclude that the
appropriate spatial scaling constants are γ = η = −α, and that the parameter
scaling constant is given by κ = −9.1722811927. This appears inconsistent,
however, since the parameter scaling κ = −9.1722811927 is obtained from
the second solution of the renormalisation equation found above, whereas
the spatial scaling constants γ = η = −α arise from the first solution to
the renormalisation equation. In order to recover the appropriate spatial
scaling constants, namely γ = −2.503680948 . . . and η = −4.586140596 . . .,
we express the periodic orbits in eigenvector co-ordinates.
In order to convert to eigenvector co-ordinates we used the matrix of eigen-
vectors of the Jacobian matrix for the period 256 solution. Using the points
(x, y) given in Tables 9.9.5.1 - 9.9.5.2 and converting them using this matrix
of eigenvalues we find new approximations γ˜n and η˜n to the spatial scaling
constants. The values we found using this matrix of eigenvalues and the
points from the two tables mentioned above are given below:
γ˜2 = −0.8648310129
γ˜3 = −1.234028353
γ˜4 = −2.104037006
γ˜5 = −2.445450770
γ˜6 = −2.497019585
γ˜7 = −2.545276354
γ˜8 = −2.490576889,
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and
η˜2 = −2.800284256
η˜3 = −10.20265316
η˜4 = −50.38038150
η˜5 = −0.6808439923
η˜6 = −3.582454539
η˜7 = −3.732895916
η˜8 = −4.570298223.
We now see that while γ˜n → −α as n → ∞, it appears that η˜n → ηˆ =
−4.586140596. The parameter and spatial scaling constants are now con-
sistent, in that both the observed spatial scaling constants (γ and ηˆ) and
the observed parameter scaling constant (τˆ1 = −9.1722811927) correspond
to values obtained from the second solution to the renormalisation problem
described above.
The second example we consider is
xn+1 = h (xn, yn,λ, µ)
= λxn (1− xn)− y2n (0.5 + µ+ 1.7xn)
yn+1 = k (xn, yn,λ, µ) (9.9.9.2)
= yn (λ− 3.21 + xn)
where we observe that we are now considering a problem with two parame-
ters.
In order to investigate the universal scaling properties of this example we
need to choose suitable points along the branches of solutions of diﬀerent
periods to compare. We have seen in Chapter 8 that fold-flip bifurcation
points play a vital role in transitions of period-doubling bifurcations, and we
choose these points as a basis for comparison.
We find fold-flip points by solving the system of equations
F n (X,λ, µ) = X
det(F nX) = −1 (9.9.9.3)
trace(F nX) = 0,
whereX = (x, y), F (X,λ, µ) = (h (x, y,λ, µ) , k (x, y,λ, µ)), and F n(X,λ, µ) =
F (F n−1 (X,λ, µ)) for n ≥ 2. Table 9.9.9.3 shows representatives from orbits
of periodic points of the example (9.9.9.2) which solve the system of equations
(9.9.9.3).
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Period x y λ µ
2 0.4383697963 0.3051663212 3.597311472 −0.5810282941
4 0.5266366801 0.0721744321 3.585252249 1.477485186
8 0.4915449429 0.0922865392 3.587034634 −0.2419638845
16 0.5048646611 0.0672283288 3.586562602 0.1898975015
32 0.4994093777 0.0733568866 3.586755739 −0.07148398674
64 0.5015840997 0.0690618124 3.586662298 0.04765171816
128 0.5007026866 0.0709334488 3.586709088 −0.01581523310
256 0.5010601034 0.0699250106 3.586685204 0.01580367614
512 0.5009150862 0.0704202055 3.586697286 −0.0004163193830
Table 9.9.9.3: Representative points with one multiplier at 1, and a second
multiplier at -1. These points have been found numerically.
We want to compare the ratio of distances between two (sensibly selected)
points which are separated by half an orbit at diﬀerent orders, and well-
chosen points for this comparison are given in Table 9.9.9.3. Writing (x∗n, y
∗
n)
for the point obtained by iterating half-way around the period 2n orbit given
in Table 9.9.9.3, we can find successive approximations γn and ηn to the
spatial scalings γ and η by taking
γn =
xn − x∗n
xn+1 − x∗n+1
ηn =
xn − x∗n
xn+1 − x∗n+1
.
As we did for the first example we convert to eigenvector co-ordinates in
order to see the eﬀect of universal scaling. In this case we find that the
high-period Jacobian matrices are almost degenerate. Using the generalised
eigenvectors for the corresponding degenerate matrix, we find approximations
for the scalings γ and η given by
γ1 = −2.416686944
γ2 = −2.523328372
γ3 = −2.492000163
γ4 = −2.513700750
γ5 = −2.492163089
γ6 = −2.514270263
γ7 = −2.491429325
γ8 = −2.514836888,
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and
η1 = −2.214445045
η2 = −2.599684279
η3 = −2.448710536
η4 = −2.537226329
η5 = −2.485288521
η6 = −2.521929467
η7 = −2.489943014
η8 = −2.517011803,
which both seem to be tending to −α.
When we consider the sequences of approximations
κn =
λn+1 − λn
λn+2 − λn+1
θn =
µn+1 − µn
µn+2 − µn+1 ,
to the parameter scaling constants κ and θ we find
κ1 = −6.765779472
κ2 = −3.775986384
κ3 = −2.444026378
κ4 = −2.066945994
κ5 = −1.997029693
κ6 = −1.959004880
κ7 = −1.976797669
and
θ1 = −1.197193633
θ2 = −3.981483702
θ3 = −1.652226364
θ4 = −2.193981128
θ5 = −1.877129790
θ6 = −2.007246700
θ7 = −1.949378420,
and we see that both of these sequences seem to be converging to some
value near -1.96. It is curious that both the above sequences seem to be
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converging to a parameters scaling value of -1.96 when this value does not
appear as an eigenvalue of the Jacobian for either of the two solutions given
above. Presently we cannot explain this curiosity.
Both of the sequences of parameter scalings seem to be converging to the
same value. In order to find the second relevant multiplier we use the scaling
matrix method, see [MH87b] for details. Briefly, the scaling matrix method
assumes that we can write￿
λn+2 − λn+1
µn+2 − µn+1
￿
=Mn
￿
λn+1 − λn
µn+1 − µn
￿
where Mn is a 2 × 2 matrix with real entries for each n. Furthermore, it
assumes that the sequences of eigenvalues {m1,n}∞m=1 and {m2,n}∞m=1 of M
converge to the parameter scaling constants. Using our values from this
example, we find the following values for m1,n and m2,n:
m1,1 = −2.116008993
m1,2 = −2.031582096
m1,3 = −1.969794915
m1,4 = −1.970332077
m1,5 = −1.960953741
m1,6 = −1.968305160
and
m2,1 = 13.39580641
m2,2 = 1.947105990
m2,3 = 4.966432595
m2,4 = 3.434272704
m2,5 = 4.123902803
m2,6 = 3.799544804.
We note that the values in the first sequence seem to be converging to m1 =
lim
n→∞
m1,n ≈ −1.96, so this value appears as expected. The other relevant
scaling seems to be converging to a value of approximately 4, although we
note that the level of accuracy achieved in the approximation of this second
value is much lower. We observe, finally, that none of the relevant multipliers
arising from either of the solutions to the renormalisation operator have 4 (or
a value near 4) as a relevant eigenvalue, and we are again presently unable
to explain this curiosity.
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9.10 Summary
In this chapter we have provided a summary of some aspects of the existing
body of knowledge concerning renormalisation. We have shown how Feigen-
baum first presented the theory of renormalisation, and then shown how this
has been extended to two-dimensional systems. We gave numerical evidence
which suggested that our alternating-period doubling cascade example dis-
played universal behaviour, and motivated by this we have found two fixed
points of the two dimensional renormalisation operator. In the case of the
first solution we were able to provide an expression for both the solution and
the eigenvalues of the linearisation in terms of known functions, whereas in
the second case we have had to settle with numerical approximations.
We have then attempted to reconcile our alternating period-doubling cascade
examples with the theory presented throughout this chapter. In one case we
were able so to do, but we recognise that in the second case a number of
interesting questions remain unanswered.
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Conclusions and Future Work
10.1 Conclusions
Two major topics have been discussed throughout the course of this thesis.
The first was a mode interaction between a period-doubling bifurcation and
a symmetry-breaking bifurcation in the setting of systems of three and four
coupled maps with dihedral symmetry, and the second was an investigation
into the transitions between diﬀerent types of period-doubling cascade in two-
dimensional maps. In both cases the maps we examined were dependent upon
the variation of two parameters, and exhibited period-doubling bifurcations
as these parameters were varied.
The interplay between local and global dynamics is also a theme which, to a
greater or lesser extent, runs through both topics. In the study of transitions
between period-doubling cascades, we pieced together the local analyses of a
number of diﬀerent codimension 2 phenomena in order to obtain insight into
the global transition process between period-doubling cascades. In a similar
way, if we were to extend the setting of the first 5 chapters of this thesis so
that the period-doubling bifurcations we discuss are simply the first in a full
period-doubling cascade, we would hope to be able to use the local analysis
of mode interactions which we have performed to be able to describe the
global dynamics we observe.
The novel material of this thesis is largely contained in Chapters 4, 5, 6, 8
and 9. The results contained in Chapters 4 - 5 provide a reasonably thorough
local analysis of the mode interaction between a period-doubling bifurcation
and a symmetry-breaking bifurcation in the case of D3- and D4- symmetric
maps. Our setting does not place restrictions upon the precise form of the
maps which are coupled together, but we have presented in detail the two
particular examples of three coupled quadratic logistic maps and four coupled
cubic logistic maps in order to illustrate the results of these chapters.
349
CHAPTER 10. CONCLUSIONS AND FUTURE WORK
The local analysis we have carried out could, we suggest, form the basis of
an analysis of the case where the individual maps which we have coupled
together in these chapters exhibit a full period-doubling cascade rather than
an isolated period-doubling bifurcation. Based on initial numerical computa-
tions, we suggest that in this setting we would observe a full period-doubling
cascade along the branch of bifurcating solutions which emerges from the
dihedral-symmetry-breaking bifurcation. As we proceed through the period-
doubling cascade we would observe a full mode-interaction cascade (as de-
scribed in Chapter 6) as the two period-doubling cascades “pull through”
each other.
While the material presented in Chapters 4 - 5 is original, it is perhaps
more standard than the material presented in Chapters 6, 8 and 9, which we
consider to be most interesting. We have described a new period-doubling
structure - namely the alternating period-doubling cascade - and provided
an analysis of this structure in the case of two dimensional maps.
We provided an example map which demonstrates an alternating period-
doubling cascade, and motivated by this we show that a (the?) natural
setting for alternating period-doubling cascades is as an intermediate point
in the transition of a supercritical period-doubling cascade to a subcritical
period-doubling cascade. We then sought to classify the mechanisms which
might be responsible for such a transition, and examine the bifurcation struc-
ture at intermediate points throughout such transitions.
After having presented this analysis of the local behaviour throughout such
a transition, it was natural to consider a renormalisation argument in an
attempt to describe the global dynamics. We did this, and made significant
progress toward describing the universal behaviour of alternating period-
doubling cascades.
A number of ways to extend the analysis given in Chapters 6, 8 and 9 present
themselves. Since a number of the cases from the classification show a period
2k 1:2 resonance near a period 2k quartic point, a codimension 3 unfolding of
a quartic point/ 1:2 resonance would be interesting, and may provide a means
of removing some cases from the classification. It would also be interesting
to try to determine how many fixed-points there are to the two-dimensional
renormalisation operator we discuss. Carrying out a numerical renormali-
sation procedure (as was done in Section 9.5) on a wide range of diﬀerent
initial maps (possibly with randomly-chosen coeﬃcients) may provide (nu-
merical) evidence for the existence (or otherwise) of additional fixed-points
of the operator. Many other questions also arise (in what circumstances do
we not observe an alternating period-doubling cascade during the transition
of a supercritical period-doubling cascade to a subcritical period-doubling
cascade? How many cases from the classification are realisable in real exam-
ples? Which fixed-point of the renormalisation operator does a given map
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converge to under the renormalisation process? Why?), and for this rea-
son we consider the topic of alternating period-doubling cascades worthy of
further study.
10.2 Future Work
At a number of points whilst working towards the completion of this thesis it
became apparent that avenues of investigation would have to be passed over
in order to focus on the core material. This chapter presents some of those
areas which the author feels are worthy of future exploration.
10.2.1 Dihedral Groups of Arbitrary Order
In Chapters 4 and 5 fairly detailed analysis of a D3 × Z2- and a D4 × Z2-
symmetric mode interaction was carried out. Much of the preparatory work
concerning group representations and isotypic decompositions would not be
significantly diﬀerent if formulated for the case of the generic dihedral group
Dn.
A future study could extend the results of these chapters to mode interactions
between a period-doubling bifurcation and a symmetry-breaking bifurcation
in a system of equations which has as its symmetry group the dihedral group
Dn for arbitrary n. It is the belief of the author that such an analysis would
broadly split into two cases - one when n is odd, and the other when n is
even - and that the extension of the theory presented in this thesis would be
relatively straightforward.
10.2.2 Mode Interaction Cascades
A further extension to the theory of Chapters 4 and 5 could be made by
placing the period-doubling bifurcation in the setting of a period-doubling
cascade. It is known that in this context a secondary symmetry-breaking
bifurcation - of the sort discussed in these chapters of the thesis - can form
the primary symmetry-breaking bifurcation in a mode interaction with the
period-doubling bifurcation at the next level of the period-doubling cascade.
If this process were to repeat then we would obtain a full cascade of mode
interactions, see [Mir07] for details.
The author believes that the local analysis carried out in this thesis could
form the basis of an analysis of such a mode interaction cascade which is
generated by a dihedral-symmetry breaking bifurcation and a symmetry-
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preserving period-doubling bifurcation cascade, and that a classification of
the dynamical behaviour which can occur could be completed.
Initial numerical investigation has shown that in this setting we obtain a
full period-doubling cascade not only in the invariant subspace where the
coupling term vanishes, but also proceeding along the branch of bifurcating
solutions which emerges from the initial symmetry-breaking bifurcation point
along the branch of synchronous fixed-point solutions. As we proceed to
higher period solution branches through the mode interaction cascade, it
appears that the two period-doubling cascades are pulled “through” each
other. Future confirmation and analysis of this hypothesis would provide an
interesting way to extend the content of this thesis.
10.2.3 Renormalisation and Universal Properties of Mode
Interaction Cascades
Much attention has been paid in this thesis to the universal properties of
period-doubling cascades. Given the aforementioned construction of a mode
interaction cascade, a number of questions arise which could form the basis
of further study. In particular, do mode interaction cascades demonstrate
universal behaviour? Can we define a renormalisation operator for the mode-
interaction cascade described above, and if so, what spatial and universal
scaling constants would we expect to observe?
10.2.4 Behaviour of a Generic Two-Dimensional Sys-
tem of Equations
In Chapters 6 - 9 a wide range of diﬀerent dynamical behaviour was shown to
be possible in two-dimensional maps with two parameters. We may observe
supercritical and / or subcritical period-doubling cascades in such systems of
equations, and it is possible that we observe a transition between these two
behaviours as a second parameter is varied. Much attention has been paid
to the possibility that we observe an alternating period-doubling cascade as
an intermediate structure in this transition.
One natural area of future work would be to find some way of being able
to determine which of these behaviours we might expect to see in a given
system of equations. Is it possible to provide conditions which guarantee
that we observe a transition between period-doubling cascades? If so, can
we find a further condition which guarantees that we obtain an alternating
period-doubling cascade at some point during this transition? If so, can we
refine this condition so that we can predict which of the alternating period-
doubling cascades described in Figs. 8.8.1.3 - 8.8.1.4 we observe, and which
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of the mechanisms from Chapter 8 is used to generate it?
10.2.5 Universal Parameter Scalings for Example 2 of
Section 9.9.9
As noted in the main body of the thesis, the universal parameter scalings
obtained numerically for the second example of Section 9.9.9 do not corre-
spond to any of the relevant eigenvalues of the Jacobian matrix of the first
solution. Why is this the case?
Future work in this area would hope to explain why the predicted universal
parameter scalings and the observed values do not agree, and to explain the
significance of the values m1 ≈ −1.96 and m2 ≈ 4 (?). Are these values
formed as a linear combination of the relevant eigenvalues? If so, what is
this linear combination, and why does it arise?
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