ABSTRACT: This paper presents a methodology for forecasting seasonal streamflow and is an extension of a previously developed categorical streamflow forecast model that used persistence (i.e., the previous season's streamflow) and El -Southern Oscillation (ENSO) indicators. This newly developed methodology takes Nino persistence, an ENSO indicator, and several Pacific/Indian Ocean sea surface temperature (SST) series as the main predictor variables. Using linear discriminant analysis, the forecast is expressed as probability of exceedance of continuous streamflow amounts. An exceedance probability forecast is continuous and is useful for the design and operation of water resource systems, which require a high degree of system reliability. Application of the forecast model to five Australian catchments shows that persistence is the most important predictor of streamflow for the next season. The other predictors, SSTs and the Southern Oscillation Index, may be more useful for forecasts with longer lead times when the degree of persistence is less noticeable. Finally, it is noteworthy that this generic approach to making an exceedance probability forecast can be used on any predictors and predictands.
INTRODUCTION
Forecasting streamflow, days or even months in advance, is extremely important to the efficient operation of a water resources system. Water authorities, with a reliable streamflow forecast, can allocate water supplies optimally for competing water users (e.g., hydropower generation, agricultural, domestic) and for the maintenance of environmental flows. In Australia, water authorities are inclined to take a very conservative approach to managing water resource systems. For example, they will assume that the resources available for a given water year consist only of the water that has been stored by the beginning of the year, less evaporative and distribution losses, plus the minimum historically observed inflows (or seasonal inflows of high probability of exceedance) over the year.
Yet preliminary research now suggests that streamflow in Australia can be forecasted several months in advance by using the serial correlation in flows (i.e., persistence) along with the relationship between streamflow and the El -Southerñ Nino Oscillation (ENSO) phenomenon (Kuhnel et al. 1990; Simpson et al. 1993; Allan et al. 1996; Chiew et al. 1998; . For many streamflow stations, there is high correlation between successive monthly or seasonal flows; however, this persistence diminishes at longer time scales (e.g., annual).
There is a growing body of research that indicates other areas in the Pacific Ocean are highly correlated with the Australian climate (Drosdowsky and Chambers 1998) . The Australian Bureau of Meteorology (BOM) currently issues a ''Seasonal Climate Outlook'' for rainfall (Bureau 1998) Industries and the Western Australia Department of Agriculture the ''Australian Rainman'' (see Clewett et al. 1994; Partridge et al. 1994 ), a computer software program that summarizes statistics of historical rainfall throughout Australia and then forecasts its rainfall based on the relationship between rainfall and the Southern Oscillation index (SOI) value and phase.
The climate forecast issued by the BOM, however, is limited to forecasting the probability of rainfall occurring in the discrete categories ''below normal,'' ''normal,'' or ''above normal.'' Taking an approach similar to that of the BOM, have developed, for Eastern Australia, a streamflow forecasting method that is demonstrating skill superior to forecasts based on ''climatology'' and historical streamflow values only.
In the management of a water resources system, however, an authority would ideally prefer a forecast with continuous exceedance probabilities. An exceedance probability is defined as the probability that the specified value, or the streamflow amount, will be equal to or exceeded during a given time period. An exceedance probability forecast can be used depending on an assumed level of risk. For example, a water authority may choose to take a 10% risk, which would correspond to a streamflow value that has a 90% probability of exceedance.
A continuous exceedance probability forecast can be made by several methods. With the first method, the predictand values (e.g., streamflow) are divided into groups, or clusters, depending on the magnitude of the predictor variable (e.g., an ENSO indicator). The groups can be defined arbitrarily or through a statistical method (e.g., principal component analysis). The probability distribution of each group of predictands then forms the exceedance probability curves (e.g., ). This method is limited, primarily, by the discrete grouping of the data, which ignores the continuous relationship between the predictand and predictor variable.
The second method is a regression between the predictand and the predictor variable(s). The quantification of the errors in the regression provides a direct estimate of the distribution and, thus, of the exceedance probability forecast (e.g., Gunst and Mason 1980) . There are, however, difficulties in choosing an appropriate regression model that quantifies accurately the error terms for non-normal error distribution and nonconstant error variance. Methods based on resampling procedures and Bayesian techniques also hold the potential to forecast streamflow, but have been researched little.
This paper presents a third method that uses linear discriminant analysis to empirically fit data and forecasts probability of exceedance of streamflow amounts. This method is tested on several Australian catchments, with the SOI, SSTs, and the serial correlation in streamflow the predictors. Two advantages are found with this method: it considers the continuous relationship between the predictand and the predictor, and it does not assume a particular model structure. It suffers, however, from its semiempiricism: fitting the model to the data points assumes that the historical data represents the entire population. This research builds on the study of in three ways: (1) a continuous probability forecasts is provided here in contrast to a categorical forecast; (2) other SST indicators for the Pacific are used instead of just using ENSO indicators; and (3) a new measure of skill is proposed that is able to evaluate the skill of a continuous exceedance probability forecast.
DATA
Streamflow data are taken from five unimpaired Australian catchments (see Fig. 1 commonly used SST series in the study presented here are the SSTs 1, 2, 6, 9, and 12. A complete listing of the SST series used for each station is given in Table 1 . The SST 1 series represents the ENSO cycle with large anomalies (or high EOF loadings) in the central and eastern tropical Pacific. The nontropical areas of the Indian Ocean are represented by the SST 2 and SST 6 series. The SST 9 series represents the area of the South Pacific from northern Australia to northern New Zealand. Lastly, the South China Sea and the Indonesian seas are represented by the SST 12 series.
MODEL DESCRIPTION
The streamflow forecast developed here is a continuous exceedance probability curve that can be used for any assumed risk level. Fig. 4 shows an example of an exceedance probability curve. This curve is generated by dividing the rank of each historical value by the total number of years in the record. This ''no skill'' forecast is referred to as the ''climatology'' forecast.
In developing the streamflow forecast for this study, four streamflow forecast models, each using a different predictor, are combined to form a final consensus forecast. The first model uses the serial correlation of streamflow from one season to the next (herein referred to as ''persistence''). The next model takes the SOI as a predictor variable, and the final two forecasts use the two best SST predictors of streamflow at each station. The two SST series were selected in a separate analysis (not presented here) in which all twelve SST series discussed in the data section were correlated with streamflow. The two best SST series were selected for each station (see Table 1 for a list of the SST series used at each station).
Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) is presented here to develop the exceedance probability curves based on each predictor variable. LDA is typically used to evaluate the shifts in probability distributions of categorized data (Afifi and Azen 1979; Maryon and Storey 1985) in which the estimate of the posterior (forecast) probability of each category, given some predictor values, is estimated with the Bayes probability theorem:
where X = predictor value; Q i = category i streamflow; p i = prior probability of category i streamflow; and f i (x) = probability density function (PDF) of category i based on the prior season X value.
In the Piechota et al. (1998) study, LDA was used to estimate the posterior probabilities of three categories (below normal, normal, above normal). In the present study, LDA is used to develop a continuous exceedance probability forecast by performing a two-category LDA on predictor variable using the procedure described below.
1. Given some observed streamflow value Q i , a greater than Q i streamflow category and a less than Q i streamflow category are formed. 2. The predictor variables (X ) corresponding to the two streamflow categories defined in step 1 are extracted and placed in separate subsets. 3. For each subset, a probability distribution is fitted, and an estimate is made of the probability density function f (x i ). A kernal density estimator is used to estimate f (x i ), as in the study of . 4. The posterior probability of streamflow occurring in the greater than category (i.e., exceedance probability) is found at some given X using (1). The f i (x) values are determined from the probability density function estimated in step 3. The values of p i in (1) are the prior probability of category i streamflow. In this case, there are two categories, and with the climatology curve can be found the probability of exceedance ( p i for the greater than Q i category) and the probability of nonexceedance ( p i for the less than Q i category). 5. Steps 1 to 4 are repeated for all Q i values in the calibration period. The exceedance probabilities calculated in steps 1 to 4 are shown by the circle symbols in Fig. 5 , which is an example using the SOI as a predictor. 6. With the last step, a curve is fitted through the points in Fig. 5 , and this curve will represent the exceedance probability curve given some observed predictor value. This is accomplished by, first, creating an upper and lower envelope in which all points lie within the envelopes. The fitted curve is taken as the vertical average of the upper and lower envelopes. Several rules define the envelopes at the boundaries to give a conservative estimate of the probability of exceedance.
• At the low end of the probability of exceedance curve -if the point with the lowest probability of exceedance is below the climatology curve-the envelope is extended horizontally until the probability of exceedance is zero [see Fig. 5(b) ]. If the point with the lowest probability of exceedance is above the climatology curve, the envelope is extended horizontally until it intersects the climatology curve, at which point it then follows the climatology curve until the probability of exceedance is zero [see Fig. 5 (a)].
TABLE 2. Summary of LEPS Scores for Calibration and Three Different Cross-Validation Analyses
Test 1 (percent)
Test 2 (percent) Season where flow is at least 15% of total annual flow.
• At the high end of the probability of exceedance curve, the value of the predictand on the probability of exceedance curve is set to zero after the point with the highest calculated probability of exceedance [see Fig. 5(b) ].
LEPs Score for Single Forecast
A measure of skill is necessary to assess the reliability of a forecast. The linear error in probability space (LEPS) score is one measure of skill that was developed originally to assess the position of the forecast and the position of the observed values in the cumulative probability distribution (nonexceedance probability); the LEPs score can be used for continuous and categorical variables (Ward and Folland 1991; Potts et al. 1996) . The advantages of the LEPS score over other measures, such as root-mean-squared error and anomaly correlation, are discussed thoroughly in Potts et al. (1996) . Below is a summary of the theory behind the LEPS score based on the Potts et al. (1996) study.
The LEPS score measures, in a probabilistic sense, the distance between forecast and observed values and is defined as 2 2
where P f and P v are the cumulative probabilities of the forecast and observed values found from the climatology nonexceedance curve. The maximum value of S Љ is 2, when P f = P v = 0, or P f = P v = 1. The minimum value is Ϫ1, which occurs when P f = 0 and P v = 1, or P f = 1 and P v = 0. A more attractive measure of the skill between Ϫ100% and 100% is the average skill (SK) which is defined as is the sum of the best S Љ m possible forecast (P v = P f ) for all pairs. If S Љ is negative, then is the sum of the worst possible forecast (P f = 1 or 0). The S Љ m worst possible forecast is obtained by setting P f = 1, when P v < 0.50, and by setting P f = 0, when P v > 0.50. A LEPS SK score of ϩ10% or more is generally considered good skill.
LEPS Score for Exceedance Probability Forecast
Here, a modified LEPS score is adopted as a measure of skill for an Exceedance probability forecast. A modified LEPS score is required due to the absence of a convenient measure of skill for an exceedance probability forecast. The error in an exceedance probability forecast could be partially represented by the areas between the observed value (drawn as a straight line) and the modeled exceedance probability curve. A better measure of skill is one in which more weight is given to a forecast that successfully predicts low or high flow and less weight to a forecast that successfully predicts average flow. The LEPS score is appealing here because it is less sensitive to changes near the center of the cumulative probability distribution and more sensitive to forecasts of high or low values; thus, it rewards a successful forecast of extreme values. The LEPS score for the exceedance probability forecast is found by integrating (2) over all possible combinations of P f and P v . The following procedure describes the steps for calculating this form of the LEPS score.
1. Convert the exceedance probabilities to cumulative probabilities.
2. Calculate the LEPS score (S Љ ) for the cumulative probability curve for one predictor condition (X j ) (e.g., SOI = Ϫ14.4), and one observed streamflow Q j .
• The observed flow (Q v ) is set equal to Q j , while P v is found from the climatology nonexceedance probability curve.
• Find all the values of P f by projecting the forecast Q values from the model curve onto the climatology nonexceedance probability curve.
• Calculate the LEPS score for each pair of P v and P f values
where k varies from 0 to 1 at an increment of 0.01. The value of P v will remain constant, while P f varies depending on the forecast model curve. 3. Repeat step 2 at the next predictor condition (X j ) and at the corresponding Q j . 4. Calculate the total LEPS score for all values of X j and Q j .
where n = number of years in the record. 5. Find the average LEPS skill score (SK). 
Combination of Forecasts
The final exceedance probability forecast is found by combining the four individual forecasts into one consensus forecast that has better overall skill. The consensus forecast is found by applying weights a, b, c, and d to the four models so that the weights add up to one. The optimal forecast is found by applying more weight to individual forecasts that better predict streamflow and less weight to poor individual forecasts. These optimal weights are determined by an optimization procedure that evaluates the LEPS score for all possible combinations, using weighting increments of 0.02 in which the weights vary between 0 and 1 for each model. The final consensus forecast is the model with the highest LEPS score.
Calibration and Cross-Validation Analyses
The skill associated with each individual forecast and the final consensus forecast is calculated for calibration and crossvalidation analyses. Calibration uses all 47 years of the record 1950-96 and determines the weights separately for each station. The LEPS score is then calculated for the same 47 years of data, giving no independent testing. Cross-validation, however, provides a more independent assessment of the forecast skill and of the weights applied to each model (Elsner and Schmertmann 1994; Michaelsen 1987) . In the present study, cross-validation is performed in three separate analyses. The first cross-validation analysis (test 1) is performed sequentially by removing one year of data, calibrating the model on the remaining 46 years, and then testing the model on the one year of data that has been removed, giving an independent forecast for that particular year of the record. The year that was removed is then returned to the data set, and the procedure is repeated on the next year in the record. This procedure is repeated until all years have been removed and replaced and independent forecasts made for each year of the record. In a similar manner, the second cross-validation analysis (test 2) sequentially removes five-year blocks of data, calibrating on the remaining 42 years, then independent testing on the five years that were removed. The third cross-validation analysis (test 3) sequentially removes 10-year blocks of data, calibrating on the remaining 37 years, then testing on the 10 years that were removed.
APPLICATION OF MODEL
The model described in the previous section is applied to five Australian catchments. A seasonal streamflow forecast is made using the SOI, SST, and streamflow data from the previous season to forecast streamflow for the next season. For example, the spring (September-November) streamflow is forecasted using the winter (June-August) SOI, SST, and streamflow data. The seasons in this study are defined as summer (December-February), autumn (March-May), winter (June-August), and spring (September-November). Tables 1 and 2.  Table 1 presents the optimized weights when all the data are used to calibrate the model. Table 2 presents the LEPS score for the calibration and cross-validation studies. In both tables, the high flow seasons are marked with a superscript a.
Calibration Results

A summary of the results is presented in
The weights in Table 1 suggest, that except for station 312001, persistence is the best predictor of winter and spring streamflow. The results are more variable in summer and autumn; and in several stations, the SOI or SST are combined with persistence to give the best forecasts. The results are consistent with previous studies indicating that in Australia the streamflow-ENSO link is strongest in late spring and summer months . Table 2 indicates that the LEPS scores for the calibration analyses are always greater than 10%, which is generally considered a LEPS score with good skill.
Cross-Validation Results
The LEPS score in Table 2 for the cross-validation analyses drops considerably when compared to the LEPS score for the calibration analysis. Nevertheless, it is encouraging to note that the LEPS score for many stations are still above 10%, as in 11 of the 20 analyses in test 1. The LEPS score for practically all the analyses is also above zero, indicating that the forecast model has better skill than does a model forecasting with basic climatology. The exception is perhaps the Tasmanian station (312001), which has been shown in previous studies to have a relatively weak streamflow-ENSO link (Chiew et al. 2000) .
Figs. 6 and 7 present the examples of poor, fair, and good exceedance probability forecast curves and the corresponding observed streamflow in the lower, middle, and upper terciles. Fig. 6 gives the spring (September-November) streamflow forecast for station 405214, which has a forecast entirely based on persistence (June-August streamflow). The 1960 forecast is an example of good forecast (LEPS score of 47.0%). If a 90% probability of exceedance forecast were used for managing the water resources system, the user would have correctly anticipated an inflow of 100 mm, a figure higher than that arrived at the 90% level using only climatological information, 50 mm. Risks are associated with the use of poor forecasts, however. For example, if the 90% probability of exceedance forecast for 1995 were depended upon, the user would have anticipated an inflow of 110 mm, but the actual inflow was only 75 mm. Nevertheless, the highly positive skill scores in many of the analyses presented here show more good forecasts than poor forecasts.
CONCLUSIONS
A method for developing an exceedance probability streamflow forecast using multiple predictors is presented here and applied to five Australian catchments. The forecast methodology, linear discriminant analysis (LDA), is attractive for the following reasons: (1) the model inherently accounts for nonlinearity between the predictand and predictor; (2) the model structure is not assumed; (3) a probabilistic forecast is produced; and (4) the LDA methodology is generic to the predictor and predictand. Because the exceedance probability forecast is continuous, it is especially useful and allows the forecast user to evaluate the forecast amount of streamflow at different levels of risk.
The above application of the forecasting method to five Australian catchments shows that persistence is the most important predictor for winter and spring streamflow. In summer and autumn, however, SOI or SST combined with persistence generally gives better forecasts than does the use of persistence alone.
This type of forecast is also useful for many other parts of the world. For instance, there is a growing body of research regarding the relationship between ENSO and seasonal streamflow variability in the western United States. The water supply situation in the western United States is such that it is impor-tant to make a good forecast of spring-summer runoff. This is when the majority of the streamflow occurs due to snowmelt driven streams. Thus, there is potential for making streamflow forecasts with six to nine month lead time using ENSO indicators and possibly with North Pacific SSTs. Lastly, these forecasts could very likely improve management of water resources systems, and the benefits and risks of using these forecasts are currently being investigated by the writers.
