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RESUMO
Este trabalho apresenta estrate´gias de controle para a sincronizac¸a˜o de dois sis-
temas na˜o-lineares do tipo Lur’e sob controle saturante. O objetivo no uso de con-
trolador e´ para que os estados de um sistema escravo sigam a refereˆncia dos estados
do sistema mestre. Resultados teo´ricos para a s´ıntese de controladores sa˜o propostos
considerando diferentes hipo´teses sobre a na˜o-linearidade do sistema Lur’e. Primei-
ramente esta e´ tratada como uma func¸a˜o gene´rica que satisfaz globalmente uma
condic¸a˜o de setor, enquanto que posteriormente assume-se que a func¸a˜o na˜o-linear e´
uma func¸a˜o linear por partes e um modelo equivalente baseado em func¸o˜es saturac¸a˜o
e´ empregado para descrever os efeitos da mesma no comportamento dinaˆmico do sis-
tema. Sa˜o considerados, ainda, duas estrate´gias de controle: realimentac¸a˜o esta´tica
dos estados dos sistemas e realimentac¸a˜o dinaˆmica da sa´ıda dos sistemas, incluindo
neste u´ltimo caso elementos referentes a`s na˜o-linearidades inerentes do sistema Lur’e
e um elemento anti-windup. O projeto dos paraˆmetros de cada controlador e´ feito
atrave´s de problemas de otimizac¸a˜o convexa com restric¸o˜es na forma de desigualda-
des matriciais lineares (LMI s) tendo como objetivo maximizar o conjunto de estados
inicias nos quais a sincronizac¸a˜o e´ assegurada. A formulac¸a˜o dos problemas de oti-
mizac¸a˜o e´ obtida atrave´s de inequac¸o˜es matriciais lineares, utilizando-se a teoria de
estabilidade de Lyapunov juntamente com me´todos baseados em condic¸o˜es de setor
para assegurar a convergeˆncia assinto´tica do erro de sincronizac¸a˜o para zero, i.e.
garantir que os estados do sistema mestre sa˜o seguidos pelos do escravo. Os me´to-
dos propostos sa˜o ilustrados por meio de exemplos nume´ricos tendo como objetivo
a sincronizac¸a˜o de dois circuitos de Chua.
Palavras-chave: Sincronizac¸a˜o, sistemas Lur’e, saturac¸a˜o, func¸o˜es lineares
por partes.
ABSTRACT
This work presents control strategies for the synchronization of two nonlinear
Lur’e systems subject to control saturation. The objective of the use of controllers
is so that the states of a slave system follow the reference of the states of the master
system. Theoretical results for the synthesis of controllers are proposed considering
different hypothesis about the nonlinearity of the Lur’e system. Initially it is con-
sidered as being a generic function that satisfies globally a sector condition, while
afterwards it is assumed that the non-linear function is a piecewise-linear function
and an equivalent saturation function model is employed in order to describe its ef-
fect on the system’s dynamic behaviour. Two controller strategies are considered: a
static feedback of the system’s states and a dynamic feedback of the system’s output,
coupled, in the last case, with elements based on the system’s non-linearities and an
anti-windup element is considered. The design of the parameters of each controller
is generated by convex optimization problems with restrictions in the form of linear
matriz inequalities (LMI) having as objective maximizing the set of initial conditions
for which synchronization is guaranteed. The optimization problems are formulated
by the means of linear matrix inequalities based on Lyapunov’s stability theory and
a sector-based approach to ensure null synchronization error, i.e. to ensure the local
asymptotic convergence of the slave state to the master one. The proposed methods
are illustrated by numerical examples with the objective of the synchronization of
two Chua’s circuits.
Keywords: synchronization, Lur’e systems, control saturation, piecewise-
linear functions.
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1 INTRODUC¸A˜O
A sincronizac¸a˜o de sistemas na˜o-lineares tem sido um problema vastamente es-
tudado, principalmente em relac¸a˜o a sistemas cao´ticos, os quais foram o foco dos
primeiros estudos desta a´rea. Em um dos primeiros estudos realizados sobre a sin-
cronizac¸a˜o de sistemas cao´ticos (PECORA; CARROL, 1990), foi demonstrado que
a sincronizac¸a˜o das trajeto´rias de um sistema escravo com as de um sistema mestre
pode ser atingida, desde que ambos possuam o mesmo modelo dinaˆmico e que ambos
possuam um dos estados em comum. Trabalhos subsequentes ((SUYKENS; CUR-
RAN; CHUA, 1997), por exemplo) demonstraram que, ao considerar a diferenc¸a
entre as trajeto´rias dos sistemas e aplicar a teoria de estabilidade de Lyapunov
(CHEN, 1998), o problema estudado pode ser visto enta˜o como um problema de
controle. Deste modo, ao assegurar que a dinaˆmica do erro entre os estados dos
sistemas mestre e escravo seja assintoticamente esta´vel e´ poss´ıvel obter a sincroniza-
c¸a˜o, necessitando apenas que ambos os sistemas possuam o mesmo modelo dinaˆmico,
dispensando assim um estado em comum.
Dentre as estrate´gias de controle encontradas na literatura para a sincronizac¸a˜o
de sistemas na˜o-lineares, predomina o uso de realimentac¸a˜o esta´tica de estados, ne-
cessitando a informac¸a˜o completa de todos os estados do sistema, o que nem sempre
e´ fact´ıvel ao se lidar com sistemas reais. Portanto, o presente trabalho propo˜e a apli-
cac¸a˜o de um controlador de realimentac¸a˜o dinaˆmica de sa´ıda. Ale´m disso, tambe´m e´
considerado neste trabalho o caso em que a na˜o-linearidade do sistema Lur’e pode ser
modelada como uma func¸a˜o linear por partes (PWL, do ingleˆs piecewise-linear) mo-
notoˆnica, podendo ser subsequentemente modelada por func¸o˜es de saturac¸a˜o, o que
pode ser vantajoso ao se comparar com a modelagem usando a na˜o-linearidade como
uma func¸a˜o de setor gene´rica. Ademais, grande parte dos trabalhos encontrados na
literatura na˜o consideram as limitac¸o˜es f´ısicas dos atuadores, o que e´ importante ao
lidar com sistemas reais. Portanto, foi ponderado relevante incluir tal considerac¸a˜o
neste trabalho. A fim de validar a estrate´gia proposta, sa˜o apresentadas compara-
c¸o˜es entre os resultados considerando a func¸a˜o na˜o-linear do sistema Lur’e gene´rica
e os considerando diretamente uma func¸a˜o PWL, ambas considerando a saturac¸a˜o
do sinal de controle e sendo aplicadas tanto para estrate´gia de controle por reali-
mentac¸o˜es de estados, a mais encontrada na literatura, quanto para a estrate´gia de
realimentac¸a˜o dinaˆmica de sa´ıda proposta.
1.1 Motivac¸a˜o
A explorac¸a˜o de novas estrate´gias de controle para sincronizac¸a˜o de sistemas
na˜o-lineares e´ de alto interesse acadeˆmico, pois a sincronizac¸a˜o de sistemas possui
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mu´ltiplas aplicac¸o˜es pra´ticas. Considerando a sincronizac¸a˜o de sistemas cao´ticos, um
subconjunto de sistemas na˜o-lineares, podem ser mencionadas, por exemplo, apli-
cac¸o˜es em comunicac¸a˜o segura (JIANG et al., 2016) (TAYEBI; BERBER; SWAIN,
2016), em encriptac¸a˜o de dados (LIU et al., 2016) e no uso de lasers semi-condutores
(ARGYRIS; PIKASIS; SYVRIDIS, 2016). Entre os sistemas na˜o-lineares, a classe
considerada neste trabalho, sistemas do tipo Lur’e, possui como vantagem na˜o
apenas que a na˜o-linearidade intr´ınseca do sistema pertence a um setor, possibi-
litando ana´lises por condic¸o˜es de setor, como diversos sistemas cao´ticos, como o cir-
cuito de Chua (MATSUMOTO; CHUA; KOMURO, 1985) e atratores hiper-cao´ticos
(ZHANG; LU; ZHENG, 2011) pertencem a esta classe. Assim, os resultados obtidos
nesta dissertac¸a˜o podem ser considerados nas aplicac¸o˜es mencionadas anteriormente.
Entretanto, um dos principais problemas encontrados ao aplicar a sincronizac¸a˜o
de sistemas na˜o-lineares e´ a saturac¸a˜o do sinal de controle. Este problema ocorre
pelas limitac¸o˜es f´ısicas dos atuadores e, caso o erro inicial entre os estados mestre e
escravo seja grande, pode levar a um comportamento divergente, ou seja, no qual a
sincronizac¸a˜o na˜o ocorre ou a uma performance transito´ria deteriorada (TARBOU-
RIECH et al., 2011), o que dependendo da aplicac¸a˜o pode ser inadmiss´ıvel. Assim,
neste trabalho busca-se considerar a saturac¸a˜o na s´ıntese do controlador, garantindo
que a origem do sistema em malha fechada em torno do erro de sincronizac¸a˜o seja
globalmente esta´vel ou, quando isto na˜o for poss´ıvel, garantir pelo menos a sua es-
tabilidade local, i. e., garantir que a sincronizac¸a˜o seja obtida em uma regia˜o em
torno da origem do erro de sincronizac¸a˜o.
A comparac¸a˜o entre as considerac¸o˜es sobre a na˜o-linearidade do sistema Lur’e
tem como objetivo validar a utilizac¸a˜o, quando poss´ıvel, de modelagem da na˜o-
linearidade por func¸o˜es lineares por partes como possuindo vantagens relacionadas
a considerar mais informac¸o˜es. A escolha de se considerar uma realimentac¸a˜o dinaˆ-
mica de sa´ıda esta´ relacionada a esta estrate´gia poder ser mais facilmente aplicada
a sistemas reais, os quais em diversas ocasio˜es na˜o possuem todos os estados dispo-
n´ıveis para serem medidos.
1.2 Estado da Arte
Existem mu´ltiplos exemplos de sincronizac¸a˜o de sistemas do tipo Lur’e na li-
teratura, muitos destes sendo sistemas cao´ticos. Dentre os trabalhos pesquisados,
encontram-se exemplos de sincronizac¸a˜o de sistemas levando em considerac¸a˜o atraso
de comunicac¸a˜o ou saturac¸a˜o do sinal de controle, entretanto os exemplos sa˜o de s´ın-
tese de controladores de realimentac¸a˜o esta´tica. Os poucos exemplos de sincroniza-
c¸a˜o com realimentac¸a˜o dinaˆmica de sa´ıda na˜o apresentam a s´ıntese dos controladores.
1.2.1 Trabalhos lidando com Sincronizac¸a˜o de Sistemas
No trabalho de Aguirre (AGUIRRE; TEIXEIRA; TOˆRRES, 2005), o me´todo
unscented Kalman filter (UKF ) e´ introduzido para a estimac¸a˜o de paraˆmetros de
sistemas na˜o-lineares digitais. O artigo demonstra como este me´todo pode ser utili-
zado para sistemas reais sem conhecimento pre´vio do modelo, tendo acesso apenas
aos dados de entrada e de sa´ıda. O artigo conclui com um exemplo utilizando o sis-
tema na˜o-linear conhecido como atrator de Lorenz, um sistema com comportamento
cao´tico.
Em (PALHARES et al., 2007) foi realizado a sincronizac¸a˜o de um circuito de
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Chua digital. Os paraˆmetros dos sistemas foram obtidos pelo me´todo UKF e o
controlador foi obtido pelo me´todo H∞. O artigo e´ conclu´ıdo com um experimento
pra´tico de utilizar o circuito de Chua digital para transmissa˜o segura de informac¸a˜o.
Por outro lado, em (PALHARES et al., 2008) investiga-se o efeito do atraso variante
de sinal na sincronizac¸a˜o do circuito de Chua. Para garantir a estabilidade assinto´-
tica foram consideradas treˆs variac¸o˜es de um sistema com realimentac¸a˜o do erro e da
diferenc¸a do sinal atrasado do sistema mestre com o sinal atual do sistema escravo.
Os controladores foram sintetizados por treˆs te´cnicas, todas utilizando um funcional
de Lyapunov-Krasovskii (FLK). A primeira te´cnica utilizou somente o funcional, a
segunda utilizou na s´ıntese garantias para que a convergeˆncia ocorresse de forma
exponencial e a terceira expandiu o primeiro teorema para garantir a sincronizac¸a˜o
mesmo com paraˆmetros incertos.
O trabalho de Zhang (ZHANG; LU; ZHENG, 2011) tambe´m inclui o atraso
de sinal na dinaˆmica do sistema na˜o-linear para um uso de comunicac¸a˜o segura
discreta. A contribuic¸a˜o deste trabalho esta´ no uso de uma discretizac¸a˜o do FLK
utilizado, discretizando tambe´m o atraso de sinal. Deste modo, foi demonstrado
em um exemplo nume´rico utilizando o circuito de Chua que a utilizac¸a˜o deste FLK
discretizado gerou um resultado menos conservador do que ao utilizar um FLK
convencional.
Em (LI et al., 2016), por outro lado, o atraso de sinal e´ tratado de outra forma.
Ale´m de utilizar realimentac¸a˜o do erro e da diferenc¸a do sinal atrasado do sistema
mestre com o sinal atual do sistema escravo, como o trabalho mencionado anterior-
mente, foi utilizado um FLK aumentado. Um exemplo utilizando circuito de Chua
foi empregado para ilustrar os resultados e foi demonstrado que o FLK aumentado
resultou em uma reduc¸a˜o de conservadorismo em relac¸a˜o ao ma´ximo atraso de sinal
admitido quando comparado com um FLK t´ıpico.
Em (HUA; GE; GUAN, 2015) tambe´m foi realizado uma sincronizac¸a˜o de circuito
de Chua com atraso de sinal. Diferentemente dos trabalhos anteriores, foi utilizado
apenas realimentac¸a˜o do erro no instante de amostragem, mas o atraso de sinal foi
inclu´ıdo na dinaˆmica dos estados de cada sistema, sendo contabilizado na˜o apenas
o atraso do sistema mestre, como tambe´m o do sistema escravo. Ale´m disso foi
proposto um novo FLK, incluindo a parcela na˜o-linear do sistema, sendo obtido um
resultado menos conservador com relac¸a˜o ma´ximo valor de tempo de amostragem
ao se comparar com funcionais convencionais.
No trabalho de Yang (YANG et al., 2016) e´ empregado um controlador de modos
deslizantes (sliding mode) (KHALIL, 1992) para garantir a sincronizac¸a˜o de sistemas
Lur’e cao´ticos com atraso de sinal. Este artigo e´ um dos poucos encontrados que
considera que o sinal de controle esta´ presente no sistema mestre ao inve´s de con-
siderar este no sistema escravo, resultando em trocas de sinais ao se comparar com
outros trabalhos. Na˜o foram propostos problemas de otimizac¸a˜o, sendo analisados
apenas a factibilidade das estrate´gias de controle. Os autores buscaram comparar
resultados nume´ricos simulados, obtendo uma sincronizac¸a˜o mais ra´pida com sliding
mode do que ao utilizar uma realimentac¸a˜o esta´tica, apesar de haver chattering no
valor do sinal de controle.
A sincronizac¸a˜o de uma rede de sistemas Lur’e, sob perturbac¸o˜es distintas para
cada nodo na entrada dos sistemas, e´ tratado em (KIM; PERSIS, 2015). Foi conside-
rado no controlador uma parcela adaptativa para lidar com a auseˆncia de passividade
(KHALIL, 1992) causada pelas perturbac¸o˜es. Foi utilizado um exemplo com uma
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rede possuindo quatro circuitos de Chua para ilustrar os resultados obtidos.
1.2.2 Trabalhos lidando com Saturac¸a˜o do Sinal de Controle
O livro de Tarbouriech (TARBOURIECH et al., 2011) trata da estabilidade de
sistemas lineares sob atuadores saturantes de diversas formas. Uma forma particu-
larmente relevante para o presente trabalho e´ de considerar a func¸a˜o saturac¸a˜o como
a diferenc¸a de uma func¸a˜o linear e de uma zona-morta. Este modelo permite ana´li-
ses de setor locais, as quais podem ser menos conservadoras em relac¸a˜o a` estimac¸a˜o
da regia˜o de atrac¸a˜o do que ana´lises de setor globais. Ale´m do presente trabalho,
diversos artigos descritos nesta subsec¸a˜o utilizaram esta abordagem.
O uso de termos anti-windup em compensadores dinaˆmicos e´ apresentado, por
exemplo, em (GOMES DA SILVA JR.; TARBOURIECH, 2005), que lida com siste-
mas sob controle saturante utilizando o modelo de saturac¸a˜o descrito pela diferenc¸a
de uma func¸a˜o linear e de uma zona-morta. Neste trabalho foi demonstrado que
ao adicionar um elemento anti-windup ao controlador resultou em uma regia˜o de
atrac¸a˜o menos conservadora do que quando o elemento na˜o foi considerado. Um
exemplo nume´rico e´ utilizado para validar os resultados obtidos.
Em (IQBAL et al., 2015), por exemplo, e´ utilizado a abordagem mencionada
na refereˆncia anterior. Este artigo se destaca ao considerar a sincronizac¸a˜o de dois
sistemas na˜o-lineares com o mesmo modelo, mas paraˆmetros distintos. Para obter
a sincronizac¸a˜o foi considerada uma lei de controle adaptativa que inclu´ıa a dinaˆ-
mica na˜o-linear do sistema escravo. Um exemplo considerando o sistema cao´tico de
Ro¨ssler valida os resultados descritos.
Em (HAO; YANG, 2013) um controlador tolerante a falhas de atuadores e a
saturac¸a˜o e´ proposto para garantir a estabilidade local do erro de sincronizac¸a˜o.
Foi considerado um controle adaptativo por modos deslizantes como soluc¸a˜o deste
problema. A saturac¸a˜o foi modelada como o primeiro modelo polito´pico apresentado
em (TARBOURIECH et al., 2011). Um exemplo ilustrado encerra o trabalho.
O trabalho de Ma (MA; JING, 2014) aborda o problema da sincronizac¸a˜o robusta
de sistemas saturantes com atraso varia´vel atrave´s de uma realimentac¸a˜o esta´tica de
estados. Foi utilizados um FLK para lidar com o atraso varia´vel e a saturac¸a˜o foi
modelada como uma zona-morta. Foram propostas condic¸o˜es de desigualdades ma-
triciais lineares (LMI, do ingleˆs linear matrix inequalities) para garantir um crite´rio
de desempenho H∞.
1.2.3 Trabalhos lidando com estabilidade de Sistemas Lur’e com na˜o-
linearidades lineares por partes
Em (HU; HUANG; LIN, 2004) e´ proposto o uso de um modelo PWL para reduzir
o conservadorismo na ana´lise de sistemas com func¸o˜es na˜o-lineares limitadas em
setores. Mostra-se que esta func¸a˜o PWL pode ser descrita como uma func¸a˜o linear
somada a func¸o˜es de saturac¸a˜o e analisada sob um ponto de vista de incluso˜es
diferenciais polito´picas. Argumentos de convexidade podem enta˜o ser aplicados
ao se considerar que a func¸a˜o na˜o-linear analisada esta´ sempre entre duas func¸o˜es
lineares por partes.
O modelo de saturac¸o˜es para func¸o˜es PWL descrito em (HU; HUANG; LIN, 2004)
e´ utilizado em (LI; LIN, 2016) para a ana´lise de estabilidade interna de sistemas
Lur’e, utilizando uma abordagem por zona-morta para modelar a saturac¸a˜o. Um
novo me´todo para a determinac¸a˜o da regia˜o de atrac¸a˜o considerando o me´todo
19
PWL e´ enta˜o proposto. Um problema de otimizac¸a˜o e´ considerado, gerando uma
desigualdade bilinear matricial (BMI, do ingleˆs bilinear matrix inequalities).
1.2.4 Trabalhos lidando com controladores de realimentac¸a˜o dinaˆmica
de sa´ıda
O uso de controladores dinaˆmicos para a sincronizac¸a˜o de sistemas na˜o-lineares
cao´ticos e´ introduzido em (SUYKENS; CURRAN; CHUA, 1997). Entretanto, e´
realizado apenas uma ana´lise de estabilidade dado o controlador de realimentac¸a˜o
dinaˆmica de sa´ıda, na˜o sendo realizada a s´ıntese do mesmo. O artigo e´ conclu´ıdo
com duas simulac¸o˜es, uma com o circuito de Chua e a segunda com um sistema
h´ıper-cao´tico. Por outro lado, em (SUYKENS et al., 1997) e´ realizada a s´ıntese
de um controlador linear de realimentac¸a˜o dinaˆmica de sa´ıda para a sincronizac¸a˜o.
O problema resultante e´ na˜o-convexo, portanto os paraˆmetros do controlador sa˜o
gerados aleatoriamente e otimizados posteriormente atrave´s de soluc¸o˜es sub-o´timas.
O controlador obtido atende o crite´rio H∞ atrave´s do problema de otimizac¸a˜o con-
siderado. Um exemplo com circuito de Chua e´ utilizado para validar o trabalho.
O trabalho de Gomes da Silva Jr. (GOMES DA SILVA JR. et al., 2013) na˜o
trata de sincronizac¸a˜o de sistemas, mas trata da s´ıntese de controladores dinaˆmicos
para estabilidade interna e externa de sistemas do tipo Lur’e com controle saturante.
Diferentemente de (SUYKENS et al., 1997), as na˜o-linearidades intr´ınsecas ao sis-
tema e um elemento anti-windup sa˜o inclu´ıdas na dinaˆmica do controlador. Quatro
problemas de otimizac¸a˜o convexos, baseados em restric¸o˜es LMI, sa˜o propostos; um
para a maximizac¸a˜o da estimativa da regia˜o de atrac¸a˜o, um segundo priorizando a
performance e os u´ltimos dois a toleraˆncia e a rejeic¸a˜o de perturbac¸o˜es.
1.3 Objetivos
O presente trabalho possui treˆs objetivos principais. O primeiro objetivo consiste
em avaliar o impacto de se utilizar um modelo PWL para descrever a na˜o-linearidade
do sistema Lur’e sob o ponto de vista da regia˜o de atrac¸a˜o quando comparado com
utilizar apenas a informac¸a˜o de qual setor a na˜o-linearidade esta´ contida. O se-
gundo objetivo baseia-se em considerar a saturac¸a˜o do sinal de controle na s´ıntese
dos controladores, o que e´ uma importante considerac¸a˜o para as aplicac¸o˜es pra´ticas
mencionadas anteriormente. Por u´ltimo, o terceiro objetivo representa desenvolver
uma base teo´rica para a s´ıntese de realimentac¸a˜o dinaˆmica de sa´ıda para sincroni-
zac¸a˜o de sistemas, o que e´ pouco considerado na literatura existente.
Para validar os resultados obtidos, garantindo que o erro de sincronizac¸a˜o se anule
assintoticamente, isto e´, que os sistemas entrem em sincronizac¸a˜o, sera˜o propostas
condic¸o˜es LMI obtidas a partir de uma func¸a˜o de Lyapunov candidata quadra´tica
e de condic¸o˜es de setor para lidar com as na˜o-linearidades acima. Um exemplo
nume´rico considerando o caso da sincronizac¸a˜o do circuito de Chua e´ empregado
como uma forma de comparar as metodologias exploradas dentro de cada estrate´gia
de controle. Busca-se validar os resultados ilustrados por simulac¸o˜es nume´ricas
utilizando o programa MATLAB1.
1MATLAB’s solver mincx (MATLAB 2017a, The MathWorks Inc., Natick, MA, 2017)
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1.4 Estrutura
Esta dissertac¸a˜o esta´ dividida como segue. No cap´ıtulo 2 os sistemas mestre e
escravo que sera˜o estudados sa˜o apresentados, diferenciando as duas metodologias
para lidar com a na˜o-linearidade intr´ınseca ao sistema Lur’e e descrevendo a satura-
c¸a˜o considerada para o sinal de controle. Ale´m disso, sa˜o apresentadas as estrate´gias
de controle utilizadas neste trabalho, enunciando os problemas a serem analisados
nos cap´ıtulos seguintes.
O cap´ıtulo 3 aborda a s´ıntese do controlador de realimentac¸a˜o esta´tica de es-
tados. Inicia-se o cap´ıtulo com as relac¸o˜es baseadas em setor que sera˜o utilizadas
conjuntamente com a func¸a˜o candidata de Lyapunov para garantir a estabilidade
assinto´tica do sinal de erro de sincronizac¸a˜o. Em sequeˆncia, os teoremas com condi-
c¸o˜es para soluc¸a˜o dos problemas de s´ıntese enunciados no cap´ıtulo 2 relacionados a`
estrate´gia de controle por realimentac¸a˜o esta´tica de estados sa˜o apresentados, segui-
das pelo problema de otimizac¸a˜o empregado. Finalizando o cap´ıtulo esta´ uma breve
descric¸a˜o do sistema utilizado neste trabalho para ilustrar os resultados obtidos, o
circuito de Chua, e as simulac¸o˜es nume´ricas empregadas para a comparac¸a˜o dos
teoremas apresentados neste cap´ıtulo.
O cap´ıtulo 4 segue uma lo´gica similar a` do cap´ıtulo 3. Primeiramente sa˜o analisa-
das as relac¸o˜es baseadas em setor que diferem em relac¸a˜o a`s observadas no cap´ıtulo
3. Em seguida os teoremas para a s´ıntese dos controladores de realimentac¸a˜o di-
naˆmica de sa´ıda sa˜o apresentados, sendo seguidos pelos problemas de otimizac¸a˜o
dos mesmos. Por u´ltimo, e´ feita uma simulac¸a˜o utilizando o circuito de Chua para
validar os teoremas e realizar as comparac¸o˜es.
No cap´ıtulo 5, tem-se a ana´lise dos argumentos teo´ricos feitos no decorrer do
texto, assim como a validac¸a˜o de tais hipo´teses levando em considerac¸a˜o os resultados
obtidos nos cap´ıtulos 3 e 4. Considerac¸o˜es finais e sugesto˜es de trabalhos futuros
encerram o cap´ıtulo.
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2 DESCRIC¸A˜O DO SISTEMA MESTRE E ESCRAVO
2.1 Introduc¸a˜o
Este cap´ıtulo e´ dedicado a` apresentac¸a˜o dos problemas que sera˜o tratados nos
cap´ıtulos 3 e 4, sendo tratados a descric¸a˜o dos sistemas Lur’e utilizados, a modelagem
da saturac¸a˜o, as duas abordagens para a na˜o-linearidade e as descric¸o˜es das duas
estrate´gias de controle. Cada subsec¸a˜o deste cap´ıtulo finaliza com a descric¸a˜o de um
dos problemas estudados neste trabalho.
Um sistema na˜o-linear da classe Lur’e e´ caracterizado por ter uma parcela linear
e uma na˜o-linearidade na sua dinaˆmica. Esta na˜o linearidade e´ tratada como uma
realimentac¸a˜o, podendo depender dos estados ou da sa´ıda do sistema, conforme
representado na Fig. 1. Uma das principais caracter´ısticas de um sistema Lur’e e´
de que a na˜o-linearidade do sistema esta´ contida global ou localmente em um setor
(KHALIL, 1992). Isto permite que relac¸o˜es baseadas em setor sejam exploradas na
formulac¸a˜o de condic¸o˜es de ana´lise e s´ıntese de controladores estabilizantes.
x˙ = Ax+Bw
y = Hx
z = Cx
w = σ(z)
y
zw
Figura 1: Diagrama de um Sistema do tipo Lur’e
O objetivo deste trabalho consiste em obter a sincronizac¸a˜o entre dois sistemas
do tipo Lur’e, com o sistema escolhido como base denominado de mestre enquanto
que o sistema que deve seguir este u´ltimo e´ denominado de sistema escravo. A
sincronizac¸a˜o consiste em modificar a dinaˆmica do sistema escravo atrave´s de um
sinal de controle de tal forma que os estados destes se igualem aos estados do sistema
mestre assintoticamente.
Conforme pode ser visto na Fig. 2, a sincronizac¸a˜o de sistemas ocorre da seguinte
forma. Um sinal v(t) e´ gerado para cada sistema escravo em um sistema controlador,
que usa como entrada as diferenc¸as dos estados ou das sa´ıdas dos sistemas mestre
e escravo, sendo que neste trabalho sa˜o estudados estrate´gias de controle: por re-
alimentac¸a˜o de estados e por realimentac¸a˜o dinaˆmica de sa´ıda. Como sera´ levado
em conta as limitac¸o˜es dos atuadores, o sinal v(t), o qual e´ o sinal determinado pelo
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controlador, e´ limitado em valor de sua magnitude, sendo obtido enta˜o o sinal u(t),
que e´ o sinal saturado efetivamente aplicado ao escravo para fim de saturac¸a˜o.
Sistema Mestre
Sistema Escravo
Controlador
Saturac¸a˜o
xM (ou yM)
+
xS (ou yS)
−
e(t)
v(t)
u(t)
Figura 2: Diagrama de blocos da sincronizac¸a˜o dos sistemas mestre e escravo
2.2 Formulac¸a˜o do problema de sincronizac¸a˜o
Considere os seguintes sistemas na˜o-lineares do tipo Lur’e mestre M e escravo
S
M :
{
x˙M = AxM +Bσ(zM)
yM = HxM
(1)
S :
{
x˙S = AxS +Bσ(zS) + u
yS = HxS
(2)
onde xM , xS ∈ Rn sa˜o respectivamente os estados dos sistemas mestre e escravo,
yM , yS ∈ Rq sa˜o as sa´ıdas dos sistemas mestre e escravo, zM(t), zS(t) ∈ Rm sa˜o as
func¸o˜es lineares baseadas nos estados ou sa´ıdas do sistema Lur’e, u(t) ∈ Rn e´ a
entrada de sinal de controle e σ(·) : Rm → Rm e´ uma func¸a˜o vetorial na˜o-linear
descentralizada. A, B, H sa˜o matrizes reais com dimenso˜es apropriadas.
As varia´veis zM(t) e zS(t) sera˜o consideradas de diferentes formas dependendo da
estrate´gia de controle analisada. Como para o controlador de realimentac¸a˜o esta´tica
de estados e´ realizada uma realimentac¸a˜o baseada nos estados, a na˜o-linearidade
tambe´m sera´ baseada nos estados do sistema, tendo a forma zM(t) = CExM(t)
para o sistema mestre e zS(t) = CExS(t) para o sistema escravo. Por outro lado,
como o controlador de realimentac¸a˜o dinaˆmica de sa´ıda utiliza a informac¸a˜o da sa´ıda
do sistema, e´ conveniente escrever a na˜o-linearidade como uma func¸a˜o da sa´ıda do
sistema ao utilizar este controlador, portanto as na˜o-linearidades dos sistemas mestre
e escravo sa˜o, respectivamente, zM(t) = CDyM(t) e zS(t) = CDyS(t). As matrizes
CE, CD sa˜o matrizes reais de dimenso˜es apropriadas.
Como o objetivo da sincronizac¸a˜o e´ garantir que os estados do sistema escravo
sigam o do sistema mestre, e´ conveniente definir uma varia´vel referente a` diferenc¸a
destes valores. Definindo e, ze e ye como as diferenc¸as entre as varia´veis dos sistemas
mestre e escravo, i.e. e = xM − xS, ze = zM − zS e ye = yM − yS = He, pode-se,
enta˜o, escrever a dinaˆmica do sinal de erro e(t) como sendo:
e˙ = Ae+B(σ(zM)− σ(zS))− u
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ye = He
Entretanto, na˜o e´ deseja´vel que as na˜o-linearidades encontradas na dinaˆmica do
erro na˜o tenham nenhuma dependeˆncia ao valor do erro. Uma estrate´gia encon-
trada na literatura, como por exemplo em (YANG et al., 2016), consiste em definir
uma segunda na˜o-linearidade ρ que depende de duas varia´veis, sendo uma delas re-
lacionada ao erro. Assim, considera-se a func¸a˜o vetorial na˜o-linear descentralizada
ρ(·, ·) : Rm × Rm → Rm definida como:
ρ(f1, f0) , σ(f1 + f0)− σ(f0).
Como foi definido que ze = zM − zS, enta˜o pode-se dizer que zM = ze + zS.
Assim, considerando que f1 e f0 de ρ(f1, f0) correspondem, respectivamente, a ze e
a zS, enta˜o a dinaˆmica do erro e´ dada por:
e˙ = Ae+Bρ(ze, zS)− u (3)
Como esta´ sendo observado a saturac¸a˜o dos atuadores, e´ assumido que o sinal
de controle e´ limitado como segue:
|u(k)(t)| ≤ u0(k), k = 1, . . . , n (4)
Devido a`s restric¸o˜es de magnitude do sinal de controle dadas em (4), o sinal de
controle para o propo´sito de sincronizac¸a˜o e´ assim saturante, ou seja:
u(k) = sat(v(k), u0(k))
onde v e´ a sa´ıda dos controladores apresentados neste cap´ıtulo, u0(k) e´ a limitac¸a˜o
em magnitude do sinal de controle e sat(v(k)) : R → R e´ uma func¸a˜o cla´ssica de
saturac¸a˜o sime´trica, i.e.
sat(v(k), u0(k)) , sign(v(k), u0(k)) min(
∣∣v(k)∣∣ , u0(k)), k = 1, 2, · · · , n.
Conforme foi apresentado em (TARBOURIECH et al., 2011), existem diversos
me´todos para tratar da saturac¸a˜o. O me´todo escolhido consiste em definir uma
func¸a˜o descentralizada de zona-morta Φ(v), de tal forma que:
Φ(k)(v(k), u0(k)) = v(k) − sat(v(k), u0(k)), k = 1, . . . , n
Substituindo-se o sinal saturante u pela relac¸a˜o envolvendo a zona-morta Φ(v)
em (3), obte´m-se:
e˙ = Ae+Bρ(ze, zS) + Φ(v, u0)− v (5)
Neste caso, a dinaˆmica do erro na˜o depende mais diretamente da saturac¸a˜o, mas
sim de uma zona-morta. Esta zona-morta permite o uso de uma condic¸a˜o de setor
generalizada conforme utilizada em, por exemplo, (GOMES DA SILVA JR. et al.,
2013).
O problema de sincronizac¸a˜o entre os sistemas mestre e escravo pode enta˜o ser
enunciado como segue.
Problema 2.1. Determinar os paraˆmetros da estrate´gia de controle escolhida de tal
forma que a origem do erro de sincronizac¸a˜o e(t) seja assintoticamente esta´vel.
Como o erro de sincronizac¸a˜o esta´ diretamente relacionado a` diferenc¸a dos es-
tados dos sistemas mestre e escravo, enta˜o caso garanta-se que lim
t→∞
e → 0, tem-se
enta˜o xS → xM , assim obtendo a sincronizac¸a˜o.
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2.3 Na˜o-Linearidades Gene´ricas
Neste caso a ser estudado assume-se que uma das poucas informac¸o˜es conhecidas
da na˜o linearidade σ(·) e´ o setor em que ela se encontra, na˜o havendo necessidade
de descrever exatamente a func¸a˜o na˜o-linear. Assume-se que as seguintes caracte-
r´ısticas, representadas graficamente em uma na˜o-linearidade exemplo na Fig. 3, sa˜o
va´lidas para cada componente individual de σ(·), i.e. σ(i)(·) : R→ R, i = 1, . . . ,m:
(i) σ(i)(f) e´ uma func¸a˜o na˜o-linear cont´ınua com simetria ı´mpar (i.e. σ(i)(−f) =
−σ(i)(f)) e com σ(i)(0) = 0;
(ii) e´ diferencia´vel por partes com
0 <
d(σ(i)(f))
df
≤ Ωσ(i) , ∀f > 0;
(iii) σ(i)(f) pertence globalmente ao setor [0,Ωσ(i) ], Ωσ(i) > 0.
onde Ωσ = diag{Ωσ(1) , · · · ,Ωσ(i)}.
f(i)
σ(i)(f)
Ωσ(i)
Figura 3: Exemplo de func¸a˜o na˜o-linear gene´rica
As suposic¸o˜es listadas acima sera˜o utilizadas nas sec¸o˜es 3.1 e 4.1 para obter as
relac¸o˜es baseadas em setor relativas a`s na˜o-linearidades σ(ze) e ρ(ze, zS). Com base
nas caracter´ısticas de σ(·) descritas acima, duas estrate´gias de controle para resolver
o Problema 2.1 sa˜o apresentados nas sub-sec¸o˜es a seguir, uma por realimentac¸a˜o
esta´tica de estados e a segunda por realimentac¸a˜o dinaˆmica de sa´ıda.
2.3.1 Realimentac¸a˜o Esta´tica de Estados
Esta subsec¸a˜o trata da estrate´gia de controle por realimentac¸a˜o esta´tica de es-
tados. O controlador e´ apresentado, sendo subsequentemente inclu´ıdo na dinaˆmica
do erro obtida anteriormente. A subsec¸a˜o se encerra com a apresentac¸a˜o formal do
problema relacionado a este controlador.
Conforme utilizado na literatura diversos artigos apresentados na sec¸a˜o 1.2, e´
inicialmente considerado um controlador do tipo realimentac¸a˜o esta´tica de estados.
Este controlador e´ definido como LC,E e e´ representado como:
LC,E : v = Ke
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onde v e´ a sa´ıda do controlador e K ∈ Rn×n e´ uma matriz real.
Como foi definido na sec¸a˜o 2.2, para a estrate´gia de controle esta´tico, zM(t) =
CExM(t) e zS(t) = CExS(t). Assim, ze = zM − zS = CE(xM − xS) = CEe. Substi-
tuindo ze, zS e LC,E em (5) obte´m-se:
e˙ = (A−K)e+Bρ(CEe, CExS) + Φ(Ke, u0) (6)
A equac¸a˜o (6) depende, enta˜o, apenas do sinal do erro e dos estados do sistema
escravo. Para implementar esta lei de controle assume-se que e(t) deva ser mensu-
ra´vel, o que geralmente significa que os estados do mestre e do escravo devem estar
dispon´ıveis para serem medidos. O objetivo de interesse deste trabalho em relac¸a˜o
a esta dinaˆmica de malha fechada do erro esta´ descrita no Problema 2.2.
Problema 2.2. Determinar matriz K do controlador LC,E de tal forma que todas
as trajeto´rias do sistema malha fechada (6) que comecem dentro de um conjunto
admiss´ıvel Z0 ∈ Rn convirjam assintoticamente para a origem.
2.3.2 Realimentac¸a˜o Dinaˆmica
Caso os estados dos sistemas na˜o estejam dispon´ıveis para serem medidos a
estrate´gia por realimentac¸a˜o de estados na˜o pode ser aplicada e deve-se buscar uma
estrate´gia de controle alternativa. Se apenas os sinais da sa´ıda do sistema podem
ser medidos enta˜o a estrate´gia de controle por realimentac¸a˜o dinaˆmica de sa´ıda e´
uma soluc¸a˜o via´vel.
Esta subsec¸a˜o trata da formulac¸a˜o do problema de sincronizac¸a˜o utilizando con-
trolador do tipo realimentac¸a˜o dinaˆmica de sa´ıda. E´ apresentado o modelo do con-
trolador, o qual e´ aplicado na dinaˆmica do erro obtida na sec¸a˜o 2.2 para obter a
equac¸a˜o de malha fechada referente a esta estrate´gia de controle. A introduc¸a˜o
formal do problema relacionado a este controlador encerra esta subsec¸a˜o.
A estrate´gia de realimentac¸a˜o dinaˆmica de sa´ıda considerado neste trabalho foi
inspirado pelo controlador utilizado em (GOMES DA SILVA JR. et al., 2013). Con-
forme proposto neste trabalho, as na˜o-linearidades presentes nos sistemas, σ(·) e na
dinaˆmica do erro, ρ(·, ·) sa˜o inclu´ıdas tanto na dinaˆmica do controlador quanto na
sua sa´ıda. Neste caso, considera-se que zM e zS dependem apenas das sa´ıdas dos
sistemas. E´ ainda adicionado um termo anti-windup esta´tico a` dinaˆmica do con-
trolador, com o objetivo de mitigar os efeitos da saturac¸a˜o e de levar a uma maior
estimativa de regia˜o de atrac¸a˜o conforme (GOMES DA SILVA JR.; TARBOURI-
ECH, 2005). O controlador de realimentac¸a˜o dinaˆmica de sa´ıda LC,D e´ enta˜o definido
pela seguinte equac¸a˜o:
LC,D :
{
x˙c = Acxc + Ecye +Ocσ(CDye) +Bcρ(CDye, CDyS)− FcΦ(v, u0)
v = Hcxc +Dcye + Lcσ(CDye) +Rcρ(CDye, CDyS)
(7)
com xc ∈ Rn e v sendo o estado e a sa´ıda do controlador, respectivamente, en-
quanto que ye = yM − yS e´ a diferenc¸a entre as sa´ıdas dos sistemas. Ac, Ec, Oc,
Bc, Fc, Hc, Dc, Lc, Rc sa˜o matrizes reais de dimenso˜es apropriadas e FcΦ(v, u0) =
sat(u)− v corresponde ao termo de anti-windup esta´tico.
Substituindo-se v de LC,D em (5) obte´m-se:
e˙ = Ae+ (B −Rc)ρ(CDye, CDyS) + Φ(v, u0)− (Hcxc +Dcye + Lcσ(CDye)) (8)
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Definindo um vetor de estado aumentado ζ(t) = [e(t)′ xc(t)′]′ ∈ R2n, enta˜o, de
(8) e de (7), a dinaˆmica de malha fechada do estado aumentado se da´ por:
ζ˙ = Aζ + Lσ(Cζ) + Bρ(Cζ, CDyS) + FΦ(v, u0)
v = Kζ + Lcσ(Cζ) +Rcρ(Cζ, CDyS)
ye = [H 0q×n]ζ
(9)
com as matrizes A, B, C, L, F e K definidas como:
A =
[
A−DcH −Hc
EcH Ac
]
, B =
[
B −Rc
Bc
]
, L =
[ −Lc
Oc
]
,
F =
[
In
−Fc
]
, K =
[
DcH Hc
]
, C =
[
CDH 0m×n
]
.
A partir do exposto, pode-se enunciar o Problema 2.3, que descreve o objetivo
da estrate´gia de controlador de realimentac¸a˜o dinaˆmica de sa´ıda para o caso geral.
Problema 2.3. Determinar as matrizes Ac, Ec, Oc, Bc, Hc, Dc, Lc, Rc, Fc do
controlador de realimentac¸a˜o dinaˆmica de sa´ıda na˜o-linear (7) de tal forma que todas
as trajeto´rias do sistema de malha fechada (9) iniciadas em um conjunto Z0 ∈ R2n
convirjam assintoticamente para a origem.
2.4 Caso Linear por Partes
Para esta sec¸a˜o, assume-se que a na˜o linearidade σ(·) e´ uma func¸a˜o PWL.
Assim, e´ considerado que as seguintes caracter´ısticas sa˜o va´lidas para cada com-
ponente individual de σ(·), i.e. σi(·) : R → R, i = 1, . . . ,m, deve satisfazer as
seguintes condic¸o˜es, representadas graficamente na Fig. 4:
(i) σ(i)(f) e´ uma func¸a˜o na˜o-linear cont´ınua com simetria ı´mpar (i.e. σ(i)(−f) =
−σ(i)(f)) e σ(i)(0) = 0, ∀i = 1, . . . ,m.
(ii) e´ PWL com N − 1 pontos de quebra (ou N segmentos), ou seja, e´ descrita
como:
σ(i)(f) =

δ1(i)f, f ∈ [0, b1(i)]
δ2(i)f + c2(i), f ∈ (b1(i), b2(i)]
...
δN(i)f + cN(i), f ∈ (bN−1(i),∞)
(10)
onde cj(i) , bj−1(i)(δj−1(i) − δj(i)) + cj−1(i), j = 2, · · · , N e c1(i) , 0;
(iii) e´ monotonicamente crescente.
Em (HU; HUANG; LIN, 2004), a func¸a˜o PWL foi reescrita como func¸o˜es de
saturac¸a˜o. Para uma func¸a˜o com N − 1 pontos de quebra, cada elemento de σ(f) ∈
Rm fica como:
σ(i)(f) = δN(i)f(i) +
N−1∑
j=1
(δj(i) − δj+1(i))sat(f(i), bj(i)), i = 1, · · · ,m
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f
σ(i)(f)
b1(i) b2(i)
δ1(i)b1(i)
δ2(i)b2(i) + c2(i)
Figura 4: Exemplo de func¸a˜o PWL com 2 pontos de quebra
Observac¸a˜o 2.1. Por exemplo, considerando uma func¸a˜o σ(f) PWL com 2 pontos
de quebra, i. e., N = 3. Tem-se que cada um dos elementos escalares da func¸a˜o
sa˜o:
σ(i)(f) = δ3(i)f(i) +
2∑
j=1
(δj(i) − δj+1(i))sat(f(i), bj(i))
σ(i)(f) = δ3(i)f(i) + (δ1(i) − δ2(i))sat(f(i), b1(i)) + (δ2(i) − δ3(i))sat(f(i), b2(i))
Assim, para f ∈ [0, b1(i)], tem-se:
σ(i)(f) = δ3(i)f(i) + (δ1(i) − δ2(i))f(i) + (δ2(i) − δ3(i))f(i)
= δ1(i)f(i).
Para f ∈ (b1(i), b2(i)], tem-se:
σ(i)(f) = δ3(i)f(i) + (δ1(i) − δ2(i))b1(i) + (δ2(i) − δ3(i))f(i)
= δ2(i)f(i) + (δ1(i) − δ2(i))b1(i).
Finalmente tem-se para f ∈ (b2(i),∞):
σ(i)(f) = δ3(i)f + (δ1(i) − δ2(i))b1(i) + (δ2(i) − δ3(i))b2(i).
Verifica-se, enta˜o, que o modelo considerado em (HU; HUANG; LIN, 2004) e´
equivalente a` descric¸a˜o apresentada na suposic¸a˜o (ii).
Assim como na sec¸a˜o 2.2, sera´ utilizada uma func¸a˜o de zona-morta descentrali-
zada para tratar a saturac¸a˜o (TARBOURIECH et al., 2011). A zona-morta para a
func¸a˜o PWL e´ dada por:
Ψj,(i)(f(i), bj(i)) = f(i) − sat(f(i), bj(i)). (11)
Considerando enta˜o ∆j = diag{δj,(1), . . . , δj,(m)} , a expressa˜o de σ(i)(f) em fun-
c¸a˜o da zona-morta resulta na seguinte expressa˜o de σ(f).
σ(f) = ∆Nf +
N−1∑
j=1
(∆j −∆j+1)(f −Ψj(f, bj))
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σ(f) = ∆1f −
N−1∑
j=1
(∆j −∆j+1)Ψj(f, bj) (12)
Por σ(f) possuir uma nova forma, a dinaˆmica do erro e a na˜o-linearidade ρ(f1, f0)
tambe´m sera˜o diferentes.
De (5), pode-se substituir (12) na definic¸a˜o de ρ(f1, f0). Das na˜o-linearidades
σ(·) encontradas em ρ(f1, f0), tem-se:
σ(f1 + f0) = ∆1(f1 + f0)−
N−1∑
j=1
(∆j −∆j+1)Ψj(f1 + f0, bj)
e
σ(f0) = ∆1(f0)−
N−1∑
j=1
(∆j −∆j+1)Ψj(f0, bj)
Assim, ρ(f1, f0) pode ser reescrito como:
ρ(f1, f0) = ∆1f1 −
N−1∑
j=1
(∆j −∆j+1)(Ψj(f1 + f0, bj)−Ψj(f0, bj))
A expressa˜o acima possui uma parcela linear e uma parcela na˜o linear similar a`
definic¸a˜o original de ρ(f1, f0). Definindo enta˜o uma func¸a˜o vetorial descentralizada
Λj(·, ·) : Rm × Rm → Rm, como
Λj(f1, f0) , Ψj(f1 + f0, bj)−Ψj(f0, bj)
tem-se que
ρ(f1, f0) = ∆1f1 −
N−1∑
j=1
(∆j −∆j+1)Λj(f1, f0) (13)
Deste modo, a dinaˆmica do erro descrita por (5) pode ser escrita agora como:
e˙ = Ae+Bρ(ze, zS) + Φ(v, u0)− v
e˙ = Ae+B∆1ze −B
N−1∑
j=1
((∆j −∆j+1)Λj(ze, zS)) + Φ(v, u0)− v (14)
Nas sub-sec¸o˜es a seguir sa˜o apresentados os problemas baseados nas estrate´gias
de controlador de realimentac¸a˜o esta´tica de estados e de realimentac¸a˜o dinaˆmica de
sa´ıda para o caso em que a na˜o-linearidade do sistema Lur’e e´ representada conforme
descrito acima.
2.4.1 Realimentac¸a˜o Esta´tica
Assim como a subsec¸a˜o 2.3.1, esta subsec¸a˜o trata do controlador de realimenta-
c¸a˜o esta´tica de estados, mas diferentemente da subsec¸a˜o anterior, utiliza-se a na˜o
linearidade descrita por (12) conforme obtida na sec¸a˜o 2.4. Assim, mesmo utilizando
o mesmo modelo de controlador descrito em 2.3.1, como a func¸a˜o σ(·) possui supo-
sic¸o˜es distintas entre as sec¸o˜es 2.3 e 2.4, o desenvolvimento e o problema descrito no
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fim desta subsec¸a˜o sa˜o diferentes dos apresentados em 2.3.1. Isso pode ser facilmente
percebido pelas diferenc¸as entre (5) e (14).
Assim como na subsec¸a˜o 2.3.1, zM(t) = CExM(t) e zS(t) = CExS(t). Substi-
tuindo, enta˜o, ze, zS e LC,E em (14) obte´m-se:
e˙ = (A+B∆1CE −K)e−B
N−1∑
j=1
((∆j −∆j+1)Λj(CEe, CExS)) + Φ(Ke, u0) (15)
que e´ a forma particular de (6) considerando que σ(f) e´ uma func¸a˜o PWL.
A equac¸a˜o (15) depende, enta˜o, apenas do sinal do erro e dos estados do sistema
escravo. O objetivo de interesse deste trabalho em relac¸a˜o a esta dinaˆmica de malha
fechada do erro esta´ descrita no Problema 2.4.
Problema 2.4. Determinar matriz K do controlador LC,E de tal forma que todas
as trajeto´rias do sistema malha fechada (15) que comecem dentro de um conjunto
admiss´ıvel Z0 ∈ Rn convirjam assintoticamente para a origem.
2.4.2 Realimentac¸a˜o Dinaˆmica
Assim como a subsec¸a˜o 2.4.1 trata das diferenc¸as causadas por (12) na estrate´gia
de controlador de realimentac¸a˜o esta´tica de estados, a presente subsec¸a˜o, a subsec¸a˜o
2.3.2 e esta subsec¸a˜o possuem diferenc¸as que sa˜o ana´logas a`s diferenc¸as das subsec¸o˜es
2.3.1 e 2.4.1. Relembrando o controlador de realimentac¸a˜o dinaˆmica de sa´ıda LC,D
como definido em 2.3.2:
LC,D :
{
x˙c = Acxc + Ecye +Ocσ(CDye) +Bcρ(CDye, CDyS)− FcΦ(v, u0)
v = Hcxc +Dcye + Lcσ(CDye) +Rcρ(CDye, CDyS)
Substituindo a relac¸a˜o do somato´rio das zonas-mortas Ψj nas na˜o-linearidades σ
encontradas em LC,D tem-se, considerando, por exemplo, Ocσ(CDye):
Ocσ(f) = Oc∆Nf +Oc
N−1∑
j=1
(∆j −∆j+1)(f −Ψj(f, bj))
Por outro lado, e´ de interesse que cada func¸a˜o de zona-morta presente no contro-
lador de realimentac¸a˜o dinaˆmica de sa´ıda possua uma matriz de ganho independente
das demais. Deste modo sera´ poss´ıvel obter mudanc¸as de varia´veis favora´veis para
a formac¸a˜o de condic¸o˜es convexas de s´ıntese conforme sera´ visto na subsec¸a˜o 4.2.2.
Assim, a na˜o-linearidade Ocσ(CDye) pode ser substitu´ıda por:
Ocσ(f) = OcN−1∆Nf +
N−1∑
j=1
Ocj(∆j −∆j+1)(f −Ψj(f, bj))
Ocσ(f) = Oc0f −
N−1∑
j=1
Ocj(∆j −∆j+1)Ψj(f, bj)
onde Oc0 = Oc1∆1 +
N−1∑
j=2
∆j(Ocj −Ocj−1).
Observac¸a˜o 2.2. No caso particular em que ha´ apenas um ponto de quebra, ou
seja, N = 2, Oc0 = Oc1∆1. O mesmo caso ocorre para Bc0, Lc0 e Rc0.
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Assim, LC,D pode ser descrita como:
LC,D :

x˙c = Acxc + (Ec + (Oc0 +Bc0)CD)He−
N−1∑
j=1
Ocj(∆j −∆j+1)Ψj(CDHe, bj)
−
N−1∑
j=1
(Bcj(∆j −∆j+1)Λj(CDHe,CDHxS))− FcΦ(v, u0)
v = Hcxc + (Dc + (Lc0 +Rc0)CD)He−
N−1∑
j=1
Lcj(∆j −∆j+1)Ψj(CDHe, bj)
−
N−1∑
j=1
(Rcj(∆j −∆j+1)Λj(CDHe,CDHxS))
(16)
com xc ∈ Rn e v sendo o estado e a sa´ıda do controlador, respectivamente. Ac, Ec, Oc0 ,
Ocj , Bc0 , Bcj , Fc, Hc, Dc, Lc0 , Lcj , Rc0 , Rcj sa˜o matrizes reais de dimenso˜es apro-
priadas.
Substituindo-se v de (16) em (14) obte´m-se:
e˙ = (A+ (B∆1 − (Dc + (Lc0 +Rc0)CD)He+
N−1∑
j=1
((Rcj −B)(∆j −∆j+1)Λj(CDHe,CDHxS)) + Φ(v, u0)−Hcxc+
N−1∑
j=1
Lcj(∆j −∆j+1)Ψj(CDHe, bj)
(17)
Assim como em 2.3.2, utiliza-se um vetor de estados aumentados ζ(t) = [e(t)′xc(t)′]′
∈ R2n. Portanto, de (17) e de (16) a dinaˆmica de malha fechada do estado aumen-
tado se da´ por:
ζ˙ = Aζ +
N−1∑
j=1
(Lj(∆j −∆j+1)Ψj(Cζ, bj))
+
N−1∑
j=1
(Bj(∆j −∆j+1)Λj(Cζ, CDHxS)) + FΦ(v, u0)
v = (K+ (Lc0 +Rc0)C)ζ −
N−1∑
j=1
(Lcj(∆j −∆j+1)Ψj(Cζ, bj))
−
N−1∑
j=1
(Rcj(∆j −∆j+1)Λj(Cζ, CHxS))
ye = [H 0q×n]ζ
(18)
com as matrizes A, Bj, C, Lj, F e K definidas como:
A =
[
A− (Dc + ((Lc0 +Rc0)−B∆1)CD)H −Hc
(Ec + (Oc0 +Bc0)CD)H Ac
]
, Bj =
[
Rcj −B
−Bcj
]
Lj =
[
Lcj
−Ocj
]
,F =
[
In
−Fc
]
, K =
[
DcH Hc
]
, C =
[
CDH 0m×n
]
.
Com (18) em ma˜os, pode-se descrever o Problema 2.5, que descreve o objetivo
da estrete´gia de controlador de realimentac¸a˜o dinaˆmica de sa´ıda para o caso geral.
Problema 2.5. Determinar as matrizes Ac, Ec, Ocj , Bcj , Hc, Dc, Lcj , Rcj , Fc, j =
1, · · · , N − 1, do controlador de realimentac¸a˜o dinaˆmica de sa´ıda na˜o-linear (7) de
tal forma que todas as trajeto´rias do sistema de malha fechada (18) iniciadas em
um conjunto Z0 ∈ R2n convirjam assintoticamente para a origem.
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2.5 Conclusa˜o
Neste cap´ıtulo foram apresentados os problemas estudados neste trabalho. Am-
bos os me´todos de se modelar a na˜o-linearidade do sistema Lur’e, por um modelo
que simplesmente satisfaz o crite´rio de setor caracter´ıstico de sistemas do tipo Lur’e
e por um modelo baseado em func¸a˜o PWL foram apresentadas. Ale´m disso, os con-
troladores LC,E e LC,D sa˜o definidos e inclu´ıdos na dinaˆmica do sistema de malha
fechada.
Percebe-se que os problemas relacionados ao caso em que σ(·) e´ considerada
uma func¸a˜o PWL apresenta maior complexidade, pois, dependendo da quantidade
de pontos de quebra N utilizados para modelar σ(·), aparecera˜o N − 1 func¸o˜es de
saturac¸a˜o relacionadas. Devido a estas na˜o-linearidades, nas subsec¸o˜es 3.2.2 e 4.2.2
havera´ mais restric¸o˜es de setor que devem ser consideradas para obter as LMI s para
a s´ıntese dos controladores.
Por fim, foi visto que os problemas de sincronizac¸a˜o esta˜o diretamente relacio-
nados ao sinal de erro e(t). Assim, os problemas de sincronizac¸a˜o sa˜o, portanto,
equivalentes a problemas de estabilizac¸a˜o de dinaˆmica do erro de sincronizac¸a˜o, i.e.
caso lim
t→∞
e → 0 tem-se xS → xM . Entretanto, devido a` natureza na˜o-linear do
sistema, em alguns casos na˜o e´ poss´ıvel garantir a estabilidade global da origem da
dinaˆmica de erro em malha fechada, ou seja, ∀xS(0), xM(0) ∈ Rn. Portanto, nos ca-
p´ıtulos 3 e 4 uma abordagem local e´ inicialmente aplicada, na qual a sincronizac¸a˜o e´
garantida apenas se o valor inicial do sinal de erro pertence a um conjunto admiss´ıvel
Z0 contido na regia˜o de atrac¸a˜o da origem das dinaˆmicas de erro em malha fechada.
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3 REALIMENTAC¸A˜O ESTA´TICA DE ESTADOS
Este cap´ıtulo aborda a estrate´gia de controle referente a` realimentac¸a˜o esta´tica
dos estados dos sistemas mestre e escravo, ou seja, sa˜o abordados os Problemas
2.2 e 2.4. Primeiramente as func¸o˜es na˜o-lineares ρ(f1, f0), Λj(f1, f0) e Φ(f) sa˜o
analisadas atrave´s de condic¸o˜es baseadas em setor. As na˜o-linearidades referentes
ao sistema Lur’e, ρ(f1, f0) e Λj(f1, f0), sa˜o analisadas atrave´s de condic¸o˜es de setor
tradicionais (KHALIL, 1992), enquanto a na˜o linearidade relacionada a saturac¸a˜o
do sinal de controle Φ(f) e´ analisada atrave´s de uma condic¸a˜o de setor generalizada
(TARBOURIECH et al., 2011).
Em seguida na sec¸a˜o 3.2 sa˜o apresentados os teoremas para a s´ıntese de reali-
mentac¸a˜o de estados estabilizante referente aos Problemas 2.2 e 2.4. Os teoremas
consideram a teoria de estabilidade de Lyapunov (CHEN, 1998) juntamente com as
relac¸o˜es baseadas em setor obtidas na sec¸a˜o anterior para gerar condic¸o˜es de estabi-
lidade, de forma a garantir a convergeˆncia assinto´tica do sinal de erro a zero local ou
globalmente. Na sequeˆncia, um problema de otimizac¸a˜o e´ formulado com o objetivo
de maximizar a estimativa da regia˜o de atrac¸a˜o.
Na u´ltima sec¸a˜o deste cap´ıtulo o primeiro exemplo e´ apresentado. Primeiramente
o sistema considerado e´ brevemente descrito e seu modelo apresentado. Uma simu-
lac¸a˜o nume´rica e´ enta˜o realizada para os dois casos estudados neste cap´ıtulo, com
as respectivas matrizes e estimativas de regia˜o de atrac¸a˜o sendo apresentadas. A
partir do resultado que apresenta maior regia˜o de atrac¸a˜o e´ realizado uma simulac¸a˜o
computacional da sincronizac¸a˜o do sistema escravo com o sistema mestre, com os
resultados obtidos sendo brevemente analisados.
3.1 Relac¸o˜es Baseadas em Setor
Nesta sec¸a˜o as relac¸o˜es baseadas em setor referentes a`s na˜o-linearidades presentes
nos Problemas 2.2 e 2.4, ou seja, ρ(·, ·), Λj(·, ·) e Φ(·), sa˜o demonstradas nos seus
respectivos Lemas. Uma prova adequada e´ estabelecida na sequeˆncia de cada um
dos Lemas propostos. Inicia-se com a na˜o-linearidade ρ(·, ·), descrita no Lema 3.1,
cuja prova baseia-se nas relac¸o˜es de setor exemplificadas em (KHALIL, 1992).
Lema 3.1. Se σ(f1) e´ tal que as suposic¸o˜es (i), (ii) e (iii) apresentadas na sec¸a˜o
2.3 sa˜o validas, enta˜o a func¸a˜o na˜o-linear ρ(f1, f0) , σ(f1 + f0)− σ(f0) e´ tal que a
relac¸a˜o
ρ(f1, f0)
′Sρ(ρ(f1, f0)− Ωσf1) ≤ 0, ∀f1, f0 (19)
e´ verificada globalmente para qualquer matriz diagonal Sρ positiva definida.
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f0(i) f1(i) + f0(i)
σ(i)(f0)
Ωσ(i)f0(i)
σ(i)(f1 + f0)
Ωσ(i)(f1(i) + f0(i))
Ωσ(i)f1(i)
ρ(i)(f1, f0)
f(i)
σ(i)(f)
Figura 5: Func¸a˜o na˜o-linear σ(i)(f) delimitada por setor.
Prova. Considera-se a prova com apenas uma componente de σ(f) e de ρ(f1, f0).
Das suposic¸o˜es (i) e (ii) tem-se que |σ(i)(f0)| ≤ |Ωσ(i)f0(i)| e que |σ(i)(f1 + f0)| ≤
|Ωσ(i)(f1(i) + f0(i))|, ∀f0, f1, ∀i = 1, . . . ,m. Considere agora os seguintes casos:
(a) f0(i) > 0 e f1(i) > 0: Este caso e´ precisamente o ilustrado na Fig. 5. Nota-se
que como (ii) e´ valida, enta˜o σ(i)(f1 + f0) ≥ σ(i)(f0) e σ(i)(f1 + f0) − σ(i)(f0) ≤
Ωσ(i)(f1(i) + f0(i))−Ωσ(i)f0(i). Isto implica que ρ(i)(f1, f0) ≥ 0 e que ρ(i)(f1, f0) ≤
Ωσ(i)(f1(i) +f0(i))−Ωσ(i)f0(i) = Ωσ(i)f1(i). Logo, pode-se concluir que ρ(i)(f1, f0)−
Ωσ(i)f1(i) ≤ 0 e, consequentemente, que a relac¸a˜o ρ(i)(f1, f0)(ρi(f1(i), f0(i)) −
Ωσ(i)f1(i)) ≤ 0 e´ verificada;
(b) f0(i) > 0 e f1(i) < 0: Como a suposic¸a˜o (ii) e´ valida, enta˜o, σ(i)(f1+f0) ≤ σ(i)(f0),
logo ρ(i)(f1, f0) ≤ 0. Como, de (ii), |σ(i)(f1 +f0)−σi(f0i)| ≤ |Ωσ(i)(f1(i) +f0(i))−
Ωσ(i)f0(i)| = |Ωσ(i)f1(i)|. Como tanto σ(i)(f1 +f0)−σi(f0i) quanto f1(i) sa˜o negati-
vos, enta˜o 0 ≥ ρ(i)(f1, f0) ≥ Ωσ(i)f1(i) o que implica em ρ(i)(f1, f0)−Ωσ(i)f1(i) ≥ 0
e, consequentemente, que a relac¸a˜o ρ(i)(f1, f0)(ρi(f1(i), f0(i)) − Ωσ(i)f1(i)) ≤ 0 e´
verificada;
(c) f0(i) < 0 e f1(i) < 0: Nota-se que como (ii) e´ valida, enta˜o σ(i)(f1 + f0) ≤ σ(i)(f0)
e |σ(i)(f1 + f0) − σ(i)(f0)| ≤ |Ωσ(i)(f1(i) + f0(i)) − Ωσ(i)f0(i)|. Como ρ(i)(f1, f0) <
0, f0(i) < 0 e f1(i) < 0, enta˜o 0 ≥ ρ(i)(f1, f0) ≥ Ωσ(i)f1(i) Isto implica que
ρ(i)(f1, f0) ≤ 0 e que ρ(i)(f1, f0) − Ωσ(i)f1(i) ≥ 0. Logo, pode-se concluir que a
relac¸a˜o ρ(i)(f1, f0)(ρi(f1(i), f0(i))− Ωσ(i)f1(i)) ≤ 0 e´ verificada;
(d) f0(i) < 0 e f1(i) > 0: Como a suposic¸a˜o (ii) e´ valida, enta˜o, σ(i)(f1+f0) ≥ σ(i)(f0),
portanto ρ(i)(f1, f0) ≥ 0. Como, de (ii), |σ(i)(f1 + f0) − σi(f0i)| ≤ |Ωσ(i)(f1(i) +
f0(i))−Ωσ(i)f0(i)| = |Ωσ(i)f1(i)|. Como tanto ρ(i)(f1, f0) quanto f1(i) sa˜o positivos,
enta˜o 0 ≤ ρ(i)(f1, f0) ≤ Ωσ(i)f1(i) o que implica em ρ(i)(f1, f0) − Ωσ(i)f1(i) ≤ 0
e, consequentemente, que a relac¸a˜o ρ(i)(f1, f0)(ρi(f1(i), f0(i)) − Ωσ(i)f1(i)) ≤ 0 e´
verificada
Como σ(f) e ρ(f1, f0) sa˜o func¸o˜es descentralizadas, e´ poss´ıvel estender os re-
sultados obtidos acima de cada elemento σ(i)(f) e ρ(i)(f1, f0) para as func¸o˜es em
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suas formas compostas. Como Sρ e´ considerada como uma matriz diagonal positiva
definida, enta˜o segue que (19) e´ va´lida ∀f1, f0.
Um procedimento similar e´ considerado para tratar das na˜o-linearidades Λj(·, ·)
no Lema 3.2. Diferentemente do Lema 3.1, ha´ mais casos a serem provados, pois
as duas zona-mortas de Ψj(·, ·) ira˜o influenciar Λj(·, ·) de maneira distinta depen-
dendo em qual zona essas na˜o-linearidades se encontram. A prova do pro´ximo Lema
possui uma lo´gica similar a` prova da relac¸a˜o de setor generalizada encontrada em
(TARBOURIECH et al., 2011).
Lema 3.2. Se Λj(f1, f0) e´ tal que as suposic¸o˜es (i), (ii) e (iii) descritas na sec¸a˜o 2.4
sa˜o verdadeiras, enta˜o a func¸a˜o na˜o-linear Λj(f1, f0) , Ψj(f1 + f0, bj) − Ψj(f0, bj)
e´ tal que a relac¸a˜o
Λj(f1, f0)
′SΛj(Λj(f1, f0)− f1) ≤ 0, ∀f1, f0 (20)
e´ verificada globalmente para qualquer matriz diagonal SΛj positiva definida.
f0(i) bj(i) f1(i) + f0(i)
f0(i)
Ψj(i)(f1 + f0)
(f1(i) + f0(i))
f1(i)
Λj(i)(f1, f0)
f(i)
Ψj(i)(f)
Figura 6: Func¸a˜o na˜o-linear Ψj(i)(f) delimitada por setor.
Prova. Por simplicidade considere a i-e´sima componente de Ψj e de Λj. Neste caso,
como Ψj(i), Λj(i), f1(i) e f0(i) sa˜o escalares e como Ψj e Λj sa˜o descentralizados, a
prova pode ser diretamente generalizada para qualquer m 6= 1 considerando que
SΛj(i) e´ uma matriz diagonal. Considera-se, enta˜o, os seguintes casos:
(a) f0(i) > 0 e f1(i) > 0
I f0(i) < bj(i) e f1(i) +f0(i) < bj(i). Neste caso, Λj(i)(f1, f0) = 0, pois Ψj(i)(f1 +
f0, bj(i)) = 0 e Ψj(i)(f0, bj(i)) = 0. Assim, Λj(i)(f1, f0(i))
′(Λj(i)(f1, f0(i)) −
f1(i)) = 0.
II f0(i) < bj(i) e f1(i) + f0(i) > bj(i). Este caso e´ precisamente o ilustrado na
Fig. 6. Assim, Ψj(i)(f1 + f0, bj(i)) = f1(i) + f0(i) − bj(i) e Ψj(i)(f0, bj(i)) = 0,
portanto Λj(i)(f1, f0) = f1(i) + f0(i) − bj(i) > 0 e Λj(i)(f1, f0)′(Λj(i)(f1, f0)−
f1(i)) = Λj(i)(f1, f0)
′(f1(i) + f0(i) − bj(i) − f1(i)) = Λj(i)(f1, f0)′(f0(i) − bj(i)).
Como Λj(i)(f1, f0) > 0 e f0(i) − bj(i) < 0, enta˜o Λj(i)(f1, f0)′(Λj(i)(f1, f0) −
f1(i)) < 0.
35
III f0(i) > bj(i) e f1(i)+f0(i) > bj(i). Tem-se Ψj(i)(f1+f0, bj(i)) = f1(i)+f0(i)−bj(i)
e Ψj(i)(f0, bj(i)) = f0(i) − bj(i), portanto Λj(i)(f1, f0) = f1(i) + f0(i) − bj(i) −
(f0(i) − bj(i)) = f1(i) > 0. Deste modo, Λj(i)(f1, f0)′(Λj(i)(f1, f0) − f1(i)) =
Λj(i)(f1, f0)
′(f1(i) − f1(i)) = 0.
(b) f0(i) > 0 e f1(i) < 0
I f0(i) < bj(i) e −bj(i) < f1(i) + f0(i) < bj(i). O desenvolvimento deste caso e´
ideˆntico ao desenvolvimento do caso a-I.
II f0(i) < bj(i) e f1(i) + f0(i) < −bj(i). Neste caso, Ψj(i)(f1 + f0, bj(i)) =
f1(i) + f0(i) + bj(i) e Ψj(i)(f0, bj(i)) = 0, resultando em Λj(i)(f1, f0) = f1(i) +
f0(i) + bj(i) < 0 e, consequentemente, Λj(i)(f1, f0)
′(Λj(i)(f1, f0) − f1(i)) =
Λj(i)(f1, f0)
′(f1(i) + f0(i) + bj(i) − f1(i)) = Λj(i)(f1, f0)′(f0(i) + bj(i)). Como
Λj(i)(f1, f0) < 0 e como f0(i) > 0 e bj(i) > 0, tem-se f0(i) + bj(i) > 0 e enta˜o
Λj(i)(f1, f0)
′(Λj(i)(f1, f0)− f1(i)) < 0.
III f0(i) > bj(i) e f1(i) + f0(i) > bj(i). O desenvolvimento deste caso e´ ideˆntico
ao desenvolvimento do caso a-III.
IV f0(i) > bj(i) e −bj(i) < f1(i) + f0(i) < bj(i). Neste caso, Ψj(i)(f1 + f0, bj(i)) = 0
e Ψj(i)(f0, bj(i)) = f0(i) − bj(i), portanto Λj(i)(f1, f0) = −f0(i) + bj(i) < 0 e,
consequentemente, Λj(i)(f1, f0)
′(Λj(i)(f1, f0)− f1(i)) = Λj(i)(f1, f0)′(−f0(i) +
bj(i) − f1(i)) = Λj(i)(f1, f0)′(bj(i) − (f0(i) + f1(i))). Como Λj(i)(f1, f0) < 0 e
f1(i) +f0(i) < bj(i), enta˜o bj(i)−(f0(i) +f1(i)) > 0 e Λj(i)(f1, f0)′(Λj(i)(f1, f0)−
f1(i)) < 0.
V f0(i) > bj(i) e f1(i) + f0(i) < −bj(i). Com esta configurac¸a˜o, Ψj(i)(f1 +
f0, bj(i)) = f1(i)+f0(i)+bj(i) e Ψj(i)(f0, bj(i)) = f0(i)−bj(i), logo Λj(i)(f1, f0) =
f1(i)+f0(i)+bj(i)−(f0(i)−bj(i)) = f1(i)+2bj(i) < 0, pois neste caso como f0(i) >
bj(i), enta˜o f0(i)+bj(i) > 2bj(i) e f1(i)+2bj(i) < f1(i)+f0(i)+bj(i). Como f1(i)+
f0(i) + bj(i) < 0, enta˜o f1(i) + 2bj(i) < 0. Assim, Λj(i)(f1, f0)
′(Λj(i)(f1, f0) −
f1(i)) = Λj(i)(f1, f0)
′(f1(i) + 2bj(i) − f1(i)) = 2Λj(i)(f1, f0)′(bj(i)) e, como
Λj(i)(f1, f0) < 0 e bj(i) > 0, enta˜o Λj(i)(f1, f0)
′(Λj(i)(f1, f0)− f1(i)) < 0.
(c) f0(i) < 0 e f1(i) < 0
I f0(i) > −bj(i) e f1(i) + f0(i) > −bj(i). Neste caso, Λj(i)(f1, f0) = 0, pois
Ψj(i)(f1+f0, bj(i)) = 0 e Ψj(i)(f0, bj(i)) = 0. Assim, Λj(i)(f1, f0)
′(Λj(i)(f1, f0)−
f1(i)) = 0.
II f0(i) > −bj(i) e f1(i) + f0(i) < −bj(i). Para este caso, Ψj(i)(f1 + f0, bj(i)) =
f1(i) + f0(i) + bj(i) e Ψj(i)(f0, bj(i)) = 0, portanto Λj(i)(f1, f0) = f1(i) + f0(i) +
bj(i) < 0 e Λj(i)(f1, f0)
′(Λj(i)(f1, f0)−f1(i)) = Λj(i)(f1, f0)′(f1(i)+f0(i)+bj(i)−
f1(i)) = Λj(i)(f1, f0)
′(f0(i) + bj(i)). Como Λj(i)(f1, f0) < 0 e f0(i) + bj(i) > 0,
enta˜o Λj(i)(f1, f0)
′(Λj(i)(f1, f0)− f1(i)) < 0.
III f0(i) < −bj(i) e f1(i)+f0(i) < −bj(i). Tem-se Ψj(i)(f1+f0, bj(i)) = f1(i)+f0(i)+
bj(i) e Ψj(i)(f0, bj(i)) = f0(i)+bj(i), portanto Λj(i)(f1, f0) = f1(i)+f0(i)+bj(i)−
(f0(i) + bj(i)) = f1(i) < 0. Deste modo, Λj(i)(f1, f0)
′(Λj(i)(f1, f0) − f1(i)) =
Λj(i)(f1, f0)
′(f1(i) − f1(i)) = 0.
(d) f0(i) < 0 e f1(i) > 0
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I f0(i) > −bj(i) e −bj(i) < f1(i) + f0(i) < bj(i). O desenvolvimento deste caso e´
ideˆntico ao desenvolvimento do caso c-I.
II f0(i) > −bj(i) e f1(i) + f0(i) > bj(i). Neste caso Ψj(i)(f1 + f0, bj(i)) =
f1(i) + f0(i) − bj(i) e Ψj(i)(f0, bj(i)) = 0, resultando em Λj(i)(f1, f0) = f1(i) +
f0(i) − bj(i) > 0 e, consequentemente, Λj(i)(f1, f0)′(Λj(i)(f1, f0) − f1(i)) =
Λj(i)(f1, f0)
′(f1(i) + f0(i) − bj(i) − f1(i)) = Λj(i)(f1, f0)′(f0(i) − bj(i)). Como
Λj(i)(f1, f0) > 0 e como f0(i) < 0 e bj(i) > 0, tem-se f0(i)− bj(i) < 0 e, enta˜o,
Λj(i)(f1, f0)
′(Λj(i)(f1, f0)− f1(i)) < 0.
III f0(i) < −bj(i) e f1(i) +f0(i) < −bj(i). O desenvolvimento deste caso e´ ideˆntico
ao desenvolvimento do caso c-III.
IV f0(i) < −bj(i) e −bj(i) < f1(i)+f0(i) < bj(i). Neste caso, Ψj(i)(f1+f0, bj(i)) = 0
e Ψj(i)(f0, bj(i)) = f0(i) + bj(i), logo Λj(i)(f1, f0) = −f0(i)− bj(i) > 0 e, conse-
quentemente, Λj(i)(f1, f0)
′(Λj(i)(f1, f0)−f1(i)) = Λj(i)(f1, f0)′(−f0(i)−bj(i)−
f1(i)) = Λj(i)(f1, f0)
′(−(bj(i) + f0(i) + f1(i))). Como Λj(i)(f1, f0) > 0 e f1(i) +
f0(i) > −bj(i), enta˜o −(bj(i) + f0(i) + f1(i)) < 0 e Λj(i)(f1, f0)′(Λj(i)(f1, f0)−
f1(i)) < 0.
V f0(i) < −bj(i) e f1(i) + f0(i) > bj(i). Com esta configurac¸a˜o, Ψj(i)(f1 +
f0, bj(i)) = f1(i)+f0(i)−bj(i) e Ψj(i)(f0, bj(i)) = f0(i)+bj(i), logo Λj(i)(f1, f0) =
f1(i) + f0(i) − bj(i) − (f0(i) + bj(i)) = f1(i) − 2bj(i) > 0, pois neste caso
f1(i) − 2bj(i) > f1(i) + f0(i) − bj(i) > 0. Assim, Λj(i)(f1, f0)′(Λj(i)(f1, f0) −
f1(i)) = Λj(i)(f1, f0)
′(f1(i) − 2bj(i) − f1(i)) = −2Λj(i)(f1, f0)′(bj(i)) e, como
Λj(i)(f1, f0) > 0 e bj(i) > 0, enta˜o Λj(i)(f1, f0)
′(Λj(i)(f1, f0)− f1(i)) < 0.
Como Ψj e Λj sa˜o func¸o˜es descentralizadas, e´ poss´ıvel estender os resultados
obtidos de cada elemento Ψj(i) e Λj(i) para as formas compostas das func¸o˜es na˜o-
lineares. Como SΛj e´ considerada uma matriz diagonal positiva definida, enta˜o segue
que (20) e´ va´lida para quaisquer func¸o˜es Ψj(·, ·), Λj(·, ·) e ∀f1, f0.
A func¸a˜o na˜o-linear Φ(·, ·) satisfaz a condic¸a˜o de setor modificada de (TARBOU-
RIECH et al., 2011) enunciada no lema a seguir:
Lema 3.3. Se v e w pertencerem ao conjunto W(v, w) = {v, w ∈ Rn; |v(k)−w(k)| ≤
u0(k), k = 1, · · · , n}, enta˜o
Φ(v, u0)
′SΦ(Φ(v, u0)− w) ≤ 0 (21)
e´ verificada para qualquer matriz diagonal SΦ positiva definida.
Prova. Como a func¸a˜o de saturac¸a˜o utilizada para definir a zona-morta Φ(v, u0)
e´ descentralizada, enta˜o Φ(v, u0) tambe´m e´ uma func¸a˜o descentralizada. Assim,
pode-se considerar os elementos individuais Φ(k)(v, u0), os quais sa˜o escalares, para
configurar a prova, com a prova de (21) sendo generalizada diretamente. Considera-
se, enta˜o os seguintes casos:
(a) v(k) > u0(k). Neste caso, Φ(k)(v, u0) = v(k) − u0(k) > 0 e Φ(k)(v, u0) − w(k) =
v(k)−u0(k)−w(k). Como v(k)−w(k) < u0(k), isto implica que v(k)−u0(k)−w(k) < 0
e, portanto, Φ(k)(v, u0)
′(Φ(k)(v, u0)− w(k)) ≤ 0.
(b) −u0(k) < v(k) <0(k). Neste caso, Φ(k)(v(k), u0(k)) = 0. Assim, Φ(k)(v, u0)′(Φ0(k)(v, u0)−
w(k)) = 0.
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(c) v(k) < −u0(k). Para este caso, Φ(k)(v, u0) = v(k) +u0(k) < 0 e Φ(k)(v, u0)−w(k) =
v(k)+u0(k)−w(k). Como v(k)−w(k) > −u0(k), isto implica que v(k)+u0(k)−w(k) > 0
e, portanto, Φ(k)(v, u0)
′(Φ(k)(v, u0)−w(k)) ≤ 0, sendo demonstrado todos os treˆs
casos.
Deste modo, (21) e´ va´lida para qualquer matriz SΦ positiva definida.
3.2 Condic¸o˜es de Estabilidade
Nesta sec¸a˜o os Lemas 3.1, 3.2 e 3.3 sa˜o utilizados para formular os Teoremas
3.1 e 3.2, os quais sa˜o utilizados para a s´ıntese das lei de realimentac¸a˜o de estados
estabilizantes referentes aos Problemas 2.2 e 2.4, respectivamente. Sa˜o utilizadas
func¸o˜es candidatas de Lyapunov quadra´ticas e as relac¸o˜es de setor obtidas na sec¸a˜o
anterior para garantir a estabilidade assinto´tica do sistema em malha fechada (6).
3.2.1 Caso Geral
Nesta subsec¸a˜o o Problema 2.2 e´ considerado. Como visto na sec¸a˜o 2.3.1, a
dinaˆmica de malha fechada do sistema para este problema e´ descrita por:
e˙ = (A−K)e+Bρ(CEe, CExS) + Φ(Ke, u0) (22)
Utilizando as relac¸o˜es de setor obtidas nos Lemas 3.1 e 3.3, pode-se enunciar o
Teorema 3.1 descrito a seguir.
Teorema 3.1. Se existe uma matriz sime´trica positiva definida W ∈ Rn×n, matrizes
diagonais positivas definidas Tρ ∈ Rm×m e TΦ ∈ Rn×n e matrizes K˜ ∈ Rn×n e
G˜ ∈ Rn×n satisfazendo as seguintes LMIs Sim{AW − K˜} ∗ ∗ΩσCE + (TρB)′ −2Tρ ∗
G˜+ TΦ 0n×m −2TΦ
 < 0 (23)
[
W ∗
(K˜(k) − G˜(k)) u20(k)
]
> 0, k = 1, · · · , n (24)
enta˜o segue que todas as trajeto´rias do sistema em malha fechada (22) com K =
K˜W−1 iniciadas no conjunto
Z0 = {e ∈ Rn; e′Pe ≤ 1} (25)
com W = P−1 convergem assintoticamente para a origem.
Prova. De acordo com a teoria de estabilidade de Lyapunov (KHALIL, 1992), caso
uma func¸a˜o candidata de Lyapunov seja positiva e a sua derivada seja negativa em
um determinado domı´nio, a origem das varia´veis da func¸a˜o candidata sera´ assinto-
ticamente esta´vel. Definindo, enta˜o, uma func¸a˜o de Lyapunov candidata quadra´tica
V = e′Pe, onde P e´ uma matriz sime´trica definida positiva, portanto garantindo
que V seja positiva, sendo necessa´rio garantir a negatividade de sua derivada. Cal-
culando a derivada de V em relac¸a˜o a`s trajeto´rias do sistema (22) tem-se:
V˙ = Sim{e′P [(A−K)e+Bρ(CEe, CExS) + Φ(Ke, u0)]}. (26)
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As relac¸o˜es baseadas em setor obtidas na sec¸a˜o anterior podem ser utilizadas para
garantir a negatividade de (26) atrave´s de uma aplicac¸a˜o de S-procedure (BOYD
et al., 1994). Baseado no Lema 3.3, e assumindo w = Ge, tal que W(v, w) =
W(e) = {e ∈ Rn; |(K(k) −G(k))e| ≤ u0(k), k = 1, · · · , n}, enta˜o segue que
ΥΦ = Φ(Ke, u0)
′SΦ(Φ(Ke, u0)−Ge) ≤ 0 (27)
e´ assegurado ∀e ∈ W(e). Por outro lado do Lema 3.1:
Υρ1 = ρ(CEe, CExS)
′Sρ(ρ(CEe, CExS)− ΩσCEe) ≤ 0. (28)
Como (27) e (28) possuem valor negativo ou nulo, ao subtra´ı-las de (26), tem-se
uma equac¸a˜o mais positiva do que a derivada da func¸a˜o candidata de Lyapunov
desde que ∀e ∈ W(e). Assim, caso seja garantido que a equac¸a˜o resultante seja
negativa dentro do domı´nio W(e), garante-se, por consequeˆncia, que a derivada da
func¸a˜o candidata tambe´m seja negativa dentro do mesmo domı´nio.
V˙ ≤ Sim{e′P [(A−K)e+Bρ(CEe, CExS) + Φ(Ke)]} − 2Υρ1 − 2ΥΦ. (29)
O lado direito de (29) pode ser escrito na forma matricial ξ1(t)
′Γ1ξ1(t) com
ξ1 = [e
′ ρ′ Φ′]′ e com
Γ1 =
 Sim{P (A−K)} ∗ ∗SρΩσCE + (PB)′ −2Sρ ∗
P + SΦG 0n×m −2SΦ
 .
As inco´gnitas da matriz acima sa˜o as matrizes P, K, Sρ, SΦ. Entretanto, a
matriz acima na˜o forma uma LMI, pois ha´ multiplicac¸o˜es entre P e K. Assim,
busca-se eliminar esta na˜o-linearidade da matriz, definindo as seguintes varia´veis
W = P−1, Tρ = S−1ρ e TΦ = S
−1
Φ . Ao pre- e po´s-multiplicar a matriz Γ1 por
diag{W,Tρ, TΦ} resulta em
Γ¯1 =
 Sim{(A−K)W} ∗ ∗ΩσCEW + (BTρ)′ −2Tρ ∗
TΦ +GW 0n×m −2TΦ
 .
Entretanto, a matriz Γ¯1 ainda e´ na˜o-linear. Para resolver isto, pode-se aplicar as
seguintes mudanc¸as de varia´veis K˜ = KW e G˜ = GW para linearizar a matriz Γ¯1.
Com estas mudanc¸as de varia´veis, segue que Γ¯1 e´ equivalente ao lado esquerdo de
(23). Assim, se (23) for verificada, segue que Γ¯1 < 0 e, consequentemente, V˙ < 0,
desde que e ∈ W(e).
De (TARBOURIECH et al., 2011) sabe-se que Z0 ⊂ W(e) se
e′Pe− e′(K(k) −G(k))′ 1
u20(k)
(K(k) −G(k))e ≥ 0, k = 1, · · · , n (30)
pois neste caso tem-se
|e′(K(k) −G(k))′ 1
u20(k)
(K(k) −G(k))e| < e′Pe ≤ 1
Aplicando agora o complemento de Schur em (30), tem-se:
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[
P ∗
(K(k) −G(k)) u20(k)
]
> 0, k = 1, · · · , n
Ao pre´- e po´s-multiplicar a matriz resultante por diag{W, 1} e realizar as trocas
de varia´veis consideradas anteriormente obte´m-se (24). Como consequeˆncia, a satis-
fac¸a˜o de (23) e de (24) implica em V˙ < 0 para todas as trajeto´rias do sistema em
malha fechada (22) iniciadas em Z0, o que conclui a prova.
Utilizando as relac¸o˜es de setor dos Lemas 3.1 e 3.3 de tal forma que w escolhido
satisfac¸a globalmente a condic¸a˜o de setor apresentada, pode-se enunciar o Corola´rio
3.1 descrito a seguir.
Corola´rio 3.1. Se existe uma matriz sime´trica positiva definida W ∈ Rn×n, ma-
trizes diagonais positivas definidas Tρ ∈ Rm×m e TΦ ∈ Rn×n e matriz K˜ ∈ Rn×n
satisfazendo a seguinte LMI Sim{AW − K˜} ∗ ∗ΩσCE + (TρB)′ −2Tρ ∗
K˜ + TΦ 0n×m −2TΦ
 < 0 (31)
enta˜o segue que todas as trajeto´rias do sistema em malha fechada (22) com K =
K˜W−1 convergem assintoticamente para a origem.
Prova. Considere que G = K. Assim, segue que a condic¸a˜o de setor
ΥΦ = Φ(Ke, u0)
′SΦ(Φ(Ke, u0)−Ge) ≤ 0 (32)
e´ verificada ∀e ∈ Rn. Pode-se perceber que (31) corresponde a` (23) obtida no
Teorema 3.1 e que a estabilidade assinto´tica global da origem do erro de sincronizac¸a˜o
e´ obtida.
3.2.2 Caso Linear por Partes
Nesta subsec¸a˜o o Problema 2.4 e´ considerado. Conforme mostrado na sec¸a˜o 2.4.1,
a dinaˆmica de malha fechada do sistema para este problema e´ descrita por:
e˙ = (A+B∆1CE −K)e−B
N−1∑
j=1
((∆j −∆j+1)Λj(CEe, CExS)) + Φ(Ke, u0) (33)
Utilizando as relac¸o˜es de setor obtidas nos Lemas 3.2 e 3.3, pode-se gerar o
Teorema 3.2 descrito a seguir. O Teorema 3.2 possui algumas similaridades com o
Teorema 3.1, devido a` considerac¸a˜o relacionada com a na˜o-linearidade Φ(Ke, u0) ser
ideˆntica.
Teorema 3.2. Se existe uma matriz sime´trica positiva definida W ∈ Rn×n, matrizes
diagonais positivas definidas TΛj ∈ Rm×m e TΦ ∈ Rn×n e matrizes K˜ ∈ Rn×n e
G˜ ∈ Rn×n satisfazendo as seguintes LMIs
Sim{AW − K˜ +B∆1CEW} ∗ ∗ ∗ ∗
CEW − TΛ1(∆1 −∆2)′B′ −2TΛ1 ∗ ∗ ∗
...
...
. . .
...
...
CEW − TΛN−1(∆N−1 −∆N)′B′ 0m×m · · · −2TΛN−1 ∗
TΦ + G˜ 0n×m · · · 0n×m −2TΦ
 < 0 (34)
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[
W ∗
(K˜(k) − G˜(k)) u20(k)
]
> 0, k = 1, · · · , n (35)
enta˜o segue que todas as trajeto´rias do sistema em malha fechada (33) com K =
K˜W−1 iniciadas no conjunto Z0 definido em (25), com W = P−1 convergem assin-
toticamente para a origem.
Prova. Definindo a func¸a˜o de Lyapunov candidata V = e′Pe onde P e´ uma matriz
sime´trica definida positiva, e calculando a derivada de V em relac¸a˜o a`s trajeto´rias
do sistema tem-se
V˙ = Sim{e′P [(A+B∆1CE −K)e
−B
N−1∑
j=1
((∆j −∆j+1)Λj(CEe, CExS) + Φ(Ke, u0)]}. (36)
Sa˜o empregadas nesta sec¸a˜o as relac¸o˜es baseadas em setor das na˜o-linearidades
Λj(CEe, CExS) e Φ(Ke, u0), sendo manipuladas atrave´s do S-procedure para garan-
tir a negatividade de (36). Para a na˜o-linearidade Φ(Ke, u0) e´ utilizado a relac¸a˜o
baseada em setor (27) descrita na subsec¸a˜o anterior. Baseado no Lema 3.2 pode-se
escrever a seguinte equac¸a˜o:
ΥΛj = Λj(CEe, CExS)
′SΛj(Λj(CEe, CExS)− CEe) ≤ 0. (37)
Assim tem-se que:
V˙ ≤ Sim{e′P [(A+B∆1CE −K)e
−B
N−1∑
j=1
((∆j −∆j+1)Λj(CEe, CExS) + Φ(v)]}
−2ΥΦ − 2
N−1∑
j=1
ΥΛj .
(38)
O lado direito de (38) pode ser escrito na forma matricial ξ2(t)
′Γ2ξ2(t) com
ξ = [e′ Λ˜′ Φ′]′ e com Λ˜ = [Λj(i) · · · ΛN−1]′.
Γ2 =

Sim{P (A+B∆1CE −K)} ∗ ∗ ∗ ∗
SΛ1CE − (∆1 −∆2)′B′P −2SΛ1 ∗ ∗ ∗
...
...
. . .
...
...
SΛN−1CE − (∆N−1 −∆N)′B′P 0m×m · · · −2SΛN−1 ∗
P + SΦG 0n×m · · · 0n×m −2SΦ
 .
Assim como na subsec¸a˜o anterior, Γ2 possui multiplicac¸o˜es entre as varia´veis de
decisa˜o, portanto na˜o pode formar uma LMI. Assim, definindo W = P−1, TΛj = S
−1
Λj
e TΦ = S
−1
Φ e pre- e po´s-multiplicando a matriz Γ2 por diag{W,TΛj , · · · , TΛN−1 , TΦ}
resulta em
Γ¯2 =

Sim{(A+B∆1C −K)W} ∗ ∗ ∗ ∗
CEW − TΛ1(∆1 −∆2)′B′ −2TΛ1 ∗ ∗ ∗
...
...
. . .
...
...
CEW − TΛN−1(∆N−1 −∆N)′B′ 0m×m · · · −2TΛN−1 ∗
TΦ +GW 0n×m · · · 0n×m −2TΦ
 .
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Novamente e´ necessa´rio aplicar uma mudanc¸a de varia´vel para linearizar a matriz Γ¯2.
Portanto, define-se K˜ = KW e G˜ = GW segue que Γ¯2 e´ equivalente ao lado esquerdo
de (34). Assim, se (34) for verificada segue que Γ2 < 0 e, consequentemente, V˙ < 0
desde que e ∈ W(e).
A relac¸a˜o (35) assegura que Z0 definido em (25) esteja contido em W(e)., i.e.
Z0 ⊂ W(e). Esta prova e´ a mesma apresentada na subsec¸a˜o 3.2.1. Como consequeˆn-
cia, a satisfac¸a˜o de (34) e de (35) implica em V˙ < 0 para todas as trajeto´rias do
sistema em malha fechada (33) iniciadas em Z0, o que conclui esta prova.
Utilizando as relac¸o˜es de setor dos Lemas 3.2 e 3.3 de tal forma que w escolhido
satisfac¸a globalmente a condic¸a˜o de setor apresentada, pode-se enunciar o Corola´rio
3.2 descrito a seguir.
Corola´rio 3.2. Se existe uma matriz sime´trica positiva definida W ∈ Rn×n, ma-
trizes diagonais positivas definidas TΛj ∈ Rm×m e TΦ ∈ Rn×n e matriz K˜ ∈ Rn×n
satisfazendo a seguinte LMI
Sim{AW − K˜ +B∆1CEW} ∗ ∗ ∗ ∗
CEW − TΛ1(∆1 −∆2)′B′ −2TΛ1 ∗ ∗ ∗
...
...
. . .
...
...
CEW − TΛN−1(∆N−1 −∆N)′B′ 0m×m · · · −2TΛN−1 ∗
TΦ + K˜ 0n×m · · · 0n×m −2TΦ
 < 0 (39)
enta˜o segue que todas as trajeto´rias do sistema em malha fechada (33) com K =
K˜W−1 convergem assintoticamente para a origem.
Prova. Considere que G = K. Assim, segue que a condic¸a˜o de setor
ΥΦ = Φ(Ke, u0)
′SΦ(Φ(Ke, u0)−Ge) ≤ 0 (40)
e´ verificada ∀e ∈ Rn. Pode-se perceber que (39) corresponde a` (34) obtida no
Teorema 3.2 e que a estabilidade assinto´tica global da origem do erro de sincronizac¸a˜o
e´ obtida.
3.3 Problema de Otimizac¸a˜o
Conforme mencionado anteriormente, um problema de interesse e´ a maximizac¸a˜o
do conjunto de condic¸o˜es iniciais admiss´ıveis Z0 para as quais e´ poss´ıvel garantir a
convergeˆncia de trajeto´rias em malha fechada para a origem. Baseado nos Teoremas
3.1 e 3.2, problemas de otimizac¸a˜o podem ser propostos para a obtenc¸a˜o da matriz
de ganho K, tendo como objetivo a maximizac¸a˜o do tamanho do conjunto Z0.
O tamanho de Z0 pode, por exemplo, ser medido em relac¸a˜o ao conjunto poliedral
Ξ = conv{v1, v2, . . . , vl} onde os ve´rtices vl ∈ Rn, l = 1, ..., n correspondem a direc¸o˜es
nas quais o conjunto devera´ ser maximizado, conhecidos a priori (TARBOURIECH
et al., 2011). Logo, o objetivo do problema de otimizac¸a˜o e´ maximizar um escalar
γ > 0 de tal forma que γΞ ⊂ Z0 descrita em (41) seja maximizado. Assumindo
γ =
1√
η
, a minimizac¸a˜o de η implica na maximizac¸a˜o de γ.
γv′lPvlγ ≤ 1 (41)
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A soluc¸a˜o deste problema pode ser obtida atrave´s do problema de otimizac¸a˜o
(42) para o Problema 2.2 e do problema de otimizac¸a˜o (43) para o Problema 2.4.
O Problema de otimizac¸a˜o (42) e´ obtidos ao considerar as relac¸o˜es (23) e (24) e ao
aplicar o complemento de Schur a` (41) levando em considerac¸a˜o a relac¸a˜o de γ e de
η, enquanto que o Problema de otimizac¸a˜o (43) e´ obtido ao considerar as relac¸o˜es
(34) e (35) e ao aplicar o complemento de Schur a` (41).
min η
sujeito a

[
η ∗
vl W
]
> 0, ∀l = 1, . . . , n
Relac¸o˜es (23) e (24)
(42)
min η
sujeito a

[
η ∗
vl W
]
> 0, ∀l = 1, . . . , n
Relac¸o˜es (34) e (35)
(43)
Assumindo γ =
1√
η
, a minimizac¸a˜o de η implica na maximizac¸a˜o de γ. Observe
que uma vez que as condic¸o˜es (23), (24), (34) e (35) sa˜o LMIs, enta˜o os problemas
de otimizac¸a˜o (42) e (43) sa˜o convexos e podem ser resolvidos eficientemente por
solucionadores de LMI padra˜o.
Outros crite´rios para a maximizac¸a˜o de Z0 podem ser considerados, como por
exemplo a maximizac¸a˜o do volume do elipsoide Z0, a minimizac¸a˜o do trac¸o de P e
a maximizac¸a˜o do menor eixo do elipsoide Z0 (TARBOURIECH et al., 2011). En-
tretanto o crite´rio apresentado acima foi o escolhido para ser aplicado a`s simulac¸o˜es
apresentadas a seguir.
3.4 Validac¸a˜o Nume´rica dos Resultados
Nesta sec¸a˜o sa˜o apresentados resultados aplicados a um circuito de Chua. Primei-
ramente o sistema a ser simulado e´ descrito, para enta˜o em sequeˆncia os resultados
obtidos serem apresentados.
3.4.1 Circuito de Chua
Como visto na sec¸a˜o 1.2, o circuito de Chua e´ comumente empregado para o
uso de simulac¸o˜es e de experimentos nume´ricos para ilustrar os resultados obtidos
tanto para a sincronizac¸a˜o de sistemas Lur’e quanto para os resultados sob a o´tica
de sistemas cao´ticos. Isso se deve em parte pelo criador deste sistema, Leon O.
Chua, ter publicado diversos trabalhos sobre este tema utilizando o seu circuito
como exemplo, mas tambe´m por ser o circuito ele´trico mais simples que pode ser
constru´ıdo que apresenta comportamento cao´tico. Por estas razo˜es este sistema foi
o escolhido para representar o exemplo nume´rico inclu´ıdo neste trabalho.
Um sistema cao´tico e´ caracterizado por possuir hiper-sensibilidade em relac¸a˜o
a`s condic¸o˜es iniciais, com pequenas variac¸o˜es nas condic¸o˜es iniciais causando vastas
mudanc¸as de trajeto´ria. De acordo com (ELGAR; KENNEDY, 1993), um sistema
ele´trico composto de resistores, capacitores e indutores necessita possuir os seguintes
treˆs componentes para ser um sistema cao´tico:
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• pelo menos um componente na˜o-linear
• pelo menos um resistor localmente ativo, um elemento ativo o qual possui
resisteˆncia equivalente negativa
• pelo menos treˆs elementos armazenadores de energia
O circuito de Chua, representado na Fig: 7, satisfaz o terceiro requisito por
possuir em sua composic¸a˜o dois capacitores e um indutor. O primeiro e o segundo
itens sa˜o satisfeitos por um componente chamado de diodo de Chua (DC), o qual
possui diversas formas poss´ıveis. Os valores dos componentes da Fig. 7 utilizados em
(MATSUMOTO; CHUA; KOMURO, 1985) esta˜o localizados na Tabela 1, enquanto
que os valores do diodo de Chua sa˜o considerados de tal forma que a sua na˜o-
linearidade pode ser descrita por (45).
No presente trabalho foi considerado a forma do diodo de Chua conforme apre-
sentado na Fig. 8, com um amplificador inversor sendo responsa´vel pela resisteˆncia
equivalente negativa e o par de diodos formando a na˜o-linearidade com simetria
ı´mpar. Esta configurac¸a˜o resulta em uma na˜o-linearidade PWL com um ponto de
quebra devido ao par de diodos, com mais pontos de quebra sendo poss´ıvel caso um
amplificador de ganho varia´vel seja considerado. Entretanto, como os paraˆmetros
encontrados na literatura de um circuito de Chua que apresenta comportamento
cao´tico conte´m uma na˜o-linearidade com apenas um ponto de quebra, foi escolhido
a configurac¸a˜o com apenas um ponto de quebra.
R
DCL C2 C1
Figura 7: Circuito de Chua com diodo de Chua
Tabela 1: Paraˆmetros f´ısicos considerados para o circuito de Chua
Paraˆmetro Valor
C1 0.0055uF
C2 0.0495uF
L 7.07mH
R 1.428kΩ
De acordo com a formulac¸a˜o apresentada em (MATSUMOTO; CHUA; KO-
MURO, 1985), este sistema pode ser genericamente representado com as seguintes
equac¸o˜es diferenciais: 
x˙1 = α(−x1 + x2 − φ(x1))
x˙2 = x1 − x2 + x3
x˙3 = −βx2
(44)
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−
+RD
RD
Figura 8: Esquema´tico do Diodo de Chua
onde x1 corresponde a` tensa˜o no capacitor C1, x2 corresponde a` tensa˜o no capacitor
C2, x3 corresponde a` corrente no indutor L e φ(f) e´ a func¸a˜o na˜o-linear chamada
de diodo de Chua descrita por:
φ(f) =

−g2(f + 1) + g1, se f < −1
−g1f, se |f | ≤ 1
−g2(f − 1)− g1, se f > 1
(45)
com g1 > g2 > 0. Note que neste caso φ(f) e´ escalar, i. e. φ(f) : R→ R.
f
σ(f)
1
−1
g1
−g1
Figura 9: Func¸a˜o PWL do circuito de Chua com um ponto de quebra
Escrevendo (44) e (45) na forma dos sistemas mestre e escravo como definidas
em (1) e em (2), tem-se as seguintes relac¸o˜es:
A =
−α α 01 −1 1
0 −β 0
 , B =
α0
0
 , CE =
10
0
′ , CD = [10
]′
, H =
1 00 1
0 0
′
e com Ωσ = g1, ∆1 = −g1, ∆2 = −g2 e σ(CEx) = −φ(x1), representado na Fig. 9,
para o controlador esta´tico de realimentac¸a˜o de estados. Os paraˆmetros utilizados
nas simulac¸o˜es nume´ricas a seguir esta˜o expostos na Tabela 2, com os paraˆmetros
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referentes ao modelo do circuito de Chua que mais se aproxima do comportamento
do circuito mostrado na Fig. 7 sendo obtidos de (MATSUMOTO; CHUA; KO-
MURO, 1985) e os paraˆmetros referentes ao limite de magnitude do sinal de controle,
u0(k), k = 1, 2, 3, sendo arbitrado.
Tabela 2: Paraˆmetros considerados para as simulac¸o˜es nume´ricas
Paraˆmetro Valor
α 9
β 14.28
g1 1.143
g2 0.714
b1 1
u0(1) 1
u0(2) 1
u0(3) 1
3.4.2 Resultados Nume´ricos
Resolvendo o problema convexo (42), ou seja, resolvendo o problema relacionado
com o caso geral, com o conjunto poliedral
Ξ = Co

 10
0
 ,
 01
0
 ,
 00
1

obte´m-se:
K =
 16.8593 0.2668 0.10460.2668 16.6904 0.0282
0.1046 0.0282 17.4014

P =
 1.3510 1.2668 0.43741.2668 3.9013 0.1368
0.4374 0.1368 0.5252

η = 3.9445
Por outro lado, ao resolver o problema convexo no qual a na˜o-linearidade do
sistema Lur’e e´ considerada PWL, o problema de otimizac¸a˜o (43) com o mesmo
conjunto poliedral considerado no caso anterior, obte´m-se:
K =
 14.1902 0.3872 0.29490.3872 14.3516 0.0634
0.2949 0.0634 14.9276

P =
 1.2391 0.9593 0.56270.9593 2.4216 0.1998
0.5627 0.1998 0.4257

η = 2.4518
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O crite´rio de otimizac¸a˜o considerado na sec¸a˜o 3.3 implica que um valor de η me-
nor corresponde a uma regia˜o Z0 maior. Assim, espera-se que o segundo caso possua
uma estimativa da regia˜o de atrac¸a˜o maior. As estimativas tridimensionais de regia˜o
de atrac¸a˜o obtidas para os problemas de otimizac¸a˜o (42) e (43) esta˜o mostradas nas
Fig. 10 e 11, respectivamente, geradas por uma rotina de MATLAB1. Entretanto,
comparar visualmente as regio˜es de atrac¸a˜o em suas representac¸o˜es tridimensionais
na˜o e´ trivial, portanto uma representac¸a˜o bidimensional de cada uma das estimati-
vas foi obtida para realizar a comparac¸a˜o. As representac¸o˜es bidimensionais foram
obtidas realizando cortes nas estimativas tridimensionais de forma que a dimensa˜o
na˜o-representada na respectiva imagem possui valor nulo. Estas representac¸o˜es esta˜o
mostradas nas Fig. 12, 13 e 14.
Pode-se perceber pelas treˆs imagens que quando a na˜o-linearidade σ(CEx) foi
modelada como uma func¸a˜o PWL na formulac¸a˜o do Problema 2.4 foi poss´ıvel obter
uma maior estimativa da regia˜o de atrac¸a˜o do que quando a na˜o-linearidade foi con-
siderada apenas satisfazendo a condic¸a˜o de setor global como feito na formulac¸a˜o
do Problema 2.2. Deste modo, pode-se dizer que a abordagem de modelar a func¸a˜o
na˜o-linear como uma func¸a˜o PWL possibilitou uma abordagem com menos conser-
vadorismo do que se fosse apenas utilizado o setor global na qual a func¸a˜o na˜o-linear
se encontra.
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Figura 10: Estimativa tridimensional da regia˜o de atrac¸a˜o do caso geral
Considerando agora as matrizes obtidas pelo problema de otimizac¸a˜o (43), busca-
se confirmar que a sincronizac¸a˜o e´ obtida para a regia˜o de atrac¸a˜o estimada. Desta
forma, foram escolhidos valores iniciais de xM e de xS de tal forma que o valor inicial
1University of Pennsylvania, Philadelphia, PA, 2007
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Figura 11: Estimativa tridimensional da regia˜o de atrac¸a˜o do caso PWL
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
e(1)
e (
2)
Figura 12: Comparac¸a˜o dos cortes (e(3) = 0) das estimativas das regio˜es de atrac¸a˜o
obtidas para os controladores de realimentac¸a˜o esta´tica de estados: azul para o caso
geral; vermelho para o caso PWL
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Figura 13: Comparac¸a˜o dos cortes (e(2) = 0) das estimativas das regio˜es de atrac¸a˜o
obtidas para os controladores de realimentac¸a˜o esta´tica de estados: azul para o caso
geral; vermelho para o caso PWL
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Figura 14: Comparac¸a˜o dos cortes (e(1) = 0) das estimativas das regio˜es de atrac¸a˜o
obtidas para os controladores de realimentac¸a˜o esta´tica de estados: azul para o caso
geral; vermelho para o caso PWL
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do erro de sincronizac¸a˜o se encontra no limite da regia˜o Z0 encontrada para o caso
PWL. Foram escolhidos os valores e0 = [0.45 0.3 0.35]
′.
Com base neste estado inicial do erro foi realizada uma simulac¸a˜o nume´rica,
com os resultados obtidos representados nas Fig. 15, 16 e 17. A Fig. 15 mostra a
evoluc¸a˜o temporal do sinal de erro de sincronizac¸a˜o. Como o sinal eventualmente se
anula, pode-se concluir que o sistema S entra em sincronia com o sistema M. Na
Fig. 16 pode-se observar o comportamento temporal de cada uma das componentes
do sinal de controle u. Percebe-se que inicialmente os treˆs sinais de controle sa˜o
limitados pela saturac¸a˜o considerada, mas mesmo assim os sistemas foram capazes
de entrar em sincronia. Ale´m disso, uma vez que os sistemas entram em sincronia
o sinal de controle tambe´m se anula, ou seja, apo´s a sincronizac¸a˜o ser obtida na˜o
e´ mais necessa´rio a presenc¸a de um controlador, a na˜o ser que perturbac¸o˜es sejam
introduzidas em algum dos sistemas. Finalmente, na Fig. 17 sa˜o demonstradas as
trajeto´rias dos sistemas mestre e escravo no plano x(1) × x(2), podendo confirmar
a conclusa˜o obtida na ana´lise da Fig. 15 de que o sistema entra em sincronia.
Pode-se tambe´m observar ind´ıcios do comportamento cao´tico dos sistemas, sendo
o comportamento apresentado limitado em tempo com o propo´sito de na˜o poluir a
representac¸a˜o gra´fica da sincronizac¸a˜o.
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Figura 15: Comportamento temporal do sinal de erro
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Figura 16: Comportamento temporal do sinal de controle
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Figura 17: Trajeto´rias dos sistemas mestre e escravo no plano x(1) × x(2)
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Ale´m da simulac¸a˜o onde foi considerado um valor inicial do erro de sincronizac¸a˜o
dentro da estimativa da regia˜o de atrac¸a˜o, foi realizada tambe´m uma simulac¸a˜o
nume´rica onde o valor inicial do erro esta´ localizado fora da regia˜o de atrac¸a˜o,
sendo escolhido e0 = [4.4 4.4 4.6]
′. Como mostra a Fig. 18, nesta situac¸a˜o na˜o foi
poss´ıvel obter a sincronizac¸a˜o entre os dois sistemas. Os valores do erro aumentam
exponencialmente pois, apesar do sistema Mestre ter valores iniciais que levam ao
comportamento cao´tico como mostrado na Fig. 19, o sistema escravo e´ inicializado
de tal forma que os seus estados possuem um comportamento exponencial divergente,
como mostrado na Fig. 20.
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Figura 18: Comportamento temporal do sinal de erro
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Figura 19: Comportamento temporal dos estados do sistema Mestre
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Figura 20: Comportamento temporal dos estados do sistema Escravo
3.5 Conclusa˜o
Neste cap´ıtulo foi abordada a estrate´gia de controle por realimentac¸a˜o esta´tica de
estados, utilizando o circuito de Chua como sistema modelo para validar os teoremas
de s´ıntese dos controladores. Foi verificado ao resolver os Problemas de otimizac¸a˜o
(42) e (43) que o caso em que a na˜o-linearidade σ foi modelada como uma func¸a˜o
PWL levou a uma reduc¸a˜o de conservadorismo em relac¸a˜o a` estimativa da regia˜o
de atrac¸a˜o. Finalmente, foi mostrado, utilizando-se o resultado do caso PWL, que
a sincronizac¸a˜o e´ obtida para resultados no limite da regia˜o de atrac¸a˜o, enquanto
que valores iniciais de erro de sincronizac¸a˜o fora da regia˜o de atrac¸a˜o na˜o resultam
em sincronizac¸a˜o. Os resultados obtidos neste cap´ıtulo para o caso em que a func¸a˜o
PWL possui um ponto de quebra foram apresentados em (FISCHMANN; FLORES;
GOMES DA SILVA JR., 2017a).
Mesmo caso a na˜o-linearidade σ na˜o seja uma func¸a˜o PWL, ainda assim e´ poss´ıvel
utilizar os resultados obtidos na subsec¸a˜o 3.2.2. Para isto, a na˜o-linearidade deve
estar localizada entre duas func¸o˜es PWL, pois foi demonstrado em (HU; HUANG;
LIN, 2004) que os resultados obtidos podem ser aplicados para func¸o˜es de Lur’e
gene´ricas pertencentes ao envelope convexo de duas func¸o˜es PWL. Este envelope
convexo e´ definido por σ ∈ Co{σa, σb}, com σ = λaσa + λbσb, onde λa + λb = 1, 0 ≤
λa, λb ≤ 1, σa, σb sa˜o func¸o˜es PWL e σ e´ a func¸a˜o na˜o-linear gene´rica. Assim como
σ pertence a um envelope convexo, ρ tambe´m pertencera´ a um envelope convexo,
conforme a Observac¸a˜o 3.1, demonstrando como argumentos convexos possibilitam
o uso deste me´todo para qualquer func¸a˜o na˜o-linear σ.
Observac¸a˜o 3.1. Definindo o envelope convexo ρ ∈ Co{ρa, ρb}, tal que ρa(f1+f0) =
σa(f1 + f0)− σa(f0) e ρb(f1 + f0) = σb(f1 + f0)− σb(f0), enta˜o:
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ρ(f1 + f0) = λaρa(f1 + f0) + λbρb(f1 + f0)
ρ(f1 + f0) = λa(σa(f1 + f0)− σa(f0)) + λb(σb(f1 + f0)− σb(f0))
ρ(f1 + f0) = λaσa(f1 + f0) + λbσb(f1 + f0)− (λaσa(f0) + λbσb(f0))
ρ(f1 + f0) = σ(f1 + f0)− σ(f0)
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4 REALIMENTAC¸A˜O DINAˆMICA DE SA´IDA
Este cap´ıtulo aborda a estrate´gia de controle do tipo realimentac¸a˜o dinaˆmica
das sa´ıdas dos sistemas mestre e escravo, ou seja, sa˜o abordados os Problemas 2.3
e 2.5. Primeiramente as func¸o˜es na˜o-lineares σ(·) e Ψ(·, ·) sa˜o analisadas atrave´s
de condic¸o˜es baseadas em setor de forma similar a` feita na sec¸a˜o 3.1. Como as
na˜o-linearidades ρ(f1, f0) e Λj(f1, f0) e Φ(f) foram analisadas na sec¸a˜o mencionada
anteriormente, os Lemas previamente desenvolvidos podem ser utilizados.
Em seguida na sec¸a˜o 4.2 sa˜o apresentados os teoremas para a s´ıntese dos con-
troladores dinaˆmicos referentes aos Problemas 2.3 e 2.5. Assim como na sec¸a˜o 3.2,
os teoremas consideram a teoria de estabilidade de Lyapunov (KHALIL, 1992) jun-
tamente com as relac¸o˜es baseadas em setor obtidas tanto na sec¸a˜o 3.1 quanto na
sec¸a˜o 4.1 para gerar condic¸o˜es de estabilidade, de forma a garantir a convergeˆncia
assinto´tica do sinal de erro a zero. Diferentemente da sec¸a˜o 3.2, como e´ conside-
rado uma realimentac¸a˜o do sinal de sa´ıda, uma maneira de linearizac¸a˜o introduzida
em (SCHERER; GAHINET; CHILALI, 1997) e´ utilizada, permitindo uma mudanc¸a
de varia´vel de forma que as desigualdades matriciais propostas sejam lineares. Na
sequeˆncia, um problema de otimizac¸a˜o e´ formulado com o objetivo de maximizar a
estimativa das regio˜es de atrac¸a˜o da origem dos sistemas em malha fechada.
O cap´ıtulo e´ conclu´ıdo com uma validac¸a˜o nume´rica utilizando o mesmo sistema
apresentado na subsec¸a˜o 3.4.1. Inicialmente e´ realizada uma soluc¸a˜o para os pro-
blemas de otimizac¸a˜o propostos para os dois casos estudados neste cap´ıtulo, o que
permite que as respectivas estimativas de regia˜o de atrac¸a˜o sejam comparadas. Em
seguida, o caso que possui menor conservadorismo em relac¸a˜o a` estimativa da re-
gia˜o de atrac¸a˜o e´ escolhido para realizar duas simulac¸o˜es nume´ricas de tentativas
de sincronizac¸a˜o, sendo que a primeira simulac¸a˜o possui um valor inicial de erro de
sincronizac¸a˜o contido na estimativa da regia˜o de atrac¸a˜o, enquanto que a segunda
simulac¸a˜o possui um valor inicial fora da estimativa da regia˜o de atrac¸a˜o.
4.1 Relac¸o˜es Baseadas em Setor
Diferentemente dos casos estudados no cap´ıtulo 3, as dinaˆmicas de malha fechada
consideradas neste cap´ıtulo dependem explicitamente das na˜o linearidades σ, ρ,
Ψj, Λj e Φ. Como as na˜o-linearidades ρ, Λj e Φ ja´ possuem relac¸o˜es de setor
definidas pelos Lemas 3.1, 3.2 e 3.3, resta enta˜o definir relac¸o˜es de setor para as
na˜o-linearidades σ, definida na sec¸a˜o 2.3, e Ψj, descrita por (11). Deste modo,
sa˜o apresentadas condic¸o˜es de setor aplica´veis a estas na˜o-linearidades nos Lemas
seguintes.
A relac¸a˜o de setor referente a` na˜o-linearidade σ(·) esta´ descrita no Lema 4.1. A
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prova utilizada para validar este Lema pode ser obtida diretamente em (KHALIL,
1992).
Lema 4.1. Se σ(f) e´ tal que as suposic¸o˜es (i), (ii) e (iii) apresentadas na sec¸a˜o
2.3 sa˜o validas, enta˜o a func¸a˜o na˜o-linear σ(f) e´ tal que a relac¸a˜o
σ(f)′Sσ(σ(f)− Ωσf) ≤ 0, ∀f (46)
e´ verificada globalmente para qualquer matriz diagonal Sσ positiva definida.
Assim como no Lema 4.1, a prova do Lema referente a`s na˜o-linearidades Ψj(·, ·)
descrito a seguir podem ser encontradas em (KHALIL, 1992).
Lema 4.2. Se Ψj(·, ·) e´ tal que as suposic¸o˜es (i), (ii) e (iii) apresentadas na sec¸a˜o
2.4 sa˜o validas, enta˜o a func¸a˜o na˜o-linear Ψj(·, ·) e´ tal que a relac¸a˜o
Ψj(f, bj)
′SΨj(Ψj(f, bj)− f) ≤ 0, ∀f (47)
e´ verificada globalmente para qualquer matriz diagonal SΨj positiva definida.
4.2 Condic¸o˜es de Estabilidade
Nesta sec¸a˜o sa˜o obtidos os teoremas que solucionam os Problemas 2.3 e 2.5. A
estabilidade assinto´tica das estrate´gias de controle por realimentac¸a˜o dinaˆmica de
sa´ıda e´ garantida por condic¸o˜es LMI obtidas por func¸o˜es candidatas de Lyapunov
e pelas relac¸o˜es de setor obtidas nas sec¸o˜es 3.1 e 4.1. O uso de uma mudanc¸a
de varia´vel para realimentac¸a˜o de sa´ıda introduzida em (SCHERER; GAHINET;
CHILALI, 1997) e´ considerada para a obtenc¸a˜o das LMI s.
4.2.1 Caso Geral
Nesta subsec¸a˜o o Problema 2.3 considerando o controlador dinaˆmico de reali-
mentac¸a˜o de sa´ıda visto na subsec¸a˜o 2.3.2:
LC,D :
{
x˙c = Acxc + Ecye +Ocσ(CDye) +Bcρ(CDye, CDyS)− FcΦ(v, u0)
v = Hcxc +Dcye + Lcσ(CDye) +Rcρ(CDye, CDyS)
(48)
A dinaˆmica de malha fechada do sistema considerando o controlador (48) e´ dada
por: 
ζ˙ = Aζ + Lσ(Cζ) + Bρ(Cζ, CDHxS) + FΦ(v, u0)
v = Kζ + Lcσ(Cζ) +Rcρ(Cζ, CDHxS)
ye = [H 0q×n]ζ
(49)
onde ζ(t) = [e(t)′ xc(t)′]′ e´ um estado aumentado e as matrizes A, B, C, L, F e K
definidas como:
A =
[
A−DcH −Hc
EcH Ac
]
, B =
[
B −Rc
Bc
]
, L =
[ −Lc
Oc
]
,
F =
[
In
−Fc
]
, K =
[
DcH Hc
]
, C =
[
CDH 0m×n
]
.
Utilizando as relac¸o˜es de setor obtidas nos Lemas 4.1, 3.1 e 3.3, pode-se gerar o
Teorema 4.1 descrito a seguir.
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Teorema 4.1. Se existem matrizes positivas definidas sime´tricas X ∈ Rn×n e Y ∈
Rn×n, matrizes diagonais positivas definidas Tσ ∈ Rm×m, Tρ ∈ Rm×m e TΦ ∈ Rn×n,
matrizes A˜c ∈ Rn×n, B˜c ∈ Rn×m, Dc ∈ Rn×q, H˜c ∈ Rn×n, E˜c ∈ Rn×q, F˜c ∈ Rn×n,
R˜c ∈ Rn×m, L˜c ∈ Rn×m, O˜c ∈ Rn×m, G˜1 ∈ Rn×n e G˜2 ∈ Rn×n de tal maneira que
as seguintes LMIs sa˜o verificadas:
Θ1 ∗ ∗ ∗ ∗
Θ2 Θ4 ∗ ∗ ∗
ΩσCDHY − L˜′c ΩσCDH + O˜′c −2Tσ ∗ ∗
Θ3 B˜
′
c + ΩσCDH 0m×m −2Tρ ∗
TΦ + G˜1 F˜
′
c + G˜2 L˜c R˜c −2TΦ
 < 0 (50)
 Y ∗ ∗In X ∗
H˜c(k) − G˜1(k) Dc(k)H − G˜2(k) u20(k)
 > 0, k = 1, · · · , n (51)
com
Θ1 = Sim{AY − H˜c},
Θ2 = A˜c + A
′ −H ′D′c,
Θ3 = TρB
′ − R˜′c + ΩσCDHY,
Θ4 = Sim{XA+ E˜cH},
enta˜o o controlador de realimentac¸a˜o dinaˆmica de sa´ıda (48), com
Ac = (U
−1)′(A˜c −XAY +XH˜c − U ′EcHY )N−1
Bc = (U
−1)′(B˜cT−1ρ −X(B −Rc))
Ec = (U
−1)′(E˜c +XDc)
Fc = (U
−1)′(X − F˜cT−1Φ )
Rc = R˜cT
−1
ρ
Hc = (H˜c −DcHY )N−1
Lc = L˜cT
−1
σ
Oc = (U
−1)′(O˜cT−1σ +XLc)
(52)
onde as matrizes U e N verificam U ′N = I −XY , garante que todas as trajeto´rias
do sistema (49) iniciadas no conjunto
Z0 = E(P, 1) = {ζ ∈ R2n; ζ ′Pζ ≤ 1} (53)
com P =
[
X U ′
U •
]
convergem assintoticamente para a origem.
Prova. Definindo a func¸a˜o candidata de Lyapunov V = ζ ′Pζ com P =
[
X U ′
U •
]
e P−1 =
[
Y N ′
N •
]
. Calculando a sua derivada ao longo das trajeto´rias do sistema
tem-se:
V˙ = Sim{ζ ′P [Aζ + Lσ(Cζ) + Bρ(Cζ, CDyS) + FΦ(v)]}. (54)
Suponha agora que σ(·) e´ tal que as suposic¸o˜es (i) a (iii) descritas na sec¸a˜o 2.3
sa˜o va´lidas. Enta˜o, dos Lemas 4.1 e 3.1 segue-se:
Υσ = σ(Cζ)′Sσ(σ(Cζ)− ΩσCζ) ≤ 0 (55)
57
e
Υρ = ρ(Cζ, CDyS)′Sρ(ρ(Cζ, CDyS)− ΩσCζ) ≤ 0. (56)
sa˜o verificados ∀ζ, yS.
Considerando v como definida em (49), definindo um vetor
w = Gζ + Lcσ(Cζ) +Rcρ(Cζ, CDyS)
com G ∈ Rn×(2n), Lc ∈ Rm×m, Rc ∈ Rm×m e o conjunto
W(ζ) = {ζ ∈ R2n; |(K(k) −G(k)ζ| ≤ u0(k), k = 1, · · · , n}
Com base no conjunto descrito acima, do Lema 3.3 segue que:
ΥΦ = Φ(v)
′SΦ(Φ(v)−Gζ − Lcσ(Cζ)−Rcρ(Cζ, CDyS)) ≤ 0 (57)
e´ va´lida ∀ζ ∈ W(ζ) e consequentemente,
V˙ ≤ Sim{ζ ′P [Aζ + Lσ(Cζ) + Bρ(Cζ, CyS) + FΦ(v)]}
−2Υσ − 2Υρ − 2ΥΦ (58)
desde que ζ ∈ W(ζ).
O lado direito de desigualdade (58) pode ser escrito em uma forma matricial
ξ3(t)
′Γ3ξ3(t) onde ξ3 = [ζ ′ σ′ ρ′ Φ′]′ e
Γ3 =

Sim{A′P} ∗ ∗ ∗
SσΩσC+ L′P −2Sσ ∗ ∗
B′P + SρΩσC 0m×m −2Sρ ∗
F′P + SΦG SΦLc SΦRc −2SΦ
 ,
onde pode ser diretamente inferido que Γ3 < 0 implica em V˙ < 0, ∀ζ ∈ W(ζ).
A sequeˆncia da prova utiliza a transformac¸a˜o linear apresentada em (SCHERER;
GAHINET; CHILALI, 1997) para demonstrar que (50) implica em Γ3 < 0. E´
utilizado a matriz Π =
[
Y In
N 0n×n
]
, a qual e´ garantidamente na˜o-singular se In −
XY tambe´m for na˜o-singular. Como (51) implica que In−XY e´ na˜o-singular, enta˜o
Π e´ na˜o-singular.
Assim, definindo Tσ = S
−1
σ , Tρ = S
−1
ρ e TΦ = S
−1
Φ e pre´- e po´s-multiplicando a
matriz Γ3 por diag{Π′, Tσ, Tρ, TΦ} e sua transposta, respectivamente, resulta em
Γ¯3 =

Sim{Π′A′PΠ} ∗ ∗ ∗
ΩσCΠ + TσL′PΠ −2Tσ ∗ ∗
TρB′PΠ + ΩσCΠ 0m×m −2Tρ ∗
TΦF′PΠ +GΠ LcTσ RcTρ −2TΦ
 .
Expandindo as matrizes encontradas em Γ¯3 e realizando as seguintes mudanc¸as de
58
varia´veis:
A˜c = XAY −XH˜c + U ′EcHY + U ′AcN
B˜c = (X(B −Rc) + (U ′Bc))Tρ
H˜c = DcHY +HcN
E˜c = U
′Ec −XDc
L˜c = LcTσ
R˜c = RcTρ
O˜c = (U
′Oc −XLc)Tσ
F˜c = XTΦ − U ′FcTΦ
G = [G1 G2]
G˜1 = G1Y +G2N
G˜2 = G1
Segue enta˜o que (50) e´ equivalente a` Γ¯3 < 0, o que implica em Γ3 < 0 e, portanto
V˙ < 0, ∀ζ ∈ W(ζ).
A relac¸a˜o (51) garante que E(P, 1) como definido em (53) se encontra dentro do
conjuntoW(ζ), i.e. E(P, 1) ⊂ W(ζ). Esta prova e´ ana´loga a feita na subsec¸a˜o 3.2.1.
De (TARBOURIECH et al., 2011) sabe-se que Z0 ⊂ W(e) se
ζ ′Pζ − ζ ′(K(k) −G(k))′ 1
u20(k)
(K(k) −G(k))ζ, k = 1, · · · , n (59)
pois neste caso tem-se
ζ ′(K(k) −G(k))′ 1
u20(k)
(K(k) −G(k))ζ < ζ ′Pζ ≤ 1
Aplicando o complemento de Schur em (59), tem-se:[
P ∗
(K(k) −G(k)) u20(k)
]
> 0, k = 1, · · · , n
Ao pre´- e po´s-multiplicar, respectivamente, a matriz resultante por diag{Π, 1} e
sua transposta e realizar as trocas de varia´veis consideradas anteriormente obte´m-se
(51). Consequentemente, satisfazer (50) e (51) implica que V˙ < 0 para todas as
trajeto´rias (9) iniciadas em E(P, 1), o que conclui a prova.
Observac¸a˜o 4.1. Nota-se que apesar do sinal yS na˜o ser necessa´rio para a prova
da estabilidade da dinaˆmica do erro de sincronizac¸a˜o, este e´ necessa´rio para a
implementac¸a˜o do controlador dinaˆmico por realimentac¸a˜o de sa´ıda, pois a na˜o-
linearidade Λ do controlador possui este sinal como uma de suas entradas.
Utilizando as relac¸o˜es de setor dos Lemas 4.1, 3.1 e 3.3 de tal forma que w
escolhido satisfac¸a globalmente a condic¸a˜o de setor apresentada, pode-se enunciar o
Corola´rio 4.1 descrito a seguir.
Corola´rio 4.1. Se existem matrizes positivas definidas sime´tricas X ∈ Rn×n e Y ∈
Rn×n, matrizes diagonais positivas definidas Tσ ∈ Rm×m, Tρ ∈ Rm×m e TΦ ∈ Rn×n,
matrizes A˜c ∈ Rn×n, B˜c ∈ Rn×m, Dc ∈ Rn×q, H˜c ∈ Rn×n, E˜c ∈ Rn×q, F˜c ∈ Rn×n,
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R˜c ∈ Rn×m, L˜c ∈ Rn×m e O˜c ∈ Rn×m de tal maneira que as seguintes LMIs sa˜o
verificadas:
Θ1 ∗ ∗ ∗ ∗
Θ2 Θ4 ∗ ∗ ∗
ΩσCDHY − L˜′c ΩσCDH + O˜′c −2Tσ ∗ ∗
Θ3 B˜
′
c + ΩσCDH 0m×m −2Tρ ∗
TΦ + H˜c F˜
′
c +Dc L˜c R˜c −2TΦ
 < 0 (60)
[
Y ∗
In X
]
> 0 (61)
com
Θ1 = Sim{AY − H˜c},
Θ2 = A˜c + A
′ −H ′D′c,
Θ3 = TρB
′ − R˜′c + ΩσCDHY,
Θ4 = Sim{XA+ E˜cH},
enta˜o o controlador de realimentac¸a˜o dinaˆmica de sa´ıda (48), com
Ac = (U
−1)′(A˜c −XAY +XH˜c − U ′EcHY )N−1
Bc = (U
−1)′(B˜cT−1ρ −X(B −Rc))
Ec = (U
−1)′(E˜c +XDc)
Fc = (U
−1)′(X − F˜cT−1Φ )
Rc = R˜cT
−1
ρ
Hc = (H˜c −DcHY )N−1
Lc = L˜cT
−1
σ
Oc = (U
−1)′(O˜cT−1σ +XLc)
(62)
onde as matrizes U e N verificam U ′N = I −XY , garante que todas as trajeto´rias
do sistema (49) com P =
[
X U ′
U •
]
convergem assintoticamente para a origem.
Prova. Considere que G = K. Assim, segue que a condic¸a˜o de setor
ΥΦ = Φ(v)
′SΦ(Φ(v)−Kζ − Lcσ(Cζ)−Rcρ(Cζ, CDyS)) ≤ 0 (63)
e´ verificada ∀ζ ∈ R2n. Note que neste caso GΠ = KΠ = [H˜c Dc]. Pode-se, assim,
perceber que (60) corresponde a` (50) obtida no Teorema 3.1 e que a estabilidade
assinto´tica global da origem do erro de sincronizac¸a˜o e´ obtida. A relac¸a˜o (61) e´
necessa´ria para garantir que In − XY seja na˜o-singular, o que implica que Π seja
na˜o-singular.
Utilizando apenas as relac¸o˜es de setor dos Lemas 3.1 e 3.3 e considerando que
os elementos Lc e Oc da lei de controle (48) sa˜o nulos, pode-se enunciar o Corola´rio
4.2 descrito a seguir.
Corola´rio 4.2. Se existem matrizes positivas definidas sime´tricas X ∈ Rn×n e Y
∈ Rn×n, matrizes diagonais positivas definidas ∈ Rm×m, Tρ ∈ Rm×m e TΦ ∈ Rn×n,
matrizes A˜c ∈ Rn×n, B˜c ∈ Rn×m, Dc ∈ Rn×q, H˜c ∈ Rn×n, E˜c ∈ Rn×q, F˜c ∈ Rn×n,
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R˜c ∈ Rn×m, G˜1 ∈ Rn×n e G˜2 ∈ Rn×n de tal maneira que as seguintes LMIs sa˜o
verificadas: 
Θ1 ∗ ∗ ∗
Θ2 Θ4 ∗ ∗
Θ3 B˜
′
c + ΩσCDH −2Tρ ∗
TΦ + G˜1 F˜
′
c + G˜2R˜c −2TΦ
 < 0 (64)
 Y ∗ ∗In X ∗
H˜c(k) − G˜1(k) Dc(k)H − G˜2(k) u20(k)
 > 0, k = 1, · · · , n (65)
com
Θ1 = Sim{AY − H˜c},
Θ2 = A˜c + A
′ −H ′D′c,
Θ3 = TρB
′ − R˜′c + ΩσCDHY,
Θ4 = Sim{XA+ E˜cH},
enta˜o o controlador de realimentac¸a˜o dinaˆmica de sa´ıda (48), com
Ac = (U
−1)′(A˜c −XAY +XH˜c − U ′EcHY )N−1
Bc = (U
−1)′(B˜cT−1ρ −X(B −Rc))
Ec = (U
−1)′(E˜c +XDc)
Fc = (U
−1)′(X − F˜cT−1Φ )
Rc = R˜cT
−1
ρ
Hc = (H˜c −DcHY )N−1
(66)
onde as matrizes U e N verificam U ′N = I −XY , garante que todas as trajeto´rias
do sistema (49) iniciadas no conjunto Z0 = E(P, 1) = {ζ ∈ R2n; ζ ′Pζ ≤ 1} com
P =
[
X U ′
U •
]
convergem assintoticamente para a origem.
Prova. Esta prova pode ser diretamente obtida da prova do Teorema 4.1, apenas
considerando Lc e Oc nulos e descartando a relac¸a˜o de setor do Lema 4.1.
4.2.2 Caso Linear por Partes
Nesta subsec¸a˜o o Problema 2.5 e´ considerado. O controlador dinaˆmico de reali-
mentac¸a˜o de sa´ıda encontrado na subsec¸a˜o 2.4.2 e´ dado por
LC,D :

x˙c = Acxc + (Ec + (Oc0 +Bc0)CD)He− FcΦ(v, u0)
−
N−1∑
j=1
Ocj(∆j −∆j+1)Ψj(CDHe, bj)
−
N−1∑
j=1
(Bcj(∆j −∆j+1)Λj(CDHe,CDHxS))
v = Hcxc + (Dc + (Lc0 +Rc0)CD)He−
N−1∑
j=1
Lcj(∆j −∆j+1)Ψj(CDHe, bj)
−
N−1∑
j=1
(Rcj(∆j −∆j+1)Λj(CDHe,CDHxS))
(67)
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e´ considerado. A dinaˆmica de malha fechada do sistema considerando o controlador
(67) e´ dada por:

ζ˙ = Aζ +
N−1∑
j=1
(Lj(∆j −∆j+1)Ψj(Cζ, bj))
+
N−1∑
j=1
(Bj(∆j −∆j+1)Λj(Cζ, CDHxS)) + FΦ(v, u0)
v = (K+ (Lc0 +Rc0)C)ζ −
N−1∑
j=1
(Lcj(∆j −∆j+1)Ψj(Cζ, bj))
−
N−1∑
j=1
(Rcj(∆j −∆j+1)Λj(Cζ, CHxS))
ye = [H 0q×n]ζ
(68)
onde ζ(t) = [e(t)′ xc(t)′]′ e´ um estado aumentado, Oc0 = Oc1∆1 = Oc∆1, Bc0 =
Bc1∆1 = Bc∆1, Lc0 = Lc1∆1 = Lc∆1, Rc0 = Rc1∆1 = Rc∆1 e as matrizes A, Bj, C,
Lj, F e K sa˜o definidas como:
A =
[
A− (Dc + ((Lc0 +Rc0)−B∆1)CD)H −Hc
(Ec + (Oc0 +Bc0)CD)H Ac
]
, Bj =
[
Rcj −B
−Bcj
]
Lj =
[
Lcj
−Ocj
]
,F =
[
In
−Fc
]
, K =
[
DcH Hc
]
, C =
[
CDH 0m×n
]
.
Teorema 4.2. Se existem matrizes sime´tricas positivas definidas X ∈ Rn×n e Y ∈
Rn×n, matrizes diagonais positivas definidas TΨj ∈ Rm×m, TΛj ∈ Rm×m e TΦ ∈ Rn×n
e matrizes A˜c ∈ Rn×n, B˜cj ∈ Rn×m, Dc ∈ Rn×q, H˜c ∈ Rn×n, E˜c ∈ Rn×q, F˜c ∈
Rn×n,R˜cj ∈ Rn×m, L˜cj ∈ Rn×m, O˜cj ∈ Rn×m, G˜1 ∈ Rn×n e G˜2 ∈ Rn×n satisfazendo
as seguintes LMIs

Θ1 ∗ ∗ ∗ ∗
Θ2 Θ5 ∗ ∗ ∗
Θ3 Θ6 −2TΨ ∗ ∗
Θ4 Θ7 0(jm)×(jm) −2TΛ ∗
TΦ + G˜1 F˜
′
c + G˜2 −Θ8 −Θ9 −2TΦ
 < 0 (69)
 Y ∗ ∗I X ∗
H˜c(k) − G˜1(k) Dc(k) − G˜2(k) u20(k)
 > 0, k = 1, · · · , n (70)
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com
Θ1 = Sim{(A+B∆1CDH)Y − H˜c},
Θ2 = A˜c + (A+B∆1CDH)
′ −H ′(Dc)′,
Θ3 = [(CDHY )
′ + L˜c1(∆1 −∆2) · · · (CDHY )′ + L˜cN−1(∆N−1 −∆N)]′
Θ4 = [−TΛ1(B(∆1 −∆2)) + R˜c1(∆1 −∆2) + (CDHY )′ · · ·
−TΛN−1(B(∆N−1 −∆N)) + R˜cN−1(∆N−1 −∆N) + (CDHY )′],
Θ5 = Sim{X(A+B∆1CH) + E˜cH}
Θ6 = [(CDH)
′ − O˜c1(∆1 −∆2) · · · (CDH)′ − O˜cN−1(∆N−1 −∆N)]
Θ7 = [(CDH)
′ − B˜c1(∆1 −∆2) · · · (CDH)′ − B˜cN−1(∆N−1 −∆N)]
Θ8 = [L˜c1(∆1 −∆2) · · · L˜cN−1(∆N−1 −∆N)]
Θ9 = [R˜c1(∆1 −∆2) · · · R˜cN−1(∆N−1 −∆N)]
TΨ = diag{TΨ1 , · · · , TΨN−1}
TΛ = diag{TΛ1 , · · · , TΛN−1},
enta˜o o controlador de realimentac¸a˜o dinaˆmica de sa´ıda (67), com
Ac = (U
−1)′(A˜c +H ′(Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
+Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))CD)′ −X(A+B∆1CDH)Y
+XH˜c − U ′(Ec + (Oc1∆1 +
N−1∑
j=1
∆j(Ocj −Ocj−1)
+Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD)HY )N−1
Bcj = (U
−1)′(B˜cjT
−1
Λj
+X(B −Rcj))
Ec = (U
−1)′(E˜c +X(Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
+Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))CD))
−(Oc1∆1 +
N−1∑
j=1
∆j(Ocj −Ocj−1)
+Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD
Fc = (U
−1)′(X − F˜cT−1Φ )
Rcj = R˜cjT
−1
Λj
Hc = (H˜c − (Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
+Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))CD)HY )N−1
Lcj = L˜cjT
−1
Ψj
Ocj = (U
−1)′(O˜cjT
−1
Ψj
+XLcj)
(71)
onde as matrizes U e N verificam U ′N = I − XY , garante que todas as trajeto´-
rias do sistema (68) iniciadas em um conjunto Z0 com P =
[
X U ′
U •
]
convergem
assintoticamente para a origem.
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Prova. Definindo a func¸a˜o candidata de Lyapunov V = ζ ′Pζ com P =
[
X U ′
U •
]
,
P−1 =
[
Y N ′
N •
]
, e obtendo a sua derivada ao longo das trajeto´rias do sistema
tem-se:
V˙ = Sim{ζ ′P [Aζ +
N−1∑
j=1
(Lj(∆j −∆j+1)Ψj(Cζ, bj))
+
N−1∑
j=1
(Bj(∆j −∆j+1)Λj(Cζ, CDyS)) + FΦ(v, u0)}.
(72)
Assumindo agora que σ(·) e´ tal que as suposic¸o˜es (i) a (iii) descritas na sec¸a˜o 2.4
sa˜o va´lidas. Enta˜o, dos Lemas 4.2 e 3.2, segue que
ΥΨj = Ψj(Cζ)′SΨj(Ψj(Cζ)− Cζ) ≤ 0 (73)
e
ΥΛj = Λj(Cζ, CDyS)′SΛj(Λj(Cζ, CDyS)− Cζ) ≤ 0. (74)
sa˜o verificadas ∀ζ, yS.
Considerando agora v como definida em (68), um vetor w conforme definido na
subsec¸a˜o 4.2.1
w = (G+ (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))C)ζ
−
N−1∑
j=1
(Lcj(∆j −∆j+1)Ψj +Rcj(∆j −∆j+1)Λj)
com G ∈ Rn×(2n), Lcj ∈ Rm×m, Rcj ∈ Rm×m e o conjunto
W(ζ) = {ζ ∈ R2n; |(K(k) −G(k))ζ| ≤ u0(k), k = 1, · · · , n, i = 1, · · · ,m}.
Note que o termo
(Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))C)
que multiplica ζ em w se anula com o mesmo termo encontrado em (68).
Assim, do Lema 3.3,
ΥΦ = Φ(v)
′SΦ(Φ(v)− (G+ (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1
+
N−1∑
j=1
∆j(Lcj − Lcj−1))C)ζ − Lcj(∆j −∆j+1)Ψj
−Rcj(∆j −∆j+1)Λj ≤ 0
(75)
e´ va´lida ∀ζ ∈ W(ζ) e, consequentemente,
V˙ ≤ Sim{ζ ′P [Aζ +∑N−1j=1 (LjΨj + BjΛj) + FΦ(v)]} − 2ΥΨj − 2ΥΛj − 2ΥΦ
(76)
desde que ζ ∈ W(ζ).
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O lado direito de (72) pode ser reescrito em uma forma matricial ξ4(t)
′Γ4ξ4(t) com
ξ4 = [ζ
′Ψ′Λ′Φ′]′, Ψ = [Ψ1 · · ·ΨN−1], Λ = [Λ1 · · ·ΛN−1], SΨ = diag{SΨ1 , · · · , SΨN−1},
SΛ = diag{SΛ1 , · · · , SΛN−1} e
Γ4 =

Sim{A′P} ∗ ∗ ∗
θ1 −2SΨ ∗ ∗
θ2 0m×m −2SΛ ∗
F′P + θ3 −θ4 −θ5 −2SΦ
 ,
com
θ1 = [(SΨ1C)′ + PL1(∆1 −∆2) · · · (SΨN−1C)′ + PLN−1(∆N−1 −∆N)]′
θ2 = [(SΛ1C)′ + PB1(∆1 −∆2) · · · (SΛN−1C)′ + PBN−1(∆N−1 −∆N)]′
θ3 = SΦ(G+ (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1
+
∑N−1
j=2 ∆j(Lcj − Lcj−1))C)
θ4 = [SΦLc1(∆1 −∆2) · · · SΦLcN−1(∆N−1 −∆N)]
θ5 = [SΦRc1(∆1 −∆2) · · · SΦRcN−1(∆N−1 −∆N)]
e onde pode ser inferido diretamente que Γ4 < 0 implica em V˙ < 0, ∀ζ ∈ W(ζ).
Assim como na subsec¸a˜o 4.2.1, e´ utilizada a matriz Π =
[
Y In
N 0n×n
]
introdu-
zida em (SCHERER; GAHINET; CHILALI, 1997) para poder realizar mudanc¸as
de varia´veis a fim de obter uma LMI. Novamente, a equac¸a˜o (70) garante que
Π e´ na˜o-singular, pois In − XY e´ na˜o-singular. Assim, definindo TΨj = S−1Ψj ,
TΨ = diag{TΨ1 , · · · , TΨN−1}, TΛj = S−1Λj , TΛ = diag{TΛ1 , · · · , TΛN−1} e TΦ = S−1Φ
e pre´- e po´s-multiplicando a matriz Γ4 respectivamente por diag{Π′, TΨ, TΛ, TΦ} e a
sua transposta resulta em
Γ¯4 =

Sim{Π′A′PΠ} ∗ ∗ ∗
θ6 −2TΨ ∗ ∗
θ7 0m×m −2TΛ ∗
TΦF′PΠ + θ8 −θ9 −θ10 −2TΦ
 .
com
θ6 = [(CΠ)′ + Π′PL1(∆1 −∆2) · · · (CΠ)′ + Π′PLN−1(∆N−1 −∆N)]′
θ7 = [(CΠ)′ + Π′PB1(∆1 −∆2) · · · (CΠ)′ + Π′PBN−1(∆N−1 −∆N)]′
θ8 = (G+ (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1
+
∑N−1
j=2 ∆j(Lcj − Lcj−1))C)Π
θ9 = [Lc1(∆1 −∆2)TΨ1 · · · LcN−1(∆N−1 −∆N)TΨN−1 ]
θ10 = [Rc1(∆1 −∆2)TΛ1 · · · RcN−1(∆N−1 −∆N)TΛN−1 ]
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Expandindo os elementos de Γ¯4 e realizando as seguintes mudanc¸as de varia´veis:
A˜c = X(A+B∆1CDH)Y −XH˜c + U ′(Ec + (Oc1∆1 +
N−1∑
j=1
∆j(Ocj −Ocj−1)
+Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD)HY + U ′AcN
−H ′(Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1)CD)′
B˜cj = (X(Rcj −B) + (U ′Bcj))TΛj
H˜c = ((Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1
+
N−1∑
j=1
∆j(Lcj − Lcj−1))CD)HY ) +HcN
E˜c = U
′(Ec + (Oc1∆1 +
N−1∑
j=1
∆j(Ocj −Ocj−1) +Bc1∆1
+
N−1∑
j=1
∆j(Bcj −Bcj−1)))−X(Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
+Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))CD)
L˜cj = LcjTΨj
R˜cj = RcjTΛj
O˜cj = (U
′Ocj −XLcj)TΨj
F˜c = XTΦ − U ′FcTΦ
G = [G1 G2]
G˜1 = (G1 + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1
+
N−1∑
j=1
∆j(Lcj − Lcj−1))CDH)Y +G2N
G˜2 = G1 + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1
+
N−1∑
j=1
∆j(Lcj − Lcj−1))CDH
O procedimento para obter (70) e´ o mesmo utilizado na sub-sec¸a˜o 4.2.1. Assim,
segue que a relac¸a˜o (70) garante que E(P, 1) como definida em (53) esta´ localizada
dentro de W(ζ), i.e. E(P, 1) ⊂ W(ζ). Consequentemente, a satisfac¸a˜o de (69) e de
(70) implica em V˙ < 0 para todas as trajeto´rias do sistema de malha fechada (68)
iniciadas em E(P, 1), o que conclui a prova.
Utilizando as relac¸o˜es de setor dos Lemas 4.2, 3.2 e 3.3 de tal forma que w
escolhido satisfac¸a globalmente a condic¸a˜o de setor apresentada, pode-se enunciar o
Corola´rio 4.3 descrito a seguir.
Corola´rio 4.3. Se existem matrizes sime´tricas positivas definidas X ∈ Rn×n e
Y ∈ Rn×n, matrizes diagonais positivas definidas TΨj ∈ Rm×m, TΛj ∈ Rm×m e
TΦ ∈ Rn×n e matrizes A˜c ∈ Rn×n, B˜cj ∈ Rn×m, Dc ∈ Rn×q, H˜c ∈ Rn×n, E˜c ∈ Rn×q,
F˜c ∈ Rn×n, R˜cj ∈ Rn×m, L˜cj ∈ Rn×m, e O˜cj ∈ Rn×m satisfazendo as seguintes LMIs
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
Θ1 ∗ ∗ ∗ ∗
Θ2 Θ5 ∗ ∗ ∗
Θ3 Θ6 −2TΨ ∗ ∗
Θ4 Θ7 0(jm)×(jm) −2TΛ ∗
TΦ + H˜c F˜
′
c +Dc −Θ8 −Θ9 −2TΦ
 < 0 (77)
[
Y ∗
I X
]
> 0, k = 1, · · · , n (78)
com
Θ1 = Sim{(A+B∆1CDH)Y − H˜c},
Θ2 = A˜c + (A+B∆1CDH)
′ −H ′D′c,
Θ3 = [(CDHY )
′ + L˜c1(∆1 −∆2) · · · (CDHY )′ + L˜cN−1(∆N−1 −∆N)]′
Θ4 = [−TΛ1(B(∆1 −∆2)) + R˜c1(∆1 −∆2) + (CDHY )′ · · ·
−TΛN−1(B(∆N−1 −∆N)) + R˜cN−1(∆N−1 −∆N) + (CDHY )′],
Θ5 = Sim{X(A+B∆1CH) + E˜cH}
Θ6 = [(CDH)
′ − O˜c1(∆1 −∆2) · · · (CDH)′ − O˜cN−1(∆N−1 −∆N)]
Θ7 = [(CDH)
′ − B˜c1(∆1 −∆2) · · · (CDH)′ − B˜cN−1(∆N−1 −∆N)]
Θ8 = [L˜c1(∆1 −∆2) · · · L˜cN−1(∆N−1 −∆N)]
Θ9 = [R˜c1(∆1 −∆2) · · · R˜cN−1(∆N−1 −∆N)]
TΨ = diag{TΨ1 , · · · , TΨN−1}
TΛ = diag{TΛ1 , · · · , TΛN−1},
enta˜o o controlador de realimentac¸a˜o dinaˆmica de sa´ıda (67), com
A˜c = X(A+B∆1CDH)Y −XH˜c + U ′(Ec + (Oc1∆1 +
N−1∑
j=1
∆j(Ocj −Ocj−1)
+Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD)HY + U ′AcN
−H ′(Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1) + Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1)CD)′
Bcj = (U
−1)′(B˜cjT
−1
Λj
+X(B −Rcj))
Ec = (U
−1)′(E˜c +X(Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
+Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))CD))
−(Oc1∆1 +
N−1∑
j=1
∆j(Ocj −Ocj−1)
+Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD
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Fc = (U
−1)′(X − F˜cT−1Φ )
Rcj = R˜cjT
−1
Λj
Hc = (H˜c − (Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
+Lc1∆1 +
N−1∑
j=1
∆j(Lcj − Lcj−1))CD)HY )N−1
Lcj = L˜cjT
−1
Ψj
Ocj = (U
−1)′(O˜cjT
−1
Ψj
+XLcj)
(79)
onde as matrizes U e N verificam U ′N = I −XY , garante que todas as trajeto´rias
do sistema (68) com P =
[
X U ′
U •
]
convergem assintoticamente para a origem.
Prova. Considere que G = K. Assim, segue que a condic¸a˜o de setor
ΥΦ = Φ(v)
′SΦ(Φ(v)−Kζ − Lcσ(Cζ)−Rcρ(Cζ, CDyS)) ≤ 0 (80)
e´ verificada ∀ζ ∈ R2n. Note que neste caso GΠ = KΠ = [H˜c Dc]. Pode-se, assim,
perceber que (77) corresponde a` (69) obtida no Teorema 3.1 e que a estabilidade
assinto´tica global da origem do erro de sincronizac¸a˜o e´ obtida. A relac¸a˜o (78) e´
necessa´ria para garantir que In − XY seja na˜o-singular, o que implica que Π seja
na˜o-singular.
Utilizando apenas as relac¸o˜es de setor dos Lemas 3.2 e 3.3 e considerando que os
elementos Lcj e Ocj da lei de controle (68) sa˜o nulos, pode-se enunciar o Corola´rio
4.4 descrito a seguir.
Corola´rio 4.4. Se existem matrizes sime´tricas positivas definidas X ∈ Rn×n e
Y ∈ Rn×n, matrizes diagonais positivas definidas TΛj ∈ Rm×m e TΦ ∈ Rn×n e
matrizes A˜c ∈ Rn×n, B˜cj ∈ Rn×m, Dc ∈ Rn×q, H˜c ∈ Rn×n, E˜c ∈ Rn×q, F˜c ∈ Rn×n,R˜cj
∈ Rn×m, G˜1 ∈ Rn×n e G˜2 ∈ Rn×n satisfazendo as seguintes LMIs
Θ1 ∗ ∗ ∗
Θ2 Θ4 ∗ ∗
Θ3 Θ5 −2TΛ ∗
TΦ + G˜1 F˜
′
c + G˜2 −Θ6 −2TΦ
 < 0 (81)
 Y ∗ ∗I X ∗
H˜c(k) − G˜1(k) Dc(k) − G˜2(k) u20(k)
 > 0, k = 1, · · · , n (82)
com
Θ1 = Sim{(A+B∆1CDH)Y − H˜c},
Θ2 = A˜c + (A+B∆1CDH)
′ −H ′(Dc)′,
Θ3 = [−TΛ1(B(∆1 −∆2)) + R˜c1(∆1 −∆2) + (CDHY )′ · · ·
−TΛN−1(B(∆N−1 −∆N)) + R˜cN−1(∆N−1 −∆N) + (CDHY )′],
Θ4 = Sim{X(A+B∆1CH) + E˜cH}
Θ5 = [(CDH)
′ − B˜c1(∆1 −∆2) · · · (CDH)′ − B˜cN−1(∆N−1 −∆N)]
Θ6 = [R˜c1(∆1 −∆2) · · · R˜cN−1(∆N−1 −∆N)]
TΨ = diag{TΨ1 , · · · , TΨN−1}
TΛ = diag{TΛ1 , · · · , TΛN−1},
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enta˜o o controlador de realimentac¸a˜o dinaˆmica de sa´ıda (67), com
Ac = (U
−1)′(A˜c +H ′(Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
)CD)
′ −X(A+B∆1CDH)Y
+XH˜c − U ′(Ec+
+(Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD)HY )N−1
Bcj = (U
−1)′(B˜cjT
−1
Λj
+X(B −Rcj))
Ec = (U
−1)′(E˜c +X(Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
)CD))
−(Bc1∆1 +
N−1∑
j=1
∆j(Bcj −Bcj−1))CD
Fc = (U
−1)′(X − F˜cT−1Φ )
Rcj = R˜cjT
−1
Λj
Hc = (H˜c − (Dc + (Rc1∆1 +
N−1∑
j=1
∆j(Rcj −Rcj−1)
)CD)HY )N
−1
(83)
onde as matrizes U e N verificam U ′N = I − XY , garante que todas as trajeto´-
rias do sistema (68) iniciadas em um conjunto Z0 com P =
[
X U ′
U •
]
convergem
assintoticamente para a origem.
Prova. Esta prova pode ser diretamente obtida da prova do Teorema 4.2, apenas
considerando Lcj e Ocj nulos e descartando a relac¸a˜o de setor do Lema 4.2.
4.3 Problema de Otimizac¸a˜o
Um dos objetivos deste trabalho consiste em obter o maior conjunto de condic¸o˜es
iniciais admiss´ıveis Z0 para as quais e´ poss´ıvel garantir a convergeˆncia de trajeto´rias
em malha fechada para a origem. Deste modo, baseando-se nos Teoremas 4.1 e 4.2,
pode-se propor problemas de otimizac¸a˜o para a obtenc¸a˜o das matrizes de ganho do
controlador de realimentac¸a˜o dinaˆmica de sa´ıda (67), tendo como objetivo a maxi-
mizac¸a˜o do tamanho do conjunto Z0. Escolheu-se utilizar, assim como na sec¸a˜o 3.3,
um conjunto poliedral Ξ = conv{v1, v2, . . . , vl} onde os ve´rtices vl ∈ R2n, l = 1, . . . , n
correspondem a direc¸o˜es nas quais o conjunto devera´ ser maximizado, conhecidos a
priori.
O objetivo do problema de otimizac¸a˜o e´ maximizar um escalar γ > 0 de tal forma
que γΞ ⊂ Z0 seja maximizado. Assim, devido a` forma da matriz P e como tem-se
o objetivo de maximizar o sinal de erro inicial de sincronizac¸a˜o admiss´ıvel e(t), na˜o
sendo relevante o sinal xc(t), pode-se considerar vl = [v¯
′
l 0
′
1×n]
′ com v¯l ∈ Rn. Assim,
assumindo γ =
1√
η
, a minimizac¸a˜o de η implica na maximizac¸a˜o de γ.
γv′lPvlγ ≤ 1
69
Como P =
[
X U ′
U •
]
e vl = [v¯
′
l 0
′
1×n]
′, enta˜o
[v¯′l 0
′
1×n]
[
X U ′
U •
] [
v¯l
0n×1
]
≤ η
v¯′lXv¯l ≤ η
(84)
Portanto, as soluc¸o˜es destes problemas podem ser obtidas atrave´s dos problemas
de otimizac¸a˜o (85) e (86), sendo o primeiro relacionado com o Problema 2.3 enquanto
que o segundo se refere ao Problema 2.5.
min η
sujeito a
{
v¯′lXv¯l ≤ η, ∀l = 1, . . . , n
Relac¸o˜es (50) e (51)
(85)
min η
sujeito a
{
v¯′lXv¯l ≤ η, ∀l = 1, . . . , n
Relac¸o˜es (69) e (70)
(86)
Assumindo γ =
1√
η
, a minimizac¸a˜o de η implica na maximizac¸a˜o de γ. Observe
que uma vez que as condic¸o˜es (50), (51), (69) e (70) sa˜o LMI s, enta˜o os problemas de
otimizac¸a˜o (85) e (86) sa˜o convexos e, portanto, podem ser resolvidos eficientemente
por solucionadores de LMI padra˜o.
4.4 Validac¸a˜o Nume´rica
Para resolver os problemas de otimizac¸a˜o considerados neste cap´ıtulo, foi utili-
zado o circuito de Chua, o qual foi previamente descrito na subsec¸a˜o 3.4.1. Ale´m
disso foram considerados os mesmos paraˆmetros do cap´ıtulo anterior, descritas na
Tabela 2 e com σ(CDy) = −φ(y(1)) para a controlador dinaˆmico de realimentac¸a˜o
de sa´ıda. Como o sistema escolhido possui uma na˜o-linearidade PWL com apenas
um ponto de quebra, o Teorema 4.2 pode ser aplicado com Oc0 = Oc1∆1 = Oc∆1,
com relac¸o˜es ana´logas para Bc0 , Lc0 e Rc0 , conforme mencionado na Observac¸a˜o
2.2. Resolvendo, enta˜o, o problema convexo (85) considerando o seguinte conjunto
poliedral
Ξ = Co


1
0
0
03×1
 ,

0
1
0
03×1
 ,

0
0
1
03×1

 ,
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foram obtidas as seguintes matrizes relacionadas ao Problema 2.3:
X =
 3.5609 1.1610 0.76261.1610 4.2513 −0.2788
0.7626 −0.2788 3.2155

Ac =
 −22.8276 −314.5511 3.2554× 10427.9472 99.6154 −1.5386× 103
10.1962 869.1976 −8.7329× 104

Bc =
 8.365012.0054
9.6828

Dc =
 0.0072 1.82570.5649 0.7086
0.2885 −1.2905

Lc =
 −0.02100.0058
0.0179

Rc =
 −13.21112.4917
6.1197

Oc =
 0.0636−0.0010
−0.0002

Ec = 10
3
 17.1964 18.9873−5.7314 29.7588
0.4774 −24.7844

Fc =
 −2.2749 −1.3660 1.52262.6565 −0.0066 2.9277
1.3537 4.1676 0.0327

Hc =
 3.1959 38.7882 −4.5129× 1030.9036 185.0425 −1.8354× 104
1.8557 6.0344 −1.5170× 103

η = 4.2804
Ao se considerar o problema de otimizac¸a˜o (86), no qual a na˜o-linearidade do sistema
Lur’e foi considerada como uma func¸a˜o PWL na s´ıntese do controlador de realimen-
tac¸a˜o dinaˆmica de sa´ıda, foram obtidas as seguintes matrizes, ainda utilizando o
71
mesmo conjunto poliedral:
X =
 0.1169 0.0012 0.00200.0012 0.1426 −0.0174
0.0020 −0.0174 0.1153

Ac =
 −165.4303 −14.3249 −445.923327.7552 40.2813 478.1642
−2.3817 −975.1557 −1.0308× 104

Bc =
 1.0161−0.1856
0.0204

Dc =
 10.1436 −0.04530.1054 0.3532
−0.1985 −0.8649

Lc =
 −0.0508−0.2229
0.0574

Rc =
 −0.0444−0.0185
−0.0318

Oc =
 −0.00650.0123
−0.0176

Ec =
 11.4066 0.9285−1.8483 1.8489
−0.0776 −15.2450

Fc =
 −0.1137 0.0911 −0.01490.0205 −0.0409 0.1183
0.0024 0.1079 0.0831

Hc =
 −112.2945 3.8234 −159.74492.3720 −99.0057 −1.0519× 104
1.7531 −25.8325 −263.3825

η = 0.1454
Estima-se que, devido a possuir η menor, o problema de otimizac¸a˜o (86) resulte
em uma estimativa da regia˜o de atrac¸a˜o maior do que a obtida pelo problema de
otimizac¸a˜o (85). As Fig. 21 e 22 correspondem a`s estimativas de regia˜o de atrac¸a˜o
obtidas para os problemas de otimizac¸a˜o (42) e (43), respectivamente. Apesar dos
valores de η obtidos e das diferentes escalas utilizadas nas Fig. 21 e 22 serem indica-
dores de qual estimativa da regia˜o de atrac¸a˜o e´ menos conservadora, foram obtidas
representac¸o˜es bidimensionais ao se realizar cortes nas estimativas tridimensionais,
ou seja, um dos valores de erro foi considerado nulo em cada uma das comparac¸o˜es
com o fim de obter uma comparac¸a˜o direta entre as duas estimativas obtidas.
Pode-se perceber pelos cortes bidimensionais, ilustrados nas Fig. 23, 24 e 25,
que considerar explicitamente σ(CDy) como uma func¸a˜o PWL na formulac¸a˜o do
Problema levou a uma estimativa da regia˜o de atrac¸a˜o significativamente maior do
que no caso em que σ e´ considerada uma na˜o-linearidade de setor gene´rica, o que e´
coerente com o valor de η do primeiro caso ser uma ordem de grandeza inferior ao
η do segundo caso. Assim, pode-se dizer que neste caso o resultado do Teorema 4.2
leva a uma reduc¸a˜o do conservadorismo.
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Figura 21: Estimativa tridimensional da regia˜o de atrac¸a˜o do caso geral
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Figura 22: Estimativa tridimensional da regia˜o de atrac¸a˜o do caso PWL
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Figura 23: Comparac¸a˜o dos cortes (e(3) = 0) das estimativas das regio˜es de atrac¸a˜o
obtidas para os controladores de realimentac¸a˜o dinaˆmica de sa´ıda: azul para o caso
geral; vermelho para o caso PWL
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Figura 24: Comparac¸a˜o dos cortes (e(2) = 0) das estimativas das regio˜es de atrac¸a˜o
obtidas para os controladores de realimentac¸a˜o dinaˆmica de sa´ıda: azul para o caso
geral; vermelho para o caso PWL
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Figura 25: Comparac¸a˜o dos cortes (e(1) = 0) das estimativas das regio˜es de atrac¸a˜o
obtidas para os controladores de realimentac¸a˜o dinaˆmica de sa´ıda: azul para o caso
geral; vermelho para o caso PWL
Para validar os resultados obtidos em simulac¸a˜o, foi considerado o controlador
de realimentac¸a˜o dinaˆmica de sa´ıda obtido pelo problema de otimizac¸a˜o (86), pois o
mesmo foi capaz de fornecer uma estimativa da regia˜o de atrac¸a˜o menos conserva-
dora. Assim, o objetivo da simulac¸a˜o e´ confirmar que a sincronizac¸a˜o e´ obtida para
a regia˜o de atrac¸a˜o estimada representada na Fig. 22.
Considerando agora que a condic¸a˜o inicial ζ0 = [2 1.5 1.5 0 0 0]
′, cujo ponto se
encontra no limite da estimativa de regia˜o de atrac¸a˜o Z0, foi realizada uma simula-
c¸a˜o nume´rica. Na Fig. 26 esta´ representada a evoluc¸a˜o temporal do sinal de erro de
sincronizac¸a˜o, com o sinal de erro convergindo para zero. Deste modo, como espe-
rado, pode-se concluir que houve a sincronizac¸a˜o entre os dois sistemas estudados. A
representac¸a˜o do comportamento temporal do sinal de controle u esta´ representada
na Fig. 27. E´ poss´ıvel perceber que, apesar dos treˆs sinais de controle atingirem o
limite da saturac¸a˜o no in´ıcio da simulac¸a˜o, foi poss´ıvel obter a sincronizac¸a˜o. Ale´m
disso, apo´s a sincronizac¸a˜o ser obtida, o sinal de controle converge assintoticamente
para zero. Na Fig. 28 as trajeto´rias dos sistemas mestre e escravo no plano x(1)×x(2)
esta˜o representadas. Pode-se confirmar, por esta representac¸a˜o, a conclusa˜o obtida
na ana´lise da Fig. 26 de que os sistemas entram em sincronia, ale´m de ser poss´ıvel
observar o comportamento cao´tico dos sistemas, sendo apenas limitado pelo per´ıodo
escolhido para a simulac¸a˜o ocorrer.
Uma segunda simulac¸a˜o, considerando um valor inicial que se encontre fora da
estimativa da regia˜o de atrac¸a˜o, foi realizada. Foi escolhido ζ0 = [5.6 5.5 5.7 0 0 0]
′.
Com este valor inicial na˜o foi poss´ıvel obter a sincronizac¸a˜o entre os dois sistemas,
como mostra a Fig. 29. Assim como a simulac¸a˜o feita na subsec¸a˜o 3.4 em que
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Figura 26: Comportamento temporal do sinal de erro
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Figura 27: Comportamento temporal do sinal de controle
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o valor inicial se encontra fora da estimativa da regia˜o de atrac¸a˜o, os valores do
erro aumentam exponencialmente. Isto se deve pelo fato de que, apesar do sistema
Mestre ter valores iniciais que levam ao comportamento cao´tico como mostrado na
Fig. 30, o sistema escravo e´ inicializado de tal forma que os seus estados possuem
um comportamento exponencial ao inve´s do comportamento cao´tico, como mostrado
na Fig. 31.
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Figura 28: Trajeto´rias dos sistemas mestre e escravo no plano x(1) × x(2)
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Figura 29: Comportamento temporal do sinal de erro
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Figura 31: Comportamento temporal das sa´ıdas do sistema Escravo
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Figura 30: Comportamento temporal das sa´ıdas do sistema Mestre
Observac¸a˜o 4.2. Como os valores dos elementos Lc e Oc obtidos para ambos os
problemas de otimizac¸a˜o foram relativamente pequenos, decidiu-se comparar estes
resultados com o controlador dinaˆmico de realimentac¸a˜o de sa´ıda que na˜o utiliza
as na˜o-linearidades σ ou Ψj em sua composic¸a˜o. Assim, considerando o Corola´rio
4.4, foi resolvido um problema de otimizac¸a˜o equivalente a` (86). Foram obtidas a
seguinte matriz X e escalar η:
X =
 0.1247 0.0003 0.00150.0003 0.1529 −0.0210
0.0015 −0.0210 0.1241

η = 0.1566
Pode-se perceber que, ao se comparar com os resultados obtidos anteriormente
para o problema de otimizac¸a˜o (86), foi obtida uma estimativa da regia˜o de regia˜o
de atrac¸a˜o ligeiramente menor. Deste modo, a maior simplicidade e menor custo
computacional resultante na aplicac¸a˜o do controlador devido a possuir menos ele-
mentos pode ser deseja´vel em comparac¸a˜o a` pequena perda da estimativa da regia˜o
de atrac¸a˜o obtida para este sistema.
4.5 Conclusa˜o
Neste cap´ıtulo foi abordada a estrate´gia de controle por realimentac¸a˜o dinaˆmica
de sa´ıda, utilizando o circuito de Chua como sistema modelo para validar os teoremas
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de s´ıntese dos controladores assim como utilizado no cap´ıtulo 3. O resultado obtido
com o Teorema 4.1, demonstrando o efeito do uso de controlador dinaˆmico por
realimentac¸a˜o de sa´ıda, foi apresentado em (FISCHMANN; FLORES; GOMES DA
SILVA JR., 2017b).
Ao resolver os Problemas de otimizac¸a˜o (85) e (86), pode-se constatar de diver-
sos modos que o caso em que a na˜o-linearidade σ foi modelada como uma func¸a˜o
PWL novamente levou a uma reduc¸a˜o de conservadorismo em relac¸a˜o a` estimativa
da regia˜o de atrac¸a˜o. Por u´ltimo, a lei de controle obtida ao resolver o Problema
de Otimizac¸a˜o (86) foi considerada para realizar duas simulac¸o˜es nume´ricas. Na
primeira simulac¸a˜o foi considerado um valor inicial de ζ tal que este se localiza no
limite da regia˜o de atrac¸a˜o e constatou-se que a sincronizac¸a˜o foi atingida plena-
mente. Na segunda simulac¸a˜o foi considerado um valor inicial de ζ localizado fora
da estimativa da regia˜o de estimac¸a˜o obtida, na˜o resultando em sincronizac¸a˜o.
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5 CONCLUSO˜ES
No presente trabalho foram apresentadas duas estrate´gias de controle, uma apli-
cada a realimentac¸a˜o esta´tica de estados e a outra a realimentac¸a˜o dinaˆmica de
sa´ıda, para solucionar o problema da sincronizac¸a˜o de sistemas Lur’e sob limita-
c¸a˜o de controle, i. e., controles saturantes. Ale´m disso, foram considerados duas
abordagens sobre as suposic¸o˜es assumidas sobre a na˜o-linearidade do sistema Lur’e,
com a primeira considerando uma func¸a˜o na˜o-linear gene´rica que pertence local ou
globalmente a um setor conhecido e a segunda considerando que a na˜o-linearidade
pode ser modelada como uma func¸a˜o PWl.
Considerando as combinac¸o˜es poss´ıveis entre as estrate´gias de controle e os me´-
todos de se modelar a na˜o-linearidade do sistema Lur’e, foram apresentados quatro
problemas de sincronizac¸a˜o. O primeiro caso consistiu em utilizar o controlador
de realimentac¸a˜o esta´tica de estados e assumir apenas que a na˜o-linearidade esta´
confinada globalmente a um setor, o que e´ parte da definic¸a˜o de um sistema Lur’e,
enquanto que o segundo caso considerou a estrate´gia de controle por realimentac¸a˜o
de sa´ıda dinaˆmica sob o ponto de vista das mesmas considerac¸o˜es sobre a na˜o-
linearidade. O terceiro e o quarto casos consideraram a representac¸a˜o de func¸o˜es
na˜o-lineares de setor do tipo func¸a˜o PWL (HU; HUANG; LIN, 2004) para pos-
teriormente utilizar um modelo baseado em func¸o˜es de saturac¸a˜o para descrever
a dinaˆmica do sistema, com o terceiro caso empregando uma estrate´gia de reali-
mentac¸a˜o esta´tica de estados e com o quarto caso empregando uma estrate´gia de
realimentac¸a˜o dinaˆmica de sa´ıda.
Um sistema cao´tico, o circuito de Chua, foi empregado em um exemplo nume´-
rico desenvolvido para validar os resultados obtidos neste trabalho. Primeiramente o
sistema foi brevemente apresentado, sendo descritos os seus componentes e os requi-
sitos para um circuito ele´trico possuir comportamento cao´tico. Atrave´s da s´ıntese
dos controladores nos quatro casos, ficou evidente que as suposic¸o˜es consideradas
para o terceiro e o quarto casos, ou seja, usando as condic¸o˜es para func¸o˜es PWL le-
varem a uma reduc¸a˜o no conservadorismo da estimativa da regia˜o de atrac¸a˜o. Ale´m
disso, o quarto caso apresentando uma significativa reduc¸a˜o no conservadorismo
se comparado com os casos restantes. Subsequentemente foram realizadas simula-
c¸o˜es nume´ricas de sincronizac¸a˜o considerando o caso de cada estrate´gia de controle
que apresentou uma maior estimativa da regia˜o de atrac¸a˜o, com a sincronizac¸a˜o
sendo atingida nos dois casos. Dentre os quatro casos abordados neste trabalho, o
controlador de realimentac¸a˜o dinaˆmica de sa´ıda com abordagem por func¸o˜es PWL
possibilitou uma maior estimativa da regia˜o de atrac¸a˜o.
Diferentemente dos outros trabalhos encontrados na literatura, que consideram
apenas controladores de realimentac¸a˜o esta´tica de estados, foi considerado neste
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trabalho um controlador por realimentac¸a˜o dinaˆmica de sa´ıda que inclui as na˜o-
linearidades do sistema e um elemento anti-windup. Ale´m disso, apesar de se en-
contrar trabalhos que tratam da saturac¸a˜o do sinal de controle na literatura, este
problema na˜o foi explorado para a sincronizac¸a˜o de sistemas na˜o-lineares sendo este
tambe´m uma contribuic¸a˜o relevante para esta a´rea de estudo.
Sugere-se como extensa˜o dos resultados obtidos no presente trabalho as seguintes
propostas:
• Estender os resultados para o caso de sistemas Lur’e discretos no tempo e para
o caso de controle amostrado
• Desenvolvimento da prova do Lema 3.2 para condic¸o˜es de setor locais como
considerada no Lema 3.3 e introduzida em (TARBOURIECH et al., 2011).
• Aplicac¸a˜o do controlador por realimentac¸a˜o dinaˆmica de sa´ıda e as conside-
rac¸o˜es PWL para ana´lise da sincronizac¸a˜o com atraso de sinal, pois apesar
do problema do atraso de sinal ser vastamente explorado na literatura na˜o
foi encontrado nenhum trabalho no qual realimentac¸a˜o dinaˆmica de sa´ıda e´
considerada.
• Estender os resultados para o caso em que os modelos dos sistemas mestre e
escravo na˜o forem ideˆnticos devido a incertezas.
• Comparar os resultados obtidos com a modelagem PWL da na˜o-linearidade
do sistema com o modelo gene´rico, mas considerar setor [Ωσ, β] e aplicar loop
transformation (KHALIL, 1992) ao inve´s do setor [Ωσ, 0] considerado neste
trabalho.
• Explorar o uso de controlador esta´tico na˜o-linear por realimentac¸a˜o de estados,
podendo utilizar as seguintes lei de controle propostas para as considerac¸o˜es
gene´ricas e PWL, respectivamente:
LC,E : v = K1e+K2ρ
LC,E : v = K1e+K2(∆1e−
N−1∑
j=1
(∆j −∆j+1)Λj)
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