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a b s t r a c t
The MWF numerical method for kinetic equations was presented by S. Motta and J. Wick
in 1992 and recently extended by the authors to systems of kinetic equations. The basic
idea of the method consists in rewriting the kinetic equation in a conservation law in
divergence form, redefining the collisions as a flux and formally to transform the problem
into a collisionless one. In all tested cases, the numerical results are in agreement with the
exact solutions but a convergence proof of the method, to the best of our knowledge, is
missing.
In this paper we present our investigation on the sufficient conditions that the collision
operator may satisfy, to guarantee a convergence proof of themethod in the homogeneous
one-dimensional case. This investigation is of both theoretical and applied interest.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Both analytical and numericalmethods are frequently proposed to approximate the solutions of the Boltzmann equation,
and moreover in general kinetic equations [1–3]. In the past three decades, the particle methods represent a class of
numerical methods widely used for Vlasov equation [4,5]. Their application in treating the Boltzmann collision integral
has been done mainly with two different approaches: stochastic and deterministic.
Classical stochastic particle methods are based on the well-known Monte Carlo method [6] and simulate collision
probabilities using stochastic events. New approaches in this direction have been proposed in recent years [7–10].
Deterministic particle methods use particles as quadrature nodes for computing an approximate solution of the collision
integral. In classical deterministic particlemethods, particles are kept fixed in the velocity space and the evolution is reflected
in changing their weights in time. This is a well-established technique used in many applications [10–12].
A new approach was presented by Motta and Wick in the MWF method [13] and a new formulation, oriented to
implementation purpose, was presented by Motta [14,15]. The basic idea of the method consists in rewriting the collision
kernel as the divergence of a flux and formally transform the kinetic equation with collision into a system of a collisionless
kinetic equation (Vlasov equation) and the divergence equation for the flux with appropriate boundary conditions. At each
time step the flux is computed at a finite set of particle points which are the quadrature points. Then the collision induced
velocity vector is computed and added to the Vlasov equation which is solved numerically with an upwind scheme. For this
reason the method is referred to as the MWF method (Motta–Wick Flux method).
When the density function is approximated with a finite set of points with equal weight (moving particles) using Dirac
δ functions, and these points are chosen as quadrature nodes, then the Vlasov equation can be used to compute the particle
motion and, consequently, the evolution of the density distribution.
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In this form, the method belongs to the class of the meshfree methods which have been widely used mostly in fluid
dynamics and solid mechanics [16–18]. The method was tested in different simple scenarios. In the first paper the method
was numerically tested with model equations using a relaxation collision term. Then the relevant quantities of the method
for semiconductor kernels in 2D and 3Dwere derived by Barone andMotta [19–21]. Themethodwas applied to the classical
test case of a semiconductor N+N−N+ structure showing that the method can be implemented on a parallel computer [22].
Comparison with other particle methods was presented by Wick [23].
The MWF method was recently extended to kinetic equation system [24] to provide a numerical tool for scenarios,
like those occurring in biology, were many equations may be required [25]. Lacking powerful and simple numerical tools,
biological simulations are usually treated using methods based on Agents and Artificial Intelligence techniques [26–28].
From physics arguments one can deduce that collision operators can be written in divergence form. However to find the
appropriate one for a given collision operator may not be an easy task. Recently in [29] C. Villani was able to show that the
Boltzmann collision operator can be written explicitly in divergence and double divergence forms.
Even if numerical experiments have shown that the MWF method works well in all tested cases, a convergence proof of
the method was never presented.
In the present paper we show, in a simple case, a formal convergence proof of the method. For the sake of simplicity we
will not consider moving mesh particles and use in the proof an equidistributed fixed mesh. The plan of the paper is the
following: in Section 2we recall theMWFmethod; in Section 3we consider the simple one-dimensional homogeneous case
and the accuracy of the method; in Section 4 the convergence of the method is given.
2. The MWFmethod
Let x = (x1, x2, x3) ∈ Ωx ⊂ R3 be a typical point in space, v = (v1, v2, x3) ∈ Ωv ⊂ R3 a typical point in velocity, t ≥ 0 a
typical time andΩ = Ωx ×Ωv . The function spaceM(Ω) defined as
M(Ω) =
{
f (x, v, t) : Ω × [0,∞)→ R+,
∫
Ω
f (x, v, t) dx dv = 1
}
, (1)
and equipped with the Chebyshev norm
‖f ‖∞ = sup
(x,v)∈Ω
|f (x, v, t)|,
is a normed space. Assume that f ∈ M(Ω) is a solution of the following first-order, semi-linear partial differential kinetic
equation
∂t f + div(x,v)(f (u, F)) = Q (f ), (2)
where
u(v) : Ωv → R, F(x, t) : Ωx × [0,∞] → R,
and the inhomogeneity Q (f ) : M(Ω) → L1(Ωv) is a collisional operator which describes short range interactions and
satisfies the conservation hypothesis∫
Ωv
Q (f ) dv = 0. (3)
We associate to the Eq. (2) an initial condition f0(x, v) ∈M(Ω) such that
f (x, v, 0) = f0(x, v).
The latter choice and the conservation property (3) guarantees that the solution f belongs to the spaceM(Ω) for all times.
Then f (·, t) can be interpreted as the density of the probability measure µ(t).
The MWF method consists in rewriting the Eq. (2) in a conservation law in divergence form redefining the collisions as
a flux. To do that one rewrites the collision term Q (f ) as divergence of a flux ψ(v, t) = (ψ1(v, t), ψ2(v, t), ψ3(v, t)) :
Ωv × [0,∞)→ R3
divvψ = −Q (f ), (4)
ψ · nΩv = 0, v ∈ Ωv (5)
with ψi(v, t) : Ωv × [0,∞) → R, i = 1, 2, 3, and formally transform the problem in a collisionless one. Moreover the
boundary condition guarantees the conservative property of the system.
Remark 2.1. The definition of ψ is not unique. Indeed if ψ satisfies (4), for every vector field χ , the vector field
ϕ = ψ +∇ × χ,
will satisfy (4) as well. This is a trivial consequence of the fact that ∇ · (∇ × χ) = 0.
Nevertheless, the results obtained using the MWF method do not depend on the choice of a particular gauge in
definition (4).
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The associated ‘‘velocity vector’’ g is given according to∫
B
f g dv =
∫
B
ψ dv, (6)
for all Borel sets B ⊂ Ωv . In particular, if we consider
I i[αi,βi] = {v ∈ Ωv : αi ≤ vi ≤ βi}, i = 1, 2, 3,
we obtain∫
I i[αi,βi]
ψi dv = −
∫
I i[αi,βi]
(∫ vi
αi
Q (f ) dv′i
)
dv.
The left-hand side of (6) can be evaluated by using a suitable integration formula in each interval I i[αi,βi]. Taking the above
considerations into account, the equation defined in (2) thus reads
∂t f + div(x,v)(f (u, F))+ divvψ = 0, (7)
or
∂t f + div(x,v)(f (u, F + g)) = 0. (8)
The last equation is formally identical to a Vaslov equation. Since the element of g is added to the given vector field, only
the computation of g is needed.
3. The one-dimensional homogeneous case
Since we are interested in treating the collision term we restrict our attention to the spatially one-dimensional
homogeneous problem, i.e. f = f (v, t) with v ∈ Ω = [α, β], where α, β ∈ R. In this case it is not necessary to use
the particles as quadrature’s nodes, then we introduce a regular partition in the space–time (v, t). Furthermore, we are
interested in writing the collision part in divergence form, hence we consider the equation
∂t f = Q (f ), (9)
with the initial condition
f (v, 0) = f0(v), (10)
where f : Ω × [0,∞) → R+ is a regular function defined in the velocity space Ω = [α, β] ⊂ R+. As explained in the
previous section, we look for a function ψ(v, t) : Ω → R, solution of the following boundary value problem
∂vψ = −Q (f ), (11)
ψ(α, t) = ψ(β, t) = 0, t ∈ [0, T ]. (12)
Then the Eq. (9) can be rewritten as
∂t f + ∂vψ = 0. (13)
Thus the problem (9) is equivalent to the problem (11), (13) for v ∈ Ω e t ∈ [0, T ]. Recall that the function ψ(v, t) defined
in (11) is ψ ≡ ψ(f ).
Let {xj}m+1j=0 be a partition of [α, β] with uniform grid size ∆x, such that x0 = α e xm+1 = β . As Borel set in Eq. (6) we
consider them intervals
Ir = [xr−1, xr+1], r = 1, 2, . . . ,m.
To compute the function ψ we integrate the Eq. (11) in each interval Ir∫
Ir
ψ dv = −
∫
Ir
(∫ v
α
Q (f ) dv′
)
dv, r = 1, 2, . . . ,m. (14)
The left-hand side integral of Eq. (14) can be evaluated using, in each interval Ir , a suitable integration formula. Here we use
Simpson’s rule, then we get a linear system of orderm in the unknowns ψr
A9 + ES = b(f ), (15)
whereA is a diagonal dominant, tridiagonal matrix independent of f , 9 is the vector whose components ψr are the values
of the functionψ in the points xr and ES is the error introduced by the quadrature formula; the known term b(f ) is a vector
whosem components are
br(f ) = −
∫
Ir
(∫ v
α
Q (f ) dv′
)
dv, r = 1, 2, . . . ,m. (16)
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Since the vectorb ≡ b(f ) is f -dependent,wehave to use a quadrature formula to compute it. For simplicityweuse Simpson’s
formula again. We define
F(f )(v) =
∫ v
α
Q (f ) dv′, Fk(f ) = F(f )(xk), (17)
and
ari = ωi χIr (xi),
where
ωi = 43
ωi−1 = ωi+1 = 13
i = 1, 2, . . . ,m.
The Eq. (16) thus reads
br(f ) = −
∫
Ir
F(f )(v) dv ∼= −∆x ·
m+1∑
i=0
ari Fi(f ) =: b˜r(f ), (18)
for r = 1, 2, . . . ,m.
The values Fk(f ) are computed by using Simpson’s rule again, as the next proposition states. We define
Si(x) =

χ[x0,x2](x) if i = 0
0 if i = 1
i∑
j∈2N
χ[xj−2,xj](x) if i ≥ 2 is even
i∑
j=3∈2N+1,
χ[xj−2,xj](x) if i ≥ 3 is odd.
Proposition 3.1. Let Je and Jo be the sets of the indexes i = 1, 2, . . . ,m+ 1 even and odd, respectively. Then
F0(f ) = 0,
Fi(f ) ∼= ∆x
m+1∑
k=0
νk Si(xk)Q (f )(xk), i ∈ Je,
Fi(f ) ∼= ∆x
m+1∑
k=0
[ν¯k S0(xk)+ ν˜k Si(xk)]Q (f )(xk), i ∈ Jo,
where
νr = 43 ,
νr−1 = νr+1 = 13 ,
r = 1, 2, . . . ,m

ν˜0 = 0,
ν˜l = 43 ,
ν˜l−1 = ν˜l+1 = 13 ,
l = 2, 3, . . . ,m
ν¯s =
∫ x1
x0
2∏
k6=s
,
x− xk
xs − xk , s = 0, 1, 2
ν¯s = 0, s = 3, 4, . . . ,m+ 1.
Proof. Obviously F0(f ) = 0. Let
F1(f ) =
∫ x1
x0
Q (f ) dv′.
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We want to approximate the last integral with Simpson’s rule; we observe that in the interval [x0, x1] we have only two
particles. Then we consider the Lagrange interpolator polynomial of Q (f ) in the interval [x0, x2], which is
L(Q (f ))(x) =
2∑
k=0
Q (f )(xk)
2∏
s6=k
x− xs
xk − xs ,
and integrating in [x0, x1]we obtain
F1(f ) =
∫ x1
x0
Q (f ) dv′ ∼= ∆x
m+1∑
k=0
ν¯kχ[x0,x2](xk)Q (f )(xk).
The classical Simpson’s rule in [x0, x2] gives
F2(f ) =
∫ x2
x0
Q (f ) dv′ ∼= ∆x
m+1∑
k=0
νkχ[x0,x2](xk)Q (f )(xk).
By the linearity property of the integral, we have
F3(f ) =
∫ x3
x0
Q (f ) dx′ = F1(f )+
∫ x3
x1
Q (f ) dx′
∼= ∆x
m+1∑
k=0
ν¯kχ[x0,x2](xk)Q (f )(xk)+∆x
m+1∑
k=0
ν˜kχ[x1,x3](xk)Q (f )(xk)
= ∆x
m+1∑
k=0
[ν¯kχ[x0,x2](xk)+ νkχ[x1,x3](xk)]Q (f )(xk),
and
F4(f ) =
∫ x4
x0
Q (f ) dx′ = F2(f )+
∫ x4
x2
Q (f ) dx′
∼= ∆
m+1∑
µ=0
[νµχ[x0,x2](xµ)+ νµχ[x2,x4](xµ)]Q (f )(xµ). 
Let 9˜ be the vector solution of the system
A9˜ = b˜(f ), (19)
obtained by (15) replacing in b each term br by b˜r
b˜r(f ) = −(∆x)2
[∑
i∈Jo
ari
m+1∑
k=0
[ν¯k S0(xk)+ ν˜k Si(xk)]Q (f )(xk)+
∑
i∈Je
ari
m+1∑
k=0
νk Si(xk)Q (f )(xk)
]
,
for each r = 1, 2, . . . ,m and neglecting the errors introduced by Simpson’s rule. The components of the vector 9˜ are ψ˜r ,
r = 1, 2, . . . ,m.
To solve the Eq. (13) we use the finite difference equation. If {tn}Nn=0 is a finite time partition of [0, T ]with time step∆t ,
by using the forward difference operator in time we have
f˜ n+1j = f˜ nj −∆t (D0ψ˜nj ), (20)
where D0 is the centered difference operator of ∂v , f˜ nj is the grid function which approximates the exact solution f at the
point (xj, tn) and ψ˜nj are the components of the vector 9˜
n computed by means of the Eq. (19), with respect to the numerical
solution f˜ n.
Using this approach, the steps of the MWF method for the problem (11) and (13) can be summarized as follows:
1. the initial distribution f0(x) is used to compute the vector b˜ and by (19), we obtain ψ˜0j ;
2. The values ψ˜0j are used by (20) to obtain f˜
n+1
j ;
3. The values f˜ n+1j are used to compute, at time n+ 1, the vector b˜ and ψ˜n+1j ;
4. If time is less than the final time T , go back to step 2, else stop.
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3.1. Accuracy of the method
In this section we examine the consistency and the accuracy of the MWF method for the one-dimensional problem
introduced in the previous section.
Definition 3.2 ([30]). A finite difference method of the form
un+1 = Qun, n ≥ 0,
where Q is a polynomial in the forward S+(u)i = ui+1 and backward S−(u)i = ui−1 shift operators, is consistent up to time
T if the exact solution f applied at the finite difference method gives
f n+1 = Qf n +∆t τ n,
where ‖τ n‖ ≤ τ(∆x) and τ(∆x) goes to zero as∆x goes to zero.
The finite difference method is accurate of order (p, q) if
‖f n+1 − Qf n‖ = ∆t · (O(∆x)p + O(∆t)q).
Proposition 3.3. The MWF method for the boundary condition problem (11) and (13) is consistent and accurate of order (2, 1).
Proof. If f is the analytical solutions of (9), when we apply it to the numerical scheme (20), we have
Qf n = f nj −∆tD0ψnj , (21)
where ψ
n
j is the value of ψ computed in (xj, tn) obtained by (19) at the time n, with respect to the exact solution f
n
A9
n = b˜n ≡ b˜(f n). (22)
The consistency and the accuracy of the method are given by the consistency and accuracy of the method (20). First of all,
the error in computing ψnj is given by the quadrature formula. In our case, it has order O(∆x)
4. Since the matrix A has a
factor∆x, the final error is
9
n = 9n + O(∆x)3, (23)
where,9n denote, at time n, the vector whose components are the exact values of the function ψ in (xj, tn).
By Taylor’ expansion we obtain
(∂t f )nj =
f n+1j − f nj
∆t
− O(∆t)
(∂xψ)
n
j =
9nj+1 − 9nj−1
2∆x
− O(∆x)2
= ψ
n
j+1 − ψnj−1 − O(∆x)3
2∆x
− O(∆x)2
= ψ
n
j+1 − ψnj−1
2∆x
− O(∆x)2.
Therefore
0 = (∂t f )nj + (∂xψ)nj =
f n+1j − f nj
∆t
+ ψ
n
j+1 − ψnj−1
2∆x
− O(∆t)− O(∆x)2,
then
f n+1j = f nj −∆t
ψ
n
j+1 − ψnj−1
2∆x
+∆t(O(∆t)+ O(∆x)2) = Qf n +∆t · (O(∆t)+ O(∆x)2). 
4. The convergence of the method
In this section we present a convergence theorem for the problem (11) and (13) firstly for the relaxation kernel.
Furthermore, we will present a general sufficient condition that the collisional operator has to satisfy to obtain the
convergence of the MWF method.
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4.1. The relaxation model
Let f (x) be a C4b (Ω) function. The relaxation model is the model whose collisional operator has the form
Q (f ) = f (x)− f (t, x). (24)
Let f n be the exact solution at time n of Eq. (9) with relaxation collisional operator, b˜
n ≡ b˜(˜f n) the known term b at time n,
whose components are given by the Eq. (18), with respect to the numerical solution f˜ n,
b˜r (˜fn) = −∆x ·
m+1∑
i=0
ari Fi(˜fn), r = 1, 2, . . . ,m.
Let 9˜n be the vector solution, at time n, of the Eq. (15) with respect to the numerical solution f˜ n. The error en = 9n − 9˜n,
in the computation of 9˜n solves the following system
Aen = e˜n, (25)
where e˜n = b(f n)− b˜(˜f n), and9n is the vector whose components are the values of the functionψ in xr at time n and with
respect to the exact solution f n.
We define as
Enr = f nr − f˜ nr , r = 1, 2, . . . ,m,
and En = fn − f˜n = (En1 , En2 , . . . , Enm)T the global error at time n and in the node r .
Our main result follows.
Theorem 4.1. Let f andψ be C4b (Ω) functions and the collisional operator Q (f ) defined as (24). Then f˜
n
j converges, in the infinity
norm, to the solution f nj of (13) as the time step∆t and the grid step∆x go to zero. Moreover
‖En‖ ≤ (∆x)2 [eCN∆t − 1], (26)
where C is a real positive number.
Proof. Since the collisional operator is the relaxation kernel (24), the components e˜nr of the error vector e˜
n can be written as
e˜nr = br(f n)− b˜r (˜f n) = [br(f n)− br (˜f n)] + [br (˜f n)− b˜r (˜f n)] =
∫
Ir
{∫ v
α
Enr dv
′
}
dv + O(∆x)4,
where br (˜f n)− b˜r (˜f n) = O(∆x)4, is the error introduced by the quadrature formula.
By using Simpson’s formula for the integral∫
Ir
{∫ x
α
Enr dx
′
}
dx,
we obtain
e˜nr = −(∆x)2
[∑
i∈Jo
ari
m+1∑
k=0
[ν¯k S0(xk)+ ν˜k Si(xk)]Enr (xk)+
∑
i∈Je
ari
m+1∑
k=0
νk Si(xk)Enr (xk)
]
,
for each r = 1, 2, . . . ,m. If ‖ · ‖ is the∞−norm, letting
ηr =
[∑
i∈Jo
ari
m+1∑
k=0
[ν¯k S0(xk)+ ν˜k Si(xk)] +
∑
i∈Je
ari
m+1∑
k=0
νk Si(xk)
]
,
and η = max1≤r≤m(ηr), we have
‖e˜n‖ ≤ η(∆x)2‖En‖ + O(∆x)4. (27)
By using the previous relation and the Eq. (25) we obtain
‖en‖ ≤ ‖A−1‖‖e˜n‖ ≤ ‖A−1‖ (η(∆x)2‖En‖ + O(∆x)4).
SinceA is a tridiagonal, diagonally dominant matrix we have
‖A−1‖ ≤ γ
∆x
,
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and in our case γ = 32 . Therefore
‖en‖ ≤ γ η∆x‖En‖ + O(∆x)3. (28)
We consider now the finite difference scheme (20) in compact form, then
f˜ n+1 = f˜ n −∆tD09˜n. (29)
To study the stability and the convergence of the method, we apply the scheme (29) to the exact solution f . Then
fn+1 = fn −∆tD09n +∆t O(∆x)2. (30)
By the linearity of the operatorD0, we have
En+1 = En −∆tD0en +∆t O(∆x)2, (31)
and then
‖En+1‖ ≤ ‖En‖ +∆t ‖D0en‖ +∆t O(∆x)2
≤ ‖En‖ + 2∆t
∆x
‖en‖ +∆t O(∆x)2
≤ ‖En‖ + 2∆t
∆x
(γ η∆x‖En‖ + O(∆x)3 +∆t O(∆x)2)
= (1+ 2γ η∆t)‖En‖ +∆t O(∆x)2.
Therefore
‖En+1‖ ≤ (1+ 2γ η∆t)‖En‖ +∆t O(∆x)2, (32)
that implies the stability of the method.
We now study the convergence. From (32) we have
‖En‖ ≤ (1+ 2γ η∆t)‖En−1‖ + C1∆t (∆x)2.
Letting C = max(2γ η, C1), then iterating
‖En‖ ≤ (1+ C∆t)‖En−1‖ + C∆t (∆x)2
≤ (1+ C∆t)[‖En−2‖ + C ∆t (∆x)2] + C∆t (∆x)2
= (1+ C∆t)2‖En−2‖ + [1+ (1+ C∆t)]C∆t (∆x)2
≤ (1+ C∆t)n‖E0‖ + [1+ (1+ C∆t)+ · · · + (1+ C∆t)n−1]C∆t (∆x)2
= (1+ C∆t)n‖E0‖ +
n−1∑
j=0
(1+ C∆t)j C∆t (∆x)2.
Since
n−1∑
j=0
(1+ C∆t)j = (1+ C∆t)
n − 1
C∆t
,
we have
‖En‖ ≤ (1+ C∆t)n ‖E0‖ + [(1+ C∆t)n − 1] (∆x)2.
Suppose ‖E0‖ = 0, since (1+ C∆t) ≤ eC∆t , we obtain
‖En‖ ≤ (∆x)2 [eCn∆t − 1], (33)
and thus the convergence of the method. 
4.2. A general sufficient condition
WhenΩ = [α, β], the integral collisional operator is defined in
Q (f ) : (M(Ω), ‖f ‖∞)→ (L1(Ω), ‖Q (f )‖∞).
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Definition 4.2. A kernel of collision Q (f ) is called a contraction operator if there exists a real number 0 < L < 1 such that
‖Q (f )− Q (g)‖∞ ≤ L ‖f − g‖∞. (34)
Theorem 4.3. Let f and ψ be C4b (Ω) functions. If the kernel Q (f ) is a contraction operator, then f˜
n
j converges, in the infinity
norm, to the solution f nj of (13) as the time step∆t and the grid step∆x go to zero. Moreover
‖En‖ ≤ L (∆x)2 [eCN∆t − 1], (35)
where C is a real positive number.
Proof. The components e˜nr of the error vector e˜
n can be written as
e˜nr = br(f n)− b˜r (˜f n) = [br(f n)− br (˜f n)] + [br (˜f n)− b˜r (˜f n)] (36)
=
∫
Ir
{∫ v
α
[Q (f nr )− Q (˜f nr )] dv′
}
dv + O(∆x)4, (37)
where br (˜f n)− b˜r (˜f n) = O(∆x)4, is the error introduced by the quadrature formula.
By using Simpson’s formula for the integral as in the last theorem∫
Ir
{∫ x
α
[Q (f nr )− Q (˜f nr )] dx′
}
dx,
and since ‖Q (f nr )− Q (˜f nr )‖∞ ≤ L ‖f nr − f˜ nr ‖∞, we obtain
‖e˜n‖ ≤ ηL(∆x)2‖En‖ + O(∆x)4. (38)
It is now sufficient to repeat the computations of the last theorem to obtain the proof. 
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