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Abstract
In this paper I review some old and new works on the computation
of two-loop 4-particle amplitude in superstring theory. I also present
the proof by Iengo, showing the vanishing of the term related to the
two-loop correction to the R4 term. Finally I will present some recent
works on two-loop computation in hyperelliptic language following the
new gauging fixing method of D’Hoker and Phong.
1 String perturbation theory
In the Polyakov approach to string perturbation theory, the particle ampli-
tude is given as
An(ki, ǫi) =
∑
topologies
∫ D(geometry)D(string coordinates)
Vol.(symmetry group)
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×
∫
Σ
n∏
i=1
d2ziV (ki, ǫi; zi, z¯i) e
−S, (1)
where V (ki, ǫi; zi, z¯i) is the vertex for the emission of the i-th particle with
momentum ki and polarization tensor ǫi.
For bosonic string theory1 the action S is given as follows:
S =
∫
d2σ
√
ggab∂aX · ∂bX, (2)
where X are string coordinates describing the embedding of string in space-
time, gab (g
ab = (g−1)ab is its inverse) is the world-sheet metric and σ
a (a =
1, 2) are local coordinates on the world-sheet. It is not difficult to see that
this action has the following symmetries:
• Reparametrization of the coordinates σa;
• Weyl rescaling of the metric gab → eφ(σ)gab;
• Global symmetries of X : X → Λ ·X + A.
The first step of string perturbation theory is to factor out all the sym-
metries of the path integral and write the amplitude as an integral over the
moduli space. To achieve this we decompose an arbitrary variation of the
metric gab as follows:
δgz¯z¯ = ▽z¯ v¯z¯ + 2gzz¯δyiµizz¯ , (3)
where µizz¯ ’s are called Beltrami differentials. They can be contracted with
the holomorphic 2-differentials φi as follows:
〈φi, µj〉 = 〈µj, φi〉 =
∫
d2z φizzµ
jz
z¯ . (4)
The presence of the last term in (3) indicates that there are non-trivial moduli
which are denoted by yi’s. It can be proved that the moduli space can be
given a complex structure and so we will use yi as complex coordinates of the
moduli space. By factoring out the symmetry group the partition function
1We consider only oriented closed string theory in this paper.
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at genus g ≥ 2 is given as follows2:
Zg =
∫
Mg
3g−3∏
i=1
d2yi
|det〈φi, µj〉|2
det〈φi|φj〉 det
′(▽z▽z−1)
∫
DXe−S[X]. (6)
Here det′ denotes an determinant omitting the zero eigenvalue. By introduc-
ing ghost fields we have
Zg =
∫
Mg
3g−3∏
i=1
d2yi
∫
D[Xbcb¯c¯]
3g−3∏
i=1
|〈b, µi〉|2 e−S[X]−Sgh[b,c,b¯,c¯]. (7)
The above can also be extended to superstring theory. Here the natural
formalism is a super extension of the world-sheet, i.e. N = 1 supergeometry.
The analog of Riemann surfaces and moduli space will be super Riemann
surfaces and supermoduli space. A complete account of this formalism can
be found in [1]. The measure was first derived in [2]. Here we only briefly
recall the result.
For superstring theory the action is given as follows:
S =
1
4π
∫
Σ
d2z
√
g
(
1
2
gmn∂mx
µ∂nx
µ + ψµγm∂mψ
µ
−ψµγnγmχn∂mxµ − 1
4
ψµγnγmχn(χmψ
µ)
)
. (8)
This action is constructed so as to be invariant under diffeomorphisms, local
N = 1 supersymmetry, Weyl and super Weyl transformations of the world-
sheet. In super conformal gauge it reduces to the following form:
S =
1
4π
∫
d2z(∂zX · ∂z¯X − ψ+ · ∂z¯ψ+µ − ψ− · ∂zψ−
+χz¯
+ψ+ · ∂zX + χz−ψ− · ∂z¯X − 1
2
χz¯
+χz
−ψ+ · ψ−). (9)
Following the same strategy as in bosonic string theory, we decompose an
arbitrary variation of χz¯
+ as follows:
χz¯
+ = ∂z¯δǫ(z, z¯) +
2g−2∑
a=1
ρaχaz¯
+, (10)
2〈φi|φj〉 is defined as follows:
〈φi|φj〉 =
∫
d2zgzz¯(φi)∗φj . (5)
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where ρa’s are odd super-moduli and χaz¯
+ are a basis of super Beltrami
differentials. The presence of the last term (containing ρa) in (10) signifies
the presence of non-trivial super-moduli, i.e. we cannot set χz¯
+ to zero
completely by supersymmetry transformations. For our convenience we can
choose delta function for these differentials:
χz
− = ∂z ǫ¯(z, z¯) +
∑
a
ρ¯aδ2(z − ra), (11)
χz¯
+ = ∂z¯ǫ(z, z¯) +
∑
a
ρaδ2(z − la). (12)
It is important to choose ra 6= lb for any a, b. Otherwise the last term in
eq. (9) will give a non-vanishing contribution, violating the splitting of the
integrand into a product of left part and right part.
The final formula for the measure after integration over super-moduli ρa
is given as follows:
Zg≥2 =
∫
Mg
∏
i
d2mi
∫
D[Xψbcβγb¯c¯β¯γ¯] e−(S[X,ψ]+Sgh[b,c,β,γ]+Sgh[b¯,c¯,β¯,γ¯])
×∏
a
δ(β(la)) J(la)
∏
i
〈µi, b〉 × ( anti-holomorphic part), (13)
where J(z) is the total supercurrent:
J(z) = −1
2
ψ(z) · ∂zX(z) + 1
2
b(z)γ(z)− 3
2
β(z)∂zc(z)− ∂zβ(z)c(z). (14)
Here the subscript “−” for ψ is omitted as the variable z will indicated
weather it is left-handed or right-handed.
2 One-loop amplitudes
Green and Schwarz computed one-loop amplitudes before 1982. You can find
these computations in their papers [3, 4] and the book of Green, Schwarz and
Witten [5]. A modern version can be found also in the big book of Polchin-
ski [6]. What we will do here is to repeat this calculation in hyperelliptic
language of the Riemann surface [7, 8, 9, 10, 11].
First we remind that a genus-g Riemann surface, which is the appropriate
world sheet for one and two loops, can be described in full generality by means
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of the hyperelliptic formalism. This is based on a representation of the surface
as two sheet covering of the complex plane described by the equation:
y2(z) =
2g+2∏
i=1
(z − ai), (15)
The complex numbers ai, (i = 1, · · · , 2g + 2) are the 2g + 2 branch points,
by going around them one passes from one sheet to the other. For one-loop
(g = 1) one of them represent the moduli of the genus 1 Riemann surface
(the torus) over which the integration is performed, while the other three can
be arbitrarily fixed.
Also in g = 1, by choosing a canonical homology basis of cycles we have
the following list of three even spin structures:
s2 ∼
[
1
0
]
∼ (a1a2|a3a4), (16)
s3 ∼
[
0
0
]
∼ (a1a3|a2a4), (17)
s4 ∼
[
0
1
]
∼ (a1a4|a2a3). (18)
We will denote an even spin structure as (A1A2|B1B2). The one odd spin
structure s1 gives a vanishing contribution to the n-particle amplitude for
n ≤ 4 because of the presence of zero modes.
For even spin structures there is no odd supermoduli and the n-particle
amplitude (for n ≤ 4) is given as follows:
An(ki, ǫi) =
∫
dµ
n∏
i=1
d2zi
∑
s
ηsQs〈
n∏
i=1
V (ki, ǫi; zi, z¯i)〉s × (right part), (19)
where the measure dµ is (in terms of the branch points):
dµ =
1
T 6
∏4
i=1 d
2ai/dVpr
|∏i<j aij |4 , (20)
for type II superstring theory. Qs = (A1 − A2)(B1 − B2) are spin structure
dependent factors from the determinants and ηs are phases which guarantee
modular invariance. Here in hyperelliptic Riemann surface language modular
invariance is just the invariance under the permutations of the 4 branch
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points. The other quantities appearing in eq. (20) are T =
∫ d2z
|y(z)|2
and
dµ = d
2aid
2ajd
2ak
|aijajkaki|2
. In (19) the summation over spin structures was written
only for the left part. Appropriate factor of Qs′ and the summation over s
′
are vaguely denoted as (right part).
By explicit calculation we have the following identities:
Λ =
∑
s
ηsQs = 0, (21)
∑
s
ηsQs〈ψψ(z1)ψψ(z2)ψψ(z3) = 0, (22)
∑
s
ηsQs〈ψψ(z1)ψψ(z2)ψψ(z3)ψψ(z4) 6= 0, (23)
∑
s
ηsQsSs(z1, z2)Ss(z2, z3)Ss(z3, z4)Ss(z4, z1) =
∏
i<j(ai − aj)∏4
i=1 y(zi)
. (24)
Here in eq. (21) we can arbitrarily fix η2 = 1 and the other two ηs’s can be
deduced by the requirement of modular invariance. In fact modular invari-
ance here means the antisymmetric property of the cosmological constant Λ
under the interchange of two arbitrary branch points ai ↔ aj .
By using these identities we found that the cosmological constant and
n-point function (n ≤ 3) are zero point-wise in moduli space. By using eq.
(24) we can compute the left (holomorphic) part of the 4-point amplitude
and the result is:
(4− point : left part) = (kinematic factor)×
∏
i<j(ai − aj)∏4
i=1 y(zi)
, (25)
and the full amplitude (for type II superstring theory and bosons from the
NS-NS sector) is then
A4(ki, ǫi) = K(ki, ǫi)
∫ 1
T 6
∏4
i=1 d
2ai/dVpr
|∏i<j aij |2
×
4∏
i=1
d2zi
|y(zi)|2 exp[
∑
i<j
ki · kj〈X(zi, z¯i)X(zj , z¯j)〉], (26)
where K is the same kinematic factor as found in tree-level amplitude. This
result is identical with the one obtained in the Θ-function formalism [4, 5]:
A4(ki, ǫi) = K(ki, ǫi)
∫
F
d2τ
(Imτ)6
6
×
4∏
i=1
d2z′i exp[
∑
i<j
ki · kj〈X(z′i, z¯′i)X(z′j , z¯′j)〉]. (27)
This can be proved by using the following transformations:
∂τ
∂ai
=
iπ
2
(ωˆ(ai))
2, (28)
dzi
Ky(zi)
= dz′i, (29)
T = |K|2Imτ, ω(z) = 1
Ky(z)
. (30)
For k → 0 the 4-particle amplitude can be computed exactly. A non-zero
result is obtained apart from the kinematical factor:
A4(ki, ǫi)→ K(ki, ǫi)× π
3
. (31)
This shows that the one-loop correction to the R4 term [12] is non-vanishing.
3 Two-loop amplitudes
Here at two loops we use the same strategy as at one loop. There are ten
even spin structures which we list in the following:
s1 ∼
[
1 1
1 1
]
∼ (a1a2a3|a4a5a6), s2 ∼
[
1 1
0 0
]
∼ (a1a2a4|a3a5a6),
s3 ∼
[
1 0
0 0
]
∼ (a1a2a5|a3a4a6), s4 ∼
[
1 0
0 1
]
∼ (a1a2a6|a3a4a5),
s5 ∼
[
0 1
0 0
]
∼ (a1a3a4|a2a5a6), s6 ∼
[
0 0
0 0
]
∼ (a1a3a5|a2a4a6),
s7 ∼
[
0 0
0 1
]
∼ (a1a3a6|a2a4a5), s8 ∼
[
0 0
1 1
]
∼ (a1a4a5|a2a3a6),
s9 ∼
[
0 0
1 0
]
∼ (a1a4a6|a2a3a5), s10 ∼
[
0 1
1 0
]
∼ (a1a5a6|a2a3a4).
We will denote an even spin structure as (A1A2A3|B1B2B3). By convention
A1 = a1. As in one loop the spin structure dependent factor from determi-
nants are encoded in the following factor [13]:
Qs =
∏
i<j
(Ai − Aj)(Bi −Bj), (32)
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which is a degree 6 homogeneous polynomials in ai.
At two loops there are two odd supermoduli and this gives two insertions
of supercurrent at two different points x1 and x2. As it was done in [13] it
is quite convenient to choose these two insertion points as the two zeros of a
holomorphic abelian differential which are moduli independent points on the
Riemann surface. In hyperelliptic language these two points are the same
points on the upper and lower sheet of the surface.
As in one loop we can prove the following identities:
Λ =
∑
s
ηsQs
3∑
i=1
(Ani −Bni ) = 0, (33)
∑
s
ηsQs
{
u(z1)u(z2)
u(z3)u(z4)
− u(z3)u(z4)
u(z1)u(z2)
}
= 0, (34)
∑
s
ηsQs
{
u(z1)u(z2)
u(z3)u(z4)
+
u(z3)u(z4)
u(z1)u(z2)
}
3∑
i=1
(Ani −Bni )
=
2P (a)
∏2
i=1(zi − z3)(zi − z4)∏4
i=1 y(zi)
{
1 n = 1,∑6
i=1 ai −
∑4
k=1 zk n = 2.
(35)
By using these identities we found that the cosmological constant and n-
point function (n ≤ 3) are zero point-wise in moduli space [14, 15]. Moreover
for the 4-particle amplitude the “cross contraction” terms
〈J(x1)ψ(zi)〉〈J(x2)ψ(zj)(· · ·)〉, (36)
also gives vanishing contribution after summation over spin structures. By
using eq. (35) we can compute explicitly the 4-particle amplitude. The
difficult part is to compute the ghost contributions and this has been achieved
in [16, 15]. The full amplitude (for type II superstring theory and bosons
from the NS-NS sector) is [16, 15]:
AII(ki, ǫi) = cII K
∫
d2a1d
2a2d
2a3 |a45 a46 a56|2
T 5
∏6
i<j |aij |2
4∏
l=1
d2zl(r − zl)(s¯− z¯l)
|y(zl)|2
×



I(r)I¯(s¯) + 5
4
(
π
T y(r)y¯(s¯)
∫ d2w(r − w)(s¯− w¯)
|y(w)|2
)2 〈∏ eik·X〉
+
1
16
〈
∂X(r+) · ∂X(r−)∂¯X(s¯+) · ∂¯X(s¯−)∏ eik·X〉
− 1
16
〈
∂X(r+) · ∂X(r−)∂¯X(s¯+) · ∂¯X(s¯−)
〉 〈∏
eik·X
〉}
, (37)
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where cII is an overall constant which should be fixed by unitarity and K is
the standard kinematic factor (for ǫµνi = ǫ
µ
i ǫ˜
ν
i ) [3, 16, 15]:
K = KR ·KL, (38)
KR = −1
4
(stǫ1 · ǫ3ǫ2 · ǫ4 + suǫ2 · ǫ3ǫ1 · ǫ4 + tuǫ1 · ǫ2ǫ3 · ǫ4)
+
1
2
s (ǫ1 · k4ǫ3 · k2ǫ2 · ǫ4 + ǫ2 · k3ǫ4 · k1ǫ1 · ǫ3
+ǫ1 · k3ǫ4 · k2ǫ2 · ǫ3 + ǫ2 · k4ǫ3 · k1ǫ1 · ǫ4)
+
1
2
t (ǫ2 · k1ǫ4 · k3ǫ1 · ǫ3 + ǫ3 · k4ǫ1 · k2ǫ2 · ǫ4
+ǫ2 · k4ǫ1 · k3ǫ3 · ǫ4 + ǫ3 · k1ǫ4 · k2ǫ1 · ǫ2)
+
1
2
u (ǫ1 · k2ǫ4 · k3ǫ2 · ǫ3 + ǫ3 · k4ǫ2 · k1ǫ1 · ǫ4
+ǫ1 · k4ǫ2 · k3ǫ1 · ǫ4 + ǫ3 · k2ǫ4 · k1ǫ1 · ǫ2), (39)
KL = KR(ǫ→ ǫ˜). (40)
Here s, t and u are the standard Mandelstam variables for the 4-gravitons.
Defining tµ1ν1µ2ν2µ3ν3µ4ν4 as follows:
KR = tµ1ν1µ2ν2µ3ν3µ4ν4ǫ
µ1
1 k
ν1
1 ǫ
µ2
2 k
ν2
2 ǫ
µ3
3 k
ν3
3 ǫ
µ4
4 k
ν4
4 , (41)
the R4 term is given as follows:
R4 = tµ1ν1µ2ν2µ3ν3µ4ν4tρ1σ1ρ2σ2ρ3σ3ρ4σ4Rµ1ν1ρ1σ1Rµ2ν2ρ2σ2Rµ3ν3ρ3σ3Rµ4ν4ρ4σ4 .
(42)
The other functions appearing in (37) are
T (ai, a¯i) =
∫
d2z1d
2z2|z1 − z2|2
|y(z1)y(z2)|2 , (43)
which is proportional to the determinant of the period matrix (see ref. [15]),
and
I(r) = −1
2
6∑
i<j
1
r − ai
1
r − aj −
1
4
3∑
i<j
1
r − ai
1
r − aj
+
1
8
(
6∑
i=1
1
r − ai − 2
3∑
i=1
1
r − ai
)
4∑
l=1
1
r − zl
+
1
4
6∑
i=1
1
r − ai
3∑
i=1
1
r − ai −
5
4
6∑
i=1
1
r − ai
∂
∂ai
lnT, (44)
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We will discuss the property of the above amplitude in the next section.
Green and Gutperle [17] have studied the effects of D-instantons. They
conjectured that there are perturbative corrections to the R4 term only from
one-loop. Green and Sethi [18] proved this conjecture from the SUSY con-
straints on type IIB supergravity. In [19], Green, Gutperle and Vanhove
argued the vanishing of the perturbative correction to the R4 term by using
the one loop amplitude in eleven dimensions. If our computation is correct
we should expect a zero contribution from two loops. We will discuss this
issue in the next two sections.
4 Explicit modular invariant 4-particle am-
plitude
In [23], we get an explicit modular invariant 4-particle amplitude3:
AII0 = cII K
∫ ∏6
i=1 d
2Ai
T 5
∏6
i<j |Aij|2
4∏
l=1
d2Zl(r − Zl)(s¯− Z¯l)
|Y (Zl)|2
×
3∏
i=1
δ2(Zi − Z0i )
3∏
i<j=1
|Z0i − Z0j |2
×

IM(r)I¯M(s¯) + 54
(
π
T Y (r)Y¯ (s¯)
∫
d2v(r − v)(s¯− v¯)
|Y (v)|2
)2
 . (45)
where IM(x) is given as follows:
IM(x) =
1
4
6∑
i=1
1
(x− Ai)2 −
1
4
6∑
i<j
1
x− Ai
1
x−Aj −
1
8
6∑
i=1
1
x− Ai
4∑
l=1
1
x− Zl
+
1
4
4∑
k<l=1
1
x− Zk
1
x− Zl −
5
4
6∑
i=1
1
x− Ai
∂
∂Ai
lnT, (46)
Again, r and s¯ are arbitrary and the result does not depend on them.
By using the above formula, one can prove that the 4-particle amplitude
is finite. We refer the reader to [23] for details.
3For simplicity we set k → 0 everywhere except in the kinematic factor. The derivation
also goes with non zero k.
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5 The vanishing of the 4-particle amplitude
in the limit k → 0
In this section we present the proof of the vanishing of the perturbative
correction to the R4 term at two loops by Iengo [24]. The method used is a
direct calculation of the obtained integral in moduli space.
First we take the two insertion points to be r = z01 and s = z
0
2 .
4 Then we
set z01 → ∞, z02 → 0 and z03 = x and see how the integral varies with x. By
making these choices we have:
AII0 = −x¯|x|2
∫
dµ
∫
d2z z¯
|y(z)y(0)y(x)|2
[
RL− 1
x¯
L− xR + x
x¯
]
, (47)
where
dµ ≡
∏6
i=1 d
2ai
T 5
∏6
i<j |ai − aj|2
, (48)
L ≡ 1
2
6∑
i=1
ai − z, R ≡ 1
2
6∑
i=1
1
a¯i
− 1
z¯
. (49)
It can be checked that AII0 is independent of x, by rescaling the integration
variables, and that the integral is convergent, by the same analysis summa-
rized in the Sect. 3 of ref. [23] (see the tables there).
We begin by observing that:
1
|y(0)|2
[
1
2
6∑
i=1
1
a¯i
]
= −
6∑
i=1
∂
∂a¯i
1
|y(0)|2 . (50)
Therefore, the following identity holds for an integral expression which we
call Q:
Q ≡
∫
dµ
∫
d2z z¯
|y(z)y(0)y(x)|2
[
1
2
∑
i
1
a¯i
]
(L− x)
=
∫
dµ
∫
d2z z¯
|y(0)|2
∑
i
∂
∂a¯i
L− x
|y(z)y(x)|2 . (51)
4We change all Zi to zi and Ai to ai.
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by integrating by parts and observing that
∑6
i=1
[
∂
∂a¯i
1
T 5
∏
|ai−aj |2
]
= 0. 5
Also,
6∑
i=1
∂
∂a¯i
[
L− x
|y(z)y(x)|2
]
= −(L− x)
[
∂
∂z¯
+
∂
∂x¯
]
1
|y(z)y(x)|2 . (53)
Thus, by integrating by parts in d2z we get:
Q =
∫
dµ
∫
d2z
(L− x)
|y(0)y(z)|2
[
1− z¯ ∂
∂x¯
]
1
|y(x)|2 . (54)
The result of the above steps is that:∫
dµ
∫
d2z
z¯
|y(0)y(z)y(x)|2R(L− x)
=
∫
dµ
∫
d2z
(L− x)
|y(0)y(z)|2
[
1− z¯ ∂
∂x¯
− z¯
z¯
]
1
|y(x)|2
= − ∂
∂x¯
∫
dµ
∫
d2z
z¯
|y(0)y(z)y(x)|2 (L− x). (55)
By using the previous results, we see that we can write our amplitude AII0
in the following form:
AII0 = x¯|x|2
[
∂
∂x¯
+
1
x¯
] ∫
dµ
∫
d2z z¯ L
|y(z)y(0)y(x)|2
− |x|4
[
∂
∂x¯
+
1
x¯
] ∫
dµ
∫ d2z z¯
|y(z)y(0)y(x)|2 . (56)
Now we perform a rescaling of the integration variables:
ai → xai, z → xz, (57)
and we have∫
dµ
∫ d2z z¯ L
|y(z)y(0)y(x)|2 =
1
|x|2
∫
dµ
∫ d2z z¯ L
|y(z)y(0)y(1)|2 , (58)∫
dµ
∫ d2z z¯
|y(z)y(0)y(x)|2 =
1
x|x|2
∫
dµ
∫ d2z z¯
|y(z)y(0)y(1)|2 . (59)
5We note that ∫
d2a
∂
∂a¯
f(a, a¯)× 1
an
=
∫
d2a
∂
∂a¯
[
f(a, a¯)× 1
an
]
, (52)
may not exactly integrate to 0. One should carefully study the singularity at a = 0.
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Noting that [
∂
∂x¯
+
1
x¯
]
1
x¯
= 0, (60)
we conclude that the amplitude AII0 is zero, and therefore there is no per-
turbative contribution to the invariant R4 term at two loops.
This is in agreement with the indirect argument of Green and Gutperle
[17], Green, Gutperle and Vanhove [19], and Green and Sethi [18] that the R4
term does not receive perturbative contributions beyond one loop. Recently,
Stieberger and Taylor [20] also used the result of [16] to prove the vanishing
of the heterotic two-loop F 4 term. For some closely related works we refer
the reader to the reviews [21, 22].
6 Recent works at two-loop superstring: work
done with Zhu-Jun Zheng and Jun-Bao Wu
The problem with previous gauge fixing is the residual dependence on the
insertion points. This is due to the non-supersymmetric projection of super-
moduli to (even) moduli. In some recent papers [25, 26, 27, 28], D’Hoker and
Phong carried out a new supersymmetric gauge fixing for the two-loop case.
The even moduli are super period-matrix. For a recent review see ref. [29].
We have done explicit computations by using the newly obtained results for
the cosmological constant and n-particle amplitude for all n ≤ 4. Here we
will briefly present the main results and refer the reader to [30, 31, 32] for
full details. We note that D’Hoker and Phong also do these computations
by using θ-function formalism and the split gauge which is different from
our choice of the gauge [33, 34]. Although the final results are exactly the
expected, their computation is quite difficult to follow because of the use of
theta functions.6 Also modular invariance is absurd in their computations
because of the complicated dependence between the 2 insertion points (the
insertion points are also spin structure dependent). Of course the final result
should be independent on the gauge choice.
6In [35], the two-loop 4-particle amplitude was also computed by using theta functions.
Its relation with the previous explicit result [16] has not been clarified.
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6.1 Some conventions and formulas
We will follow the notations of D’Hoker and Phong [25, 26, 27, 28, 29]. Here
in this subsection we will list some conventions and all the relevant formulas
needed to do explicit computations for the 4-particle amplitude at two loops.
In the following we will give some formulas in hyperelliptic representation
which will be used later. First all the relevant correlators are given by7
〈ψµ(z)ψν(w)〉 = −δµνG1/2[δ](z, w) = −δµνSδ(z, w),
〈b(z)c(w)〉 = +G2(z, w),
〈β(z)γ(w)〉 = −G3/2[δ](z, w), (61)
where
Sδ(z, w) =
1
z − w
u(z) + u(w)
2
√
u(z)u(w)
, (62)
u(z) =
3∏
i=1
(
z −Ai
z − Bi
)1/2
, (63)
G2(z, w) = −H(w, z) +
3∑
a=1
H(w, pa)̟a(z, z), (64)
H(w, z) =
1
2(w − z)
(
1 +
y(w)
y(z)
)
y(w)
y(z)
, (65)
G3/2[δ](z, w) = −P (w, z) + P (w, q1)ψ∗1(z) + P (w, q2)ψ∗2(z), (66)
P (w, z) =
1
Ω(w)
Sδ(w, z)Ω(z), (67)
where Ω(z) is a holomorphic abelian differential satisfying Ω(q1,2) 6= 0 and
otherwise arbitrary. These correlators were adapted from [36]. ̟a(z, w) are
defined in [25] and ψ∗1,2(z) are the two holomorphic
3
2
-differentials. When
no confusion is possible, the dependence on the spin structure [δ] will not
be exhibited. The formulas for the 〈X(z)X(w)〉 and related correlators are
given in Appendix A.
In order take the limit of x1,2 → q1,2 we need the following expansions:
G3/2(x2, x1) =
1
x1 − q1ψ
∗
1(x2)− ψ∗1(x2)f (1)3/2(x2) +O(x1 − q1), (68)
G3/2(x1, x2) =
1
x2 − q2ψ
∗
2(x1)− ψ∗2(x1)f (2)3/2(x1) +O(x2 − q2), (69)
7We follow closely the notation of [26].
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for x1,2 → q1,2. By using the explicit expression of G3/2 in (66) we have
f
(1)
3/2(q2) = −
∂q2S(q1, q2)
S(q1, q2)
+ ∂ψ∗2(q2), (70)
f
(2)
3/2(q1) =
∂q1S(q2, q1)
S(q1, q2)
+ ∂ψ∗1(q1) = f
(1)
3/2(q2)|q1↔q2. (71)
The quantity ψ∗α(z)’s are holomorphic
3
2
-differentials and are constructed
as follows:
ψ∗α(z) = (z − qα)S(z, qα)
y(qα)
y(z)
, α = 1, 2. (72)
For z = q1,2 we have
ψ∗α(qβ) = δαβ , (73)
∂ψ∗1(q2) = −∂ψ∗2(q1) = S(q1, q2) =
i
4
S1(q), (74)
∂ψ∗1(q1) = ∂ψ
∗
2(q2) = −
1
2
∆1(q), (75)
∂2ψ∗1(q1) = ∂
2ψ∗2(q2) =
1
16
S21(q) +
1
4
∆21(q) +
1
2
∆2(q), (76)
where
∆n(x) ≡
6∑
i=1
1
(x− ai)n , (77)
Sn(x) ≡
3∑
i=1
[
1
(x−Ai)n −
1
(x−Bi)n
]
, (78)
for n = 1, 2. This shows that ∂ψ∗α(qα+1) and ∂
2ψ∗α(qα) are spin structure
dependent.
For correlators of the X field we refer the reader to ref. [32] for details.
6.2 The result of D’Hoker and Phong
The measure obtained in [25, 26, 27, 28] is
A[δ] = iZ
{
1 + X1 + X2 + X3 + X4 + X5 + X6
}
,
Z = 〈
∏
a b(pa)
∏
α δ(β(qα))〉
detωIωJ(pa)
, (79)
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and the Xi are given by:
X1 + X6 = ζ
1ζ2
16π2
[
−〈ψ(q1) · ∂X(q1)ψ(q2) · ∂X(q2)〉
−∂q1G2(q1, q2)∂ψ∗1(q2) + ∂q2G2(q2, q1)∂ψ∗2(q1)
+2G2(q1, q2)∂ψ
∗
1(q2)f
(1)
3/2(q2)− 2G2(q2, q1)∂ψ∗2(q1)f (2)3/2(q1)
]
, (80)
X2 + X3 = ζ
1ζ2
8π2
Sδ(q1, q2)
×
3∑
a=1
˜̟ a(q1, q2)
[
〈T (p˜a)〉+ B˜2(p˜a) + B˜3/2(p˜a)
]
, (81)
X4 = ζ
1ζ2
8π2
Sδ(q1, q2)
3∑
a=1
[
∂pa∂q1 lnE(pa, q1)̟
∗
a(q2)
+∂pa∂q2 lnE(pa, q2)̟
∗
a(q1)
]
, (82)
X5 = ζ
1ζ2
16π2
3∑
a=1
[
Sδ(pa, q1)∂paSδ(pa, q2)
−Sδ(pa, q2)∂paSδ(pa, q1)
]
̟a(q1, q2) . (83)
Furthermore, B˜2 and B˜3/2 are given by
B˜2(w) = −2
3∑
a=1
∂pa∂w lnE(pa, w)̟
∗
a(w) , (84)
B˜3/2(w) =
2∑
a=1
G2(w, qa)∂qaψ
∗
α(qa) +
3
2
∂qaG2(w, qa)ψ
∗
α(qa)
)
. (85)
In comparing with [27] we have written X2, X3 together. We also note that
in eq. (81) the three arbitrary points p˜a (a = 1, 2, 3) can be different from
the three insertion points pa’s of the b ghost field. The symbol ˜̟ a is obtained
from ̟a by changing pa’s to p˜a’s. In the next subsection we will take the
limit of p˜1 → q1. In this limit we have ˜̟ 2,3(q1, q2) = 0 and ˜̟ 1(q1, q2) = −1.
This choice greatly simplifies the formulas and also make the summation over
spin structure doable.
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6.3 The vanishing of the cosmological constant and
non-renormalization theorem
Before we do any computation of the amplitude we list some useful formulas:
˜̟ 1(q1, q2) = −y
2(p˜1)
y2(q)
(q − p˜2)(q − p˜3)
(p˜1 − p˜2)(p˜1 − p˜3) , (86)
˜̟ 2(q1, q2) = −y
2(p˜2)
y2(q)
(q − p˜1)(q − p˜3)
(p˜2 − p˜1)(p˜2 − p˜3) , (87)
˜̟ 3(q1, q2) = −y
2(p˜3)
y2(q)
(q − p˜1)(q − p˜2)
(p˜3 − p˜1)(p˜3 − p˜2) , (88)
and
̟∗1(u) =
y(p1)
y(u)
(up1 − 12(u+ p1)(p2 + p3) + p2p3)
(p1 − p2)(p1 − p3)
=
y(p1)
y(u)
[
1 +
1
2
(u− p1)
(
1
p1 − p2 +
1
p1 − p3
)]
, (89)
̟∗2(u) =
y(p2)
y(u)
(up2 − 12(u+ p2)(p3 + p1) + p1p3)
(p2 − p3)(p2 − p1) , (90)
̟∗3(u) =
y(p3)
y(u)
(up3 − 12(u+ p3)(p1 + p2) + p1p2)
(p3 − p1)(p3 − p2) . (91)
We note here that ˜̟ 1(q1, q2) = −1 and ˜̟ 2,3(q1, q2) = 0 in the limit p˜1 → q1,2.
The strategy we will follow is to isolate all the spin structure dependent
parts first. As we will show in the following the spin structure dependent
factors are just S(q1, q2), ∂q2S(q1, q2) and the Szego¨ kernel if we also include
the vertex operators. Before we do this we will first write the chiral measure
in hyperelliptic language and take the limit of p˜1 → q1.
Let’s start with X5. We have
(S(z, q1)∂zS(z, q2)− S(z, q2)∂zS(z, q1)) = i
4(z − q)2S1(z). (92)
So the spin structure dependent factor from X5 is effectively S(z+, z−) as
shown by the following formulas:
S(q1, q2) = −S(q2, q1) = i
4
S1(q) , (93)
∂q2S(q1, q2) = −∂q1S(q2, q1) = −
i
8
S2(q) . (94)
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For X4, the spin structure dependent factor is simply S1(q) ∝ S(q1, q2)
as lnE(pa, qb) and ̟
∗
a(qb) are spin structure independent and their explicit
expressions will not be given here.
For X2+X3, we first compute the various contributions from the different
fields. The total stress energy tensor is:
T (z) = −1
2
: ∂zX(z) · ∂zX(z) : +1
2
: ψ(z) · ∂zψ(z) :
− : (∂bc + 2b∂c + 1
2
∂βγ +
3
2
β∂γ)(z) :
≡ TX(z) + Tψ(z) + Tbc(z) + Tβγ(z) , (95)
in an obvious notations. The various contributions are
TX(w) = −10T1(w), (96)
Tψ(w) = 5g˜1/2(w) =
5
32
(S1(w))
2, (97)
Tbc(w) = g˜2(w)− 2∂wf2(w), (98)
Tβγ(w) = −g˜3/2(w) + 3
2
∂wf3/2(w), (99)
where
f2(w) = −3
4
∆1(w) +
3∑
a=1
H(w, pa)̟a(w,w), (100)
g˜2(w) =
5
16
∆21(w) +
3
8
∆2(w)
+
3∑
a=1
H(w, pa)̟a(w,w)
(
1
w − pa+1 +
1
w − pa+2 −∆1(w)
)
, (101)
f3/2(w) =
Ω′(w)
Ω(w)
+
Ω(q1)
Ω(w)
S(w, q1)ψ
∗
1(w) +
Ω(q2)
Ω(w)
S(w, q2)ψ
∗
2(w),(102)
g˜3/2(w) =
1
2
Ω′′(w)
Ω(w)
+
1
32
(S1(w))
2
+
Ω(q1)
Ω(w)
S(w, q1)∂ψ
∗
1(w) +
Ω(q2)
Ω(w)
S(w, q2)∂ψ
∗
2(w). (103)
As we said in the last section we will take the limit of w → q1. In this
limit Tβγ(w) is singular and we have the following expansion:
Tβγ(w) = − 3/2
(w − q1)2 −
∂ψ∗1(q1)
w − q1 −
1
8
∆21(q)−
1
32
S21(q) +O(w − q1). (104)
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The dependence on the abelian differential Ω(z) drops out. These singular
terms are cancelled by similar singular terms in B˜3/2(w). By explicit compu-
tation we have: The dependence on the abelian differential Ω(z) drops out .
These singular terms are cancelled by similar singular terms in B˜3/2(w). By
explicit computation we have:
B˜3/2(w) =
3/2
(w − q1)2 +
∂ψ∗1(q1)
w − q1 −
1
4
∆21(q) +
3
4
∆2(q)
−
(
1
p1 − q
(q − p2)(q − p3)
(p1 − p2)(p1 − p3) ∆1(q) + ...
)
−3
2
(
1
(p1 − q)2
(q − p2)(q − p3)
(p1 − p2)(p1 − p3) + ...
)
+O(w − q1). (105)
where ... indicates two other terms obtained by cyclic permutating (p1, p2, p3).
By using the above explicit result we see that the combined contributions of
Tβγ(w) and B˜3/2(w) are non-singular in the limit of w → q1. We can then
take p˜1 → q1 in X2 + X3. In this limit only a = 1 contributes to X2 + X3.
This is because ˜̟ 2,3(q1, q2) = 0 and ˜̟ 1(q1, q2) = −1. T1(w) and Tbc(w) are
regular in this limit and spin structure independent. In summary, the spin
structure dependent factors from X2 + X3 are the following two kinds (not
including the vertex operators which will be consider later in section 6):
S1(q) ∝ S(q1, q2), and (S1(q))3. (106)
Here we note that if we don’t take the limit of w → q1 (or w → q2 which
has the same effect), the spin structure dependent factors from X2+X3 would
be much more complicated. For example we will have a factor of the following
kind:
S1(q)(S1(w))
2. (107)
The summation over spin structure with this factor will give a non-vanishing
contribution and it makes the computation much more involved. See [31] for
details.
Finally we come to X1 + X6. By using the explicit results given in eqs.
(70)–(71), we have
X1 + X6 = 〈∂X(q1) · ∂X(q2)〉S(q1, q2)
−(∂q1G2(q1, q2) + ∂q2G2(q2, q1))S(q1, q2)
+2(G2(q1, q2) +G2(q2, q1))
×(∂ψ∗(q1)S(q1, q2)− ∂q2S(q1, q2)). (108)
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As G2(q1, q2) is spin structure independent, we see that all the spin structure
dependent factors are the following two kinds:
S(q1, q2) =
i
4
S1(q), (109)
and
∂q2S(q1, q2) =
i
8
S2(q). (110)
Here it is important that the factor ∂ψ∗1(q2) cancels the factor S(q1, q2) ap-
pearing in the denominator of f
(1)
3/2(q2).
From all the above results we see that all the spin structure dependent
parts (for the cosmological constant) are as follows:
c1S1(q) + c2S2(q) + c3S
3
1(q) +
3∑
a=1
daS1(pa). (111)
In computing the n-particle amplitude there are more spin structure factors
coming from the correlators of ψ. They will be included at appropriate places.
The vanishing of the cosmological constant is proved by using the follow-
ing identities: ∑
δ
ηδQδSn(x) = 0, (112)
∑
δ
ηδQδS
3
1(x) = 0, (113)
for n = 1, 2 and arbitrary x.
For the non-renormalization theorem we need more identities. For gravi-
ton and the antisymmetric tensor the vertex operator is (left part only):
Vi(ki, ǫi, zi) = (ǫ · ∂X(zi) + iki · ψ(zi) ǫi · ψ(zi)) eiki·X(zi,z¯i). (114)
Because the vertex operator doesn’t contain any ghost fields, all terms involv-
ing ghost fields can be explicit computed which we have done in the above.
For the computation of amplitudes of other kinds of particles (like fermions),
one either resorts to supersymmetry or can use similar method which was
used in [38, 39].
By including the vertex operators we need to consider the following extra
spin structure dependent terms:
from X1 + X6 : 〈ψ(q1)ψ(q2)
∏
i
ki · ψ(zi) ǫi · ψ(zi)〉, (115)
from X2 + X3 : S1(q) 〈ψ(q1) · ψ(q1)
∏
i
ki · ψ(zi) ǫi · ψ(zi)〉. (116)
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The other terms are just the direct product of eq. (111) with the correlators
from the vertex operators 〈∏i ki · ψ(zi) ǫ · ψ(zi)〉. Let’s study these direct
product terms first.
To prove the non-renormalization theorem we restrict our attention to 3
or less particle amplitude. For the 3-particle amplitude we have
〈
3∏
i=1
ki · ψ(zi) ǫ · ψ(zi)〉 ∝ S(z1, z2)S(z2, z3)S(z3, z1) + (other terms). (117)
By using the explicit expression of S(z1, z2) we have
S(z1, z2)S(z2, z3)S(z3, z1) =
1
8z12z23z31
{
2 +
[
u(z1)
u(z2)
+
u(z2)
u(z1)
]
+
[
u(z1)
u(z3)
+
u(z3)
u(z1)
]
+
[
u(z2)
u(z3)
+
u(z3)
u(z2)
]}
. (118)
These factors combined with the other factors in eq. (111) give vanishing
contribution to the n-particle amplitude by using the following “vanishing
identities”:∑
δ
ηδQδ
{
u(z1)
u(z2)
+
u(z2)
u(z1)
}
Sn(x) = 0, n = 1, 2, (119)
∑
δ
ηδQδ
{
u(z1)
u(z2)
− (−1)nu(z2)
u(z1)
}
(S1(x))
n = 0, n = 2, 3. (120)
These identities can be proved by modular invariance and simple “power
counting” which were explained in detail in [31].
The terms in eq. (115) have already been discussed in [14]. Here we
briefly review the argument. We have
〈ψ(q1)ψ(q2)
∏
i
ki · ψ(zi) ǫ · ψ(zi)〉 ∝ S(q1, z1)S(z1, z2)S(z2, z3)S(z3, q2) + · · · .
(121)
By using the explicit expression of S(z, w) and note that u(q2) = −u(q1) we
have
S(q1, z1)S(z1, z2)S(z2, z3)S(z3, q2) ∝
2∑
i=1
[
u(q1)
u(zi)
− u(zi)
u(q1)
]
+
u(z1)
u(z2)
− u(z2)
u(z1)
+
u(z1)
u(z3)
− u(z3)
u(z1)
+
u(z2)
u(z3)
− u(z3)
u(z2)
+
u(q1)u(z2)
u(z1)u(z3)
− u(z1)u(z3)
u(q1)u(z2)
. (122)
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These terms also give vanishing contributions as we can prove the following
identities:
∑
δ
ηδQδ
{
u(z1)
u(z2)
− u(z2)
u(z1)
}
= 0, (123)
∑
δ
ηδQδ
{
u(z1)u(z2)
u(z3)u(z4)
− u(z3)u(z4)
u(z1)u(z2)
}
= 0. (124)
These identities were firstly proved in [14]. The proof is quite simple by using
modular invariance. For example we have
∑
δ
ηδQδ
{
u(z1)
u(z2)
− u(z2)
u(z1)
}
=
1
y(z1)y(z2)
∑
δ
ηδQδ
{
3∏
i=1
(z1 − Ai)(z2 −Bi)−
3∏
i=1
(z1 − Bi)(z2 − Ai)
}
∝ (z1 − z2)P (a)
y(z1)y(z2)
, (125)
which must be vanishing as the degrees of the homogeneous polynomials (in
ai and zj) don’t match. Here we have used again the modular invariance of
the above expression.8
The last term we need to compute is the term in eq. (116). We have
〈: ψ(q1) · ∂ψ(q1) :
∏
i
ki · ψ(zi) ǫ · ψ(zi)〉c = K(1, 2, 3)
×(S(x, z1, z2, z3) + S(x, z2, z3, z1) + S(x, z3, z1, z2)
−S(x, z1, z3, z2)− S(x, z2, z1, z3)− S(x, z3, z2, z1)), (128)
8The minus sign in eq. (123) makes the expression invariant under the all the modular
transformations. With a plus sign the expression is only invariant under a subgroup of the
modular transformation. Nevertheless eq. (123) is still true with a plus sign. The explicit
results are:
∑
δ
ηδQδ
{
u(z1)
u(z2)
+
u(z2)
u(z1)
}
= 0, (126)
∑
δ
ηδQδ
{
u(z1)u(z2)
u(z3)u(z4)
+
u(z3)u(z4)
u(z1)u(z2)
}
=
2P (a)z13z14z23z24
∏4
i=1(a1 − zi)∏
4
i=1 y(zi)
∏
6
i=2(a1 − ai)
. (127)
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where
K(1, 2, 3) = k1 · ǫ3k2 · ǫ1k3 · ǫ2 − k1 · ǫ2k2 · ǫ3k3 · ǫ1
+k1 · k2(k3 · ǫ1ǫ2 · ǫ3 − k3 · ǫ2ǫ1 · ǫ3)
+k2 · k3(k1 · ǫ2ǫ3 · ǫ1 − k1 · ǫ3ǫ2 · ǫ1)
+k3 · k1(k2 · ǫ3ǫ1 · ǫ2 − k2 · ǫ1ǫ3 · ǫ2). (129)
We note that K(1, 2, 3) is invariant under the cyclic permutations of (1,2,3).
It is antisymmetric under the interchange 2↔ 3. We have used these prop-
erties in eq. (128).
To compute explicitly these expressions we first note the following:
∂xS(z, x) =
1
2(z − x)2
u(z) + u(x)√
u(z)u(x)
− S1(x)
8 (z − x)
u(z)− u(x)√
u(z)u(x)
. (130)
In order to do the summation over spin structure we need a “non-vanishing
identity”. This and other identities needed in the 4-particle amplitude com-
putations are summarized as follows:
∑
δ
ηδQδ
{
u(z1)u(z2)
u(z3)u(z4)
− (−1)nu(z1)u(z2)
u(z3)u(z4)
}
(Sm(x))
n
=
2P (a)
∏2
i=1
∏4
j=3(zi − zj)
∏4
i=1(x− zi)
y2(x)
∏4
i=1 y(zi)
× Cn,m, (131)
where
C1,1 = 1, (132)
C2,1 = −2(z˜1 + z˜2 − z˜3 − z˜4), (133)
C1,2 = ∆1(x)−
4∑
k=1
z˜k, (134)
C3,1 = 2∆2(x)−∆21(x) + 2∆1(x)
4∑
k=1
z˜k
+4 (z˜1z˜2 − 2(z˜1 + z˜2)(z˜3 + z˜4) + z˜3z˜4)
≡ C3,1(z1, z2, z3, z4, x), (135)
z˜k =
1
x− zk , (136)
P (a) =
∑
i<j
(ai − aj). (137)
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C1,1 and C1,2 were derived in [16]. Although other values of n,m also gives
modular invariant expressions, the results are quite complex.9 Fortunately
we only need to use the above listed results.
By using these formulas we have:
∑
δ
ηδQδS(x, z1, z2, z3)S1(x) = − P (a)
16y2(x)
3∏
i=1
x− zi
y(zi)
. (138)
We note that the above formula is invariant under the interchange zi ↔ zj .
By using this result and eq. (128), we have:
∑
δ
ηδQδS(q1, q2)〈ψ(q1) · ∂ψ(q1)
3∏
i=1
ki · ψ(zi)ǫi · ψ(zi)〉δ = 0. (139)
This completes our verification of the non-renormalization theorem at two
loops.
6.4 The 4-particle amplitude
To explicitly compute the 4-particle amplitude we need the following sum-
mation formulas:
∑
δ
ηδQδ Sn(x)S(z1, z2, z3, z4) =
∑
δ
ηδQδ Sn(x)(S(z1, z2)S(z3, z4))
2
=
P (a)
y2(x)
4∏
i=1
x− zi
y(zi)
{
1, n = 1,
∆1(x)−∑4i=1 z˜i, n = 2. (140)∑
δ
ηδQδ(S(x, z1)S(z1, z2)∂xS(z2, x) + (z1 ↔ z2)) (S(z3, z4))2 S1(x)
= − P (a)
16 y2(x)
4∏
i=1
x− zi
y(zi)
(z˜14z˜23 + z˜13z˜24) , (141)
∑
δ
ηδQδ(S(x, z1)S(z1, z2)S(z2, z3)S(z3, z4)∂xS(z4, x)
+(z1 ↔ z4, z2 ↔ z3)) S1(x) = P (a)
16 y2(x)
4∏
i=1
x− zi
y(zi)
z˜14z˜23, (142)
∑
δ
ηδQδ(S(z1, z2)S(z3, z4))
2(S1(x))
3
9This is due to the non-vanishing of the summation over spin structures when we set
z1 = z3 or z1 = z4, etc.
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=
P (a)
8 y2(x)
4∏
i=1
x− zi
y(zi)
[
2∆2(x)−∆21(x) + 2∆1(x)
4∑
i=1
z˜i
+4

∑
k<l
z˜kz˜l − 6z˜1z˜2 − 6z˜3z˜4



 ,
∑
δ
ηδQδS(z1, z2)S(z2, z3)S(z3, z4)S(z4, z1)(Sn(x))
3
=
P (a)
8 y2(x)
4∏
i=1
x− zi
y(zi)
C3,1(z1, z3, z2, z4, x). (143)
The first formula was derived in [16, 15]. All the rest formulas can be de-
rived by using the formulas given in eqs. (132)–(135) and eq. (130) for the
derivative of the Szego¨ kernel.
After a long calculation we have the following expression for the chiral
integrand [30, 32]:
A = cII K(ki, ǫi)〈: (∂X(q1) +X(q2)) · (∂X(q1) + ∂X(q2)) :
×
4∏
i=1
eiki·X(zi,z¯i)〉
4∏
i=1
q − zi
y(zi)
=
cII K(ki, ǫi)∏4
i=1 y(zi)
∏
i<j
|E(zi, zj)|2ki·kj
×(s(z1z2 + z3z4) + t(z1z4 + z2z3) + u(z1z3 + z2z4)), (144)
where K(ki, ǫi) is the standard kinematic factor appearing at tree level and
one loop computations [3, 15, 16]. Here we used the explicit correlators for
〈∂X(z)∂X(w) and 〈∂X(z)X(w, w¯) given in [37, 15]. As it is expected, the
find result is independent on the insertion points q1,2 and pa’s.
For type II superstring theory one can combine the left part and the right
part. The final result would be as follows:
A4 = K(ki, ǫi)〈: (∂X(q1) + ∂X(q2)) · (∂X(q1) + ∂X(q2))
× (∂¯X(p¯1) + ∂X(p¯2)) · (∂¯X(p¯1) + ∂¯X(p¯2)) :
×
4∏
i=1
eiki·X(zi,z¯i)〉
4∏
i=1
(q − zi)(p¯− z¯i)
|y(zi)|2
=
K(ki, ǫi)∏4
i=1 |y(zi)|2
∏
i<j
|E(zi, zj)|2ki·kj
×|s(z1z2 + z3z4) + t(z1z4 + z2z3) + u(z1z3 + z2z4)|2. (145)
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The amplitude is obtained by integrating over the moduli space. At two
loops, the moduli space can be parametrized either by the period matrix or
three of the six branch points. We have
AII(ki, ǫi) = cII K(ki, ǫi)
∫ ∏6
i=1 d
2ai/dVpr
T 5
∏
i<j |ai − aj |2
×
4∏
i=1
d2zi
|y(zi)|2
∏
i<j
exp [−ki · kj G(zi, zj)]
×|s(z1z2 + z3z4) + t(z1z4 + z2z3) + u(z1z3 + z2z4)|2, (146)
where cII is a constant which should be determined by factorization or unitar-
ity (of the S-matrix). The amplitude is an integration of the above integrand
over the moduli space.
An immediate application of the above result is to study the perturbative
correction to the R4 term at two loops. In the low energy limit ki → 0, the
chiral integrand is also 0 apart from the kinematic factor because of some
extra factors of s, t and u in eq. (145). This confirms the explicit computation
of Iengo [24] by using the old result [16, 15], and it is in agreement with the
indirect argument of Green and Gutperle [17], Green, Gutperle and Vanhove
[19], and Green and Sethi [18]. Our new result also explicitly verifies the
claim given in the the Appendix B of [20].
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