Abstract. An explicit Milstein-type scheme for stochastic differential equation with Markovian switching is derived and its strong convergence in L 2 -sense is established without using Itô-Taylor expansion formula. Rate of strong convergence is shown to be equal to 1.0 under the assumptions that coefficients satisfy mild regularity conditions. More precisely, coefficients are assumed to be only once differentiable which are more relaxed conditions than those made in existing literature.
Introduction
Stochastic differential equation with Markovian switching (SDEwMS) has found several applications in real world such as [1, 4, 8, 10, 11, 12] and references therein. Often, explicit solution of SDEwMS is not available and hence one requires numerical approximation for such equation.
The order 1/2 Euler scheme for SDEwMS has been discussed in literature for example [6, 7, 9] and references therein. Recently, a Milstein-type scheme for SDEwMS has been developed in [5] .
Authors in [5] give an Itô's formula (see e.g. Lemma 2.2) for the switching coefficient and hence derive a Milstein-type scheme for SDEwMS. Their approach for derivation and for establishing strong convergence results (in L 2 -sense) of Milstein-type scheme is inspired by well known Itô-Taylor expansion and hence authors impose second order differentiability assumptions on the coefficients. Motivated by [3] , a new approach for derivation and for establishing strong convergence results (in L 2 -sense) of Milstein-type scheme is developed in this article that do not require Itô-Taylor expansion. As a consequence of our approach, drift and diffusion coefficients are assumed to be only once differentiable and hence is a significant reduction on regularity requirements on the coefficients when compared with the corresponding results obtained in [5] .
Let us now introduce some notations used in this article. For b ∈ R d and σ ∈ R d×m , |b| and |σ| are used for Euclidean and Hilbert-schmidt norms respectively which is clear from the context at which they appear. The l-th element of a vector b ∈ R d is denoted by b l and the l-th column of a matrix σ ∈ R d×m is denoted by σ (l) . For x, y ∈ R d , xy stands for their inner product. Further, if f : R d → R d , then Df returns a d × d matrix with ∂f i (·) ∂x j as (i, j)-th entry for i, j = 1, . . . , d. All through this article, C > 0 stands for a generic constant which can vary from place to place and is always independent of the discretization step-size.
Main Result
Let Ω, F , P be a complete probability space. Suppose that W := {W (t); t ≥ 0} is an R mvalued standard Wiener process. Also, assume that α := {α(t); t ≥ 0} is a continuous-time Markov chain with finite state space S := {1, 2, . . . , m 0 }, for a fixed positive integer m 0 . The local behaviour of the chain is governed by the generator Q = (q i 0 j 0 ; i 0 , j 0 ∈ S) with q i 0 j 0 ≥ 0, for any i 0 = j 0 ∈ S and q i 0 i 0 = − j 0 =i 0 q i 0 j 0 for any i 0 ∈ S. Further, let b : R d × S → R d and σ : R d × S → R d×m be functions satisfying certain conditions to be specified later. The main aim of this article is to study the Milstein scheme for the following d-dimensional Stochastic Differential Equation with Markovian Switching (SDEwMS), dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dW (t) (2.1) almost surely for any t ∈ [0, T ] with initial value X(0), which is an F 0 -measurable random variable taking values in R d . It is further assumed that X(0), W and α are independent.
Also, let F W and F α be filtrations generated by (X(0), W ) and α respectively i.e. F W t := σ{X 0 , W (s); 0 ≤ s ≤ t} and F α t := σ{α(s); 0 ≤ s ≤ t}. Define F t := F W t ∨ F α t for any t ≥ 0. Let us now introduce the Milstein scheme of SDEwMS (2.1). For this, one partitions the interval [0, T ] into subintervals of equal length h > 0 i.e., t n = nh for any n = 0, 1, . . . , n T with
The Milstein scheme for SDEwMS (2.1) at grid point t n+1 is given by,
almost surely with initial value Y 0 which is an F 0 -measurable random variable in R d . Here
, N n is the number of jumps and τ n 1 is the time of first jump of the chain α in the interval (t n , t n+1 ) for any n = 0, 1, . . . , n T − 1. To show that Milstein scheme (2.2) of SDEwMS (2.1) has a rate of convergence equal to 1, the following assumptions are made. Let p ≥ 2 be a fixed constant.
Assumption H-2. There exists a constant L > 0 such that, for every i 0 ∈ S,
There exists a constant L > 0 such that, for every i 0 ∈ S,
for any x, y ∈ R d and l, l 1 = 1, . . . , m.
Remark 2.1. Due to Assumptions H-2 and H-3, for every i 0 ∈ S,
for any x ∈ R d and and l = 1, . . . , m. The case when the drift coefficient satisfies one-sided and polynomial Lipschitz conditions (i.e. have super-linear growth) is developed in our joint work [2] where we propose a tamed Milstein scheme for SDEwMS.
The following is the main result of this article.
Theorem 2.1. Let Assumptions H-1, H-2 and H-3 be satisfied. Then, the Milstein scheme (2.2) converges in L 2 -sense to the true solution of SDEwMS (2.1) with rate of convergence equal to 1, i.e., there exists a constant C > 0 independent of h such that,
where X n = X(t n ) for any n = 0, 1, . . . , n T and 0 < h < 1/(2q) with q := max{−q i 0 i 0 ; i 0 ∈ S}.
Derivation of Milstein Scheme.
In this section, we explain our ideas of detailed derivation of the Milstein scheme. This forms the motivation for reducing the regularity requirement on the coefficients, which is the main achievement in this article. More precisely, we assume that b(·, i 0 ) and σ(·, i 0 ) are once differentiable for every i 0 ∈ S whereas authors in [5] assume that they are twice differentiable.
The following new way of deriving the Milstein scheme achieves this objective. First, we define the martingale associated with the chain α as introduced in [5] .
are respectively optional and predictable quadratic variations whereas {M i 0 j 0 (t); t ∈ [0, T ]} is a purely discontinuous and square integrable martingale with respect to filtration {F α t ; t ∈ [0, T ]} with M i 0 j 0 (0) = 0 almost surely. For notational convenience, take M i 0 i 0 (t) = 0 for any i 0 ∈ S and t ∈ [0, T ]. First, we prove the following useful lemma.
Lemma 3.1. Let τ 1 < τ 2 < . . . < τ ν be the times of jumps of the chain α in the interval (r, t) for any 0 ≤ r < t ≤ T , where t may or may not be the jump time of the chain and ν depends on r, t i.e. ν := ν(r, t). Define τ 0 := r and τ ν+1 := t. Also, suppose that g(·, i 0 ) :
almost surely for any 0 ≤ r < t ≤ T .
Proof. First, one writes,
almost surely. For the first term on the right hand side of the above equation, one observes,
which on using in equation (3.1) completes the proof.
One can now proceed with the derivation of the Milstein scheme (2.2). Here, we remark that the following calculations are done carefully without using Itô's formula in such a way that the coefficients b(·, i 0 ) and σ(·, i 0 ) are assumed to be only once differentiable for every i 0 ∈ S, which are weaker regularity assumptions than those made in [5] . Let N n denotes the number of jumps and τ n 1 < τ n 2 < . . . < τ n Nn be the jump times of the chain α in the interval (t n , t n+1 ] for any n = 0, 1, . . . , n T − 1. For notational convenience, take τ n 0 = t n , τ n Nn+1 = t n+1 , α n = α(t n ) and X n = X(t n ) for any n = 0, 1, . . . , n T . Let us write the SDEwMS (2.1) in the following form,
almost surely for any n = 0, 1, . . . , n T − 1. Now, one uses Lemma 3.1 with g = b, t = s and r = t n to obtain the following,
and similarly for the last term of equation (3.2) with g = σ (l) , t = s and r = t n , which on substituting in equation (3.2) yields the following,
almost surely for any n = 0, 1, . . . , n T − 1. The last term on the right hand side of equation (3.4) can be written as,
for any n = 0, 1, . . . , n T − 1. Also, the ninth term on the right hand side of equation (3.4) can be expressed as follows,
almost surely for any n = 0, 1, . . . , n T − 1. On substituting values from equations (3.5) and (3.6) in equation (3.4), one obtains,
almost surely for any n = 0, 1, . . . , n T − 1. The Milstein scheme (2.2) is constructed from the above equation by ignoring the remainder terms R n (i) for i = 1, . . . , 12. The remainder terms in the above equation (3.7) are defined as below,
almost surely for any n = 0, 1, . . . , n T − 1.
Moment Bound.
The proof of the following lemma can be found in [4] 
where the positive constant C is independent of h.
Lemma 4.2. Let Assumptions H-1, H-2 and H-3 be satisfied. Then,
where the positive constant C does not depend on h.
Proof. First notice that the Milstein scheme (2.2) can be written as,
and hence one can obtain the following estimates,
for any n ′ = 1, . . . , n T . For T 1 , one can use Remark 2.1 to obtain,
for any n ′ = 1, . . . , n T . Notice that
is a martingale with respect to filtration {F α T ∨ F W tn ; n ∈ {1, . . . , n T }}. Hence, by BurkholderDavis-Gundy inequality and Remark 2.1, T 2 can be estimates as follows,
for any n ′ = 1, . . . , n T . Further, one can show that
is a martingale with respect to filtration {F α T ∨ F W tn ; n ∈ {1, . . . , n T }}. Thus, as before, due to Burkholder-Davis-Gundy inequality and Remark 2.1, one obtains
for any n ′ = 1, . . . , n T . Similarly, one can show that
is a martingale with respect to filtration {F α T ∨F W tn ; n ∈ {1, . . . , n T }}. Again, on the application of Burkholder-Davis-Gundy inequality and Remark 2.1, one obtains
for any n ′ = 1, . . . , n T . Substituting the values from (4.2) to (4.5) in (4.1) gives,
for any n ′ = 1, . . . , n T . The application of Gronwall's lemma completes the proof.
Proof of Main Result.
Before proving the main result stated in Theorem 2.1, one requires to establish several lemmas which now follows.
be a continuously differentiable function and satisfies, for every i 0 ∈ S,
for any x,x ∈ R d . Then, for every i 0 ∈ S,
for any x,x ∈ R d . In the above, C > 0 is constant.
Proof. For every i 0 ∈ S, due to mean value theorem,
for some q ∈ (0, 1) which on using hypothesis (5.1) further implies,
for any x,x ∈ R d . This completes the proof.
The proof of parts (a) and (b) of the following lemma can be found in [5] . For the completeness, their proofs are given below along with that of part (c).
(a). For any n = 0, 1, . . . , n T − 1, one has P (N n ≥ N ) ≤ q N h N whenever N ≥ 1.
(b). If h < 1/(2q), then EN n ≤ Ch for any n = 0, 1, . . . , n T − 1 where C > 0 is a constant independent of h.
(c). Also, EN 2 n ≤ 6 for any n = 0, 1, . . . , n T − 1.
Proof. Recall that τ n 1 , . . . , τ n Nn are jump-times of the chain α in the interval (t n , t n+1 ] and τ n 0 = t n , τ n Nn+1 = t n+1 . Clearly, inter-jump times
are conditionally independent random variables on {N n ≥ 1}. Further, if N n ≥ 1 and at time τ n r , chain jumps from state i r−1 to i r for r = 1, . . . , N n , then the random variable τ n r+1 − τ n r follows exponential distribution with parameter −q irir . Hence, by strong Markov property of α,
for any N ≥ 1 and for any n = 0, 1, . . . , n T − 1, which shows part (a). For part (b), one writes,
(1/2) N ≤ Ch for any n = 0, 1, . . . , n T − 1. Furthermore,
for any n = 0, 1, . . . , n T − 1, which proves part (c).
Lemma 5.3. Let Assumptions H-1, H-2 and H-3 be satisfied. Then, there exists a positive constant C such that,
where constant C > 0 does not depend on h.
Proof. For the first term, one applies Hölder's inequality to obtain the following,
which on using Lemma 4.1, Lemma 5.1 and Lemma 5.2 along with ν(t n , s) ≤ N n yields the following estimate,
For the second term, notice that { n ′ −1 n=0 R n (10); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨ F W t n ′ ; n ′ ∈ {1, . . . , n T }}. Due to Burkholder-Davis-Gundy inequality and Hölder's inequality, one obtains
Thus, the proof is completed.
Lemma 5.4. Let Assumptions H-1, H-2 and H-3 be satisfied. Then,
and E sup
where the constant C > 0 does not depend on h.
Proof. By using Hölder's inequality,
which on using Remark 2.1, Lemma 4.1 and Lemma 5.2 give,
Notice that { n ′ −1 n=0 R n (5); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨ F W t n ′ ; n ′ ∈ {0, . . . , n T }}. Due to Burkholder-Davis-Gundy inequality, Hölder's inequality and Remark 2.1, one obtains
which on the application of Lemma 4.1 and Lemma 5.2 gives,
Further, notice that { n ′ −1 n=0 R n (11), n ′ = {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨ F W t n ′ ; n ′ ∈ {1, . . . , n T }}. By Burkholder-Davis-Gundy inequality and Hölder's inequality, one obtains
which due to Remark 2.1, Lemma 4.1 and Lemma 5.2, yields the following estimate,
This completes the proof of the lemma.
Lemma 5.5. Let Assumptions H-1, H-2 and H-3 be satisfied. Then,
Proof. By using Hölder's inequality, Remark 2.1, and Lemma 4.1, one obtains,
Again, notice that { n ′ −1 n=0 R n (9); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to the filtration {F α T ∨ F W t n ′ ; n ′ ∈ {1, . . . , n T }}. As before, one uses Burkholder-Davis-Gundy inequality, Hölder's inequality, Remark 2.1, and Lemma 4.1 to obtain the following estimate,
which completes the proof.
Lemma 5.6. Let Assumptions H-1, H-2 and H-3 be satisfied. Then,
Proof. First, observe that { n ′ −1 n=0 R n (1); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F t n ′ ; n ′ ∈ {1, . . . , n T }}. Hence, using Burkholder-Davis-Gundy inequality and Hölder's inequality, one obtains, 
Again, notice that { n ′ −1 n=0 R n (6); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨ F t n ′ ; n ′ ∈ {1, . . . , n T }}. Thus, due to Burkholder-Davis-Gundy inequality and Hölder's inequality, one obtains,
which due to Assumption H-2, Lemma 4.1 and Lemma 5.2 gives,
Furthermore, it is clear that { n ′ −1 n=0 R n (7); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨ F t n ′ ; n ′ ∈ {1, . . . , n T }}. So, one uses Burkholder-Davis-Gundy inequality and Hölder's inequality to obtain,
ds which due to Lemme 4.1 and Lemma 5.2 gives
One again notices that { n ′ −1 n=0 R n (8); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨ F W t n ′ ; n ′ ∈ {1, . . . , n T }}. By Burkholder-Davis-Gundy inequality, Hölder's inequality, Remark 2.1 and Lemma 4.1, one obtains,
Finally, it is clear that { n ′ −1 n=0 R n (12); n ′ ∈ {1, . . . , n T }} is a square integrable martingale with respect to filtration {F α T ∨F t n ′ ; n ′ ∈ {1, . . . , n T }}. One uses Burkholder-Davis-Gundy inequality and gets the following estimates,
Further, on the application of Remark 2.1, Assumption H-3 and Hölder's inequality, one obtains,
|Dσ (l) (X(u), α n )σ (l 1 ) (X(u), α n ) − Dσ (l) (X n , α n )σ (l 1 ) (X n , α n )| 2 du F This completes the proof of the lemma.
After proving the necessary lemmas, one now proceeds with the proof of the main result of this article i.e. Theorem 2.1.
Proof of Theorem 2.1. Let us recall expansion (3.7) and scheme (2.2) and hence write, for any n ′ = 1, . . . , n T . By using Assumption H-3, one can estimate S 1 as follows, 
