Abstract. In classical SPECT with parallel hole collimation, the sensitivity is constant over the field of view (FOV). This is no longer the case if a rotating slat collimator with planar photon collection is used: there will be a significant variation of the sensitivity within the FOV. Since not compensating for this inhomogeneous sensitivity distribution would result in non quantitative images, an accurate knowledge of the sensitivity is mandatory to account for it during reconstruction. On the other hand, the spatial resolution versus distance dependency remains unaltered compared to parallel hole collimation.
Introduction
Gamma cameras with parallel hole collimators have been optimized during many years. The major limitation is the poor sensitivity for an acceptable spatial resolution. This can be improved by using focusing collimators like fanbeam and conebeam collimators, which all come at the price of a limited FOV. Another way to improve the resolution/sensitivity relationship is to use a rotating slat collimator. Recently, this collimation type has been used in combination with solid state detectors (Gagnon et al 2001) . Due to the rotating slat design, only a limited number of detector elements is required to fill a strip area which reduces the cost. A similar design has been published by Entine (Entine 1979) about 20 years ago combining a CdTe detector with a parallel plate collimator. Before this the design of a linear detector has been proposed independently by Keyes (Keyes 1975) and Tosswill (Tosswill 1977) .
For this rotating slat collimator and strip area detector system, a 3D recon algorithm is necessary. It is important to have an accurate knowledge of the sensitivity and the resolution before implementing such a reconstruction method.
In a parallel hole gamma camera system, the camera head (composed of collimator, detector and electronics) is placed at different angles around the patient (SPECT rotation). By doing so, complete data for the different slices is obtained. In a rotating slat collimator detector system, an extra rotation around the detector's own axis is needed to obtain complete data (Gagnon et al 2001 , Zeng et al 2002 . This extra rotation is called the spin rotation. At each SPECT angle, the collimator/detector pair spins to obtain different 1D sinograms at each angle. These sinograms are weighted planar integrals of the different slices cut by the slats through the object.
In the paper by Entine (Entine 1979) there is a very good discussion about the photon flux at the detector of these systems. Previous sensitivity calculations (Webb et al 1993) were done for a systems with a rotating slat collimator on a fixed detector. Our system (Gagnon et al 2001) is different because it is composed of a rotating slat collimator and strip detector pair and because it has collimator slats of equal length. Staelens (Staelens et al 2005) extended the method of Metz (Metz et al 1980) and Tsui (Tsui and Gullberg 1990) in order to obtain a closed analytical expression for resolution and sensitivity of a rotating collimator on strip detector. This model is a far field model (i.e. 10cm and more to the collimator). In this paper the sensitivity is calculated for all points in the FOV with special importance to points close to the detector since one of the proposed uses of the system is small animal imaging . This requires an accurate knowledge of the sensitivity close to the detector. The variation of this aforementioned and calculated sensitivity and spatial resolution in the FOV should be included in the forward projector to allow for an accurate iterative reconstruction.
Methods

Description of a rotating slat collimator system
The geometry of the collimation system is shown in figure 1 . The collimator dimensions for the system are based on the SOLSTICE (SOLid STate Imager with Compact Electronics) design proposed in (Gagnon et al 2001) : collimator height h = 40 mm, gapsize g = 1.5 mm and slat thickness t = 0.3 mm. The width of the slats is 155 mm and the underlying detector's width W = 56 mm while its thickness is 5 mm.
Geometric sensitivity
To calculate the sensitivity, we have to consider different areas (figure 1) which all require a slightly different calculation method. For emissions coming from area I the septa are crossed in a different way than for photons originating from area II. For area III (not shown in the figure), consisting of area I and area II at small collimator distance (less than 2 collimator heights), the assumption of being at large distance from the collimator face would result in a wrong estimate of the incident angle and a different calculation is needed.
2.2.1. Area I Here we use a similar derivation as in Nuyts 2001. Only points with |α| < α max are considered. Given h the height of the septa, v the gap position and g the spacing between the septa, we can calculate the sensitivity for a point at a distance r and at an angle α ( fig. 1 ). Due to the non perpendicular incidence the effective collimator height is h e = h cosα . The shadow s is calculated from equivalent triangles:
From this shadow we can calculate the fraction of detected radiation at v, relative to the amount of photons that would be detected if there were no septa:
The maximal distance, V , where there still can be an incidence on the detector is also calculated from similar triangles:
The radiation at a distance r from the point source is proportional with 1 4πr 2 . Due to the non-perpendicular incidence, the detected radiation (assuming a perfect detector) is proportional with W cos α. Integration of the detected fraction of that photon flux with v varying from 0 to V (factor 2 accounts for negative v) gives the following expression for the sensitivity s(r, α):
The septal thickness was ignored in the previous approach so this equation is only valid if the septa are infinitely thin. The aforementioned calculation of the sensitivity will be referred to in this paper as method 1.
2.2.2. Area II Below the lines from the detector strip towards the corners of the slats (see figure 1 ) the effective collimator height h e is given by the following expression:
Here the maximal distance V becomes larger with increasing angle:
Same calculation as for points in area I (also ignoring the septal thickness) results in the following expression:
Combining equations 4 and 7 for the calculation of the sensitivity will be referred to in this paper as method 2.
2.2.3. Area III The previous calculations are based on three assumptions which are shortly described below and are shown in figure 2 . It is demonstrated that equations 4 and 7 only hold for points far away from the detector and that an extra correction close to the detector is needed. Firstly, the septal thickness and septal penetration were not taken into account ( figure 2 (a) ). Taking into account the thickness will only be important if one wants to obtain an absolute sensitivity. For reconstruction it is sufficient to obtain a correct relative value. A good design of the septa should minimize the penetration so the second factor can be ignored.
A second assumption (figure 2 (b)) is concernihg the ratio between the collimator height and spacing, and between the distance and height. The gaps g between the septa are also assumed to be small compared to h. The distance r should be large compared to the height h of the septa. When the point is far enough from the detector, this approximation is valid. When the point comes close (less than 2 x septa height e.g., 80 mm) there will be a variation of the real sensitivity on the position versus the slats. The equations 4 and 7 above will still give a good estimate of the average sensitivity and are comparable to the far field models derived in (Metz et al 1980) and (Staelens et al 2005) . Thirdly, the width W of the detector should also be small compared to the distance V (figure 2 (c)) . If this is not fulfilled the incident angle α and the distance r will vary significantly over the width of the detector. It is especially this assumption which makes equations 4 and 7 invalid for points close to the detector. Using these equations for e.g. points on the central axis (α = 0), would lead to a systematic overestimation of the geometric sensitivity. The use of α = 0 in equation 6 is far from reality close to the detector where the incident angle α on the detector varies significantly over the width of the detector. In the Solstice device there are 16 small detector elements between two slats. Therefore we propose to use a modified equation taking the pixellated detector into account in order to give a good estimate of the close field sensitivity:
Using this equation for the sensitivity calculation will be referred to in this paper as ) it is shown that the ratio of distance to collimator height determines the number of gaps seen. In the bottom figure (c) it is shown that incident angle and distance vary significantly over the detector width when the point is close to the detector. method 3. Accordingly, three approaches were used to calculate the sensitivity of the Solstice system. In the first calculation the method of equation 4 was implemented. For the calculations a continuous perfect detector of width 56 mm was used. In the second method, the effect of a different equation for large angles (equation 7) was taken into account. In the third method we calculated the sensitivity in the FOV for each detector pixel (taking into account the variation of r and α). The total sensitivity was obtained by summing the sensitivity for each detector pixel (equation 8). The dimensions of each pixel are equal to those given in (Griesmer et al 2002) .
Tomographic sensitivity
Once an accurate planar sensitivity is obtained, the sensitivity of a point in a tomographic system can be calculated. This is done by rotating the sensitivity map for the different spin angles. The sum of all spin angles will give the sensitivity for one SPECT angle. By repeatedly summing over all SPECT camera angles, the tomographic sensitivity of all points is obtained. An area with a low sensitivity will have a lower signal-to-noise ratio. Tomographic sensitivity was calculated for a system with a radius of SPECT-rotation of 340 mm.
2.2.5. Influence of detection efficiency Because a real detector will not stop all photons, there is a variation on the absolute sensitivity. The detection efficiency will be higher if the photons hit the detector at a larger oblique incident angle (more detection material on its path). Therefore an extra correction was implemented to correct for this effect. The incident angle is given by α. The detector thickness for this incident angle is t e = t/cosα. The detection efficiency DE is then calculated from the linear attenuation coefficient µ:
By putting this term into equation 8, one obtains a correction for the detection efficiency of CZT. The µ value of 3.505 cm −1 was obtained from the NIST website.
Spatial resolution
Equation 2 gives the fraction of detected radiation at v. Knowing that the sensitivity per unit area is equal to 1 4πr 2 , the Point Spread Function (PSF) can easily be derived:
When the term in parentheses is 1 2 this gives v HW HM and the FWHM is given by:
r is equal to d+h cos α for planes at distance d parallel with the collimator/detector system. This results in a depth dependant FWHM that is constant in a plane at fixed detector distance and yields an identical equation as for a parallel hole collimation system (Nuyts 2001) :
On the contrary, if non-rectangular slats were used (e.g., circular slats like shown in figures of (Zeng et al 2001) ) this will not result in equal resolution in a plane parallel to the detection/collimator system. The resolution was calculated along three different lines perpendicular to the detector/collimator system (see figure 3 ). For comparison, the resolution was also calculated for the parallel hole AXIS T M (Philips Medical Systems, Cleveland OH, USA) system along the same three lines. The parameters of this system are in accordance with (Staelens et al 2003) . 
Monte Carlo simulations
To check the accuracy of the calculation methods, these are compared to sensitivity and resolution values obtained by Monte Carlo simulations. The Solstice detector system (assuming a perfect and pixellated detector) was modelled in the GATE (GEANT4 Application for Tomographic Emission) environment (Santin et al 2002) using the geometry and dimensions described in section 2.1. The collimator was modelled to have the same material as in the real system while the CZT was modelled as a real detector with perfect characteristics, because the behavior of the detector depends partly on the hole trapping which could not be modelled in GATE.
To calculate the relative error of the different calculation methods, a low activity simulation was performed. A pointgrid (figure 4) was placed close to the collimator (at 25 mm, 50 mm, 75 mm and 100 mm depth, and from -340 mm to 340 mm with 10 mm spacing in the other direction). 2.35 million emissions were simulated for each point in front of a fixed strip detector with planar collimation. The sensitivity values are obtained by counting the number of detected emissions from each simulated point source. The average number of detected emissions was 650 per simulated point source (minimum was 33, maximum 5175). The three calculations and the simulation were first normalized on the total counts. Comparison was done for different planes parallel to the detector/collimator pair. The sensitivity values obtained by Monte Carlo simulation were compared to the three calculation methods described above. At each depth, the relative deviation from the simulated sensitivity value was calculated for all points. The average over all points for this depth resulted in an average error.
To get an idea of the absolute error of the calculation methods and also to make a comparison with measurements, a high activity study was performed. A set of 31 line sources (figure 5) was placed in a plane parallel to the collimator face at 25 mm depth with 20 mm spacing. To determine the variation of the sensitivity with source depth, another set of 7 line sources was placed along the spin axis of the detector. Each line had a length of 10 times the slat pitch (i.e. 18mm) and was placed centrally above the middle slat. 20 million emissions were simulated per line in front of the fixed collimator/detector pair. The sensitivity values are obtained by counting the number of detected emissions from each simulated line source. Detections were accepted within a 20% energy window around 140 keV. The estimated standard deviation (due to Poisson noise) for these data was between 0.3 percent and 0.6 percent of the obtained value. Due to this small statistical deviation resulting from the high activity, an accurate error could be determined for the different methods.
For determination of the resolution, the detected count profiles, originating from simulated point sources along the three lines of figure 3 were fitted to a Gaussian function. To compare these results to the parallel hole AXIS T M system's resolution, the same method was used.
Measurements
For sensitivity measurements, a line source filled with 58 MBq of Tc-99m and of length 18 mm was placed in the same positions as described for the simulations (figure 5). The energy window was set to 20% at 140 keV. As a measure of sensitivity, the count rate was averaged over a period of 10 seconds. Normalized profiles are measured along both sampled directions and compared to the simulated sensitivity values.
To check the spatial resolution of the prototype rotating slat camera, count profiles originating from measured point sources along the three lines of figure 3 were evaluated. 512 spin angles were measured resulting in 512 count profiles per point. The FWHM of these profiles was taken and the average was calculated for each point. The obtained averages were then compared to the values derived from the calculations.
Results
Sensitivity
3.1.1. Comparison of the different calculation methods By taking the ratio between the sensitivity calculated with method 1 and method 3 (figure 6), the difference between both calculations can be seen. There are non-uniformities along the lines towards the corner of the collimator (around α max ). The reason for this is that method 3 also takes the change in effective collimation height in area II into account. Far away from the detector the ratio is 1 which means both methods are similar. Also close to the detector (< 10cm) (figure 2(c)) the difference becomes more pronounced. According to this comparison the corrections based on method 1 will give systematic errors for distances below 10 cm and for angles larger than α max .
Validation with Monte Carlo simulations
To quantify the accuracy of the calculation methods, the average error along the pointgrid of figure 4 is plotted at different depths in figure 7. The inclusion of the different equation of the sensitivity for large angles in method 2 gives a reduction in the error. It is clear that the third method (which also takes the discrete detector elements into account) further improves the accuracy and gives a small and almost constant error (less than 7 percent). This To prove that the remaining error is caused by Poisson noise, a further analysis is done by comparison with a high count Monte Carlo simulation. In figure 9 the calculated values along the central axis are shown together with the points obtained by the high activity simulations. The third method lies clearly in between the 2 percent error bars, the average error was 1.1 percent. The second method (and also method 1) resulted in an average error of 3.6 percent.
3.1.3. Measured sensitivity In figure 8 and figure 10 , sensitivity values of real measurements are plotted against simulated values. It is clear that both show good agreement. of maximum) is present in the sensitivity map. The variation in the transverse plane is limited. In the axial direction there is clearly more variation visible.
Tomographic sensitivity
Influence of detection efficiency
The profiles shown in figure 13 are obtained by taking the ratio between the simulated and calculated sensitivity values for a profile at a distance of 20 cm from the collimator. The profile that has a minimum around the central axis is obtained by dividing the simulated values by values obtained by method 3. The other profile is obtained in the same way, but method 3 is now scaled by the detection efficiency. It is clear that this profile is more uniform and closer to 1 than the other profile.
Spatial resolution
The simulated and calculated values for the Solstice device are shown in figure 14 . The closest point in the simulations is at 16 mm distance and gives a FWHM = 2.51 mm. Linear extrapolation between the two points closest to detector gives an estimated FWHM at 0 mm of 1.8 mm.
The calculations were also done for the AXIS camera. In figure 14 it can be seen that the resolution of the Solstice camera is superior compared to the AXIS camera. This is due to the smaller spacing between the slats. Figure 15 show shows that the resolution, measured on the prototype camera are in accordance with the values expected from simulations and calculations. It is clear from the figures that the resolution is constant in a plane parallel to the detector plane.
Discussion
Accurate knowledge of the non-uniform sensitivity allows modeling this effect in iterative reconstruction. More accurate modeling can result in improved convergence and better uniformity of the final reconstruction.
Although there is a clearly higher sensitivity for this detection geometry it is not clear whether this will result in an improved image quality. Some results show that this is object dependant. More studies and simulations are needed to determine which applications will benefit from the increased sensitivity. Early analysis of the noise propagation assumed simple models for the sensitivity or even that the data was collected on uniformly weighted planes. As it is shown in this paper more accurate models are needed to describe the sensitivity in the close field. The accurate knowledge of the sensitivity variation will also be important for the study of noise propagation. The result of these studies should allow us to determine for which applications a rotating slat system can be useful.
The constant resolution in planes parallel to the collimator/detector systems is a useful property because it allows similar resolution recovery schemes in iterative reconstruction as for parallel hole SPECT. In analytical reconstruction one can also use the frequency distance principle to compensate for distance dependant spatial resolution loss.
Conclusion
A sensitivity calculation for the rotating slat collimator system on a solid state strip detector is described. To our knowledge, this is the only close field model for this detection geometry so far. It is clear by comparison with Monte Carlo simulations that the proposed method gives an important improvement in the accuracy of the calculated geometric sensitivity for points close to the detector. The accurate planar sensitivity allows us to calculate the tomographic sensitivity by simple rotation and adding. After applying a correction factor that takes the detection efficiency of the CZT into account, a good agreement of calculated values with simulated values of a pixellated CZT scanner is obtained. For points close to the detector there is a significant difference with previous results in literature (which all describe far field models). This will be of special importance when quantitatively accurate images are desired, e.g. in pharmacological small animal tracer studies.
