We prove a rigidity result for pairs of mappings of integrable dilatation whose gradients pointwise deform the unit ball to similar ellipses. Our result implies as corollaries a version of the generalized Stoilow decomposition provided by Theorem 5.5.1 of [Elliptic Partial Differential Equations and Quasiconformal Mappings in the Plane, Princeton University Press, Princeton, 2009] and the two-dimensional rigidity result of [Calc. Var. Partial Differential Equations (2012), DOI 10.1007/s00526-012-0566-4] for mappings whose symmetric part of gradient agrees.
Introduction
In Theorem 5.5.1 of their recent monograph [1] , Astala, Iwaniec, Martin provide a generalized Stoilow decomposition. Specifically they show that if u 2 W 1;1 and v 2 W 1;2 are quasiregular mappings, u is a homeomorphism and the Beltrami coefficients of u, v are the same, then u D ı v for some holomorphic mapping . 328 A. Lorent This is a generalization of the classical Stoilow decomposition for quasiregular mappings. 1 In [1, Theorem 20.2.1] a still more general Stoilow theorem is proved that as a corollary has the generalization of [1, Theorem 5.5 .1] for mappings of integrable dilatation, where one of these mappings is a homeomorphism. A different generalization is provided by [1, Theorem 20.4.19] where no assumption of integrability of the dilatation is needed, however slightly stronger integrability assumptions on u, v are required.
In [4, 5] a closely related problem has been studied from the context of elasticity. Cialet and Mardare considered deformations u W ! R n whose determinant is positive everywhere and studied the relation between the 'Cauchy Green' tensor Du T Du and the deformation. They proved a kind of continuity property of this relation that implies the well-known result that if a pair of C 1 deformations have the same Cauchy Green tensor, then they are related by an isometry, for a proof see [3, Theorem 3] .
In a recent paper motivated by powerful results on rigidity of differential inclusions [6] we proved a sharp generalization of the C 1 result characterizing C 1 functions whose Cauchy Green tensor agree. We showed that if u; v 2 W 1;2 are mappings of integrable dilatation and the symmetric part of the gradient of u and v are the same, then u D l R ı v with Dl R D R 2 SO.2/, see [10, Theorem 1] . In this paper our main result will be a generalized Stoilow decomposition for pairs of W 1;1 mappings of positive determinant whose conformal part of gradient is square integrable where one of these mappings is of integrable dilatation. This result will imply [10, Theorem 1] and the generalization of [1, Theorem 5.5.1] for mappings of integrable dilatation (defined on simply connected domains) as simple corollaries. As far as we are aware this is the only Stoilow decomposition result for pairs of mappings that does not assume one of them is injective. Given matrix A, by polar decomposition we can write A D R.A/S.A/ where R.A/ is a rotation and S.A/ is a symmetric matrix given by p A T A. Our main theorem is: where P is defined by P .a C i b/ D a b b a . In addition the poles of are contained in w.B u / where B u denotes the branch set of u (the set of points where u fails to be a local homeomorphism).
One of the principle corollaries is the two-dimensional version of [ We will show by Example 7.1 of Section 7 that there can be no continuous relation between Dv and Du on a dense connected open subset of unless one of u or v is of integrable dilatation. A slightly more general version of Example 7.1 was given in [10] which showed the sharpness of the two-dimensional version of [10, Theorem 1]. The example and [10, Theorem 1] also answered the question posed in [5] as to the optimal function class for which (1.3) implies (1.4). We showed the optimal function class is the space of functions of integrable dilatation (note however an example was already presented in [5] which showed this implication could not hold for arbitrary functions in W 1;2 ). Theorem 1.1 of this paper and Example 7.1 of Section 7 shows that the optimal class for the more general question of when (1.1) implies a 'global' continuous relation between Du and Dv is also the space of functions with integrable dilatation.
The next corollary is essentially folklore, it follows from [1, Theorem 20.2.1]. We state it in matrix notation. where W ! C is a measurable function such that j .z/j < 1 a.e. and Z 1 C j .z/j 1 j .z/j dz < 1:
Then there exists a holomorphic function W u. / ! C such that v D ı u:
Note Corollary 1.4 is a generalization of [1, Theorem 5.5.1] (for simply connected domains) because it is a known result that a W 1;1 homeomorphism u is such that det.Du/ 2 L loc . / (for the convenience of the reader we include a proof of this result in the appendix). Thus as a quasiregular mapping will have the determinant of the conformal part of its gradient bounded by a constant multiple of its determinant so it follows that any quasiregular mapping u 2 W 1;1 that is a homeomorphism will be such that OEDu c 2 L 2 loc and hence satisfies the hypothesis of Corollary Theorem 1.1 says that if we know in addition that the conformal part of the gradient of the mappings are integrable and one of these mappings is of integrable dilatation, then C.z/ is actually a continuous functions outside an isolated set of points. Indeed C.z/ D P . .w.z/// where P .a C ib/ D a b b a , and is meromorphic and w 2 W 1;1 is a homeomorphism. If neither of these mappings is of integrable dilatation, then no such result is possible as we will show by a simple counterexample in Section 7. Even when both of these mappings is of integrable dilatation, we cannot expect C.z/ to be continuous everywhere. In complex notation, simply take u.z/ D z and v.z
The most concise way in matrix notation to express the hypothesis that E Du.z/ and E Dv.z/ are similar ellipses is by equation (1.1), i.e. to insist that the symmetric parts of Du.z/ and Dv.z/ are scalar multiples of each other. As mentioned in [10] we considered the more specific question of the rigidity of pairs of mappings whose symmetric part of gradient agree. This question was partly motivated by the powerful rigidity and stability result for mappings whose gradient is close to SO.n/ proved in [6] . It was shown in [10] that if two mappings u; v have pointwise positive determinant and one of them is of integrable dilatation and they satisfy S.Du/ D S.Dv/ a.e., then Du.z/ D RDv.z/ a.e. for some R 2 SO.n/. This result holds in all dimension so long as the dilatation of one of these mappings is in L p for p > n 1 for n 3 and the dilatation is in L 1 if n D 2. The proof uses truncation theorems and the stability result of [6] to bypass the lack of a chain rule. In this paper we achieve a much simpler proof of the two-dimensional result by invoking the power of the 'Measurable Riemann Mapping Theorem' which allows us to solve the Beltrami equation @u @ N z D @u @z for arbitrary measurable where j j Ä k < 1 a.e.
The connection between Beltrami's equation and mappings that satisfy (1.1) and (1.3) is as follows. If we take a C and a function u W ! C, then define the R 2 valued function Q u.x; y/ D .Re.u.x C iy//; Im.u.x C iy///. Let CO C .2/ denote the set of conformal 2 2 matrices. Let OE M denote the homomorphism between C and CO C .2/, so
Finally recall any A 2 M 2 2 can be decomposed uniquely into a conformal and anticonformal matrix and denote these by OEA a and OEA c respectively. It is straightforward to see that
So the Beltrami coefficient .z/ in the Beltrami equation @u @ N z .z/ D .z/ @u @z .z/ is the complex number (or in matrix notation a conformal matrix) that relates the anticonformal part of the gradient matrix to the conformal part of the gradient matrix. We can formulate this for any matrix A 2 M 2 2 and so we define the Beltrami coefficient of the matrix A to be the 2 2 conformal matrix A that satisfies OEA a I D A OEA c where I WD 1 0 0 1 . Note for any > 0 it is immediate that A D A . It is a slightly longer calculation to see that for any R 2 SO.2/ we have RA D A . So the Beltrami coefficient of the matrix A does not detect dilatations or rotations. If we consider geometry of the ellipse E A WD ¹Av W v 2 S 1 º, then the size of this ellipse is undetectable from the Beltrami coefficient A and the direction in which the ellipse lies (the orientation of the ellipse) is undetectable from the Beltrami coefficient, but the geometry of the ellipse is encoded in the relation between the anti-conformal and conformal parts of A and so it entirely determined by A . Contrast this with the symmetric part of the matrix S.A/ WD p A T A which encodes both the geometry of E A and its size, but does not detect the orientation. So considering two mappings u; v for which S.Du/ D S.Dv/ is a much stronger hypothesis than considering two mappings for the Beltrami coefficients agree. Indeed given A; B 2 M 2 2 if we only were interested in the geometry of the ellipses E A and E B , we could postulate that S.A/ D S.B/ for some > 0. It turns out this is equivalent to A D B (this is the content of Lemma 3.2). So the hypothesis (1.1) of our main theorem is equivalent to insisting that the Beltrami coefficient of Du and Dv agree which when written in complex notation is the statement that u, v satisfy the same Beltrami equation. So our main theorem is also a Stoilow decomposition result for pairs of (non-invertible) mappings one of which is of integrable dilatation. As mentioned the counterexample we exhibit in Section 7 shows that no 'global' Stoilow decomposition result is possible for mappings that do not have integrable dilatation. If one of the mappings is actually a homeomorphism, stronger results are possible, see for example [1, Theorem 20.4.19] .
We choose to express our statement and arguments in matrix language because it appears that the geometric content of the very efficient @ @z , @ @ N z notation is not widely known in the broader analysis and applied analysis community. Since the original results on stability and rigidity of differential inclusions [6] were motived by elasticity and the initial investigations in [5, 10] were written in this context, we prefer to write our arguments in a notation consistent with these works. How-ever, as we will point out, many of our arguments are classical from the theory of mappings of integrable dilatation, specifically we use many ideas from the seminal paper [9] .
The value of this note consists of the following three things. Firstly we establish what is to our knowledge the first 'global' Stoilow decomposition result for pairs of mappings where neither of them are assumed to be homeomorphisms. Secondly we show by example that mappings of integrable dilatation are the widest class of mappings for which such a result is possible. 2 Thirdly we demonstrate the very close connection between the line of generalization of [6] started in [10] and considered previously in the context of elasticity [4, 5] and the much studied topic of Stoilow decomposition.
2 Conformal, anti-conformal decomposition of 2 2 matrices
The following algebra identities are well known though typically stated in complex notation. Given A 2 M 2 2 we can decompose A uniquely into conformal and anticonformal parts as follows: Let I WD 1 0 0 1 . The Beltrami coefficient of a matrix A is a conformal matrix A that relates the conformal and anti-conformal parts of A; it is defined by
(2.1)
Elementary algebraic properties
Given a matrix A 2 M m n let kAk denote the operator norm of the matrix. Let jAj denote the Hilbert Schmidt norm. Finally given complex number z let jzj denote the absolute value of z. If A D˛R Â CˇN for˛;ˇ> 0, then
Note that for any matrices A; B 2 M 2 2 we have
It is immediate that if C is a 2 2 conformal matrix, then OEC c D C and OEC a D 0, and if B is a 2 2 anticonformal matrix, then OEB a D B and OEB c D 0. Thus for any matrix A 2 M 2 2 and C 2 CO C .2/ we have
In the same way
D C CA OEA c and so CA D A and thus as previously mentioned, the Beltrami coefficient does not detect dilatations or rotations.
A generalized Stoilow decomposition 335 Now letting˛> 0,ˇ> 0, ; 2 OE0; 2 / be such that A D˛R Â CˇN we have
3 The relation between the Beltrami coefficient and symmetric part of a matrix
Let the Beltrami coefficient of A be defined by (2.1). The Beltrami coefficient of A and A 1 are related in the following way:
Proof. Let˛> 0,ˇ> 0, Â; 2 .0; 2 be such that A D˛R Â CˇN . Firstly note that
We claim
:
In the same way we can see A 1 A D Id and so (3.3) is established. So as the decomposition into conformal and anticonformal parts in unique, by definition (2.1) and from (3.3) we have
;
and from definition (2.1) N D A˛RÂ I; so together these equations imply A R Â D A 1 R Â and so
Hence k A k D k A 1 k and so as A and A 1 are conformal, Proof. Note the following equalities: 
So OEAB 1 a D 0 and so by (3.8) we have that A D B which concludes the proof of (3.7).
The Beltrami equation
As described in the introduction the Beltrami equation is a linear complex PDE that relates the conformal part of the gradient to the anti-conformal. So given a function f from the complex plane to itself, f .x C iy/ D u.x; y/ C iv.x; y/. As is standard, @f @ N z D 1 2 .@ x C i @ y /f and @f @z D 1 2 .@ x i @ y /f . The basic theorem about the solvability of the Beltrami equation (sometimes known as the measurable Riemann mapping theorem) is the following theorem, see [1, Theorems5.1.1 and 5.3.2 ] and for the original papers [2, 12] .
and f is a 1Ck 1 k -quasiconformal homeomorphism of C. This is known as the principle solution of the Beltrami equation. As described in the introduction, we will use the following notation. Given a complex valued function f of a complex variable let Q f .x; y/ WD .Re.f .x C iy//; Im.f .x C iy///:
Rewriting the Beltrami equation in matrix notation we have that Q f satisfies Proof. Though we have slightly weaker assumptions, most of the proof of this lemma comes from following very closely the proof of [9, Theorem 1]. The essential point is that the Stoilow decompositions of u; v provided by [9, Theorem 1] have the same homeomorphism. This fact would essentially be immediate for those familiar with the methods of [9] (the homeomorphism is the inverse of the limit of solutions to the Beltrami equation whose Beltrami coefficient is a truncation of the Beltrami coefficient of Du , and of course Du D Dv ). However for completeness we provide the details. Now
By (5.1) and (3.7) of Lemma 3.2 we know Du.z/ D Dv.z/ :
Thus v is a mapping of integrable dilatation. Now note we are carrying out these arguments in matrix notation and the 'matrix' Beltrami coefficient is a 2 2 conformal matrix of (Hilbert Schmidt) norm less than p 2 (recall (2.5)). So we will define new Beltrami coefficients that are truncated on the points z where j Du.z/ j and (respectively) j Dv.z/ j are close to p 2 u .z/ WD 
so g has a removable singularity at 0 and thus has a Taylor expansion around 0. So (where d is the cord arc metric) and so the sequence h is equicontinuous with respect to the chord arc metric on the extended complex plane O C. So by Ascoli-Arzela we must be able to extract a subsequence h k that converges uniformly to h with respect to the chord arc metric on O C. Since each h is a homeomorphism, it has the property that .h / 1 .x/ is connected for every x which is to say h is monotone. As noted in [9] by a result of Kuratowski, Lacher and Whyburn [11] the set of monotone maps is a closed subset of the set of continuous functions from X to Y under uniform convergence so long as Y is locally connected. Hence this implies that the limiting map h we obtain from subsequence h k will also be monotone. Since h is continuous, this implies
/ is an open connected set.
Step 2. We will show u WD u ı h and v WD v ı h are holomorphic. As G 1 G 2 for some 1 < 2 and jCn. S >0 G /j D 0, so we know that on increasingly large sets D u is conformal. However to actually prove the limiting map is conformal we need an estimate of the form
for any … 0 . So note as D u D OED u a C OED u c , we know dist D u ; CO C .2/ Ä jOED u a j:
Thus writing (5.6) as a complex linear equation what we need is
Now if we could establish an upper bound of the form sup >0 Z … jD u j 2 dz < C; (5.8) we would know that for some k ! 0 the subsequence k u will converge weakly in W 1;2 loc . / to u and linearity of equation (5.7) will ensure that So what is required is to establish (5.6), (5.8) and this can be done with calculations involving (3.1) of Lemma 3.1 as is indicated in [9] . For completeness we include these calculations.
So note c for all > 0 which establishes (5.8) .
So as previously explained letting u be the weak limit of k u (for some subsequence k ) we have that u is holomorphic by Weyl's lemma. By uniform convergence of h k to h we have that u D u ı h. In exactly the same way we argue that v is holomorphic.
Step 3. We will show h is a homeomorphism.
Proof of Step 3. From
Step 2 we know u D u ı h is a holomorphic function. Recall h is the uniform limit of monotone maps h . As before by Kuratowski, Lacher and Whyburn [11] we have that h is monotone. So we know that for any a 2 w. /, h 1 .a/ is connected. Suppose we can find two distinct points p 1 ; p 2 2 h 1 .a/. Then as u must be constant h 1 .a/ and this is an infinite set, it follows that u must be constant on w. / D 0 . Since h. 0 / D and u D u ı h, the function u can only be constant if u is constant on which is a contradiction. Hence h 1 .a/ consists of a single point for every a 2 and so h is a homeomorphism.
Proof of Lemma 5.1 completed. Since h is a homeomorphism, we can define w D h 1 and we then have the decompositions of u and v given in (5.2) simply from the definition of u and v . Also note that w 1 D h 2 W 1;2 . 
Proof. Since is a holomorphic, the set of zeros of forms a countable set z 1 ; z 2 ; : : : 2 w. /. So for any z 2 w. /n S 1 i D1 z i there exists r z > 0 such that is a homeomorphism on B r z .z/. Let y i D w 1 .z i / and let y 2 n 
Now by (5.18) we have Z n.
Thus $ 2 L 1 . /, note also for any function 2 C c . n.
Thus $ does indeed serve as the distributional derivative of w and hence we get w 2 W 1;1 . n. 
then is a meromorphic function and Dv.z/ D P . .w.z///Du.z/ and hence we have established (1.2). Let ¹z 1 ; z 2 ; : : : º be the set of zeros of 0 u . Then by Stoilow decomposition the branch set of u is given by B u D w 1 .¹z 1 ; z 2 ; : : :º/. So as ¹z 1 ; z 2 ; : : :º is also the set of poles of , we have that they are contained in w.B u /. We can find a collection of bounded simply connected sets u k with u k u kC1 for each k and S 1 kD1 u k D . For example if 0 2 , we can take u k to be the connected component of \ B 2 k . 0 / containing 0 . It is easy to see \ B 2 k . 0 / is simply connected because for any 6 2 \B 2 k . 0 / the function 1 z has a primitive on \ B 2 k . 0 /.
Given a complex function u of a complex variable we can as before define Hence v D k ı u on u k . Now if l > k, arguing in the same way we have the decomposition v D l ı u on … l for analytic function l defined on u.… l /. However since u.… l / is simply connected, by the Monodromy Theorem l is the extension of k to u.… l /. So we can define an analytic function on u. / by letting .z/ D k .z/ when z 2 u.… k /. Then v D ı u on u. /.
Counterexample
The example below shows the sharpness of the hypotheses of Theorem 1.1 and also shows the sharpness of the two-dimensional case of [10, Theorem 1]. It first appeared in more general form in [10, Section 5] . Subsequent to [10] being accepted we learned of the article [5] where an example is given (attributed to Hervé Le Dret and one of that article's referees) that showed that (1.3) does not imply (1.4) for arbitrary functions in W 1;2 . The example presented in [5] does not show the sharpness of space of functions of integrable dilatation, however it is in spirit not unrelated to the example of [10] . As the example of [10] is simple to describe, we present the two-dimensional version of it for the convenience of the reader. So it is clear that Z Q 1 L.z/ dz D 1
and thus it follows that there can be no continuous relation between ru and rv on a dense connected open subset of without the assumption of integrability of the dilatation and thus Theorem 1.1 is optimal.
