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Abstract
We deal with domains with infinite inner radius. More precisely, we introduce a new geometric assump-
tion on an exterior domain Ω ⊂Rn; n 3 (i.e. complement of smooth compact domain not containing the
origin). Under this assumption, we prove the Hardy inequality with optimal constant involving the distance
to the boundary. In addition, in the case n  4, we improve this inequality by adding a critical Sobolev
norm. Furthermore, we investigate the singular case n = 3 and we show that, under some additional geo-
metric assumption on Ω , the Hardy inequality can be improved by adding a Sobolev type term with critical
exponent. Also, we prove some Hardy–Sobolev type inequalities without any geometric assumptions on Ω ,
which are of independent interest. Finally, we prove Harnack inequality up to the boundary for the positive
solutions of the problem ut = u+ 14 udist2(x,∂Ω) and we prove heat kernel estimates for small times.
© 2012 Elsevier Inc. All rights reserved.
Keywords: Hardy inequalities; Hardy–Sobolev inequalities; Distance function; Critical exponent; Exterior domain;
Unbounded domain; Harnack inequality; Heat kernel estimates
E-mail address: kugkikas@gmail.com.0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jfa.2012.11.007
838 K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–8931. Introduction and main results
The Hardy inequality in the half space Rn+ = {(x′, xn): xn > 0}; n 2 asserts that∫
R
n+
|∇u|2 dx  1
4
∫
R
n+
u2
x2n
dx, ∀u ∈ C∞0
(
Rn+
)
,
where the constant 14 is optimal. Note here that xn = d(x) is the distance function in Rn+.
If we now restrict in an open set Ω with Lipschitz boundary, the Hardy inequality reads as
follows ∫
Ω
|∇u|2 dx  μΩ
∫
Ω
u2
d2
dx, ∀u ∈ C∞0 (Ω),
where the constant μΩ ∈ (0, 14 ] (see [18] and [17]). We note here that there exist domains Ω
such that μΩ < 14 (see [17]). However if the domain Ω is convex then the constant μΩ = 14(see [3,18,17]). It is clear that the Hardy inequality holds in an open domain Ω with the best
constant 14 , if and only if we make some geometric assumption on Ω . But it is not clear if Hardy
inequality with best constant 14 is valid only for convex domain. Indeed Barbatis, Filippas and
Tertikas [1] relaxed the assumption of convexity for the domain Ω and they introduced a global
geometric condition on Ω
−d  0.
They showed that if Ω satisfies the above condition then the Hardy inequality is valid with
μΩ = 14 . We note here that the above condition is equivalent to the convexity of the domain Ω
for n = 2, but it is a much weaker condition than convexity of Ω for n 3. Also, if ∂Ω is C2,
it has been recently proved that the condition −d  0 is equivalent with the fact that the mean
curvature of the boundary of Ω is non-negative (see [21] and [16]).
Brezis and Marcus [2] have established an improved version of the Hardy inequality. They
showed that for an open, convex and bounded domain Ω with smooth boundary, there exists a
positive constant λ(Ω) such that∫
Ω
|∇u|2 dx  1
4
∫
Ω
u2
d2
dx + λ(Ω)
∫
Ω
u2 dx, ∀u ∈ C∞0 (Ω).
The question here is, if there exist domains Ω which satisfy a geometric assumption (e.g.
convexity) such that we can add a Sobolev term with critical exponent in the right hand side of
the Hardy inequality. Filippas, Maz’ya and Tertikas [5] managed to prove this amazing result for
a family of open sets. More precisely, they showed that if Ω is an open domain with finite inner
radius that satisfies −d  0, then there exists a constant CΩ such that∫
|∇u|2 dx  1
4
∫
u2
d2
dx +CΩ
(∫
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞0 (Ω)
Ω Ω Ω
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constant CΩ in the above inequality depends only on the dimension n.
It is clear here that the Hardy and Hardy–Sobolev inequalities are valid for convex domains
or for domains satisfying −d  0 and having finite inner radius. But it is not clear that these
geometric conditions on domains are necessary. For instance there is no answer if the Hardy and
Hardy–Sobolev inequalities hold in Ω = Bc1(0); B1(0) is the unit ball with center at the origin.
In this paper we prove the analogue inequalities for domains having different geometric con-
ditions from the ones we have presented above. In particular we deal with two different types of
such domains.
Firstly, we deal with exterior domains, i.e. complements of smooth compact domains. For our
purposes here, smooth means C2 and we consider exterior domains not containing the origin, for
instance Bc1(0). We note here that an exterior domain Ω cannot satisfy the condition −d  0.
Thus we need a new condition on Ω . For this we introduce the following
−d(x)+ (n− 1)∇d(x) · x|x|2  0. (1.1)
Note that this condition is satisfied in the case Ω = Bc1(0).
First we state the Hardy inequality under condition (1.1).
Theorem 1.1. Let Ω be an exterior domain in Rn (n 3) not containing the origin and satisfying
condition (1.1). Then ∫
Ω
|∇u|2 dx  1
4
∫
Ω
u2
d2
dx, ∀u ∈ C∞0 (Ω).
The constant 14 is sharp.
We note here that the above inequality for n = 2 does not hold, not even with some positive
constant in front of the integral term of the right hand side (see Example 2 in Section 2). Intu-
itively, this happens because for large values of |x| the distance function to the boundary behaves
like the distance to the origin, and thus it fails (the optimal Hardy constant, involving distance to
the origin, is (n−2)
2
4 ).
Let us now state the Hardy–Sobolev inequalities which we will prove in this paper.
Theorem 1.2. Let n 4 and Ω be an exterior domain not containing the origin and satisfying
condition (1.1). Then the following inequality is valid.
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞0 (Ω), (1.2)
where the constant C > 0 depends only on Ω and the dimension n.
We stress again that the domains referred in the above theorem are of infinite inner radius.
The case n = 3 is different, as we can see from the following theorem.
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condition (1.1) with strict inequality i.e.
−d(x)+ 2∇d(x) · x|x|2  0. (1.3)
Then the following inequality is valid.
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C
(∫
Ω
X4
( |x|
D
)
|u|6 dx
) 1
3
, ∀u ∈ C∞c (Ω), (1.4)
where X(t) = (1 + ln t)−1, 0 < D < inf{|x|: x ∈ ∂Ω} and the constant C > 0 depends only
on Ω . Moreover, the power 4 on X cannot be replaced by a smaller power.
We note here that the strictly inequality in (1.3) is necessary, since in the case where
Ω = Bc1(0), inequality (1.3) becomes identity and inequality (1.4) does not hold (see Example 3
in Section 2).
Let us now assume that Ω is an open bounded domain with smooth boundary. Filippas,
Maz’ya and Tertikas [5] showed the following inequality
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx +M
∫
Ω
u2 dx  C
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞c (Ω), (1.5)
where the constant C depends only on n while M depends on n and Ω .
In this paper we prove an analogue inequality for exterior domains. Again the inequalities are
different in the cases n 4 and n = 3 as we can see in the following theorems.
Theorem 1.4. Let n  4, σ > 0 and Ω be an exterior domain not containing the origin. Then
there exist constants C(Ω,n) and C′(Ω,n,σ ) such that the following inequality is valid,
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx +C′
∫
Ω
u2
1 + d2+σ dx  C
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞c (Ω)
(1.6)
where σ > 0.
Theorem 1.5. Let n = 3, σ > 0 and Ω be an exterior domain not containing the origin. Then
there exist constants C(Ω) and C′(Ω,σ ) such that∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx +C′
∫
Ω
u2
1 + d2+σ dx
 C
(∫
X4
( |x|
ρ
)
u6 dx
) 1
3
, ∀u ∈ C∞c (Ω), (1.7)Ω
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by a smaller power.
Note again that the domains considered in the above theorems are of infinite inner radius.
Next, we deal with domains above the graph of a C1,1 function. More precisely, let Γ :
Rn−1 →R satisfying the conditions |∇Γ | < λ and Γ ∈ C1,1(Rn−1). We then call the set
Ω = {(x′, xn) ∈Rn: xn > Γ (x′)},
a domain above the graph of a C1,1 function. Note that again such domains have infinite inner
radius. An example of such domain is the half space Rn+ for Γ (x′) = 0. In particular in half
space Rn+; n 3, Maz’ya [19] proved the Hardy–Sobolev inequality
∫
R
n+
|∇u|2 dx  1
4
∫
R
n+
u2
x2n
dx +Cn
( ∫
R
n+
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞0
(
Rn+
)
,
for some constant Cn > 0 which depends only on n.
Thus, the Hardy–Sobolev inequality is valid in the half space for n = 3. This fact leads us to
consider domains above the graph of a C1,1 function as a separate case. Another reason is that
the distance function satisfies
1
1 + λ
(
xn − Γ
(
x′
))
 d(x)
(
xn − Γ
(
x′
))
,
that is, the distance function does not behave as the distance to a point, while xn goes to the
infinity.
Thus, we have
Theorem 1.6. Let n  3 and Ω be a domain above the graph of C1,1 function which satisfies
−d  0 in the sense of distributions. Then the following inequality is valid
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C(n,λ)
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞c (Ω).
Observe that the constant in front of the critical Sobolev term depends only on the dimension n
and λ.
In the last part of this paper, we use the Hardy–Sobolev inequalities to obtain the Harnack
inequality for positive solutions of the parabolic problem
ut = u+ 14
1
d2(x)
u in Ω × (0, T ],
u(x, t) = 0 on ∂Ω × (0, T ],
u(x,0) = u0 in Ω. (1.8)
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parabolic equations. They are used to prove Hölder continuity of solutions, strong maximum
principles, Liouville properties, as well as sharp two-sided heat kernel estimates. In particular in
parabolic problems, Harnack inequalities are equivalent to sharp two-sided heat kernel estimates.
See for instance the books [14,27,22].
In the case of the heat equation in a smooth bounded domain Ω , we have by the inte-
rior parabolic Harnack inequality (see [20]) and by the boundary parabolic Harnack inequality
(see [24]), the following estimate for the heat kernel h(t, x, y) which Zhang [26] proved
1
C1
(
d(x)√
t ∧ 1 ∧ 1
)(
d(y)√
t ∧ 1 ∧ 1
)
1
t
n
2
exp
(
−|x − y|
2
C2t
)
e−λ1t
 h(t, x, y) C1
(
d(x)√
t ∧ 1 ∧ 1
)(
d(y)√
t ∧ 1 ∧ 1
)
1
t
n
2
exp
(
−C2|x − y|
2
t
)
e−λ1t , ∀x, y ∈ Ω,
where C1,C2 > 0 and λ1 is
λ1 = inf
u∈H 10 (Ω)
∫
Ω
|∇u|2 dx∫
Ω
u2 dx
. (1.9)
We note here that an idea which Zhang [26] used to prove the above estimates, is the properties
of minimizer of (1.9). Since the minimizer φ ∈ H 10 (Ω) behaves as the distance function d(x) near
to the boundary of Ω . By using of a minimizing problem like (1.9), we can prove a boundary
Harnack type inequality and then two side heat kernel estimates for parabolic problems with
singular potentials.
More precisely, let Ω be an open bounded set with smooth boundary. We consider the follow-
ing minimizing problem
λ1 = inf
u∈C∞c (Ω)
∫
Ω
|∇u|2 dx − 14
∫
Ω
u2
d2∫
Ω
u2 dx
. (1.10)
Then it is well known that, λ1 ∈ R (see [5]) and there exists a ground state φ ∈ H 1loc(Ω) which
solves the corresponding Euler–Lagrange of (1.10)
−φ − 1
4
φ
d2
= λ1φ, in Ω, φ(x) = 0, on ∂Ω,
in the weak sense. Also there exist positive constants C1 and C2 such that
C1d
1
2 (x) φ(x) C2d
1
2 (x),
near to the boundary (see [4]). Filippas, Moschini and Tertikas [6] used this fact to prove a bound-
ary Harnack type inequality. They used this Harnack inequality in order to prove the following
sharp estimates for the heat kernel of problem (1.8).
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respective heat kernel of the problem (1.8). Then there exist positive constants C1, C2, A1, A2,
and t0 depend on Ω such that
C1
[
min
(
d(x)√
t
,1
)
min
(
d(y)√
t
,1
)] 1
2
t−
n
2 exp
(
−A1 |x − y|
2
t
)
 h(t, x, y) C2
[
min
(
d(x)√
t
,1
)
min
(
d(y)√
t
,1
)] 1
2
t−
n
2 exp
(
−A2 |x − y|
2
t
)
,
for any x, y ∈ Ω and t  to.
Furthermore if Ω is convex then we have the following heat kernel estimates for large
enough t1
e−λ1t 1
C1
d
1
2 (x)d
1
2 (y) h(t, x, y) e−λ1tC1d
1
2 (x)d
1
2 (y)
for any x, y ∈ Ω and t  t1.
Note that the eigenvalue λ1 of (1.10) is positive since Ω is convex (see [2]).
In this paper we prove boundary Harnack type inequalities for the solutions of problem (1.8)
where Ω is an exterior domain not containing the origin. We also prove two side estimates for the
heat kernel for small time. We recall here that an exterior domain is the complement of a smooth
compact domain. For our purposes here, smooth means C2 and we consider exterior domains not
containing the origin, for instance Bc1(0).
We note here that for large values of |x|, the distance function to the boundary behaves like
the distance to the origin. Thus in the case n = 3, the coefficient 14 in (1.8) coincides with the
optimal Hardy constant and, consequently, the potential 14
1
d2
is critical near to the boundary and
near to the infinity. In the case n > 3, the potential 14
1
d2
is critical only near to the boundary.
Also since the exterior domain is unbounded we need to investigate the following minimizing
problem
λ1 = inf
u∈C∞c (Ω)
∫
Ω
|∇u|2 dx − 14
∫
Ω
u2
d2∫
Ω
u2
1+d2+σ
, (1.11)
where σ > 0. We prove in this work the following theorem
Theorem 1.8. Let n 3 and Ω be an exterior open set with smooth boundary not containing the
origin. Then the constant λ1 of (1.11) is finite. Also there exists a ground state φ ∈ H 1loc(Ω) of
corresponding Euler–Lagrange of (1.11) i.e. it is a weak solution of
−φ − 1
4
φ
d2
= λ1 φ1 + d2+σ in Ω, φ = 0 on ∂Ω.
Finally there exist positive constants C1, C2 and an = (n−1) +
√
(n−2)2 − 1 such that2 4 4
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d
1
2 (x)
|x|an  φ(x) C2
d
1
2 (x)
|x|an ,
for any x ∈ Ω .
Using the above theorem and the program initiated by A. Grigor’yan and L. Saloff-Coste (see
[11,15,13,12]) in non-compact Riemannian manifolds (see also [23] for a nice survey), we prove
the following boundary Harnack type inequality.
Theorem 1.9. Let u be a non-negative solution of (1.8). Then there exists constant A such that
the following estimate is valid for all x, y ∈ Ω and all 0 < s < t < T .
u(s, y)
φ(y)
 u(t, x)
φ(x)
exp
(
A
(
1 + t − s
R2
+ t − s
s
+ |x − y|
2
t − s
))
,
where the constant R > 0 is small enough and depends only on ∂Ω .
With this theorem at hand, we are able to obtain sharp two-sided estimates for the heat kernel
h(t, x, y) of the problem (1.8) in an exterior domain.
Theorem 1.10. Let Ω be an exterior open set with smooth boundary not containing the origin
and let h(t, x, y) be the respective heat kernel of the problem (1.8). Then there exist positive
constants C1, C2, A1, A2, and t0 depend on Ω such that
C1
[
min
(
d(x)√
t
,1
)
min
(
d(y)√
t
,1
)] 1
2
t−
n
2 exp
(
−A1 |x − y|
2
t
)
 h(t, x, y) C2
[
min
(
d(x)√
t
,1
)
min
(
d(y)√
t
,1
)] 1
2
t−
n
2 exp
(
−A2 |x − y|
2
t
)
,
for any x, y ∈ Ω and t  t0.
The article is organized as follows. In Section 2 we prove Theorems 1.1, 1.2, 1.3, 1.4 and 1.5.
In Section 3 we prove Theorem 1.6. In Section 4 we prove Theorem 1.8. In Section 5 we prove
Theorems 1.9 and 1.10.
2. Hardy and Hardy–Sobolev type inequalities in exterior domains
In this section we prove Hardy and Hardy–Sobolev type inequalities in exterior domains.
We call Ω an exterior domain if it is the complement of smooth compact domain. For our
purposes here, smooth means C2 and we consider exterior domains not containing the origin
(i.e. there exists ρ > 0 such that Bρ(0)Ωc).
The main assumption which we use for Ω is in terms of the distance function d(x) = inf{|x −
y|: y ∈ ∂Ω}. More specifically, we assume that
−d(x)+ (n− 1)∇d(x) · x|x|2  0 (2.1)
in the sense of distributions.
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(2.1) is satisfied. Furthermore, let Ω be a bounded open set with C2 boundary and let H(y) be
the mean curvature of ∂Ω at the point y ∈ ∂Ω . Then we have −d  (n − 1)miny∈∂ΩH(y)
in the sense of distribution (see for example Theorem 3.4 in [21]). If miny∈∂ΩH(y) = ε > 0,
we can choose an x0 /∈ Ω such that |∇d(x)·(x−x0)|x−x0|2 |
1
|x−x0| < ε, ∀x ∈ Ω . Thus inequality (2.1) is
satisfied i.e.
−d(x)+ (n− 1)∇d(x) · (x − x0)|x − x0|2  0.
The last example shows that, the set of open domains which satisfy condition (2.1), it contains all
bounded smooth domains Ω with C2 boundary and miny∈∂ΩH(y) > 0. Furthermore, condition
(2.1) is a generalization from the bounded domains to the unbounded domains.
Finally, we note that in the case where Ω is the exterior of ellipse then assumption (2.1) is not
satisfied.
First, let us show that the inequality (2.1) becomes equality if and only if Ωc is a ball centered
at zero.
Lemma 2.1. Let 0 ∈ K be a compact set with smooth enough boundary. Assume also that the
following equality holds for each x ∈ ∂K
−d(x)+ (n− 1)∇d(x) · x|x|2 = 0.
Then K is a closed ball centered at zero.
Proof. Let x ∈ ∂K . By a rotation of coordinates, we map x to x˜ such that x˜ = (0, . . . , x˜n) and
|x˜n| = |x|. Then the unit outer normal is (0, . . . ,1) and −d = (n − 1)H(x) = (n − 1)H(x˜),
since the mean curvature (H(x)) is invariant under the change of coordinate system. Then we
have
−d(x˜)+ (n− 1)∇d(x˜) · x˜|x˜|2 = (n− 1)H(x˜)+ (n− 1)
1
|x˜n| = 0
⇔ H(x˜) = − 1|x˜n| = −
1
|x| = H(x).
Returning now to the initial coordinate system we obtain that
− 1|x| +
∇d · x
|x|2 = 0 ⇔ ∇d · x = |x| ⇔ ∇d =
x
|x| .
Since the x ∈ ∂K is arbitrary the last equality holds for each x ∈ ∂K . Thus K is a ball centered
at zero. 
Theorem 2.2. Let n 4 and Ω be an exterior domain not containing the origin which satisfies
the condition (2.1). Then the following inequality is valid.
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Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞0 (Ω) (2.2)
where the constant C > 0 depends only on Ω and dimension n.
Proof. We set
u = |x|− n−12 d 12 v,
then by straightforward calculations, we have
∫
Ω
|∇u|2 dx =
∫
Ω
d|∇v|2
|x|n−1 dx +
1
4
∫
Ω
|v|2
|x|n−1d dx +
(n− 1)2
4
∫
Ω
d|v|2
|x|n+1 dx
− n− 1
2
∫
Ω
∇d · x|v|2
|x|n+1 dx −
n− 1
2
∫
Ω
dx · ∇v2
|x|n+1 dx +
1
2
∫
Ω
∇d · ∇v2
|x|n−1 dx.
Also, we note that
∫
Ω
dx · ∇v2
|x|n+1 dx = −
∫
Ω
∇d · x|v|2
|x|n+1 dx +
∫
Ω
d|v|2
|x|n+1 dx,∫
Ω
∇d · ∇v2
|x|n−1 dx =
∫
Ω
(
−d(x)+ (n− 1)∇d(x) · x|x|2
)
v2
|x|n−1 dx  0,
where in the last inequality we have used the condition (2.1). Taking into account the last calcu-
lations we have∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx 
∫
Ω
d|∇v|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ω
d|v|2
|x|n+1 dx.
Thus, by the above inequality, it is enough to show
∫
Ω
d|∇v|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ω
d|v|2
|x|n+1 dx 
(∫
Ω
d
n
n−2 |v| 2nn−2
|x|n n−1n−2
dx
) n−2
n
, ∀v ∈ C∞0 (Ω).
(2.3)
Now let Ωδ = {x ∈ Ω: d(x) δ} for some δ > 0 sufficiently small and Ωcδ = Ω \ Ωδ . Then
note that
δ  d  1, ∀x ∈ Ωcδ and ρ′  |x| ρ + δ, ∀x ∈ Ωδ, (2.4)ρ + δ |x|
K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893 847where ρ = sup{|x|: x ∈ ∂Ω} and ρ′ = inf{|x|: x ∈ ∂Ω}. To prove inequality (2.3), we need
to define cutoff functions supported near to the boundary. Let a(t) ∈ C∞([0,∞)) be a non-
increasing function such that a(t) = 1 for t ∈ [0, 12 ), a(t) = 0 for t  1 and a′(t)  C0. For
δ small we define φδ(x) := a(d(x)δ ) ∈ C1,1(Ω). Note that φδ = 1 on Ωδ2 , φδ = 0 on Ω
c
δ and
|∇φδ| = |a′( d(x)δ )| |∇d|δ  C0δ with C0 a universal constant. By (2.4) and then by Sobolev inequal-
ity we have∫
Ωcδ
2
d|∇((1 − φδ)v)|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ωcδ
2
d|(1 − φδ)v|2
|x|n+1 dx
 c(δ, ρ)
( ∫
Ωcδ
2
|∇((1 − φδ)v)|2
|x|n−2 dx +
(n− 1)(n− 3)
4
∫
Ωcδ
2
|(1 − φδ)v|2
|x|n dx
)
 C(δ,ρ,n)
( ∫
Ωcδ
2
|(1 − φδ)v| 2nn−2
|x|n dx
) n−2
n
 C′(δ, ρ,n)
(∫
Ωcδ
d
n
n−2 |(1 − φδ)v| 2nn−2
|x|n n−1n−2
dx
) n−2
n
, (2.5)
where in the last inequality we have used again (2.4) and the fact that Ωcδ ⊂ Ωcδ
2
. Now by Theo-
rem 2.4 in [5] and (2.4) for sufficiently small δ > 0 we have∫
Ωδ
d|∇(φδv)|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ωδ
d|φδv|2
|x|n+1 dx
 C
(
δ,ρ,ρ′, n
)(∫
Ωδ
d
n
n−2 |φδv| 2nn−2
|x| n(n−1)n−2
dx
) n−2
n
. (2.6)
We add (2.5) and (2.6) to obtain
C
(
δ,ρ,ρ′, n
)(∫
Ωδ
d
n
n−2 |φδv| 2nn−2
|x| n(n−1)n−2
dx
) n−2
n +C′(δ, ρ,n)
(∫
Ωcδ
d
n
n−2 |(1 − φδ)v| 2nn−2
|x| n(n−1)n−2
dx
) n−2
n

∫
Ωδ
d|∇(φδv)|2
|x|n−1 dx +
∫
Ωcδ
2
d|∇((1 − φδ)v)|2
|x|n−1 dx + 2
(n− 1)(n− 3)
4
∫
Ω
d|v|2
|x|n+1 dx
 C′
( ∫
Ωδ\Ωδ
dv2
|x|n−1 dx
)
+C(n)
(∫
Ω
d|∇v|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ω
d|v|2
|x|n+1 dx
)
, (2.7)2
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= 0 only for any x ∈ Ωδ \ Ωδ
2
. But,
by (2.7) we have
(∫
Ω
d
n
n−2 |v| 2nn−2
|x|n n−1n−2
dx
) n−2
n

(∫
Ωδ
d
n
n−2 |φδv| 2nn−2
|x| n(n−1)n−2
dx
) n−2
2n +
(∫
Ωcδ
d
n
n−2 |(1 − φδ)v| 2nn−2
|x| n(n−1)n−2
dx
) n−2
2n
 C
(
δ,ρ,ρ′, n
)(
C′
( ∫
Ωδ\Ωδ
2
dv2
|x|n−1 dx
)
+C(n)
(∫
Ω
d|∇(v)|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ω
d|v|2
|x|n+1 dx
)) 1
2
. (2.8)
Thus by the last inequality, to complete the proof of theorem, we need the following inequality
∫
Ωδ\Ωδ
2
dv2
|x|n−1 dx  C
(∫
Ω
d|∇v|2
|x|n−1 dx +
(n− 1)(n− 3)
4
∫
Ω
d|v|2
|x|n+1 dx
)
. (2.9)
The last inequality is simple to be proven because by (2.4) we have
∫
Ωδ\Ωδ
2
dv2
|x|n−1 dx  (ρ + δ)
2
( ∫
Ωδ\Ωδ
2
dv2
|x|n+1 dx
)
. 
In the sequel, we give two examples in which we see that the Hardy inequality is not valid
in R2, neither for some constant 0 < c < 14 .
Example 1. Consider the set
Ka =
{
x = (x1, x2) ∈R2: −a  x1  a, x2 = 0
}
,
for some positive constant a. Then, there does not exist constant c > 0, such that the following
inequality to be valid
∫
R2\Ka
|∇u|2 dx − c
∫
R2\Ka
u2
d2
dx  0, ∀u ∈ C∞0
(
R2 \K)
where da(x) = inf{|x − y|: y ∈ Ka, x ∈R2}.
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is, there exists a positive constant c such that
∫
R2\Ka
|∇u|2 dx  c
∫
R2\Ka
u2
d2a
dx, ∀u ∈ C∞0
(
R2 \Ka
)
. (2.10)
Now set u(x) = v(x˜), where x˜ = x
a
. Then da(x) = ad1(x˜) (where d1(x˜) = inf{|x − y|: y ∈ K1,
x ∈R2}) and ∇xu = ∇x˜ va . Then inequality (2.10) becomes equivalent to∫
R2\K1
|∇v|2 dx˜  c
∫
R2\K1
v2
d21
dx˜, ∀v ∈ C∞0
(
R2 \K1
)
. (2.11)
By (2.11) we obtain that the constant c is independent on a. Next in (2.10), send a at zero to
obtain that ∫
R2\{0}
|∇u|2 dx  c
∫
R2\{0}
u2
|x|2 dx, ∀u ∈ C
∞
0
(
R2 \ {0}).
Which is clearly a contradiction, since the Hardy inequality in R2 is not valid. 
Example 2. There does not exist constant 0 < c 14 such that∫
Bc1
|∇u|2 dx − c
∫
Bc1
u2
d2
dx  0, ∀u ∈ C∞0
(
R2 \B1
)
, (2.12)
where d = |x| − 1.
Proof. We will show it by contradiction. We assume that there exists a constant 0 < c  14 such
that (2.12) is valid. We set r = |x| and u = (r−1)
1
2
r
1
2
v, where
v(r) =
{
r − 1, 1 < r  2,
2εr−ε, 2 < r.
Observe that u ∈D1,20 (Bc1). Then by straightforward calculations in (2.12), we have∫
Bc1
d|∇v|2
|x| dx −
1
4
∫
Bc1
d|v|2
|x|3 dx +
(
1
4
− c
)∫
Bc1
|v|2
d|x| dx  0. (2.13)
Now note that
850 K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893∫
Bc2
d|∇v|2
|x| dx = 2πε
2
(
2−2ε
2ε
− 2
−2ε−1
2ε + 1
)
, (2.14)
∫
Bc2
d|v|2
|x|3 dx = 2π
(
2−2ε
2ε
− −2ε − 1
2ε + 1
)
(2.15)
and
∫
Bc2
|v|2
d|x| dx 
π
ε
. (2.16)
But,
lim
ε→0
(
1
4
− c
)
1
2ε
− 1
4
2−2ε
2ε
= −∞,
which is a contradiction by (2.13)–(2.16). 
The case n = 3 is different, as we can see from the following theorem.
Theorem 2.3. Let n = 3 and Ω be an exterior domain not containing the origin and satisfies the
condition (2.1) with strictly inequality i.e.
−d(x)+ 2∇d(x) · x|x|2  0. (2.17)
Then the following inequality is valid.
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C
(∫
Ω
X4
( |x|
D
)
u6 dx
) 1
3
, ∀u ∈ C∞c (Ω) (2.18)
where X(t) = (1 + ln t)−1, 0 < D < inf{|x|: x ∈ ∂Ω} and the constant C > 0 depends only
on Ω . Moreover, the power 4 on X cannot be replaced by a smaller power.
The condition 2.17 is equivalent with the fact that there exist ε > 0 and a ball of radius ρ > 0
with center at x0 and Bρ(x0) ⊂ Ω such that
∫
Bρ(x0)
(
−d(x)+ 2∇d(x) · x|x|2 dx
)
udx  ε
∫
Bρ(x0)
u dx, ∀0 u ∈ C∞0
(
Bρ(x0)
)
.
To prove Theorem 2.3 we need the following lemma.
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inequality is valid
∫
Ω
|∇u|2
|x|n−2 dx  C
(∫
Ω
u
2n
n−2
|x|n X
( |x|
D
) 2(n−1)
n−2
dx
) n−2
n
, ∀u ∈ C∞0 (Ω) (2.19)
where X(t) = 11+ln(t) , 0 <D < infx∈∂Ω |x| and C > 0 depends only on Ω and n. Moreover, the
power 2(n−1)
n−2 on X cannot be replaced by a smaller power.
To prove Lemma 2.4 we need the following lemma which the proof is in [19] (Theorem 2,
p. 43).
Lemma 2.5. Let A(r), B(r) non-negative functions. Such that 1/A(r), B(r) are integrable in
(0, r) and (r,∞), respectively, for all positive r < ∞. Then, for q  2 the Sobolev inequality
[ s∫
0
B(t)
∣∣u(t)− u(0)∣∣q dt] 1q  C[ s∫
0
A(t)
∣∣u′(t)∣∣2 dt] 12 (2.20)
is valid for all u ∈ C1[0, s] such that u(s) = 0 (or vanish near infinity, if s = ∞), if and only if
K = sup
r∈(0,s)
[ s∫
r
B(t) dt
] 1
q
[ r∫
0
(
A(t)
)−1
dt
] 1
2
(2.21)
is finite. The best constant in (2.20) satisfies the following inequality
K  C K
(
q
q − 1
) 1
2
q
1
q . (2.22)
Proof of Lemma 2.4. First we assume that u is a radially symmetric function and Ω = Bc1(0).
Then inequality (2.19) is equivalent to
∞∫
1
r|ur |2 dr  C
( ∞∫
1
|u| 2nn−2
r
X
(
r
D
) 2(n−1)
n−2
dr
) n−2
n
. (2.23)
We note that the last inequality is valid by Lemma 2.5 for A(r) = r , B(r) = X
2(n−1)
n−2 ( r
D
)
r
and
q = 2n
n−2 . Following [25] we decompose u into spherical harmonics (since u ∈ C∞0 (Bc1(0))) to
get
u(x) =
∞∑
um(r)fm(σ ),m=0
852 K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893where fm are orthogonal in L2(Sn−1) normalized by 1nwn
∫
Sn−1 fm(σ )fn(σ )dS = δmn. In partic-
ular f0(σ ) = 1 and the first term in the above decomposition is given by
u0(r) = 1
nwnrn−1
∫
∂Br
u(x) dSx.
The fm’s are eigenfunctions of the Laplace–Beltrami operator (σ ) with corresponding eigen-
values cm = m(n− 2 +m), m 0. An easy calculation shows that,
∫
Bc1
|∇u|2
|x|n−2 dx =
∞∑
m=0
∫
Bc1
|∇um|2
|x|n−2 dx +
∞∑
m=0
cm
∫
Bc1
u2m
|x|n dx
 1
2
(∫
Bc1
|∇(u− u0)|2
|x|n−2 dx +
∫
Bc1
|u− u0|2
|x|n dx
)
+
∫
Bc1
|∇u0|2
|x|n−2 dx. (2.24)
Now note that
∞∑
m=1
∫
Bc1
|∇um|2
|x|n−2 dx +
∞∑
m=1
cm
∫
Bc1
u2m
|x|n dx 
1
2
(∫
Bc1
|∇(u− u0)|2
|x|n−2 dx +
∫
Bc1
|u− u0|2
|x|n dx
)
 C
(∫
Bc1
|u− u0| 2nn−2
|x|n dx
) n−2
n
,
where in the last inequality, we have used the Sobolev inequality. But, the function X( |x|
D
) ∈
L∞(Bc1(0)), thus we have
∞∑
m=1
∫
Bc1
|∇um|2
|x|n−2 dx +
∞∑
m=1
cm
∫
Bc1
u2m
|x|n dx
 C
(∫
Bc1
X
2(n−1)
n−2
( |x|
D
) |u− u0| 2nn−2
|x|n dx
) n−2
n
. (2.25)
Also, since u0 is radially symmetric we have by (2.23), that u0 satisfies
∫
Bc1
|∇u0|2
|x|n−2 dx  C
(∫
Bc1
|u0| 2nn−2
|x|n X
( |x|
D
) 2(n−1)
n−2
dx
) n−2
n
. (2.26)
Thus by (2.24), (2.25) and (2.26) the proof is complete in the case where u ∈ C∞0 (Bc1(0)). It is
clear that the same argument works for Bc (0), for any R > 0.R
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for some 0 < R < infx∈∂Ω |x|, we have that BR(0) ⊂ Ωc. Since (2.23) is true for any u ∈
C∞0 (B
c
R(0)) it is true in particular for every u ∈ C∞0 (Ω). 
Proof of Theorem 2.3. We set
u = |x|−1d 12 v,
as in Theorem 2.2, the inequality (2.18) becomes equivalent to
∫
Ω
d|∇v|2
|x|2 dx +
∫
Ω
(
−d(x)+ 2∇d(x) · x|x|2
)
v2
|x|2 dx  C
(∫
Ω
d3X4( |x|
D
)|v|6
|x|6 dx
) 1
3
. (2.27)
To prove (2.27) we need the cutoff (φδ) which we used in Theorem 2.2. Also we recall that
Ωδ = {x ∈ Ω: d(x) δ} for some δ > 0 sufficiently small and Ωcδ = Ω \Ωδ . Then note that
δ
ρ + δ 
d
|x|  1, ∀x ∈ Ω
c
δ and ρ
′  |x| ρ + δ, ∀x ∈ Ωδ (2.28)
where ρ = sup{|x|: x ∈ ∂Ω} and ρ ′ = inf{|x|: x ∈ ∂Ω}.
By Theorem 2.4 in [5], (2.17), (2.28) and using the fact that X( |x|
D
) ∈ L∞(Ω), we can prove
by similar argument as the inequality (2.6)∫
Ωδ
d|∇(φδv)|2
|x|2 dx +
∫
Ωδ
(
−d(x)+ 2∇d(x) · x|x|2
) |φδv|2
|x|2 dx
 C
(
δ,ρ,ρ′
)(∫
Ωδ
d3X4( |x|
D
)|φδv|6
|x|6 dx
) 1
3
. (2.29)
Also, by Lemma 2.4, (2.17) and (2.28), we can prove by similar argument as the inequality (2.5)∫
Ωcδ
2
d|∇(1 − φδ)v|2
|x|2 dx +
∫
Ωcδ
2
(
−d(x)+ 2∇d(x) · x|x|2
) |(1 − φδ)v|2
|x|2 dx
 C(δ,ρ)
( ∫
Ωcδ
2
|(1 − φδ)v|6
|x|3 X
( |x|
D
)4
dx
) 1
3
, (2.30)
By (2.29) and (2.30) and by similar argument as in the proof of (2.8), we can show
(∫
Ω
d3X4( |x|
D
)|v|6
|x|6 dx
) 1
6

(∫
Ω
d3X4( |x|
D
)|φδv|6
|x|6 dx
) 1
6 +
(∫
Ωc
d3X4( |x|
D
)|(1 − φδ)v|6
|x|6 dx
) 1
6δ δ
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(
δ,ρ,ρ′
)(
C′
( ∫
Ωδ\Ωδ
2
dv2
|x|2 dx
)
+C
(∫
Ω
d|∇v|2
|x|2 dx
+
∫
Ω
(
−d(x)+ 2∇d(x) · x|x|2
) |v|2
|x|2 dx
)) 1
2
. (2.31)
Now by (2.17) there exist ε > 0 and a ball radius ρ > 0 with center x0 and Bρ(x0) ⊂ Ω such that∫
Bρ(x0)
(
−d(x)+ 2∇d(x) · x|x|2 dx
)
udx  ε
∫
Bρ(x0)
u dx, ∀0 u ∈ C∞0
(
Bρ(x0)
)
.
Consider now η ∈ C∞0 (Bρ(0)), 0 η 1 and η(x) = 1 in Bρ2 . Also let BR(0)Ωc such that
Bρ(x0) BcR(0). Then we have∫
BR(0)
(
−d(x)+ 2∇d(x) · x|x|2 dx
)
v2 dx 
∫
BR(0)
(
−d(x)+ 2∇d(x) · x|x|2 dx
)
v2 dx

∫
Bρ(x0)
(
−d(x)+ 2∇d(x) · x|x|2 dx
)
ηv2 dx
 ε
∫
Bρ(x0)
ηv2 dx
 ε
∫
Bρ
2
(x0)
v2 dx. (2.32)
Now by (2.31) and (2.32), we only need to show
∫
Ωδ\Ωδ
2
dv2
|x|2 dx  C
′
(∫
Ω
d|∇v|2
|x|2 dx + ε
∫
Bρ
2
(x0)
v2
|x|2 dx
)
dx. (2.33)
We will prove inequality (2.33) by contradiction. Specifically, we will prove that the following
inequality is valid
∫
Br (0)\Ωδ
2
v2 dx  C′
( ∫
Br\Ωδ
2
|∇v|2 dx + ε
∫
BR(0)
v2 dx
)
, (2.34)
where Br is a ball radius r such that BR(0) ⊂ Br(0) and Ωδ ⊂ Br (then (2.33) follows by (2.28)
and (2.34)).
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vk ∈ H 1 satisfying ∫
Br(0)\Ωδ
2
v2k dx  k
( ∫
Br (0)\Ωδ
2
|∇vk|2 dx + ε
∫
Bρ
2
(x0)
v2k dx
)
.
We re-normalize vk such that ∫
Br(0)\Ωδ
2
v2k dx = 1, (2.35)
which implies ∫
Br\Ωδ
2
|∇vk|2 dx + ε
∫
Bρ
2
(x0)
v2k dx 
1
k
. (2.36)
In particular the functions {uk} are bounded in H 1. Thus by Rellich–Kondrachov Theorem, there
exists a subsequence {vkj } ⊂ {vk} and a function v ∈ L2 such that
vkj → v, in L2.
But then ∫
Br (0)\Ωδ
2
v2 dx = 1. (2.37)
On the other hand by (2.36) we have that Dv = 0 a.e. and v = 0 a.e. in Bρ
2
(x0) which implies
that v = 0 a.e. in Br(0) \Ωδ
2
. Where we have clearly a contradiction by (2.37).
Thus, (2.33) follows by (2.28) and (2.34). 
We note here that, the assumption (2.17) is necessary. For this reason, we will give an example
for n = 3, where the Hardy–Sobolev inequality does not hold.
Example 3. There is not any constant c > 0 such that the following inequality to be valid,
∫
Bc1
|∇u|2 dx − 1
4
∫
Bc1
u2
d2
dx  c
(∫
Bc1
u6Xa
(|x|)dx) n−2n , (2.38)
where d = |x| − 1, X(t) = (1 + ln(t))−1 and a > 1.
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valid. We set r = |x| and u = (r−1)
1
2
r
v, where
v(r) =
{
(r − 1)ε, 1 < r  2,
2εr−ε, 2 < r.
Observe that u ∈D1,20 (Bc1). Then by straightforward calculations in (2.38), we have∫
Bc1
d|∇v|2
|x|2 dx  c
(∫
Bc1
d3v6Xa(|x|)
|x|6 dx
) 1
3
. (2.39)
Now note that, ∫
B2
d|∇v|2
|x|2 dx = c1ε, (2.40)
∫
Bc2
d|∇v|2
|x|2 dx = c12
−2εε, (2.41)
∫
B2
d3v6Xa(|x|)
|x|6 dx 
c2
4 + 6ε , (2.42)
and
∫
Bc2
d3v6Xa(|x|)
|x|6 dx = 2π
∞∫
2
(r − 1)3r−6εXa(r)
r4
dr. (2.43)
Letting ε → 0, by (2.39)–(2.43) we have clearly a contradiction. 
In the rest of this section, we will prove Hardy–Sobolev type inequalities without any geo-
metric assumption on Ω . Before we prove the Hardy–Sobolev inequality, we need a theorem for
the following space:
Definition 2.6. Let n 3 and Ω be an exterior domain not containing the origin. We denote by
D1,20 (Ω; |x|) the completion of C∞0 (Ω) function under the norm
‖u‖2
D1,20 (Ω;|x|)
=
∫
Ω
|∇u|2
|x|n−2 dx +
∫
Ω
u2
(1 + |x|2+σ )|x|n−2 dx, (2.44)
where σ is a non-negative constant.
Also, we denote by D1,2(Ω; |x|) the completion of C∞(Ω) with compact support at infinity
under the norm (2.44).
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V such that Ω ⊂ V . Then for each u ∈D1,2(Ω; |x|) there exists a function u˜ ∈D1,20 (V ; |x|) and
positive constants N,C,C′ such that
(i) |u| |˜u| (N + 1)|u| a.e. in Ω ,
(ii) u˜ has support in V , and
(iii)
∫
V
|∇u˜|2
|x|n−2 dx +
∫
V
u˜2
(1 + |x|2+σ )|x|n−2 dx
 C(n,Ω,V )
∫
Ω
|∇u|2
|x|n−2 dx +C
′(n,Ω,V,σ )
∫
Ω
u2
(1 + |x|2+σ )|x|n−2 dx,
where the constant N depends on ∂Ω and V .
Proof. Let r0 = infx∈∂Ω |x| and R0 = supx∈∂Ω |x|. Fix x ∈ ∂Ω , then there exists an r < r04 and
a C1 function γ : Rn−1 → R such that (upon relabeling and reorienting the coordinates axes if
necessary) we have
Ω ∩B(x, r) = {x ∈ B(x, r): xn > γ (x′)}.
Then we define yi = xi =: Φi(x) for i = 1, . . . , n − 1 and yn = xn − γ (x′) = Φn(x). Similarly
we set xi = yi =: Y i(y) for i = 1, . . . , n− 1 and xn = yn + γ (y′) =: Yn(y).
Then Φ = Y−1 and the mapping x → Φ(x) = y “straightens out ∂Ω” near to x. Observe
also detΦ = detY = 1. Now let xi ∈ ∂Ω and let ri be small enough such that, for the ball
B(Φ(xi), ri) = B(yi, ri), we have that, if x ∈ Wi = Y(B(yi, ri)) then 3r04 < |x| < 2R0. Now, for
u ∈ C∞(Ω) with compact support at infinity, we have
∫
Wi
|∇u|2
|x|n−2 dx +
∫
Wi
u2
(1 + |x|2+σ )|x|n−2 dx
 1
(2R0)n−2
∫
Wi
|∇u|2 dx + 1
(2R0)n−2(1 + (2R0)2+σ )
∫
Wi
u2 dx. (2.45)
Now set u′(y) = u(Y (y)), B = B(yi, ri), B+ = B(yi, ri) ∩ {yn  0} and B− = B(yi, ri) ∩
{yn  0}. We define
v(y) =
{
u′(y) for y ∈ B+,
−3u′(y′,−yn)+ 4u′(y′, −yn2 ) for y ∈ B−,
and u˜(x) = v(Φ(x)).
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u−yn = u+yn on {yn = 0}.
Now since u−(y′,0) = u+(y′,0) we have
u−yi = u+yi on {yn = 0} for i = 1, . . . , n− 1.
Thus we have ∫
B
|∇v|2 dy +
∫
B
|v|2 dy  C
( ∫
B+
∣∣∇u′∣∣2 dy + ∫
B+
∣∣u′∣∣2 dy),
for some positive constant C independent on u, n and σ .
Now since c1|∇xu| |∇yu| c2|∇xu| for some constants c1, c2 which depend on γ , we have∫
Wi
|∇u˜|2 dx +
∫
Wi
|˜u|2 dx  C(Ω)
( ∫
Y(B+)
|∇u|2 dx +
∫
Y(B+)
|u|2 dx
)
⇒
(
3r0
4
)n−2 ∫
Wi
|∇u˜|2
|x|n−2 dx +
(
3r0
4
)n−2(
1 +
(
r0
4
)2+σ)∫
Wi
|˜u|2
|x|n−2(1 + |x|2+σ ) dx
 C(Ω)
(
(2R0)n−2
∫
Y(B+)
|∇u|2
|x|n−2 dx
+ (2R0)n−2
(
1 + (2R0)2+σ
) ∫
Y(B+)
|u|2
|x|n−2(1 + |x|2+σ ) dx
)
,
where we have used the fact that 3r04 < |x| < 2R and (2.45). Thus,∫
Wi
|∇u˜|2
|x|n−2 dx +
∫
Wi
|˜u|2
|x|n−2(1 + |x|2+σ ) dx

(
4
3r0
)n−2
C(Ω)
(
(2R0)n−2
∫
Y(B+)
|∇u|2
|x|n−2 dx
+ (2R0)n−2
(
1 + (2R0)2+σ
) ∫
Y(B+)
|u|2
|x|n−2(1 + |x|2+σ ) dx
)
. (2.46)
Since ∂Ω is compact, there exist finitely many points xi ∈ ∂Ω , open sets Wi and extensions u˜i
of u to Wi (i = 1, . . . ,N), as above, such that ∂Ω ⊂⋃N Wi . Take W 0 = B4R \ Ωc and leti=1 0
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⋃N
i=1 Wi ⊂
⋃N
i=0 Wi . Consider now
the C1 function a(t) = 1 if t  1 and a(t) = 0 if t  2 and set ζN+1 = 1 − a( |x|R ).
Write u˜ :=∑N+1i=0 ζi u˜i , where u˜0 = u and u˜N+1 = u. Then utilizing estimate (2.46) (with ui
in place u, u˜i in place u˜) we obtain the bound
∫
U
|∇u˜|2
|x|n−2 dx +
∫
U
u˜2
(1 + |x|2+σ )|x|n−2 dx
 C(n,Ω)
∫
Ω
|∇u|2
|x|n−2 dx +C
′(n,Ω,σ)
∫
Ω
u2
(1 + |x|2+σ )|x|n−2 dx, (2.47)
where U = Ω ∪ ⋃Ni=1 Wi . Furthermore we can arrange for the support of u˜ to lie within
V ⊃ U . 
Theorem 2.8. Let n = 3, σ > 0 and Ω be an exterior set not containing the origin. Then there
exist constants C(Ω) and C ′(Ω,σ ) such that the following inequality is valid,
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx +C′
∫
Ω
u2
1 + d2+σ dx  C
(∫
Ω
X4
( |x|
ρ
)
u6 dx
) 1
3
, ∀u ∈ C∞c (Ω)
(2.48)
where X(t) = (1+ ln t)−1, ρ = inf{|x|: x ∈ ∂Ω}. Moreover, the power 4 on X cannot be replaced
by a smaller power.
Proof. Let R0 = supx∈∂Ω |x| and η ∈ C2(Ω) such that η(x) = d
1
2 (x), ∀x ∈ Ωε0 where ε0 is
small enough, η(x) = (|x|−2R0)
1
2
|x| , ∀x ∈ Bc(0,4R0) and c1  η  c2 otherwise, where c1 and c2
are positive constants. Set u = ηv then we have
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx +C′
∫
Ω
u2
1 + d2+σ dx
=
∫
Ω
η2|∇v|2 dx −
∫
Ω
(
ηη + η
2
4d2
)
v2 dx +C′
∫
Ω
η2v2
1 + d+2+σ
=
∫
Ωε0
η2|∇v|2 dx −
∫
Ωε0
(
ηη + η
2
4d2
)
v2 dx +C′
∫
Ωε0
η2v2
1 + d2+σ dx (2.49)
+
∫
B(0,4R0)\Ωc
η2|∇v|2 dx −
∫
B(0,4R0)\Ωc
(
ηη + η
2
4d2
)
v2 dx +C′
∫
B(0,4R0)\Ωc
η2v2
1 + d2+σ dx
(2.50)
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∫
Bc(0,4R0)
η2|∇v|2 dx −
∫
Bc(0,4R0)
(
ηη + η
2
4d2
)
v2 dx +C′
∫
Bc(0,4R0)
η2v2
1 + d2+σ dx (2.51)
= I1 + I2 + I3, (2.52)
where I1, I2 and I3 are the terms in (2.49), (2.50) and (2.51) respectively.
Now for I1 we have by Theorem 2.4 in [5]
I1 =
∫
Ωε0
d|∇v|2 dx − 1
2
∫
Ωε0
dv2 dx +C′
∫
Ωε0
dv2
1 + d2+σ dx
 C
( ∫
Ωε0
d3v6 dx
) 1
3
 C
( ∫
Ωε0
X4
( |x|
ρ
)
η3v6 dx
) 1
3
, (2.53)
where in the last inequality we have used the fact that 0X(t) 1.
For I2 we first note ∫
B(0,4R0)\Ωc
η2|∇v|2 dx  c21
∫
B(0,4R0)\Ωc
|∇v|2 dx, (2.54)
∣∣∣∣ ∫
B(0,4R0)\Ωc
(
ηη + η
2
4d2
)
v2 dx
∣∣∣∣ C0 ∫
B(0,4R0)\Ωc
v2 dx, (2.55)
C′
∫
B(0,4R0)\Ωc
η2v2
1 + d2+σ dx 
C′c21
1 + (4R)2+σ
∫
B(0,4R0)\Ωc
v2 dx. (2.56)
Thus if we choose C′  2C0(1+(4R)2+σ )
c21
we have by (2.54), (2.55), (2.56) and the Sobolev in-
equality
I2  C
( ∫
B(0,4R0)\Ωc
|∇v|2 dx +
∫
B(0,4R0)\Ωc
v2 dx
)
 C
( ∫
B(0,4R0)\Ωc
v6 dx
) 1
3
 C
( ∫
B(0,4R0)\Ωc
X4
( |x|
ρ
)
η6v6 dx
) 1
3
. (2.57)
For I3 first we note that
−
∫
Bc(0,4R0)
(
ηη + η
2
4d2
)
v2 dx  0, (2.58)
since d(x)  |x| − 2R0 in Bc(0,4R0). Also we note that 12  d|x|  1 for each x ∈ Bc(0,4R0).
Thus we have by (2.58)
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( ∫
Bc(0,4R0)
|∇v|2
|x| dx +
∫
Bc(0,4R0)
|v|2
|x|(1 + |x|2+σ ) dx
)
 C(Ω)
∫
Bc(0,2R0)
|∇v˜|2
|x| dx +C
′(Ω,σ )
∫
Bc(0,4R0)
|˜v|2
|x|(1 + |x|2+σ ) dx, (2.59)
where v˜ is the function as in Theorem 2.7. Thus since v˜ ∈ C1c (Bc(0,2R0)) we have by Lemma 2.4
∫
Bc(0,2R0)
|∇v˜|2
|x| dx  C
( ∫
Bc(0,2R0)
X4
( |x|
ρ
)
v˜6
|x|3 dx
) 1
3
 C
( ∫
Bc(0,4R0)
X4
( |x|
ρ
)
v˜6
|x|3 dx
) 1
3
 C
( ∫
Bc(0,4R0)
X4
( |x|
ρ
)
v6
|x|3 dx
) 1
3
, (2.60)
where in the last inequality we have used the fact that |˜v| |v|, ∀x ∈ Bc(0,4R0). Thus by (2.58),
(2.59) and (2.60) we have
I3  C
( ∫
Bc(0,4R0)
X4
( |x|
ρ
)
η6v6 dx
) 1
3
. (2.61)
And the proof follows by (2.53), (2.57), (2.61) and (2.52). 
Theorem 2.9. Let n 4, σ > 0 and Ω be an exterior set not containing the origin. Then there
exist constants C(Ω,n) and C ′(Ω,n,σ ) such that the following inequality is valid,
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx +C′
∫
Ω
u2
1 + d2+σ dx  C
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞c (Ω).
(2.62)
Proof. Let R0 = supx∈∂Ω |x| and η ∈ C2(Ω) such that η(x) = d
1
2 (x), ∀x ∈ Ωε0 where ε0 is
small enough, η(x) = (|x|−2R0)
1
2
|x| n−12
, ∀x ∈ Bc(0,4R0) and c1  η  c2 otherwise, where c1 and c2
are positive constants. Set u = ηv then by similar argument as in Theorem 2.8, the result fol-
lows. 
Finally, we will prove two theorems which are useful for the next section.
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∫
Ω
|∇u|2
|x|2an dx  C
(∫
Ω
|u| 2nn−2
|x| 2annn−2
dx
) n−2
n
, ∀u ∈ C∞0 (Ω) (2.63)
where an = n−22 +
√
(n−2)2
4 − 14 , C > 0 depends only on Ω and n.
Proof. As in Lemma 2.4, we only need to show the inequality for radially symmetric functions.
Thus, let u be a radially symmetric function then inequality becomes equivalent to
∞∫
ρ
u2r
r2βn−1
dr  C
( ∞∫
ρ
|u| 2nn−2
r1+
2nβn
n−2
dr
) n−2
n
,
where ρ = infx∈∂Ω |x| and βn =
√
(n−2)2
4 − 14 . And the lemma follows by Lemma 2.5 with
A(r) = 1
r2βn−1 and B(r) = 1
r
1+ 2nβn
n−2
. 
Theorem 2.11. Let n  4 and Ω be an exterior domain not containing the origin. Then the
following inequality is valid
∫
Ω
d
|x|2an+1
(
|∇u|2 + u
2
1 + d2+σ
)
dx  C
(∫
Ω
d
n
n−2 u
2n
n−2
|x|(2an+1) nn−2 dx
) n−2
n
, ∀u ∈ C∞0 (Ω),
(2.64)
where an = n−22 +
√
(n−2)2
4 − 14 .
Proof. Let Ωδ = {x ∈ Ω: d(x) δ} for some δ > 0 sufficiently small and Ωcδ = Ω \ Ωδ . Then
note that
δ
ρ + δ 
d
|x|  1, ∀x ∈ Ω
c
δ and ρ
′  |x| ρ + δ, ∀x ∈ Ωδ, (2.65)
where ρ = sup{|x|: x ∈ ∂Ω} and ρ′ = inf{|x|: x ∈ ∂Ω}. To prove inequality (2.64), we need
to define cutoff functions supported near to the boundary. Let a(t) ∈ C∞([0,∞)) be a non-
increasing function such that a(t) = 1 for t ∈ [0, 12 ), a(t) = 0 for t  1 and a′(t)  C0. For
δ small we define φδ(x) := a(d(x)δ ) ∈ C1,1(Ω). Note that φδ = 1 on Ωδ2 , φδ = 0 on Ω
c
δ and
|∇φδ| = |a′( d(x)δ )| |∇d|δ  C0δ with C0 a universal constant.
By (2.65) and Lemma 2.10 we have∫
Ωcδ
d|∇((1 − φδ)v)|2
|x|1+2an dx +
∫
Ωcδ
d|(1 − φd)v|2
|x|2an+1(1 + d2+σ ) dx2 2
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( ∫
Ωcδ
2
|∇((1 − φδ)v)|2
|x|2an dx
)
 C
(
δ,ρ,ρ′, n
)( ∫
Ωcδ
2
|(1 − φδ)v| 2nn−2
|x| 2nann−2
dx
) n−2
n
 C
(
δ,ρ,ρ′, n
)(∫
Ωcδ
d
n
n−2 |(1 − φδ)v| 2nn−2
|x|(1+2an) nn−2 dx
) n−2
n
,
where in the last inequality we have used again (2.65) and the fact that Ωcδ ⊂ Ωcδ
2
.
Now by Theorem 2.4 in [5] and (2.65) for sufficiently small δ > 0 we have∫
Ωδ
d|∇(φδv)|2
|x|1+2an dx +
∫
Ωδ
d|φδv|2
|x|1+2an(1 + d2+σ ) dx
 C
(
δ,ρ,ρ′, n
)(∫
Ωδ
d
n
n−2 |φδv| 2nn−2
|x|(1+2an) nn−2 dx
) n−2
n
.
The rest of the proof is similar as in Theorem 2.2, and we omit it. 
Theorem 2.12. Let n = 3 and Ω be an exterior domain not containing the origin. Then the
following inequality is valid
∫
Ω
d
|x|2
(
|∇u|2 + u
2
1 + d2+σ
)
dx  C
(∫
Ω
d3u6X4( |x|
ρ
)
|x|6 dx
) 1
3
, ∀u ∈ C∞0 (Ω)
where X(t) = (1 + ln t)−1. Moreover, the power 4 on X cannot be replaced by a smaller power.
Proof. The proof of the theorem is the same as in Theorem 2.11. The only difference is that, we
use here Lemma 2.4 instead of Lemma 2.10. 
3. Existence of minimizers in suitable spaces and their behavior
In this section, we assume that the set Ω is an exterior domain not containing the origin. By
Theorems 2.9 (for n = 3) and 2.8 (for n 4) we note that there exists a constant λ ∈R such that
−∞ < λ = inf
u∈C∞0 (Ω)
∫
Ω
|∇u|2 dx − 14
∫
Ω
u2
d2
dx∫
Ω
u2
1+d2+σ dx
, (3.1)
where σ > 0.
The main goal of this section is to prove the existence of a ground state function φ ∈ H 1loc(Ω)
which solves the corresponding Euler–Lagrange of (3.1) in the weak sense i.e.
−φ − φ2 = λ
φ
2+σ in Ω. (3.2)4d 1 + d
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existence of φ is D1,20 (Ω; |x|, d) which is the closure of C∞0 (Ω) functions under the norm
‖u‖2
D1,20 (Ω;|x|,d)
=
∫
Ω
d
|x|2an+1
(
|∇u|2 + u
2
1 + d2+σ
)
dx,
where an = n−22 +
√
(n−2)2
4 − 14 and σ > 0. By Theorems 2.12 and 2.11, we have for n = 3 and
n 4 respectively the following inequalities
‖u‖2
D1,20 (Ω;|x|,d)
 C
(∫
Ω
d3u6X4( |x|
ρ
)
|x|6 dx
) 1
3
, ∀u ∈ C∞0 (Ω), (3.3)
where ρ = inf{|x|: x ∈ ∂Ω} and X(t) = (1 + ln t)−1.
‖u‖2
D1,20 (Ω;|x|,d)
 C
(∫
Ω
d
n
n−2 u
2n
n−2
|x|(2an+1) nn−2 dx
) n−2
n
, ∀u ∈ C∞0 (Ω), (3.4)
where an = n−22 +
√
(n−2)2
4 − 14 .
Theorem 3.1. Let n = 3 and let Ω be an exterior domain not containing the origin. Then there
exists a ground state function φ ∈ H 1loc(Ω) such that φ solves the problem (3.2) in the weak
sense.
Proof. Let η ∈ C2(Ω) be a function such that η(x) = d 12 (x) near the boundary, say, d(x) ε0,
and η(x) = |x|− 12 away from the boundary, say |x| R > 2R0 = 2 supx∈∂Ω |x| and c1  η  c2
otherwise, where c1, c2 are positive constants. Then ‖v‖W 10 (Ω;|x|,d) is equivalent with the norm
‖v‖2 =
∫
Ω
η2
(
|∇v|2 + v
2
1 + d2+σ
)
dx.
Also, by (3.3), we have the following inequality
∫
Ω
η2
(
|∇v|2 + v
2
1 + d2+σ
)
dx  C
(∫
Ω
η6v6X4
( |x|
ρ
)
dx
) 1
3
, (3.5)
where ρ = inf{|x|: x ∈ ∂Ω}. Changing the variables by u = ηv in (3.1) we have the equivalent
problem
−∞ < λ = inf
v∈C∞0 (Ω)
∫
Ω
η2|∇v|2 dx − ∫
Ω
(ηη + 14 η
2
d2
)v2 dx∫ η2v2
dx
. (3.6)Ω 1+d2+σ
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∣∣∣∣ ∫
Ω
(
ηη + 1
4
η2
d2
)
v2 dx
∣∣∣∣= ∣∣∣∣ ∫
BcR
(
ηη + 1
4
η2
d2
)
v2 dx
+
∫
BR\Ωδ
(
ηη + 1
4
η2
d2
)
v2 dx +
∫
Ωδ
(
ηη + 1
4
η2
d2
)
v2 dx
∣∣∣∣
 |I1| + |I2| + |I3|.
First we note for |x| >R > 2R0 that
ηη + 1
4
η2
d2
= 1
4
(
1
d2|x| −
1
|x|3
)
 2R0
4|x|2d2 =
R0
2
η2
|x|d2 .
Using the last inequality and the fact that 12 
d
|x|  1 for |x| > 2R0, we have
|I1| C(R0)
∫
BcR
η2v2
|x|d2 dx  C
(∫
BcR
X4
( |x|
ρ
)
η6|u|6 dx
) 1
3
(∫
BcR
X−2( |x|
ρ
)
|x| 92
dx
) 2
3
 C(R0, ρ)
1
R
∫
Ω
η2
(
|∇v|2 + v
2
1 + d2+σ
)
dx, (3.7)
where in the last two inequalities we have used Hölder inequality and inequality (3.5). Also since
ηη + 14 η
2
d2
∈ L∞(Ω), we have
|I2| C(δ,R, c1, c2)
(
(1 +R)2+σ ) ∫
BR\Ωδ
η2v2
(1 + d2+σ ) dx. (3.8)
Finally,
|I3| C δ
X21(δ)
∫
Ωδ
X21(δ)
δ
v2 dx  C
∫
Ωε0
X21(d)
d
∣∣φε0(d)v∣∣2 dx,
where X1(d) = (1 − lnd)−1 and φε0(d) is the function as in Theorem 2.11.
But by [7], Proposition 5.1, we have for δ < ε04
∫
Ωε0
X21(d)
d
|φε0v|2 dx  C
∫
Ωε0
d
(∣∣∇(φε0u)∣∣2 + |φε0u|2)dx,
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|I3| C(ε0) δ
X21(δ)
(∫
Ω
η2
(
|∇v|2 + v
2
1 + d2+σ
)
dx
)
. (3.9)
Finally we combine the estimates (3.7), (3.8) and (3.9) to deduce that for any ε > 0 there exist
Mε such that ∣∣∣∣ ∫
Ω
(
ηη + 1
4
η2
d2
)
v2 dx
∣∣∣∣ ε ∫
Ω
η2|∇v|2 dx +Mε
∫
Ω
v2
1 + d2+σ dx. (3.10)
In the sequel we will establish the existence of a function ψ1 ∈ W 10 (Ω; |x|, d) which re-
alizes the infimum in (3.6). To this end let wk be a minimizing sequence normalized by∫
Ω
v2
1+d2+σ dx = 1. Then using (3.10) we can easily obtain (by (3.6)) that the sequence wk is
bounded i.e. supk ‖wk‖ <N . Therefore there exists a subsequence still denoted by wk such that
it converges to W 10 (Ω; |x|, d)-weakly to ψ1. Clearly by embedding theorems for R > 0 and δ > 0
large and small enough respectively we have
∫
BR\Ωδ
(
ηη + 1
4
η2
d2
)
w2k dx →
∫
BR\Ωδ
(
ηη + 1
4
η2
d2
)
ψ21 dx. (3.11)
Also, we have by (3.7)
∣∣∣∣ ∫
BcR
(
ηη + 1
4
η2
d2
)
w2k dx
∣∣∣∣ C(R0, ρ)N 1R . (3.12)
By (3.9) we have
∣∣∣∣ ∫
Ωδ
(
ηη + 1
4
η2
d2
)
w2k dx
∣∣∣∣ ∫
Ωδ
η2w2k
1 + d2+σ dx  CN
δ
X1(δ)
, (3.13)
where X1(δ) = (1 − ln δ)−1. Using now (3.11), (3.12) and (3.13) we have
∫
Ω
(
ηη + 1
4
η2
d2
)
w2k dx →
∫
Ω
(
ηη + 1
4
η2
d2
)
ψ21 dx
and the result follows by lower semicontinuity of the gradient term of numerator in (3.6). 
Theorem 3.2. Let n  4 and Ω be an exterior domain not containing the origin. Then there
exists a function φ ∈ H 1 (Ω) such that φ solves the problem (3.2) in the weak sense.loc
K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893 867Proof. Let η ∈ C2(Ω) be a function such that η(x) = d 12 (x) near the boundary, say, d(x) ε0,
and η(x) = |x|−an away from the boundary where an = n−22 +
√
(n−2)2
4 − 14 , say |x| > R >
2R0 = 2 supx∈∂Ω and c1  η  c2 otherwise, where c1, c2 are positive constants. Then
‖v‖W 10 (Ω;|x|,d) is equivalent with the norm
‖v‖2 =
∫
Ω
η2
(
|∇v|2 + v
2
1 + d2+σ
)
dx.
Also, by (3.4), we have the following inequality
∫
Ω
η2
(
|∇v|2 + v
2
1 + d2+σ
)
dx  C
(∫
Ω
η
2n
n−2 |v| 2nn−2 dx
) n−2
2n
. (3.14)
Changing the variables by u = ηv in (3.1) we have the equivalent problem
−∞ < λ = inf
v∈C∞0 (Ω)
∫
Ω
η2|∇v|2 dx − ∫
Ω
(ηη + 14 η
2
d2
)v2 dx∫
Ω
η2v2
1+d2+σ dx
. (3.15)
The rest of the proof is the same as in Theorem 3.1 and we omit it. 
Theorem 3.3. The asymptotic behavior of φ in Theorems 3.1 and 3.2 is like d 12 near to the
boundary and like |x|−an away from the boundary, where an = n−22 +
√
(n−2)2
4 − 14 .
Proof. Assume first n  4. It is well known that the eigenfunction φ ∼ d 12 (see Lemma 7 in
[4] for a lower bound and see Appendix in [8] for an upper bound). Thus we will focus away
from the boundary such that ψ1 is the minimizer of (3.15). For |x| >R where R is large enough,
ψ1 solves the problem
Lψ1 = −div
(
1
|x|2an ∇ψ1
)
+ 1
4
(
1
|x|2+2an −
1
d2|x|2an
)
ψ1 = λ ψ|x|2an(1 + d2+σ ) . (3.16)
First we show the lower bound. Let M > −λ1. Consider the function 1 +C1|x|−σ , then(
L+ M|x|2an(1 + d2+σ )
)(
1 +C1|x|−σ
)
 σ
(
−
√
(n− 2)2
4
− 1
4
− σ
)
C1
1
|x|2an+σ+2 +
MC1
(1 + d2+σ )|x|2an+σ +
M
(1 + d2+σ )|x|2an  0
for C1 > 0 and |x| large enough. On the other hand the first eigenfunction ψ1 of L satisfies(
L+ M2an 2+σ
)
ψ1 =
(
λ
2an 2+σ
)
ψ1 +
(
M
2an 2+σ
)
ψ1  0.|x| (1 + d ) |x| (1 + d ) |x| (1 + d )
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select constant ε such that ε(1 + C1|x|−σ ) − ψ1  0 on ∂BcR . Let g(x) = ε(1 + C1|x|−σ )− ψ1
and g+ = max{g,0}. Thus we can take g+ as test function to obtain∫
BcR
1
|x|2an ∇g∇g
+ dx + 1
4
(
1
|x|2an+2 −
1
d2|x|2an
)
gg+ dx +M gg
+
|x|2an(1+d2+σ )  0
⇒
∫
BcR
1
|x|2an
∣∣∇g+∣∣2 dx + 1
4
(
1
|x|2an+2 −
1
d2|x|2an
)∣∣g+∣∣2 dx +M |g+|2|x|2an(1+d2+σ )  0.
By the above inequality, equality (3.15) and the fact that M > −λ, we have g+ = 0 and the lower
bound follows.
For the upper bound we first note by (2.64) that∫
BcR
1
|x|2an |∇u|
2 dx +
∫
BcR
u2
|x|2an(1 + d2+σ ) dx
 C(Ω,n)
(∫
BcR
|u| 2nn−2
|x| 2nann−2
dx
) n−2
n
, ∀u ∈ C∞0
(
BcR
)
. (3.17)
For |x| >R0 = supx∈∂Ω |x|, we have 14 ( 1d2 − 1|x|2 ) 2R04|x|d2 . Thus∫
BcR
∣∣∣∣ 1|x|2an+2 − 1d2|x|2an u2
∣∣∣∣dx
 C(R0)
∫
BcR
1
|x|d2
u2
|x|2an dx  C(R0)
(∫
BcR
1
|x| n2 dn dx
) 2
n
(∫
BcR
|u| 2nn−2
|x| 2nann−2
dx
) n−2
n
,
∀u ∈ C∞0
(
BcR
)
 C(Ω,n)
2
(∫
BcR
|u| 2nn−2
|x| 2nann−2
dx
) n−2
n
, ∀u ∈ C∞0
(
BcR
)
, (3.18)
where in the last inequality we have chosen R big enough. Thus by (3.17) and (3.18) we have∫
BcR
1
|x|2an |∇u|2 + ( 14 1|x|2an+2 − 1d2|x|2an )u2 dx∫
BcR
u2
|x|2an (1+d2+σ ) dx

C(Ω,n)
2
(∫
BcR
|u| 2nn−2
|x|
2nan
n−2
dx
) n−2
n − ∫
BcR
u2
|x|2an (1+d2+σ ) dx∫
c
u2
2a 2+σ dxBR |x| n (1+d )
K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893 869
C(Ω,n)
2
(∫
BcR
|u| 2nn−2
|x|
2nan
n−2
dx
) n−2
n
(∫
BcR
1
(1+d2+σ ) n2
dx
) n
2
(∫
Ω
|u| 2nn−2
|x|
2nan
n−2
dx
) n−2
n
− 1 → ∞, as R → ∞, ∀u ∈ C∞0
(
BcR
)
.
(3.19)
Since 14 (
1
d2|x| − 1|x|3 ) 2R04|x|2d2 , for |x| >R0 = supx∈∂Ω |x| we have two cases:
Case 1: If 0 < σ < 1 then as before we see that (L − λ|x|2an (1+d2+σ ) )(1 − C1|x|−σ )  0 for
C1 > 0 big enough and (L − λ|x|2an (1+d2+σ ) )ψ1 = 0. We next choose ε > 0 big enough so that
g(x) = εψ1 − (1 −C1|x|−σ ) 0 on ∂BcR .
Case 2: If σ  1 we note that (L − λ|x|2an (1+d2+σ ) )(1 − C1|x|−1)  0 for C1 > 0 big
enough and (L − λ|x|2an (1+d2+σ ) )ψ1 = 0. We next choose ε > 0 big enough so that g(x) =
εψ1 − (1 −C1|x|−1) 0 on ∂BcR .
Thus in both cases, since g+ is a test function we have∫
BcR
1
|x|2an ∇g∇g
+ dx + 1
4
(
1
|x|2an+2 −
1
d2|x|2an
)
gg+ dx −
∫
BcR
λ
|x|2an(1 + d2+σ )gg
+ dx  0,
from which it follows∫
BcR
1
|x|2an |∇g+|2 + 14 ( 1|x|2an+2 − 1d2|x|2an )g
+2 dx∫
BcR
g+2
|x|2an (1+d2+σ )
 λ.
This contradicts with (3.19) unless g+ = 0 from which follows the upper bound for φ.
For n = 3 the only difference is that in (3.19) we use (3.5) instead of (3.14). 
4. Hardy–Sobolev inequalities in domains above the graphs of C1,1 functions
In this section we will prove Hardy–Sobolev type inequalities in domains above the graphs of
C1,1 functions. More precisely, let μ> 0 and let Γ :Rn−1 →R satisfy the conditions |∇Γ | <μ
and Γ ∈ C1,1(Rn−1). We call the set
Ω = {(x′, xn) ∈Rn: xn > Γ (x′)},
domain above the graph of a C1,1 function.
The half space Rn+ = {(x′, xn) ∈ Rn: xn > 0} is an example of a domain above the graph
of C1,1 function. Especially, we have the Hardy–Maz’ya–Sobolev inequality in half space (for
n 3)
∫
R
n
|∇u|2 dx − 1
4
∫
R
n
u2
x2n
dx  C(n)
( ∫
R
n
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞0
(
Rn+
)
. (4.1)+ + +
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as in exterior domains. Thus, the proof of Hardy–Maz’ya–Sobolev inequality in domain above
the graphs of C1,1 functions is different from the proof in exterior domains.
Set d(x) = infy∈∂Ω |x − y| and δ(x) = xn − Γ (x′). Then we can easily prove that kδ(x) 
d(x) δ(x), where k = 11+μ . Then we have the following theorem.
Theorem 4.1. Let n 3 and Ω be the domain above the graph of C1,1 function which satisfies
−d  0. Then there exists a positive constant C which depends only on n and μ, such that
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C(n,μ)
(∫
Ω
|u| 2nn−2 dx
) n−2
n
, ∀u ∈ C∞0 (Ω). (4.2)
Proof. Set u = d 12 v then (4.2) becomes equivalent to
∫
Ω
d|∇v|2 dx − 1
2
∫
Ω
du2 dx  C
(∫
Ω
d
n
n−2 |u| 2nn−2 dx
) n−2
n
.
Since −d  0 and kδ(x) d(x) δ(x); k = 11+μ , it is enough to prove
∫
Ω
δ|∇v|2 dx  C(μ,n)
(∫
Ω
δ
n
n−2 |v| 2nn−2 dx
) n−2
n
.
But by inequality (4.1) if we set u = x
1
2
n v we have that
∫
R
n+
yn|∇yv|2 dy  C(n)
( ∫
R
n+
y
n
n−2
n |v| 2nn−2 dy
) n−2
n
, ∀v ∈ C∞0
(
Rn+
)
. (4.3)
Now set in (4.3) xi = yi for i = 1, . . . , n− 1 and xn = yn + Γ (y′) then ∇y′v = ∇x′v + vxn∇x′Γ
and vyn = vxn , thus,
C(μ)|∇xv| |∇yv| c(μ)|∇xv|
and by (4.3) we have
∫
Ω
δ|∇v|2 dx  C(μ)
(∫
Ω
δ
n
n−2 |v| 2nn−2 dx
) n−2
n
,
which is the desired result. 
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n−p and b = a − 1 + q−pqp n.
Then for any η > 0, there holds:
λη−
1−λ
λ
∥∥xanv∥∥
L
np
n−p (Rn+)
+ (1 − λ)η∥∥xa−1n v∥∥Lp(Rn+)  ∥∥xbnv∥∥Lq(Rn+), ∀u ∈ C∞0 (Rn+)
where
0 < λ = n(q − p)
qp
 1. (4.4)
Proof. For p∗ = np
n−p and λ = n(q−p)qp we use Hölder inequality to obtain:∫
R
n+
x
qb
n v
q dx =
∫
R
n+
x
aλq
n v
λqdqb−aλ|v|q(1−λ) dx

(
x
ap∗
n |v|p∗
) λq
p∗
( ∫
R
n+
x
p(a−1)
n |v|p dx
) (1−λ)q
p
⇔ ∥∥xbnv∥∥Lq(Rn+)  ∥∥xanv∥∥λL npn−p (Rn+)∥∥xa−1n v∥∥1−λLp(Rn+).
Now use the fact that xλy1−λ  λη− 1−λλ x + (1 − λ)ηy, for any η > 0, to reach to the desired
result. 
Theorem 4.3. Let n 3. Then the following inequality is valid
∫
R
n+
xn|∇u|2 dx 
( ∫
R
n+
xnu
2(n+1)
n−1 dx
) n−1
n+1
, ∀u ∈ C∞0
(
Rn+
)
where C is a positive constant which depends only on dimension n.
Proof. By Lemma 4.2, if we choose p = 1 and η = 1 we have the following inequality∥∥xbnv∥∥Lq(Rn+)  λ∥∥xanv∥∥L nn−1 (Rn+) + (1 − λ)∥∥xa−1n v∥∥L1(Rn+), (4.5)
where λ = n(q−1)
q
, 1 < q  n
n−1 and b = a − 1 + q−1q n.
Now, for any a = 0 we have∫
R
n+
xa−1n |v|dx =
1
a
∫
R
n+
∇xan∇xn|v|dx = −
1
a
∫
R
n+
xan∇xn∇|v|dx 
1
|a|
∫
R
n+
xan |∇v|dx. (4.6)
By Sobolev inequality and (4.6) we have
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∥∥dxanv∥∥L nn−1 (Rn+) 
∫
R
n+
∣∣∇(xanv)∣∣dx  a ∫
R
n+
xa−1n |v|dx +
∫
R
n+
xan |∇v|dx
 2
∫
R
n+
xan |∇v|dx, (4.7)
where Sn = nπ 12 (Γ (1 + n2 ))−
1
n see [19], p. 189. Thus by (4.5), (4.6) and (4.7) we have
(∫
R
n+
x
bq
n |v|q
) 1
q

(
2λ
Sn
+ 1 − λ|a|
)∫
R
n+
xan |∇v|dx. (4.8)
Now, replace v by us in the above inequality to obtain
( ∫
R
n+
x
bq
n |u|sq
) 1
q

(
2λ
Sn
+ 1 − λ|a|
)
s
∫
R
n+
xan |u|s−1|∇u|dx

(
2λ
Sn
+ 1 − λ|a|
)
s
( ∫
R
n+
xan |∇u|2 dx
) 1
2
( ∫
R
n+
xan |u|2s−2 dx
) 1
2
and the result follows, if we choose a = 1, q = n+1
n
λ = n
n+1 and s = 2nn−1 . 
Finally, we prove a Hardy–Sobolev type inequality which is of independent interest.
Theorem 4.4. Let n 3 and Ω be the domain above the graph of C1,1 function which satisfies
−d  0. Then there exists a positive constant C which depends only on n and μ, such that
∫
Ω
|∇u|2 dx − 1
4
∫
Ω
u2
d2
dx  C(μ,n)
(∫
Ω
du
2(n+1)
n−1 dx
) n−1
n+1
, ∀u ∈ C∞0 (Ω). (4.9)
Proof. The proof is the same as in Theorem 4.1. The only difference is that we use Theo-
rem 4.3. 
5. Harnack inequality and heat kernel estimates
Throughout this section we assume that n 3 and Ω is an exterior domain i.e. complement
of a smooth compact domain. For our purposes here, smooth means C2 and we consider exterior
domains not containing the origin.
The main goal of this section is to prove a parabolic Harnack type inequality for the positive
solutions of the problem
ut = u+ u in Ω × (0, T ]. (5.1)4d2
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small times.
The strategy which we follow is:
First, we consider the minimizing problem in Section 3.
λ1 = inf
u∈C∞0 (Ω)
∫
Ω
|∇u|2 dx − 14
∫
Ω
u2
d2∫
Ω
u2
1+d2+σ
,
where σ > 0. We have proven in Section 3 that λ1 ∈ R. Also, in Section 3 we have proven the
existence of a ground state function φ ∈ H 1loc(Ω) which solves
−u− u
4d2
= λ1 u1 + d2+σ in Ω, (5.2)
in the weak sense. In addition, we have shown that the function φ has the following properties:
1. If d(x) C0 then there exist C1, C2 such that C1d1/2(x) φ(x) C2d1/2(x), where C0
is small enough.
2. If C0  d(x)  R0 then there exist C3, C4 such that C3  φ(x)  C4 where R0 is big
enough.
3. If d(x)  R0 then there exist C5, C6 such that C5|x|−an  φ(x)  C6|x|−an , where an =
n−2
2 +
√
(n−2)2
4 − 14 .
Now if we set u = vφ in problem (5.1) we have
vt = Lφv = div(φ
2∇v)
φ2
− λ1 v1 + d2+σ , in Ω × (0, T ]. (5.3)
Thus it is enough to prove a boundary parabolic Harnack inequality for the positive solutions of
the problem (5.3). We will prove it by Moser’s iteration technique.
In the rest of this section when we meet the function φ, we always mean the function φ which
we refer above.
Consider now the space D1,20 (Ω;φ) which is the completion of C∞0 (Ω) function under the
norm,
‖u‖
D1,20 (Ω;φ) =
∫
Ω
φ
(
|∇u|2 + u
2
1 + d2+σ
)
dx.
In the sequel we will use the following local representation of the boundary of Ω . There
exists a finite number m of coordinate systems (y′i , yn) ∈ ∂Ω , y′i = (yi1, . . . , yin−1) and the
same number m of functions ai(y′i ) defined on the closure cubs, i := {x ∈ Rn: |yij − xi | b,
for j = 1, . . . , n, and i ∈ {1, . . . ,m} so that for each point x ∈ ∂Ω there is at least i such that
x = (x ′i , ai(x′i )). The function ai satisfies the Lipschitz condition on i with constant A > 0,
that is
∣∣ai(y′)− ai(z′)∣∣A∣∣y′ − z′ ∣∣,i i i i
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for any i ∈ {1, . . . ,m} by the relation Bi = {(y′i , yin): y′i ∈ i, ai(y′i )  yin  ai(y′i ) + b} and
Γi = Bi ∩ ∂Ω = {(y′i , yin): y′i ∈ i, yin = ai(y′i )}. Furthermore, let us observe for any y ∈ Bi
where someone can make the following inequality on the distance function
(1 +A)−1(yin − ai(y′i)) d(y) yin − ai(y′i).
Finally let x ∈ ∂Bi and v ∈ C10(Ω). Set xi = yi for i = 1, . . . , n − 1 and xn = yn + ai(y′) then∇y′v = ∇x′v + vxn∇x′ai(x′) and vyn = vxn , thus
C(A)|∇xv| |∇yv| c(A)|∇xv|. (5.4)
Let us now define the “balls” which we will use to prove some Poincaré, weighted Poincaré
and Moser inequalities. More precisely we have the following definition.
Definition 5.1. Let γ ∈ (1,2).
For any x ∈ Ω and for any 0 < r < min{C0,b}2γ , we define the ball centered at x and having
radius r as follows.
(i) If d(x) γ r then
B(x, r) = {(y′i , yin): ∣∣y′i − x′i∣∣ r, d(x)− r  yin − ai(y′i) r + d(x)},
where i ∈ {1, . . . ,m} is uniquely defined by the point x ∈ ∂Ω such that |x − x| = d(x), that
is by the projection of the center x onto ∂Ω .
(ii) If d(x) γ r then B(x, r) = B(x, r) the Euclidean ball centered at x.
We also define by
V (x, r) =
∫
B(x,r)∩Ω
φ2(y) dy,
the volume of the “ball” centered at x and having radius r .
We first derive a sharp volume estimate.
Lemma 5.2. Let n 3 and Ω be an exterior domain not containing the origin. Then there exist
positive constants d1 and d2 such that for any x ∈ Ω and 0 < r < min{C0,b}2γ , we have
d1
max{d(x), r}
|x|2an+1 r
n  V (x, r) d2
max{d(x), r}
|x|2an+1 r
n,
where an = n−2 +
√
(n−2)2 − 1 .2 4 4
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Case 1. d(x) C02γ and d(x) γ r . In this case we have B(x, r) = B(x, r) ⊂ Ω . Due to the
fact that for any y ∈ B(x, r), we have
γ − 1
γ
d(x) d(x)− r  d(y) d(x)+ r  γ + 1
γ
d(x),
we obtain∫
B(x,r)
φ2(y) dy  C22
∫
B(x,r)
d(y) dy  C22wn
γ + 1
γ
d(x)rn = C22wn
γ + 1
γ
max
{
d(x), r
}
rn
 C22wn
γ + 1
γ
(
P + C0
2γ
)2an+1 max{d(x), r}
|x|2an+1 r
n,
where P = sup{|x|: x ∈ ∂Ω} and wn is the volume of the unit ball in Rn.
On the other hand we also have
C21wn
γ − 1
γ
max
{
d(x), r
}
rn 
∫
B(x,r)
φ2(y) dy
⇒ C21wn
γ − 1
γ
p2an+1 max{d(x), r}|x|2an+1 r
n  V (x, r),
where p = inf{|x|: x ∈ ∂Ω}.
Case 2. Considering now d(x) C02γ and d(x) γ r . Then we have (for some i ∈ {1, . . . ,m},
we omit the subscript i for convenience)
V (x, r) =
∫
B(x,r)∩Ω
φ2(y) dy  C22
d(x)+a(y′)+r∫
max{d(x)+a(y′)−r,a(y′)}
(
yn − a
(
y′
))
dyn dy
′
 C22
(
d(x)+ r) d(x)+a(y
′)+r∫
max{d(x)+a(y′)−r,a(y′)}
dyn dy
′  C2
(
d(x)+ r)wn−1rn
 2C22wn−1 max
{
d(x), r
}
rn  2C2wn−1
(
P + C0
2γ
)2an+1 max{d(x), r}
|x|2an+1 r
n.
On the other hand we have
V (x, r) C21(1 +A)−1
d(x)+a(y′)+r∫
max{d(x)+a(y′)−r,a(y′)}
(
yn − a
(
y′
))
dyn dy
′
 C21(1 +A)−1
d(x)+a(y′)+r∫
′ ′
(
yn − a
(
y′
))
dyn dy
′max{γ r+a(y )−r,a(y )}
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(
d(x)+ (2 − γ )r)
 C21(1 +A)−1wn−1(γ − 1)(2 − γ )rn max
{
d(x), r
}
 C21(1 +A)−1wn−1(γ − 1)(2 − γ )p2an+1
max{d(x), r}
|x|2an+1 r
n.
Case 3. C02γ  d(x) 4R,
V (x, r) =
∫
B(x,r)
φ2(y) dy 
∫
B(x,r)
C24 dy  C24wnrn 
2γ (4R)2an+1
C0
C24wn
max{d(x), r}
|x|2an+1 r
n.
Also, we have
V (x, r) C23wnrn 
(P + C02γ )2an+1
γ (4R)
C23wn
max{d(x), r}
|x|2an+1 r
n.
Case 4. d(x) 4R,
V (x, r) =
∫
B(x,r)
φ2(y) dy  C26
∫
B(x,r)
|y|−2an dy  C26
1
(|x| − r)2an
∫
B(x,r)
dy
 C26wn22an
1
|x|2an r
n  C26wn22an
4R
4R − P
max{d(x), r}
|x|2an+1 r
n,
where P = sup{|x|: x ∈ ∂Ω}. Also, on the other hand we have
V (x, r) C25
1
(|x| + r)2an
∫
B(x,r)
dy  C25wn2−2an
max{d(x), r}
|x|2an+1 r
n. 
From the previous lemma someone can easily deduce the doubling property which reads as
follows:
Corollary 5.3 (Doubling property). Let Ω be an exterior domain not containing the origin. Then
there exist positive constants C(n,γ,Ω) and β(Ω,γ ) such that for any x ∈ Ω and 0 < r < β
we have
V (x,2r) CV (x, r).
Let us state now the local Poincaré inequality
Theorem 5.4 (Local Poincaré inequality). Let n  3, γ ∈ (1,2) and Ω be an exterior domain
not containing the origin. Then there exist positive constants C = C(n,γ,Ω) and β(Ω,γ ) such
that for any x0 ∈ Ω and r < β we have
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ξ∈R
∫
B(x0,r)∩Ω
∣∣f˜ (y)− ξ ∣∣2φ2(y) dy
 Cr2
∫
B(x0,r)∩Ω
∣∣∇f˜ (y)∣∣2φ2(y) dy, ∀f˜ ∈ C∞(B(x0, r)∩Ω).
Proof. Let β = min{C0,b}2γ be the constant in Definition 5.1.
We consider only the case d(x)  γ r for some γ ∈ (1,2). Since in other cases we have
cφ(x)  φ(y)  Cφ(x) for any x, y ∈ B(x0, r) ∩ Ω and we can reach easily to the desired
result.
In view of Definition 5.1 (we omit the subscript “i” for convenience) and the properties of φ,
we have that, there exists a smooth function a(x) such that
C21
1 +A
(
xn − a
(
x′
))
 C21d(x) φ2(x) C22d(x) C22
(
xn − a
(
x′
))
.
Then we define yi = xi =: Φi(x) for i = 1, . . . , n − 1 and yn = xn − a(x′) = Φn(x). Similarly
we set xi = yi =: Y i(y) for i = 1, . . . , n− 1 and xn = yn + γ (y′) =: Yn(y). Finally, put f (y) =
f˜ (Y (y)). By (5.4) and Definition 5.1, it is enough to prove
inf
ξ∈R
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− ξ ∣∣2Φ(y)dy′ dyn
 Cn
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn,
where Φ(x) = xn.
We note that
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y)dx ′ dxn dy′ dyn
= 2
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
Φ(x) dx′ dxn
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− k∣∣2Φ(y)dy′ dyn,
where
k =
∫ d(x0)+r
max{d(x0)−r,0}
∫
B(x′0,r)
f (x)Φ(x)dx′ dxn∫ d(x0)+r
max{d(x0)−r,0}
∫
B(x′0,r)
Φ(x) dx′ dxn
.
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xn  txn + (1 − t)yn. (5.5)
Now note that
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y) = ( |x−y|∫
0
∇f (x + rw) ·wdr
)2
Φ(x)Φ(y),
where w = y−x|x−y| .
Thus,
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y)

|x−y|∫
0
√
Φ(x + rw)∇f (x + rw) ·w√
Φ(x + rw) drΦ(x)Φ(y)

|x−y|∫
0
Φ(x + rw)∣∣∇f (x + rw)∣∣2 dr |x−y|∫
0
1
Φ(x + rw) drΦ(x)Φ(y)

|x−y|∫
0
Φ(x + rw)∣∣∇f (x + rw)∣∣2 dr xn|x − y|
 2(γ + 2)(γ + 1)r2
|x−y|∫
0
Φ(x + rw)∣∣∇f (x + rw)∣∣2 dr,
where in the above inequalities we have used the Hölder inequality and (5.5).
Letting z = y − x and integrating with respect to x we have
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (x + z)∣∣2Φ(x)Φ(x + z) dx′ dxn
 2(γ + 2)(γ + 1)r2
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
|z|∫
0
Φ
(
x + r z|z|
)
×
∣∣∣∣∇f(x + r z|z|
)∣∣∣∣2 dr dx′ dxn.
Now set V (y) = Φ(y)|∇f (y)|2 if y ∈B(x0, r)∩Ω , V (y) = 0 otherwise. Then we have
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max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (x + z)∣∣2Φ(x)Φ(x + z) dx′ dxn
 2(γ + 2)(γ + 1)r2
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
|z|∫
0
V
(
x + r z|z|
)
dr dx′ dxn
 2(γ + 2)(γ + 1)r2
∫
Rn
|z|∫
0
V
(
x + r z|z|
)
dr dx = 2(γ + 2)(γ + 1)r2
∫
Rn
|z|∫
0
V (y)dr dy
= |z|2(γ + 2)(γ + 1)r2
∫
Rn
V (y) dy  2(γ + 2)2(γ + 1)r3
∫
Rn
V (y) dy.
Integrating over z we get
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y)dx′ dxn dy′ dyn
 4(γ + 2)2(γ + 1)rn+3wn−1
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn,
where wn is the volume of the unit ball in Rn.
Thus,
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− k∣∣2Φ(y)dy′ dyn
 wn−12(γ + 2)
2(γ + 1)rn+1∫ d(x0)+r
max{d(x0)−r,0}
∫
B(x′0,r)
Φ(x)dx′ dxn
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn.
Let us estimate the following integral
∫
B(x′0,r)
d(x)+r∫
max{d(x)−r,0}
xn dxn dx
′ wn−1rn−1
d(x)+r∫
d(x)
xn dxn wn−1
rn+1
2
.
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d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− k∣∣2Φ(y)dy′ dyn
 2(γ + 2)
2(γ + 1)rn+3wn−1
wn−1
2 r
n+1
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn. 
Also we have
Theorem 5.5 (Local weighted Poincaré inequality). Let n 2 and Ω be an exterior domain not
containing the origin, γ ∈ (1,2) and r < β = min{C0,b}2γ , where β is the constant in Definition 5.1.
We also assume that x0 ∈ Ω such that d(x0) γ r . In view of Definition 5.1 (we omit the subscript
“i” for convenience), there exist a smooth function a(x) and A(Ω) > 0 such that
1
1 +A
(
xn − a
(
x′
))
 d(x)
(
xn − a
(
x′
))
.
Then there exists a positive constant C = C(n,γ,Ω) such that
inf
ξ∈R
∫
B(x0,r)∩Ω
∣∣f˜ (y)− ξ ∣∣2Φ˜(y) dy
 Cr2
∫
B(x0,r)∩Ω
∣∣∇f˜ (y)∣∣2Φ˜(y) dy, ∀f˜ ∈ C∞(B(x0, r)∩Ω)
where
Φ˜(x) =
(
1 − |x
′ − x′0|
r
)+2(
xn − a
(
x′
))(
1 − |xn − a(x
′)− d(x0)|
r
)+2
.
Proof. We define yi = xi =: Φi(x) for i = 1, . . . , n− 1 and yn = xn − a(x′) = Φn(x). Similarly
we set xi = yi =: Y i(y) for i = 1, . . . , n− 1 and xn = yn + γ (y′) =: Yn(y). Finally, put f (y) =
f˜ (Y (y)) and Φ(y) = Φ˜(Y (y)). Thus by (5.4) it is enough to prove
inf
ξ∈R
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− ξ ∣∣2Φ(y)dy′ dyn
 Cn
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn,
where Φ(x) = xn(1 − |x
′−x′0| )+2(1 − |xn−d(x0)| )+2 .
r r
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d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y)dx′ dxn dy′ dyn
= 2
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
Φ(x)dx′ dxn
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− k∣∣2Φ(y)dy′ dyn,
where
k =
∫ d(x0)+r
max{d(x0)−r,0}
∫
B(x′0,r)
f (x)Φ(x)dx′ dxn∫ d(x0)+r
max{d(x0)−r,0}
∫
B(x′0,r)
Φ(x)dx′ dxn
.
First we assume xn  yn then we have for any t ∈ [0,1]
xn  txn + (1 − t)yn
and (
1 − |tx
′ + (1 − t)y′ − x′0|
r
)+

(
1 − |x
′ − x′0|
r
)+
or (
1 − |tx
′ + (1 − t)y′ − x′0|
r
)+

(
1 − |y
′ − x′0|
r
)+
and (
1 − |txn + (1 − t)yn − d(x0)|
r
)+

(
1 − |xn − d(x0)|
r
)+
or (
1 − |txn + (1 − t)yn − d(x0)|
r
)+

(
1 − |yn − d(x0)|
r
)+
. (5.6)
Then we get
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y) |x−y|∫
0
√
Φ(x + rw)∇f (x + rw) ·w√
Φ(x + rw) drΦ(x)Φ(y)

|x−y|∫
Φ(x + rw)∣∣∇f (x + rw)∣∣2 dr |x−y|∫ 1
Φ(x + rw) drΦ(x)Φ(y)0 0
882 K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893
|x−y|∫
0
Φ(x + rw)∣∣∇f (x + rw)∣∣2 dr xn|x − y|
 2(γ + 2)(γ + 1)r2
|x−y|∫
0
Φ(x + rw)∣∣∇f (x + rw)∣∣2 dr,
where in the above inequalities we have used the Hölder inequality and the notations (5.6).
Letting z = y − x and integrating with respect to x we have
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (x + z)∣∣2Φ(x)Φ(x + z) dx′ dxn
 2(γ + 2)(γ + 1)r2
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
|z|∫
0
Φ
(
x + r z|z|
)∣∣∣∣∇f(x + r z|z|
)∣∣∣∣2 dr dx′ dxn.
Now set V (y) = Φ(y)|∇f (y)|2 if y ∈B(x0, r)∩Ω , V (y) = 0 otherwise. Then we have
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (x + z)∣∣2Φ(x)Φ(x + z) dx′ dxn
 2(γ + 2)(γ + 1)r2
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
|z|∫
0
V
(
x + r z|z|
)
dr dx′ dxn
 2(γ + 2)(γ + 1)r2
∫
Rn
|z|∫
0
V
(
x + r z|z|
)
dr dx = 2(γ + 2)(γ + 1)r2
∫
Rn
|z|∫
0
V (y)dr dy
= |z|2(γ + 2)(γ + 1)r2
∫
Rn
V (y) dy  2(γ + 2)2(γ + 1)r3
∫
Rn
V (y) dy.
Integrating over z we get
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (x)− f (y)∣∣2Φ(x)Φ(y)dx ′ dxn dy′ dyn
 4(γ + 2)2(γ + 1)rn+3wn−1
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn,
where wn is the volume of the unit ball in Rn.
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d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− k∣∣2Φ(y)dy′ dyn
 wn−12(γ + 2)
2(γ + 1)rn+1∫ d(x0)+r
max{d(x0)−r,0}
∫
B(x′0,r)
Φ(x)dx′ dxn
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn.
Let us estimate the following integral
∫
B(x′0,r)
(
1 − |x
′ − x′0|
r
)+2 d(x)+r∫
max{d(x)−r,0}
yn
(
1 − |xn − d(x0)|
r
)+2
dxn dx
′.
First we note that
∫
B(x′0,r)
(
1 − |x
′ − x′0|
r
)+2
dx′ =
r∫
0
∫
∂B(x0,s)
sn−2
(
1 − s
r
)2
dSy′ ds = wn−1C(n)rn−1.
Also, we have
d(x)+r∫
max{d(x)−r,0}
xn
(
1 − |xn − d(x0)|
r
)+2
dxn 
d(x0)+ r2∫
d(x0)
xn
(
1 − |xn − d(x0)|
r
)+2
dxn 
1
32
r2.
Thus we have the desired result.
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣f (y)− k∣∣2Φ(y)dy′ dyn
 2(γ + 2)
2(γ + 1)rn+3wn−1
c(n)rn+1
d(x0)+r∫
max{d(x0)−r,0}
∫
B(x′0,r)
∣∣∇f (y)∣∣2Φ(y)dy′ dyn. 
We next prove the following local weighted Moser inequality.
Theorem 5.6 (Local weighted Moser inequality). Let n  3 and Ω be an exterior domain not
containing the origin. Then there exist positive constants CM(n,Ω) and β(xO) such that for any
ν  n+ 1, x0 ∈ Ω , r < β and f ∈ C∞(B(x0, r)∩Ω) we have0
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B(x0,r)∩Ω
∣∣f (y)∣∣2(1+ 2ν )φ2(y) dy
 CMr2V (x, r)−
2
ν
∫
B(x0,r)∩Ω
∣∣∇f (y)∣∣2φ2(y) dy( ∫
B(x0,r)∩Ω
∣∣f (y)∣∣2φ2(y) dy) 2ν .
Proof. Let γ ∈ (1,2) and β = min{C0,b}2γ where β is the constant in Definition 5.1. For the case
where d(x0) < γ r and f ∈ C∞0 (B(x0, r) ∩ Ω) see Theorem 2.6 in [6]. For the other cases,
we have C1φ(x)  φ(y)  C2φ(x), ∀x, y ∈B(x0, r) and the result follows (see for example
[22]). 
From the results within this section, we will now deduce a new parabolic Harnack inequality
up to the boundary for positive solutions of the problem (5.3). To this end, let us first make
precise the notion of a weak solution.
Definition 5.7. We will say that v ∈ C1((s−r2, r) : H 1φ(B(x, r)∩Ω)) is a weak solution of (5.3)
if for each Φ ∈ C10((s − r2, r) : C∞0 (B(x, r)∩Ω)), for each s − r2 < t1 < t2 < s we have
t2∫
t1
∫
B(x,r)∩Ω
vtΦ + ∇v∇Φ + λ1 vΦ1 + d2+σ dmdt = 0,
where dm = φ2 dx and σ > 0.
We denote here by H 1φ(B(x, r)∩Ω) the space which consists of all functions u :B(x, r) ∩
Ω →R such that, ∇u exists in the weak sense and
‖u‖2
H 1φ (B(x,r)∩Ω)
=
∫
B(x,r)∩Ω
|∇u|2φ2 dx +
∫
B(x,r)∩Ω
u2
1 + d2+σ φ
2 dx < ∞.
Then we have
Theorem 5.8. Let n  3, γ ∈ (1,2) and Ω be an exterior domain not containing the origin.
Also set R = {C0,b}2γ (the constant in Definition 5.1). Finally we assume that v is a non-negative
solution of (∂t + Lφ)v = 0 in (0, T ) × Ω , T > 0. Then there exists a constant A > 0 such that
the following estimate is valid for all x, y ∈ Ω and all 0 < s < t < T .
v(s, x) v(t, x) exp
(
A
(
1 + t − s
R2
+ t − s
s
+ |x − y|
2
t − s
))
.
In order to prove the parabolic Harnack inequality in Theorem 5.8 we use the Moser iteration
technique as adapted to degenerate elliptic operators in [13,15,22]. In this approach one inserts
in the weak form of the equation vt = Lφ suitable test functions Φ . One of the key ideas is to
use test functions Φ of the form η2vq , where v is the weak solution of the equation, η is a cut off
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In this direction the following density theorem is crucial, which proof is in [6], Theorem 2.11.
Theorem 5.9. Let n 2 and U ⊂Rn be a smooth bounded domain. Then we have
H 10
(
U,d(y) dy
)= H 1(U,d(y) dy).
Here H 1(U,d(y) dy) denotes the set{
v = v(y): ‖v‖2
H 11
=
∫
U
d
(|∇v|2 + v2)dy < ∞}.
We note here the above theorem allows us to take the cut of function η ∈ C∞0 (B(x, r)) instead
of it as a usual taking in η ∈ C∞0 (B(x, r)∩Ω). Clearly the two function spaces differ only if the
“ball” intersects the boundary of Ω .
To explain what are the appropriate modifications of the standard iteration argument by
Moser, we now present in detail the first step (for all steps of Moser iteration for this prob-
lem see [10]), which is the Lp; p  2 mean value inequality for any positive local subsolution
of the equation vt = Lφv. Similarly with Definition 5.7, we call a function v ∈ C1((s − r2, r) :
H 1φ(B(x, r)∩Ω)) subsolution of (5.3) if for each 0Φ ∈ C10((s − r2, r) : C∞0 (B(x, r)∩Ω))
and for each s − r2 < t1 < t2 < s we have
t2∫
t1
∫
B(x,r)∩Ω
vtΦ + ∇v∇Φ + λ1 vΦ1 + d2+σ dmdt  0, (5.7)
where dm = φ2 dx. Set
Q = (s − r2, s)×B(x, r)∩Ω,
Qδ =
(
s − δr2, s)×B(x, δr)∩Ω.
Theorem 5.10. Let Ω ⊂ Rn be an exterior domain not containing the origin, ν  n + 1,
γ ∈ (1,2) and p  2. Then there exist positive constants c0(Ω) and C(ν,λ1, c0) such that for
any x ∈ Ω , r < c0 and for any positive subsolution v of (5.3) in Q, we have the estimate
sup
Qδ
|v|p  C
(δ′ − δ)ν+2r2V (x, r)
∫
Qδ′
|v|p dx dt, (5.8)
for each 0 < δ < δ′  1.
Proof. Let γ ∈ (1,2), c0 = min{C0,b}2γ (see Definition 5.1) and R < c0.
First we consider the case where d(x) < γR.
Set u = v + ε, then u is bounded away from zero (at the end of the argument we send ε to
origin). Thus by (5.7) we have for any Φ ∈ C∞(B(x,R)∩Ω)0
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B(x,R)∩Ω
utΦ + ∇u∇Φ + λ1 uΦ1 + d2+σ dm |λ1|
∫
B(x,R)∩Ω
Φu
1 + d2+σ
 |λ1|
∫
B(x,R)∩Ω
uΦ dm. (5.9)
Let a > 0 and G : [0 : ∞) → [0,∞) be a piecewise C1 function such that G(s) = as for large
s and G(0) = 0. Assume that G has a non-negative, non-decreasing derivative G′(s). Hence,
G is non-decreasing and G(s) sG′(s). Finally define H(s) 0 by H ′(s) = √G′(s), H(0) = 0.
Observe that H(s)  sH ′(s) as well. Due to Theorem 5.9 there exists a sequence of functions
um in C∞(B(x, r)∩Ω) having compact support in Ω such that uk → u in H 1(B(x,R) ∩
Ω,d(y)dy). Since φ ∼ d 12 , we have that uk → u in H 1φ(B(x,R) ∩ Ω). Hence for any ∀ψ ∈
C∞0 (B(x,R)) and k  1 the function Φ = ψ2G(uk) is an admissible test function, that is, the
following holds true:∫
B(x,R)∩Ω
utψ
2G(uk)+ ∇u∇
(
ψ2G(uk)
)+ λ1 uψ2G(uk)1 + d2+σ dm |λ1|
∫
B(x,R)∩Ω
uψ2G(uk) dm.
Passing to the limit k → ∞ we have∫
B(x,R)∩Ω
utψ
2G(u)+ ∇u∇(ψ2G(u))+ λ1 uψ2G(u)1 + d2+σ dm |λ1|
∫
B(x,R)∩Ω
uψ2G(u)dm
⇒
∫
B(x,R)∩Ω
utψ
2G(u)dm+
∫
B(x,R)∩Ω
ψ2G′(u)|∇u|2 + 2ψG(u)∇u∇ψdm
 2|λ1|
∫
B(x,R)∩Ω
uψ2G(u)dm. (5.10)
Now
2
∫
B(x,R)∩Ω
ψG(u)∇u∇ψ dm−2
∫
B(x,R)∩Ω
ψuG′(u)|∇u||∇ψ |dm,
where we have used the fact that G(u) uG′(u). Finally by Hölder inequality we have
−2
∫
B(x,R)∩Ω
ψ |u|∣∣G′(u)∣∣|∇u||∇ψ |dm
−1
2
∫
B(x,R)∩Ω
ψ2G′(u)|∇u|2 dm−C
∫
B(x,R)∩Ω
u2G′(u)|∇ψ |2 dm.
Combining now the last inequality and (5.10), we have
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B(x,R)∩Ω
utψ
2G(u)dm+ 1
2
∫
B(x,R)∩Ω
ψ2G′(u)|∇u|2 dm
 C
∫
B(x,R)∩Ω
u2G′(u)|∇ψ |2 dm+ 2|λ1|
∫
B(x,R)∩Ω
u2ψ2G′(u) dm. (5.11)
Then, we note that
∣∣∇(ψH(u))∣∣2 = (∇ψH(u)+ψH ′(u)∇u)2
= |∇ψ |2H 2(u)+ψ2∣∣H ′(u)∣∣2|∇u|2 + 2ψH(u)H ′(u)∇ψ∇u
 2|∇ψ |2H 2(u)+ 2ψ2∣∣H ′(u)∣∣2|∇u|2  2(|∇ψ |2u2H ′2(u)+ψ2∣∣G′(u)∣∣|∇u|2)
 2
(|∇ψ |2u2∣∣G′(u)∣∣+ψ2∣∣G′(u)∣∣|∇u|2).
Hence, we have ∫
B(x,R)∩Ω
∣∣∇(ψH(u))∣∣2 dm 2 ∫
B(x,R)∩Ω
|∇ψ |2u2∣∣G′(u)∣∣dm
+ 2
∫
B(x,R)∩Ω
ψ2
∣∣G′(u)∣∣|∇u|2 dm.
Using the above inequality in (5.11), we have∫
B(x,R)∩Ω
utψ
2G(u)dm+ 1
4
∫
B(x,R)∩Ω
∣∣∇(ψH(u))∣∣2 dm
 C
∫
B(x,R)∩Ω
u2G′(u)|∇ψ |2 dm+ 2|λ1|
∫
B(x,R)∩Ω
u2ψ2G′(u) dm.
We note here that, the above integrals are all finite since G′(s) = s and H(s) = αs for s large
enough.
Now multiplying the last inequality by a function χ(t), we have
d
dt
∫
B(x,R)∩Ω
ψ2F 2(u)χ dm+ 1
4
∫
B(x,R)∩Ω
χ
∣∣∇(ψH(u))∣∣2 dm
 C
∫
B(x,R)∩Ω
χu2G′(u)|∇ψ |2 dm+ 2|λ1|
∫
B(x,R)∩Ω
χu2ψ2G′(u) dm
+
∫
uψ2G(u)χt dmB(x,R)∩Ω
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∫
B(x,R)∩Ω
u2G′(u)|∇ψ |2 dm+ 2|λ1|
∫
B(x,R)∩Ω
u2ψ2G′(u) dm
+
∫
B(x,R)∩Ω
|u|2ψ2∣∣G′(u)∣∣2|χt |dm, (5.12)
where F is a function such that 2F ′(s)F (s) = G(s). Given R > r > 0, we choose χ(t) ∈ H 10 (R)
such that 0 χ  1, χ(t) = 1 in (s − r2,∞), χ(t) = 0 in (−∞, s −R2) and |χ ′| 1
(R−r)2 . Also
we choose a function ψ = ξ(|y′ − x′|)ξ(|yn − a(y′) − d(x)|), where ξ ∈ C∞(R) and satisfies
0  ξ  1, ξ(s) = 1 if s  r and ξ(s) = 0 if s > R. Then clearly we have |∇ψ |  1
R−r . Now,
we integrate (5.12) from zero to t for some t ∈ (s −R2, s) and letting t go to s, we have
sup
t∈(s−r2,s)
∫
B(x,R)∩Ω
ψ2F 2(u)χdm+ 1
4
s∫
s−r2
∫
B(x,R)∩Ω
∣∣∇(ψH(u))∣∣2 dmdt
 C + (2|λ1|c0 + 1)
(R − r)2
s∫
s−R2
∫
B(x,R)∩Ω
u2
∣∣G′(u)∣∣dmdt. (5.13)
Now fix some large N . Set
HN(s) =
{
s
p
2 , s N,
N
p
2 −1s, s > N,
GN(s) =
s∫
0
∣∣H ′(t)∣∣2 dt = p2
4(p − 1)
⎧⎨⎩ s
p−1, s N,
N
4(p−1)
p2 Np−2(s −N)+Np−1, s > N,
F 2N(s) =
s∫
0
∣∣H ′(t)∣∣2 dt = p2
4(p − 1)
⎧⎨⎩
sp
p
, s N,
N
4(p−1)
p2 Np−2 (s−N)
2
2 +Np−1(s −N)+ N
p
p
, s > N.
For any p  2. These G′Ns, H ′Ns, F ′Ns have the required properties and we note that F 2N 
p
4(p−1)H
2
N . Thus (5.13) becomes
p
4(p − 1) supt∈(s−r2,s)
∫
B(x,R)∩Ω
ψ2H 2N(u)χdm+
1
4
s∫
s−r2
∫
B(x,R)∩Ω
∣∣∇(ψHN(u))∣∣2 dmdt
 C(λ1, c0)
(R − r)2
s∫
s−R2
∫
B(x,R)∩Ω
u2
∣∣G′N(u)∣∣dmdt. (5.14)
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B(x,r)∩Ω
∣∣HN(u)∣∣2+ 4ν dm = ∫
B(x,R)∩Ω
∣∣ψHN(u)∣∣2+ 4ν dm
E
( ∫
B(x,R)∩Ω
∣∣∇(ψHN(u))∣∣2 dm)
×
(
sup
t∈(s−r2,s)
∫
B(x,R)
∣∣ψHN(u)∣∣2 dm) 2ν (5.15)
where in the last inequality we have used Theorem 5.6 with the constant E = CMR2V − 2ν (x,R).
We note here that we can use Theorem 5.6 for the function ψHN(u). Since by Theorem 5.9 there
exists a sequence of functions uk in C∞(B(x,R)∩Ω) having compact support inB(x,R)∩Ω
such that uk → ψ2HN(u) in H 1(B(x,R)∩Ω,d(y)dy) and since φ ∼ d 12 we have that uk → u
in H 1φ(B(x,R)∩Ω). Thus we have,∫
B(x,R)∩Ω
∣∣uk(y)∣∣2(1+ 2ν ) dm
 CMR2V (x,R)−
2
ν
∫
B(x0,R)∩Ω
∣∣∇uk(y)∣∣2 dm( ∫
B(x0,R)∩Ω
∣∣uk(y)∣∣2 dm) 2ν ,
and passing to the limit k → ∞∫
B(x,R)∩Ω
∣∣ψ2HN(u)∣∣2(1+ 2ν ) dm
 CMR2V (x,R)−
2
ν
∫
B(x,R)∩Ω
∣∣∇(ψ2HN(u))∣∣2 dm( ∫
B(x,R)∩Ω
∣∣ψ2HN(u)∣∣2 dm) 2ν .
By (5.15) and (5.14) we have
s∫
s−r2
∫
B(x,R)∩Ω
∣∣HN(u)∣∣2+ 4ν dmdt E
(
C(λ1, c0)
(R − r)2
s∫
s−R2
∫
B(x,R)∩Ω
u2
∣∣G′N(u)∣∣dmdt
)1+ 2
ν
.
Hence combining all the above we have,
s∫
s−r2
∫
B(x,r)∩Ω
∣∣HN(u)∣∣2+ 4ν dmdt E
(
C(λ1, c0)
(R − r)2
s∫
s−R2
∫
B(x,R)∩Ω
u2
∣∣G′N(u)∣∣dmdt
)1+ 2
ν
.
(5.16)
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2
2 s
p−2
. Thus inequality (5.16) becomes
s∫
s−r2
∫
B(x,r)∩Ω
up(1+
2
ν
) dmdt E
(
C(λ1, c0)
(R − r)2
p2
2
s∫
s−R2
∫
B(x,R)∩Ω
up dmdt
)1+ 2
ν
, (5.17)
provided the integral on the left hand to be bounded. We note that by iteration for p0 = p,
p1 = p(1 + 1ν ), . . . , pi = p(1 + 1ν )i that
s∫
s−r ′′2
∫
B(x,r ′′)∩Ω
upi dmdt < ∞, ∀i  0 and r ′′ < r ′.
Thus by the same argument as before we have for r < R
s∫
s−r2
∫
B(x,r)∩Ω
upi+1 dmdt E
(
C(λ1, c0)
(R − r)2
p2i
2
s∫
s−R2
∫
B(x,R)∩Ω
upi dmdt
)1+ 2
ν
, (5.18)
where E = CMR2V − 2ν (x,R). Now set r0 = δ′ and ri = δ′ − (δ′ − δ)∑ij=1 2−j . Then ri −
ri+1 = (δ′ − δ)2−i−1 and pi+1 = pi(1 + 2ν ). Now by Lemma 5.2 we have (δr)2V −
2
ν (x, δr) 
C(d1, d2, ν)r2V
− 2
ν (x, r).
Thus inequality (5.18) becomes for E = CMC(d1, d2, ν)r2V − 2ν (x, r)
∫ ∫
Qri+1
upi+1 dmdt E
(
C(λ1, c0)22(i+1)
r2(δ′ − δ)2 p
2
i
∫ ∫
Qri
upi dmdt
)1+ 2
n
⇔
(∫ ∫
Qri+1
upi+1 dmdt
) 1
pi+1
E
1
pi+1
(
C(λ1, c0)22(i+1)
r2(δ′ − δ)2
) 1
pi
(
p2i
∫ ∫
Qri
upi dmdt
) 1
pi
E
1
pi+1 +
1
pi
(
C(λ1, c0)
r2(δ′ − δ)2
) 1
pi
+ 1
pi−1
2
2(i+1)
pi
+ 2i
pi−1 p
2
pi
i p
2
pi−1
i−1
(∫ ∫
Qri−1
upi−1 dmdt
) 1
pi−1
E
∑i+1
j=1
(
C(λ1, c0)
r2(δ′ − δ)2
) 1
p
∑i
j=0 1Θj
× 4 1p
∑i
j=0
j+1
Θj e
∑i
j=0 Θ−j log(pΘj )
(∫ ∫
Q
up0 dmdt
) 1
p0
,r0
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ν
. Observe now that ri → δ as i → ∞, all sum above are finite and∑∞j=0 Θ−j =
ν
2 + 1.
Hence we have,
sup
Qδ
|u|p E ν2 C(λ1,p, ν, c0)
(δ′ − δ)ν+2rν+2
∫
Qδ′
|u|p dmdt, ∀p  2,
where E = CMC(d1, d2, ν)r2V − 2ν (x, r). We note here that the inequality which we use to reach
to the desired result, is (5.18) for p = 2. Thus the function u ∈ Lploc(Q) for p  2, and we have
the inequality (5.18) for any p  2. Also we note that since u ∈ L∞loc(Q) we can set G(t) = tp−1
and by the same arguments we can reach to the desired result such that the constant in front
of (5.8) is independent on p.
If d(x) γ r , we have Cφ(y) φ(x) C′φ(y), ∀y ∈B(x, r) Also we have that B(x, r) =
B(x, r). Thus we do the same approach as before, but for the admissible test function we take
ψ(y) = ξ( |x−y|
R
) instead of ξ(|y′ − x′|)ξ(|yn − a(y′) − d(x)|) (thus it doesn’t need the use of
Theorem 5.9). 
Now, we recall that if u is a positive solution of the problem (5.1), then v = u
φ
is a positive
solution of the problem (5.3), thus we have the following corollary.
Corollary 5.11. Let γ ∈ (1,2) and R = min{C0,b}2γ be the constant in Definition 5.1. Let v be a
non-negative solution of (∂t +Lφ)v = 0 in (0, T )×Ω , T > 0. Then there exists a constant A> 0
such that the following estimate is valid for all x, y ∈ Ω and all 0 < s < t < T .
u(s, y)
φ(y)
 u(t, x)
φ(x)
exp
(
A
(
1 + t − s
R2
+ t − s
s
+ |x − y|
2
t − s
))
.
Let hφ(t, x, y) be the respective heat kernel of the following problem
vt = Lφv = div(φ
2∇v)
φ2
− λ1 v1 + d2+σ , in (0, T ] ×Ω,
v = 0 on (0, T ] × ∂Ω,
v(0, x) = v0(x), in Ω. (5.19)
We note here that if λ1 < 0, then we set h˜φ(t, x, y) = eλ1t hφ(t, x, y). Then h˜φ(t, x, y) is the
heat kernel of the problem
vt = div(φ
2∇v)
φ2
− λ1 v1 + d2+σ + λ1v, in (0, T ] ×Ω,
i.e. h˜φ(t, x, y) is positivity-preserving for all 0  t < ∞. Thus without loss of generality we
assume that λ1 > 0.
Then, from the parabolic Harnack inequality in Theorem 5.8, the following sharp two-sided
heat kernel estimate for small time can be deduced (see for example [22] or [10]):
892 K.T. Gkikas / Journal of Functional Analysis 264 (2013) 837–893Theorem 5.12. Let γ ∈ (1,2) and R = min{C0,b}2γ be the constant in Definition 5.1. Then there
exist positive constants A1, A2, C1 and C2, such that for all x, y ∈ Ω and all 0 < t < R2 the
heat kernel h(x, t, y) satisfies
C1
V
1
2 (x,
√
t)V
1
2 (y,
√
t)
exp
(
−A1 |x − y|
2
t
)
 hφ(t, x, y)
C2
V
1
2 (x,
√
t)V
1
2 (y,
√
t)
exp
(
−A2 |x − y|
2
t
)
. (5.20)
Consider now the heat kernel h(t, x, y) of ut = u + u4d2 . Then note that h(t, x, y) =
φ(x)φ(y)hφ(t, x, y). Thus we have the following corollary
Corollary 5.13. Let γ ∈ (1,2) and R = min{C0,b}2γ be the constant in Definition 5.1. Then there
exist positive constants A1, A2, C1 and C2, such that for all x, y ∈ Ω and all 0 < t < R2 the
heat kernel h(x, t, y) satisfies
C1
[
min
(
d(x)√
t
,1
)
min
(
d(y)√
t
,1
)] 1
2
t−
n
2 exp
(
−A1 |x − y|
2
t
)
 h(t, x, y) C2
[
min
(
d(x)√
t
,1
)
min
(
d(y)√
t
,1
)] 1
2
t−
n
2 exp
(
−A2 |x − y|
2
t
)
.
Proof. We recall that h(t, x, y) = φ(x)φ(y)hφ(t, x, y) and hφ(t, x, y) satisfies (5.20). We also
recall that
C1
d(x)
|x|2an+1  φ
2(x) C2
d(x)
|x|2an+1 ,
where an = n−22 +
√
(n−2)2
4 − 14 . Using now Lemma 5.2 we have
C1 min
(
d(x)√
t
,1
)
t
n
2  φ
2(x)
V (x,
√
t)
 C2 min
(
d(x)√
t
,1
)
t
n
2 .
Thus combining all above we have the desired result. 
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