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surface in each dimension, proved some characteristic properties of the
Cayley hypersurface and conjectured that a homogeneous hypersurface in
affine space satisfying these properties must be the Cayley hypersurface.
We will prove this conjecture when the domain bounded by a graph of a
function defined on Rn is also homogeneous giving a characterization of
Cayley hypersurface. The idea of the proof is to look at the problem of
affine homogeneous hypersurfaces as that of left symmetric algebras with a
Hessian type inner product. This method gives a new insight and powerful
algebraic tools for the study of homogeneous affine hypersurfaces.
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1 Introduction
The Cayley surface in 3-dimensional affine space is a nondegenerate homoge-
neous affine surface, which is given by
z = xy −
1
3
x3.
It is affinely homogeneous, that is, there is a Lie subgroup of the group of all
affine transformations of R3 that acts transitively on the surface, moreover its
automorphism group contains a 2-dimensional abelian Lie subgroup which acts
on the surface simply transitively[12]. On a nondegenerate affine hypersurface,
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the cubic form C is given by C(X,Y, Z) = (∇Xh)(Y, Z) where ∇ is the induced
affine connection and h is the second fundamental form. If the cubic form
vanishes, Pick and Berwald theorem says that the hypersurface is an open part
of a nondegenerate quadric. The Cayley surface is the first example whose cubic
form C is nonzero and parallel, that is, C 6= 0 and ∇C = 0 [11]. In fact, it
is the only surface satisfying this condition up to equiaffine congruence in R3
[12, 10]. For generalizations of the Cayley surface, some authors studied the
parallel cubic form of an affine hypersurface in Rn+1[1, 4, 6, 16]. In [5], Dillen
and Vrancken studied the hypersurfaces with ∇K = 0, whereK is the difference
tensor of ∇ and the Levi-Civita connection ∇̂ of h, to obtain a very interesting
generalization.
On the other hand, Eastwood and Ezhov generalized the Cayley surface
with a somewhat different view point in [7]. Considering the properties of the
automorphism group of the Cayley surface, they generalized and constructed a
Cayley hypersurface which is homogeneous and unique up to affine congruence
in each dimension. The Cayley hypersurfaces are defined as the zero set of the
following polynomial function :
Φ(x1, · · · , xn+1) =
n+1∑
d=1
(−1)d
1
d
∑
i+j+···+m=n+1
d︷ ︸︸ ︷
xixj · · ·xm . (1.1)
Note that, in the equation (1.1), the last coordinate occurs only once and it is the
unique term of degree 1, that is, Φ(x1, · · · , xn, xn+1) = F (x1, · · · , xn) − xn+1,
where
F (x1, · · · , xn) =
n+1∑
d=2
(−1)d
1
d
∑
i+j+···+m=n+1
d︷ ︸︸ ︷
xixj · · ·xm . (1.2)
So the Cayley hypersurface is a graph of a polynomial function F , which is
defined on Rn, and this polynomial will be called Cayley polynomial in this
paper. We will simply call a Cayley hypersurface a hypersurface which is affinely
congruent to the graph of the polynomial function (1.2). Eastwood and Ezhov
showed that a Cayley hypersurface has the following properties :
(E1) The affine automorphism group contains a transitive abelian subgroup.
(E2) The isotropy subgroup of affine automorphism group is 1-dimensional.
(E3) The affine normals are everywhere parallel.
Then they made a remarkable conjecture that the above properties actually
characterize the Cayley hypersurface among nondegenerate homogeneous hy-
persurfaces. It can be easily shown that the subgroups which appeare in (E1)
and (E2) together acts transitively on the domain bounded by the Cayley hy-
persurface. We will prove their conjecture using this additional condition.
The following proposition is well known in affine differential geometry and
in fact follows immediately from [12, p. 47].
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Proposition 1.1 Let xn+1 = F (x1, · · · , xn) be a differentiable function on Rn
and let Σ be the graph of F . Then ξ = (0, · · · , 0, 1) is the affine normal field
of Σ if and only if the absolute value of the determinant of the Hessian of F ,
| detDdF | = 1.
In the following, we will consider the nondegenerate homogeneous hypersur-
face Σ in Rn+1, whose affine normals are given by ξ = (0, · · · , 0, 1) and Σ is a
graph of a function which is defined on Rn. We will then study simply transitive
subgroup of the automorphism group of Σ, and the induced group action on Rn
which may be called a shadow action. It turns out that the induced connection
on Rn is the standard affine flat connection ∇ and the induced metric from the
second fundamental form h is invariant by the shadow action. Since the shadow
action on Rn is simply transitive, the standard connection gives a left symmetric
algebra(abbreviated to LSA) structure on its Lie algebra, where LSA product is
simply given by x · y = ∇xy for left invariant vector fields x and y. Also the
invariant metric induced from h gives a so called Hessian type inner product on
the Lie algebra. In this way, a hypersurface with simply transitive action of a
Lie group corresponds to a LSA with a Hessian type inner product. With this
correspondence between the homogeneous hypersurfaces and Hessian LSA’s, we
will show that the abelian filiform LSA exactly corresponds to the Cayley hy-
persurface. Then the Eastwood and Ezhov’s conjecture can be transformed to
the problem of LSA. In this setting, the isotropy subgroup of the hypersurface
appearing in the conjecture corresponds to the Lie algebra whose elements are
derivations of the LSA as well as infinitesimal similarities with respect to the
Hessian type inner product. Lastly, we will prove the following theorem by
showing that the dimension of the Lie algebra of the similarity derivations is
affected by the dimension of the ideal of annihilators of the LSA which in turn
is minimal only when the LSA is filiform.
Main Theorem Let Σ be a nondegenerate hypersurface given by the func-
tion on Rn. Then Σ is a Cayley hypersurface if and only if the followings are
satisfied :
(E1) Σ admits a transitive abelian group A of affine motions.
(E2) Aut(Σ)0 has a 1-dimensional isotropy group.
(E3) Affine normals to Σ are everywhere parallel.
(E4) The domain above the hypersurface is also homogeneous.
2 Homogeneous hypersurface and LSA
Let Σ be the graph of a function F defined on Rn, and we will assume that Σ
satisfies the assumptions (E1), (E2) and (E3) of Eastwood and Ezhov’s Conjec-
ture. By an affine coordinate change, we may assume that F (0) = 0, dF0 = 0
3
and ξ = (0, · · · , 0, 1) is the affine normal of Σ, which says that | detDdF | = 1
from Proposition 1.1.
Let Aut(Σ) be the group of all affine automorphism of Σ and Aut(Σ)0 be
its identity component. Since F (0) = 0, i.e., Σ contains the origin, any element
g ∈ Aut(Σ) can be written in the matrix form :
g =
((A b
c′ t
)
,
(
x
F (x)
))
∈ Aff(n+ 1), (2.1)
where A ∈ gl(n,R), x, b, c ∈ Rn, t ∈ R and c′ is the transpose of a column vector
c. Note that g moves the origin to the point
(
x
F (x)
)
∈ Σ.
Lemma 2.1 With the notation in the matrix form of (2.1), the affine automor-
phism g ∈ Aut(Σ) is represented as the following :
g =
((
A 0
c′ t
)
,
(
x
F (x)
))
∈ Aff(n+ 1). (2.2)
Proof. If g is equiaffine, then g∗ξ = ξ since ξ is equiaffine invariant. Let t = tI
be a dilation, then
Σ′ = t(Σ) =
{(
x
tF (x
t
)
)
∈ Rn+1
∣∣∣∣ ( xF (x)
)
∈ Σ, t ∈ R− {0}
}
is a graph of G(x) = tF (
x
t
). Since | detDdG| =
1
|t|n
| detDdF | =
1
|t|n
and it is
constant, |t|−
n
n+2 ξ = |t|−
2n+2
n+2 t∗ξ are affine normals of Σ
′ from [12, p.47]. This
says that t preserves the direction of affine normals ξ. Put g = t · g¯ where t = tI
for tn = det g and g¯ is equiaffine. Then g¯(Σ) will be also a graph of a function F¯
on Rn. Since | detDdF¯ | = tn, the affine normals are equal to t
n
n+2 ξ again from
[12, p.47]. So g¯∗ξ = t
n
n+2 ξ, because equiaffine map g¯ preserve the affine normals.
Therefore we conclude that g preserves the the direction of affine normals ξ and
hence b in (2.1) must vanish. 
Lemma 2.2 Let ξ be the affine normal of Σ, then any element g of Aut(Σ)0
leaves invariant the induced connection and acts as a conformal map with respect
to the second fundamental form h. Furthermore if g is equiaffine, then g acts
as an isometry with respect to h.
Proof. Let D be the standard connection on Rn+1 and ∇ be the induced connec-
tion on Σ. Since g ∈ Aut(Σ)0 is an affine map, we have g∗(DXY ) = Dg∗Xg∗Y
for vector fields X and Y on Σ. It follows, from Gauss formula DXY =
∇XY + h(X,Y )ξ, that g∗(∇XY ) + h(X,Y )g∗ξ = ∇g∗Xg∗Y + h(g∗X, g∗Y )ξ.
Then since g∗ξ is parallel to the affine normal ξ, we conclude that
g∗(∇XY ) = ∇g∗Xg∗Y, h(X,Y )g∗ξ = h(g∗X, g∗Y )ξ.
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With the matrix form (2.2) in Lemma 2.1, we have h(g∗X, g∗Y ) = t h(X,Y ),
that is, g is a conformal map. Furthermore if g is equiaffine, t = 1 since g∗ξ = ξ
and hence g is an isometry. 
In the following, we consider the connected component of identity Aut(Σ)0,
so t in (2.2) is considered as positive real number. From the action of g on a
point
(
y
F (y)
)
∈ Σ, we have an equation
F (Ay + x) = c′y + tF (y) + F (x), x, y ∈ Rn (2.3)
which is the necessary condition that the matrix in (2.2) is an automorphism of
Σ. Differentiating (2.3) with respect to y gives us the following equations,
dFAy+xA = c
′ + tdFy, (2.4)
DdFAy+x(A·, A·) = tDdFy(·, ·). (2.5)
Since | detDdF | = 1, (2.5) says that
det(A)2 = tn, t = det(A)
2
n . (2.6)
Let A be an unimodular solvable subgroup of Aut(Σ)0 which acts on Σ simply
transitively. Let q : Σ → Rn,
(
x
F (x)
)
7→ x be a projection and abusing the
notation, also let q : Aut(Σ)→ Aff(n) given by q
((
A 0
c′ t
)
,
(
x
F (x)
))
= (A, x)
be a projection which is a group homomorphism. The image of the subgroup A
by q, A¯ = q(A) is an n dimensional subgroup of Aff(n) and acts on Rn simply
transitively. For the standard flat affine connection ∇¯ on Rn, ∇¯ = (q−1)∗∇
and ∇¯ induces the flat left invariant affine connection, also denoted by ∇, on A¯.
Hence it defines a complete LSA structure on the Lie algebra a¯ = Lie A¯ whose
product is given by a · b = ∇ab for a, b ∈ a¯. In fact, since ∇ is flat and torsion
free, we have
∇a∇bc−∇b∇ac−∇[a,b]c = a(bc)− b(ac)− [a, b]c = 0
∇ab−∇ba− [a, b] = ab− bc− [a, b] = 0
and we obtain the left symmetry of the product, i.e., (a, b, c) = (b, a, c) where
the associator (a, b, c) = (ab)c− a(bc) and the compatibility with respect to the
Lie structure, ab − ba = [a, b]. We will denote the LSA as A = (a¯, ·) and the
left multiplication by a ∈ A as λa so that λa(b) = ab. By identifying A with
Rn, λ induces a representation of a¯ into aff(n) = gl(n) + Rn which maps a to
(λa, a). Exponentiating this representation gives us the representation of A¯ into
Aff(n) = GL(n)⋉Rn so that the group
A¯ = {(expλa, a+
1
2!
a2 +
1
3!
a3 + · · · ) | a ∈ a¯} ⊂ Aff(n),
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where ak = (λa)
k−1a, (k = 1, 2, · · · ), acts on Rn simply transitively(see [9] for
details). If we consider the extension A˜ = A ⊕ R · 1 of A with the identity 1,
the expression a +
1
2!
a2 +
1
3!
a3 + · · · can be denoted simply as ea − 1 in the
representation of the associated Lie group. In the following, we will use the
notation ea − 1 = a +
1
2!
a2 +
1
3!
a3 + · · · without further comment about the
extension of a given LSA. Since A¯ acts on the whole space Rn, the induced LSA
A must be complete. The following proposition about the equivalent conditions
of the completeness is well known[8, 13] :
Proposition 2.3 Let A be an LSA. Then the following statements are equiva-
lent :
(a) A is complete.
(b) tr ρa = 0 for all a ∈ A where ρa is the right multiplication of a ∈ A.
(c) det(I + ρa) = 1 for all a ∈ A.
Note that q|A is an isomorphism and hence A¯ is unimodular. Then we have
that trλa = 0 for all a ∈ A because the Lie algebra a¯ is unimodular, that is,
0 = tr ada = trλa − tr ρa. Therefore det expλa = 1. Furthermore we have the
following :
Proposition 2.4 Let A be an unimodular solvable subgroup of Aut(Σ)0 which
acts on Σ simply transitively. For any element g ∈ A, there exists a unique
x ∈ Rn such that g = gx where gx is represented by
gx =
(( Mx 0
dFxMx 1
)
,
(
x
F (x)
))
where Mx ∈ GL(n) is the n× n matrix given by the equations : for a ∈ A
Mx = expλa and x = e
a − 1 ∈ Rn.
Moreover (Mx, x) acts on Rn as an isometry with respect to the Hessian metric
DdF .
Proof. Since the projection q is 1-1, A is identified with A¯ = q(A) which acts
on Rn simply transitively. Then by the evaluation map at 0, A¯ hence A can
be identified with Rn. Therefore, for any g ∈ A, there exists a unique element
x ∈ Rn such that g = gx and from (2.2), gx can be written as
gx =
((Mx 0
c′x tx
)
,
(
x
F (x)
))
,
where Mx ∈ GL(n), cx ∈ Rn and tx ∈ R+. Note that Mx, cx and tx depend
on x ∈ Rn smoothly. From the canonical representation of A into gl(Rn) +Rn,
there exists a ∈ A such that x = ea − 1 and Mx = expλa, where λa is a left
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multiplication by a in the LSA A. From the equation (2.4) and using also that
dF0 = 0, we find that c
′
x = dFxMx. Since detMx = det expλa = 1, we have
tx = 1 by (2.6). Therefore, we see from (2.5) that (Mx, x) acts on Rn as an
isometry with respect to the Hessian metric DdF . 
The induced affine metric (q−1)∗h is equal to the Hessian of the function
F (see [12]). So DdF = (q−1)∗h defines a left invariant metric on A¯ and induces
an inner product H = DdF0 on the Lie algebra a¯. We will frequently identify
A¯(A, resp.) and Rn(T0Rn = Rn, resp.) via the evaluation map at 0(its differen-
tial, resp.) in the following so that the left invariant vector fields on A¯ becomes
a vector field on Rn.
Proposition 2.5 The induced inner product H on A is of Hessian type, that
is, H satisfies
H(a, bc)−H(ab, c) = H(b, ac)−H(ba, c), (2.7)
for all a, b, c ∈ A.
Proof. From the Codazzi equation, we have
(∇¯aDdFx)(b, c) = (∇¯bDdFx)(a, c) (2.8)
for all left invariant vector fields a, b, c ∈ A and x ∈ Rn where ∇¯ is the standard
flat affine connection. The calculation at x = 0 gives us
(∇¯aDdF )
∣∣
x=0
(b, c)
= ∇¯a(DdFx(b, c))
∣∣
x=0
−DdF0(∇¯ab
∣∣
x=0
, c)−DdF0(b, ∇¯ac
∣∣
x=0
)
= −DdF0(∇¯ab, c)−DdF0(b, ∇¯ac)
since b, c are left invariant andDdFx(bx, cx) = DdFx(Mxb0,Mxc0) = DdF0(b0, c0)
holds from (2.5) and hence constant. Now from (2.8), we obtain H(ab, c) +
H(b, ac) = H(ba, c) +H(a, bc). 
Remark 2.6 The Hessian type inner product has been used by Vinberg in [17].
He introduced the inner product on an LSA from the Lie algebra homomorphism
given by the trace form of left multiplication. Then he showed that the set of
clans, which are LSA’s with the positive definite Hessian type inner product
such that the left multiplication of any element has only real eigenvalues, is in
one-to-one correspondence with the set of the homogeneous convex domains.
The terminology of Hessian type was introduced by Hirohiko Shima. He in-
troduced the Hessian type inner product for the study of homogeneous Hessian
manifolds[15]. Using this inner product, he developed the Hessian algebra which
is the LSA with the Hessian type inner product.
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We have just shown that the homogeneous affine hypersurface which is a
graph of a function F : Rn → R with | detDdF | = 1 and the automorphism
group contains a solvable unimodular simply transitive subgroup gives a com-
plete LSA with the Hessian type inner product. We will consider the converse
of this in the following. We start from a complete LSA A with a Hessian type
inner product H with | detH | = 1. (Abusing the notation, we denote by H
in this paper both the inner product and its associated symmetric matrix with
respect to the standard basis on Rn.) Let a¯ be the associated Lie algebra of
A. Define a map φ : a¯ → aff(n + 1) by φ(a) =
(( λa 0
a′H 0
)(
a
0
))
, where a′ is
the transpose of a ∈ a¯. Then φ is the Lie algebra homomorphism since, for any
a, b ∈ a¯,
[φ(a), φ(b)] = φ(a)φ(b) − φ(b)φ(a)
=
(( λaλb − λbλa 0
a′Hλb − b
′Hλa 0
)(
λab − λba
a′Hb− b′Ha
))
=
(( [λa, λb] 0
(ab)′H − (ba)′H 0
)(
ab− ba
0
))
=
(( λ[a,b] 0
[a, b]′H 0
)(
[a, b]
0
))
= φ([a, b]),
where the third equality follows from (2.7) and symmetry of the Hessian inner
product H , the forth equality is the LSA condition and the compatibility of
LSA product and Lie product. Since a = φ(a¯) is a Lie subalgebra of aff(n+ 1),
we have a corresponding Lie subgroup A = exp a ⊂ Aff(n + 1) whose elements
are given by
(( eλa 0
a′H(I + λa2! +
(λa)
2
3! + · · · ) 1
)(
ea − 1
a′H( a2! +
a2
3! + · · · )
))
, (2.9)
for a ∈ a¯. Note that the orbit space of the Lie group A¯ = {(eλa , ea − 1) ∈
aff(n) | a ∈ A} at the origin is the whole space Rn because A is complete.
Put x = ea − 1 ∈ Rn and let F (x) = F (ea − 1) = a′H(
a
2!
+
a2
3!
+ · · · ) be the
function from Rn to R. Then the function F defines a homogeneous hypersurface
Σ = {(x, F (x)) ∈ Rn+1 | x ∈ Rn} containing the origin of Rn+1 since F (0) =
F (e0 − 1) = 0 and A acts simply transitively on Σ since Σ is the A-orbit of the
origin. For a, b ∈ A and u ∈ R, the group multiplication in A shows that
F ((ea − 1) + eλa(eub − 1)) = a′H(
a
2!
+
a2
3!
+ · · · )
+a′H(I +
λa
2!
+
(λa)
2
3!
+ · · · )(eub − 1) (2.10)
+(ub)′H(
ub
2!
+
(ub)2
3!
+ · · · ).
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By differentiating (2.10) with respect to u at u = 0, we obtain
dF (ea − 1)eλa = a′H(I +
λa
2!
+
(λa)
2
3!
+ · · · ). (2.11)
Therefore, if we put Mx = e
λa where x = ea− 1, then the elements of A in (2.9)
is equal to the matrix in Proposition 2.4. Differentiating (2.11) at the origin,
we have
DdF0 = H.
Now the group multiplication in A gives us : for a, b ∈ A and u ∈ R,
dF ((ea − 1) + eλa(eub − 1))eλaeλub
= dF (ea − 1)eλaeλub + dF (eub − 1)eλub . (2.12)
Once more, differentiating (2.12) with respect to u at u = 0 gives
DdFx(Mx,Mx) = DdF (e
a − 1)(eλa , eλa) = DdF (0)(·, ·) = DdF0(·, ·).
Since detMx = 1, we have detDdFx = detDdF0 and hence | detDdFx| =
| detH | = 1 for all x ∈ Rn. Therefore the affine normals of the hypersurface Σ
are equal to ξ = (0, · · · , 0, 1), so they are parallel. Now we can summarize as
follows.
Theorem 2.7 There is a one-to-one correspondence between the set of the
graph of F : Rn → R with | detDdF | = 1 on which a unimodular Lie subgroup
A of affine transformations acts simply transitively and the set of the complete
LSA A with a nondegenerate Hessian type inner product H with | detH | = 1.
3 The transitive action of abelian subgroup
With the first assumption (E1) of Eastwood and Ezhov conjecture, we will
assume that the Lie group A is a transitive abelian subgroup of Aut(Σ)0 in this
section. Let’s denote by J the isotropy subgroup of Aut(Σ)0 at the origin 0 ∈ Σ.
Proposition 3.1 Let Σ be the graph of a function F : Rn → R with | detDdF | =
1 and let A be an abelian subgroup of Aut(Σ)0 which acts on Σ transitively. Then
the action of A on Σ is simply transitive.
Proof. Suppose that the action of A is not simply transitive. Then A contains
a nonzero element j of J and by the commuting property, we have that jg · 0 =
gj · 0 = g · 0 for all g ∈ A. It follows that g · 0 is fixed under j for any g ∈ A.
Since A acts transitively on Σ, each j ∈ A ∩ J fixes every point of Σ. Hence
we see that Σ is a hyperplane through 0 in Rn+1 because the fixed point set
of a linear map j is a subspace. But this contradicts the nondegeneracy of the
hypersurface Σ. 
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For the abelian LSA A, the condition (2.7) of Hessian type inner product is
reduced to the following
H(a, bc) = H(b, ac), a, b, c ∈ A. (3.1)
Lemma 3.2 Let Σ be the graph of a function F : Rn → R with | detDdF | = 1
and let A be an abelian subgroup of Aut(Σ)0 which acts on Σ simply transitively.
Then any element of A can be written as
gx =
((I + λx 0
x′H 1
)(
x
F (x)
))
,
for some x ∈ Rn and λ : Rn → gl(Rn) is a left multiplication map coming from
the associated abelian LSA A.
Proof. For the abelian LSA A, we have (λa)
n = λan for all a ∈ A and n =
2, 3, · · · . Therefore,
eλa = I + λa +
1
2!
(λa)
2 +
1
3!
(λa)
3 + · · ·
= I + λa +
1
2!
λa2 +
1
3!
λa3 + · · ·
= I + λa+ 1
2!
a2+ 1
3!
a3+···
= I + λx.
Then from the equation (2.11) and (3.1), we have
dFx(I + λx) = a
′H(I +
λa
2!
+
(λa)
2
3!
+ · · · )
= (a+
1
2!
a2 +
1
3!
a3 + · · · )′H
= (ea − 1)′H = x′H.
Then from Proposition 2.4, the elements of A can be written in the form given
above. 
Lemma 3.2 shows that from the simply transitive abelian Lie subgroup we
can obtain the structure of the associated abelian LSA and the Hessian type
inner product directly, and vice versa.
Theorem 3.3 Let Σ be the graph of a function F : Rn → R with | detDdF | = 1.
Suppose that Aut(Σ)0 contains an abelian subgroup which acts on Σ simply
transitively. Then we have the followings :
(a) The function F is a polynomial which is given by
F (x) = x′H(
1
2
I −
1
3
λx +
1
4
(λx)
2 − · · · )x, (3.2)
where H = DdF0 and λ is the left multiplication map obtained from the
associated complete abelian LSA.
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(b) An abelian subgroup of Aut(Σ)0 which acts simply transitively on Σ is
unique. Therefore A is a normal subgroup of Aut(Σ)0.
Proof. (a) Let A be the simply transitive abelian subgroup of Aut(Σ)0 and let
A be the associated complete abelian LSA. Let λ be the left multiplication map
obtained from the LSA A and let H = DdF0 be the Hessian type inner product
on A. Then Hλx = (λx)
′H for all x ∈ Rn from (3.1). Define the polynomial
G : Rn → R as the right hand side of (3.2). If we differentiate G(x) by using
d((λx)
n)(v) = n(λx)
n−1λv, then
dGx = H(
1
2
I −
1
3
λx +
1
4
(λx)
2 − · · · )x
+x′H(
1
2
I −
2
3
λx +
3
4
(λx)
2 − · · · )
= x′H(I − λx + (λx)
2 − (λx)
3 + · · · )
= x′H(I + λx)
−1.
where the second equality follows from the associativity of H . On the other
hand, from the proof of Lemma 3.2, dFx = x
′H(I + λx)
−1. Hence we have
F (x) = G(x) + c for some constant c. But G(0) = 0 = F (0), so we conclude
that they are equal.
(b) Using the associativity of H , dFx = x
′((I + λx)
−1)′H . Then, we have
((I + λx)
−1x)′ = dFxH
−1. (3.3)
Because the right hand side of (3.3) depends only on the given function, we can
show that the LSA structure is uniquely determined as follows : If we assume
that there exists a Lie algebra homomorphism λ˜ : Rn → gl(n) which gives
another associated abelian LSA structure, so that (I + λ˜x)
−1x = (I + λx)
−1x
for all x ∈ Rn by (3.3), then we have
[(λx − λ˜x)− ((λx)
2 − (λ˜x)
2) + ((λx)
3 − (λ˜x)
3)− · · · ]x = 0, (3.4)
for all x ∈ Rn. If we differentiate (3.4), then we can easily derive that
2(λx − λ˜x)− 3((λx)
2 − (λ˜x)
2) + 4((λx)
3 − (λ˜x)
3)− · · · = 0, (3.5)
for all x ∈ Rn. By differentiating (3.5) at x = 0, we obtain 2(λ − λ˜) = 0, that
is, λ = λ˜.
Now (a) and Lemma 3.2 shows that the abelian subgroup A is also uniquely
determined from the LSA structure and the Hessian type inner product. 
Any element j ∈ J˜, the isotropy subgroup at the origin 0 ∈ Σ, must be
linear. So it is given by j =
(
A 0
c′ t
)
∈ GL(n + 1). Since dF0 = 0, the tangent
space of Σ at 0 is Rn and it is invariant by the action of j∗ = j. Hence we have
the following :
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Lemma 3.4 Any element j ∈ J˜ is represented as the following form
j =
(
A 0
0 t
)
,
where A ∈ GL(n) and t = (detA)
2
n .
Proposition 3.5 Let J˜ be the isotropy subgroup of Aut(Σ) at 0. Then the
followings are equivalent :
(a) g ∈ J˜.
(b) g ∈ GL(n+ 1) normalizes A.
(c) g =
(
A 0
0 t
)
∈ GL(n+ 1) and F (Ax) = tF (x).
(d) g =
(
A 0
0 t
)
∈ GL(n + 1) and A is an automorphism of the associated
complete abelian LSA A and A′HA = tH.
Proof. (a) ⇒ (b) : Since J˜ is the isotropy subgroup at 0, g is contained in
GL(n + 1). From Theorem 3.3, A is the unique abelian normal subgroup of
Aut(Σ)0. Then gAg−1 ⊂ Aut(Σ)0 must be equal to A. Hence g normalizes A.
(b) ⇒ (a),(c) and (d) : Let g ∈ GL(n + 1) be a normalizer of the abelian sub-
groupA, then for any h ∈ A there exists h˜ ∈ A such that g·(h·0) = h˜·(g·0) = h˜·0.
Since A acts on Σ transitively, this shows that g belongs to Aut(Σ), that is, g ∈ J˜.
Therefore from Lemma 3.4, g =
(
A 0
0 t
)
where A ∈ GL(n) and t = (detA)
2
n .
Then for any element gx =
((Mx 0
x′H 1
)(
x
F (x)
))
∈ A, we have
ggxg
−1 =
((AMxA−1 0
tx′HA−1 1
)(
Ax
tF (x)
))
∈ A. (3.6)
Hence we have AλxA
−1 = λAx, that is, A ∈ Aut(A) and F (Ax) = tF (x).
Moreover we have tx′HA−1 = (Ax)′H = x′A′H , and hence tH = A′HA.
(c) ⇒ (a) : Since g ·
(
x
F (x)
)
=
(
Ax
tF (x)
)
∈ Σ, g ∈ J˜ ⊂ Aut(Σ).
(d) ⇒ (b) and (c) : From the conditions of (d), we have
AMxA
−1 = I +AλxA
−1 = I + λAx =MAx
tx′HA−1 = x′A′H = (Ax)′H.
Since A is an automorphism of the LSA A,
F (Ax) = x′A′H(
1
2
I −
1
3
AλxA
−1 +
1
4
A(λx)
2A−1 − · · · )Ax
= x′A′HA(
1
2
I −
1
3
λx +
1
4
(λx)
2 − · · · )x
= tF (x).
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Using the above, (3.6) shows that g normalizes the abelian subgroup A. 
From Proposition 3.5, we have the following theorem :
Theorem 3.6 Let Σ be a graph of a function F : Rn → R with | detDdF | = 1.
If the Aut(Σ)0 contains a transitive abelian subgroup, then the followings hold.
(a) Aut(Σ)0 = A⋊J, where A is the simply transitive abelian subgroup and J
is the isotropy subgroup of Aut(Sigma)0.
(b) J acts on the associated complete abelian LSA A as an automorphism and
similarity with respect to the Hessian type metric.
A derivation B on an LSA A is the linear map satisfying
B(ab) = (Ba)b + a(Bb),
for all a, b ∈ A, that is, Bλa = λBa + λaB for all a ∈ A. Let Der(A) be the set
of all the derivation on A, which is the Lie algebra of the automorphism group
of A, that is, Der(A) = LieAut(A).
Definition 3.7 For an LSA A with an inner product H , a map B : A → A is
called an infinitesimal similarity if it satisfies the following :
(Ba)′Hb+ a′HBb = s a′Hb, (3.7)
( or 〈Ba, b〉+ 〈a,Bb〉 = s〈a, b〉)
where s must be equal to
2
n
trB for n = dimA.
Let’s denote the subalgebra of Der(A) whose elements are infinitesimal sim-
ilarities by sDer(A). For an element B ∈ sDer(A), if trB = 0, we call it
infinitesimal isometry derivation. We will denote by iDer(A) the subalgebra of
all infinitesimal isometry derivations. It readily follows that the codimension of
iDer(A) in sDer(A) must be 0 or 1.
Proposition 3.8 Let Σ be the graph of a function F : Rn → R with | detDdF | =
1, on which an abelian subgroup acts simply transitively. Let j be the Lie algebra
of the isotropy subgroup J of Aut(Σ)0. Then
j =
{(B 0
0 s
) ∣∣ B ∈ sDer(A) and s = 2
n
trB
}
,
where A is the associated complete abelian LSA. Therefore the dimension of J
is equal to the dimension of the Lie algebra sDer(A).
Proof. From the Lemma 3.4, the elements of j are given by the matrix
(
B 0
0 s
)
∈
gl(n + 1) where s =
2
n
trB. Then, from the Proposition 3.5 (d), B must be
contained in sDer(A). 
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If sDer(A) ' iDer(A), then the complete abelian LSA A has a derivation
B, which is an infinitesimal similarity as well with trB =
n
2
, that is, a′Hb =
a′B′Hb+a′HBb. Hence the associated polynomial F given in Theorem 3.3 can
be represented as the following form,
F (x) = x′H(
1
2
I −
1
3
λx +
1
4
(λx)
2 − · · · )x
= x′H(
1
2
x−
1
3
x2 +
1
4
x3 − · · · )
= x′B′H(
1
2
x−
1
3
x2 +
1
4
x3 − · · · ) + x′H(
1
2
Bx−
2
3
xBx +
3
4
x2Bx− · · · )
= x′H(Bx− xBx + x2Bx− · · · )
= x′H(I − λx + (λx)
2 − · · · )Bx
= x′H(I + λx)
−1Bx, (3.8)
by using the symmetry of H , the associativity (xy)′Hz = x′H(yz) and the
derivation property, Bxk = kxk−1Bx for all x, y, z ∈ Rn.
4 Complete abelian LSA and Filiform LSA
Let A be a complete abelian LSA and let Ai’s be ideals given by the following :
A
1 = A, Ai+1 = A ·Ai for i = 1, 2, 3, · · · .
Then there existsm such that Am+1 = {0} since λx’s are nilpotent for all x ∈ A.
In fact they make a descending central series, that is,
A = A1 ⊃ A2 ⊃ · · · ⊃ Am ⊃ Am+1 = {0}.
If a ∈ Am, then b·a ∈ Am+1 = {0} for any b ∈ A. This says that Am is contained
in the annihilator of A, Ann(A) = {x ∈ A|xy = 0 = yx, for all y ∈ A}. Notice
that Ann(A) is a nontrivial ideal of a complete abelian A.
Definition 4.1 ([3]) Let A be a complete abelian LSA. A (vector space) basis
of A
{e11, · · · , e1k1 , e21, · · · , e2k2 , · · · , em1, · · · , emkm}
is called adequate if for all i, eil belongs to A
i and ki+ki+1+ · · ·+km = dimA
i.
Let Ci be ideals defined by
C1 = Ann(A), Ci+1 = {x ∈ A | yx ∈ Ci for any y ∈ A}.
Then they make an ascending central series, i.e.,
C0 = {0} ⊂ C1 ⊂ C2 ⊂ · · · .
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Lemma 4.2 (a) A/Ci is a complete abelian LSA for all i = 1, 2, · · · .
(b) Ann(A/Ci) = Ci+1/Ci for all i = 1, 2, · · · .
(c) There exists an integer m′ such that Cm′ = A, so the ascending central
series is terminated finitely.
(d) Ci = {x ∈ A | x ·A
i = {0} } for i ∈ {1, 2, · · · ,m′}.
Proof. (a) A/Ci is also an abelian LSA since Ci is ideal. Since λx = ρx are
nilpotent for all x ∈ A, λx¯ = ρx¯ are also nilpotent for x¯ = x + Ci ∈ A/Ci. So
we have tr ρx¯ = 0 for all x ∈ A and A/Ci is complete.
(b) is clear from the definition.
(c) From (a) and (b), Ci+1/Ci are all nontrivial if Ci 6= A. Since A is of finite
dimensional, there exist m′ such that C′m = A.
(d) Since x ∈ Ci is equivalent to that xy ∈ Ci−1 for all y ∈ A, it follows
immediately by induction. 
Proposition 4.3 (a) Am−i ⊂ Ci+1 for i ∈ {0, · · · ,m− 1}.
(b) m′ = m.
Proof. (a) Since Am−iAi+1 ⊂ Am+1 = {0}, Am−i is a subspace of Ci+1 for all
i ∈ {0, 1, 2, · · · ,m− 1} from Lemma 4.2 (d).
(b) From (a), A = A1 ⊂ Cm, hence we have m
′ ≤ m. If m′ < m, then
A
m = Am−1A = Am−1Cm′ = {0}. This is a contradiction. 
Definition 4.4 Let V be a vector space and let 〈, 〉 be an inner product on V .
For a subset W , the perpendicular subspace W⊥ is defined as the following :
W⊥ = {x ∈ V | 〈x, y〉 = 0, for all y ∈W}.
Proposition 4.5 Let A be a complete abelian LSA with a nondegenerate Hes-
sian type inner product 〈, 〉. Then Ci = (A
i+1)⊥ and the dimension of Ci/Ci−1
is equal to the dimension of Ai/Ai+1 for i = 1, 2, · · · ,m.
Proof. By the associativity (3.1) of the Hessian type inner product, Ci ⊂
(Ai+1)⊥. Let x ∈ (Ai+1)⊥, then for any a ∈ A and b ∈ Ai, we have 〈a, bx〉 =
〈ab, x〉 = 0. Since 〈, 〉 is nondegenerate, bx = 0, that is, x ∈ Ci from Lemma 4.2
(d). Therefore Ci = (A
i+1)⊥. This says that dimCi = dimA/A
i+1 for each i =
1, 2, · · · ,m. So we have dimCi/Ci−1 = dim(A/A
i+1)/(A/Ai) = dimAi/Ai+1. 
Let H be an n-dimensional LSA. H is called a filiform LSA if it satisfies :
dimHi = dimHi = n+ 1− i for all i ∈ {1, · · · , n},
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where Hi = HHi−1 and Hi = Hi−1H with H
1 = H1 = H.(cf. [3]) Note that
H is a n-dimensional filiform LSA if and only if the nilpotency of H is n + 1,
that is, Hn+1 = Hn+1 = {0} and H
n 6= {0}, Hn 6= {0}. It has the following
properties :
Proposition 4.6 ([3]) Let H be an n-dimensional filiform LSA.
(a) The associated Lie algebra of H is nilpotent.
(b) H is a complete LSA.
(c) Hi is equal to Hi for all i ∈ {1, · · · , n}.
(d) H has a one-dimensional annihilator Ann(H) = Hn = Hn
(e) For all i ∈ {1, · · · , n}, H/Hi is a filiform LSA.
(f) There is an adequate basis {e1, · · · , en} satisfying
e1ej = ej+1 for all j ∈ {1, 2, · · · , n− 1}.
The adequate basis in the Proposition 4.6 (f) is called strongly adequate.
Note that if A is an abelian filiform LSA and {e1, · · · , en} is a strongly adequate
basis of A, then ei = e
i
1 for all i ∈ {1, · · · , n} and we have eiej = ei+j .(cf. [3])
Lemma 4.7 Let A be an abelian filiform LSA with a strongly adequate basis
{e1, · · · , en}, then we have the following :
(a) There is a nondegenerate Hessian type inner product 〈, 〉 on A which is
given by
〈ei, ej〉 =
{
1, i+ j = n+ 1,
0, i+ j 6= n+ 1,
(4.1)
which is unique up to LSA automorphism, i.e., if 〈, 〉 is a nondegenerate
Hessian type inner product on A, then there exists a strongly adequate
basis such that (4.1) holds up to sign.
(b) The dimension of sDer(A) is 1 and iDer(A) = {0}.
Proof. (a) Let 〈, 〉 be the inner product given in (4.1). Then 〈, 〉 is obviously
nondegenerate. For any i, j and k ∈ {1, · · · , n},
〈ei · ej , ek〉 = 〈ei+j , ek〉 =
{
1, i+ j + k = n+ 1,
0, i+ j + k 6= n+ 1,
〈ei, ej · ek〉 = 〈ei, ej+k〉 =
{
1, i+ j + k = n+ 1,
0, i+ j + k 6= n+ 1,
hence we conclude that 〈, 〉 is of Hessian type. Now, let 〈, 〉 be a nondegenerate
Hessian type inner product on A. Then 〈ei, ej〉 = 0 for i + j > n + 1 since
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A
n+1 = {0}. Let 〈ei, ej〉 = sk for k = i+ j ≤ n+1. Since 〈, 〉 is nondegenerate,
sn+1 must not be zero. By changing a basis inductively, we can obtain the basis
{e¯1, e¯2, · · · , e¯n} satisfying (4.1) as follows : First, by scaling e1, we may assume
that sn+1 = ±1. If sn 6= 0, by putting e¯1 = e1 ∓
sn
n
e2 and e¯j+1 = e¯1e¯j for j ∈
{1, 2, · · · , n− 1}, we have that 〈e¯i, e¯j〉 = 0 for i+ j = n. If sn = · · · = sk+1 = 0
and sk 6= 0, put e¯1 = e1 ∓
sk
k
em−k+2 and e¯j+1 = e¯1e¯j for j ∈ {1, 2, · · · , n− 1}.
Then 〈e¯i, e¯j〉 = 0 for i+ j = k, k + 1, · · · , n.
(b) Define a derivation B1 : A → A by B1(e1) = e1, so that B1(ej) = jej
for all j = 2, 3, · · · , n. Then trB1 =
n(n+ 1)
2
and
〈B1(ei), ej〉+ 〈ei, B1(ej)〉 =
{
n+ 1, i+ j = n+ 1
0, i+ j 6= n+ 1
}
=
2
n
trB1〈ei, ej〉.
So B1 is contained in sDer(A), and hence dim sDer(A) ≥ 1.
For any B ∈ sDer(A) and the strong adequate basis {e1, · · · , en}, B(ek) =
B(ek1) = kek−1B(e1), (k = 2, 3, · · · , n) by induction. Therefore if B(e1) =
u1e1+u2e2+ · · ·+unen, then B(ek) = kek−1B(e1) = kek−1(u1e1+u2e2+ · · ·+
unen) for all k = 2, 3, · · · , n and hence trB =
n(n+ 1)
2
u1. Now assume that
0 6= B ∈ iDer(A), then the e1-coefficient of B(e1) must be zero so that B(e1) is
contained in A2. In this case, there is a number k such that 〈B(e1), ek〉 6= 0 and
〈B(e1), ek+1〉 = 0 since 〈, 〉 is nondegenerate and the basis is adequate. Note
that k is less than n because B(e1) ∈ A
2. Since B(ek) = kek−1B(e1), we have
0 = 〈B(e1), ek〉+ 〈e1, B(ek)〉 = (k + 1)〈B(e1), ek〉 6= 0.
This is a contradiction. Hence, iDer(A) = {0} and the dimension of sDer(A)
has to be 1. 
The following key observation of this paper is made by Y. Choi[2].
Theorem 4.8 Let A be a complete abelian LSA. Then A is filiform if and only
if the associated polynomial F of A with a nondegenerate Hessian metric is the
Cayley polynomial.
Proof. Let A be an abelian filiform LSA and {e1, · · · , en} be a strongly adequate
basis of A. Then from Lemma 4.7, we have a Hessian type inner product H
and an infinitesimal similarity derivation B, which are given by the following
matrices :
H =

1
0 1
. .
.
1 0
1
 , B =

1
n+1
2
n+1 0
. . .
0 n−1
n+1
n
n+1
 .
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The left multiplication λx of x = x1e1 + x2e2 + · · ·+ xnen and (I + λx)
−1 can
be written as :
λx =

0
x1 0 0
x2 x1 0
...
. . .
. . .
. . .
xn−1 · · · x2 x1 0
 , (I + λx)−1 =

1
p1 1 0
p2 p1 1
...
. . .
. . .
. . .
pn−1 · · · p2 p1 1

where pr =
∑
i+j+···+m=r
(−1)d
d︷ ︸︸ ︷
xixj · · ·xm for r = 1, 2, · · · , n − 1. Then from
(3.8), the associated polynomial is given by
F (x) = x′H(I + λx)
−1Bx =
n+1∑
d=2
(−1)d
1
d
∑
i+j+···+m=n+1
d︷ ︸︸ ︷
xixj · · ·xm,
that is, F is a Cayley polynomial. Conversely, suppose thatA is an n-dimensional
complete abelian LSA which is not filiform, then the nilpotency class of λx is
less than n, that is, λn−1x = 0 for all x ∈ A. This says that the degree of the
associated polynomial F (x) given Theorem 3.3 is less than n+1. Therefore the
polynomial F can not be the Cayley polynomial. 
Now we can restate the conjecture of Eastwood and Ezhov in terms of LSA
Conjecture 4.9 (LSA version) Let A be a complete abelian LSA with a non-
degenerate Hessian type inner product. If the dimension of sDer(A) is 1, then
A is the abelian filiform LSA.
5 Proof of the Main Theorem
The affine (n + 1)-space is divided into two connected components by the hy-
persurface Σ given by a function F : Rn → R. Choose the one which is lying
above Σ and denote it by Ω, then Σ becomes a boundary of Ω. Let Aut(Ω) be
the subgroup of Aff(n+ 1) whose elements leave the domain Ω invariant.
Proposition 5.1 Aut(Ω) ⊂ Aut(Σ) and Aut(Σ)0 = Aut(Ω)0.
Proof. For any g ∈ Aut(Σ)0 ⊂ Aff(n+1) and x ∈ Ω, if gx ∈ Σ then put y = gx
and choose g−1y = z ∈ Σ. Then we have gx = gz, i.e., g is not one-to-one. This
contradicts that g ∈ Aff(n + 1). If gx ∈ Ω′, the other connected component,
choose a path gt from g0 = e to g1 = g in Aut(Σ)0. Then gtx is a path from
x to gx and we can choose t0 such that gt0x ∈ Σ. This contradicts as above.
Hence we have gx ∈ Ω, i.e., g ∈ Aut(Ω)0.
Conversely, for any g ∈ Aut(Ω) ⊂ Aff(n + 1) and x ∈ Σ, if gx ∈ Ω then
put y = gx and g−1y = x ∈ Σ. This contradicts that g ∈ Aut(Ω). If gx ∈
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Ω′, choose a sequence {xn} ⊂ Ω which converges to x. Then the sequence
{g · xn} ⊂ Ω converges to g · x, hence there exists xN such that gxN ∈ Ω
′.
This is a contradiction. Hence we have gx ∈ Σ, i.e., g ∈ Aut(Σ). Similarly
if g ∈ Aut(Ω)0, then g ∈ Aut(Σ)0 by considering a path gt with the same
argument. 
The domain above the Cayley hypersurface is homogeneous, in fact, the
identity component of its automorphism group acts on the domain simply tran-
sitively(cf. Lemma 4.7 (b)). In the following, we will assume that the domain
above the hypersurface is also homogeneous. We call these hypersurfaces exten-
sible homogeneous.
Lemma 5.2 Let Σ be a graph of a function F : Rn → R with | detDdF | = 1,
on which the abelian subgroup A acts simply transitively. Let J be the isotropy
subgroup of Aut(Σ) and let A be the associated complete abelian LSA with Hes-
sian type inner product H. Then Σ is extensible homogeneous if and only if the
action of J on (A, H) contains a similarity which is not an isometry.
Proof. If the action of J contains only isometries, then from Proposition 3.5 any
element j ∈ J is represented by j =
(
A 0
0 1
)
, hence j·en+1 = en+1 where en+1 =
(0, · · · , 0, 1). This says that Aut(Σ)0·en+1 ⊂ Σ1 = {(x, F (x)+1)|(x, F (x)) ∈ Σ},
which contradicts that Aut(Σ)0 acts transitively on Ω.
Conversely, if the action of J on (A, H) contains a similarity which is not an
isometry, then J contains 1-parameter subgroup such that J·en+1 = {(0, · · · , 0, t)|t ∈
R+} from Proposition 3.8. Moreover A acts on Σt = {(x, F (x) + t) | (x, F (x)) ∈
Σ, t ∈ R+} simply transitively by using the matrix form in Lemma 3.2. There-
fore Aut(Σ)0 = A⋊ J acts on Ω transitively. 
From Lemma 5.2, a complete abelian LSA A, which is associated to the
extensible homogeneous hypersurface, has a derivation B such that B ∈ sDer(A)
and B 6∈ iDer(A), i.e., trB 6= 0. In this case, for a proof of the Conjecture, it is
enough to show that if A is not filiform, iDer(A) is not trivial. Note that, if A is
an abelian filiform LSA, then the dimension of sDer(A) is 1 and iDer(A) = {0}
from Lemma 4.7.
Proposition 5.3 Let A be a complete abelian LSA with a nondegenerate Hes-
sian type inner product 〈, 〉, then A is filiform if and only if dimAnn(A) = 1.
Proof. If A is filiform, then dimAnn(A) = 1 from the Proposition 4.6. Now
suppose that Ann(A) = span{ x} = Am. Choose e1 ∈ A such that 〈e1, x〉 =
1. Because A2 is perpendicular to C1 = Ann(A), we have e1 6∈ A
2. Since
dimA/A2 = dimC1 = 1 from Lemma 4.5, A can be represented as the following :
A = V +A2,
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where V is the 1-dimensional vector space spanned by {e1}. Then, inductively,
we have Ai = V i +Ai+1 for all i, and hence
A = V + V 2 + · · ·+ V m,
where V i = span{ei1} for 1 ≤ i ≤ m. Observe that {e1, e
2
1, · · · , e
m
1 } is linearly
independent and hence becomes a basis of A, that is, A is a filiform LSA. 
Lemma 5.4 Let A be a complete abelian LSA with a nondegenerate Hessian
type inner product 〈, 〉, and let d = dimAnn(A) be greater than or equal to 2.
Then the Lie algebra iDer(A) is nontrivial.
Proof. Let Z = span{en−1, en} be a subspace of Ann(A).
(Case 1) Z ⊂ Z⊥. Consider a linear map ψ : A→ R2, x 7→ (〈x, en−1〉, 〈x, en〉).
Then kerψ = Z⊥. Since Z⊥ has codimension 2, φ is onto and hence there exist
elements e1, e2 ∈ A such that
〈e1, en−1〉 = 0, 〈e1, en〉 = 1
〈e2, en−1〉 = 1, 〈e2, en〉 = 0
Denote V = span{e1, e2}, then A = V + Z
⊥. Note that Z ⊂ Ann(A) implies
Z
⊥ ⊃ Ann(A)⊥ = A2. Now define a map B : A→ A by
B(e1) = −en−1, B(e2) = en, B(x) = 0 for x ∈ Z
⊥.
Then B is a derivation since B(A) = Z ⊂ Ann(A) and B(A2) = {0}. Let
{e1, e2, e3, · · · , en−2, en−1, en} be a basis of A where e3, · · · , en−2 ∈ Z
⊥. Then
the matrix form H of the Hessian type inner product 〈, 〉 and the derivation B
are given as follows,
H =

0 1
∗ ∗ 1 0
0 0
∗ ∗
...
...
0 1 0 · · · 0 0
1 0 0 · · · 0 0

, B =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 0 0
−1 0 0 · · · 0 0
0 1 0 · · · 0 0

.
By matrix calculation, we have BtH +HB = 0. So B is contained in iDer(A),
that is, iDer(A) 6= {0}.
(Case 2) Z 6⊂ Z⊥ and Z∩Z⊥ 6= {0}. By coordinate change, we may assume
that en−1 ∈ Z ∩ Z
⊥ and 〈en, en〉 = 1 using Z 6⊂ Z
⊥. Put Z1 = span{en}. Then
since Z1 is an ideal, by the associativity of Hessian type inner product, A¯ = Z
⊥
1
becomes an ideal of A. Since Z1 is a nondegenerate subspace, A = A¯⊕Z1. Note
that Z∩Z⊥ ⊂ A¯. Choose e1 ∈ A¯ such that 〈e1, en−1〉 = 1. In this case define a
derivation B by
B(e1) = −en, B(en) = en−1, B(x) = 0 for x ∈ Z
⊥.
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Let {e1, e2, e3, · · · , en−2, en−1, en} be a basis of A where e2, e3 · · · , en−2 ∈ Z
⊥.
Then the matrix forms H of the Hessian type inner product 〈, 〉 and the deriva-
tion B are given as follows
H =

1 0
∗ ∗ 0 0
0 0
∗ ∗
...
...
1 0 0 · · · 0 0
0 0 0 · · · 0 1

, B =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 0 0
0 0 0 · · · 0 1
−1 0 0 · · · 0 0

.
By matrix calculation, we have BtH +HB = 0. So B is contained in iDer(A),
that is, iDer(A) 6= {0}.
(Case 3) Z ∩ Z⊥ = {0}. In this case, the restriction of the inner product
on Z is nondegenerate. So Z⊥ becomes a nondegenerate ideal again by the
associativity of 〈, 〉. Therefore we have an algebra direct sum A = Z⊥ ⊕ Z.
Since Z is a trivial LSA, iDer(Z) = o(2) or o(1, 1), which are clearly nontrivial.
For any B¯ ∈ iDerZ the map B : A→ A given by
B(x) =
{
B¯(x) x ∈ Z,
0 x ∈ Z⊥
is contained in iDer(A). This says that iDer(A) 6= {0}. 
Corollary 5.5 Let A be a complete abelian LSA which is associated to the
nondegenerate extensible homogeneous hypersurface. Then the followings are
equivalent :
(a) A is filiform.
(b) dimAnn(A) = 1.
(c) dim sDer(A) = 1.
Proof. Since this complete abelian LSA A has a nondegenerate Hessian type in-
ner product, Proposition 5.3 shows that A is filiform if and only if dimAnn(A) =
1, and the fact that A is filiform implies that dim sDer(A) = 1 from Lemma
4.7. Because the LSA A is associated to the extensible hypersurface, Lemma
5.2 says that dim sDer(A)/ iDer(A) = 1. Finally, Lemma 5.4 shows that if
dim sDer(A) = 1, then dimAnn(A) = 1. 
Main Theorem Let Σ be a nondegenerate hypersurface given by a function on
Rn. Then Σ is a Cayley hypersurface if and only if the followings are satisfied :
(E1) Σ admits a transitive abelian group A of affine motions.
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(E2) Aut(Σ) has a 1-dimensional isotropy group.
(E3) Affine normals to Σ are everywhere parallel.
(E4) The domain above the hypersurface is also homogeneous.
Proof. For an n-dimensional abelian filiform LSA A with Hessian type inner
product H = 〈, 〉 given by (4.1), let A be the associated abelian Lie subgroup
of Aff(n + 1) obtained as in Theorem 2.7(see the discussion following Remark
2.6), that is, LieA is the associated Lie algebra of A. Then Theorem 4.8 shows
that A acts on the Cayley hypersurface Σ simply transitively. The conditions,
(E2) and (E4) follow from Lemma 4.7(b) and Lemma 5.2. From Theorem 2.7,
the affine normals of Σ are parallel.
Conversely, the transitive abelian group A acts in fact simply transitively on
Σ from Proposition 3.1. Since Σ is a global graph whose affine normals are paral-
lel, A gives us a complete abelian LSA A with nondegenerate Hessian type inner
product by Theorem 2.7. From (E2) with Proposition 3.8, dim sDer(A) = 1 and
hence by Corollary 5.5, A is filiform. Then by Theorem 4.8, the polynomial F
obtained from A is the Cayley polynomial, that is, Σ is a Cayley hypersurface. 
It is unclear for us at this moment that (E1) and (E2) implies (E4) so that
the condition (E4) can be eliminated in the Main Theorem. In this paper we
consider a hypersurface given by a graph of a global function defined on all of
Rn. It would be very interesting to know whether only the conditions (E1),
(E2) and (E3) would imply the globalness of the function. The study of these
two problems will give a complete answer to the conjecture of Eastwood and
Ezhov. Furthermore the classification problem of affine homogeneous hypersur-
faces could be further studied through the LSA with Hessian type inner product
as suggested in this paper.
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