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ABSTRACT
This work describes developments in techniques for the 
•activation analysis of environmental samples using Y-ray spectro­
metry.
A survey of short-lived neutron activation products is 
presented. The method of cyclic activation analysis is described 
and applied to biological and environmental samples. A. sum- 
coincidence system using two Nal (Tl) detectors for the determination 
of lead using (T^  = 0.8s) is discussed.
A scheme of neutron irradiation, and counting, using 
Ge(Li) detectors, for the determination of heavy metals in sewage 
sludges is described. Detection limits and sensitivities for 21 
heavy metals are obtained. Results from sludges are presented, 
based on absolute neutron activation analysis.
The determination of selenium in biological materials
using cyclic activation of (T^  = ly.^ s) is described;
?
results and detection limits are also given.
The efficiency vs. energy relationship for a Ge (Li) 
detector is investigated and various empirical relationships 
considered for goodness-of-fit. The method of absolute activation 
analysis based on the subroutine IDENT, used with the SAMPO 
spectral analysis program is evaluated.
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1. Introduction to Neutron Activation Analysis*
. 1.1. Production of Radioactive Isotopes
When stable nuclei are irradiated by charged particles, 
uncharged particles or photons, there may occur an interaction such 
that the resultant nucleus is radioactive. The probability of a 
particular interaction occurring depends on the nature and energy 
of the particle and upon the target nucleus. The growth of activity
of a particular radioactive product is given by P where
p  ,  m f  K A .S., (1 _ e -  ( 8 -1 )  ( l . i )
where m = mass of target element (kg)
f = fractional abundance of stable isotope
N = Avogadro's Number atoms, kg. mole ^
— ?
fi = irradiating flux (m . S ) 
a = cross section for the interaction (m 
A = Atomic Weight of target element (kg. kg mole ^) 
 ^= decay constant for the product isotope (8 
t = duration of irradiation (s)
This equation presumes that the supply of target nuclei 
remains constant : this is not strictly true, but in almost all
practical cases it may be applied since
2|N »o*t
1.2. Thermal Neutron Activation - Radiative Capture
One particular interaction which occurs involves the
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capture of a neutron and the prompt emission of a Y -ray photon. 
These interactions are known as radiative capture or "(n, y)” 
reactions. Many elements have high cross sections for these 
reactions for slow neutrons in general and,for.the thermal neutrons 
encountered at high fluxes in nuclear reactors,in particular. The 
examination of the promptly emitted photons ("prompt gamma") or 
the emissions of the decaying activation products forms the basis 
of Thermal Neutron Activation Analysis. The nucleus resulting 
from (n,Y ) reactions is usually in the ground state, but there 
is a small, but significant, group of nuclei having metastable 
states whose half-lives and emissions make them usable in activation 
analysis. The properties of several of these metastable isomers 
have been investigated in this work.
1.3. Decay modes used in Neutron Activation Analysis
An unstable nuclide will decay with its own characteristic 
half-life by the emission of particles and / or photons. The decay 
mode of the isotope determines how the analysis will be carried out 
or, indeed, if it is feasible. The various decay modes are out­
lined below with their applicability to activation analysis.
(i) 3 “ emission
The properties of a continuous energy spectrum and low 
penetrating power make analysis through 3"* counting a complex 
procedure only to be used if the isotope of interest is a 
pure 3 “ emitter. Although some energy discrimination may 
be applied, the events detected will be from many, if not all, 
of the 3 ~ emitters in the sample. The activity due to the
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isotope of interest may be obtained by analysing the 
relationship between count-rate and time ,or by chemically 
separating the element of interest from all other 0 
emitters.
The low penetrating power of 3" particles means that
the self-absorption of the sample will be considerable ;
furthermore scattering both within the sample and from the
surroundings will also be very significant. External
scattering can be made identical for both sample and standard
by using the same apparatus and geometry for both, and
internal effects can be equalised by preparing both sample
and standard in the same physical and chemical forms. The
use of liquid scintillation counters where the sample, in
solution, is intimately mixed with the phosphor has enabled
low energy 3“ emitters to be counted more accurately and,
( 1 )more recently the use of liquid Cerenkov counters has
led to improvements in efficiency.
(ii) 3^ emission
For positron emitters analysis is achieved by the detec­
tion of the annihilation radiation and not by direct detection 
of positrons. It must be arranged that the positrons 
annihilate close to both sample and standard in order to give 
comparable geometries. There will, in general, be several 
 ^^  emitters present and so half-life analysis or chemical 
separation will again be necessary. The annihilation quanta 
are detected by one of the methods in section 1.4.
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(iii)  ^ emission
.The bulk of instrumental activation analysis is through 
the detection of photon emissions of activation products. 
Gamma-rays may either accompany 3“ or 3"^ emission or,in 
some cases of isomeric transition,be the sole emission.
The photon energies most commonly encountered in activation 
analysis range fromr^ 60 keV to 4 MeV.
For Y - rays which undergo a considerable amount of 
internal conversion, the detection of the emissions involved 
in this process may form the basis of the analysis. The 
emissions concerned are:
(a) the monoenergetic internally converted electrons
(b) Auger electrons (also monoenergetic) (c) characteristic 
X - rays (predominantly K X-rays). The energies of these 
X-rays,for heavy elements,compare with the lower energy gamma 
rays.
Most isotopes emit several characteristic gamma-rays 
simultaneously, and this property may be exploited by the use 
of coincidence systems (see section 3.4.2).
1.4. Photon detectors.
Radiation detectors are of three basic types (i) gas-
filled (ii) scintillation (iii) semiconductor.
' ■ ' ,/
(i) Gamraa-ray photons will only be atten uated very slightly 
in passing through a gas-filled counter, and so the detection 
efficiency of these devices for Y - rays-is low. Furthermore the 
energy resolution of such devices is poor and so they are not used 
for Y -ray detection in activation analysis.
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(ii) A number of materials, known as phosphors, on absorption 
of radiation energy, produce scintillations of wavelengths in, or 
near, the visible region. According to the particular phosphor, 
there will be different contributions to the total luminescent 
- emission from both fluorescence and phosphorescence. Organic 
scintillators (solid and liquid) exhibit little phosphorescent 
emission, and hence the decay time for these materials is very 
short ('^ 10 ns) but the low average value of atomic number Z, 
combined with the low yield of the scintillation process makes them 
very inefficient y -ray detectors. Inorganic phosphors although 
having a much higher decay-time due to phosphorescence (200-300 ns), 
also have much higher Z values, and the scintillation yield may 
be increased by doping the material with a suitable activator.
The combination of good absorption, optical, chemical and mechanical 
properties has made Sodium Iodide (Nal), doped with '^ 'O.l^  of 
Thallium (Tl) , by far the most widely used scintillator for Y -ray 
work. The optical signal produced by a phosphor is converted at 
a photocathode, to which it is optically coupled, into a shower of
electrons. Electron multiplication in a photo-multiplier tube
8
results in gains as high as 10 , whence the signal may be further
amplified or processed. Each of the many physical processes occurring 
in the conversion of radiation energy to the final electrical pulse 
is subject to statistical fluctuation, and each will contribute to 
the resolution of the detection system. For Nal (Ti) the energy 
resolution is usually quoted as the Full-Width at Half-Maximum 
(FWHM) for the photopeak of the 661.6 keV Y -ray from Cg ;
the theoretical resolution of the Na I (Tl) crystal is 6.5^
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and by careful selection of the photomultiplier tube the resolution 
of the combination can be 7^ at best. (See section 1.5)*
(iii) Semiconductor Detectors
Semiconductor detectors, as used in activation analysis, 
are based on the solid state properties of Germanium and Silicon. 
Their general modus operandi is similar to that of an ionization 
chamber: absorption of radiation energy produces charge carriers 
and the collection of these charge carriers provides an output 
pulse proportional to the energy deposited. Whereas, in a gas- 
filled ionization chamber the charge-carriers are ion-pairs,each 
of which required 40 eV to produce, in semiconductor detectors 
the carriers are electron-hole pairs which require only 5 - 4 eV 
each for formation. By comparison ~ 300 eV must be deposited in 
a Nal (Tl) crystal to release a single photo-electron from the 
photo-cathode and it is this property which gives the semiconductors 
their greatly improved energy resolution because the statistical 
uncertainties are so much smaller. Thus, while the resolution for 
a Nal (Tl) crystal at 661.6 keV may be 7 - 10^ a suitable semi­
conductor detector may well have a resolution ~ 0.39^  (see section 
1.5 ). In fact 1the biggest factor in determining the resolution of 
a detector is thermal noise within the semiconducting material 
itself, and improved resolution is obtained by cooling the device, 
usually to liquid Nitrogen temperatures. Because of its higher 
Z number (32 as against 14) Germanium based detectors have been 
developed strongly for Y -ray spectrometry whilst Silicon based 
detectors are predominant in charged particle and low energy X-ray 
applications. Four main types of device are in current usage and
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some of their properties are outlined below.
(a) Silicon. Surface Barrier. A thin metal coating
is applied to a wafer of p - type Silicon and a 
positive voltage applied producing a depletion 
region which is the sensitive volume of the detector.
Depletion layers 2mm deep in detectors of surface
2area y 200 mm are typical.
(b) Silicon. Lithium Drifted (Si (Li)). By drifting
the electron donor material, lithium, into p - type 
silicon an intrinsic or compensated region can be 
produced between a p - and n - type layer. In this 
region,which forms the sensitive region of the 
detector, the concentration of negative acceptor 
ions is compensated by the positive lithium donor 
ions.
(c) Pure Germanium detectors. These devices make use of
the intrinsic conductivity of pure germanium together 
with the electron-hole pair phenomenon. The 
resolution obtainable with such devices is better 
than that of Ge (Li) detectors (at the same energy) 
and this is particularly useful at energies in the 
low Y -ray and X - ray region. Wafer shaped pure 
germanium detectors have efficiencies which decrease 
rapidly with increasing energy'but have a useful 
energy range from ~ 10 - 400 keV, and because of
-  13 -
their low efficiency exhibit little Compton continuum 
due to high energy Y -rays.
(d) Germanium. Lithium Drifted (Ge (Li)). Similar in
principle to Si(Li) detectors, Ge (Li) detectors are 
available in several configurations and with resolut­
ions measured at the 1332.4 keV y -ray of Co
~ 2 ke V. The largest Ge(Li) crystals now available 
have efficiences 20^ of a standard 7*5 cm x 7*3 cm 
Nal (Tl) crystal measured at 23 cm and at 1332.4 keV 
In order that the Lithium remain' where it has been 
drifted,it is essential that Ge (Li) detectors be kept 
at liquid nitrogen temperature continuously.
1.3. Gamma - ray spectrometers.
Since both Na I (Tl) and semiconductor detectors give
output signals proportional to the energy deposited in them, pulse
height analysis of these outputs enables the energy spectrum of
f
the incident particles to be determined. A block diagram of an
/
y - ray spectrometer is shown in Fig. 1.
(a) The High-Voltage supply provides the required voltage 
and polarity for the detector. This may range from
300 V for a Si (Li) detector through 1000 V for a 
Nal (Tl) photomultiplier to 3OOO V for a Germanium 
detector. The requirements are good stability with 
time, temperature and mains supply variations.
(b) The pre-amplifier is located physically close to the 
detector and may even be cooled with it if resolution
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is of prime importance; for Nal (%) detectors the pre­
amplifier acts as an impedance transformer enabling the 
signal to be transmitted down cables of significant 
capacitance; a modest gain capability ( ~10) may also 
be built into the preamplifier. For semiconductors the 
pre-amplifier is normally a charge-sensitive device, 
where the output is a voltage-change proportional to 
the charge acquired at the input from the detector.
The outputs from pre-amplifiers are virtually step 
functions, with rise times ^0 - 1CX) ns and very long 
decay times 200 y s. All the energy and timing 
information can be extracted from the first few micro­
seconds of these pulses.
(c) The main-amplifier not only provides considerable gain
( 100) but also the pulse shaping facilities essential
for achieving good resolution. For use with Nal (TL) 
detectors linear amplifiers having integrating and 
differentiating time constants separately variable, in 
the range 30 as to 2 Us, are sufficient to obtain 
resolutions 'v 7 - 8?^ at 661.6 keV. With germanium 
based detectors further refinements within the amplifier 
are necessary if full advantage is to be taken of the 
resolution capabilities of these detectors. Ideally 
time constants up to 6 - 8 ys should be available but 
the biggest contribution to improved resolution is due 
to the inclusion, and proper adjustment of, the pole- 
zero cancellation circuit; the main pulse from the
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amplifier always exhibits an "undershoot" and a 
subsequent pulse arriving during this undershoot 
will thus be reduced in height, but the amount of 
undershoot may be significantly reduced using the 
pole-zero circuitry. At high count rates ( ^  2 x S“ 
the base-line, from which the pulses rise, starts to 
fluctuate measurably, hence worsening the resolution. 
Base-line restoration circuits help to maintain a 
constant base-line and ensure adequate resolution at 
higher count-rates, but, since they worsen the 
resolution at low-count rates they are switched in 
as required. To ensure that all the charge liberated 
in the detector and collected by the pre-amplifier is 
processed by the amplifier, thus achieving the best 
resolutions, shaping time constantsof 4 - 6 Ws are 
selected; however this involves a rather long processing 
time for each event, and so, in practice, constants 
of 1 - 2 y s are used thus sacrificing some resolution 
to the ability to handle higher count rates. The final 
output pulses are ideally Gaussian-shaped with amplitudes 
typically 1 V per MeV of energy deposited in the 
detector, and the gain of the device is stabilised, to 
better than 0.1# for normal temperature and mains 
voltage fluctuations.
(d) The multi-channel analyser (MCA) receives the pulses 
from the amplifier, digitises them according to their 
height, and updates the contents of an address in its 
memory corresponding to that height. The digitising
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is accomplished by the Analogue-to-Digital Converter • 
(A.D.C.) which effectively locates the channel in 
which the event is to be stored. The use of high 
resolution Ge(Li) detectors requires MCA's having at 
least 1000, and preferably 4000 channels. The time 
taken for an A.D.C. to process a pulse is knovm as the 
dead-time. In the commonly-used Wilkinson-ramp type 
of A.D.C., digitising is accomplished by counting high 
frequency clock pulses which occur during the linear 
discharge of a capacitor whose voltage is initially 
made equal to that of the peak of the incoming pulse.
The A.D.C. is prevented from accepting further pulses 
during this conversion time which maybe split into 
three sections (i) rise time of the input pulse "rise­
time protect" (ii) addressing time which is the product 
of the clock-interval and the channel addressed (iii) 
time taken to update the memory content ("read - write 
time".) Since pulses falling outside the region of 
interest will contribute to the dead - time of the 
AID.C. a Single Channel Analyser is usually included in 
the M.C.A. 60 that these pulses may be discriminated 
against thus lowering the dead - time. Unwanted pulses 
may also be rejected by use of a coincidence option ; 
in this case a pulse is not processed unless a logic 
pulse arrives at the same time.
The memory of the M.C.A. contains the addresses and 
contents of the prescribed number of channels. There 
will be a limit to the content of each channel above
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which the memory is said to overflow; 10^ - 10^  being
first
typical maxima. Conventionally the/one or two channels . 
are set aside for real (clock) and / or live - time 
information. When an address is referenced by the A.D.C. 
the memory contents are read, incremented by - 1 depend­
ing on the requirement, and replaced. It is crucial, 
in many cases, to know, not only the time for which a 
source was counted but also for what time the A.D.C. 
was busy processing signals. The real, or clock time, 
is measured by a clock contained within the A.D.C.
This clock is a scaler which counts pulses from an 
oscillator of constant frequency. By blocking these 
pulses whenever the A.D.C. is busy processing an event, it 
can be used to record the live - time. It is usually 
possible to obtain both these values from an M.C.A. and 
to arrange that counting takes place for a pre-set clock 
or live - time. The use of clock and live - time values, 
in dead - time correcting, is discussed in section 5.3.2.
Finally the M.C.A. will have one or more modes of 
data output. As well as a visual display on a C.R.T. 
or T.V. screen which may provide some quantitave informa­
tion, printed output via Teletype or punched paper tape 
is usually available. For rapid output and the ability 
to store large amounts of data as well as computer 
compatibility, some form of magnetic storage ie tape or 
disc is required ,
1.6. Data Handling
The data acquired by an M.C.A. is normally an event
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vs energy spectrum, although when operating in multi-channel 
scaling (M.C.S.) mode it provides an events vs time spectrum.
An event is recorded by the system if during its live-time a 
Y- ray deposits some energy in the detector. The Y -ray may 
deposit this energy by a variety of processes of which the ones 
relevant in this context are (i) the photoelectric (ii) Compton 
and (iii) pair-production-effects. The Compton effect does 
not involve the same energy transfer each time and so will not 
give rise to a well-defined peak in the energy spectrum; in 
general, Compton events make up the overall background and only 
represent nuisance value, in activation analysis. Photoelectric 
and pair-production events involve unique energy changes and so 
produce peaks in the energy spectrum. A photoelectric event 
produces a single peak (the "photopeak"), whereas a pair-producing 
event may give either of two peaks depending on whether, one 
(single escape peak - S.E.P.) or both (double escape peak - D.E.P.) 
the annihilation quanta escape from the detector.
The computational tasks in activation analysis are concentrated 
in measurements on these peaks; namely to identify them and assign 
energies and areas to them. When Na I (Tl) detectors are used these 
tasks are manageable by the experimenter himself, since there are 
only likely to be a few peaks in the spectrum and a simple graphical
(2)method (e.g. Covell ) may be used for area determination. With 
the introduction of Ge(Li) detectors the number of peaks in a 
spectrum proliferated due to the vastly improved resolution.
Computer programs for Y - ray spectral analysis designed to 
automate these tasks are now widely used, and one, in particular.
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(?)
SAMPO  ^is discussed in this work.
1.7. General Sources of error.
In general neutron activation analysis is used as a 
comparative method of analysis, involving an unknown and one, or 
more, standards, although some work is now directed at using the 
method absolutely (see chapter 6.) Sources of error
encountered in the comparator method are discussed below.
1.7.1. Sample and standard preparation.
(a) Contamination
Neutron activation analysis for elements present in 
trace (< 1-100 ppm) quantities is carried out on small samples 
(lOmg - 1g) and accidental introduction of submicrogram amounts 
of such elements could drastically affect the measured concent­
ration. Clearly any physical or chemical treatment of the 
sample can lead to such contamination; chemical treatments are 
invariably carried out post-irradiation, but some physical 
handling (e.g. cutting, transferring, weiring) is essential 
in sample preparation. The use of non-contaminating tools, 
e.g. plastics,in filtered atmospheres is widely practised. 
Contamination of chemical standards may be minimised by careful 
choice of the chemical and any solvents used.
(b) Weighing.
Sample sizes in activation analysis being usually < Ig, & 
balance capable of reading to 100 yg or better, will ensure 
that uncertainties are generally 0.1#. What is generally 
less certain is the exact nature of the weighed material: in 
the case of the" sample the water content may well be significant.
-  20 -
whereas, for the chemical standard, the purity and stoichiometry 
of the material are the essential criteria. Proper drying 
procedures and careful choice of the chemical compound selected 
will serve to minimise uncertainties. It should he noted that 
compounds suitable chemically, may be unsuitable for irradiation 
if they produce high background activity or dissociate under 
bombardment.
(c) Drying.
This is the area of sample preparation where uncertainties 
are rife. It is clear that any form of heat drying can lead to 
losses, by volatisation, of trace elements especially if these 
elements are chemically bound in organic complexes. The surest 
way is to freeze-dry the material, but if such facilities are 
not available then it is apparent that losses increase rapidly 
if the drying temperature exceeds 100^ 0, thus, slow, gentle 
drying should be carried out.
(d) Sampling errors.
Materials to be investigated by neutron activation analysis 
are rarely homogeneous. Solid materials can be homogenised to 
a considerable degree by grinding with non-contaminating tools, 
but there will still be a minimum sample size, below which the 
trace element concentrations may not be truly representative 
of the material as a whole. In N.B.S. standard reference materials, 
for example, sample sizes of >250 mg. are recommended. For 
different samples from an inhomogeneous material, results which 
appear to indicate an imprecision in the method may be due to 
genuine differences between the samples.
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1.7.2. Irradiation conditions.
(a) Timing
Even with short irradiations involving rapid transfer 
of samples it is possible to time irradiations to better than 
1# (see section 2.2) and with longer irradiations the uncert­
ainties become proportionally smaller.
(b) Macroscopic neutron flux.
The flux in a reactor varies with time and temperature 
and is a function of position relative to the core. Ideally 
the sample and standard would be irradiated simultaneously 
and very close to each other. When short lived activités are 
used this is not possible,but,since the time variation of the 
flux is usually slow, consecutive short irradiations should not 
be subject to such errors. The variation of flux, with 
position in a small-core light-water reactor can be as much as 
10# cm  ^radially and follows a cosine distribution vertically. Rigid 
irradiation tubes ensure that the radial position of a sample 
is well constrained; the vertical position is reproducible with 
automatic transfer systems, but must be carefully ascertained 
with manual sample loading.
(c) Microscopic neutron flux.
If a sample is activated by neutron-induced reactions, 
then clearly it must absorb some of the neutrons incident 
upon it. This self-absorption has both an internal and an 
external effect; internally, those atoms at the centre of the 
sample will be subject to a reduced flux, whilst externally 
the flux will be depressed locally because absorbed neutrons
c a. «k
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are not scattered back into the moderator. The presence of 
strong absorbers in the sample, which are not present in the 
standard, will lead to differences in internal flux between 
them and physical proximity can mean that the standard is 
lying in a flux-perturbed region. The internal effects can 
be minimised by making up the standard in a matrix whose 
absorption properties resemble those of the sample; the 
external effects by separating the sample and standard in 
space or time notwithstanding the consideration of (a) and
(b) above. In environmental and biological samples, which 
contain only trace amounts of strong neutron absorbers, these 
flux perturbations amount to < 1#.
1.7.3* Measurement.
(a) Counting Efficiency.
The sample and standard will be counted using the same 
detector and it is essential that the geometrical efficiency 
be the same for each. This can mean positioning each within 
small tolerances since for Ge(Li) detectors at close geometry 
a change of distance (axially) of 1mm will alter the efficiency 
by 2#. The problem of self-absorption will not normally 
arise unless very low energy Y - rays and x-rays are used 
and / or the samples are of large volume, (see sec. 6*2).
(b) Counting losses.
Gounts will be lost to the system entirely if an event 
occurs while the preceding one is still being processed. 
Corrections which may be applied for these dead-time losses 
are discussed more fully in section 3.3.2. For isotopes which
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have complex Y- ray decay schemes there will be coincidence 
summing, resulting in the depression of some peaks and 
enhancement of others, if the counting is carried out at small 
distances. These effects are a function of counting geometry 
only and may be eliminated by identical positioning of the 
sample and standard. At higher counting rates the problem of 
random sum coincidences starts to become significant; this 
occurs when events origimtiig from two different nuclei 
coincide, within the resolving time of the system, and is 
commonly referred to as "pile-up". The result is a loss of 
events from a particular peak and the appearance of a higher 
background throughout the spectrum generally. For a given 
count rate,the effect is independent of the sample position; 
corrections may be applied by reference to a peak in the 
spectrum produced by a puiser.
(c) Interfering y - rays
When a complex sample is irradiated many activation 
products are formed which will emit many y - rays during decay. 
Two y - rays interfere with each other if their photopeaks 
are not properly resolved by the detector. Although spectral 
analysis computer programs enable "doublet" and "triplet" peaks 
to be resolved, the errors in peak area estimation may well be 
unacceptable, and analysis based on such peaks is generally 
avoided. Two possible solutions are , the selection of another 
well-defined peak,and the allowing of sufficient time for a 
shorter-lived interference to decay away. The case of jnanganese 
and magnesium may be quoted as an example : (4,3)
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^^Mn(n,y) Mn = 2.58 hrs Ey = 846.9 keV
Mg (n, y) Mg = 9 .5 min E y= 844.0 keV
For the analysis of magnesium, the less intense peak at 1014.1 keV 
would be used; the 846.9 keV peak could be used for.manganese 
determination after a suitable decay time.
(d) Interfering reactions.
In nuclear terms there are several types of interfering 
reactions (primary, secondary, second order) but, in activation 
analysis using reactor neutrons and short.irradiations, the 
primary reactions present the only significant source of inter­
ference. The interferences arise when an element undergoing 
an (n,p), (n,%) or similar reaction gives the same product as 
the element of interest in an (n, Y ) reaction. The interferences 
are worst when the flux is not well-thermalised and when the inter­
fering element is present in macro-quantities. A particular 
example is the determination of fluorine in matrices containing 
large amounts of sodium since the reaction ^^Na (n,“)^ F^ has a 
high cross-section and gives the same product as the only (n,Y )
reaction for fluorine ^^ F (n, Y ) ^^ F. In this case estimates of
to
the sodium contribution can be made by refepence/peaks from 
sodium (n,Y ) reactions.
(e) Computation.
The estimation of the area under a photopeak will be subject 
to two uncertainties,"the counting statistics" and the method used 
to estimate the peak area - "the fitting error". The statistics 
involved are those associated with counting radioactive sources, 
and, in almost all practical cases, the Poisson distribution may
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be assumed. The problem in area estimation is to determine 
the extent of the background under the peak. If the spectrum 
always consisted of one, known, peak of interest then all the 
counts in the whole spectrum could be used with some subtrac­
tion for the natural background. In the case of a complex 
spectrum the photopeak only is used and two general methods 
are used (i) a constant (not necessarily known) fraction of 
the peak is taken as representing the whole area of the peak
(2)(e.g. Covell ) and (ii) an analytic function is fitted to 
the whole peak.
(i) No assumption is made about the shape of the peak, 
only that the fraction selected remain constant. In 
the simplest case the baseline under the peak is assumed 
to be linear (the trapezoid method), but smaller errors 
are obtained especially with smaller peaks if a polynomial 
expression, generated using data from channels on either 
side of the peak,is used. The problem of selecting the
(6)
peak boundaries also arises with this method; Quittner 
shows how the precision of area determination varies with 
relative width chosen, baseline construction used, and 
peak : baseline height ratio. As might be anticipated 
the differences are small for strong peaks but for weak 
peaks,narrow widths coupled with polynomial baseline 
constructions give significantly better precision. The 
width chosen, however, must be sufficient that any 
resolution change (e.g. with varying count-rate) or any 
gain drift with time does not alter the peak area.
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(ii) The curve fitting method is only suitable for 
computer handling since it is carried out by an 
iterative procedure which minimises (residuals) or 
some related parameter. The function selected for peak 
fitting is normally Gaussian with some modifications.
In the SAMPO program, as discussed in this work, the 
peak shape is assumed to be Gaussian in the central 
region, with exponential upper and lower tails. Two 
levels of curve fitting are available (i) no parameters 
are assumed and the program calculates the Gaussian 
width and the extents of upper and lower tailing (SHAPEDO)
(ii) the width, upper-tailing and lower tailing parameters 
are already stored (eg.in SHAPEIN) and the program fits 
an amplitude and centroid to this function (FITDO). The 
former is normally used for shape, energy and efficiency 
calibrations since it requires considerable computing 
time. The latter is used on a routine basis, because of 
the saving in computer time; however the, shaping para­
meters not only vary with energy and particular detector, 
but also with count rate and so should not be presumed 
constant from sample to sample. For single peaks the only 
advantage in using SAMPO rather than a type (i) method 
is that of time saving; the fitted area need not be used, 
since the data area is also provided, but the baseline 
construction must be inspected. This is necessary because 
SAMPO fits either a linear or quadratic function, and if 
the fitting width is not carefully chosen the latter form 
can produce grossly anomalous shapes. With peaks which
— 2-7 —
are close together or overlapping, the curve fitting 
technique is able to determine areas whereas method
(i) fails, either because insufficient peak-free 
channels are available for baseline construction, or 
because relative contributions to the total peak can­
not be estimated due to the peak shapes being unknown.
For activation analysis, involving a large number of 
spectra, containing many peaks, including closer-lying 
ones, the ability of SAl-IPO to handle all the data 
consistently is the outstanding consideration.
1.8. University of London Reactor.
All the irradiations described in this work were carried 
out on the University of London Reactor Centre's 100 "Consort" 
Reactor. The reactor is of the swimming pool type; the 24 fuel 
elements are of enriched uranium (80^ U 255) clad in high purity 
aluminium, and the moderator / coolant / reflector of light 
water. The core is held in an aluminium tank some 7m deep and 
1.5m in diameter through which the demineralised water circulates. 
The coolant is pumped at such a rate that the difference between 
inlet and outlet temperatures is lO^ C. The heat is removed 
from the coolant via an external air-cooled radiator.
Control is achieved by four vertical control rods moving 
on steel tapes in aluminium conduits which run between fuel 
elements. The rods are raised and lowered electromagnetically 
and fall under gravity in the event-of a shutdown.
The biological radiation shield is of ordinary concrete 
cast to a thickness of ~ 2.5^ except at two faces where removable
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concrete blocks allow access to irradiation facilities. A 
summary of the reactor specifications is given in Table 2 and 
Figure 2 shows an overall plan view of the reactor.
Irradiations may be carried out in various facilities 
in and around the reactor. A summary of the fluxes existing 
in these positions is given in Table 2 and the location of the 
in-core facilities is shown in Figure 3* Of particular 
significance in this work is the In Core Irradiation System 
(ICIS) which has a fast pneumatic transfer system associated 
with it. (see section 2.2.).
1.9. Applications of Neutron Activation Analysis.
The fields of application of neutron activation analysis 
can only be described as manifold and various; wherever, 
information is required on the elemental concentrations within 
a sample then the method will be applicable. Its advantages 
are that sample handling (and hence contamination) is minimised, 
that many elements can be determined simultaneously,and that the 
technique can be fully instrumental. The disadvantages are that 
no information on the chemical state of the element can be 
obtained, that some elements are very insensitive to neutron 
activation,and that access to a reactor, or neutron generator, 
is required.
In general neutron activation analysis is used for the 
simultaneous determination of several elements which are present 
at trace levels ( <1 - 100 ppm) in the sample. In biological 
materials these elements may be both essential and toxic and the 
results obtained of value to biochemists and toxicologists; in
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environmental samples the analysis is usually for potentially 
hazardous elements in an atmospheric or aquatic regime; with 
geological samples multi-element analyses are used to provide 
data on geological evolution, and, with newer tecimiques, to 
obtain data on the economic value of ores.
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2. Short Lived Isotopes.
2.1. Survey of short-lived isotopes for thermal neutron
activation analysis.
The main consideration in using short-lived isotopes 
for activation analysis is the saving in time, thus enabling the 
irradiation and counting facilities to handle a larger number of 
samples. However, many elements have only long-lived activation 
products whilst others give short-lived products whose decay 
scheme makes instrumental analysis impossible or whose half-life 
is too short for the available equipment (see section 2.2.) The 
usefulness of any short-lived activity has to be evaluated in 
terms of sensitivity and liability to interferences; table 3 
gives information on short-lived activities produced by irrad­
iation with-reactor neutrons (i.e. a mixed thermal and fast 
spectrum) and the interferences likely to be experienced in 
environmental and biological matrices. It is clear that only 
instrumental analysis can be attempted, thus pure 3- emitters 
are excluded completely and pure 3+emitters are avoided for 
practical reasons. On considering the Y -ray emitters, the 
problem of absorption for low energy Y -photons may be significant 
because the counting will have to be carried out with the sample 
still encapsulated and in the transfer system.
In Table 3 it may be seen that metastable states form 
a large fraction of those short-lived activities produced in a 
reactor flux. Most excited states in nuclei have lifetimes 
S <10 S, but metastable states arising ffom large spin
differences between levels, can have half-lives long enough to
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make them useful in activation analysis. Furthermore, since these 
states might be produced by inelastic neutron scattering reactions 
(n,n') (and possibly (y ,y O), as well as by radiative capture 
reactions, irradiation behind cadmium or boron shielding could still 
produce suitable activities.
The sensitivity requirements of the particular analytical 
problem determine the role short-lived activities may have to play. 
An estimate of the sensitivity likely to be achieved with each 
isotope can be obtained from table 3 where col. 11 gives the satur­
ation activity (in Bq) obtained from (n,Y ) reactions, in a. flux 
of 10 n.cm s per microgram of the element. Thus,although 
table 3 contains some 60 short-lived isotopes only a few are really 
suitable for activation analysis when all the criteria are applied; 
amongst them are °^F, ci, Se, Br, Ag, '’ ' ' ^ 2  In, 
and  ^ ™ Pb, each of which has a corresponding element of biological
or environmental interest.
2.2 The ICIS facility.
For work with short-lived activities the University of London 
Reactor has a fast pneumatic transfer system which enables samples 
to be rapidly transferred from a counting to an irradiating position 
and vice-versa. The system (ICIS) is shown diagrammatically in 
figure 4.
The transfer tube is of aluminium alloy of internal 
diameter 19mm and wall thickness 1.7mm. Inside the reactor this 
tube is encased in another aluminium tube the clearance being 2.6mm. 
The pneumatic fluid used is oxygen-free nitrogen working at a
-  32 .
pressure of ~ 2 x atmospheric - Movement of the nitrogen is 
controlled by two solenoid operated valves, the solenoids being 
triggered by electromechanical clocks. The duration of opening 
of each valve is able to be independently controlled by setting 
two further clocks. The electromechanical clocks determine
(a) the time for which the sample is irradiated and,in the case
• \
of repeated or cyclic activation (b) the time for which the 
sample is presented for counting. The settings on these clocks 
are independent of each other and can be anywhere in the range 
2 s to 3 hr.
Three, mutually exclusive, counting positions are available 
for Ge (Li), BF ^ and Na I detectors, the respective distances 
from the irradiation position being 7»75i 9.23 and 9*90 ni. The 
sample is made to stop at the selected counting position by a 
steel pin inserted into the transfer tube whilst the sample is 
first being irradiated.
Samples are placed in low density polythere vials and encap­
sulated in a similar outer capsule; since the force on the 
capsule on striking the steel stop-pin is considerable the lids 
of all the containers are welded on to prevent accidental 
opening.
The characteristics of the system were investigated using 
the arrangement shown in figure 5* The pulse which opened the 
"transfer-out" valve was also used to start an M.C.A. operating 
in multi-scaling mode. A convenient dwell-time per channel was 
used and counts were recorded by the detector when the capsule 
passed it or was stopped by the pin. A standard y -ray source
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241( Ara) was used, in polythene as described above, the reactor 
being shut-down.
Measurements were made of the following properties
(i) transfer-time from irradiation to counting position.
(ii) sample "bounce" at the stop-pin.
(iii) velocity of the capsule.
(iv) consistency of clock behaviour.
(v) accuracy of clock settings.
(i) transfer time.
The capsule was transferred to the irradiation position 
and remained there for " JDb» On the transfer "out" signal 
the M.C.A. started on multi-channel scaling at 2ms per channel 
dwell time. The lowest channel, in which 90^ of the maximum 
counts / channel appeared, was recorded. Six runs were carried 
out for both the Ge (Li) and Nal counting positions.
Results
Mean channel no. S.D. Times m s
Ge (Li) 273 1 .0 332 - 2
Nal 333 1.1 706 1 2
(ii) sample bounce.
The Nal detector is housed in a 3 cm lead shield and 
only"sees" the capsule when this is in front of the aluminium 
window in the shield. The Ge (Li) detector is not so well 
shielded and so the sample bounce was only investigated at the 
Nal position. The M.C.A. was started as before and ran at 4 ms 
per channel. The lowest channel was recorded as in (i) above;
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the sample then bounced away from the pin and the next 
channel which recorded ^ 90^ of maximum counts was noted. 
Six measurements were made.
Results
First Hit Second Hit
m s  (- S.D.) ms (- S.D.)
?04 1 4 732 - 4
No evidence could be found for any subsequent bouncing, nor 
could the extent or duration of the bounce be influenced by 
varying the time for which the compressed nitrogen was
allowed into the tube.
From these two measurements it was concluded that the 
sample could be assumed to be stationary, and in place, (at 
either position) in < 1s for the purposes of starting any 
counting equipment.
(iii) capsule velocity.
The average capsule velocity to each of the two positions 
is l4.04 - 0.03 ms  ^and 14.02 - 0.04 ms On coupling both
detectors to the M.C.A. it was possible to measure the velocity
between them in both directions. The capsule was transferred 
from the reactor, allowed to pass the Ge (Li) detector and be 
stopped at the Nal position. It remained there for 2s and 
was then transferred back to the reactor passing the Ge (Li) 
detector en route. The M.C.A. was running at 8 ms per channel 
. during this time. Six measurements were made; the velocity
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+between the detectors was found to bel4.08 - 0.10 ms .
No difference could be found between directions, although 
transfer into the reactor involved starting, vertically 
upwards, from rest. The conclusion to be drawn, that the 
capsule moves at constant velocity with only a very brief 
time required for acceleration, is of importance in 
considering the time spent in and near the irradiation 
position.
(iv) clock consistency.
Both the electromechanical clocks were set to 12s, 
thus giving nominal irradiation and counting times of this 
value. Four cycles of this scheme were run and a (different) 
M.C.A. running at 30 ms per channel was coupled to the Ge (Li) 
detector. The counting period so measured was found to have 
a standard deviation of 0.13s; interchanging the clocks 
produced a similar value.
(v) clock accuracy.
Two conventional stop-watches were used to time four 
sets of 25 cycles of the settings indicated in (iv). The 
clocks were reset between each run; both watches showed 
3006 - 0.6 each time; thus a 5 minute irradiation and count 
programme can be set to better than - 0.3^ *
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2.3..,. Cyclic activation.
2.3*1• Theoretical considerations.
A short-lived activation product soon reaches its saturation 
activity,, in fact, irradiation for more than ^2*^ x is point­
less because only long-lived products give any significant increase 
in activity. Likewise after 2.3 x T^ 90^ of the activity has 
undergone decay and there is no value in continuing to count for
(7)longer. Sterlinski has derived a relationship between the
length of counting time, that will give the best detection limit,
and the background count rate. In an ideal situation (if further
counts were required after the optimum counting time) the sample
would be put aside to allow the long-lived products also to decay,
and then re-irradiated and counted. This is not practical and
defeats one object of using short-lived activities, that of short
(8)reporting time. The process of cyclic activation enables
optimum use to be made of a limited experimental time for an analysis 
using an activity of a particular half-life. This is accomplished 
by alternately irradiating and counting the sample in a cycle of 
fixed periodic time. Figure 6 shows the relationship between 
activity and time for a sample undergoing cyclic activation. The 
periodic time T consists of four sections
ti - the irradiation time
tw - time between end of irradiation and start of count
tc - the counting time
tw*- time between end of^count and start of next 
irradiation.
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If the counting equipment is left on for the whole 
experiment, then tw and tw' will be equal to the transfer 
times of the system.
The number of counts that the detector records for a
particular emission of an activity during cycle number n is
given by R^ ,
R = cimNfod ( 1 - e - e“^^^)(2.l)
AX
where e = detector efficiency for the emission
I = absolute intensity of the emission
and the other symbols are as in Eqn. 1.1.
1 ~ ^
Rn 1^  ^- XT  ^ (2.2)
For any stated value of T it can be shown that R is an
maximum when
(i) tw = tw* =0
(ii) ti = tc
In practice (i) can never be realised but this does not 
alter the validity of (ii).
If the counts from n cycles are added together the total 
cumulative response Dc is given by
1
Dc = --%)( n - e - | ) ( 2.3.)
An example of the variation of Dc with cycle period T is 
shown in figure 7 a total experiment time (T^ ^^ ) of 200 .s
was assumed for the detection of lead using (T^ -= 0.8s,
 ^= 0.87 8"^ ). The ideal conditions of tw = tw * = 0  were
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assumed; it may be seen that Dc is virtually constant for T
varying over 4 orders of magnitude up to n/ T^ .
Figure 8 shows that an optimum value for the cycle
period T giving a maximum value for Dc does exist at ' 2 . 3
but that it is still insensitive to changes in T even when a
waiting time is introduced.
The isotopes considered here were 8(Ti = 306 s)and
2
^^ Ca(Ti = 322
The calculation of the optimum value of T for a given set 
of experimental conditions has been written as a program in 
Fortran IV. An example of the output is given in table 4 for 
= 11 .3 s>
2
2.3.2. Detection Limits
The activity of interest will probably be only one of many 
induced activities and this general matrix activity will tend 
to mask the required signal. The definition of "minimum 
detectable quantity" or "detection limit" has been subject to 
many vagaries but current practice bases its calculation
on the standard deviation of the background. If b counts are 
recorded in the background then,
detection limits = u (2.4)
where u takes values according to the confidence level required.
Conventionally the values of u are chosen at 1.643, I.96O or
  . - .> ■
3.000 to correspond to confidence limits of 95^ , 97.5% and 99.865%
respectively'. Any detection limit defined in this way is based
- 39 -
only on the number of counts obtained. When the counts are 
recorded in an energy spectrum and analysed by a computer 
program, the further criteria of peak shape and position can 
be applied. In the case of SAMPO, shape and height Criteria 
can be applied with independently variable levels of signifi­
cance; the peak position criterion is usually applied 
subjectively, from the experimenter's knowledge of the 
calibration uncertainties and stability of the spectrometer.
For small peaks, it is difficult to quantify the confidence 
limits that correspond to stated criteria of peak shape and 
position, and these will also depend upon the background counts 
in that region of the spectrum. In the absence of any such 
exact information the detection limit can only be calculated 
from 2.4 with the background counts summed for the region in 
which the peak is known to lie. The extent of this region will 
be determined by the method used for area determination;for the 
curve fitting method it will extend over a region determined by 
observations on a known peak whereas for the baseline construction 
method, it will extend over that width of peak selected for area 
estimation.
To convert a detection limit quoted in counts to a concentration 
of an element of interest will require the activation and counting 
of a series of standards of that element. A detection limit within 
a given matrix, in yug.g~ or ppm, can be obtained by "spiking" 
the matrix with varying amounts of the standard, or by running 
matrix and standards separately provided irradiation and counting 
conditions are made similar.
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2.3.3. Detection limits in cyclic activation.
The determination of the optimum cycle period for a
given half-life which will maximise Dc in equation 2.3*
takes no account of any matrix activity. In order to determine
the periodic time which will give the lowest detection limit
it is necessary to include data on the likely matrix activity.
The program mentioned in 2.3.1. can be used to calculate this
optimum when given data on a series (^12 ) of elements likely
to both be present and contribute to the background counts.
SThe value of T is now found by maximising the ratio —^  where
S = total number of disintegrations of isotope of interest 
b = total number of disintegrations of all background activities.
An example of the output is given in table 5 for
Se Tjl = 17.5 s E Y = 161.9 keV with Ba Tj^ = 83 minutes 
2 2
E Y = 163.8 providing the background activity. A comparison 
between the two modes of optimisation is shown in figure 9 where 
the detection of lead via 2^ "^^ Pb(T^  = 0.8 s)is considered with 
and without interferences.
It can be shown that the detection limit can only be
improved by a factor / 2 by increasing the total experiment 
time if T^ (background) >> T^ (isotope of interest)
For n _> 3 to a good approximation
Dc = nR^ (2.3)
when T is optimised. ................
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For the long lived matrix activity 
Dc ' = E^' + 2 + ....  nR^ '
Dc ' = 5-is±2l R^ ' (2.6)
S = n
( n(n+1 ) T) ; \ 1
I 2 *1 ' S
i'G _8__
J~   for large n
The practical implication of this result is that increasing 
the experiment time will enhance the photopeak area for the 
activity of interest, but will not greatly improve the chance 
of detecting this activity if it has not become apparent in 
earlier, shorter experiments.
2.3*4. Dead time effects.
In a matrix which contains both long and short-lived 
isotopes the instrumental dead time will vary with time in a 
way which reflects the individual activités and half-lives. To 
apply corrections for short-lived activities which are not 
approximations requires a knowledge of the instantaneous dead
I
time throughout the counting period. Exact corrections Can be 
made if (a) the dead-time is entirely due to the isotope of 
interest or (b) .it is entirely due to long-lived activities 
i.e. essentially constant.
With cyclic activation the M*C.A. must run in real (clock) 
time because of the constancy of the counting period, and the
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dead time will increase, cycle by cycle, due to the long lived 
activation products. Also the dead time, during a counting 
period is likely to vary if short-lived activi^^s are signifi­
cant. In practice the total experiment time is largely governed 
by the maximum dead-time that the spectrometer can tolerate 
before loss of resolution and peak drift become unnacceptable. 
The exact corrections to be applied for dead-time are likely to 
be too complex for everyday applications. ( see chapter 5 ). 
Dead time stabilisers (11,12) are available which measure the 
dead-time periodically and inject pulses into the A.D.C. to 
maintain it at some preset value. This pre-set value must be 
higher than any anticipated source activity and in cyclic 
activation this will mean large losses of counts during the 
first cycles when the true dead-time is low. In practice two 
possibilités arise (i) to collect the data cycle by cycle and 
apply a simple correction on the assumption of constant dead 
time and (ii) to collect the data as the sum of all the cycles 
and apply an overall correction again presuming a constant 
fractional dead time.
The errors involved in these processes are discussed in 
chapter 5.
The effect of high dead times on the detection limit has
(13)been investigated by Megitt , who concludes that the optimum 
counting time is very insensitve to dead-time. The maximum 
tolerable dead times in practice,would be lower than those for 
which any modification of optimum period time would be required.
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2.3.3* Short-lived isotopes in activation analysis.
As well as the cyclic activation method described previously, 
single, short irradiations in steady state and pulsed reactors
and pulsed neutron generators have been used for activation
- . . . , ^ . . (8, 14 - 20)analysis using short-lived isotopes ’ .
Pulsed reactors produce peak powers — 1000 MW the pulse
width being — 10 ms FWHM. Compared with the steady state value,
peak fluxes are increased by factors of 10^ - 10^ . The
repetition rate for these free excursion pulses is governed by
thermal considerations but is 3 - 10 per hour. The shape of
the peak is a function of the materials used for the fuel rods
and their cladding, and is not greatly influenced by the height
of the peak. The value of the peak flux is determined by the
amount of excess reactivity introduced to initiate the pulse
(usually by ejection of a control rod) and the rate of this
introduction.
The activity of a particular isotope produced during a
reactor pulse depends not only on the size and shape of the
(15 20)pulse, but also on the half-life of the product ;
furthermore there exists a critical half-life for which the
induced activity is the same for a pulsed-mode irradiation 
as for a ready state irradiation 
/which produces saturation. Thus pulse-mode activation will
produce higher specific activities for products whose half-life
is less than this critical value. This property.may be used
to improve the detection limits for short-lived activités in - -
the presence of others whose half-lives are greater than the
critical value. Since the time constant for the pulses is
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fixed, the enhancement for a particular half-life is constant, 
and cyclic activation, with the reactor at a steady power, may 
give a similar or better detector response.
The transfer time of the irradiation system determines the 
minimum half-life that can be used with either a pulsed or 
steady-state reactor irradiation. With pulsed neutron generators 
the sample need not be transferred and so much shorter delay 
times can be achieved; however the lower fluxes and the generally 
lower cross sections for fast neutron reactions limit the 
sensitivities attained.
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3« Detection of Lead.
3.1 Environmental significance.
Although lead has been widely used and its effectiveness 
as a poison well known since classical times, the relationship 
between industrial exposure to lead and the symptoms of poisoning
(21)was not fully appreciated until the 19th century . Since 
that time the use of lead has become even more widespread, and 
the levels of exposure subject to strict controls. The number 
of reported cases of lead poisoning in the U.K. has consequently
(21 )declined , although the exposure of the population as a 
whole has increased.
It is probably true to say that no other industrial metal 
has been so widely investigated for possible health effects as 
lead. Because of its ubiquitous nature the sources of exposure
C22 23) C2^ )are varied and include paint ’ , motor vehicle exhausts ,
smelter emissions and water pipes A selection of
recent studies on the environmental and biological behaviour of 
lead may be found in ref. 27* Whilst clinical symptoms of lead 
poisoning are well documented, evidence has been presented (25,26) 
to suggest that neuropsychological dysfunction can occur, without 
such symptoms being present, from exposure to relatively low 
concentrations of lead. Thus it is apparent that lead will 
continue to command attention from environmentalists, biologists 
and biochemists. ,
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3.2. Methods of lead determination.
With the introduction of controls of lead levels in 
various materials and working environments, several analytical 
techniques have been developed for the analysis of trace
quantities of lead. The traditional colorimetric method uses
orption
(22,26,29,32)
(28)dithizone , and a comparison with the atomic abs
spectrophotometrie method, which is now widely used
(33)has been made by Tepper and Levin . Other physico-chemical 
techniques for lead determination in environmental samples
(34) (35)include x-ray fluorescence , anodic stripping voltamraetry .
spark emission spectrography (3^ ,37) spark source mass 
(38)spectrometry . The naturally occurring radioactive isotope 
Pb (Tj = 20.4 years) has been used as a tracer
Lead is not a good candidate for thermal neutron activation 
analysis because of low reaction cross-sections and the nature 
of the radioisotopes produced on irradiation (Table 6) -
However analysis has been carried out using Pb with
radiochemical separation, and, with the increasing availability 
of fast transfer systems, using Pb (^ 5,16,17)^  Fast
neutrons from a reactor neutron generator or
252 (44)Cf have been used to give activation products suitable
for Y - ray spectrometry ; photon (^3,46,47,48,49) charged
(50 51)particle activation analysis have also been used to,
determine lead instrumentally. The work described below was - 
aimed at determining sensitivities and detection limits for
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lead determination using cyclic activation and the isomer Pb,
in order to include lead in a non-destructive multi-elemental
(52)analysis scheme for environmental and biological materials •
3«3« Cyclic activation of Pb.
3.3*1• Introduction
(9)Earlier work on cyclic activation analysis 
suggested that lead in biological and environmental materials 
might just be detectable using Nal detectors but that inter­
ferences were likely to be a serious problem, as may be seen 
in fig. lO^ a). Since at the outset of this work only Nal 
detectors were available, the selectivity which semi-conductors 
detectors achieve through energy resolution had to be attained 
by other means if the interference effects were to be reduced. 
Optimum choice of the cycling period improves the detection 
limit (fig. 9), but the gain is small, and further selectivity
depends on a closer examination of the decay scheme of Pb.
( 53 )
This shows that the two Y - rays of energy , 589.7 keV
and 1063.6 keV are emitted in cascade with absolute intensities 
of 0 .98 and 0.83 (^^respectively; thus both Y - rays are 
emitted in 8l^ of all decays. This suggested that a coincidence 
system involving two Nal detectors might show the required 
selectivity.
Elemental standards of lead were prepared initially 
using commercial wire (98^ Pb) with weights > 3 mg; -as the 
technique improved in sensitivity an aqueous solution of
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lead fluoride (Halewood Chemicals 99*9% Pb F^ ) micro­
pipetted on to a filter paper and evaporated, was used for 
standards 1 mg* The cycling period was set at 3 s for 
interfering matrices and 6 s for interference free conditions 
(fig. 9), and the time allotted to each sample set at J>00 s 
(3 minutes).
Two similar 7*5 x 7*5 cm Nal (Tl) crystals were used, 
Eind various coincidence systems were investigated for sensi­
tivity and selectivity. With signals from one detector being 
analysed, three coincidences modes were investigated and found 
to give improved sensitivities; in order of improvement they 
were
(i) simple fast coincidence ( ~ 75 Vg)
(ii) fast coincidence ; second detector having 
an S.C.A. centred at 1060 keV (^ 40 yg)
(iii) as (ii) with the S.C.A. at 570 keV ( 25 Pg)
However, the employment of a sum-coincidence system 
proved to give the best sensitivities and detection limits.
3.3*2* • Sum coincidence system spectrometry
The technique of sum-coincidences was introduced by 
Hoogenboom (^ 4) applied to the spectrum of Co; a
coincidence between the two detectors is required and the sum 
of their outputs must fall within a window set by a S.C.A. 
before the jsignal from one detector is presented to the M.C.A. 
The system was shown to give (i) improved resolution (ii)
1
« <*
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higher peak : valley ratio (iii) lower accidental triggering 
rate. The properties of sum peaks were further investigated by 
Fairweather and Gedcke sind Schriber and Hogg who
were able to distinguish between true and false (Compton) sum 
peaks. Sum-coincidence spectrometry has been applied to the
(57)determination of conversion coefficients and in activation
analysis ^^ 8,59)^  For activation analysis it would be an 
advantage if the output of both detectors could be displayed, 
and if the data could be collected in a single peak,thus 
increasing the efficiency and improving the detection limit. 
This was achieved using the system shown in fig. 11, which 
represents a modified sum-coincidence system.
The low-energy discriminator and pile-up rejection 
unit (fig.12) was originally used with  ^Li neutron spectro­
meters (Go,61 )^  It was found suitable for this application 
also, provided the shaping times in the amplifiers were made 
sufficiently short. These shaping constants were fixed at 
50 ns, resulting in some loss of resolution in the spectrum of 
a single detector, and in the ultimate resolution achievable 
with the sum-coincidence peak • The shortest coincidence 
resolving time which showed no losses due to time jitter was 
100 ns and this was used throughout. The integrators 
(Harwell 2000 series, 2144 models) were triggered by the fast 
coincidence output and vetoed by a high discriminator output. 
The settings of the low and high discriminators corresponded, 
in practice, to ^4^0 keV and 1200 keV so that a region of
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background would be available. The outputs of the integrators 
were flat-topped pulses of 1 y s duration and were submitted to 
an analogue subtraction device, and a simple summing network. 
The subtraction device (Harwell 6OOO series model 6896) gives 
an output proportional to the difference of the two inputs, 
regardless of which is larger, and this was analysed by an 
S.C.A. If this output fell within the window of the S.C.A. 
then a linear gate was opened and the summed pulse presented 
to the M.C.A. For the analysis of lead the centre of the 
S.C.A. window was set <=>c (IO63 - 9^ 9) keV and a single peak 
observed in the M.C.A. at a channel oc (1063 + 3&9) keV.
The detectors were mounted face to face on opposite 
sides of the I.C.I.S. transfer tube at the *’NaI” position.
The original detector was housed in a 5cm thick lead shielding. 
The second detector could only be partially shielded, but the 
background count-rate of the system was extremely low (table 7 ).
The characteristics of the system were investigated using a
22 22Na source placed between the detectors: Na was selected
as the standard source whose decay scheme most closely matched 
that of 207m Pb,
The high voltage was applied to the photo multiplier 
tubes and 1 hour allowed for stabilisation. The gains of 
the amplifiers and the high voltage were adjusted until the 
511 keV and 12?4.5 keV photopeaks occurred in the same channels 
for both detectors. These single detector spectra were acquired 
using the system but eliminating the coincidence and S.C.A.
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gating requirements. To determine the centre of the window 
for the S.C.A. setting, both the threshold and width were 
fixed at low values; the output of the S.C.A. was monitored 
with a scaler and the threshold increased by suitable incre­
ments. The curve relating counts to threshold setting (fig. 
13) shows a well-defined peak, the centre of which was used 
as the central energy of S.C.A. window (E). Equal energy 
increments (of A E) above and below the central value were 
used in obtaining the results in table 7* The background 
count rate was measured by scaling the S.C.A. output, with 
the source having been removed and the reactor operating at 
100 kw. The general characteristics of à sum coincidence 
system are apparent- (i) the resolution of the system is 
better than that of a single Nal crystal, and depends on the 
window width (ii) the absolute efficiency is low, and like­
wise a function of window width (iii) the accidental or 
background, triggering rate is extremely low.
In order to set the window correctly for use with 
207m ^ lead standard was irradiated for 10s and counted
for 10s with the S.C.A. threshold being varied and the output 
monitored as above. The 10s counting period was sufficient 
to ensure that irradiations were independent of each other.
The resulting curve is also shown in fig. I3 so that the 
selectivity of the system can be observed.
3.3»3« Results
The absolute sensitivity of the method was investigated
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using standards; fig. l4 shows the spectra from a 5OO y g 
standard using (a) a single detector and (b) the complete
system, the S.C.A. window being set at 33^ » Approximate
are
peak energies/given in keV. The peaks at 67O keV and 
840 keV in the single-detector spectrum are from Cl
27and Mg present in the polythene capsules and transfer tube 
(Gla) respectively. The sum-peak spectrum shows the degree 
of selectivity achieved with the system and its low absolute 
efficiency. The single sum-peak at I630 keV was used for 
all analysis, its area being determined using a simple linear 
baseline construction and a constant width of 1.8 x F W H M.
The contribution of the blank (capsules plus filter paper) 
is seen to be very small, and from a series of such spectra, 
the sensitivity was estimated to be 3 Ug.
Of the commonly used biological reference materials,
N. B. S. Orchard Leaves was selected for investigation because
(62)it has the highest quoted value for lead content (44 ppm) . 
The spectra shown in fig. 10 are for the same sample and were 
acquired using/a single detector, and/the complete system.
The single detector spectrum shows the gross interference effect 
that the ^11 keV annihilation radiation peak and the 67O keV 
peak from Cl would have on any 570 keV peak from Pb,
and no peak at IO6O keV is apparent above the background. The 
sum-peak spectrum shows that a weak peak is present at (570 + 
1060) keV, indicating the presence of lead. It is clear from 
the intensity of this peak that any quantitative estimate of 
lead concentration b^sed on it will be subject to considerable
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uncertainty, and that the detection limit is being approached. 
From a series of Orchard Leaves* samples, the detection limit 
for a biological matrix was estimated at '^30 ppm.
A series of samples of paint flakes was analysed for 
lead using the system. This was a sub-set of an original batch
(22)of 108 samples which had been analysed by the dithizone
colorimetric technique, after acid digestion. The samples had 
been stored for 6 years and on examination only 34 appeared 
suitable for analysis. Histograms showing lead contents for 
this sub-set and for the original set are shown in figure I3 » 
general agreement is apparent, and in particular, in the 
fraction of flakes having a lead content of 2 2.3%» The matrix 
activity of these samples varied considerably, thus the detec­
tion limit was not constant from sample to sample, with a range 
of 100 - 300 ppm (0.01^ - 0.03 )^.
Four samples of a sewage-based fertilizer, which had 
previously been found by atomic absorption spectrophotometry 
to contain 533 ppm of lead gave a mean value of 5^7 Ppm
lead, with a standard error of 54 ppm, when analysed using the 
system. This matrix was found to contain many easily activated 
elements particularly aluminium and manganese which limited the 
sample size that could be used. In this grossly interfering 
matrix the detection limit was estimated at 400 ppm.
3.3*4. Sources of error.
• In addition to the general sources of error described 
in section 1 .7 thesystem, as finally-developed, introduced
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specific sources of error. These were (i) dead - time
(ii) the effect of random coincidences, (iii) gain stability 
at high count rates.
(i) The problem of dead-time in counting a short-lived 
isotope using an M.C.A. was discussed in section 2.5.4 ; 
using a single detector the samples were found to fall into 
two categories:
(a) the fractional dead-time varied greatly during each 
counting period and was almost all due to this 
occurred with large standards, and paintflakes of high 
lead content.
(b) the fractional dead-time remained virtually constant 
during a count; biological materials, fertiliser and 
low-lead paint gave this result.
Each of these conditions has a dead-time correction 
applicable to it, although in practice this would have been 
difficult since the analyser (Intertechnique SA 40 B) did not 
provide sufficient timing information and in (a) the variation 
was very rapid.
With the sum-coincidence system the number of pulses 
presented to the analyser was always very small and its con­
sequent dead-time was negligible; however dead-time was 
generated by the pile-up rejector which did not provide any 
output signifying that a pulse had been rejected. The number 
of piled-up pulses increases with count-rate but not linearly.
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The dead time of the device is I.5 ys per pulse and so 
counting rates in a detector which exceed ^  53,000 would 
involve pile-up losses of > 5%* Assuming that genuine coinci­
dences are a small proportion of the total events recorded by 
a single detector, then count rates of 53,000 s""^ in both 
detectors would give rise to a total loss due to pile up 
rejection of >10%.
(ii) With the resolving time of the system set at 100 ns, the 
accidental coincidence rate (A) for the count rates above 
giving 10% pile up losses can be calculated using
2 Ç R2 3.1
R^  and R  ^being the counting rates of the two detectors
; = 10 -7 8
= Rg = 3-3 X 10  ^s"'’
A ~ 200 s”’
With the very low efficiency of the system this contribution 
to the general background would significantly worsen the detec­
tion limit and thus the maximum single detector counting rate
must be « 53,000 s” • At 10,000 s” the random coincidence
-1rate would be 20 s ; this was estimated to have only a small 
detrimental effect on the detection limit since the rate would 
only be reached during the later stages of the cyclic activation.
(iii) The combined High Tension Supply / Pre-amplifier modules 
(Harwell 2000 series, 2179 models) supply high voltage to
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the dynode resistor chain of photo multiplier tubes and 
provide both low-gain and high-gain pulse amplification.
For standard chain resistances and assuming that all pulses
4 -1fully load the amplifier a count rate of 10 s Would 
increase the gain by < 4%. This represents the worst 
possible case of maximum count rate and large pulses, hence 
in practical cases the gain changes would be less.
Thus the effect of random coincidences is the criterion 
which limits the maximum count rate to be used, hence deter­
mining the largest sample size for a particular matrix. The 
samples used for the results given in section 5*3«3« were 
subjected to the criterion that the counts registered by a 
single detector, as monitored by scaling its input to the 
coincidence unit, did not exceed 20,000 per count cycle.
3.5.5. Discussion.
The use of cyclic activation with a fast transfer system 
has enabled lead to be determined instrumentally in a number
of matrices. The sensitivités achieved with the sum coinci-
/
I dence system were not as low as those attained using a pulsed
I reactor 207m py^  with photon activation analysis
 ^ '
(44,45,46,47) j longer-lived products. However, the method 
proved quick and reliable for those matrices containing 
_ _____ sufficiently high lead concentrations. The degree of selectivity
‘ achieved with the electronics greatly reduced the detection
limit for lead in a biological matrix to 50 ppm., but this
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is still outside the normal range of (^ 4) ^e^d concentrations* 
Thus quantitative determination of lead in biological materials 
is riot possible by this method.
An improvement in sensitivity is anticipated when a new, 
faster transfer system is installed; the specification calls 
for a transfer time of 0 .1 - 0.3 8. This new irradiation 
facility will include a cadmium sheath option which may improve 
the detection limits by reducting the activation of matrix 
elements while still producing adequate Pb activity by
the (n, n*) reaction.
Although, in principle, sum coincidence spectrometry can 
be used for any isotope emitting Y - rays in cascade no other 
short-lived product in table 3 has a suitable decay scheme; 
the selectivity would have to be achieved using high resolution 
semi-conductor detectors.
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4. Determination of heavy metals in sewage sludges.
4.1 Introduction
The availability of Ge (Li) detectors for regular use with 
the I.C.I.S. facility enabled multi-elemental investigations to be 
carried out using short-lived activities. The matrix selected was 
sewage-based fertiliser, sensitivities and detection limits being 
determined for a number of so-called heavy metals. The work was 
directed at determining how much information on the levels of these 
potential health-hazards could be obtained using instrumental 
activation analysis and short-lived isotopes.
Sewage sludge was selected as the basic material for several
reasons
(i) it is widely used as a fertiliser
(ii) a huge number of potential samples exist
(iii) there have been relatively few attempts to 
analyse it by neutron activation.
4.2 Sewage treatment processes (^ 3)^
The input to a sewage treatment plant, crude sewage, consists 
of dissolved aind undissolved organic and inorganic materials, and 
may include both domestic and industrial waste. In the United Kingdom 
—  200 litres of crude sewage is treated per day, for each head of 
the population. The treatment plants can utilize any combination 
of physical, biological and chemical processes in order to produce
(i) a final effluent suitable for discharge to a watercourse (ii) 
sewage sludge.
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Figure l6 shows a block diagram of a sewage works having 
a full range of treatment facilities.
The initial processes are physical, and are designed to 
remove large objects and small dense particles respectively. The 
coraminutor grinds any remaining solids to microscopic size to 
prevent blocking of pipes and damage to pumping equipment.
In the primary sedimentation tank the sewage is retained 
for some hours and the solid content allowed to settle. Flocculation 
may be encouragedby mechanical means or by the addition of chemical 
coagulants. Commonly used coagulants are calcium hydroxide and
— I
aluminium sulphate which in the quantities used, 50 - 150 mg. 1 ,
do not affect the suitability of the sludge for use as a fer^J.ser. 
The resulting primary sludge contains -^95% water and the sedimen­
tation process removes ~ 90% of the suspended solids and ^  40% of 
the organic matter. A large proportion of any heavy metals present 
is removed at this stage.
In the biological filter, commonly a sprinkler / filter bed 
system, aerobic biological processes occur; the final products 
are simple inorganic compounds, e.g. CO^ , H^O and nitrates, and a 
residual somplex organic solid known as humus, which is removed 
in the secondary sedimentation process.
Tertiary sewage treatment ("polishing") if required, may 
consist of ponding where the aerobic processes are completed or 
mechanical or land filtration to remove more suspended solids.
The resultant liquid, known as the final effluent, is discharged
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to a river or stream. This effluent must conform to biological 
and chemical standards, as set by the Regional Water Authority in 
whose area the receiving watercourse lays.
In many small sewage works the primary and secondary 
sludges are mixed together and disposed of without further treat­
ment. Larger works thicken the sludge by further sedimentation and 
then subject it to anaerobic digestion. The sludge is retained 
in the closed digesters for several weeks and at a temperature ^  35°C, 
The anaerobic processes bring about several desirable results (i) 
the destruction of pathogens (ii) the removal of unpleasant odour
(iii) a reduction in the volume of sludge requiring disposal (iv) 
the production of a gas of high calorific value - this may be used 
to maintain the digester temperature and to drive the machinery of 
the sewage works. The resultant innocuous earth-like digested 
sludge is disposed of in ways outlined below.
The raw or digested sludge is disposed of in various ways
(i) by application, as a fertiliser, to agricultural land (ii) by 
use as a fill on non-agricultural land (iii) by dumping at sea
(iv) by incineration.
The low cost, ready availability, and high nitrogen 
phosphorus and potassium contents make sludge a useful fertiliser 
and some 40% of sludge produced in the United Kingdom ( -^  4 x 10 -^ t 
annually) is used in this way (G6 )^  Primary sludge was selected as 
the material to be investigated because (a) most of the. heavy metals 
are removed in it (b) it is widely used as a fertiliser (c) in many
-  61 -
sewage treatment plants no further sludge treatment occurs.
4 .3 Heavy metals in sewage
Heavy metals in sewage come from both domestic and 
industrial wastes, the latter being subject to control by the 
"appropriate Regional Water Authority. The uncontrolled discharge 
of heavy metals is undesirable for several reasons :
(i) The presence of toxic heavy metals in a sludge limits 
its use as a fertiliser.
(ii) The aerobic and anaerobic processes utilised in sewage 
treatment may be inhibited by the toxic nature of some 
heavy metals, especially in combination (^ 5,6?)^
(iii) Sludge dumping at sea can lead to increased metal con­
centrations in sediments and coastal fauna (^ 2,68)^
This may induce higher concentrations in the food chain 
and undesirable changes in the marine ecosystem.
(iv) Metals may be leached from sludges used as landfill (^ 5)^  
and give rise to unnacceptably high levels in river waters 
subsequently used domestically.
(v) The incineration of sludges containing heavy metals could 
involve the release of their oxidation products to the
(29)atmosphere .
The agricultural consequences of using sewage sludges, con­
taining heavy metals, as fertiliser have been studied by a number 
of workers with a variety of techniques.
The direct contamination of the soil has been investigated 
(69 - 75) the levels of heavy metals were found to increase.
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with increasing sludge application and to remain high long •
after sludge application had ceased; this suggests that heavy 
metals in soils are relatively immobile and that the levels will 
continue to build up with every application.
The availability to plants of heavy metals, present in 
sludges and contaminated soils, has been examined by measuring 
the fraction extracted by suitable solvents, and by the radio­
active tracer technique
The solvents used include acetic acid (^ 9,70,75,77,78)^ 
hydrochloric acid (71,72,74) the organic ligand EDTA 
(ethylenediaminetetracetic acid) (^^’75)^  The results showed 
that, in general, heavy metals are only poorly available to plants, 
but that the extractable content increases with sludge application, 
and does not decrease once application ceases. The effect of soil 
pH on the available heavy metal content was also studied (3^ 3^7,78, 
79,80) demonstrated that extractability increases with soil 
acidity. The addition of lime to maintain a soil pH of 'v 7*0 
was indicated.
The effects of both aerobic and anaerobic incubation on 
the extractibility with water, acetic acid and EDTA of heavy metals, 
was examined by Bloomfield and Pruden ^, simulating the 
behaviour of sludge after it has been applied to the land. Both 
increases and decreases were found according to (i) the element
(ii) the solvent (iii) incubation mode (iv) soil or lime addition, 
but no consistent trends were observed.
« « ft
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The behaviour of plants grown on sludge-amended soils has 
been studied in terms of the yield and the metal content of the 
plants. Moderate applications of sludge increased yields of 
grass rye and corn and potatoes (G”!) enabled com-
(82)mercially useful crops to be obtained from otherwise useless soil 
- indicating the fertiliser value of sludge. Other workers quote 
no adverse effects of moderate sludge applications on the growth 
of grass fescue and common vegetables (G9»8l)^  The levels
of sludge application at which phytotoxicity becomes apparent have
(34 78)also been investigated ’ in terms of zinc, copper and nickel 
content. It was found that acid soils showed phytotoxic effects at 
the lowest levels of application and different plants showed varying 
relative and absolute sensitivites to these metals.
The uptake, and consequential levels, of heavy metals has 
been found to increase for crops grown on sludge amended soils.
These increases were often associated with increased yields 
indicating that plants benefitted from the fertilising effect of 
the sludge despite the increased heavy metal uptake and soil con- 
tent (37,69,72.7%,80,81,82,83)^ it is thus suggested 76, 78)
that heavy metal concentrations in vegetable foods may reach 
unacceptable levels before any phytotoxic effects have become appa­
rent.
Results of analyses of milk and body tissues, from cows
grazed on pastures treated with sludge, showed some increased heavy
(70)
metal levels in tissue, but not in milk . .
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Permissible levels of toxic metals in sludge used on 
agricultural land have so far only been set for zinc, copper 
and nickel and are based on relative toxicities and the so- 
called "zinc equivalent" calculation This calculates
the maximum application rate (in tons per acre) for sludges 
of different "zinc-equivalents".
Wider social, engineering and economic implications of
(85 86)the use of sludge as a fertliser have been considered ,
but no further controls have yet been established.
4.4. Analytical methods.
Current practice in the sewage works in Britain is to 
analyse a composite sample of sludge, monthly, for a number of 
specified heavy metals. The techniques employed are colorimetry, 
atomic absorption spectrophotometry and polarography; each of these 
is a single-element destructive method: the presence of unsuspected
metals may well not be noticed.
For simultaneous multi-elemental determinations x - ray 
fluorescence has been used for sludges eind anodic stripping
voltamraetry^ ^^  ^for effluents. Neutron activation analysis
8q 90 91) (4?)and photon activation analysis have both given
good sensitivity and selectivity for many elements although neither 
method alone covers the full range of heavy metals, and a combina­
tion of the two has also been investigated The complexity
of the irradiation and counting procedures together with possible 
radiochemical separation make it unlikely that these methods are
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viable economically or in terms of reporting time. Therefore, the 
aims and conditions set for this study were :
1. One hour experimental time per sample.
2. Non-destructive irradiation and counting.
5* Fully instrumental data collection.
4. Standard computing procedure.
5. Absolute determination of microgram quantities 
eliminating the need for standards.
6. Accuracy compatible with sampling uncertainties.
4.5» Sample preparation.
Samples of primary sludge were obtained from a variety of 
sewage plants, of varying degrees of sophistication, which served 
both rural and industrial communities. They all contained 3% - 6%
of solid material and were either freeze-dried or oven-dried at
/
60°C - yO^C before encapsulation in polythene; sample weights of
'v 30 mg were found to give suitable activities for counting with
\
the available systems. By the very nature of its mode of produc­
tion, sedimentation, primary sludge is an inhomogeneous medium;
(91,93)the sampling uncertainties that arise have been estimated 
at ^ - 20%. Comparisons of different methods of analysis for 
the same sludge are thus likely to show disagreements of this 
order.
4.6. Preparation of standards.
Preliminary irradiations and counts together with the 
data of Wiseman and Bedri indicated that some 20 heavy metals
were present, in,that particular sludge, which could be-detected.
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28 24instrumentally.' Intense activities of A1 especially and Na,
^^ Mn and were produced during irradiations of 10 min, and
thus limited the size of sample which could be subjected either
to cyclic activation analysis, or to short irradiations followed
quickly by counting.
To simulate the activation behaviour of sludge, multi- 
elemental standard solutions were used as a matrix; the solutions 
contained per 0.1 ml
Element mass in yg
A1 392
Mn 39 J as
Ti 199 ) sulphates
V 21
Na 196
K 366 ) as
Ba 73 ) chlorides
Ca 1334
Suitable volumes were pipetted on to 1.3 cm filter papers (Whatman 
No.1 qualitative) in polythene capsules and dried at 60 - 70° C. 
Heavy metal solutions were added to these in various combinations 
and concentrations and the resulting mixture similarly dried.
An adage well known to sewage treatment employees states 
that "no two sewages are alike" - this was certainly found to bè 
true of the elemental content of sludges used in this work;
aluminium contents varying by a factor of three ( 90) and manganese
— 67 —
(77)variations of an order of magnitude have been quoted for
various sludges,thus the matrix above can only be regarded as 
a guide to the likely activity.
In addition to the metals contained in the multi- 
elemental solutions a further series of solutions was available 
for the metals chromium, iron, cobalt, nickel, copper, zinc 
cadmium and indium; these had all been prepared previously by 
Johnson - Matthey Ltd. Additional individual heavy metal 
solutions were prepared for
1. Arsenic. Halewood Chemicals 99*999 %
As powder dissolved in minimum amount of warm diluted 
analar nitric acid.
2. Selenium. Koch-Light. 99*999 %
Se granules dissolved in analar sulphuric acid.
5* Strontium. Halewood Chemicals 99*999%
Strontium carbonate dissolved in minimum amount of 
diluted analar hydrochoric acid.
4. Silver. Koch-Light 99*998%
Ag sheet dissolved in minimum amount of analar sulphuric 
acid.
3* Tin. Halewood Chemicals 99*99 %
Sn powder dissolved in minimum amount of boiling analar 
sulphuric acid.
6. Antimony. Koch-Light 99*9999%
Sb powder dissolved in minimum amount of analar sulphuric 
acid.
« « ft
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7* Gold. Matthey Products 99*999 %
Au foil dissolved in minimum amount of analar prepared 
boiling aqua regia.
8. Mercury. Halewood Chemicals 99*999 %
mercuric oxide dissolved in demineralised water with a 
trace of analar nitric acid.
9* Lead. Halewood Chemicals 99*9 %
lead fluoride dissolved in demineralised water.
The solutions were made up to 230 cc with demineralised 
water and were arranged to contain suitable microgram amounts per
0.1.ml for convenient handling by micropipette.
4.7* Irradiation and counting conditions.
Samples, standards and blanks were subjected to the follow­
ing scheme :
1. 120 X 3s cyclic irradiation.
2. ' 13 minutes irradiation
3. 3 minutes cooling
4. 6 x 0  min. consecutive counts.
The cyclic period of 3s was chosen as the optimum for the 
detection of Pb since preliminary investigations had demon­
strated that, of the very short-lived activation products, this 
would be the most difficult to detect. The 3 minute cooling period 
was required to allow the intense A1 (T^ = 2.3 rain) to decay
considerably. Six, 3-minute counting periods were used so that
- — " ' ' #.... (7 )
optimum times could be used for measuring short-lived products
and, since the M.C.A. dead time was decreasing, to enable more
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accurate dead time corrections to be made. Preliminary studies
had shown that a 15 minute irradiation and 6 counting periods
produced slightly better detection limits for longer-lived
isotopes than a 10 minute irradiation followed by 7 counting
periods. It was always necessary to allow 5 minutes decay-
23time due to the intense A1 activity.
All counting was done with Ge (Li) detectors; three 
detectors were available at various times,their resolutions and 
efficiences (relative to 7«5 cm x 7*5 cm Nal at 25 cm) being
2.1, 2.55 and 4.1 keV, and 10%, 3*2% and 6% respectively. A 
Laben 8000 M.C.A. was used and spectra were acquired in 2048 or 
4096 channels. Seven spectra were recorded for each sample, 
these were stored on magnetic tape and analysed using the SAMPO 
program. To determine the most suitable y-rays through which 
to determine the various elements, standards with varying concen­
trations of heavy metals were irradiated and counted. Reactions 
and Y-rays were selected according to peak intensity and freedom 
from interference. For those elements which gave several activation 
products, reactions and Y -rays were chosen which gave the best 
detection limit. In several cases the isotope used is not the 
shortest-lived activation product of that element, e.g.
(Ti = 54 min) was preferred over ^^ I^n (T^  = 13*4 s) and
(4)(T^  = 2.16 s). Table 8 lists the reactions and Y-rays 
selected.
4.8 Sensitivities and detection limits.
The sensitivites quoted in table 8 were determined using
o  Cl ft
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peak area data from standards containing various concentrations 
of metals within the standard mative; these sensitivities are the 
minimum detectable quantity of the element, using the criterion 
8 >2 /s, in this standard matrix. For the elements titanium, 
vanadium, manganese and barium, the sensitivities were calculated 
from data obtained using the multielemental matrix itself with 
no additional heavy metals.
The spectra obtained from the cyclic section were used 
for ^^ 8^e, ^^^Ag and for other isotopes spectra from the
5 minute counts were used, such that the total counting time was 
2 T^ The chromium/titanium interference at 520.0 keV
could not be satisfactorily resolved by reference to other peaks.
The first two five-minute counts were used for titanium determin­
ation; the 520 keV peak areas in the final two counts were used 
for chromium determination after examining for any possible residual
titanium activity. The detection limits (2 / Background) are 
calculated on the assumption that the standard matrix represents 
50 mg of sludge.
4.9 Relevance of detection limits.
The detection limits shown in table 8 range over 5 orders 
of magnitude and the highestones are likely to be of no practical 
use; the relevance of the others can only be determined by examin­
ing likely values for heavy metal concentrations or any maximum 
permitted level requirements. Table 9 gives a survey of available 
information on heavy metal concentrations in sludges from which 
some conclusions may be drawn, despite the large ranges quoted and
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considerable disparity in any mean values calculated. The metals 
investigated in this work fall into three groups
(i) those which are virtually certain to be detected using 
the scheme : Ti, V, Mn, Cu^  Se, Ag, In, Ba.
(ii) those which will be detected if their concentration is 
near or above a mean or median value : Zn, Sr, Cd, Sn,
Pb.
(iii) those which will not be detected unless their concen­
tration is exceptionally high : Cr, Fe, Ni, Co, As, Sb,
Hg.
The environmentally significant elements chromium, nickel 
and mercury are in the group which will not normally be detected; 
any viable analytical scheme for heavy metals would have to include 
these, at least, from group (iii). Thus in addition to the cyclic 
and short irradiaHon scheme described above a longer procedure would 
be necessary; ideally this would be a single irradiation, decay 
and count scheme. The choice of possible activation products for 
some elements increases,but for chromium and nickel, among others, 
no further possibilities arise.
As a means of providing the water authority chemists, who 
had provided samples of sludge, with further information longer 
irradiations and counting were carried out for samples and standards. 
Although the investigation was not rigorous it was found that an 
irradiation of hours (1 "day’) in a flux of 2 x 10^^n cm S^
followed by a 2 hour count commencing 30 minutes after irradiation.
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provided most of the required additional information. With
this scheme it was found that nickel at 250 ppm and chromium
at ^6 5 0 ppm could be determined using the y -rays quoted in
table 8. Mercury at ^ 40 ppm was detected using the 191.4 keV
Y - ray from ^^ H^g (T^  = 65 hour) which is formed from ^^^Hg
by radiative capture. Cadmium at 100 ppm could be determined
using either the 336.6 keV y -ray from (daughter of ^^ G^d)
115
or the 527.7 keV ray from Cd. The detection limits for arsenic 
and antimony based on the reactions quoted in table 8 greatly 
improved and both these elements were observable at 10 - 20 ppm. 
Cobalt was detectable at 20 ppm using the 1173*1 keV and 
1332.4 keV rays from ^^Co. The detection limits for zinc based
69on Zn as shown in the table was ^ 2000 ppm. Iron remained a 
problem and the detection limit was still > 2%.
It thus appeared that with the inclusion of a single long 
irradiation and count, detection limits for almost all the heavy 
metals of environmental interest were such that instrumental NAA 
provided a viable technique.
4.10. Absolute determinations
4.10.1. Procedure
As an exercise in absolute instrumental activation analysis 
a number of sludges were subjected to the cyclic and short irradia­
tion scheme. Sludge is an appropriate material for this method 
because (i)-eome 20 elements are likely to be observed (ii) a 
large number of samples are subjected to analysis (iii) the
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accuracy requirements are not very stringent - due to sampling
uncertainties.
A subroutine IDENT was written for use with SAMPO
which calculated masses of target elements using data on 
irradiation and counting conditions combined with peak area and 
energy determinations (see chapter 6). The additional data in­
put required to use IDENT are the detector efficiency (as a 
function of energy), the irradiation and decay time, and the 
irradiating flux.
Samples and standards, prepared as before, were subjected 
to the irradiation and counting scheme, with the data being trans­
ferred to magnetic tape. The seven spectra for each sample were 
then analysed using SAMPO and IDENT, to give heavy metal masses.
From mass determinations on data taken using standards it was 
found necessary to vary the values, stored in IDENT, of the thermal 
neutron cross sections; this was due, (i) to the epithermal 
portion of the flux in ICIS producing higher activities for those 
target nuclei having high cross sections or resonances in this 
region (ii) to the fast neutron flux in ICIS giving the same 
activation products as radiative capture but by other reactions.
In the first category manganese, cobalt, silver and indium required
large alterations in the cross section data, whilst selenium,
cadmium and lead also showed higher activities, presumably due to
(ri, n') reactions. (Some earlier investigations with large ('^ 20mg)
samples of lead irradiated in cadmium boxes indicated that some
30% of ^^ °^^ Pb activity was due td epithermal and fast neutron reactions)
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When the values of these activation cross sections had 
been determined a series of sludges was analysed together with 
a test solution. One of the sludges had already been subjected^^^^ 
to analysis, by a combination of methods, whilst the test solution! 
contained a mixture of methods, whilst the test solution contained'- 
a mixture of heavy metals and was prepared independently. Results 
for some sludges are presented in table 10.
4.10,2. Accuracy and precision
The accuracy of the absolute method was measured by
reference to the previously analysed sludge and the test solution.
Of the metals detected and measured with the 1 hour scheme developed 
above, whose concentrations had been previously determined, varia­
tions were within - 12^ . The elements compared in the sludge were 
Mn, Cu, Se, Ba and Pb, and in the test solution Mn, Cu, Sn and Pb. 
Precisions attained by repeating the same sample of sludge or 
solution were 1 -5^  and were attributable to counting statistics.
To make more metals available for comparison the sludge and 
test solution were each subjected to the single long irradiation 
and count scheme outlined in section 4.9. Comparisons were further 
made on Co, Ni, Zn, As, Cd, Sb and Hg,, with the sludge,and Zn and 
Cd with the solution and similar variations of - 12?o - 15^ , were 
obtained.
4.10.3. Conclusions
The-determination of heavy metals in sludge.^ would seem to 
be a suitable problem for absolute neutron activation analysis for
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several reasons :
(i) the method does not pre-suppose the presence of any
given metal
(ii) no chemical procedures are required
(iii) . no standards are needed, making the method more economic
(iv) accuracies are compatible with the requirements of the
industry.
For the environmentalist the property of multi-element 
detection is probably the biggest factor in submitting sludge 
samples for activation analysis; in practical terms it is likely 
that a multielement "scan" rather than a set of accurate deter­
minations would be required. This information, although likely 
to be unsatisfactory to the physical scientist, may prove sufficient 
for examining levels of discharge of heavy metals. The results of 
the sludge labelled B5 in table 10 may be cited as an example ; 
samples of this sludge were found to activate extremely strongly 
such that intolerable dead times were produced within the first 
few cycles of activation. Subsequent examination using smaller 
samples ( 3mg) showed the presence of J^ OOO ppm of indium.
Under these conditions the only other heavy metal detected during 
the 1 hour experiment was manganese at ^00 ppm. Further analysis 
by the Regional Water Authority revealed that the sludge also 
contained '^ Q^OO ppm of lead.
(21,94)The toxicity of indium has been investigated, and- — # .........
it appears to be relatively non-toxic except when introduced by 
injection; however the presence of $000 ppm of lead in a sludge
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would make it most unsuitable for use as a fertiliser, (The 
matter was further.investigated and it was discovered that a 
single factory was responsible for both the high levels of 
indium and lead; subsequently the discharge of the factory 
was monitored continuously and it was required to install an 
improved metal recovery system). The ability of the method 
to reveal unsuspected constituents was clearly demonstrated, 
as was its inability to detect important constituents in the 
presence of other high activities.
It is of interest to consider whether the sum-coincidence 
system described in chaper 3 would have been able to detect 
the lead in this matrix; the activity due to induced
in a 3 mg sample of this sludge during a 2s irradiation in 
ICIS is 6 X 10^  s"^ . For a single 7«5 cm x 7*5 cm Nal (Tl) 
crystal 1 cm from the source the count rate after Is would be
C «^1
^ 10 6~ . Not only does this exceed the limit set from
accuracy considerations but it would also saturate the amplifiers, 
It thus appears that the sum-coincidence system would have fared 
no better or worse thah. a single Ge (Li) detector in this case.
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5« Determination of Selenium.
5»1 Biological significance
In 1957 it was discovered that selenium was an essential 
trace element for rats and that a dose of < of that
which had previously been found to produce chronic toxicity, was
(97)sufficient to prevent liver necrosis. In chicks it was found 
that a dietary content of 0.1 ppm selenium was sufficient to 
prevent the nutritional condition exudative diathesis.
Sheep and cattle raised on a selenium deficient diet 
exhibit the symptoms of the so-called "white muscle disease" - 
namely light coloured skeletal and myocardial muscles. The symptoms 
occurred at levels in animal feed below 4 ppm whereas levels above 
14 ppm produced toxic effects
The biochemical behaviour of selenium is complex and not 
fully understood; there is no doubt that selenium is associated 
with vitamin E via glutathione peroxidase since this enzyme 
contains a constant fractional amount of selenium. However, it 
also appears that not all the effects resulting from dietary
selenium deficiency can be explained by this behaviour, and that 
other selenoenzymes presumably also exist.
Selenium toxicity in animals is traditionally thought to 
have been first recorded by Marco Polo after he observed strange 
disorders in horses. Acute selenium toxicity mostly affects the 
liver and may produce cirrhosis and subsequent death. Chronic
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toxicity produces the "blind staggers" and "alkali disease" 
by excessive intake of extractable and protein-bound selenium 
respectively.
The use of selenium in many industrial processes (e.g. 
electronics, rubber) carries with it an increased risk of 
exposure to toxic amounts especially for those workers directly 
involved. The exposure may be yet further increased by the 
consumption of food and even drinking water frpm selernferous 
areas. Particularly important are areas of North America where 
the selenium, as various metallic selenides, is associated with 
sulphide ores such as the pyrites.
The possible symptoms of chronic selenium toxicity are 
numerous, and include jaundice, oedema and general fatigue.
The high incidence of dental caries in young children from 
seleniferous areas has also been attributed to chronic
selenium toxicity.
Acute selenium poisoning in man, from industrial exposure,
gives rise to a series of well-documented and reproducible
symptoms. Perhaps the best known is the garlic odour of the
breath (due to the excretion of dimethyl selenide) but this is
not specific to selenium poisoning, tellurium giving the same
(21)
effect, and Browning quotes cases where the odour was absent,
A teratogenetic effect in man for selenium has also been
(101)   ^ •
suggested supporting evidence of teratogenetic effects in
(102)chicks . Discussion of the history of the argument of the
■O %
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possible carcinogenetic and anticarcinogenejfcic effects of selenium
1- I '
beyond the scope of this work; but it seems that its chemothera­
peutic value was long ignored because of earlier work which merely 
investigated possible carcinogenic properties without finding them
(103)proven •
The interaction of selenium with other trace elements has
also been investigated, initially with a view to reducing its
(104)toxicity. The first result that administration of one toxic
agent, arsenic, could reduce the toxicity of another, selenium ,
instigated studies on numerous other seleno-metallic relationships,
Of these the reduction of cadmium,silver and mercury toxicities
by increasing selenium intake may prove clinically useful,
but it was noted that pre-treatment with selenium could
actually increase mercury toxicity. The outbreaks of "beer -
drinkers’ cardiomyopathy" in North America in I965-66 was originally
thought to be due to the addition of cobalt, and large quantities
of such beer were subsequently discarded; however, further inves- 
( 107 )tigations on rats fed on low protein diets supplemented with
selenium and cobalt, suggest that cardiomyopathy could be due to 
the increased toxicity of selenium in the presence of cobalt.
The protective role that selenium has in mercury toxicity 
reduction was suggested as being exploited naturally following
the discovery of closely correlated concentrations of the two
t was givi
(109,110)
elements in marine mammals More weigh en to this
argument by similar correlations found in man
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Physiological levels of selenium in man have been 
determined with respect to habitat, presence of disease and
... (109, 110, 111)inter-organ variations ’ • wide variations were
found in each case but significantly lower levels of selenium 
in blood serum were found in cancer patients and generally 
higher levels in patients with primary neoplasms of the reticu-
(111 )loendothelial system • Of the cancer patients, those with
the highest levels of selenium in serum, had the best prognosis,
(112)supporting the suggestion that dietary selenium reduces
gastrointestinal cancer mortality.
The environmental cycle of selenium has been proposed
(113)by Allaway with the possible modes of entry into animal
and human food systems. It may be pertinent to note that very 
little information was available on any facets of selenium in 
waste disposal systems.
In an attempt to suggest a maximum daily intake of
(114)selenium it was estimated that the normal range was
50 - 190 Wg and that a conservative maximum of ^00 yg be set.
(115)In summary one cannot do better than quote Krehl 
who said in 1970 "selenium ... the most maddening, frustrating 
nutritional element to study in the whole periodic table" 
results,obtained since then appear only to increase the relevance 
of the remark.
'* ■ - . . . .  .........
9 .2 Analytical methods.
Levels of selenium in biological materials range from
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1 ng/g in water to ~ 10 yg/g in some specific organs, thus 
any viable analytical method must be extremely sensitive. Two
(116 117)recent reviews ’ have been published of methods currently
employed; they show that the full range of analytical techniques 
has been used for the determination of selenium. Three destructive 
fluorometric procedures for low concentrations and a gravimetric 
method for high concentrations were recommended
Selenium is a good candidate for neutron activation analysis 
as may be seen from table 11, v/hich gives data on the stable
1
isotopes and activation products of selenium. Determination of 
75selenium using Se has the disadvantage of requiring long
(90 91 119)irradiation, decay and counting times ’ ; the decay
and counting times may be reduced by post irradiation radiochemical
(119 120 121)separation ’ . A  faster radiochemical scheme enabled
adequate sensitivites to be obtained using ^^ '^ Se with a
consequent reduction in the total experiment time.
The use of ^^™Se with its short half-life of 17-5 s, was 
investigated initially using Nal (Tl) detectors; in I96I Anders
(125) used a fixed-period cycling system to irradiate samples in 
a moderated neutron flux from the beryllium target of a Van de 
Graaff accelerator, earlier Leddicotte and Reynolds had
demonstrated the usefulness of as an activation product.
■ 19Interference from the 197 keV peak from 0 was a problem when
Nal (Tl) detectors were used and pre-treatment was carried out to
- —  (125 126)reduce this and other matrix activation . Various othe]
workers have used Nal (Tl) detectors and Ge (Li)
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detectors 132) the detection of but despite,
Yule's estimation in 19^9 of the likely sensitivity and
the ready availability of semi-conductor detectors, acceptance
of the method has been slow. Following the good sensitivity
( 132 )reported by Diksic and KcCrady using a single short
irradiation, and that obtained with a non-optimised periodic 
time during sludge analysis, (O.O^yg) it was decided to apply 
the cyclic activation method to the estimatioh of selenium using 
Se.
5-5- Cyclic activation of Se
9*3.1. Preliminary examinations
An experiment time for the irradiation and counting of
r
each sample of 9 minutes was (somewhat arbi^rily) set and using 
the known transfer time of ICIS system, the optimum periodic time 
for the determination of selenium in the presence of numerous 
background contributions was computed. The results showed that 
12 X 29 s cycles would give the best detection limit, and that 
some 700,000 disintegrations would occur during the counting 
times, for each y g of selenium present. With the available 
Ge (Li) detector having a photopeak efficiency, in the region of 
l60 keV, of 3% at the nearest source-detector distance, one 
could anticipate a-20 cts/ng Se assuming zero dead-time. Runs 
were carried out with single elemental standards containing 
< 1 yg selenium (prepared as deswibed in chapter 4.6) giving 
maximum dead-tiraes o f 4^ , and yields of '^ iS cts/ng were obtained;
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blanks were also run and gave contributions to the peak area 
equivalent to ^^ 9 ng. When biological materials were used it 
was observed that the dead-time decreased considerably during 
each counting period, the change apparently being greatest 
during the first few seconds. It was thus decided to investi­
gate the dead-time problem further.
3.3.2. Dead-time corrections.
Three biological materials N.B.S. Bovine Live^ r,^ o^v/en*s
( 134 )Kale and an animal blood were subjected to the
cyclic activation described above and the variations in dead­
time measured using the apparatus shown in fig. 1?. A fast 
clock (1 M Hz) whose output was gated off by a "busy" signal 
from the M.C.A. was used, its pulses being counted by a second 
M.C.A. operating in the multi-scaling (M.C.S.) mode. The system 
was initially checked using standard sources by comparing the 
live and clock times obtained from the first M.C.A. with the 
average value found from the M.C.S. data. Fractional discrep­
ancies were found to be < 2% for dead times up to 80%.
Results from cyclic activation of the biological materials 
showed that (i) the dead-time change was greatest during the 
first 3 s (ii) the blood samples showed the greatest variation. 
Fig. 18 shows the relationship between dead-time and time for . 
each type of material. It might reasonably be concluded from 
the time-constant of the variation and the known compositions, that 
the initial variation is predominantly due to the decay of ^^™C1 
— (T^  = 0.7s).
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The question of how to correct for varying dead-tiraes 
in the. counting of short and long lived activities has been 
widely examined; the only exact solution is based on the 
equation derived by Schonfeld •
A e "At I  ^_,DT (t) I dt (5.1) o o
where C = actual acquired net counts in photopeak of
interest
A^  = thue initial photo-peak count-rate
t^  = length of counting period (clock time)
À = decay constant for isotope of interest
DT (t) = fractional analyser dead-time at time t
The exact correction is obtained from the relationship 
between dead-time and time; Huysmans et al used sequen­
tial dead-time data to correct the counts obtained for short­
lived activities. Alternatively a function, amenable to 
integration, may be fitted to the dead-time curve and the 
correction calculated from the integral of the function folded 
with the decay function.
Other mathematical procedures have been introduced
( 139 )which correct for a single isotope decaying , estimate the
(i4o)increased counting time required or calculate counting
losses due to a pre-set live time counting mode*
Additional-electronics for dead-time corrections have 
been developed which :
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(i) increase the fractional dead-time to some pre-set
value by injecting disabling signals to the A.D.C,
(1 1)periodically, to maintain the required value
(ii) inject pulses into the pre-amplifier at a random
(12)rate determined by the source being counted
(iii) increment the assigned channel content by + 2 for 
any event following immediately after one rejected 
because the A.D.C. was busy
(iv) use an exponential pulse generator, the,decay con­
stant of which may be set to that of the isotope of 
interest
None of the four electronic methods is suitable for use in 
cyclic activation analysis of complex materials
(i) the dead-time increases cycle by cycle and any pre­
set dead time value would have to be higher than the 
maximum anticipated thus involving large artificial 
counting losses in the early cycles
(ii) and (iii) require that the pulse height distribution
remain constant during the counting period which is 
clearly not true when dealing with a mixture of short 
lived activities. Method (iii) is also limited to 
dead-times <50%«
(iv) requires one correcting generator for each isotope
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contributing to the changing dead-time; these are 
likely to be numerous in complex materials and may 
not be fully known.
A variant of type (i) is suggested which ascertains the 
dead-time at the outset of a counting period and maintains it at 
that level by injecting inhibit pulses into the A.D.C. The initial 
measuring interval could be alterable depending on the half-lives 
likely to be encountered. Electro-mechanical systems 146)
which maintain a constant dead-time by altering the source-detector 
distance have been used, but their time-constants are such that 
rapid changes cannot be accommodated. Furthermore, since the 
counting geometry would not be constant, the detection efficiency 
would vary throughout the counting time and the integrated efficiency 
would differ according to the matrix.
Of the mathematical methods only the integration method is
suitable for cyclic activation since the others assume a single
,  ^T   ^ (139) T. .. (140, l4l)short-lived isotope or require live-time counting •
However, the integration method requires the use of a second MCA
and further data handling in fitting a function to the dead-time
curve; further investigations were thus carried out to determine
the extend of the dead-time corrections and how the procedure
might be simplified.
Functions were fitted, using a weighted least squares
(l4?)minimisation routine , to the dead-time data shown in fig.lo; _
Miller and Guinn found third or fourth order polynomials
suitable, however a single component exponential function was found
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to give the best fits to the results obtained in this study;
I.e. DO? Ct) = B + C e " kt (5.2)
whence the correction factor may be obtained from,
Fg = V    ( 5.3)
/ A e - At (1 _ B _ Ce dt
For each of the curves shown in fig.l8 an exponential 
function (equation 5*2) was fitted and the values of F^ were 
obtained. These values were compared with a simple correction 
using the ratio clock time: live time as obtained from the pulse
height analyser. Differences of 7.4^ and 8.0/^  were found
for average dead-times of l4.2^ , 21.7% and 31*6% in the correction 
factors for Bovine Liver, Bowen's Kale and animal blood respectively,
Since the dead-time changed rapidly only during the first 
part of the counting period, it was decided to delay its starting 
by 3 G. This was accomplished by using the "out" signal from the 
ICIS system to start a pre-set scaler timer (Harwell 2000 series, 
model 2236) ; after the 3 g had elapsed a pulse from the timer 
started both the M.C.A's.
The addition of this extra delay between irradiation and 
counting meant that the optimum cycling period had to be re­
calculated; using the same experiment time of 5 mins, the optimUnT* 
conditions were found to be 7 cycles of^42 s. The ICIS clocks
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were suitably set and the pulse height analyser arranged to 
collect data for l8s (0 .3 min).
Each cycling period consisted of the sections shown below:
Transfer Irradiate
/
Transfer
/ V
Wait 
/ >
Count Wait
/ . -r
/
0.5s
\ / 
19.5s
^ / 
0.5s
/
2.5s 
......\
X >
18s Is
^ ...... \
 ^ / 
3s
✓
\ 7
20s 22s
" IN " " OUT "
.The dead-time was again recorded during each counting 
period : fig. 19 shows the variation obtained for an animal
blood Sample which, of the three materials, showed the biggest 
variations. The exponential function was again fitted and the
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correction factors calculated* The values obtained are compared 
with the clock time : live time ratio in the table below.
Cycle Number Exponential-Based Correction (Fj^)
Clock Time/Live Time 
Correction % Difference
1 1.14 1.14 0.0
2 1.21 1.21 0.0
7 1.52 1.54 1 .3
From this, it was considered satisfactory to apply the simple 
clocktime : live time correction factor to each cycle, thus elimin­
ating the need (a) for a second M.C.A. and (b) to process dead-time 
data.
The inclusion of the extra delay meant that the total detector 
response would decrease: calculations showed that the number of 
disintegrations of ^^^^ e was likely to be reduced by a, 10% from the 
original 12 x 25s programme; a reduction of this order was found, 
with the standards giving ~l6 cts/ng compared with ~l8 cts/ng.
5.3 .5. Pulse pile-up
As may be seen from the table above average dead-times 
'^ 35% were encountered in the latter cycles of the animal blood-, 
analysis. It was considered possible that random coincidence summing 
or "pulse pile-up" was occurring and.giving rise to losses from the
- 90 -
photopeak of Various workers have considered methods of
(148)correcting for pile-up losses; Wyttenbach derived correcting
equations based on the resolving-time of the equipment and the 
measured real and live times; the effect of the distribution 
of the spectrum was found to have a small effect on the correc­
tion to be applied. This was due to the channel-dependent portion 
of the analyser's processing-time. This effect could be eliminated 
by using a constant dead-time per pulse if such an option is 
available - however this would increase the total analyser dead­
time. A similar calculational method was included with a correction
(i49)for varying dead-time ; this also assumes a constant linear
relationship between fractional dead-time and count-rate. The 
constant of proportionality depends on the spectrum distribution 
and in the case of cyclic activation will change from cycle to 
cycle.
The electronic method of pile-up correction is based on a 
reference peak derived from a puiser; ideally the pulses should 
be randomly generated and the dead-time correction method discussed
(12)previously includes this and hence corrects for pile-up as well.
A comparison between a calculational method and the puiser method 
has been made by Wyttenbach and Cohen both found good
agreement between the methods using a random puiser. Cohen also . 
investigated the effect of using a non-random (i.e. constant rate) 
puiser , and found that if the repetition rate was slow (~60 HZ) 
then it provided a-satisfactory method of correction. The limita­
tions on the use of a slow constant rate puiser are because
(a) it can never pile-up with itself -
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(b) a puise can never arrive during the previous pulses' 
dead time.
(c) pile-up losses vary with count-rate, and may be signifi­
cantly more at the beginning of a count than at the end.
Cohen also suggested that a difficulty of positioning
the puiser peak in a low-background region of the spectrum might 
arise, however this was not found to be a problem with the samples 
and irradiation conditions used in this work.
For this work only a constant rate puiser was available 
and the errors associated with its use are discussed below (sec.
5.3 .8).
5.3.^ . Sample and standard preparation
The solution of selenium described previously was used as 
a single-element standard; various volumes containing from 'v 50ng 
to ^1 Wg of selenium were micropipetted on to filter papers contained 
in 1 ml polythene vials. The solutions were freeze dried and the 
vials heat-sealed, and placed in polythene outer capsules.
The samples of Bovine Liver, Bowen's Kale and dried animal 
blood were weighed in polythene vials - sample weights of 200-250 nig 
were used. Further larger samples were taken and their moisture 
content determined by freeze drying to constant weight. Blanks 
consisting of empty vials and vials containing filter papers were 
also prepared. All vials and capsules used had been washed in 20%
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Analar grade nitric acid, demineralised water and Analar acetone 
and allowed to dry in filtered-air.
5«3«5* Experimental procedure.
The samples, standards and blanks were subjected to 
cyclic activation of 7 x 42s periods; each period having the 
structure as shown in section 5*3«2. A Ge (Li) detector of
resolution 2.55 keV at 1332*4 keV and efficiency 3*2% of a 7*5 cm 
X 7*5 cm Nal (Tl) crystal measured at 25 cm and 1332.4 keV was used 
with a Canberra amplifier (model l4l2). The.constant rate puiser 
was made to inject fast rise-time pulses into the "test" input of 
the preamplifier at^ 75 Hz. A Lab.en "8000*" MCA of 4096 channels 
was used to obtain y- ray spectra in the range 0 - 4  MeV; at the^  
end of each l8s counting period the data was transferred to magnetic 
tape and the memory erased. Thus 7 consecutive spectra were acquired 
for each sample or standard. The time taken to transfer the data 
to the tape is ^ 2s, and so imposed no restriction on the irradiation 
timing.
5*3.6. Data handling.
The data v/as analysed using the SAMPO programme. Modific- 
ationshad previously been made which enabled (i) the contents of a 
spectrum to be multiplied by a constant (ii) spectra to be added 
or subtracted from each other. A further variant of (i-)_was- 
introduced which multiplied the contents of a spectrum by the ratio
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clock time : live time as recorded in channels 0 and 1 of the 
spectrum.
The seven spectra obtained for a given sample were 
added together, each having first been multiplied by its 
respective clock time : live time ratio. The fitting routine 
SHAPEDO was then performed on the I6I.9 keV peak and on the 
puiser peak which was located '^ channel 3200. Constant fitting 
intervals were used for both samples and standards. The fitting 
routine was used only as a means of baseline construction, the 
quantity SUMDATA being taken as the area of a peak.
The area under the puiser peak was obtained from data 
acquired during a dummy run; the spectra were corrected for 
dead-time ( < 2% due to background only ) and added. This 
was used as the standard area for the correction of data from 
samples and standards.
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5.3.7* Results
The results for various materials are given below
Material
No. of 
Samples
Mean Conc'n 
ppb dry wt. S.B.
Quoted value 
ppb dry wt.
Deth limit 
ppb dry wt
Bovine Liver 
NBS 6 1045 4o 1100 i 1001 45
Bowen's Kale 4 174 8 l4o^ 45
Animal Blood 4 312 30 253^ 65
* Detection limit defined as 2 ’^BACKGROUND under the l6l.9 keV peak 
for the material stated.
 ^NBS Certified Value
 ^Bowen, H., J. Radioanal. Chera. Vol. 19 (197^ ) 215 - 226.
^ AAS obtained value. Private communication.
5,3.8. Discussion
The results shown above indicate that the method used was 
satisfactory for determining selenium at physiological levels. The 
values obtained for the Bovine Liver are within the quoted range but 
for the other materials are higher than other stated values.
However, the value for Kale is not certified and there is a wide
range of quoted values; for the animal blood the procedure used
•  « . . .
in obtaining the quoted value is not known. With atomic absorption 
spectrophotpmetric methods for selenium determination various
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digestion and extraction techniques are required and losses are 
possible in these procedures.
The blank vials and capsules gave small, but consistent, 
contributionsto the area of the lél.9 keV peak equivalent to 9ng; 
the inclusion of a filter paper with the blanks made no apparent 
difference to this contribution.
From this, and the yield in counts / ng Se obtained from 
standards, it is estimated that the absolute sensitivity is 4ng.
For detection limit calculations the baseline under the 
fitted peak (which comprised 6 - 7  channels) was summed and the 
criterion 2*^^used for the limit of detection. It is of interest 
to compare this value with that obtained from the parameters 
contained in the SAMPO program; the minimum detectable amplitude
a . is given here by 
min
where t = level of significance 
B = background counts
u = gaussian width parameter
Commonly t = 3*0 is used and, with the "built in" 
value of o = $.0, gives ,
a . ~ 2.85 / ¥min ..........
This suggests that the confidence limit" involved in 
using the SAMPO parameters is higher than that based on the 2 
criterion i.e. > 97-5%’*
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All the general sources of error involved in activation 
analysis are involved in the method and their contributions to 
the total may be estimated
(i) weighing and volume errors in sample and standard
%  <1S^
(ii) drying losses; the samples were not dried and
selenium in an inorganic form as in the standards 
is not susceptible to losses during freeze drying.
(iii) timing of irradiation and counting; as discussed
in chapter 2 the errors in the ICIS system are very
small, a. <1% t
(iv) counting statistics. Poisson statistics do not
strictly apply in this case; the selenium peak was
counted for each cycle and hence the population
2
of Se nuclei present was halved during this time.
The background, which was counted simultaneously, is 
considered to be due predominantly to long-lived 
products to which Poisson statistics do apply.
For the background
^ number of countsbe
and for the photopeak from ^ ^^Se
pc “ —  ' ^2= 'tnumber of counts) (1 - /^^ )
where Z = detector efficiency and assuming a counting
time of T^ .
2
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Since Z for this study is small ( "^3%) then 
0,992 i^umber of counts 
and so the quantitative departure from Poissonian 
behaviour is negligibly small.
(v) dead-time losses; the method of dead-time correction 
outlined previously gave cumulative errors of 4% in 
the case of animal blood. If the dead-time corrections 
had been made on the sum of the seven spectra an ' 
additional error 'b 3% would have been introduced. This 
is due to the fact that the number of counts obtained 
increases with cycle number; for short-lived isotopes 
this number rapidly becomes a constant (equation 2.2) 
and the errors introduced by an overall dead-time 
correction are relatively small. For long-lived products 
whose activity increases linearly with cycle number the 
errors will be higher.
However, the introduction of the puiser enabled the 
dead-time corrections to be made together with the pile- 
up corrections and the relative contributions of each 
are considered below.
(vi) pile-up losses; the use of a constant-rate puiser and 
the errors associated with it has been discussed by Cohen 
(150) the results are relevant to this study. The 
maximum puiser correction required (for animal blood) was
4%; the total discrepancy between the simple dead­
time correction was also ^^ 4% for this material, but the 
uncertainty in the fitting of the exponential function
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might account for this. To calculate the extent of
the pile-up the method of Cohen is used; the pile -
up inspection time was taken as 4.6 ys for 1 ys
shaping constants in the amplifier and the average
channel number estimated from the spectra to be
1000. This indicates that the pile-up losses in the
7 spectra were ~ 3%« Thus it appears that the puiser
correction was predominantly due to pile-up rather
than dead-time. It is also possible now to estimate
the error made by using a constant rate puiser knowing
its repetition rate and its channel location; this
proves to be very small, < 0.5% of the total pile-up 
corrections. Thus the combined dead-time and pile-up 
errors are concluded to be <1% (0^^ + dt ” 1%")*
(vii) fitting errors; in this case the SAMPO progam was only 
required for fitting the baseline under the puiser 
and photopeaks. A linear continuum is fitted but no 
estimates of uncertainties in the two parameters involved 
is given; an estimate can be made by using the differ­
ence between the data and the fitted continuum in 
regions on either side of the peak. These deviations 
were found to be 2-3 %• (
Thus the overall standard deviation of a single 
measurement may be estimated by adding the estimated 
errors in quadrature, giving the following values :
Bovine liver 4%, Bowen's Kale 6%, Animal Blood 6%.
5.3.9. Conclusion
The method proved to. be a quick and accurate means of 
determining selenium in biological materials; no sample treatment
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either pre- or post irradiative was required and the data handling 
was straightforward. The detection limits obtained are satisfactory 
for the determination of selenium at normal levels but may be too 
high for investigations on selenium deficiency. These limits are 
certainly improved by if the original 12 x 2^ s cycle programme
is used although the simple dead-time correction would result in a 
loss of accuracy. Extending the experiment to (say) 10 minutes 
would improve the limit by only if the background is due to
very long-lived activities; reducing the sample transfer time to 
0.1s would give similar improvements.
The 161.9 keV Y -ray from ^ ^^Ge is within the useful 
range of pure germanium low-energy photon detectors and selenium 
may be determined in this way; however initial studies 
with such a detector suggest that the lov; photopeak efficiency 
nullifies any improvement in detection limit that the reduced back­
ground brings about.
As suggested in the case of lead (section 2.4.^ ), 
irradiation under a cadmium sheath to examine the contribution to 
activity from epithermal and fast neutron reactions may 
bring about improvements in detection limits.
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é. Absolute Instrumental Neutron Activation Analysis
6.1 Introduction
Equation 2.1 shows the relationship between the detector 
réponse for a given emission and various nuclear and experimental 
data. ' Since the equation applies to any product of activation it 
can be used to determine absolute elemental masses of target 
elements without recourse to comparison with standards. Since 
there exists a large number of activation products each having a 
characteristic half-life and decay scheme, absolute mass determina­
tions involve the repeated implementation of equation 2.1. to an 
array of data : the nuclear part of the data (l, f, N, A,a,X) is 
constant for a given target element and may be permanently stored 
in a library, whilst the experimental part ( £,4» , t) will change 
from sample to sample.
This chapter deals with the extension of the SAMPO program 
to calculations of absolute elemental masses, and with the investi­
gation of the variation, with energy, of the efficiency of a Ge (Li) 
detector.
aksoW:e.
6.2 Ge (Li) detecto^/photopeak efficiences.
6.2.1. Efficiency measurements..
The efficiency measurements were made using standard y - ray 
sources encapsulated in polythene and contained in the ICIS tube.
This v;as done to reproduce, as far as possible the geometric, 
absorption and scattering conditions that occur when counting very
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short-lived activités - no time being available for sample removal, 
as in the case of cyclic activation.
That section of the ICIS transfer tube, containing the
Ge (Li) position stopping-pin, was removed and set up in front of
the Ge (Li) detector whose characteristics were given in 5-3 and
( 151 )whose dimensions appear in fig. 20. Standard y -ray sources 
of nominal activity 5«7 x 10^ Bq (lOyC) were doubly encapsulated 
in polythene and dropped into the tube and were stopped at the pin. 
Distances of 5i 10, 15 cm from the centre-line of the ICIS tube 
to the front of the detector-can were used; the uncertainty in 
positioning the detector was investigated by taking two measurements 
at each distance, removing and replacing the tube between each.
The polythene capsules and aluminium tube seemed likely to cause 
considerable attenuation of low energy y-rays; however significant 
additional attenuation may occur if the low-energy y -emitters are 
within a biological matrix. To simulate the extra absorbing 
material, sources giving low-energy Y -rays (^ C^o, ^^ B^a, ^^^Am) 
were wrapped in a thin layer of mylar and placed in a water- 
filled polythene vial. Tv/o measurements were again taken for each 
distance as described above.
The detector was coupled through a Canberra l4l2 Research 
Amplifier to a Laben 8000 MCA of 4096 channels. Spectra were 
acquired for various times according to source and position so that 
the standard deviation of the number of counts in the weakest peaks 
was The data was stored on magnetic tape and analysed using
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the SAMPO program.
The SHAPEDO subroutine of the program was applied to 
the regions of the photopeaks; fitting intervals were.chosen as 
being typical of those used in the subroutine FITDO which is 
normally called for the fitting of peaks in a complex sample 
spectrum. Current practice at U.L.R.C. is to use 15 channels 
on either side of the photopeak at the low energy end increasing 
this to 30 channels at the high (4 MeV) end of the spectrum.
Only the baseline construction carried out by SAMPO was used in 
the area determinations the quantity SUMDATA being taken as the 
peak area.
Since the efficiency data was to be used in absolute 
mass determinations it was essential that the effect of coinci­
dence summing be reduced to an acceptably low level. It is
possible to apply mathematical corrections for summing based on
(l52 155)the ratio photopeak: total efficiency' ’ but the procedure
is complex for all but simple decay schemes. For a given isotope
and energy the effect is dependent only on the source-detector 
distance. The decay-scheme of *^^ Co makes it a suitable source 
with which to estimate the coincidence summing effect since it 
emits y-rays of 1173-2 and 1332.4 keV in cascade. Thus any 
peak at 2505-5 keV must be asum-peak, and, if the count-rate is 
lov; so that pile-up is negligible, it can be attributed to coinci­
dence summing.
The efficiency results for the 5,10 and 15 cm distances 
were plotted as a function of energy; only the I5 cm values appeared
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to follow a smooth curve* The 3cm and 10cm values showed
133anomalies in the efficiencies measured for peaks from Ba 
which has a decay scheme from which summing is particularly 
likely to occur. The results for the 13cm distance are plotted 
on a log, log scale in fig. 21. with the error bars constructed 
from the values given in table 12. The curve drawn is that 
fitted by the SAMPO "EFFITDO" routine (sec. 6.2.2.) and visually
appears satisfactory; furthermore the area of the sura peak for
^^ Co was found to be <0.1^ of that of the 1332.4 keV peak.
Thus at 13cm any sum-coincidence effects were masked 
by the uncertainties due to (i) counting statistics (ii) j^
branching ratio uncertainties (iii) fitting errors (iv) source 
calibration errors. It was concluded, for this detector, that 
13cm was a suitable source-detector distance at which to count 
samples for subsequent absolute mass determinations. The results 
for the 13cm distance are given in table 12. for the sources in 
empty vials. The uncertainties due to branching ratios, source 
strength and counting statistics (2 runs) are at one standard 
deviation; the fitting error is the average difference between 
the fitted and actual continuum data in channels either side of 
the peak; the positional uncertainty was obtained from differences
between the SUMDATA values of the two measurements for peaks from
137 54 60Cs, Mn and Co by application of -
S+S-, ~ /o ^  ^ + 2  +
J  ^  - 1 fit 2 fit 8  ^ S pos
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where
= SUMDATA from measurement 1, 2
°1 fit, 2^fit = fitting error from
Opos = uncertainty due to re-positioning
The average value of  ^ (,0,J>°/o) was obtained for the 6 peaks -pos
and taken as the uncertainty due to source-detector distance 
measurements. Errors due to half-life uncertainties were estimated, 
and found to be < 0.2% for all the standard sources and so are not 
quoted here.
No differences, outside the relevant uncertainties, could
24ibe found between efficiencies measured with the sources ( Am, , ^
^^ Co) in air and in water, suggesting that self-absorption
in a biological matrix would be small. For the standard point
sources and capsules used, the depth of water penetrated v/as 2mm;
the resulting attenuation of a 50 keV photon beam would be < 4%
and thus no decrease in measured efficiency is likely to be observed.
for a dispersed source in a biological 
The self-absorption/matrix will be less than that for the point-
c
source geometry considered above; thus, provided the sample does 
not contain an unusually large amount of high Z elements the self­
absorption may be ignored. The solid angle subtended by a point 
source at 15cm distance is very small and it will increase only 
very slightly for a small diffuse source as in a sample.
As may be seen from table 12 the standard sources cover 
the range 55 keV to I836 k eV; in order to extend this to 4MeV 
neutron activation products were used. Samples of several standard 
biological materials were irradiated in the ICIS^facility for
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'^ lO minutes, removed and counted at 15 cm distance. Four
24 38 49 56activation products were used Na, Cl, Ca and Mn and
the results obtained for the additional five peaks are given 
in table 13. The efficiency at the reference peak energy was 
obtained by (i) logarithmic extrapolation from the nearest 
standard source peak (2112.8, 1368.4) (ii) logarithmic inter­
polation between two standard source peaks (l642.0); for the
49 ,Ca peaks the efficiency, obtained by calculation, at 2755-0
keV was used as a reference.
The logarithmic inter- and extrapolation method was 
considered applicable, since it appears that for energies 
E > 1,000 keV Ge(Li) detector efficiences show only small 
deviations from a relationship of the type
In ectlnE
(see sec. 6.2.2.)
The efficiencies were calculated from the relative 
peak areas and branching ratios, the areas being obtained by 
using the SHAPEDO subroutine as before.
At these higher energies single- and double escape 
peaks (S.E.P., D.E.P.) become prominent due to the increased 
probability of pair-production. Since the absolute photopeak 
efficiency decreases with energy, the S.E.P. and D.E.P. 
efficiencies may be greater than the full energy (photo-) peak. 
(F.E.P.) efficiency at some energies. For the detector used 
in this study and a 15cm distance, the following results were
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obtained:
/
(i) E (S.E.P.) <£ (D.E.P.) for Y-energies  ^4000 keV
(ii)  ^ (D.E.P.) <e (F.E.P.) for Y-energies 3OOO keV
(iii) E (D.E.P.) ^ (F.E.P.) for Y-energies % 3OOO keV
Relationship (i) is anticipated, since for small detectors, 
the probability of a ^11 keV annihilation Y~ray escaping is high; 
thus if pair-production takes place then double escape is more 
probable than single escape.
The relative D.E.P. and F.E.P. efficiency have been
(154)estimated theoretically and measured for various semi­
conductor detectors 156), energy at which the two efficie­
ncies are equal is a property of the volume and geometry of the 
detector and the source-detector distance.
Relationship (iii) indicates that double-escape peaks 
are preferred at higher energies for activation analysis by the 
comparator method.
However, since the pair-production process is involved,
the D.E.P. efficiencies will not follow the same curve as that of
fig. 21 and so may not be used in absolute activation analysis 
based on photopeak area measurements.
6.2.2. Photopeak efficiency as a function of y-ray energy.
In absolute activation analysis the detector efficiency 
is required at each energy corresponding to a photopeak found in
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a spectrum. These efficiencies are calculated from an analytic 
function whose parameters are obtained by fitting it to the data 
obtained using suitable sources.
For this study various functions were fitted to the data 
to determine their suitability for use in absolute activation 
analysis. Some functions have been suggested 15^ , 159)
which attempt to describe the physical processes occurring between 
the source and the detector and within the detector itself whilst 
others l6l) no physical basis. No attempt was made
here to distinguish between the two types of function, only to 
examine their goodness-of-fit to the measured efficiencies.
( -1 Ln )
The fitting program used(”FATAL" ) uses a weighted
least squares routine and is written so that (i) the function to 
be fitted is specified in a separate user-controlled subroutine 
(”MYFUN") (ii) the data may be presented in free format.
The weights accorded to the efficiencies were determined 
from the total errors as given in tables 12 and 13. A summary 
of the functions tried and fitting results obtained is given in 
table l4. As may be seen the logarithmic fifth-power series 
function (No.9) gave the smallest mean absolute deviation between 
the data and the fitted values (2.7%); the equation (No.l) used in 
the SAMPO efficiency fitting option (’’EFFITDO") gave a slightly 
worse fit with a mean deviation of 4.1%. Most of the other functions 
were not able to follow the^data closely in the region below 100 keV^  
where the efficiency falls off rapidly, due to increasing attenuation 
in the materials between the source and the detector. A further
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set of fittings was attempted for efficiencies corresponding to 
energies between 122 and 4oyi keV; as may be seen from table 15» 
function no.9 again showed the best fit with a mean deviation 
of 1.4%, with function no.l giving a mean deviation of 4.0%.
of fn.9
Examination of.the fits/for the full range of energies
(55 - 4071 keV) shows that most of its deviation occurs at the
lower energies, whilst that for function no.l appears random;
this accounts for the considerable improvement shown with function
no.9 for the truncated data and the marginal improvement found
with function no.l. Thus, in spite of the higher values for 
2both X and the mean deviation, function no.l is preferable due 
to the greater randomicity of the deviations obtained when fitted 
to the full range of data. Hence errors, in absolute activation 
analysis using Y-rays in the range considered, attributable to 
function fitting to efficiency data can be estimated at ~ - 10%.
Some relevant results are given in sec. 6.5-
6 .3 Computation of elemental masses.
In order to calculate elemental masses from experimental 
nuclear and photopeak area data (determined by SAMPO), a sub­
routine IDENT (95) been written, which may be called as an 
additional option after conventional peak fitting has been carried 
out. IDENT includes a library of nuclear data which is available
(163)separately for non-instrumental isotope identification from
Y -ray spectra.
■ The functiqp of IDENT is two fold :
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' '
(i) to identify peaks found by SAMPO with one or more
of those listed in the library.
(ii) to calculate elemental masses;using the experimental 
data provided, the nuclear data in the library, and 
the spectroscopic data obtained from SAMPO
It is possible to specify the mode of activation (i.e. 
single or cyclic) on the IDENT control card. In the case of 
cyclic activation the card contains the necessary timing and 
cycle number information to enable mass determinations to be 
carried out based on equation 2.3.
The results are divided into successful indentifications 
with attendant calculated disintegration rates and masses and 
rejected identifications with their respective reasons. The 
number of rejections listed is restricted to 50 per spectrum, a 
message being generated if further rejections occur.
A fuller description of the subroutine may be found in 
the appendix.
6.4. Experimental evaluation.
Results of absolute instrumental activation analysis for 
the determination of heavy metals were given in sec. 4.10.
Further investigations of the uncertainties associated with the 
method were carried out, based particularly on the spectra of 
?5se and ^^ Br.
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In sec. 4.10 it was noted that activation in a mixed 
reactor flux required adjustments in cross-section data before 
absolute determinations could be carried out; later samples used 
for this study were irradiated in a facility outside the reactor 
tank where the ratio of thermal : epithermal flux is 20 : 1 
(cf. ICIS ~ 2 : 1).
A variety of samples was used consisting of biological 
materials with and without ’’spiking” and simple chemical 
standards. The consistency of the overall method was determined 
both within a given spectrum, and for spectra taken from the 
same sample sequentially.
To test the validity of the method used to extend the 
efficiency-energy relationship (sec. 6.2.1.) 3 samples were made 
up, consisting of calcined bone mixed with sewage sludge. Each 
was irradiated in ICIS for 20 minutes and counted for 20
28minutes after '^ lO minutes decay (to allow the A1 activity to 
decay). The counting took place in the ICIS tube at 13cm source- 
detector distance, the detector and M.C.A. being those described 
in sec. 6.2.1. The Y-ray spectra were analysed by SAMPO and 
the IDENT option.
24 38 49Mass calculations based on photopeaks for Na, Cl, Ca
. 56..   /./ • Maximum-minimumand Mn gave the following average ranges (% range = -- ----------
X 100 )
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Isotope photopeak keV average fitting average
error % %
1368.4 0 .7 4 .3
58ci
2755.6 0 .9
1642.0 2 .1 8 .9
49ca
2166•8 1 .6
3083.0 0 .8 4.6
5^Mn
4071.0 2 .0
846.9 1 .2 5 .2
1810.7 1 .0
2112.8 1 .6
27The error due to interference from the Mg peak at
844.0 keV was estimated from the peak at 1014.1 keV, to be 
< 1%.
No comparisons were made of values obtained for different 
samples, because the mixture was not well-homogenised.
The decay-schemes of *^ S^e and Table
l6 ) make them suitable activities through which to investigate
the effect of efficiency variation on mass determinations.
Bromine concentrations in blood (see p 118 ) were considered
82sufficiently high to give strong peaks due to Br after several 
hours irradiation. Accordingly a sample of 400 rag of animal 
blood was spiked.with 2mg of a selenium solution and the
mixture irradiated for ^7*5 hours in a neutron flux of 'V/ 2 x 10  ^^ 
cm  ^S  ^after freeze drying. The sample was allowed to cool 
for one hour and then counted using the y-spectrometer system 
described above. ^  Four spectra were acquired sequentially with 
various counting and decay times. As may be anticipated with a 
complex sample, severaljpases of Y-ray interference occurred
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but of the two isotopes of interest only that between the 92.2
82 75keV Y -ray from Br and the 96,7 Y -ray from Se were observed.
75The results from the 9 peaks of Se ranging from 66.0 
to 400.7 keV each of which had fitting errors < 8%, showed
(i) within a given spectrum the S.E. of the mean calculated
selenium content was 12 - l4%
(ii) for the sequential spectra the four mean calculated 
selenium contents gave a S.E. of the overall mean of 
2%.
82Only the 8 strongest peaks of Br were found and fitted 
by the SAMPO programme, and fitting errors ranged from y/o -
20%. Results for this isotope showed,
(i) within a given spectrum the S.E. of the mean calculated
bromine content was 1 0 - 15%
tii) for the sequential spectra, the four mean calculated
bromine contents gave a S.E. of the overall mean of 5^
75The 66.0 keV peak from Se consistently gave lower values 
( 20%) than the other peaks and accounted for most of the
82"within-spectrum” variation quoted above. For Br the less
intense peaks were not found and fitted and the 92.2 keV peak
75had gross interference from the much stronger Se peak. 
Accordingly sepbtrate. standards of selenium and. bromine fusing 
ammonium bromide) were prepared.
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The selenium standard was irradiated for 7*3 hours 
and three sequential spectra acquired starting after 24 
hours decay. The results obtained showed very little change 
from those quoted above; the S.E. in (i) and (ii) respectively 
were 10 - 12% and 1.3%. Consistently low values from the
66.0 keV peak were again obtained.
The bromine standard was also irradiated for~ 7*3 hours and
the first count started after 48 hours. Ten 200s spectra
were acquired with 100s between each; after a further 30 hours 
decay, nine similar spectra were acquired (there were ten but the 
tape-deck lost one). Each spectrum was analysed in the same way 
using SAMPO and the IDENT option; 6 - 8  weaker peaks were also 
fitted, thus giving 13-l6 values of the bromine content from each 
spectrum. It was found that 13 peaks ranging in energy from
92.2 keV to 1630.3 keV were fitted in all 19 spectra.
Fig. 22 shows the deviations from the overall mean of 
masses calculated for the 3 selenium spectra based on all 9 
peaks and the 19 bromine spectra based on 13 peaks. Also shown 
are the deviations between the fitted and experimental points
for the efficiency data using the SAMPO relationship (function 1).
From this it appears that self-absorption within the 
sample material is occurring in both cases, leading to calcu­
lated masses which are too low if based on peaks < 100 keV.
Also it seems-that the systematically low fit to the efficiency 
data from I60 -‘ 3OO keV leads to calculated masses being
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significantly higher, than the overall mean, if peaks in this 
region are used.
The self-absorption within these standards was higher 
than would be experienced with a biological or environmental 
sample due to the large amount of relatively high Z material 
present in each case. However, the preponderance of peaks in 
the region <100 keV coupled with the poorer resolution of 
Ge (Li) detectors at these energies makes it unlikely that 
absolute exterminations based on such peaks will be sufficiently 
accurate.
The bias shown in the fitted efficiency data in the 
~ l60 - 300 keV region may be reduced in one of two ways,
(a) the deviations as shown in fig. 22 may be used to correct 
masses calculated from peaks in that region (a similar method 
was recently suggested by Zobel et al ^^^ ^^)or (b) a different 
function may be fitted to the efficiency data excluding the 
low energy region (section 6.2.2.) in order to obtain smaller 
fitting errors.(For the particular case of bromine a correction 
by method (a) to the 221.5 keV - and 273«5 keV - based masses, 
reduced the deviations from the overall mean from 13% to 2.2% 
and from 9.6% to 4.4% respectively).
Whilst method (a) is suitable for a small number of 
corrections, it is desirable that modifications be made to 
SAMPO, so that the efficiency fitting routine ’’EFFITDC” includes 
several functions from which the experimenter may choose the
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most suitable.
As may be seen from fig. 22 the calculated masses show 
deviations between 22% and +l6 % for all the peaks, between
66.0 keV and I65O.3 keV,this may be considered satisfactory in 
certain applications without the need to apply self-absorption 
or fitting-error corrections.
6 .5 Accuracy
The biggest single factor in obtaining accurate absolute 
mass determinations is in the value assigned to the neutron flux.
If the irradiations are carried out in a region where the flux 
is well-thermalised and has been previously estimated, then 
this value may be used directly in IDENT. Uncertainties associated 
with flux measurements at U.L.R.C. (see table 2) are quoted at 
- 10% For irradiations in well-thermalised fluxes of
uncertain magnitude then the calculations may be based on the 
single comparator method. In this method a known quantity of a 
single element, having a well-known cross section, is added to 
the sample.
Absolute mass determinations would then be carried out 
with a nominal value of the flux specified on the IDENT control 
card,and adjusted by reference to the comparator element.
If the irradiations are carried out in a mixed reactor 
flux then a multicomparator will be required to estimate the 
contributions to the flux of the various energy regions. This
, - J 16 - ■
is, effectively, the procedure used in the determination of heavy 
metals as described in sec. 4.10.
The use of comparators neutralises to some extent, one 
of the advantages of an absolute method - the elimination of the 
need for standards. However, in the case of the single comparator, 
one measurement may suffice to determine the flux well enough for 
future use; furthermore, only a single element is involved and 
complex multi-elemental standards are avoided. If a multicomparator 
is required, its preparation may be as time-consuming as that of a 
standard, if numerous elements are to be estimated from an irrad­
iation in a poorly thermalised flux.
The selenium and bromine standards were irradiated in a 
11 —2 —1thermal flux of 1.66 x 10 n.cm” s~ ; each of the target nuclei
74 8l (170)( Se, Br) has resonances in the epithermal region and
so use of the thermal cross-section in the calculation will result 
in errors. The errors can be calculated from a knowledge of the 
resonance integral for each nuclide and the cadmium ratio for a 
known material irradiated in the same position. In the two cases 
considered here, the errors amount to 40% for Br and yf/o for 
Se in the given position, the cadmium ratio for cobalt being
(169)15.2 . These corrections were applied to the average mass
determined in each case, and a comparison made with the known 
sample mass; for bromine the calculated mass was l4% lower than 
the value'obtained by weighing, and for selenium 21% lower.
Absolute instrumental activation analysis is at a relatively 
early stage of development and in general —  ^has not_jDeen
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accepted for routine work because of the large amount of data, 
with its associated errors, required. The work described 
above attempted to quantify some of these uncertainties and 
some suggestions for further improvements are discussed in 
Chapter 7*
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7* Suggestions for further work.
Table 3 listing the short-lived neutron activation 
products suggests that there are several isotopes which as yet 
have not been exploited in analytical work. Of biological 
interesb^ iF/'^ ^^ Br since it has been demonstratedthat
elevated bromine levels are associated with certain diseases.
The sensitivity of a method based on ^^^Br production in a 
mixed thermal/fast flux (as in ICIS) would appear to be satis­
factory; the 207.9 keV peak from Br was consistently found 
' and fitted by the SAMPO programme for all the biological materials 
used in the selenium investigation. Furthermore interferences 
in biological samples are unlikely and the blank contribution 
appeared extremely small. It should thus be possible to detect 
and estimate fluorine,chlorine and bromine in a cyclic activation 
programme of suitable period, based on the short-lived products 
20jp, 58^22 and ^^^Br ; iodine could be determined using
(Tjl = 23 minutes) by counting for a short time after allowing 
2
sufficient time for the ^^ Ne interference activity from ^^a (n,p) 
activation to decay. This would then provide data on all the 
halogens in a short investigation.
(173)The instrumentalanalysis of.rhodium using a low-
energy photon detector and the 31 keV emission from is
being investigated ; as mentioned previously (^ ^^ Oa) sensi­
tivity of such a detector for analysis of selenium, bromine and 
scandium ( using ^ ™^Sc) is under.study to see if it offers any 
advantages over a Ge(Li)'detector.
%
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  Under construction at U.L.R.C. is a new fast transfer
system which will enable samples to be irradiated in a facility 
with optional cadmium and boron sheathing. The contribution to 
the activity of the numerous metastable states listed in table 3 
which derives from epithermal and fast neutron reactions will 
then be able to be investigated comprehensively; some improve­
ments in detection limits may subsequently be found.
For the analysis of heavy metals in sludges the 
optimisation of an extended irradiation and count scheme with a 
determination of the detection limits thus obtained would give 
a complete statement of what could be achieved. (The acceptance 
of the method elsewhere as being economical for routine use may 
prove a more difficult task).
The selenium investigation demonstrated the viability 
of instrumental determination of the element. It seems that a 
variety of medical and biological applications would be worth­
while to determine any further correlations between selenium 
levels and disease. (It would also be of interest to determine 
selenium levels in garlic).
Various modifications to SAMPO have already been made 
at U.L.R.C. but with such a comprehensive program further 
suggestions are continuously forthcoming. The addition of the 
IDENT subroutine greatly increased the core space required hence 
the category of such computer-Jobs increased-and the turn-round 
time did likewise. It is suggested that IDENT be also made into
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a separate program and that results from SAMPO on peak energies 
and areas and efficiency data be stored on permanent file if 
required. The IDENT program could then be used for mass deter­
minations after an inspection of the conventional SAMPO results 
had been made. The accuracy of the mass determinations being 
very dependent on the flux and/or cross section data, the nuclear 
data library contained in IDENT could be expanded to include
(175)resonance integrals . The user could then read in the
relevant cadmium ratio and the mass calculation loop be modified 
to include this information.
In the SAMPO program itself the "EFFITDO” efficiency/
energy function fitting option should be expanded to include
several functions; this is not a particularly arduous task since
SAMPO uses a central minimising routine ’^VAPMIT" for all
its function fitting procedures, and would thus only involve the
setting-up of some options selected with the EFFITDO control card.
One other modification to SAMPO which seems overdue concerns the
fitting of the baseline under peaks; the choice is between a
linear and a quadratic function and is made by the user. The
(6)quadratic function is usually preferred but anomalous shapes 
do appear in baseline constructions and tedious re-running is 
required; it is suggested the function to be fitted to the 
baseline be suitably constrained so that such anomalies cannot 
arise. This could be achieved by using an odd-order polynomial, 
and requiring that a point of inflexion occur in a position 
coinciding with the peak centroid. This would add to the number
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of parameters involved in the normal fitting' option "FITDO” 
and hence to the computing time required and so should be 
available as an option as specified on the FITDO control 
card.
Finally, the design and construction of a dead­
time stabiliser for use in cyclic activation analysis using 
short-lived products would reduce the amount of data handling 
and simplify the corrections that need to be applied. The 
requirements of such a device are outlined in section 5«3.2.
> %
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APPENDIX
The IDENT subroutine,
(i) Identification.
The energies of peaks found by SAMPO are compared with 
energies of Y -rays contained in the library. Possible identi­
fications occur if the library peak falls within the error bar 
of the fitted peak. The extent of the error bars is determined 
by the energy calibration uncertainty (assigned by the experimenter) 
and the peak centroid fitting uncertainty (calculated by SAMPO).
The fitted peaks, in order of increasing energy, are examined and, 
all possible identifications are noted. Two criteria are then 
applied;
(a) if the time between the end of irradiations and the 
start of counting is > 20 x half life of the assigned 
isotope then the identification is rejected; this 
decay time is read in on the control card which calls 
IDENT.
(b) if, for the assigned isotope, the energy of most intense
Y -ray was within the range covered by the SAMPO fitting 
routine, and a peak was not found at that energy, then 
the identification is rejected.
(ii) Calculations . . .
Identifications from (i) are then subjected to further 
examinations,calculations and criteria before being tabulated as
. - 139 -
results.
(a) a peak at 5H keV is identified as annihilation 
radiation and no further calculations applied
(b) identified isotopes known to contribute to the 
natural background are labelled, and only a simple 
disintegration-rate calculation carried out.
(c) if insufficient data is available, in the library, 
for calculations to be carried out on an identified 
isotope, then a suitable message is generated.
Products of fast neutron reactions, escape peaks, 
and lack of data are each individually labelled.
(d) if the isotope identified is the daughter of an 
activation product, then a calculation is carried 
out to determine the mass of the parent element.
(e) if the isotope identified can be produced both by 
the decay of a radioactive daughter and directly
by activation, then a special calculation is carried 
out based on both production modes.
Identified isotopes, not already treated by any of the
above, are subjected to disintegration rate and elemental mass
calculations. The experimental data required are, the irradiating
flux, the time of irradiation, the decay time, and are specified
- *
on the IDENT control card. The calculation allows for the decay 
of an isotope during a counting period and makes a (simple) dead­
- i4o -
time correction. If the live'and clock times are not contained 
in the spectrum, they may also be read in with a control card. 
Optionally, the mass of the sample may also be entered on the 
IDENT control card.
If any mass is found to be negative,the corresponding 
identification is rejected; this can occur if the efficiency 
fitting has gone drastically wrong. Any calculated mass > 
sample mass leads to rejection of the corresponding isotope, this 
criterion not being applied if the sample mass is not provided.
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Table 1
REACTOR SPECIFICATION
Maximum thermal power 
Fuel elements
Plate material
Enrichment
Cladding
Max. no. of plates per element 
Wt. of U235 per element (nominal) 
Critical mass (clean core)
Reactor core 
Geometry
Operating mass of U235 
- Excell reactivity 
Moderator, coolant and reflector
Control rods
Material : safety and coarse rods 
fine rod
Reactivity worth
fine rod 
coarse rods (2) 
safety rod
Coolant flow
Max. temperature rise (inlet/outlet)
100 kW
Standard MTR type 
Uranium/aluminium alloy
80^ U233
Aluminium 
12 or l6 
138g or l80g
3043g U235
24 elements in parallelepiped 
3265g (typical)
l.O^ o (typical)
Light water
Cadmium sheathed in stainless steel 
Stainless steel
0.5#
1.4^ and 2.2^
2.2%
9000 litres/hour
10°C
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Table 2
REACTOR IRRADIATION AND BEAI4 FACILITIES
n Thermal flux Fast flux
— ^ (n/cm2, sec) (n/cm^ . sec)
Vertical tube in centre of core
(ICIS pneumatic sample irradiation '
system) (2.5cm. dia) 2 .5 x 10 1 .1 x 10
Vertical tubes (2) at side of core
(3*1cm. dia.) 1 .6 x 10 (max) 0 .6 x 10 (max)
Horizontal beam tubes (9)
(Minimum 15 cm. dia.) 3 x 10 to 3 x I0" 10 to 10
Vertical tube terminating in ^
graphite near tank (I3 cm. dia.) 3*3 x 10 10
Thermal column with horizontal and Q* *
vertical branches (9I x 91cm) 1 x lo" 5 x 10
Vertical thermal column facility 3 x 10  ^to 10  ^ - -
Irradiation holes (6) in thermal 
column (5 at 7 .6 x 7.6cm.; 1 at
18 X 18cm) 1 .7 X 10 (max) 1 x 10 (max)
Bare face thermal column:
containing NISUS fast neutron *
spectrum assemly (9I x 91 cm) 5 x 10 10
10* 10*
Through tube (9.3cm. dia.) 5.3 x 10 2 x 10
Beam tube terminating in cave
in shield (7.6cm.dia.) 3 .3 x 10 10
NOTE:
The quoted thermal flux is the Wescott flux and the fast 
flux is the"equivalent Ni flux". Estimated values are 
indicated by asterisks.
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Table 3
Column 1. Target nucleus.
2. Neutron induced reaction.
3* Cross section for thermal neutrons.
4. Product nucleus.
3* Predominant decay mode.
6. Half life in seconds.
7» Most prominent Y -ray energies.
8. Absolute intensities of y -rays in col.7»
9« y -ray interferences from major elements.
10. Interfering neutron reactions.
11. Saturation activity. (Bq) for 3 y g of element 
in a thermal neutron flux of 1 n.cm”  ^S~^ .
12. Comments.
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Tablé 5
GIVtN THC FOLLOWING 0*T*«-
Sr*dL£ ISOTJHt SE. 76
PWOUIJCT ISOTOPE SE. 774
CPOSS StCnon ,?20000E-22
ATOMIC .FIOMT ÜF ELEMENT 74.000
ISOIOPIC Ao ü nJANCE "090
OtC*T c o n s t a n t FOO PPOo UCT i sotope .0396
INTENSITY 50.0
KASS .lOOOOOE-OS
OETtCTON e f f i c i e n c y ,|00000£-02
SELENIUM
C2/AT0M
GNS
SEC-1»
GNS
value OF CONSTANT .2d4810E«03
GIvEn TrE FOLLCv InG OATa !-
STAdLE ISOTOPE HA IJ8
•PPOOUCT isotope HA 139
CROSS s e c t i o n .AOOOOOE-Za
ATOMIC WEIGHT OF ELEMENT 137.000
ISOTOPIC Ao o NUAnCE .730
d e c a y .Co n st a n t fo r pr od u c t isot o p e '.oooi
in te n s i ty • 23-0
MASS «100000E-OS
d e t e c t o r e f f i c i e n c y .IOOOOOE-02
BARIUM
CH2/AT0M
CMS
SEC-1«
GMS
VALUE OF co ns t a n t .3I6669E*0N
SIG/SORT.B
655.5
716.8
750.0
772.2
788.0
799.5 
809.s’
8 1 6 . 0
822.2
827.5
832.0 
8 36. I
839.8 
843. I
646.1
8.8.9
851.6
854.0
856.3
859.5
862.5
613.9
671.2
705.2
726.7 
741.a
753.0 
761 .8
764.9 
. 774.9
780.0
784.4
788.3 
79i .6
795.1 
798. 1 
H0Q.8
803.4
805.7 
8W8.0
810.1 
8 1 2 .1  
814.0
815.8
'.TIME TRANS.TIME IRRAU TIME c y c l e time
1 0 0 .1) 2 . 0 14.7 33.3
150.0 2 . 0 16.8 37.5
2 0 0 . 0 2 . 0 18.0 40.0
250.0 2 . 0 15.9 35.7
300.0 2 . 0 1 6 . 8 37.5
350.0 2 . 0 17.4 38.9
2 . 0 18.0 40.0
2 . 0 16.8 37.5
SuO . 0 2 . 0 17.2 38.5
550.0 2 . 0 17.6 39.3
2 . 0 18.0 40.0
65u.O 2 . 0 17.1 38.2
700.0 2 . 0 17.4 38.9
750.0 2 . 0 17.7 39.5
8 0 O.O 2 . 0 18.0 40.0
850.0 2 . 0 17.3 38.6
900.0 2 . 0 17.6 39.1
950.0 2 . 0 17.8 39.6
1 0 0 0 . 0 2 . 0 18.0 40.0
1050.0 2 . 0 17.4 38.9
1 1 0 0 . 0 2 . 0 17.6 39.3
1150.0 2 . 0 17.H 39.7
1 2 0 0 . 0 2 . 0 18.0 40.0
1 0 0 . 0 3.0 2 2 . 0 50.0
150.0 3.0 15.8 37.5
2 0 0 . 0 3.0 17.0 40.0
250.0 3.0 17.8 41.7
300.0 3.0 18.4 42.9
350.0 3.0 18.9 43.8
3.0 19.2 44.4
450.0 3.0 19.5 4 5 . 0
500.0 3.0 19.7 45.5
550.0 3.0 19.9 4S.8
600.0 3.0 2 0 . 1 46.2
650.0 3.0 2 0 . 2 46.4
700.3 3.0 18.9 43.8
750.0 3.0 19il 44.1
800.0 3.0 19.2 44.4
850.0 3 . 0 19.4 44.7
900.0 3.0 19.5 45.0
950.0 3.0 19.6 4 5 . 2
looo.o 3.0 19.7 45.5
1050.0 3.0 19.8 4 5 . 7
1100.0 3.0 19.9 45.8
1150.0 3.0 20.0 46.0
1200.0 3.0 20.1 46.2
COUNTS c o u n t s
c l e s s e l e n i u m BARIUM
3 184.1 .1
4 296.5 .2
5 407.9 .3
7 504.9 .4
8 616.3
9 727.3 .8
10 837.9 1.1
12 936.2 1.3
13 1047.0 1.6
14 1157.6 2.0
15 1268.0 2.3
17 1366.8 2.7
19 1477.3 3.1
19 1587.8 3.S
20 16y8.0 4.0
22 1797.1 4.5
23 1907.6 5.0
24 2017.9 5.6
25 2128.1 6.2
27 2227.4 6.7
29 2337.7 7.4
29 2448.0 8.1
30 2558.1 8.8
2 182.9 .1
4 261.1 .2
5 362.2 .3
6 462.7 .4
7 562.9 .6
8 662.9 .8
9 762.7 1.0
10 962.4 1.3
11 962.0 1.5
12 1061.5 1.9
13 1161.0 2.2
14 1260.5 2.6
16 1344.0 2.9
17 1443.7 3.3
19 1543.4 3.7
19 1643.0 4.2
20 1742.5 4.7
21 1842.1 5.2
22 1941.6 5.8
23 2041.1. 6.3
24 2140.5 6.9
25 2240.0 7.6
26 2339.4 8.2
COUNTS
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Table 7
SUM-DIFFERENCE SYSTEM - RESULTS FOR ^ N^a
Absolute Resolution, Background count
S.C.A, (AE/E)^ efficiency %____  rate,
1.3 3.4 X 10-4 5.2 0.02
3.8 5.2 X 10-4 5.6 o.o6
8.9 8.8 X 10-4 6.0 0.13
19.0 1.5 X 10-2 7.9 0.33
34.0 2.3 X 10-2 9.6 0.56
55.0 3.3 X 10-2 10.4 0.85
- 155
Table 8
Reaction used Product T^ Selected y-ray 
(keV)
Sensitivity 
y g
Detection 
limit ppm
2°Ti(n,Y)2 T^i 5 .8 min. 320.0 8.4 280
2^V(n,Y)2^V 3.75min. 1434.4 0.08 2 .5
20cr(n,Y)21cr 27.8 d. 320.0 60 2000
22Mn(n,Y)2 M^n 2.58 hr. 1810.7 0.09 3
2^Fe(n,Y)2%e 45.5 d. 1291.6 >20,000 600,000
29co(n,Y)60™Co 10.5 min. 1332.4 1 .5 50
G4Ni(n,Y)^2Ni 2.56 hr. 1481.2 75 2500
^2cu(n,Y)^^Cu 5 .2 min. 1039.0 4.3 l4o
^^Zn(n,Y)^^Zn 13.8 hr. 438.7 110 3700
'^2As(n,Y)’^ A^s 26 hr. 559.2 1 .5 40
?Gse(n,Y)7?mse 17.5 s. 161.9 0 .05 1 .5
8Gsr(n,Y)G7msr 2.85 hr. 388.5 4. 135
109Ag(n,Y)n0Ag 24 s. 657.4 0.04 1 .3
^”^*^ Cd(n,Y )^ °^"'Cd 48 min. 245.4 2.4 80
54 rain. 417.0 0,002 0 .0 6
124sn(n,Y)122*8n 9 .5 min. 332.0 3 .5 115
^^^Sb(n,Y)^^^Sb 2 .8 d. 564.0 3 .0 , 100
128Ba(n,Y)139Ba 83.5 min. 165.8 2 .3 80
197Au(n,Y)198Au 2 .8 d. 411.8 0.1 3
19GHg(n,Y)^99^Hg 43 min. 158.3 0 .7 22
20fpb(n,Y)297mpb 0 .8 s. 569.6 12 400
-  156
Element
Ti
Cr
Mn
Fe
Co
Ni
Cu
Zn
As
Se
Table 9
Heavy metal content of sludges (ppm dry matter)
Note Range - Mean Median Detection limit this work
(a) < 1,000- 4,500 2,000 2,000 280
(f) 1,200- 2,400 l,84o
(a) 20- 400 75 60 2.5
(f) 16- 4l 25
(a) 4o- 8,8oo 980 250 2,000
(b) 10- 2,000
(c) 2- 9,800 148
(d) 16-16,000 4,385
(e) 270- 3,600 600
(f) 92-10,700 2,040
(a) 150-2,500 500 400 5
(d) 60- 500 345
(f) 230- 1,400 640
(a) 6,000-62,000 24,000 21,000 600,000
(d) 3,300-74,000 20,300
(e) 5,200-23,100 17,500
(f) 14,600-29,700 20,700
(e) 5.6 -10.8 7.0 50
(f) 6 -60 16
(a) 20- 5,300 510 80 2,500
(b) 10- 500
(c) 5-11,000 80
(d) 7- 1,50c 390
(e) 38- l,o4o 460
(a) 200- 8,000 970 800 140
(b) 200- 2,000
(c) 5-11,600 70 500
(d) 162- 2,200 970
(f) 129- 2,890 1,090
(partial)
(a) 700-49,000 4,100 3,000 3,700
(b) 500- 5,000
(c) 80-54,500 1,200
(d) . 610-19,000 3,980
(f) 111- 1,900 470
(g) 1- 10 .40
(h) 16
(e) 1- 4 2 .8 - 1.5
(f) 0.4- 11.6 1.7
.(h) - '47
-
^  «
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Table 9 (continued)
Detection limit
Element Note Range Mean Median this work
. Sr (a) 80- 2,000 340 300 • 100
(f) 119- 875 345
(partial)
Ag (a) 5- 150 32 20 1 .3
(f) 0.04 - 0 .7 0 .3
Cd (a) < 60- 1,500 < 200 80
(c) < 1- 1,500 150
(d) 2- 147 29
In (f) 0.04 - 0 .12 0.07 0 .06
Sn (a) 40-700 160 120 115"
Sb (d) 2.9- 0 .5 6 .2 100
(f) 4.5-15.9 8 .6
Ba (a) 150- 4,000 1,700 1,500 80
(f) 410- 2,100 1,150
Au (i) 0.1- 7 3
Hg (d) 1- 24 8 .7 22
(e) 3- 320 63
(f) 9- 84 36
Pb (a) 120- 3,000 820 700 4oo
(b) 200- 2,000
(c) 20- 3,000 600
(d) 85- 4,000 1,860
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NOTES FOR TABLE 9
(a) M.L. Berrov/, J. Webber, J.Sci.Fd.Agric. 1972 23, p.93-100» Analysed 
42 sludges from rural and industrial tov/ns in England and Wales; 
sample preparation included dry-ashing at 450*^ 0,
(b) R.O. Williams, Water Pollution Control 74 (5) 1975* Invited Paper 
No.3- Analysed sludges from l82 plants in England and Wales using 
wet-ashing and AAS. Ranges are described as "typical".
(c) A.D.A.S. Advisory Paper No.2. "Composition of Organic Manures and 
Waste Products used in Agriculture". Ministry of Agricultur Fisher­
ies and Food (1970)«
(d) J.C. Van Loon, J. Lichwa, D. Ruttan, J. Kinrade, Water, Air and Soil 
Pollution 2 (1973) p.473-482. Analysis of 9 Canadian Sludges using 
AAS together with wet or dry ashing according to volatility of 
particular element*
(e) Jack N. Weaver, Albert Hanson, James McGaughey and Frederick J. 
Steinkruger. Water, Air and Soil Pollution 3 (1974) p.327-335* 
Analysis of 7 sludges from 6 North Carolina (U.S.A.) cities using 
NAA and long lived activities. Samples dried for 10 hours at 75°C*
(f) R.A. Nadkarni and G.H. Morrison, Environmental Letters 6 (4) 1974 
p.273-283. Analysis of sludges from 10 Indiana (U.S.A.) cities 
using NAA and both long and short-lived activities. Samples were 
oven dried and sintered.
(g) A. Chattopadhyay, IAEA Symposium on the Development of Nuclear-Based 
Techniques for the Measurement, Detection and Control of Environ­
mental Pollutants. Instrumental Photon Activation Analysis of Sludges, 
Values quoted are for an Industrialised and non-Industrialised City.
(h) B.F.H. Wiseman, G.M. Bedri, J. Radioanal. Chera. Vol. 24 (1975)
p. 313-320. NAA and other methods for heavy metals in a sludge from 
a moderately industrialised region. NAA values quoted.
(i) A. Egan, N.M. Spyrou, Unpublished. Results from long irradiations 
arid counts on similar sludges to those quoted in Table 10.
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Table 10
Concentrations of Heavy Metals in Various Sludges
Industrial Input
All values are ppm dry matter
N.D. = Not Detected -
Sludge No• B5 B6 ,B7 GN BR ■ SI S2 RM
Industrial Input* C B C A D D C D
Ti N.D. l4io 1300 1330 2040 640 3400 980
V N.D. 18 20 20 50 60 13 43
Cr N.D. N.D. N.D. N.D. N.D. N.D. N.D. N.D.
Mn 300 260 200 460 260 130 240 680
Fe N.D. N.D. N.D. N.D. N.D. N.D. N.D. N.D.
Co N.D. N.D. N.D. N.D. N.D. 60 N.D. N.D.
Ni N.D. N.D. N.D. N.D. N.D. N.D. N.D. N.D.
Cu N.D. 940 1130 330 1730 2620 1730 1120
Zn N.D. N.D. N.D. N.D. N.D. 6000 6000 N.D.
As N.D. N.D. N.D. N.D. N.D. N.D. N.D. N.D.
Se N.D. 5 6 1.4 5 20 9 13
Sr N.D. 180 230 213 120 530 270 233
Ag N.D. 15 10 1 60 32 23 20
Cd N.D. N.D. 120 N.D. N.D. 680 N.D. 73
In 3000 0.07 0 .3 N.D. N.D. 0 .7 0 .1 0 .1
Sn N.D. N.D. 300 210 300 460 290 290
Sb N.D. N.D. N.D. N.D. N.D. 330 N.D. N.D.
Ba N.D. 460 330 700 830 3020 660 203
Au N.D. 4 6 N.D. N.D. ' N.D. N.D. N.D.
Hg N.D. N.D. N.D. N.D. N.D. . N.D. N.D. N.D. ,
Pb N.D. N.D. N.D. * N.D. ■ N.D'. 830 N.D. 730
A -'None
B - Little input ; light industry 
' C - Considerable input ; light industry-, _
D~- Considerable input I-, heavy and y^ ght iijciustry
— i6o — 
(4)Table 11
Target
nuclide
Natural
Abundance
(#)
Activation 
cross section 
(barns)
Product
Isotope Half Life
Most-intense 
Y -ray 
(keV)
7'^ Se 0.87 30 75se 120d 265 (60#)
76se 9.02 63 77se stable
22 17.5s 161.9 (30 )^
7?8e 7.58 42 78se stable -
78se 23.52 0 .05 7?Se X lO^ y -
0.36 3.(%a 96 (9#)
8°Se 49.82 0 .5 18.6m 830 (0 .2^0
0 .1 8l«»se 60 m 103 (8%)
9.19 0.004 83se 25 ra 360 (69#)
0 .05 83mse 70 s 1031 Wo)
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Table 14
Functions fitted to efficiency data 
for the y -energy ran^ e 53-4071 keV 
s = absolute photopeak efficiency 
E = Y -ray energy 
P^ , Pg ...  fitting parameters.
F U N C T I 0 N Mean absolute
No. Equation X2 deviation
(#)
,(3) P Pi ^  e=P^(ir2 + Pje 4' ) 0.05 4.1
2(160)
' E ^ G
0.04 4.1
3
E^s-P^+P^Ed... P^^ 0.85 13.3
4
....
FAILED SDO CONVERGE
5 In e = P^  + Pg In E 0.08 24.1
6 In E zzP^ +Pg In E+P^(lnE)^ o.o4 19.0
7 In e -P^+P^ In E+.....P^ (lnE)^ 0.01 9.1
8 In e=P^+P2 In E+___P^dnE.)^ 0.003
) '
3 .2
9 In 6=P^+P^ In E+....P^(lnE)5 0.001 2 .7
10 In e=P^+P^ In E+....P^ (lnE)^ 0.001 Parameter uncer­
tainties un-
acceptably large
•0- 0  ^ ‘ "O . <
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Table l4 continued
F U N C T I O N  
No. Equation
Me&n absolute
deviation
(%)
11 In E rrP^ +P^  lnE+... .Pg(lnE)*^
12
(162b 
13
In E=(P^+P In E) P3
e = P e^
E^3
0.001
0.098
0 .9
Parameter uncer­
tainties un­
acceptable large
14.8
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Table 15
Functions fitted to efficiency data 
for the Y -ray energy range 122-4071 keV
Function No. X2 Mean absolute deviation %
1 0.04 4.0
2 . 0.06 4.6
3 0.51 10.8
4 0.15 7.2
5 0.002 4.4
6 0.002 4.3
7 0.001 5.6
8 0.001 2.3
9 0.0004 1.4
10 0.0004 Parameter uncertainties
. unacceptable large
11 0.0004 Parameter uncertainties
unacceptable large
12 F A I L E D T O  C O N V E R G E
13 F A I L E D T O  C O N V E R G E
-V p. “
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Table 16
Absolute Y-ray intensities and uncertainties 
for 75se (165) 82gr (166)^
Sjl  ' Lx. I Y (%)
75se
66.0 0.008 11
96.7 0 .033 8 .9
121.1 0.17 5 .0
136.0 0.38 4.7
198.6 0.014 4.9
264.6 0.59 4 .0
279.5 0 .23 5.1
303.9 0.013 5 .2
400.6 0.12 , 6.1
S^Br
92.2 0.0073 5 .6
221.3 0.0223 3 .7
273.5 0.0079 5 .3
554 .3 0.707 0 .6
606.3 0.0117 7.1
619 .0 0.431 1.2
698 .3 0.279 1 .5
776.6 0.834 1 .0
827.8 0.242 1 .0
952.1 0.0037 0 .7
1007.6 0.0131 2 .3
1043.9 0.273 1.2
1081.4 0.0063 3 .3
1317.5 0.269 , 1.2
1474.8 0.166 1 .0
1630.3 0.0079 3 .3
List of Figures
1. Y-ray spectrometer.
2. U.L.R.C. Reactor Experimental Facilities.
3. U.L.R.C. Reactor Core Plan.
4. The I C I S Facility.
3. Apparatus for measurement of transfer times in I C!I S.
6. Activity variations in cyclic activation.
7. Detector response vs. periodic time for ^^^^Pb (T^  = 0.8s).
8. Detector response vs. periodic time for ^^8 (T-J=306s) and ^^Ca (Ti=322s)
?
2079. Optimum periodic time for detection of Pb (T^ =0.8s) with and without
interferences.
10. Single Nal(Tl) detector and sum-coincidence spectra for N.B.S. Orchard
leaves.
11. Modified sum-coincidence Y-ray spectrometer.
12. Block diagram of low energy discriminator and pile-up rejector.
13» Relative count rate vs S.C.A. threshold setting for ^^ *^ P^b and ^^ Na. 
l4. Single Nal(Tl) detector, and sum-coincidence spectra for O.3 mg Pb.
13" Histograms of lead content of paint-flakes.
16. Block diagram of sewage treatment works.
17. Apparatus for measurement of dead-time as a function of time.
18. Variation of dead-time with counting time for three biological materials
(no delay).
19. Variation of dead-time with counting time for animal blood (3s delay).
20. Encapsulation and dimensions of Ge(Li) detector.
o ts o lu -b e .
21. Variation of/photopeak efficiency with Y -ray energy for Ge(Li) detector.
22. Deviations of elemental masses calculated from *^ S^e and ^^Br data ;
deviations for efficiency fitting function.
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