The fuzzy job shop scheduling problem with makespan minimisation is a problem with a significant presence in the scientific literature. However, a common meaningful comparison base is missing for such problem. This work intends to fill the gap in this domain by reviewing existing benchmarks as well as proposing new benchmark problems. First, we shall survey the existing test beds for the fuzzy job shop, analysing whether they are sufficiently varied and, most importantly, whether there is room for improvement on these instances -an essential requirement if the instances are to be useful for the scientific community in order to compare and develop new solving strategies. In the light of this analysis, we shall propose a new family of more challenging benchmark problems and provide lower bounds for the expected makespan of each instance as well as reference makespan values obtained with a memetic algorithm from the literature. The resulting benchmark will be made available so as to facilitate experiment reproducibility and encourage research competition.
Introduction
Scheduling is with no doubt a research field of great importance, involving complex combinatorial constraint-satisfaction and optimisation problems and with relevant applications in industry, finance, welfare, education, etc [53, 61] . In particular, the job shop problem in its numerous variants is a model for many real problems which has posed and still poses a challenge to the research community, due to its complexity. As is the case with many hard optimisation problems, it is usual to resort to metaheuristic techniques that find approximate good solutions [7, 59] . Traditionally, such techniques are empirically evaluated on several benchmarks of common use which are available to the researchers, such as the instances from [2, 3, 17, 34] or [58] . Results and comparisons on these benchmark instances allow to validate the quality of different proposals and to advance in the quest for better solving methods.
To enhance the applicability of scheduling, part of the research is devoted to modelling and handling the uncertainty pervading real-world situations [28] . Probability theory is the most extended approach to scheduling with uncertainty. However, it may prove difficult to use in practice due to the quantity and quality of information needed to elicit probability distributions as well as to the computational complexity of working with these distributions. An alternative and increasingly popular approach is to use fuzzy sets in the setting of possibility theory [16, 19, 66] , since they provide an acceptable trade-off between expressivity and computational difficulty. There are in fact numerous research papers where uncertain durations are represented as fuzzy numbers, mostly triangular fuzzy numbers, among others, for single machine scheduling [10] , [32] , parallel machine scheduling [4, 49] , flow shop scheduling [9, 31] , open shop scheduling [46] , job shop scheduling [18, 24, 35, 45, 52, 54, 55, 60, 71] and [41] , and for flexible job shop scheduling in [40, 48, 64, 65 ] to mention but a few. Indeed, the recent review of metaheuristic algorithms to solve fuzzy job shop problems in [1] highlights the relevance of this topic. Additionally, fuzzy numbers and, in general, fuzzy intervals, can be linked with traditional intervals [20] , which constitute an alternative approach to modelling uncertain durations [21] .
Unlike the deterministic case, no common test-bed is available for the fuzzy job shop that allows for fair and meaningful comparisons and assessment of different proposals. Moreover, only a portion of the instances used in the literature for experimental results are available to the research community. This is an important issue since, as Beasley puts it in his introduction of the OR-Library "If a standard set of test problems is available, then algorithms can be compared on a more realistic basis (with regard to their performance on exactly the same set of test problems) than would otherwise be so'' [5] . This paper attempts to contribute to filling this gap. To do that, we start by reviewing and studying the level of difficulty of the available instances with regard to the most widely used objective function, the makespan. This will allow us to identify those that are easy and already solvable with the existing methods, making them unsuitable for the development of new more powerful metaheuristics. We shall then argue the necessity of providing a family of more challenging instances. To this end, we shall fuzzify a well-known benchmark and obtain preliminary results and lower bounds. The contribution of this paper is thus to identify a benchmark with the most challenging instances and, consequently, provide a solid basis for future research on the fuzzy job shop scheduling problem.
In the sequel, after introducing the necessary background on job shop and fuzzy durations in Section 2, Section 3 includes a review of the existing papers on fuzzy job shop and the instances used therein to obtain experimental results. Section 4 is devoted to introduce a common framework that will be used in Section 5 to analyse and evaluate the difficulty of the available instances. Then, in Section 6 we shall propose a new test-bed and provide first results for future reference. Finally, in Section 7 we summarise the main conclusions.
Background on the Fuzzy Job Shop Scheduling Problem
The job shop scheduling problem, or JSP in short, consists in scheduling a set of n jobs J 1 , . . . , J n to be processed on a set of m physical resources or machines M 1 , . . . , M m subject to a set of constraints. There are precedence constraints, so each job J i , i = 1, . . . , n, consists of m tasks {θ i1 , . . . , θ im } to be sequentially scheduled. There are also capacity constraints, whereby each task θ ij requires the exclusive use of a different machine for its whole processing time without preemption, i.e. tasks must be processed without interruption. A solution to this problem is a schedule-an allocation of starting times for all tasks -which is feasible, in the sense that all constraints hold, and is also optimal according to some criterion. Here, we shall consider the objective of minimising the makespan C max , that is, the time lag from the start of the first operation until the end of the last one, as it has been the objective function most used by researchers.
An extension of the JSP is the fuzzy job shop problem or FJSP, where task durations are taken to be triangular fuzzy numbers, as explained below.
Uncertain processing times
In real-life applications, it is often the case that the exact time it takes to process a task is not known in advance. Consider for instance subcontracted activities in manufacturing environment, debugging tasks in software engineering or activities performed by more or less skilled workers. However, based on previous experience, an expert may have some knowledge (albeit uncertain) about the duration. The crudest representation for uncertain processing times would be a human-originated confidence interval. If some values appear to be more plausible than others, a natural extension is a fuzzy interval or fuzzy number (cf. [13, 15] ).
A fuzzy quantity Q is a fuzzy set on the reals R with membership function µ Q : R → [0, 1]. The α-cuts of a fuzzy quantity are given by Q α = {r ∈ R : µ Q (r) ≥ α}, α ∈ (0, 1], and its support is defined as Q 0 = {r ∈ R : µ Q (r) > 0}. A fuzzy interval is a fuzzy quantity whose α-cuts are intervals (bounded or not) and a fuzzy number M is a fuzzy quantity with compact support and unique modal value whose α-cuts are closed intervals, denoted
The simplest model is a triangular fuzzy number or TFN, using an interval [a 1 , a 3 ] of possible values and a modal value a 2 in it, so a TFN A, denoted A = (a 1 , a 2 , a 3 ), has a membership function given by:
As we shall see, TFNs are widely used in the literature on fuzzy scheduling.
Ordering of TFNs
There is no natural relation of total order in the set of TFNs. Hence, in order to compare different TFNs, several ranking methods have been proposed in the literature [6, 8] .
The membership function µ N of a fuzzy number N can be seen as a possibility distribution on the real numbers; this allows to define the expected value of a fuzzy quantity [27] , given for a TFN A by
It induces a total ordering ≤ E on the set of fuzzy intervals [18] , where for any two fuzzy intervals M, N M ≤ E N if and only if
The expected value coincides with the neutral scalar substitute of a fuzzy interval and can also be obtained as the centre of gravity of its mean value or using the area compensation method [15] . Additionally, ≤ E coincides with several other ranking methods from the literature as highlighted in [47] . It is also possible to establish a relation with classical interval comparison in the light of imprecise probabilities, with ≤ E coming down to using Hurwicz criterion on upper and lower expectations derived from the fuzzy number [12] . This provides us with an interpretation for comparisons based on ≤ E as those corresponding to a decision maker who keeps an equilibrium between pessimism and optimism. Related to this is a ranking method widely used in the fuzzy scheduling literature following the seminal papers of Sakawa et al. [55, 56] . For any TFN N , we define three defuzzification indices:
Arithmetic
For the job shop, we essentially need two operations on fuzzy numbers, the sum and the maximum. These are obtained by extending the corresponding operations on real numbers using the Extension Principle [14] : for any two fuzzy numbers M and N and any bivariate function f on the reals,
if f −1 (r) = ∅, being equal to 0 otherwise. According to this, the sum of two TFNs M, N is another TFN given by the following equation [44] :
Unfortunately, computing the maximum of two TFNs is not that simple and can result cumbersome. Also the result, although guaranteed to be a fuzzy number, may not be a TFN. In practice, for the sake of simplicity and tractability of numerical calculations, it is usual to approximate the maximum by a TFN which is relatively easy to compute. Two methods can be found in the literature on fuzzy scheduling.
The most common approach is to approximate the maximum by the TFN that results from evaluating this operation on the three defining points of each TFN, that is, for every M , N TFNs:
This approximation has been widely used in the scheduling literature, among others, in [9, 11, 18, 24, 26, 33, 35, 45, 51, 55] , or [63] . Some arguments can be given to support this approximation. First, for any two fuzzy numbers M and N , if f is a bivariate continuous isotonic function, then F = f (M, N ) is another fuzzy number such that
Computing f (M, N ) is then equivalent to computing f on every α-cut. In particular, the maximum is a continuous isotonic function, so it can be calculated by evaluating two maxima of real numbers for every value α ∈ [0, 1]. It seems then natural to approximate the maximum by the TFN that results from using linear interpolation, evaluating equation (6) only for certain values of α (this is proposed for 6-point fuzzy numbers in [18] ). Given that the defining values
, the approximated maximum as in (5) 
The approximated maximum G is thus a TFN which artificially increases the value of the actual maximum F , but maintaining the support and modal value, that is, F 0 = G 0 and F 1 = G 1 . This approximation can be trivially extended to the case of more than two TFNs. More recently, it has been proposed in [37] to approximate the maximum of two TFNs M and N by means of the above ranking method, so max(M, N ) ≈ max R (M, N ) where max R = M if N < R M and max R (M, N ) = N otherwise. It is not guaranteed that the approximated maximum maintains the support nor the modal value. However, in [37] and [38] some examples are considered which lead the author to conclude that "the approximate max obtained by the new criterion approaches the real max better than that obtained from " max I . Since then, this alternative approximation for the maximum has been adopted among others in [40, 70, 71] and [64] .
It is important to notice that, for any two TFNs N 1 and N 2 , if M I = max I (N 1 , N 2 ) is the maximum approximated by interpolation and M R = max R (N 1 , N 2 ) is the maximum approximated by the ranking method, it is always the case that m 
Review of Existing Benchmarks
In this section we review the existing test-beds for the fuzzy job shop scheduling problem, including information on how the instances have been generated and whether they are openly available to the research community. A first review of benchmark datasets for fuzzy job shop is already included in [1] ; here we elaborate on the information given in that survey and complement it with data that allows for fair and rigorous comparisons of different proposals from the literature. We shall analyse the results reported for those instances, taking into account both the objective function considered in each case as well as the fuzzy arithmetic used (maximum approximation and order relation), this being a key issue for meaningful comparisons. The size of each instance will be given using the notation n × m, meaning that it consists of n jobs and m machines.
The instances used so far in the literature can be divided in two big groups, depending on whether they have been generated from scratch (called "original instances" hereafter) or by fuzzifying well-known benchmark instances from crisp job shop.
Original Fuzzy Instances
In this group of test beds we find what is perhaps the most widely used set of instances for fuzzy job shop, those proposed by Sakawa et al. in [56] and [55] . The first paper provides the data for an instance of size 6 × 6 and an instance of size 10 × 10, while the latter provides three more instances for each size. In both cases, the original instances also include data regarding job due dates since the objective functions are at least partially concerned with due-date satisfaction. In the following, we shall denote the 6 × 6 and 10 × 10 instances from [55] as S6.1,S6.2,S6.3 and S10.1,S10.2,S10.3 respectively, and the instances from [56] as S6.4 and S10. 4 .
This set of 8 problems was originally proposed to test genetic algorithms and has been later used by several authors to evaluate different metaheuristics designed for a great variety of objective functions: genetic algorithms with different codifications in [23, 24] , and [36] ; particle swarm optimisation [35] ; memetic algorithm (MA1) combining a GA with local search [25] ; simulated annealing [63] ; differential evolution [29] ; and hybrid discrete particle swarm optimisation (HDPSO) in [41] . Results for makespan minimisation can be found in [23] , where the authors propose a GA using < E and max I to obtain results on the instances from [55] , and in [50] where the authors propose a shifting bottleneck hybridised with a GA using < R and max I . More detailed results for all 8 instances are obtained in [36] with a random-key based GA, denoted RKGA using < R and max R . Finally, in [41] the HDPSO method is compared with RKGA and a GA from [55] using < R and max R .
Both in [36] and [41] the authors argue the need of larger instances in order to verify the ability of their proposals to improve the state-of-the-art. In [36] the author proposes two instances of size 15 × 10 while in [41] an instance of size 16 × 16 is proposed, in both cases accompanied by the corresponding results. In the following, we will refer to these instances as Lei01,Lei02 and LP01 respectively.
Fuzzified Instances
A second group of instances is obtained by fuzzifying task durations of wellknown benchmarks for crisp JSP. Specifically, the instances considered herein have been taken from the following test beds: FT from [17] , La from [34] , ABZ from [2] , and ORB from [3] . To our knowledge, this approach was first adopted by Fortemps in [18] to generate fuzzy versions of the well-known FT06 and La11-14. Although the fuzzification method was originally intended to generate symmetric 6-point fuzzy numbers, it can be easily adapted to generate symmetric TFNs. This is actually done in [23] , where durations for FT06 and La11-14 but also for FT10 and FT20, La24 and ABZ7 are fuzzified as TFNs. The authors use the proposed problems in [23] and also in [25] in order to compare a GA proposed therein with the SA from [18] in terms of E[C max ] and to evaluate new memetic approaches. The same authors argue the need of harder instances in a later work [26] , so using the same fuzzification method, they extend the test bed by adding 8 new fuzzy instances of famous crisp benchmark problems: La21, La25, La27, La29, La38 and La40, and ABZ8, ABZ9. Results for these fuzzified instances are obtained in [26] and [54] using max I and < E . In the sequel, we shall denote these instances with the original name subscripted with F, in reference to the author of the fuzzification method.
In the paper of Tsujimura et al. [62] two more instances of size 6 × 6 and 20 × 5 respectively, built from FT06 and FT20, are explicitly given in the paper, although the fuzzification method used is not made explicit. So far, the instances have been only used to evaluate the GA proposed in this paper (that we shall call TGA) for makespan minimisation using < R and max R as well as an alternative ranking method and associated maximum. Only graphical results are provided, without accompanying numerical results. We shall denote these instances as FT T 06 and FT T 20.
A new fuzzification method is proposed by Ghrayeb [22] to transform durations into non-symmetric TFNs, and FT06, La12, La13 and La14 are fuzzyfied accordingly (the resulting problem instances will be denoted with the original name followed by the subscript G) in order to test a bi-criteria genetic algorithm. Unfortunately, only FT G 06 is made available. For all four instances the paper reports the best makespan obtained with GA (denoted GGA hereafter) using max I and < E .
The same fuzzification method is used in [45] for FT06, FT10, FT20 as well as La01, La03, La05, La07, La09 and ABZ5, ABZ6. The author reports results on all instances for a PSO algorithm combined with genetic operators (GPSO) using max I together with an alternative ranking method; only the ranking index of the resulting makespan is given, making comparisons unsuitable on these instances.
A similar fuzzification method is used by Lin in [42] to build ten fuzzy instances from each of the crisp instances FT06, La01, La06. These fuzzy instances (denoted hereafter with the original name followed by the subscript L) are used to illustrate the difference between two proposals made in the paper (namely, using normal vs. non-normal TFNs to model uncertainty) and then solved using a classical genetic algorithm from the literature. The solutions reported by the author correspond to a different arithmetic for TFNs (based on a ranking using the so-called signed distance) and makespan values are already defuzzified, thus making comparisons impossible.
A different method for fuzzifying task durations as non-symmetric TFNs is proposed by Song et al. in [57] to generate fuzzy instances of FT10, La02, La19, La21, La24, La25, La27, La29 and La36-40. The authors use the resulting instances to evaluate an ant colony algorithm hybridised with tabu search (TSANT) to optimise due-date satisfaction; no information is reported about the arithmetic for TFNs used and only the average agreement index, a measure related to due-date satisfaction, is reported, making comparisons with their method unsuitable on these instances. The resulting problem instances will be denoted with the original name followed by the subscript S.
Finally, in the work of Zheng et al. [70] , a third fuzzification method for generating non-symmetric TFNs is proposed and used to fuzzify instances ORB1-5 as well as La20-22 and ABZ5,ABZ6. The resulting instances are denoted with the original name followed by the subscript Z hereafter. The information given in [70] about the experimental results is quite exhaustive: it reports the results obtained with the swarm based neighbourhood search (SNS) method proposed in that paper, but also provides results on the same instances for the RKGA and their own implementation of the GPSO, all of them using max R and < R . Similar results on the same instances for GPSO, RKGA and a new ant bee colony (ABC) algorithm are given in [71] . Notice that these are the instances referred to as "Lei's" in [1] , since the same original instances and fuzzification method is used by one of the authors in [39] ; however, the results reported in this late paper correspond to a variant of FJSP considering the additional constraint of preventive maintenance, together with the corresponding additional data for the benchmark instances. [36] (max R , < R ) MA1 [25] (max I , < E ) [36] (max R , < R ) [36] (max R , < R ) MA1 [25] (max I , < E ) [71] (max R , < R ) N SNS [70] (max R , < R ) GPSO [70] (max R , < R ) Continued on next page 
20 × 15 [26] MA [54] (max I , < E ) Y A summary of the relevant FJSP instances can be found in Table 1 . The three first columns contain the name of the instances, as described above, their size and the paper where they were first proposed. The fourth column (Best C max Result) indicates (if they exist) the algorithms obtaining the best makespan results so far and the paper where these results are reported, together with the name of the method and the fuzzy arithmetic used (maximum approximation, ordering criterion). Notice that for some algorithms (e.g. RKGA, GPSO) different results are reported in different papers; when this is the case, we have opted for the most favourable results. Finally, the last column (Avail.) indicates whether the resulting instances are openly available to the research community.
Finally, not all instances reviewed in [1] are included in Table 1 and in the posterior analysis. This is either because the instances are not available (directly or via a fuzzification method) as those from [33] or [50] , or because they do not correspond to the standard FJSP as presented in Section 2, but to variants thereof. This is the case with the instances from [60] , [68] , [65] or [67] . We have opted for excluding these variants of FJSP from our study, as doing otherwise would make it far too lengthy.
Framework for Further Analysis
We now introduce a common framework that will be used in the following sections to analyse and evaluate the difficulty of the available instances. The analysis will be based on what seems to be the state-of-the-art algorithms for makespan minimisation: RKGA, SNS, HDPSO, ABC, GPSO, GGA and MA. Remember that only graphical results are provided for TGA, making it unsuitable for comparisons. For the latter, notice that MA using (max I , < E ) has been shown (cf. [54] , [26] ) to outperform MA1. Furthermore, MA1 itself improved a permutation-based GA from [23] which compared favourably with a GA similar to that from [55] .
A summary of the most relevant methods can be seen in Table 2 . It contains all methods which have obtained best-known results for some of the instances in Table 1 ; most of these methods will be considered in the following sections. For each row, the first column contains the acronym of the method, the second column, its full name and the third and fourth column report respectively the references to the papers where the method was first proposed and where best results have been reported. For the sake of meaningful comparisons, we need to adopt a single operational approach to fuzzy durations. We have opted for using max R and < R , given that all but two of the state-of-the-art algorithms report results based on this arithmetic. For all these algorithms, we shall use the data available in the literature (notice that not all instances have been solved with every method). Additionally, we will provide new results on every instance using max R and < R obtained with the memetic algorithm MA and a new proposed GRASP algorithm.
Parameters for GRASP and MA
In addition to the state-of-the-art methods, we will also use a simple greedy randomised adaptive search procedure (GRASP) based on the neighbourhood structure described in [54] . The reason is to avoid possible objections to the experimental analysis based on the relative complexity of the MA-combining a genetic algorithm with local search-compared to lighter metaheuristics such as genetic algorithms. This GRASP algorithm will help analyse the limitations of the existing benchmarks in Section 5.
The parameter values for the MA are chosen so as to evaluate approximately the same number of individuals as the remaining state-of-the-art methods. In particular, in [70] and [71] we find results obtained with RKGA, GPSO, SNS and ABC using the following configuration: RKGA, population size 100 and 600/1000 generations; GPSO, population size 20 and maximum number of generations 600/1000; SNS, swarm size 100 and maximum number of generations 600; ABC, swarm size 100 and maximum number of cycles 500. We also find results for RKGA in [36] using population size 100 and 200/300 generations for instances of size 6 × 6 and 10 × 10 respectively. Preliminary experiments suggest that this stopping criterion for MA becomes excessive for most of the instances, since convergence is generally achieved earlier and the marginal improvement in quality solution for longer runs does not justify the added computational effort, especially as the problem size increases. Indeed, for each instance we have run MA 10 times on a population with 100 individuals, recording the point when the gradient in the convergence curve becomes very small. The obtained results suggest that convergence is achieved with 125 generations for problems with 100 tasks or less, 160 generations for 150 to 256 tasks and 300 generations for 300 tasks. This will be the configuration used hereafter.
Regarding GRASP, it is run to generate n i × n g solutions for each instance, being n i and n g the number of individuals and generations respectively used by the MA on the same instance. We believe this is as close as it can get to having identical running conditions: although both MA and GRASP use a hill-climbing strategy which performs an a-priori unknown number of iterations, neighbour evaluations do not compute a full schedule from scratch, but instead use an optimised partial evaluation; it is also impossible to predict in GAs how many chromosomes will pass onto the next generation and will not be re-evaluated.
An alternative approach would be to use CPU times as a basis for comparison. However, this information is not always available for the state-of-theart algorithms; additionally, there are many variables that can affect the outcome of computerized stochastic optimizers, from the CPU architecture, CPU speed (MHz), bus speed, amount of memory, etc to operating system, computer language and compiler version. It has also been known that speed "adjustments" as those from The Standard Performance Evaluation Corporation (SPEC, http://www.spec.org) do not take into account all involved factors. Keeping this in mind and for the sake of completeness, Table 3 contains a summary of the known running times for each method under consideration -when this information is available-, as well as for GRASP and MA on instances grouped by size, having ascertained that there is great similarity in running conditions for instances of the same size. It is worth to remember the different configurations used in the three referenced papers as it also influences the CPU times; notice, for example the big differences in CPU times used in 10 × 10 instances between RKGA in [36] and in [71] . We can observe that MA takes in average 78% of the time of GRASP. This difference is due to the fact that MA does not re-evaluate identical individuals in consecutive generations together with the lower cost of the local search in the last iterations, where individuals are closer to the final solution.
Non-available fuzzified instances
As it can be appreciated in Table 1 , results for many algorithms in the literature have been obtained on fuzzified instances that are not openly available. When this is the case, in order to decide on their potential as future benchmarks, we shall generate new instances from the original crisp ones following the corresponding fuzzification method, so GRASP and MA are run on these new instances. In consequence, we cannot guarantee that all the methods considered in this study obtain results on exactly the same instance, we can only guarantee that the instances have been generated from the same original crisp instance following the same method. As detailed in Section 3, there are essentially four fuzzification methods: the one proposed by Fortemps [18] , adapted to TFNs in [23] , the one proposed by Ghrayeb [22] , the one proposed by Zheng [70] and the one proposed in Song [57] . For all four methods, each fuzzy duration is generated so the most likely value of the TFN is the original crisp duration, while the lower and upper bounds of the support are taken as random values in some interval. Differences reside on how these bounds are generated; the definition of the interval from which they are taken is different in each case, the values can be integer [18, 70] or real [22] and the resulting TFNs may be symmetric [23] or not [22, 57, 70] . We refer the interested reader to the original references for further detail.
It should be noticed nonetheless that the random nature of the fuzzification methods results in differences in the fuzzy durations and, hence, in oscillations in the makespan values obtained for the fuzzified instances. This must be kept in mind when presenting new results on these instances and making comparisons between different algorithms.
Lower Bounds for Fuzzy Instances
It is common in the literature to assess the performances of a method or compare several methods not in terms of the makespan itself, which constitutes an absolute performance measure, but in terms of relative measures such as the relative error w.r.t. a lower bound LB, defined in our case as:
However, in order to use such relative quality measures some lower bound must be available and, furthermore, such lower bound should be as tight as possible. 
t different Lower Bounds
In the case of fuzzy instances, it can be proved that a lower bound for the expected makespan of the fuzzy instance is given by an optimal solution (or any lower bound) of the associated expected crisp problem, that is, the problem where durations are the expected value of the corresponding fuzzy ones. This holds both when (≤ R , max R ) or (≤ E , max I ) is used. Let us denote this lower bound as LB 1 . In the case of symmetric instances, the associated expected crisp problem is actually the original JSP instance, so the optimal solution of the crisp instance (or any lower bound) provides a lower bound for the expected makespan of the fuzzy solution, as already stated in [18] . In the case of nonsymmetric instances, we propose to obtain the lower bound using the IBM ILOG CPLEX CP Optimizer software [30] to find the optimal solution (when possible) of the associated expected crisp problem.
A simpler way to compute lower bounds, proposed in [58] , can be easily generalised to provide a lower bound, denoted LB 2 , for the expected makespan of any FJSP instance. However, LB 2 strongly depends on the correlation between the number of jobs and the number of machines, with tighter lower bound values for problems where the number of jobs and machines differ and worse lower bound values for square problems. Consider for instance the lower bounds obtained for the symmetric fuzzy versions of FT10 and FT20: LB 1 = 930 vs. LB 2 = 655 for FT F 10 and LB 1 = 1165 compared to LB 2 = 1120 for FT F 20
The importance of the tightness of the lower bound is illustrated in Figure 1 . For the same instances, FT F 10 and FT F 20, it shows RE values w.r.t. both LB 1 and LB 2 for the best and average solutions obtained with MA. The null RE w.r.t. LB 1 shows that the best solution found for both instances is in fact optimal, while the small average relative error suggests that the quality of all solutions is quite similar (and hence close to optimality). However, the values of RE w.r.t. LB 2 may be quite misleading: while it is approximately only 4% for FT F 20 it soars up to 42% for FT F 10, which may (wrongly) lead us to conclude that the behaviour of MA on FT F 10 is actually an order of magnitude worse than for FT F 20. For this reason, in the following we shall always use LB 1 to compute RE values, refering to it as LB for the sake of simplicity.
Analysis of Existing Instances
In this section we shall analyse the potential of the existing instances as future benchmarks. As in Table 1 , we will group the instances in families and, within each family, according to their size. For each group, a table will report for each instance and solving method considered the best and average RE values, together with the best makespan found, its expected value and the average expected makespan. To improve readability, the best average expected makespan value obtained across all methods for each instance appears in bold.
Analysis of Original Fuzzy Instances
We start the analysis of existing benchmarks with the so-called original fuzzy instances: S6.1-4, S10.1-4, Lei01,02 and LP01. Together with the results available for HDPSO in [41] and RKGA in [36] we will provide new results obtained with 30 runs of GRASP and MA.
Instances S6.1-4
The best solution found on each instance is always the same for all four methods, namely: Furthermore, the average expected makespan across all executions always coincides with the LB of each instance, with the exception of RKGA ,which obtains an average expected makespan of 70.45 for S6.2 while the best expected value obtained is equal to the LB=69. 25 .
The fact that all four methods (HDPSO, RKGA, GRASP and MA) obtain the optimal solution in all runs for every problem (except for the minor variation for RKGA in S6.2) indicates that these instances offer no room for improvement and hence are not adequate for future comparisons.
Instances S10.1-4
Results for problems S10.1-4 of size 10 × 10 can be seen in Table 4 . It should be noted that the data for HDPSO on instances S10.2 and S10.4 are those published in the Erratum to [41] .
We can see that GRASP obtains very similar results to RKGA and HDPSO; in average, GRASP is slightly better than RKGA in three instances and slightly worse than HDPSO in two instances, but overall differences in expected makespan are not significant, with an improvement of at most 2.7% and a worsening of at most 0.9%. Results are also very similar for the best makespan. Regarding MA, it obtains slightly better results and, in three of the four instances it achieves the optimal solution in all runs, while for the remaining instance S10.2-which is optimally solved by HDPSO-the variation between the best and the average is less than 1.7%. All instances are solved to optimality by at least one method (in the case of S10.1 and S10.3 by all methods). It is therefore reasonable to conclude that instances S10.1-4 do not have significant room for improvement.
Instances Lei01,02 and LP01
Finally, we analyse the larger instances proposed "to verify the capability to solve large-scale problem" in [36] of size 15 × 10 and [41] of size 16 × 16. Table 5 summarises the available data for RKGA and HDPSO as well as the results obtained with GRASP and MA. We can see that GRASP improves the average E[C max ] obtained by RKGA in instances Lei01,02; unfortunately, the average value for HDPSO in LP01 is not available. GRASP also slightly improves the best solution for Lei01 and LP01. Regarding MA, it clearly outperforms the best and average expected makespan for all instances, with an improvement over 6% in the best solutions found for LP01 and over 4.5% in the average solutions obtained on Lei01 and Lei02.
The small RE values obtained by MA suggest that these instances offer little room for improvement. On the other hand, unlike previous test-beds, none of the methods reach the LB, being quite far from it in average. This indicates that, despite the scarce room for improvement, the instances remain potentially unsolved. In consequence, we believe that they should be considered when evaluating future new algorithms.
Analysis of Fuzzified Instances
In this section we analyse the instances obtained after fuzzifying well-known benchmarks for crisp JSP. In the experimental study we will consider any fuzzy instance from Table 1 for which results with at least one method from RKGA, SNS, GPSO, ABC or MA are available. We now proceed to analyse the different fuzzified instances, grouped by families.
Instances FT
The FT instances, proposed by Fisher and Thomson [17] , are three instances of size 6 × 6 (FT06), 10 × 10 (FT10) and 20 × 5 (FT20).
Instance FT06 has been fuzzified in the literature in three different ways, yielding four different fuzzy instances FT T 06, FT F 06, FT L 06 and FT G 06, which have been used in a few contributions. As it was the case with the S6.1-4 family, in these small instances both MA and GRASP reach the optimal solution in all runs, making it clear that these fuzzy instances obtained from FT06 are easy to solve and not complex enough to serve as future benchmark. Table 6 contains results of GRASP and MA on the remaining fuzzy instances in this family. The only possible comparison with other methods from the literature consists in a qualitative comparison between GRASP and MA results for FT T 20 and the convergence charts in [62] ; in this case, it is easily seen that both methods outperform the GA given in that paper. In general, the relative improvement of MA with respect to GRASP in terms of the average expected makespan -FT F 10 and FT G 10 (5.2%), FT S 10 (4.5%), FT T 20 (8.7%), FT F 20 (9.1%) and for FT G 20 (9.9%)-suggests that the algorithms have a similar behaviour on every fuzzified version of each instance. This similar behaviour between symmetric and non-symmetric instances can be further confirmed by the high similarity between the corresponding RE values, both for MA and GRASP algorithms. Regarding the hardness of the instances in this family, MA already finds the optimal solution for all of them in at least one run, with average RE values also small (ranging from 0.5% to 1%). This indicates that there is scarce room for improvement on these instances, not encouraging research competition.
Instances La
The La family is a set of 40 instances proposed by Lawrence [34] ; seven of these instances, La21, La24, La25, La27, La29, La38 and La40 form part of the set of ten problem instances of crisp JSP considered hard to solve [3] . As mentioned in Section 3, fuzzy versions of several of the La instances have been considered in the literature, in some cases using more than one fuzzification method.
Regarding the smallest instances, La L 01, La S 02, La L 06 and La G 0i (i=1, 3, 5, 7, 9), they are always optimally solved by MA, and sometimes even by GRASP. For instances La F 11-14 we observe in [25] the same behaviour as for FT06 above: MA obtains practically the same makespan value in all runs and the expected makespan is identical or very close to the lower bound. Also in [22] the proposed GA obtains solutions for La G 12-14 for which the most likely value coincides with the optimal solution of the original crisp instance. Furthermore, both MA and GRASP algorithms reach the optimal solution in every run. In consequence, it is reasonable to perform a deep analysis only for the larger instances: from La F 21 in the case of symmetric instances and from La S 19 in the case of non-symmetric ones. Table 7 shows the results on these remaining La instances. For La Z 20-22 we reproduce the values provided in [70] for SNS together with the values provided in [71] for ABC, RKGA and GPSO, and the new values obtained with GRASP and MA. For the remaining instances in this family, the table includes new makespan and RE values obtained with GRASP and MA. The RE values for instance La Z 20 highlight the importance of publishing the exact data for each instance instead of only making known the fuzzification method used, due to the stochastic nature or the latter. Indeed, negative RE values in Table 7 indicate that the expected values of the fuzzy durations generated for this review are greater than those used in [71] . This advocates the need of making all information regarding benchmark instances openly available to the research community, to allow for fair and rigourous comparisons.
The results obtained for La F 21, La S 21 and La Z 21, as well as those obtained for the rest of instances having symmetric and non-symmetric fuzzy versions, allow for some additional comparisons between the symmetric and non-symmetric fuzzy versions of the same original instance. In particular, we can see that the behaviour of GRASP and MA on each pair of corresponding instances is very similar when measured in terms of RE values. Also, the results clearly show that GRASP is not competitive on these instances, while MA reveals itself as the best method. In particular, for La Z 21 and La Z 22 MA is respectively 84% and 89% better than the other methods in terms of RE. In general, MA reduces the average RE w.r.t. GRASP more than 75% using considerably less running time. More importantly, the relatively small RE values obtained with MA suggest that, perhaps with the exception of La F 29, La instances do not really 20 stand as a major challenge. Having said this, all fuzzy versions of instances La21,24,36,39,40 show a complexity similar to that of the instances Lei01,02 and LP01, where the optimal solutions have not been reached but average RE values are relatively small. Fuzzy versions of La27,37,40 appear to be slightly harder, being also unsolved and with average RE values around 2.5%. Therefore we consider that these instances may still be considered open and useful to assess future solving methods, specially the instances built from La29.
Instances ORB
The original benchmark ORB from [3] consists of ten instances of size 10×10; it is the first five of these instances that have been fuzzified in [70] to evaluate different metaheuristics for the FJSP. Table 8 contains the results on these five instances reported in [70] for SNS together with the values provided in [71] for RKGA, GPSO and ABC, as well as new values obtained with GRASP and MA. According to these results, MA is the method with best average performance, achieving the best E[C max ] on all five instances (together with ABC for ORB Z 2). In fact, the best expected makespan coincides with LB in all cases. Not only does MA reach the optimal solution in all instances, but also the average RE values are considerably small, less than 1% in average. This leads us to conclude that there is scarce room for improvement in these problems.
Instances ABZ
The five ABZ instances for JSP, first proposed by Adams, Balas, and Zawack [2] , can be divided in two groups: instances ABZ5,6 of size 10 × 10 and the larger and more difficult instances ABZ7-9 of size 20 × 15 -in fact, the last two instances are still open problems, since the optimal solution is to date unknown. As already mentioned, fuzzy versions ABZ F 7-9 of the larger instances first appear in [23, 26] while the smaller ones are fuzzified in [70] to obtain ABZ Z 5,6 and in [22] to obtain ABZ G 5,6. Table 9 contains the results available in the literature for the small instances as well as results obtained with GRASP and MA on all five instances. Table 9 again illustrates using the same fuzzification method can result in quite different instances (see the errors for ABZ Z 6). In any case, for the smallest instances we can observe that RE values are not only small but very similar for both GRASP and MA. In addition, the optimal solution is reached for each instance by either MA or GRASP. Regarding the largest instances, the behaviour on instance ABZ F 7 appears to be quite similar than that on La27,37,40, making it suitable for future comparisons. Even more interesting are instances ABZ F 8,9. Here, MA obtains much better RE values than GRASP, despite of which average RE values are greater than 7% for ABZ F 8,9, more than twice the RE values on previous instances. This shows the potential of the largest ABZ F instances for future research.
Summary
As an overall conclusion from the analysis performed on all instances proposed in the literature, we see that not all of these instances are suitable for assessing future solving methods for FJSP. The existing instances that may offer enough room for improvement to serve as future benchmarks are the original fuzzy instances Lei01, Lei02 and LP01, the fuzzified instances from La21,24,36,39,40, La27,37,40 and ABZ F 7 (which are not yet solved to optimality even if they do not seem specially hard) and finally instances ABZ F 8,9, La S 29 and La F 29, this last group representing a real challenge.
The analysis has also illustrated the advantages of having an appropriate lower bound to calculate accurate RE values. Indeed, inaccurate lower bounds or errors measured w.r.t. best known solutions may (wrongly) lead us to think that an instance is far from being solved when this is not the case.
Notice that even though in this paper we have described a method to compute accurate lower bounds for fuzzy instances, the difficulty of some of these instances make it hard or even impossible to compute the lower bound in a reasonable amount of time. Take for example the fuzzy instances built from La29, where the IBM ILOG CPLEX CP Optimizer took more than 30 minutes to find the optimal solution. In fact, there could be deterministic instances for which the optimal solution cannot be found. We may say that the proposed method for finding lower bounds by solving the associated expected crisp problem is accurate but not scalable, and therefore not appropriate when dealing with harder instances. Here the symmetric instances offer a great advantage, since they can benefit from all the studies conducted through decades in classical JSP, both with exact methods and with algorithms that reach good lower bounds (cf [43] ). In this case, good LB values can be obtained from standard repositories, as the OR library, thus allowing for fairer assessments when using symmetric fuzzy instances instead of non-symmetric ones. For these reasons, we propose to use the fuzzification method from [18] to generate new larger and harder fuzzy instances with accurate lower bounds.
New Instances
Results in Section 5 for the existing FJSP instances suggest that it is necessary to have more challenging problem instances in order to test the potential of future proposals to solving the FJSP.
Here we propose a new test bed based on the well-known Ta benchmark proposed in [58] for the JSP. The Ta benchmark is composed of 80 instances, each with a number of tasks varying from 225 to 2000. 50 of these instances are considered to be harder than the remaining ones, namely instances Ta01-50. In fact, the optimal solution has been found so far for only 17 of those 50 instances. Moreover, instances Ta21-30 (size 20×20) and Ta41-50 (size 30×20) are considered to be "the most difficult JSP benchmark problems" [69] and to date it has not been proved if the best-known solutions are indeed optimal or not.
We use the fuzzification method proposed in [18] to build fuzzy instances from the 20 hardest Ta instances, namely Ta21-30 and Ta41-50. As explained in the previous section, this fuzzification method allows to obtain accurate lower bounds for the expected makespan of the fuzzy instances. Here, the lower bounds for the resulting fuzzy instances are given by the best known lower bounds for the crisp instances 1 . The resulting test bed, together with all other instances used in this paper and detailed results of MA and GRASP, is available on the internet 2 and as supplementary electronic material to this work, in order to facilitate experiment reproducibility and encourage research competition.
We have run both MA and GRASP on this benchmark in order to analyse the difficulty of the problems and also to provide preliminary results for future reference. To find the MA's convergence point we have followed the method explained in Section 4, letting the algorithm evolve with a population of size 100 until it does not improve significatively. This method suggests that convergence is achieved with 300 generations for 20 × 20 instances and 425 generations for 30×20 instances, which takes an average runtime between 35 and 108 seconds in the case of the MA, and between 41 and 115 seconds for the GRASP evaluating the same number of solutions. Tables 10 and 11 show respectively the results obtained with both algorithms for fuzzy instances Ta F 21-30 and Ta F 41-50, including the best makespan and best and average expected makespan values, together with the best and average RE values w.r.t the lower bound, which is also included next to the name of each instance.
For these two sets of instances, the behaviour of the algorithms is similar to their behaviour in previous test beds in the sense that MA reduces considerably the average RE obtained with GRASP, with an overall improvement over 50%. Notice however that average RE values for these instances are much larger than those obtained in the previously-analysed sets of instances, over 10% for MA and 20% for GRASP, being greater than these values in seven out of the 10 instances Ta F 41-50. These RE values are only comparable to the RE values obtained on instances ABZ F 7-9. This suggests that the new benchmark does indeed offer room for improvement, posing a challenge to researchers.
Conclusions
In this paper we have reviewed the state-of-the-art for FJSP, with a critical evaluation of the test beds commonly used to assess the performance of algorithms proposed for this problem.
A thorough analysis of the difficulty of existing benchmark instances has been carried out based on results reported in the literature for several solving methods, together with new results obtained with a memetic algorithm (MA) from the literature. To avoid possible objections to the analysis based on the complexity of the MA, we have also proposed and used a GRASP algorithm, based on the neighbourhood structure from MA. Results have shown that most of the proposed instances either are already optimally solved or have solutions so close to the lower bound that no room for significant improvement is left. This suggests that these instances are not appropriate to assess future metaheuristic proposals. We have highlighted and made openly available to the research community those instances that are still challenging enough and in addition we have proposed a new more challenging benchmark composed of 20 fuzzy instances generated from the so-considered most difficult JSP problems. As future reference, we have provided preliminary results on these instances obtained with the GRASP and MA algorithms. 
