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1. Introduction
The variational iteration method, which was proposed originally by He [1–6], has been proved by many authors to be
a powerful mathematical tool for various kinds of linear and nonlinear problems [7–15]. Unlike the traditional numerical
methods, VIMneeds no discretization, linearization, transformation or perturbation. Themethod, has beenwidely applied to
solve nonlinear problems, more and more merits have been discovered and some modifications are suggested to overcome
the demerits arising in the solution procedure. For example, Abassy et al. [16,17] proposed a modification of the variational
iteration method and used it to give an approximate power series solutions for some well-known nonlinear problems.
Their proposed modification of the VIM facilitates and minimizes the computational work and effectively improves the
speed of convergence [16–18]. Abassy et al. also proposed further treatments of these modification results by using Padé
approximants and the Laplace transform [19,20].
Aslam Noor et al. [21] applied a modified He’s variational iteration method for solving singular fourth order parabolic
partial differential equations. The proposed modification is made by introducing He’s polynomials in the correction
functional. Ghorbani and Saberi-Nadjafi [22] modified the VIM by constructing an initial trial function without unknown
parameters.
Applications of the method have been enlarged due to its flexibility, convenience and accuracy. For more applications of
the variational iteration method the reader is referred to the references [23–30].
The idea of the method is based on constructing a correction functional by a general Lagrange multiplier, and the
multiplier is chosen in such a way that its correction solution is improved with respect to the initial approximation or
to the trial function. To illustrate the basic concept of the variational iteration method, we consider the following general
nonlinear system
L[u(x)] + N[u(x)] = g(x),
where L is a linear operator, N is a nonlinear operator and g(x) is a given continuous function. According to the variational
iteration method, we can construct a correction functional in the form
un+1(x) = un(x)+
∫ x
0
λ(s)[Lun(s)+ Nu˜n(s)− g(s)]ds,
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where u0(x) is an initial approximationwith possible unknowns, λ is a Lagrangemultiplierwhich can be identified optimally
via the variational theory, the subscript n denotes the nth approximation, and u˜n is considered as a restricted variation,
i.e., δu˜n = 0.
The successive approximations un(x); n ≥ 1, of the solution u(x) will be readily obtained upon using the obtained
Lagrange multiplier and by using any selective function u0(x). Consequently, the exact solution may be obtained by using
u(x) = lim
n−→∞ un(x).
2. Newmodification of VIM
According to the variational iteration method, we consider the following general nonlinear system
L[u(x)] + N[u(x)] = g(x), (1)
where L is a linear operator, N is a nonlinear operator and g(x) is a given continuous function. We can construct a correction
functional in the form
un+1(x) = un(x)+
∫ x
0
λ(s)[Lun(s)+ Nu˜n(s)− g(s)]ds,
where u˜n is considered as a restricted variation, i.e., δu˜n = 0. λ is a Lagrange multiplier which can be identified optimally
via the variational theory.
For the convergence of the sequence obtained via the VIM and its rate, we recall Banach’s theorem:
Theorem 1 (Banach’s Fixed Point Theorem). Assume that X is a Banach space,
A : X → X
is a nonlinear mapping, and suppose that
‖A[u] − A[u¯]‖ ≤ γ ‖u− u¯‖, ∀u, u¯ ∈ X (2)
for some constant γ < 1. Then A has a unique fixed point. Furthermore, the sequence
un+1 = A[un] (3)
with an arbitrary choice of u0 ∈ X converges to the fixed point of A and
‖uk − ul‖ ≤ ‖u1 − u0‖
k−2∑
j=l−1
γ j.
According to the above theorem, for the nonlinear mapping
A[u] = u(x)+
∫ x
0
λ(s)[Lun(s)+ Nu˜n(s)− g(s)]ds,
a sufficient condition for the convergence of the variational iteration method is strictly contraction of A. Furthermore,
sequence (3) converges to the fixed point of A, which is also the solution of the nonlinear differential equation (1). In
the above theorem, the rate of convergence depends on γ and therefore, in the variational iteration method, the rate of
convergence depends on λ. Considering what has been mentioned up until now, the authors have modified the variational
iteration method in the following way:
Eq. (1) can be rewritten in the following form:
L[u(x)] + L1[u(x)] − L1[u(x)]︸ ︷︷ ︸+N[u(x)] = g(x), (4)
where L1[u(x)] is an arbitrary linear operator of u(x).
Now we can construct a correction functional based on the new linear operator which is
L[u(x)] + L1[u(x)]
in the form
un+1(x) = un(x)+
∫ x
0
λ(s)[Lun(s)+ L1[un(s)] − L1[u˜n(s)] + Nu˜n(s)− g(s)]ds, (5)
where u˜n is considered as a restricted variation, i.e., δu˜n = 0. The Lagrange multiplier, λ, obtained from the correction
functional (5) is different from that obtained from (4). Consequently, we can arbitrarily choose the auxiliary linear operator.
This provides great freedom in applying the variational iteration method to the nonlinear problems. Such technology was
also suggested by Ji-Huan He for nonlinear oscillators. For example, consider a nonlinear oscillator
u′′ + u3 = 0,
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the correction functional can be constructed as follows
un+1 = un +
∫ x
0
λ(u′′ + ω2u+ f ),
where f is considered as a constraint function,
f = u3 − ω2u.
For more details, see also [31–35]. Such treatment is very effective also for non-oscillation equations as shown in this
paper.
3. Numerical example
Example 1 (An Illustrative Example). Consider a free fall in the air from a static state. Let t˜ denote the time, U(t˜) the velocity
of the sphere,m the mass, and g the acceleration of gravity. Assume that the air resistance on the sphere is aU2(t˜), where a
is constant. Then, by Newton’s second law,
m
dU(t˜)
dt˜
= mg − aU2(t˜), (6)
subject to the initial condition
U(0) = 0.
Physically speaking, the speed of a free-falling sphere is increased due to the gravity until a steady velocityU∞ is reached.
So, even not knowing the solution U(t˜) in detail, we can gain the limit velocity U∞ directly from (6), i.e.,
U∞ =
√
mg
a
.
Using U∞ and U∞g as the characteristic velocity and time, respectively, and writing
t˜ =
(
U∞
g
)
t, U(t˜) = U∞V (t),
we have the initial value problem
dV (t)
dt
+ V 2(t) = 1, t ≥ 0, (7)
V (0) = 0.
The solution by VIM:
For the boundary value problem (7), according to the variational iteration method, the nonlinear terms have to be
considered as a restricted variation. So we derive a correction functional as follows:
un+1(x) = un(x)+
∫ x
0
λ(s)[u(1)n (s)+ u˜2n(s)− 1]ds,
and the stationary condition of the above correction functional can be expressed as follows:
λ(1)(s) = 0,
1+ λ(s)|s=x = 0.
The Lagrange multiplier, therefore, can be identified as follows:
λ = −1.
As a result, we obtain the following iteration formula
un+1(x) = un(x)−
∫ x
0
[u(1)n (s)+ u2n(s)− 1]ds. (8)
Now, we begin with the initial approximation:
u0(x) = 0.
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Fig. 1. Residual for the ninth order approximate solution obtained by the VIM.
By the variational iteration formula (8), we have
u1(x) = x
u2(x) = x− 13x
3
u3(x) = x− 13x
3 + 2
15
x5 − 1
63
x7
...
The solution by modified VIM:
For the boundary value problem (7), according to the modified variational iteration method, the nonlinear terms have to
be considered as restricted variation. So we derive a correction functional as follows:
un+1(x) = un(x)+
∫ x
0
λ(s)[u(1)(s)− un(s)+ u˜n(s)︸ ︷︷ ︸+ u˜2(s)− 1]ds,
and the stationary condition of the above correction functional can be expressed as:
λ(s)+ λ(1)(s) = 0,
1+ λ(s)|s=x = 0.
The Lagrange multiplier, therefore, can be identified as follows:
λ = −es−x.
As a result, we obtain the following iteration formula
un+1(x) = un(x)−
∫ x
0
es−x[u(1)(s)+ u2(s)− 1]ds. (9)
Now, we begin with the initial approximation:
u0(x) = 0.
By the variational iteration formula (9), we have
u1(x) = 1− e−x
u2(x) = 1− 2 e−x + e−xx+ e−2 x
u3(x) = 1− 176 e
−x + 2 e−xx+ 3 e−2 x + 1
3
e−4 x − 1
2
e−xx2 − 2 e−2 xx− 3
2
e−3 x + e−2 xx2 + e−3 xx
...
Comparison of the ninth order approximate solution obtained by the VIM and the sixth order approximate solution
obtained by the modified VIM is shown in Figs. 1 and 2.
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Fig. 2. Residual for the sixth order approximate solution obtained by the modified VIM.
Example 2. The second example is a system representing a nonlinear reaction [36,37]:
du
dt
= −u,
dv
dt
= u− v2,
dw
dt
= v2,
with the boundary conditions
u(0) = 1, v(0) = 0, w(0) = 0.
The solution by VIM: For this problem, according to the variational iteration method, the nonlinear terms have to be
considered as restricted variation. So we derive a correction functional as follows:
un+1(x) = un(x)+
∫ x
0
λ1(s)[u(1)n (s)+ u˜n(s)]ds,
vn+1(x) = vn(x)+
∫ x
0
λ2(s)[v(1)n (s)− u˜n(s)+ v˜2n(s)]ds,
wn+1(x) = wn(x)+
∫ x
0
λ3(s)[w(1)n (s)− v˜2n(s)]ds.
The Lagrange multiplier, therefore, can be identified as follows:
λ1 = λ2 = λ3 = −1.
As a result, we obtain the following iteration formula
un+1(x) = un(x)−
∫ x
0
[u(1)n (s)+ un(s)]ds, (10)
vn+1(x) = vn(x)−
∫ x
0
[v(1)n (s)− un(s)+ v2n(s)]ds,
wn+1(x) = wn(x)−
∫ x
0
[w(1)n (s)− v2n(s)]ds.
Now, we begin with the initial approximation:
u0(x) = 1, v0(x) = 0, w0(x) = 0.
By the variational iteration formula (11), we have
u1(x) = 1− x
v1(x) = x
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w1(x) = 0
u2(x) = 12
(
x2 − 2x+ 2)
v2(x) = −16x
(
2x2 + 3x− 6)
w2(x) = x
3
3
...
The solution by modified VIM:
For this system, according to the modified variational iteration method, the nonlinear terms have to be considered as
restricted variation. So we derive a correction functional as follows:
un+1(x) = un(x)+
∫ x
0
λ1(s)[u(1)n (s)− un(s)+ u˜n(s)︸ ︷︷ ︸+ u˜n(s)]ds,
vn+1(x) = vn(x)+
∫ x
0
λ2(s)[v(1)n (s)− vn(s)+ v˜n(s)︸ ︷︷ ︸− u˜n(s)+ v˜2n(s)]ds,
wn+1(x) = wn(x)+
∫ x
0
λ3(s)[w(1)n (s)−wn(s)+ w˜n(s)︸ ︷︷ ︸− v˜2n(s)]ds.
The Lagrange multiplier, therefore, can be identified as:
λ1 = λ2 = λ3 = −es−x.
As a result, we obtain the following iteration formula
un+1(x) = un(x)−
∫ x
0
es−x[u(1)n (s)+ un(s)]ds, (11)
vn+1(x) = vn(x)−
∫ x
0
es−x[v(1)n (s)− un(s)+ v2n(s)]ds,
wn+1(x) = wn(x)−
∫ x
0
es−x[w(1)n (s)− v2n(s)]ds.
Now, we begin with the initial approximation:
u0(x) = 1, v0(x) = 0, w0(x) = 0.
By the variational iteration formula (11), we have
u1(x) = e−x
v1(x) = 1− e−x
w1(x) = 0
u2(x) = e−x
v2(x) = e−2x
(
ex(2x− 1)+ 1)
w2(x) = −2e−xx− e−2x + 1
u3(x) = e−x
v3(x) = 13e
−4x (6exx+ 12e2x (x2 + x+ 1)+ e3x (3x2 − 13)+ 1)
w3(x) = 13e
−4x (−6exx+ 3e4x + e3x (10− 3x2)− 12e2x (x2 + x+ 1)− 1)
...
From the results, the obtained solution for Eq. (1) is exact, i.e., u(x) = u1(x) = e−x.
Comparison of the tenth order approximate solution obtained by the VIM and the sixth order approximate solution
obtained by the modified VIM is shown in Figs. 3 and 4.
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Fig. 3. Residual for the tenth order approximate solution obtained by the VIM, Dashed line: Residual of Eq. (1), Dotted line: Residual of Eq. (2), solid line:
Residual of Eq. (3).
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Fig. 4. Residual for the sixth order approximate solution obtained by the modified VIM, Dotted line: Residual of Eq. (3), solid line: Residual of Eq. (2).
4. Conclusions
In this paper, a very simple but effective modification of the variational iteration method was proposed, which provides
great freedom in choosing linear operators for various nonlinear equations, so that the Lagrangemultiplier can be effectively
identified. Some examples were given to illustrate the effectiveness and convenience of the new algorithm. The application
of this algorithm on further examples is a challenging research opportunity.
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