Abstract: In the case of U.S. national accounts, the data are revised for the first few years and every decade, which implies that we do not really have the final data. In this paper, we aim to predict the final data, using the preliminary data and/or the revised data. The following predictors are introduced and derived from a context of the nonlinear filtering or smoothing problem, which are: (i) prediction of the final data of time t given the preliminary data up to time t − 1, (ii) prediction of the final data of time t given the preliminary data up to time t, (iii) prediction of the final data of time t given the preliminary data up to time T , (iv) prediction of the final data of time t given the revised data up to time t − 1 and the preliminary data up to time t − 1, and (v) prediction of the final data of time t given the revised data up to time t − 1 and the preliminary data up to time t. It is shown that (v) is the best predictor but not too different from (iii). The prediction problem is illustrated using U.S. per capita consumption data.
INTRODUCTION
There is a great amount of literature in evaluating expectation. Brown (1983,1989 ) and Mariano (1984,1989) suggested using Monte-Carlo stochastic simulations for the expectation of a nonlinear function. Moreover, Kitagawa (1987) evaluated the expectation, applying numerical integration to the context of a nonlinear filtering problem. Also, Geweke (1989) and Shao (1989) applied the importance sampling to evaluating integration in the Bayesian framework. Tanizaki (1991 Tanizaki ( , 1993 and Tanizaki and Mariano (1994) proposed the Monte-Carlo integration filter using the importance sampling, which is applied in this paper to prediction of final data based on preliminary data and/or revised data.
Numerous papers deal with the data revision process. Conrad and Corrado (1979) applied the Kalman filter to improve upon published preliminary estimates of monthly retail sales, using an ARIMA model. Howrey (1978 Howrey ( , 1984 used the preliminary data in econometric forecasting and obtained substantial improvements in forecast accuracy when the preliminary and revised data are used optimally (also, see Harvey (1989) ). In this paper, we consider the revision process in nonlinear and/or nonnormal cases.
In the case of annual data on U.S. national accounts, the preliminary data at the present time are reported at the beginning of the next year. The revision process is performed over a few years and every decade, which is shown in Table 1 , taking an example of the nominal consumption data (U.S. Personal Consumption Expenditures, billion dollars). All the data in Table 1 are taken from Economic Report of the President (ERP), published from 1948 to 1994. Each column indicates the year when ERP is published, while each row represents the data of the corresponding year. The superscript p denotes the preliminary data and the superscript r implies the data revised in the year corresponding to each column, President (1948 President ( -1957 and NA indicates that the data is not available (i.e., the data has not been published yet). For instance, take the consumption data of 1947 (the corresponding row in Table 1 ). The preliminary consumption of 1947 was reported in 1948 (i.e., 164.5) and it was revised in 1949 for the first time (i.e., 164.8). In 1950 and 1951, the second and the third revised data were published, respectively (i.e., 166.9 and 165.4). Since it was not revised in 1952, the consumption of 1947 is given by 165.4. Moreover, the data was revised as 165.0 in 1955, 165.4 in 1959, 160.7 in 1966, 161.7 in 1976, 161.9 in 1986, and 162.3 in 1992. Thus, each data series is revised every year for the first few years and thereafter it is revised less frequently. The consumption data of 1947 has been revised nine times until 1994 since the preliminary consumption was published in 1948. In such a sense, we cannot really know the true final data because the data is revised forever, while the preliminary data is reported only once. Therefore, it might be possible to consider that the final data is unobservable, which leads to estimation of the final data given the preliminary data, i.e, E(x Therefore, it is also useful to examine estimating the final data of time t given the revised data up to time t − 1 and the preliminary data up to time t − 1, i.e., E(x f t | t X f t−1 , X p t−1 ), and the final data of time t given the revised data up to time t − 1 and the preliminary data up to time t, i.e., E(x f t | t X f t−1 , X p t ). Summarizing the above, in this paper, we consider the following predictors. 1, 3238.2, 3009.4, 2797.4, · · ·} for t = 1990) . Similarly, the preliminary data of 1989 is 3470.3 (i.e., x p t = 3470.3 for t = 1990) and the revised data series published in 1989 is given by {3235. 1, 3010.8, 2797.4, 2629.0 (v) ) may include the other exogenous variables for all t in the equations (1) and (2). Prediction (iv) is the most familiar predictor, which is broadly used. When we forecast a variable by econometric model, usually we use the most recently revised (or reported) data for each past time period. Note that the revised data t X f t−1 and the preliminary data X p t are observed but the final data is unobservable when the ERP is published at time t + 1. (1958 -1967) (ii) prediction of the final data of time t given the preliminary data up to time t, i.e., E(x f t |X p t ), (iii) prediction of the final data of time t given the preliminary data up to time T , i.e., E(x f t |X p T ), (iv) prediction of the final data of time t given the revised data up to time t − 1 and the preliminary data up to time t − 1, i.e., E(x
v) prediction of the final data of time t given the revised data up to time t − 1 and the preliminary data up to time t, i.e., E(x
The predictors (i) -(iii) can be derived from a filtering or smoothing technique. (v) is a combination of (ii) and (iv). Thus, by using the nonlinear filtering or smoothing technique, we examine the prediction problem of final data based on preliminary data and/or revised data.
SETUP OF THE MODEL
In this section, first, the revision problem is discussed in a general formulation. In the next section we show the more concrete example, taking the U.S. consumption data on national accounts. Let x f t and x p t be the final data and the preliminary data, respectively. The model for the problem is specified as follows.
3 In the context of the errors-in-variables, we can interpret the system (1) and (2) in another way. Usually, all the published data have measurement errors. If we estimate an econometric model with such data, an appropriate result cannot be obtained. Therefore, we can consider directly including the errors into the model. There, we may take x f t as a vector of the true unobservable variables, and x p t as a vector of the the actually obtained data corresponding to x f t . Thus, another interpretation is that the errors-in-variables problem is taken into account, where the exactly same system as (1) and (2) can be utilized. 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1946 143.4 143 Source: Economic Report of the President (1988 President ( -1994 Transition equation
for t = 1, 2, · · · , T , where γ and θ are the unknown parameters to be estimated. The functional forms of q t and f t are assumed to be known. 4 t and η t are the error terms, which are assumed to be mutually independently and identically distributed, and not to be necessarily multivariate-normal.
The preliminary data, x p t , is closely related to the final data, x f t , as the measurement equation (1), because both are originally the same data (see Conrad and Corrado (1979) and Howrey (1978 Howrey ( , 1984 ).
Equation (2) represents an economic relationship, whish is related to the final data, because the preliminary data has the errors (i.e., t ) different from the errors (i.e., η t ) derived from an economic model. It might be appropriate that the unobservable final data x f t , rather than the observed preliminary data x p t , is related to the economic relationship. The nonlinear filtering techniques are performed in order to obtain the prediction of x f t . The predictors can be derived as follows.
Each data series is revised over a few years and every years, as shown in Table 1 . For the predictors (i) and (ii), therefore, we consider that we do not have the true final data because they are revised forever. The preliminary data are reported only once. A natural idea is estimating the final data x f t given the preliminary data up to time t or t − 1, which leads to a filtering problem.
The information set, i.e., X p t−1 for (i) and X p t for (ii), is observable, but x f t is not observed. Let P (·|·) be a conditional density function. The distribution-based filtering algorithm corresponding to the predictors (i) and (ii) is given by the following recursions (see, for example, Kitagawa (1987) , Kramer and Sorenson (1988) , Harvey (1989) and Tanizaki (1991 Tanizaki ( ,1993 ):
The initial density (3) is computed from the transition equation (2) if the distribution function of η t is specified, and similarly (4) is derived from the measurement equation (1) given a specific distribution for t . Thus,
In the case where the unknown parameters γ and θ are included in the system, the following likelihood function is maximized with respect to γ and θ:
4 The vector functions q t and f t may depend on the other exogenous variables, which are omitted from the two equations (1) and (2).
5 If the initial value x f 0 is assumed to be stochastic, the case t = 1 of equation (3) is written as
where (1) and (2) may depend on the past information set X p t−1 . In this case,
, which is the denominator of equation (4).
We can consider estimating the final data of time t given information set available at time T , i.e.,
Thus, the predictor (iii) estimates the past final data given preliminary data available at current period, which is equivalent to a smoothing problem. The distribution-based smoothing algorithm is represented by the following backward recursion (see, for example, Kitagawa (1987) , Harvey (1989) and Tanizaki (1991 Tanizaki ( ,1993 ):
are obtained from equations (3) and (4).
For the predictors (iv) and (v), the transition equation (2) in the state-space model is modified as follows.
Transition equation
for t = 1, 2, · · · , T . The predictors (iv) and (v) are derived from the system (1) and (2 ). The information set for (iv) denotes
} which is the revised data series up to time t−1 and the preliminary data up to time t − 1. For (v), the information set is given by { t X f t−1 , X p t }, which implies that the most recently revised data series up to time t − 1 are utilized together with the preliminary data up to time t.
Thus,
predicts the final data of time t given the revised data up to t − 1 and the preliminary data up to t − 1, while
estimates the final data of time t given the revised data up to t − 1 and the preliminary data up to t. In addition to the information set used in (i) and (ii), the most recently revised data are utilized for prediction. Therefore, it might be expected that (iv) and (v) show better predictors than (i) and (ii).
For the predictors (iv) and (v) based on equations (1) and (2 ), the distributions
can be obtained as follows:
for t = 1, 2, · · · , T . The density formula (7) and (8) is given by replacing
in the case t = 1 of equations (3) and (4). In the prediction (v), both the preliminary data up to time t and the revised data up to time t − 1 are used for forecasting the final data of time t.
The information set for (v) is larger than that for (i), (ii) or (iv), because each information set is:
. Therefore, we might expect that (v) is a better predictor of the final data than (i), (ii) and (iv).
. Then, we have the following inclusion relations:
Therefore, it might be expected that (iii) or (v) is the best predictor. Now, all the predictors were introduced in the same fashion. In the next section, we derive an optimal predictor in the sense of minimum mean square error for the following two cases: Section 3.1 Linear and Normal Case, and Section 3.2 Nonlinear and/or Nonnormal Case.
EVALUATION OF EACH EXPECTATION
In Section 2, we have introduced the predictors (i) -(v). In the case where the system is linear and normal, each optimal predictor in the sense of minimum mean square error can be rewritten as a linear algorithm. When the system (1) and (2) is nonlinear, however, there are two approaches for obtaining the estimates of the final data x f t . One is linearizing the nonlinear functions q t and f t by Taylor series expansions and applying the linearized functions to the conventional Kalman filter algorithm (see, for example, Wishner, Tabaczynski and Athans (1969) and Gelb (1974) ). The most heuristic and easiest nonlinear filter is the extended Kalman filter, where the nonlinear functions are linearized by the firstorder Taylor series expansion. However, it is well known that nonlinear filters based on Taylor series expansions give us biased estimators. Moreover, as Meinhold and Singpurwalla (1989) pointed out, the Kalman filter models under the normality assumption are not robust, and the posterior density becomes unrealistic when there is large difference between the observed data and the prior density. Therefore, the underlying density functions
, rather than the nonlinear equations, should be approximated through the Gaussian sum (see Sorenson and Alspach (1971) , Alspach and Sorenson (1972) , and Anderson and Moore (1979) ), numerical integration (see Kitagawa (1987) and Kramer and Sorenson (1988) ), or Monte-Carlo integration (see Tanizaki (1991 Tanizaki ( ,1993 and Tanizaki and Mariano (1994) ). Also, Carlin, Polson and Stoffer (1992) suggested applying an adaptive Monte-Carlo integration technique known as the Gibbs sampler to the density approximation. Needless to say, the density-based nonlinear filters do not require the normality and linearity assumptions, because the distributions of the state vector are exactly derived from the densities of t and η t and the functional forms of nonlinear measurement and transition equations (1) and (2). Thus, the density-based filters can be applied to the case where both the system is nonlinear and the error terms are non-Gaussian, and accordingly the obtained solutions are optimal.
Linear and Normal Case
First, consider the case where equations (1) and (2) are linear and error terms t and η t are normally distributed. The density algorithm represented by (3) and (4) reduces to the standard Kalman filter algorithm, which is derived from the first and second moments of the normal distributions.
In the linear and normal case, equations (1) and (2) are written as:
where Z t , S t , T t and R t are exogenous. 9 Under these assumptions, each expectation of (i) -(v) is represented as follows.
It is well known that equations (3) and (4) reduces to the following standard Kalman filter algorithm when the system is linear and normal.
9 Under normality assumption, Zt, St, Tt and Rt may depend on the past information, i.e., X Anderson and Moore (1979) and Harvey (1989) . It is known that x f t|t is optimal in the sense that it minimizes the mean square error. When the normality assumption is dropped, there is no longer any guarantee that the Kalman filter gives the conditional mean of the state vector. However, it is still an optimal estimator in the sense that it minimizes the mean square error within the class of all linear estimators, which implies that the Kalman filter under the normality assumption is the minimum mean square estimator and that the Kalman filter without the normality assumption is known as the minimum mean square linear estimator (see Harvey (1989) ).
When Z t , S t , T t and R t depend on unknown parameters γ and θ, the log-likelihood function to be maximized with respect to the unknown parameters is given by:
which is derived from equation (5).
. Under normality and linearity assumptions, the smoothing algorithm given by equation (6) reduces to the following backward recursion.
where
For (iv) and (v), the transition equation (9) is modified as
Under the normality and linearity assumptions. Equations (7) and (8) are computed as follows. 
Nonlinear and/or Nonnormal Case
The Monte-Carlo integration filter used in this section was proposed by Tanizaki (1991 Tanizaki ( ,1993 and Tanizaki and Mariano (1994) , where the importance sampling theory presented by Geweke (1989) and Shao (1989) is applied to density approximation and a recursive algorithm of the weight function represented as the ratio of two density functions is derived. In this section, we briefly discuss the nonlinear filter algorithm with the importance sampling.
Define the weight function as
for s = t − 1, t, where P x (x f t ) denotes the importance density and x f i,t , i = 1, · · · , n, are the random draws generated from P x (x f t ). Using the weight function, equations (3) and (4) can be rewritten as:
where t = 1, · · · , T and i = 1, · · · , n. Equations (19) and (20) show the filtering algorithm based on the weight functions. Since P (x p t |X p t−1 ) represents the denominator of equation (20), the log-likelihood function using the weight function ω j,t|t−1 is given by:
. Equation (6) is approximated as:
For the predictors (iv) and (v) based on the state-space model (1) and (2 ), re-define the weight function
for s = t − 1, t. By the importance sampling, equations (7) and (8) are represented by:
Thus, all the algorithms for prediction have been derived using the weight functions. Each expectation and its variance are evaluated as follows:
for s = t − 1, t, T and j = 1, · · · , 5, where Ω j denotes the appropriate information set, i.e.,
, and the appropriate weight function (i.e., ω i,t|s ) corresponding to the information set Ω j has to be used for (i) -(v).
It is very important for the above Monte-Carlo integration procedure to note that computation errors become drastically large as t is large. In order to avoid accumulation of the computation errors, we need the weight function ω i,t|s which satisfies 1 n
integration of a density function is equal to one. The advantages of using the Monte-Carlo integration filter are less computational burden and easier computer programming, especially in the higher dimensional cases of x f t , than the other distributionbased nonlinear filters proposed by Kitagawa (1987) , Carlin, Polson and Stoffer (1992) and so on. On the other hand, the disadvantage is that precision of density approximation depends on the importance density (3) and (4) or (7) and (8), the weight functions become unrealistic. Accordingly, the filtering estimates based on the weight functions are biased in such a case.
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Thus, in the similar context, the predictors (i) -(v) have been introduced. Considering that we do not really have the final data because they are always revised, we take the final data as unobservable variables and moreover estimate the parameters and the final data (the state variable) simultaneously, using the filtering or smoothing technique. (iv) and (v) are computed utilizing the past revised data t X f t−1 , since t X f t−1 is available in addition to the preliminary data up to time t − 1 or t, i.e., X p s for s = t − 1, t. In the next section, a representative consumption function of U.S. is estimated as an application.
EMPIRICAL EXAMPLE
In this section, we compare the predictors of final data based on preliminary data and/or revised data. A consumption function using U.S. national accounts data is estimated to illustrate the revision process. The measurement and transition equations in the state-space model are derived as follows.
Measurement Equation:
Since the preliminary data is related to the final data, simply we consider the measurement equation as the following linear or log-linear relationship between x p t and x f t :
log(
where it is assumed for the error t to be heteroskedastic, i.e., the variance of t depends on the state vector. γ 0 , γ 1 and γ 2 are the unknown parameters.
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For each measurement equation of (22) and (23), we consider the following three types (a) -(c).
(a) γ 0 = 0 and γ 1 = 1 are assumed but γ 2 is the unknown parameter to be estimated.
(b) γ 0 , γ 1 and γ 2 are the unknown parameters to be estimated.
11 For choice of the importance density, see APPENDIX.
12 Note that the unknown parameter vector γ in equation (1) is denoted by γ = {γ 0 , γ 1 , γ 2 } in equations (22) (22) and (23) 
Transition Equation:
The consumption function derived from a representative utility maximization problem is taken as the transition equation. The Euler equation can be nonlinear in parameters and/or error terms, depending on the functional form of the underlying utility function. Accordingly, the nonlinear filtering techniques introduced in Section 3.2 can be applicable and useful.
Consider the problem of choosing a consumption sequence of the representative agent which maximizes the expected utility:
subject to A t+1 = R t (A t + y t − x t ), where x t is consumption at time t and A 0 is given. E t (·) denotes the mathematical expectation, given information known at t. The representative utility function u(x t , µ t ) is twice continuously differentiable, bounded, increasing in consumption x t , and concave in x t . A t+1 is the stock of assets at the beginning of time t + 1, y t is noncapital or labor income at t, and R t is the gross rate of return on savings between t and t + 1. x t is assumed to be stochastic while R t is nonstochastic for simplicity. β is the discount rate. 14 µ t represents an exogenous part of consumption which does not depends on the permanent income hypothesis proposed by Hall (1978) .
Maximizing the expected utility (24) with respect to the consumption sequence {x t }, we obtain the Euler equation: E t βR t u (x t+1 , µ t+1 ) = u (x t , µ t ). Here, we take the following utility functions:
where α indicates a measure of risk aversion.
In the above utility functions (25) - (27), it is assumed that a part of consumption (i.e., x t − µ t or x t /µ t ) follows the permanent income hypothesis because it is well known that variables other than lagged consumption appear to play a significant role in the determination of current consumption (see Diebold 13 Consumption data from 1947 to 1989 are not revised in the ERP published in 1994. Therefore, we use the data from 1947 to 1989. See Table 1. 14 It might be plausible in empirical studies that the discount rate β is less than one. However, Kocherlakota (1990) showed that well-behaved competitive equilibria with positive interest rates may exist in infinite horizon growth economies even though individuals have discount factors larger than one, which implies that when per capita consumption is growing over time, it is possible for equilibria to exist in representative consumer endowment economies even though β > 1. Therefore, we do not have to pay much attention to the discount rate greater than one. b) γ0,γ1,γ2,δ,σ γ0,γ1,γ2,α,β,δ,σ γ0,γ1,γ2,α,β,δ 
and Nerlove (1989)). µ t is a part of consumption which depends on the other variable such as time trend or income.
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Additional assumptions are made as follows: For (25), x t − x t−1 is assumed to be normal with mean zero and variance σ 2 and µ t = δy t is assumed. For (26), x t − x t−1 is assumed to be normally distributed with variance σ 2 and µ t = δy t is assumed. For (27), log(x t ) − log(x t−1 ) is assumed to be normally distributed with variance σ 2 and log(µ t ) = δ log(y t ) is assumed. Moreover, x t in (25) - (27) should be replaced by the final consumption data x f t , because as discussed in Section 2 it might be plausible to consider that the variables included in the theoretical model do not have the measurement errors.
From (25) - (27), the consumption functions are written as:
where x f t and y t denote per capita final consumption and per capita income and η t is normally distributed with mean zero and variance σ 2 . Thus, the Euler equations (28) -(30) are used for the transition equation (2) in the state-space model, where the underlying assumption is that current consumption depends on not only lagged consumption but also variables other than the lagged consumption.
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Estimation Results: Thus, we have equations (22), (23) (21) is maximized with respect to the unknown parameters shown in Table 2 by a simple grid search.
17 Two-step procedure is taken for estimation, which is as follows.
1. The first step is to perform the extended Kalman filter, which is the nonlinear filter based on the first-order Taylor series expansion. The measurement equation (22) or (23) and the transition 15 The maximization procedure of equation (24) is equivalent to maximizing the following expected utility function with respect to x * t :
, where x t = x * t + µ t or x t = x * t µ t (i.e., log(x t ) = log(x * t ) + log(µ t )). x * t indicates the consumption which depends on the permanent income hypothesis.
16 Note that the unknown parameter vector θ in equation (2) is given by θ = {δ, σ} for (28), and θ = {α, β, δ, σ} for (29) and (30).
17 Six types of measurement equations (i.e., (22), (23) and (a) -(c)) and three types of transition equations (i.e., (28) -(30)) are estimated (6 × 3 state-space models are considered). For each state-space model, the unknown parameters to be estimated are summarized in 2. In the second step, based on the final consumption estimates obtained from the extended Kalman filter (i.e., Step 1), the Monte-Carlo integration procedure shown in Section 3.2 is implemented to obtain more precise estimate of the state variable than the extended Kalman filter. There, the importance density P x (x f t ) for (i) and (ii) is taken as:
. The measurement equation (22) or (23) and the transition equation (28), (29), or (30) are estimated in Tables 3 and 4. 19 The estimates in Table 3 are very close to those in Table 4 . Given the estimates 18 The importance density P x (x f t ) has to be used for approximation of the two densities
and Σ t|s , s = t − 1, t, computed from the extended Kalman filter are biased but not too far from the true values. From APPENDIX, we should choose the importance density which is broadly distributed, compared with the original density. Therefore, the bimodal density utilizing the extended Kalman filter is taken for the importance density, i.e., Px(x
). See APPENDIX for precision of Monte-Carlo integration and choice of this importance density.
19 All the data used for estimation are as follows. The preliminary data x p t is the per capita real preliminary consumption data (dollars). In Table 1 , the data with the superscript p represents Personal Consumption Expenditures (billions of dollars), which is the nominal preliminary data. In order to obtain x p t , the nominal preliminary data shown in Table 1 is converted to the per capita real data divided by Lt and Pt, where Lt and Pt denote U.S. population (billions of people) and Implicit Price Deflator of Personal Consumption Expenditures (1982=1.00). Both L t and P t are taken from the ERP published in 1994.
The interest rate R t included in the Euler equations (29) and (30) is computed as R t = (1 + r t /100)P t /P t+1 , where r t represents Moody's Corporate Bonds, Aaa (percent) taken from the ERP published in 1994. Moreover, we use per capita real Disposable Income for yt, which is taken from the ERP published in 1994. Yt in Table 1 shows nominal Disposable Income, which is converted to the per capita real data divided by Lt and Pt (i.e., yt = Yt/LtPt).
In this paper, because we focus on consumption, it is assumed that P t , L t , y t and r t are nonstochastic, which implies that the data P t , L t , y t and r t are not revised (i.e., that the final data only are reported). This is true for r t but not for L t , y t and P t . y t , L t and P t are also revised every year for the first few years and thereafter they are revised less frequently. Here, however, we assume for simplicity of discussion that Lt, yt and Pt do not have the measurement errors. of (γ, θ) in Table 4 , the predictors (i) -(v) are compared in Tables 5 and 6 , which are computed based on the nonlinear procedures shown in Section 3.2. Since the true final data is unobservable for any t, the estimated final data and L-th revised data, L = 1, 2, · · · , 10, are compared in the criteria of mean absolute percent error (M AP E (L) ) and weighted root mean square error (W RM SE (L) ). 20 As mentioned above, each information set is represented by
where 
ij } for L = 1, 2, 3, 6, 10. In Tables 5 and 6, each 
M AP E (L)
j for Functional Forms (See Table 5 ):
criterion given j and L, we examine which functional form we should choose for the measurement equations (22 (28) - (30) 21 . For the true final data, we should choose the predictor (i.e., j = 1,
is the smallest when L is large, because it might be appropriate to consider that the L-th revised data approaches the final data as L increases. When L = 10 is taken, the smallest M AP E is extremely large except for j = 4. Accordingly, hereafter we do not examine model (b) for the cases of both (22) and (23).
For economic forecasting, the first (or second) revised data is sometimes important. In this case, we should choose the predictor (i.e., j = 1, · · · , 5) with the smallest M AP E for j = j . In Section 4.1, we consider which functional form is the best underlying assumption, while in Section 4.2 we examine which predictor is the best.
Given Thus, we should take model (a) when L is small, but model (a) or (c) when L is large. In the case of (22).(a) and (23).(a), equation (26) is the best assumption for small L. However, in the case of (22). (c) and (22).(c), equation (25) for (i) -(iii) and equation (27) for (iv) and (v) perform better for large L. Table 5 ):
M AP E
is compared for j = 1, · · · , 5. In this section, from the M AP E criterion we consider which is the best predictor of (i) -(v). In Table 5 , predictor (v) shows the best performance for models (a) and (c), but not too different from predictors (ii) and (iii). Note that (iii) is better than (ii) because (iii) utilizes more information set than (ii). In the case of model (a), for almost all L, j = 5 gives the smallest value. For (c), (iv) is the best predictor when L = 1 but (v) is the best otherwise. Thus, the predictor (v) shows significant improvement in economic forecasting, compared with the other predictors. One of the reasons why (v) is the best predictor is because the information set for (v) is larger than any other predictor. Table 6 ):
22 From the W RM SE criterion, we consider which is the best predictor of (i) -(v). For models (a) and (c) in Table 6 , (v) shows the best performance of the predictors ((iii) is sometimes the best for (a)), while the worst predictor is given by (i). For example, taking the case: (22). (a), (28), i = 2 and L = 6 in Table 6 , W RM SE (L) ij is 5.10 for j = 1, 3.80 for j = 2, 3.64 for j = 3, 4.27 for j = 4 and 3.64 for j = 5, respectively. In almost all the cases of (a) and (c), j = 5 gives the smallest value of all j = 1, · · · , 5 for any i and any L. For models (a) and (c), (v) is close to (ii) and (iii), compared with (i) and (iv). Table 6 ):
W RM SE
ij is compared for L = 1, 2, · · · , 10, because the mean square errors are divided
increases as L is large for (iv) in model (c), while it is almost constant over L for (v) in model (c) (see Table 6 ).
For all the predictors in model (a), W RM SE
increases as L is large. Therefore, the final data estimated by model (a) is close to the L-th revised data for small L.
Since it is appropriate to consider that the revised data approaches the final data every time the data is revised, it is better for the true final data to choose the predictor such that W RM SE
ij decreases as L increases, which implies that the final data estimated using (c) is close to the true final data. For model (c), the best predictor of (i) -(iii) is (iii). Therefore, when we need to know the true final data, we should use the predictor (iii) of model (c).
Thus, it is appropriate to use model (a) when we need the true final data and model (c) when we want to know the first (or second) revised data (i.e., the L-th revised data for small L). Table 6 ): 
In Section 4.3, precision of each predictor is compared. In Section 4.4, we discuss comparison between the L-th revised data and the estimated final data. We consider which predictor has the smallest variance in Section 4.5.
Given i, j and L, it is meaningless to compare W RM SE (L) ij for functional forms in Table 6 .
ij depends on the functional forms. Table 6 , we obtain the result that the predictor (iii) has the smallest variance. the estimate of E z(x) , which is computed as follows. 
