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Abstract
Optimized certainty equivalents (OCEs) is a family of risk measures widely used
by both practitioners and academics. This is mostly due to its tractability and the
fact that it encompasses important examples, including entropic risk measures and
average value at risk.
In this work we consider stochastic optimal control problems where the objective
criterion is given by an OCE risk measure, or put in other words, a risk minimization
problem for controlled diffusions. A major difficulty arises since OCEs are often time
inconsistent. Nevertheless, via an enlargement of state space we achieve a substitute
of sorts for time consistency in fair generality. This allows us to derive a dynamic
programming principle and thus recover central results of (risk-neutral) stochastic
control theory. In particular, we show that the value of our risk minimization problem
can be characterized via the viscosity solution of a Hamilton–Jacobi–Bellman–Issacs
equation. We further establish the uniqueness of the latter under suitable technical
conditions.
1 Introduction and main results
Let T ∈ (0,∞) be a fixed deterministic time horizon and (Ω,F , P ) a given probability
space equipped with the completed filtration (Ft)t∈[0,T ] of a d-dimensional Brownian
motion W .
Let l : R→ R be a loss function. That is, a function satisfying the usual assumptions{
l is increasing, convex, bounded from below, and
l(0) = 0, l∗(1) = 0, and l(x) > x for |x| large enough (Al)
where l∗ denotes the convex conjugate of l defined as
l∗(z) := sup
x∈R
(xz − l(x)), z ≥ 0.
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Note that l∗ is valued on the extended real line. The functional ρ : L0 → R ∪ {+∞}
defined by
ρ(X) := inf
r∈R
(E[l(X − r)] + r) (1)
is the so-called optimized certainty equivalent (OCE) risk measure. We think of X as
a financial loss, and ρ(X) represents the level of risk1 associated to X, or the minimal
capital required to make X “acceptable,” see e.g. [11] for details. Our aim is to study
the optimal control of the d-dimensional diffusion
dY αt = b(t, Y αt , αt) dt+ σ dWt, Y α0 = y, σ ∈ Rd×d (2)
under the OCE. More precisely, let A ⊆ Rm be a convex compact set, and assume b
satisfies
b : [0, T ]× Rd × Rm → Rd is jointly measurable;
|b(t, y, a)| ≤ c1[1 + |a|] and |b(t, y1, a)− b(s, y2, a)| ≤ c2(|t− s|+ |y1 − y2|);
for each t, y¯ the set b(t, y¯,A) is convex, compact, and independent of y¯.
(Ab)
Let A the set of A-valued progressively measurable processes. For each α ∈ A, Y α in (2)
is well-defined. For a given function f , we focus on the optimal control problem
inf
α∈A
ρ(f(Y αT )). (P)
We use the convention E[X] :=∞ if E[X+] =∞ for every random variable X ∈ L0 and
assume that f satisfies the condition
f : Rd → R is continuous and bounded. (Af)
Problem (P) is a risk minimization one, with ρ(f(Y αT )) representing the riskiness of
f(Y αT ). The problem is then to determine the smallest possible risk and the control α∗
leading to it. Problems of type (P) are sometimes called risk-sensitive decision problems
to emphasize the fact that the objective is not to minimize the (linear) mathematical
expectation E[f(Y αT )], but rather a convex risk measure (however, the literature on
risk-sensitive control overwhelmingly focuses on the entropic risk measure). A stark
contrast with the risk-free optimization problem
φ(t, y) = inf
α∈A
E[f(Y t,y,αT )], (Rf)
where as usual Y t,y,α denotes the solution of (2) starting at time t from y, is that, in
most cases, (P) cannot be (directly) solved using Bellman’s equation as is done for (Rf).
This is due to the lack of a property called time-consistency for the operator ρ. In fact,
unless the loss function l is linear or exponential, Bellman’s principle of optimality will
not apply for Problem (P), hindering the use of standard stochastic control techniques
to characterize the value of the problem and/or of the optimal control. The aim of the
present work is to show that, by enlarging the state space, one can profit from the rich
duality theory for risk measures to use stochastic control techniques.
1Strictly speaking, it is X 7→ ρ(−X) that is a risk measure, but we will work with ρ for notational
convenience.
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Example 1.1. For l(x) = ex − 1, the OCE ρ becomes the “entropic” risk measure.
This is essentially the only instance satisfying (Al) leading to a time-consistent risk
measure. In fact, in this case ρ satisfies ρ(X) = logEeX so that, up to a logarithmic
transform, Problem (P) reduces to a risk-free optimization problem.
Another popular risk measure in economics (see e.g. [15]) is the monotone
mean-variance, obtained in our framework by taking
l(x) = ((x+ 1)
+)2 − 1
2 .
We will show that the value function of the problem (P) takes the form
V (t, y, z) := inf
r∈R, α∈A
(E[l(f(Y t,y,αT )− r)] + rz), (3)
where the z-variable stands for the extension of the state space. Our main result is the
characterization of this value function as a viscosity solution of a second order PDE
of Hamilton–Jacobi–Bellman–Issacs type, which in some cases we prove to be uniquely
determined. Observe that the (Hamiltonian of the) PDE that naturally emerges from
the duality theory, (see Equation (E)) is discontinuous. We refer to Section 2 for the
definition of viscosity solutions in this setting.
Theorem 1.2. If assumptions (Al), (Af) and (Ab) are satisfied, then the problem
(P) admits an optimizer α∗ ∈ A, and it holds
inf
α∈A
ρ(f(Y αT )) = V (0, y, 1)
where V , defined in (3), is a continuous viscosity solution of the Hamilton–Jacobi–
Bellmann–Isaacs (HJBI) equation
(DPE)

−∂tV − inf
a∈A
b(t, y, a)∂yV − 12 Tr
(
σσ′∂2yyV
)
− sup
β∈Rd
(1
2z
2|β|2∂2zzV + z ∂2yzV σβ
)
= 0 in OT ,
V (T, y, z) = zf(y)− l∗(z) (y, z) ∈ O,
V (t, y, z) = zφ(t, y)− l∗(z) (t, y, z) ∈ [0, T ]× ∂O,
(E)
(∂TE)
(∂OE)
with
O := Rd ×Oz and OT := (0, T )×O
and Oz := int dom(l∗) is the interior of the effective domain of l∗.
Moreover, if the domain of l∗ is compact, then V is the unique continuous
viscosity solution of (DPE) with linear growth.
As mentioned earlier, we get around the problem of time-inconsistency through an
“enlargement of the state space” technique. This approach probably originated (at least as
far as risk-sensitive control problems as concerned) in the work of [18, 19] on optimizations
of average value-at-risk in a discrete-time model. The present article expands on the
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work [1] where a state space enlargement was used to show that OCE risk measures can
be characterized by viscosity solutions of PDEs. Here we further consider optimal control
of OCEs and investigate uniqueness issues. Other approaches to time inconsistency
can be found e.g. in [2, 6, 21] for discrete-time formulations and [8, 13, 17, 24] for
continuous-time formulations.
The central argument allowing for the enlargement of state space and hence leading
to Theorem 1.2 is to steer the minimization problem (P) into a stochastic differential
game through the dual representation of the risk measure ρ:
ρ(X) = sup
Z∈L1+
(E[XZ]− E[l∗(Z)]).
Notice however that in the literature on stochastic differential games, admissible strategies
are often defined on much smaller sets. Most papers consider Elliot–Kalton strategies
introduced in [10], cf. [22] for “elementary” strategies. Such formulations cannot be
adopted here since the differential game organically emerges from the problem. This
should also shed some light on the fact that the optimization problem (P) is characterized
by an HJBI equation, and not an Hamilton–Jacobi–Bellman equation. En route to the
proof of our existence result, we will also show (Proposition 2.5) that
inf
α∈AM,L
ρ(f(Y αT )) = V (0, y, 1)
where AM,L is the set of Markov controls which are Lipschitz continuous. In other words,
the open loop control problem and the Markov control problems have the same value.
One essential difficulty in our analysis is the singularity of our Hamiltonian. Indeed,
the optimization over β causes discontinuity (and explosions) for ∂2zzV = 0. While
this issue is easily overcome for the existence statement by slightly enlarging the class
of viscosity solutions with a weaker solution formulation (see e.g. [7, Section 9] for
similar ideas). Nevertheless, the irregularity of the Hamiltonian is still a major hurdle for
uniqueness, especially in the weaker solution formulation. In fact, the discontinuity of the
PDE restricts the choice of penalization functions in the comparison proof. Fortunately,
it is possible to construct the penalization functions in such a way that the points of
interest in the proof are located where the Hamiltonian is finite.
Our theorem applies for instance to the following important example:
Example 1.3. The average value-at-risk (AVaR) is arguably one of the most used
risk measures by practitioners in the financial and actuarial sectors, and by their
regulators. It is obtained in our framework by taking
l(x) = x+/γ
for some γ ∈ (0, 1). That is, ρ(X) = AVaRγ(X) is the AVaR at level γ. In this
case, l∗(z) = 0 if z ∈ [0, 1/γ] and +∞ if z ∈ (1/γ,∞). Thus, the domain of l∗ is the
compact interval [0, 1/γ]. As a consequence of Theorem 1.2, we have that
V (s, y, z) = inf
α∈A
AVaRγz(zf(Y s,y,αT ))
4
is the unique continuous viscosity solution of the HJBI equation (DPE). In particular,
V (0, y, 1) = infα∈AAVaRγ(f(Y αT )). Details are given at the end of Section 3.
Papers dealing with optimal control of average value-at-risk include [2, 6, 18, 19] and
[17]. The papers [2, 18, 19] present discrete-time models and propose time-consistent
reformulations allowing to solve AVaR optimization problems. The articles [6] and [17]
focus on computational issues and propose algorithms allowing to compute value functions
of AVaR optimization problems despite the absence of dynamic programming principles.
The remainder of this paper is dedicated to the proof of our main result. In Section 2,
we prove the existence claim in Theorem 1.2. There we also show that the open-loop and
Markovian problems have the same value. In the last section we prove the comparison
theorem leading to the uniqueness claim.
2 Characterization and existence
This section is dedicated to the proof of the existence claim in Theorem 1.2. It will be
split into several intermediate results. The uniqueness claim is proved in the subsequent
section. For completeness, we recall the notion of viscosity solution we use in Theorem
1.2. Here and in the rest of the paper, we denote by F and F the lower semicontinuous
envelope and the upper semicontinuous envelope of F , respectively.
Definition 2.1. Let F : [0, T ] × O × R × R × Rd × R(d+1)×(d+1) → R be a given
function. An upper semicontinuous function V : [0, T ] × O → R is said to be a
viscosity subsolution of the PDE
F (t, y, z, V, ∂tV, ∂yV,D2V ) = 0 in OT
V (T, y, z) = ψ(y, z) = zf(y)− l∗(z) (y, z) ∈ O,
V (t, y, z) = zφ(t, y)− l∗(z) (t, y, z) ∈ [0, T ]× ∂O
(4)
if for all x0 = (s0, y0, z0) ∈ [0, T ]×O and ϕ ∈ C2([0, T ]×O) such that x0 is a local
maximizer of V − ϕ and ϕ(x0) = V (x0), if s0 = T we have V (x0) ≤ ψ(y0, z0); if
(y0, z0) ∈ ∂O we have
V (x0) ≤ z0φ(s0, y0)− l∗(z0)
and otherwise
F (x0, V (x0), ∂tϕ(x0), ∂yϕ(x0), D2ϕ(x0)) ≤ 0.
A function V is said to be a viscosity supersolution of (4) if it is lower semicontin-
uous and if for all x0 = (s0, y0, z0) ∈ [0, T ]×O and ϕ ∈ C2([0, T ]×O) such that x0
is a local minimizer of v−ϕ and ϕ(x0) = V (x0), if s0 = T we have v(x0) ≥ ψ(y0, z0),
if (y0, z0) ∈ ∂O we have
V (x0) ≥ z0φ(s0, y0)− l∗(z0)
and otherwise
F (x0, V (x0), ∂tϕ(x0), ∂yϕ(x0), D2ϕ(x0)) ≥ 0.
A function is a viscosity solution if it is both a viscosity sub- and supersolution.
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It should be noted that, as shown in [9, Lemma V.4.1], this definition of viscosity
solutions is equivalent to the definition using sub- and superjets given in Definition 3.2
below. For the equation studied here, i.e., with F representing the left hand side of
(E), F is already upper semicontinuous and the upper semicontinuous envelope can be
omitted. Moreover, F is locally continuous around any point at which ∂zzϕ < 0. Finally,
for ∂zzϕ ≥ 0, F ≡ −∞, and thus trivially satisfies the condition for subsolutions. This
is the relaxation needed for existence at the points of discontinuity ∂zzϕ = 0, with the
burden instead shifted to the comparison proof.
Let L be the space defined by
L :=
{
β : [0, T ]× Ω→ Rd,progressively measurable and E
∫ T
0
|βu|2 du <∞
}
.
It is well-known (see e.g. [3]) that the functional ρ admits the convex dual representation
ρ(X) = sup
Z∈L1+:E[Z]=1
(E[ZX − l∗(Z)]), X ∈ L∞,
and that, by monotone convergence, the representation easily extends to random variables
X that are bounded from below. Furthermore, in our Brownian filtration every random
variable Z ∈ L1+ with E[Z] = 1 can be written as Z = Z0,1,βT , with
dZs,z,βt = βtZ
s,z,β
t dWt, Z
s,z,β
s = z, for some β ∈ L. (5)
Thus, the value function associated to the control problem (P) is given by
V (s, y, z) = inf
α∈A
sup
β∈L
E
[
Zs,z,βT f(Y
s,y,α
T )− l∗(Zs,z,αT )
]
, (6)
where Y s,y,α denotes the solution of (2) on [s, T ] starting from Ys = y. This is naturally
in tandem with (3) indeed.
The rest of the proof is devoted to showing that V is a viscosity solution to (DPE).
To that end, it shall be useful to restrict the optimization of problem to the so-called
“Markov controls”, which we define as:
AM := {α : [0, T ]× Rd → A, Borel measurable},
or to the more relevant subset
AM,L = {α : [0, T ]× Rd → A, Lipschitz continuous}.
We will also consider the subset Lb of L given by
Lb :=
β ∈ L : supt∈[0,T ] |βt| ∈ L∞
.
If E is a Polish space, the τ -topology on P(E) is defined as the topology of convergence
of integrals along bounded measurable functions.
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Lemma 2.2. Suppose that b satisfies (Ab). For α ∈ A and β ∈ Lb we denote
dY s,y,α,βt = [b(t, Y
s,y,α,β
t , αt) + σσ′βt]dt+ σdWt, Y s,y,α,βs = y.
Then the set
{Law(Y s,y,α,β) : α ∈ A}
is compact in the τ -topology.
Proof. Denoting γs,y,α,βt := b(t, Y
s,y,α,β
t , αt) + σσ′βt, we remark that the relative entropy
with respect to Brownian motion with volatility σ started at y, i.e.,
H(Law(Y s,y,α)|Law(y + σW )) = 12E
[∫ T
0
[γs,y,α,βt ]′(σσ′)−1[γ
s,y,α,β
t ]
]
,
is upper bounded by some constant C independent of α ∈ A, thanks to the growth of b,
A being bounded, and β ∈ Lb.
This shows that Γ := {Law(Y s,y,α,β) : α ∈ A} is relatively weakly compact. By [4,
Lemma 2.8], Γ is relatively τ -compact.
To finish the proof it suffices to show that Γ is weakly closed. Take {αn} ⊂ A. By
usual weak convergence arguments we know that if Law(Y s,y,αn,β)→ Q, then under Q the
canonical process has absolutely continuous drift ` and volatility σσ′; see [23, Theorem 3].
By Skorokhod’s representation we may assume that convergence holds in the almost sure
sense in a common probability space, namely Y s,y,αn,β → Y a.s. and Law(Y ) = Q. As in
the previous paragraph, we observe that b(·, Y s,y,αn,β· , αn· ) + σσ′β· is L2-bounded, and so
up to taking a subsequence, there are convex combinations of these elements converging
almost surely to `. It follows that `t − σσ′βt ∈ b(t, Yt,A) for almost every t, by the
assumptions made on b(t, y¯,A). By a standard measurable selection argument we can find
α ∈ A such that `t − σσ′βt = b(t, Yt, αt), so that dYt = [b(t, Yt, αt) + σσ′βt]dt+ σdWQt .
Finally, by the Lipschitz assumption on b this SDE uniquely determines Y and Q, so we
conclude.
Remark 2.3. Note that the existence of an optimizer α∗ ∈ A for the control
problem (P) follows as a direct consequence of the above lemma 2.2.
Lemma 2.4. If assumptions (Af) and (Al) are satisfied, then for every strategy
α ∈ A, there is a strategy α˜ ∈ AM such that ρ(f(Y αT )) = ρ(f(Y α˜T )).
Proof. Given α ∈ A, We may apply [5, Corollary 3.7], which extends the original [12,
Theorem 4.6] to obtain the existence of a function b˜ such that the equation
dY˜t = b˜(t, Y˜t)dt+ σdWt
admits a weak solution with one-dimensional marginals that coincide with those of Y α.
In particular, b˜(t, y) := E[b(t, Y αt , αt)|Y αt = y] and thus b˜(t, y) belongs to the convex hull
of b(t, y,A), a closed convex set. Therefore, a measurable selection argument allows to
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find a Borel measurable function α˜ : [0, T ]× Rd → A such that b˜(t, y) = b(t, y, α˜(t, y)).
Thus, α˜ ∈ AM and Y˜ = Y α˜ with
dY α˜t = b(t, Y α˜t , α˜(t, Y α˜t )) dt+ σ dWt. (7)
Since α˜ is bounded, it follows by (Ab) that (t, y) 7→ b(t, y, α˜(t, y)) is bounded mea-
surable, and by [16] that the SDE (7) admits a unique strong solution, which must
therefore coincide with Y α˜. Since OCE risk measures are law invariant, we conclude that
ρ(f(Y αT )) = ρ(f(Y α˜T )).
The following proposition shows that the open-loop and the Markovian formulations
of the control problem have the same value.
Proposition 2.5. If assumptions (Af) and (Al) are satisfied, then
V (s, y, z) = inf
α∈AM,L
sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
for all (t, y, z) ∈ [0, T ]×O.
(8)
Proof. It was shown in [1, Proposition 2.7] that if f is bounded and l satisfies (Al), then
ρ(f(Y s,y,αT )) = sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
for every s, y, α. Thus,
V (s, y, z) = inf
α∈A
sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
, (9)
from which it follows that V is smaller than the r.h.s. in (8).
Let us prove the reverse inequality. For every ε > 0, there is α ∈ A such that
V (s, y, z) ≥ sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
− ε = ρlz(zf(Y s,y,αT ))− ε,
where the equality follows from [1, Proposition 2.8] and ρlz is the OCE corresponding
to the loss function lz(x) := l(x/z). By Lemma 2.4, there is α˜ ∈ AM such that
ρlz(zf(Y s,y,αT )) = ρlz(zf(Y
s,y,α˜
T )). Thus,
V (s, y, z) ≥ ρlz(zf(Y s,y,α˜T ))− ε. (10)
Let (αn) be a sequence of smooth functions with compact support such that αnt → α˜t
Lebesgue almost surely, for all t ∈ [0, T ]. It holds αn ∈ AM,L. Denote by Y n the unique
strong solution of
Y s,y,α
n
t = y +
∫ t
s
b(u, Y s,y,αnu , αn(u, Y s,y,α
n
u )) du+ σWt,
see e.g. [20]. Let us show that (Y nT ) converges to Y
s,y,α˜
T in L2. To this end, consider the
sequence of stopping times
τN := inf{t > 0 : |Wt| ≥ N} ∧ T.
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It is clear that τN ↑ T . Since b is of linear growth in its last component and αn bounded,
it follows that Y n
t∧τN is bounded by a constant depending on N . This will be needed when
applying Krylov’s inequality below. Then, by (Ab), Gronwall’s inequality and triangular
inequality we have
E[|Y nT − Y s,y,αT |2] ≤ CE
∫ T∧τN
s
|α(u, Y s,y,αu )− αn(u, Y nu )|2 du
+ CE
∫ T
T∧τN
|α(u, Y s,y,αu )− αn(u, Y nu )|2 du
≤ CE
∫ T∧τN
s
|α(u, Y s,y,αu )− αk(u, Y s,y,αu )|2 + |αk(u, Y s,y,αu )− αk(u, Y nu )|2
+ |αk(u, Y nu )− αn(u, Y nu )|2 du+ CE
∫ T
T∧τN
‖α‖∞ du
≤ CE
∫ T∧τN
s
|α(u, Y s,y,αu )− αk(u, Y s,y,αu )|2 + Ck|Y s,y,αu − Y nu |2du
+ CN‖αk − αn‖2L2 + CE
∫ T
T∧τN
‖α‖∞ du.
Notice that to get the latter inequality, we used Lipschitz continuity of αk, so that the
constant Ck depends on the Lipschitz constant of αk, and we also used Krylov’s inequality
(see [14]) to get the second term, so that the constant CN depends on N . We first fix N
and k and let n go to infinity, then we subsequently let k and N go to infinity to obtain
that E[|Y nT − Y s,y,αT |2]→ 0.
By continuity of f , and up to a subsequence, it holds f(Y nT )→ f(Y s,y,α˜T ) P -a.s. Using
again [1, Proposition 2.8], there is r ∈ R such that
V (s, y, z) ≥ ρlz(zf(Y s,y,α˜T ))− ε ≥ E[l(f(Y s,y,α˜T )− r)] + zr − 2ε
= lim
n→∞E[l(f(Y
n
T )− r)] + zr − 2ε,
where the latter equality follows by (Af) and dominated convergence. Therefore,
V (s, y, z) ≥ inf
α∈AM,L
(E[l(f(Y s,y,αT )− r)] + zr)− 2ε
≥ inf
α∈AM,L
inf
r∈R
(E[l(f(Y s,y,αT )− r)] + zr)− 2ε
= inf
α∈AM,L
sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
− 2ε.
Dropping ε yields the desired result.
Lemma 2.6. If assumptions (Af) and (Al) are satisfied, then the function V is
real-valued and continuous on [0, T ]×O. Moreover, it holds that
V (s, y, z) = zφ(s, y)− l∗(z) for all (t, y, z) ∈ [0, T ]× ∂O. (11)
If the domain of l∗ is closed, then V is continuous on [0, T ]×O.
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Proof. That V is real-valued follows directly from assumption (Af) and the fact that f
is bounded from below.
Step 1: Upper semicontinuity. Regarding the continuity statement, let (sn, yn, zn)
be a sequence converging to (s, y, z). For every α ∈ A, it follows by standard stability
results for SDEs that Y s
n,yn,α
T converges to Y
s,y,α
T in L2. Thus, for every r ∈ R, we have,
by dominated convergence and continuity of l and f , that
lim sup
n→∞
V (sn, yn, zn) ≤ lim sup
n→∞
E[l(f(Y s
n,yn,α
T )− r) + rzn]
= E[l(f(Y s,y,αT )− r) + rz].
This shows that
lim sup
n→∞
V (sn, yn, zn) ≤ V (s, y, z),
from which upper semicontinuity follows.
Step 2: Lower semicontinuity on the interior. To prove lower semicontinuity, let
(sn, yn, zn) be a sequence converging to (s, y, z). Assume by contradiction that there is a
subsequence, again denoted (sn, yn, zn), such that
lim inf
n
V (sn, yn, zn) < V (s, y, z).
For every n, there is αn ∈ A such that
V (sn, yn, zn) ≥ E
[
Zs
n,zn,β
T f(Y
sn,yn,αn
T )− l∗(Zs
n,zn,β
T )
]
− 1
n
for all β ∈ Lb.
Let Q be the probability measure absolutely continuous with respect to P and with
Radon–Nikodym density Zs,z,βT and WQ := W +
∫ ·
0 βu du. By Girsanov’s theorem WQ is
a Q-Brownian motion and Y s
n,yn,αn
t = sn +
∫ t
sn b(u, Y s
n,yn,αn
u , α
n
u) + σβ du+
∫ t
sn σ dW
Q
u .
Lemma 2.2 then ensures the existence of a control α ∈ A such that, up to a subsequence, it
holds that EQ[f(Y s
n,yn,αn
T )]→ EQ[f(Y s,y,αT )]. Moreover, since Zs
n,yn,β
T converges to Z
s,y,β
T
in L2 and f is a bounded function, we have E[Zs
n,yn,β
T f(Y
s,y,α
T )] → E[Zs,y,βT f(Y s,y,αT )].
Therefore, it follows by triangular inequality that
E[Zsn,zn,βf(Y s
n,yn,αn
T )]→ E[Zs,y,βT f(Y s,y,αT )].
Hence, by continuity of l∗ on its domain, we have that
lim inf
n→∞ V (s
n, yn, zn) ≥ E[Zs,y,βT f(Y s,y,zT )− l∗(Zs,y,zT )],
and since β ∈ Lb was taken arbitrarily this allows to conclude
lim inf
n→∞ V (s
n, yn, zn) ≥ V (s, y, z),
a contradiction.
Step 3: Boundary value (11). Assume s < T and z ∈ ∂Oz. There are a ∈ [0,∞) and
b ∈ (0,∞] such that int dom(l∗) = (a, b). Thus, ∂Oz = {a, b} if b < ∞ and ∂Oz = {a}
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otherwise. If a = 0 and b =∞, it is clear, by (12), that z ∈ ∂Oz implies, V (s, y, z) = l∗(0).
Let us assume a > 0. If β ∈ L is such that P ⊗ dt(βt 6= 0) > 0, then P (Zs,1,βT 6= 1) > 0
because otherwise, Zs,1,βt = 1 P -a.s. for every t ≥ s and thus β = 0, a contradiction.
And since Zs,1,βT 6= 1 with positive probability, it follows that aZs,1,βT /∈ dom(l∗) with
positive probability. In fact, if aZs,1,βT ∈ dom(l∗) ⊆ [a,∞), then aZs,1,βT ≥ 1. Since
Zs,1,β is a martingale starting at 1, this implies that Zs,1,βT = 1, a contradiction. Thus,
E[aZs,1,βT f(Y
s,y,α
T )− l∗(aZs,1,βT )] = −∞. If β = 0, then E[aZs,1,0T f(Y s,y,αT )− l∗(aZs,1,0T )] =
aE[f(Y s,y,αT )]− l∗(a). Hence,
V (s, y, a) = inf
α∈A
aE[f(Y s,y,αT )]− l∗(a) = aφ(s, y)− l∗(a).
The case 0 < b <∞ is handled analogously.
Step 4: Lower semicontinuity on the boundary. If the domain of l∗ is closed, upper
semicontinuity on [0, T ]×O follows exactly as in Step 1. As to lower semicontinuity, let
(sn, yn, zn) ∈ [0, T ]×O converge to (s, y, z). Then, by definition of φ we have
lim sup
n→∞
V (sn, yn, zn) ≥ lim sup
n→∞
znφ(sn, yn)− l∗(zn) = zφ(s, y)− l∗(z) = V (s, y, z).
Consider the “approximate value function”
V n(s, y, z) := inf
α∈A
sup
β∈Ln
E[Zs,z,βT f(Y
s,y,α
T )− l∗(Zs,z,βT )], (12)
with Ln := {β ∈ Lb : |β| ≤ n}.
Proposition 2.7. If f satisfies (Af), then (V n) converges pointwise to V .
Proof. It is clear that lim supn→∞ V n ≤ V pointwise on [0, T ]× Rd ×Oz.
Let us prove that lim infn→∞ V n ≥ V . Let β ∈ Lb. There is N such that β ∈ LN .
For n ≥ N , we can find αn ∈ A such that putting Y n := Y s,y,αn one has
1/n+ V n(s, y, z) ≥ E
[
Zs,z,βT f(Y
n
T )− l∗(Zs,z,βT )
]
. (13)
Hence, for β ∈ Ln fixed, it follows by Lemma 2.2 and Girsanov’s theorem that there is
α ∈ A such that, up to a subsequence, E
[
Zs,z,βT f(Y nT )
]
→ E
[
Zs,z,βT f(Y
s,y,α
T )
]
. Hence we
may take limit in the Y ’s in (13) while leaving β fixed, obtaining
lim inf
n
V n(s, y, z) ≥ E
[
Zs,z,βT f(Y
s,y,α
T )− l∗(Zs,z,βT )
]
.
Thus, since β was taken arbitrarily, we have
lim inf
n
V n(s, y, z) ≥ sup
β∈L
E
[
Zs,z,βT f(Y
s,y,α
T )− l∗(Zs,z,βT )
]
.
This yields
lim inf
m→∞ V
m(s, y, z) ≥ V (s, y, z).
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We now have the following dynamic programming principle for the function V :
Proposition 2.8. The dynamic programming principle holds in the following form:
For all 0 ≤ s ≤ θ ≤ T we have
V (s, y, z) = inf
α∈As,θ
sup
βb∈Ls,θb
E
[
V (θ, Y s,y,αθ , Z
s,z,β
θ )
]
, (14)
where As,θ denotes the restriction of the elements in A to the interval [s, θ], with a
similar notation for Ls,θb . Equation (14) also holds for V n (defined in (12)) instead
of V , with Ls,θb replaced by Ls,θn , and defined analogously.
Proof. Recall that V (s, y, z) = infα∈AM,L V α(s, y, z) with
V α(s, y, z) := sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
, (15)
for each α ∈ AM,L. It was shown in [1, Corollary 2.11] that V α satisfies the DPP
V α(s, y, z) = sup
β∈Ls,θ
b
E[V α(θ, Y s,y,αθ , Z
s,z,β
θ )]. (16)
Now let ε > 0. Then, there is a control αε ∈ AM (depending also on s, y, z) such that
V (s, y, z) ≥ V αε(s, y, z)− ε. Thus, we have
V (s, y, z) ≥ sup
β∈Ls,θ
b
E
[
V α
ε(θ, Y s,y,α
ε
θ , Z
s,z,β
θ )
]
− ε
≥ sup
β∈Ls,θ
b
E
[
V (θ, Y s,y,α
ε
θ , Z
s,z,β
θ )
]
− ε
≥ inf
α∈A
sup
β∈Ls,θ
b
E
[
V (θ, Y s,y,αθ , Z
s,z,β
θ )
]
− ε.
Sending ε to zero we conclude that the l.h.s. in (14) is the greater one.
Let us now show the reverse inequality
V (s, y, z) ≤ inf
α∈As,θ
sup
β∈Ls,θ
b
E
[
V (θ, Y s,y,αθ , Z
s,z,β
θ )
]
(17)
for all [s, T ]-valued stopping time θ. To that end, let (s, y, z) ∈ [0, T ] × Rd × Oz, θ a
[s, T ]-valued stopping time, α ∈ As,θ and β ∈ Lb. Notice that the setKγ := E
[
Z
θ,Zs,z,β
θ
,β
T f(Y
θ,Y s,y,α
θ
,γ
T )− l∗(Z
θ,Zs,z,β
θ
,β
T ) | Fθ
]
: γ ∈ Aθ,T

is directed downward. In fact, let γ1, γ2 ∈ Aθ,T . Putting γt := γ1t 1{Kγ1<Kγ2} +
γ2t 1{Kγ1≥Kγ2} on {t ≥ θ} and γt = 0 on {t < θ}, it holds γ ∈ Aθ,T and Kγ ≤ Kγ
1 ∧Kγ2 .
Thus, there is a sequence (γn) in Aθ,T such that
lim
n→∞K
γn = ess inf
γ∈Aθ,T
Kγ .
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By Lemma 2.2 and Girsanov’s theorem, there is an admissible γ¯ ∈ Aθ,T such that
lim
n→∞K
γn = K γ¯ P -a.s.
That is, ess infγ∈Aθ,T Kγ = K γ¯ . Using that γ¯ is optimal, it follows that for α¯ :=
α1[0,θ) + γ¯1[θ,T ], one has
E
[
Zs,y,βT f(Y
s,y,α¯
T )− l∗(Zs,z,βT )
]
= E
E [Zθ,Zs,z,βθ ,βT f(Y θ,Y s,y,αθ ,γ¯T )− l∗(Zθ,Zs,z,βθ ,βT ) | Fθ
]
= E
ess inf
γ∈Aθ,T
E
[
Z
θ,Zs,z,β
θ
,β
T f(Y
θ,Y s,y,α
θ
,γ
T )− l∗(Z
θ,Zs,z,β
θ
,β
T ) | Fθ
]
≤ E
ess sup
β′∈Lθ,T
b
ess inf
γ∈Aθ,T
E
[
Z
θ,Zs,z,β
θ
,β′
T f(Y
θ,Y s,y,α
θ
,γ
T )− l∗(Z
θ,Zs,z,β
θ
,β′
T ) | Fθ
].
Since β was taken arbitrary, the last inequality implies
V (s, y, z) = inf
α∈A
sup
β∈Lb
E
[
Zs,y,βT f(Y
s,y,α
T )− l∗(Zs,z,βT )
]
≤ sup
β∈Ls,θ
b
E
[
V n(θ, Y s,y,αθ , Z
s,z,β
θ )
]
.
The claim then follows since α ∈ As,θ was taken arbitrary.
The proof for V n is the same.
Lemma 2.9. If (Al) and (Af) are satisfied, then for every (t, y), the function
V (t, y, ·) is concave on Oz.
Proof. The proof follows from [1, Proposition 2.8] where it is shown that for every α ∈ A
and z > 0 it holds that
sup
β∈Lb
E
[
f(Y s,y,αT )Z
s,z,β
T − l∗(Zs,z,βT )
]
= ρlz
(
zf(Y s,y,αT )
)
where ρlz is the OCE with loss function lz(x) := l(x/z). This representation and the
definition of OCE show that
V (s, y, z) = inf
α∈A
inf
r∈R
(
E[l(f(Y s,y,αT )− r)] + zr
)
from which concavity is easily derived.
Proof. (of the existence claim in Theorem 1.2) Let us first use the inequality
V n(s, y, z) ≤ inf
α∈A0,θ
sup
β∈Ln
E
[
V n(θ, Y s,y,αθ , Z
s,z,β
θ )
]
. (18)
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to show that V n is a viscosity subsolution of the HJBI equation
−∂tV n − infa∈A b(t, y, a)∂yV n − 12 Tr
(
σσ′∂2yyV n
)
− supβ∈Rd,|β|≤n
(
1
2z
2|β|2∂2zzV n + z ∂2yzV nσβ
)
= 0
V n(T, y, z) = zf(y)− l∗(z)
V n(t, y, z) = zφ(z)− l∗(z) on [0, T ]× Rd × ∂Oz.
(19)
Hereby, we put Fn the function such that the first line in the PDE (19) is given by
Fn(t, y, z, ∂tV n, ∂yV n, D2V n) = 0.
Let ϕ ∈ C2 be a test function with bounded derivatives such that V n − ϕ has a
global maximum at x = (s, y, z) ∈ [0, T ]× Rd ×Oz with V n(x) = ϕ(x). If s = T , then
ϕ(x) = zf(y)− l∗(z).
If s < T and z ∈ ∂Oz, then it follows from Lemma 2.6 that V (s, y, z) = zφ(s, y)−l∗(z).
Assuming s < T and z /∈ ∂Oz, then by (18), one has
0 ≤ inf
α∈A0,s+u
sup
β∈Ln
b
E
[
ϕ(s+ u, Y s,ys+u, Z
s,z,β
s+u )− ϕ(s, y, z)
]
for all u ∈ (0, T − s). Let α ∈ A be arbitrary. Applying Itô’s formula to t 7→
ϕ(t, Y s,y,αt , Z
s,z,β
t ) yields
0 ≤ sup
β∈Ln
b
∫ s+u
s
E
[
b(t, Y s,y,αt , αt)∂yϕ(t, Y
s,y,α
t , Z
s,z,β
t ) + ∂tϕ(t, Y
s,y,α
t , Z
s,z,β
t )
+ 12 Tr(∂yyϕ(t, Y
s,y,α
t , Z
s,z,β
t )σσ′) +
1
2∂zzϕ(t, Y
s,y,α
t , Z
s,z,β
t )|βt|2(Zs,z,βt )2
+ ∂yzϕ(t, Y s,y,αt , Z
s,z,β
t )σβtZ
s,z,β
t
]
dt.
Since ϕ and its derivatives are Lipschitz continuous, and by Cauchy–Schwarz inequality
and classical SDE estimates, there is a continuous function t 7→ R(t) with R(0) = 0,
further parametrized only by σ, s, b, ϕ, n, z, y, such that
0 ≤ sup
β∈Ln
b
∫ s+u
s
R(t− s) + E
[
∂yϕ(s, y, z)b(t, Y s,y,αt , αt) + ∂tϕ(s, y, z)
]
+ E
[
∂yzϕ(s, y, z)σβtZs,z,βt +
1
2
(
Tr(∂yyϕ(s, y, z)σσ′) + ∂zzϕ(s, y, z)|βt|2(Zs,z,βt )2
)]
dt.
Observe that having a uniform bound on β was essential here. As a consequence, we have
0 ≤
∫ s+u
s
R(t− s) + E
[
∂yϕ(s, y, z)b(t, Y s,y,αt , αt) + ∂tϕ(s, y, z) +
1
2 Tr(∂yyϕ(s, y, z)σσ
′)
]
+ E
[
g(t, Y s,yt )Z
s,z,β
t + sup
β∈Rd:|β|≤n
1
2∂zzϕ(s, y, z)|β|
2(Zs,z,βt )2 + ∂yzϕ(s, y, z)σβZ
s,z,β
t
]
dt.
Dividing by u, using dominated convergence, and letting u go to 0 gives
Fn(s, y, z, ∂tϕ(s, y, z), ∂yϕ(s, y, z), D2ϕ(s, y, z)) ≤ 0
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showing that V n is a viscosity subsolution of (19).
The viscosity subsolution property of V now follows by stability arguments. In fact,
by Proposition 2.7 and Lemma 2.6, the sequence of continuous functions (V n) increases
pointwise to the continuous function V . In combination with Dini’s lemma it follows
that (V n) converges to V uniformly on compacts. Denote by F the function such that
the first line in (DPE) is given by F (t, y, z, ∂tV, ∂yV,D2V ) = 0.
Let us be given a test function ϕ ∈ C2 such that V − ϕ has a strict local maximum
at x0 = (s0, y0, z0) ∈ [0, T )× Rd ×Oz. It can be checked using stability arguments that
the non-strict local maximum case can be obtained as a consequence of the strict case.
Let Br(x0) := {x : |x− x0| ≤ r}, with r small enough so x0 is the maximum of V −ϕ on
Br(x0). Denote by xn = (sn, yn, zn) the point at which V n − ϕ reaches its maximum in
Br(x0). We may suppose xn → x¯. The uniform convergence on Br(x0) of V n to V yields
(V − ϕ)(x) = lim(V n − ϕ)(x) ≤ lim(V n − ϕ)(xn) = (V − ϕ)(x¯), and we conclude x¯ = x0.
As V n is a viscosity subsolution of (19), ϕ satisfies
∂tϕ(xn) + inf
a∈A
b(sn, yn, a)∂yϕ(xn) +
1
2 Tr
(
σσ′∂2yyϕ(xn)
)
+ sup
β∈Rd,|β|≤n
[1
2z
2|β|2∂2zzϕ(xn) + z ∂2yzϕ(xn)σβ
]
≥ 0, for all n ∈ N, (20)
which implies
F (xn, ∂tϕ(xn), ∂yϕ(xn), D2ϕ(xn)) ≤ 0.
Therefore, taking the limit inferior on both sides leads to F (x0, ∂tϕ(x0), ∂yϕ(x0), D2ϕ(x0)) ≤
0.
Let us now prove the supersolution property. That the boundary condition is satisfied
follows from Lemma 2.6. It remains to check the interior condition. To that end, we rely
on the half DPP
V (s, y, z) ≥ inf
α∈A
sup
β∈L
E
[
V (θ, Y s,y,αθ , Z
s,z,β
θ )
]
for all s, y, z (21)
satisfied by V (see Proposition 2.8). From this property the proof of the supersolution
property follows by similar (and simpler) arguments as for the subsolution property. In
fact, the stability argument is not needed here.
3 Comparison
In this final section we prove the comparison principle leading to the completion of the
proof of Theorem 1.2, i.e., the uniqueness claim. The following notation should simplify
the exposition of Theorem 3.3 below. Let ∂TOT := (0, T ]×Rd × {0, c} ∪ {T} ×O be the
parabolic boundary of OT . For any M ∈ Rd+1×d+1, we may write
M =
[
Y X
X ′ Z
]
,
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where Y ∈ Rd×d, X ∈ Rd×1, and Z ∈ R. Hence, for Rd × R 3 (y, z) 7→ ϕ(y, z) ∈ R and
M = D2ϕ, Y is the Hessian in the y variable, Z is the second partial derivative in z,
and X is the vector of cross derivatives. In the sequel, we will use the correspondence
M ↔ (Y,Z,X), with the understanding that it extends to diacritics and subscripts, e.g.
Mˆ ↔ (Yˆ , Zˆ, Xˆ).
Let F be the function such that (E) is given by
F (t, y, z, ∂tV, ∂yV,D2V ) = 0.
Then, with mβ = (σ, β)′ ∈ Rd × R,
F (t, y, z, pt, py,M) = −pt − inf
a∈A
b(t, y, a)py −Hz(M),
= −pt − inf
a∈A
b(t, y, a)py − sup
β∈R
1
2 Trmβm
′
βM.
We observe that for any M1 ≤ M2 it holds that, whenever Hz(M1) < ∞, Hz(M1) ≤
Hz(M2), and so
F (t, y, z, pt, py,M1) ≥ F (t, y, z, pt, py,M2), ∀t, y, z, pt, py. (22)
With some abuse of notation and the structure ofM in mind, we write F (t, y, z, pt, py, Y, Z,X) :=
F (t, y, pt, py,M), and, as we will perturb the Y argument in the comparison proof, it will
be useful to write
F (t, y, z, pt, py, Y˜ ,M) = F (t, y, z, pt, py, Y + Y˜ , Z,X).
This is done as to emphasize that the perturbation does not affect the variable of
discontinuity, M . Note that the overloading of F should not cause confusion as the three
functions accept different number of arguments.
The following lemma exploits the homogeneity of F to transform (E) into a form
better suited for proving comparison.
Lemma 3.1. If u is a subsolution (supersolution) to F (t, y, z, ∂tu, ∂yu,D2u) = 0,
then etu is a subsolution (supersolution) to
u+ F (t, y, z, ∂tu, ∂yu,D2u) = 0. (23)
Proof. We prove the statement for subsolutions; the proof for supersolutions is analogous.
For any (s, υ, ζ), let ϕ be a viscosity test function touching etu from above at (s, υ, ζ).
Then e−tϕ touches u from above at (s, υ, ζ), so, since u is a viscosity subsolution,
0 ≥ F
(
t, y, z, ∂t(e−tϕ)(s, υ, ζ), ∂ye−sϕ(s, υ, ζ), D2e−sϕ(s, υ, ζ)
)
= F
(
t, y, z, e−s[−ϕ(s, υ, ζ) + ∂tϕ(s, υ, ζ)], e−s∂yϕ(s, υ, ζ), e−sD2ϕ(s, υ, ζ)
)
= e−sϕ(s, υ, ζ) + e−sF
(
t, y, z, ∂tϕ(s, υ, ζ), ∂yϕ(s, υ, ζ), D2ϕ(s, υ, ζ)
)
,
where we implicitly use that e−t is strictly positive, so that the Hamiltonians in F are
not affected. After multiplication by es, this proves the claim.
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The following definition will be useful in the proof of comparison. It mirrors the usual
definition, but omits the derivatives that are not evaluated in F .
Definition 3.2. The so-called second order superjet, or superjet for short, of u at
x = (t, y, z) is defined as
P2,+u(x) = {(∂tϕ, ∂ϕ,D2ϕ) : ϕ ∈ C2([0, T ]×O)
and u− ϕ has a local maximum at x}.
As per usual, we also define
P2,+u(x) = {(pt, py,M) ∈ R× Rd × S(d+ 1) :
∃(xn, pnt , pny ,Mn) ∈ OT × R× Rd × S(d+ 1)
such that (pnt , pny ,Mn) ∈ P2,+u(xn)
and (xn, pnt , pny ,Mn)→ (x, pt, py,M)},
where S(N) is the set of symmetric N ×N matrices. Finally, define the second order
subjet as P2,−u(x) = −P2,+(−u)(x) and P2,− analogously.
As F and F are upper and lower semicontinuous, respectively, the limiting procedure
in the definition of P2,+ and P2,− does not pose a problem for defining viscosity solutions
using the superjets and subjets. This equivalent definition is standard, and the reader is
referred to [7] for details.
By Lemma 3.1, it is clear that if (23) has comparison, then so does the original
equation. In analyzing (23) there remains the difficulty that Hz is discontinuous, and in
particular that it attains∞. This problem is exacerbated by the fact that Hz(0) = 0, but
Hz(0) =∞.2 The discontinuity problem is overcome by observing that −Hz is finite for
any element in P2,−(v), as v is a supersolution, and at the maximizer constructed in the
proof the same holds for elements in P2,+(u). The problem due to the semicontinuous
envelope at M = 0 is overcome by slight perturbations of the penalty functions. This
has to be done with care, as otherwise the property used in handling the discontinuity of
Hz fails. These two techniques lead us to the following theorem.
Theorem 3.3. Let u (v) be a linearly growing upper (lower) semicontinuous viscosity
subsolution (supersolution) to (23) in OT . If either u or v is continuous, then u ≤ v
on ∂TOT implies that u ≤ v everywhere.
Proof. As u˜ = u− /t is also a subsolution, we have u˜ ≤ v for the full boundary ∂OT .
The proof below could thus be completed for u˜ instead of u with this stronger assumption
to obtain u˜ ≤ v in OT , from which u ≤ v in OT follows from letting  → 0. Hence,
without loss of generality, we may assume that u ≤ v on ∂OT .
Step 1. We begin by showing that for some E and K
u(t, y, z)− v(t, υ, z)− 2K|y−υ| ≤ E <∞, ∀(t, y, υ, z) ∈ [0, T ]×Rd×Rd× [0, c]. (24)
2By definition, Hz equals ∞ whenever Z = 0, but X 6= 0. Hence, by choosing any limit of Z,X → 0
with these properties, it is clear that Hz(0) =∞.
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If (24) holds, we are done and proceed to Step 2. Otherwise, notice that the linear
growth implies the existence of an L > 0 such that
u(t, y, z)− v(s, υ, ζ) ≤ L(1 + |y|+ |υ|) on [0, T ]×O × [0, T ]×O.
We use this to define the following family of functions. For some constant C and each R >
0, let ηR be a C2(Rd) function with the properties (i) ηR ≥ 0, (ii) lim inf |x|→∞ ηR(x)/|x| ≥ 2L,
(iii) |DηR(x)|+ ‖D2ηR(x)‖ ≤ C, (iv) limR→∞ ηR(x) = 0.
Now, let
ΦK(t, y, υ, z, ζ) = u(t, y, z)− v(t, υ, ζ)− 2K
√
1 + |y − υ|2 − ηR(y)− ηR(υ)
− 12ε |z − ζ|
2 + εζ2,
where ε ∈ (0, 1). By the assumption on linear growth and condition (ii) on ηR, ΦK
attains a maximum at some point (tˆ, yˆ, υˆ, zˆ, ζˆ).
For any R large enough, ΦK(tˆ, yˆ, υˆ, zˆ, ζˆ) > 0. This implies that
1
2ε |zˆ − ζˆ|
2 ≤ u(tˆ, yˆ, zˆ)− v(tˆ, υˆ, ζˆ)− 2K
√
1 + |yˆ − υˆ|2 − ηR(yˆ)− ηR(υˆ) + εζˆ2,
which is bounded in ε for a fixed R, so limε→0 |zˆ − ζˆ| → 0. Hence, there exists z¯
such that, along a subsequence in ε → 0, zˆ, ζˆ → z¯. Furthermore, as ΦK(tˆ, yˆ, υˆ, zˆ, ζˆ) ≥
max ΦK(t, y, υ, z, z),
1
2ε |zˆ − ζˆ|
2 ≤ u(tˆ, yˆ, zˆ)− v(tˆ, υˆ, ζˆ)− 2K
√
1 + |yˆ − υˆ|2 − ηR(yˆ)− ηR(υˆ) + εζˆ2
− max
[0,T ]×Rd×Rd×[0,c]
(
u(t, y, z)− v(t, υ, z)− 2K
√
1 + |y − υ|2 − ηR(y)− ηR(υ) + εz2
)
,
which converges to 0 by upper semicontinuity, because zˆ, ζˆ → z¯. It follows that, by the
construction of ηR, (24) is satisfied if and only if
lim
R→∞
lim
ε→0 ΦK(tˆ, yˆ, υˆ, zˆ, ζˆ) <∞. (25)
We now split into cases, depending on whether there exists a divergent sequence
of R such that for each fixed R there exists a subsequence of ε → 0 such that always
either (tˆ, yˆ, zˆ) or (tˆ, υˆ, ζˆ) lies on ∂OT . If so, then both sequences converge to boundary
points as ε → 0. By upper semicontinuity and that (24) is satisfied on the boundary,
u(tˆ, yˆ, zˆ) − v(tˆ, υˆ, ζˆ) − 2K√1 + |yˆ − υˆ|2 is bounded from above for sufficiently small ε.
As the bound depends only on the boundary condition, it is independent of R, which
implies (25) and thus also (24).
On the other hand, if no such limit of boundary points exists, then for sufficiently
large R and small ε, both (tˆ, yˆ, zˆ) and (tˆ, υˆ, ζˆ) must be interior points. It holds for large
R that,
2K|yˆ − υˆ| ≤ u(tˆ, yˆ, zˆ)− v(tˆ, υˆ, ζˆ).
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Since (tˆ, yˆ, υˆ, zˆ, ζˆ) is a maximum,
(pˆt, pˆy +DηR(yˆ), Yˆu +D2ηR(yˆ), Zˆu, Xˆu) ∈ P2,+u(tˆ, yˆ, zˆ),
(pˆt, pˆy −DηR(υˆ), Yˆv −D2ηR(υˆ), Zˆv + 2ε, Xˆv) ∈ P2,−v(tˆ, υˆ, ζˆ),
for pˆy = 2KDx
√
1 + |x|2|x=yˆ−υˆ, Mˆu ≤ Mˆv, and Zˆu ≤ Zˆv. As v is a viscosity supersolution,
F ≥ −v > −∞. Consequently, this implies that Zˆv + 2ε ≤ 0 and thus Hz(Mˆu) ≤ Hz(Mˆv)
is finite. Hence, by the viscosity properties of u and v as well as the (degenerate) ellipticity
of F ,3
u(tˆ, yˆ, zˆ)− v(tˆ, υˆ, ζˆ) ≤ F
(
tˆ, υˆ, pˆt, pˆy −DηR(υˆ),−D2ηR(υˆ), Mˆv
)
− F
(
tˆ, yˆ, pˆt, pˆy +DηR(yˆ), D2ηR(yˆ), Mˆu
)
≤ sup
a∈A
b(tˆ, yˆ, a)(pˆy +DηR(yˆ))− sup
a∈A
b(tˆ, υˆ, a)(pˆy −DηR(υˆ))
+ 12 Trσσ
′(D2ηR(yˆ) +D2ηR(yˆ)) ≤ E′.
As pˆy is bounded independently of R and ε, E′ depends on the model parameters, c1, c2,
and C, thus independent of R and ε. First letting ε → 0 and then R → ∞, it follows
that (25) holds. This proves (24).
Step 2. Suppose that there is a point (t¯, y¯, z¯) such that u(t¯, y¯, z¯)− v(t¯, y¯, z¯) = 2λ > 0.
Let
Φ(t, s, y, υ, z, ζ) = u(t, y, z)− v(s, υ, ζ)− 12ε
(
|t− s|2 + |y − υ|2 + |z − ζ|2
)
− δ(y2 + υ2) + εζ2,
for parameters δ ∈ (0, 1) and ε ∈ (0, 1). Then, for sufficiently small δ > 0, Φ(t¯, t¯, y¯, y¯, z¯, z¯) ≥
λ. By upper semicontinuity, Φ attains a positive maximum at a point (tˆ, sˆ, yˆ, υˆ, zˆ, ζˆ).
Because of the linear growth and the quadratic penalty, the maximizers are bounded for
each δ, uniformly in ε.
We will now use the continuity assumption. It is clear from the arguments that follow,
that it does not matter whether u or v is continuous, so without loss of generality, let u
be continuous. Then, by continuity and that the maximizers lie in a compact domain
OδT ×OδT , there exist moduli of continuity mδ such that
|u(tˆ, yˆ, zˆ)− u(sˆ, yˆ, ζˆ)| ≤ mδ(|tˆ− sˆ|, |zˆ − ζˆ|),
for each δ > 0 and all ε > 0. As a consequence of this and (24),
1
2ε
(
|tˆ− sˆ|2 + |yˆ − υˆ|2 + |zˆ − ζˆ|2
)
+ δ(yˆ2 + υˆ2) ≤ u(tˆ, yˆ, zˆ)− v(tˆ, υˆ, ζˆ) + εζˆ2
≤ E + 2K|yˆ − υˆ|+mδ(|tˆ− sˆ|, |zˆ − ζˆ|) + εζˆ2
≤ E + 14ε |yˆ − υˆ|
2 + 4εK2 +mδ(|tˆ− sˆ|, |zˆ − ζˆ|) + εζˆ2.
3Notice that the (degenerate) ellipticity of F allows us to omit the term 2ε for the supersolution.
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It is thus clear that, for any δ, limε→0 |tˆ− sˆ|+ |yˆ − υˆ|+ |zˆ − ζˆ| = 0. As a consequence,
for each n ∈ N there exists a δn and εn such that δn(yˆ+ υˆ) ≤ 1/n for ε ≤ εn. Finally, for
each δ, the right hand side of
1
2ε
(
|tˆ− sˆ|2 + |yˆ − υˆ|2 + |zˆ − ζˆ|2
)
≤ u(tˆ, yˆ, zˆ)− v(tˆ, υˆ, ζˆ)− δ(yˆ2 + υˆ2) + εζˆ2
−max
OδT
(u(t, y, z)− v(t, y, z)− δ(y2 + υ2) + εz2)
is vanishing along a subsequence of ε → 0, so we may pick εn such that 12εn (|tˆ − sˆ|2 +
|yˆ − υˆ|2) ≤ 1/n.
Step 3. We now split into two cases depending on whether there exists a δ for which
there is a sequence (εn)n∈N converging to 0 such that either (tˆ, yˆ, zˆ) or (sˆ, υˆ, ζˆ) lies on ∂OT
for each n. Notice that as δ is fixed, they lie in a bounded subset of ∂OT . Thus, along
a subsequence, (tˆ, sˆ, yˆ, υˆ, zˆ, ζˆ) converges to (t˜, t˜, y˜, y˜, z˜, z˜) as ε → 0. By the boundary
conditions,
0 < λ ≤ Φ(t˜, t˜, y˜, y˜, z˜, z˜) ≤ u(t˜, y˜, z˜)− v(t˜, y˜, z˜) ≤ 0,
which is a contradiction.
Step 4. Otherwise, there exists a sequence (εn, δn)n∈N, converging to (0, 0), for which
both (tˆ, yˆ, zˆ) and (sˆ, υˆ, ζˆ) remain in the interior and, by the observations at the end of
Step 2, δn(yˆ + υˆ) < 1/n, and 12εn (|tˆ − sˆ|2 + |yˆ − υˆ|2) ≤ 1/n. At each maximizer, by [7,
Theorem 3.2],
(pˆt, pˆy + 2δnyˆ, Yˆu + 2δnI, Zˆu, Xˆu) ∈ P2,+u(tˆ, yˆ, zˆ),
(pˆt, pˆy − 2δnυˆ, Yˆv − 2δnI, Zˆv + 2ε, Xˆv) ∈ P2,−v(sˆ, υˆ, ζˆ),
with pˆy = 1εn |yˆ − υˆ|, Mˆv ≥ Mˆu, and Zˆu ≤ Zˆv. Like in Step 2, v being a supersolution
implies Zˆv ≤ −2ε, which ensures that Hz(Mˆu) ≤ Hz(Mˆv). Using the viscosity properties
of u and v again,
λ ≤ u(tˆ, yˆ, zˆ)− v(sˆ, υˆ, ζˆ)
≤ F (sˆ, υˆ, pˆt, pˆy − 2δnυˆ,−δnI, Mˆv)− F (tˆ, yˆ, pˆt, pˆy + 2δnyˆ, 2δnI, Mˆu)
≤ − inf
a∈A
b(sˆ, υˆ, a)(pˆy − 2δnυˆ) + inf
a∈A
b(tˆ, yˆ, a)(pˆy + 2δnyˆ) + 2δn Trσσ′
≤ c2(|tˆ− sˆ|+ |yˆ − υˆ|)(pˆy + 2δnyˆ) + sup
a∈A
4c1(1 + |a|)δn(υˆ + yˆ) + 2δn Trσσ′.
Here we again used the (degenerate) ellipticity of F . Since the right hand side vanishes
as n→∞, it follows that
λ ≤ lim
n→∞u(tˆ, yˆ, zˆ)− v(sˆ, υˆ, ζˆ) ≤ 0,
which is a contradiction.
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