which may damage the bearing. In order to avoid bearing damage, it is useful to predict the conditions under which the bearing will remain stable. The determination of these stability maps requires a knowledge of the hydrodynamic force terms.
Previous static loading models, such as those using Swlft-Stleber or Giimbel boundary conditions, assume a stationary cavltation bubble and are inadequate for high speed, dynamic applications. Under dynamic loading, changes in the local film thickness cause the bubble to grow, move downstream from the minimum film position, and collapse, Brewe (2) .
A film model which effectively deals with dynamic loading has been formulated by and Olsson (4) . Besides accounting for a moving boundary, it also accommodates the flow within the cavitated region, manifested via a smeared mass or liquid striations. These striations have been observed In past experimental work. Because the theory assumes a zero pressure gradient within the cavitated zone, this mass flow is a Couette flow. The JFO theory accounts for both film rupture and film reformation, another advantage over previous methods. Unfortunately, the complexity of the JFO theory makes it difficult to apply (2 Is the purpose of this work to Implement the multlgrid technique developed by Achl Brandt, (9, 10) , in the Iterative solution of the Elrod algorithm under dynamic loading conditions. As a point of reference, the multlgrid method has also recently been Implemented 1n an EHD lubrication problem by Lubrecht, ten Napel, and Bosma, <l_n.
The nature of the problem, I.e., the presence of discontinuous coefficients In the cavitated region, poses interesting difficulties in the application of the multlgrid method. Therefore, one major objective is to find methods of making the multlgrid technique as effective over the cavitated area as It 1s over areas of full film.
DESCRIPTION OF THE MODEL PROBLEM
The bearing motion consists of a journal undergoing a constant rpm as well as a noncentered circular whirl Inside of a 360° cylindrical bearing. The journal center moves through a prescribed dynamic cycle, (Fig. 1 ) from a minimum through a maximum eccentricity (see Table I for operating conditions).
The theoretical model assumes conditions of heavy loading, i.e., load carrying capacity » surface tension forces in the liquid. An oil lubricant is used for which the vapor pressure is very nearly zero. It is assumed that the lubricant has been degassed and that only vapor cavitatlon is present. In actual experimental work with submerged bearings, this is a necessary condition, since gaseous cavltatlon forms at near ambient pressure and might prevent the occurrence of subamblent pressures. The flow balance into and out of the bearing cannot be maintained in the absence of subamblent pressures.
Within the cavitated region, a zero pressure gradient is assumed. In order to determine the load carrying capacity of the bearing under the prescribed motion, the flow equations are solved for the pressure variable. It is more convenient, however, to introduce another dependent variable, 6, which has a dual interpretation regarding the full film region and the cavitated region. In the present notation, k represents the particular grid size used, L k represents the differencing scheme acting on 9, and 9 is the exact solution of the differenced equations.
Let 9 be the present approximation to the exact solution 9. By substituting 9 Into the differenced equations, the following is obtained.
where f k is referred to as the "residual function." The residual function
Is a means of analyzing the error left in the present approximation.
A Fourier analysis of f k breaks the error into its high-and lowfrequency components. High frequency is defined as wavelength less than or equal to four times the grid spacing. After a few relaxation sweeps, e.g., Gauss-Seidel, these high-frequency components are smoothed out, due to the fact that they are locally corrected. Once the error is all low frequency, the smoothing rate drops drastically. The grid spacing is too fine to efficiently smooth these low-frequency terms Brandt (9).
The Roles of High-and Low-Frequency Error Smoothing
The basic thrust of mult1gr1d 1s to utilize coarser grids to handle these low-frequency error terms. As long as the residual function, i.e., the error, is well represented on a particular grid, that grid can quickly smooth its own "high-frequency" terms and send an appropriate correction back to the finer grid. By utilizing coarser and coarser grids, all of the low frequency terms are treated similarly. Besides their ability to efficiently deal with lowfrequency terms, coarse grids also have fewer nodal points to sweep through, making the coarse grid sweeps very cheap.
Whereas moving to coarser grids smooths the low-frequency error, fine grid updates during the multigrld process have value in Improving the accuracy of the present solution. The role of relaxation on the finer grid is to resolve
Its own high-frequency components as well as smooth the high-frequency error which Is produced by interpolation from the coarser grid.
Coarse Grid Representation
The fine grid problem itself, I.e., L^e^} = F k , is not what is really being represented on the coarse grid k-1 . The actual purpose of the coarse k 1 grid Is to solve for a 'correction value, e as a function of the amount of residual error that is left in the present approximation on the fine grid, i.e., f k .
For a nonlinear problem, the full approximation storage (FAS) mode must bẽ k 1 used. This method stores the entire value of 9 on the coarse grid k-1 k 1 instead of just the correction value 6 . If used on a linear problem, the equations reduce to those for the linear mode Brandt (9) . The existence of nonl1near1ties in the convectlve mass flow contribution necessitates the use of the FAS mode. Using FAS, the coarse grid problem becomes 6 
In1t1al
= Z k k-1 where 1^
1s the interpolation operator from the fine to the coarse grid.
Using the interpolation operator IL i, i.e., from the coarse to the fine grid, we obtain
The fact that the coarse grid is solving for 6 as a function of f I T has two Important consequences. The first is that f must be well represented k-1 on the coarse grid in order that 6 is an accurate correction value. u Therefore, care must be taken that f is well smoothed on the fine grid before transferring it to the coarse grid.
The second consequence 1s that, it is not necessary that the coarse grid k 1 ~k-1 differencing scheme, L ~ {9 }, exactly match the fine grid differencing k ~k scheme, L {9 }. This can be seen from the following consideration, i.e., the concept of solving for a correction value on the coarse grid arises because It can be shown that the multigrid equations follow from this basic concept. Now considering the RHS, 6 k is unknown, although we can use the
From the definition of 9 , and the fact that L is a linear operator, the LHS can be written
The The goal in multigrid is to obtain an order of magnitude error reduction per cycle. Once the best relaxation and interpolation schemes for the problem have been determined, the adaptive multlgrld method can be used. This Is generally more efficient than the prescribed cycle method. The adaptive algorithm stays on a particular grid until convergence on that grid has slowed to a defined "slow" rate, at which time it automatically moves to the next coarser grid.
Whenever it converges to the set tolerance at a particular grid, it moves back up to the next finer grid.
Determination of Smoothness Between Grids
The process of determining smoothness between grids is described using FAS and the adaptive multigrid algorithm. Let M denote the finest grid. The following results were obtained for the test case having a maximum eccentricity of 0.8 and a minimum eccentricity of 0.1 (see Table I ). This is one of the more difficult cases to run, since very high pressures and large pressure gradients are Induced near the minimum film thickness. The pressure gradients and the bubble shape change relatively rapidly with time.
In all of the trials, a system of three grids was used. The presence of cavltated points 1n the flow, I.e., the presence of an area having g -0 bounded by points having g = 1, requires a more Involved approach. On a single grid, the algorithm handles the cavitatlon as efficiently as It would an uncavltated configuration. Problems begin to occur when coarser grids are added.
Initially, the coarse grid cavitatlon area was determined by injecting corresponding fine grid g's directly to the coarse grid points. Figure 4 shows graphs of the residual function at similar states In the solution for both an uncavltated and a cavltated configuration using this scheme. These In his paper on the direct ADI solution of the Elrod algorithm, Brewe (2) states that his solution uses two to three times the computational time used
by an iterative solution of a nonconservative film model using pseudo-Giimbel boundary conditions. This nonconservative film model is only suited to steady- CONTROL VOLUME CV AT POINT X FIGURE 2. -CONTROL VOLUME APPROACH. 
