Abstract-This paper presents a method for high-resolution fundamental frequency ( 0 ) estimation based on subspaces decomposed from a frequency-selective data model, by effectively splitting the signal into a number of subbands. The resulting estimator is termed frequency-selective harmonic MUSIC (F-HMUSIC). The subband-based approach is expected to ensure computational savings and robustness. Additionally, a method for automatic subband signal activity detection is proposed, which is based on information-theoretic criterion where no subjective judgment is needed. The F-HMUSIC algorithm exhibits good statistical performance when evaluated with synthetic signals for both white and colored noises, while its evaluation on real-life audio signal shows the algorithm to be competitive with other estimators. Finally, F-HMUSIC is found to be computationally more efficient and robust than other subspace-based 0 estimators, besides being robust against recorded data with inharmonicities.
I. INTRODUCTION
T HE problem of estimating the fundamental frequency or pitch in a recorded signal has been of interest to the signal processing community for many years. Many sophisticated algorithms have been proposed where the motivation for the intensive research in estimators is its wide usability, both within and outside the field of engineering. The non-ideal characteristics of recorded data make the estimators particularly challenging to design. For more details about properties of musical instruments, one can refer to [1] and [2] . In signal processing, the estimator is often a key component in speech and audio applications, such as linear prediction based speech coding, coding of speech and audio, using a harmonic sinusoidal model, and musical information retrieval. Even in the field of linguistics, estimators can be applied when the analysis of tones (pitch) is an important part of understanding and classifying the language, such as tonal languages [3] , [4] .
Most existing methods suffer from a degraded performance owing due to non-ideal characteristics of the recorded data, such as low signal-to-noise ratio (SNR), missing partials, inharmonicity, signal transients, and reverberations. Estimators are often time-domain techniques based on the autocorrelation function, cross-correlation function, averaged magnitude difference function, or average squared difference function. Other methods are based mainly on spectral extraction of the spectrogram. In most of the cases, only a "rough" estimate of can be obtained. For a historical review of estimation methods, one can refer to [5] - [7] .
The harmonic structure of speech and audio signals can be modeled as follows: considering a set of harmonic signals with frequencies for embedded in noise (1) where is the time index, is the model order, is the real-valued amplitude of complex exponential, is its phase, and is complex symmetric white Gaussian noise. For perfect harmonic signals, the frequencies of the complex exponentials are exact integer multiples of with unit [rad/s] . This perfect harmonic model is not always valid. Depending on the instrument, different parametric models of the inharmonicity of the harmonic can be derived from physical models [1] , [2] . A common model used for stiff-stringed instruments is for , where is normally referred to as the inharmonicity coefficient, which is dependent on physical parameters of the string. The problem considered here is the estimation of with or without estimation of the model order in a time frame of measured samples. The estimation problem associated with real valued signals can be cast as (1), by using analytic signals, which is valid when there is little or no spectral content of interest near 0 and . To simplify the sinusoidal model as well as the algorithm only complex-valued signals are considered here.
Recently, estimation algorithms based on subspace techniques have shown good estimation performance with a high accuracy in low SNR conditions; they also provide flexibility for robust estimation on inharmonic signals [8] - [10] , and for multipitch signals of known orders in [9] and for unknown orders in [11] . Currently, the main disadvantages of subspace-based estimators are the high computational complexity of the subspace decomposition process, and their sensitivity to colored noise on the estimation of signal and noise subspaces. This paper presents an algorithm for high-resolution fundamental frequency estimation, based on subspaces decomposed from a frequency-selective (FS) data matrix model using inputs from a discrete Fourier transform (DFT). The resulting algorithm, termed Frequency-selective Harmonic MUSIC (F-HMUSIC), represents a frequency-domain extension of HMUSIC [8] . F-HMUSIC adopts a subband-based approach, following which the signal spectrum is divided into Q equally spaced subbands where in each band an individual estimation problem is considered. This approach leads to a computationally more efficient algorithm, when compared with that of HMUSIC where the subspace decomposition is applied directly on the fullband covariance matrix. Besides, the averaging of estimated from the different subbands is expected to lead to more robustness to colored noise. Moreover, the signal model order estimation used in HMUSIC is limited to model orders , and therefore automatic signal presence detection for the case in subbands is not possible [12] , [13] . Estimating fundamental frequency on subband without complex exponentials will give erroneous estimates, which will strongly reduce the estimation accuracy of F-HMUSIC. Therefore, a new method for automatic signal activity detection in subbands is proposed, which is based on information-theoretic criterion [14] . The main advantage of this method is that no subjective judgment is required in the decision process. Based on this knowledge of the subband activity, additional computational savings can be achieved, e.g., by simplifications on the order estimation stage, and by estimating the fundamental frequency only in active subbands. For a more complete discussion on order detection and estimation based on information-theoretical criteria, one can refer to [14] - [18] . Besides these, one can refer to [19] for a general overview of subspace-based estimation techniques, and [20] , [21] for an overview of frequency estimation algorithm using FS-data model.
The performance of the automatic detection method was evaluated using Monte Carlo simulations where different parameters where examined. Using this automatic detection in the subbands, F-HMUSIC was evaluated on recorded musical signals [22] and its performance compared with that of HMUSIC and YIN [7] , [8] . Parameter selections and the problems encountered during the evaluations are discussed. Additionally, the statistical properties of F-HMUSIC were evaluated using Monte Carlo simulations for synthetic signals.
The remaining part of the paper is organized as follows. In Section II, the development of F-HMUSIC is introduced where the frequency-selective data matrix model is reviewed, and an automatic subband detection method is proposed. The evaluation results from both recorded and synthetic signals are presented in Section III, and conclusions are drawn in Section IV.
II. PROPOSED METHODS

A. Frequency-Selective Data Matrix Model
For a given signal sequence (1), the vector form is given as (2) which is first Fourier transformed using an point DFT, is the vector transpose. It is then assumed that the components of interest lie in a prespecified subband composed of the following Fourier frequencies: (3) where denotes the subband index of equally divided subbands, and the given consecutive integers. The number of components lying in the subband specified by (3) is assumed to be . FS data model was first formulated with the DFT of vector (2) at frequency index denoted as (4) with denoting the Fourier vector given as (5) where and is the conjugate transpose. Let denote the components of interest lying in the subband, then the FS data model is formulated by stacking phase-shifted and multiplying it with shift vector (6) where is a user-defined parameter. In the ideal case, the phase shift is equivalent to time-delay if no noise is present in the signal [21] . The choice of will be discussed in Section II-B. The stacked DFT element is then formulated as (7) where the scalar is the DFT of the noise at frequency index (8) where is the noise vector. With tedious manipulations [23] , for a general the term can be rewritten as . . .
where vectors and are specified as
which express the harmonic components of the signal, and for
The first term in (9) contains the parameter of interest. With the result in (7) and (9), the key equation of the FS data matrix model involving the DFT sequence is then given as [23] . . . (13) where is defined as
this matrix has no importance in what follows.
For the in-band components of interest in (13) , the following notation is used: (15) . . .
It has been proved in [20] and [21] that the out-of-band components are significantly smaller than the in-band components; therefore, in this paper leakage signals in the subband is assumed to be zero. A compact matrix form of (13), for DFT frequencies of interest in the subband, is given as (17) where matrices in (17) are defined as
with . The last term in (17) is the noise term. Term in (17) is eliminated by postmultiplying (17) with the projection matrix (22) which is the orthogonal projection matrix onto the null space of . This, in turn, is a matrix, where is chosen such that . The resulting expression is written as (23) The matrix obtained for subband can be decomposed using singular value decomposition (SVD) [8] , [23] (24)
The matrices and are both orthonormal. The matrix in (24) is written as (25) where the columns of contain the singular vectors defining the signal and noise subspace, and is a diagonal matrix with the corresponding non-negative singular values sorted in a decreasing order. Furthermore, denotes a matrix which spans the signal subspace associated with the principal singular values (26) (27) with denotes the noise subspace associated with singular values. The noise subspace spanned by is then orthogonal to the Vandermonde matrix defined in (15), i.e.,
for frequencies where .
B. F-HMUSIC
In this part, F-HMUSIC is formulated with a subband-based approach for estimating both and the model order for complex exponentials with frequencies , . The frequency range extending from 0 to is divided into equally spaced subbands where subband containing complex exponentials is referred as active subband with . For the sake of simplicity, is assumed to be known. In the next subsection, the proposed subband activity detection method is described.
The harmonic model order of (1) is given as (29) where denotes the number of complex exponentials in subband . The number of complex exponentials in each subband is further derived from the laws of inharmonicity written as (30) where (31) is derived from . In estimations on recorded piano notes, the average measured from various pianos can often be used, as an example in [24] good estimation results have been obtained by using the average in estimations on recorded piano notes. If is unknown, it can be estimated as a parameter of interest in the extended cost function [10] .
The Vandermonde matrix in (15) has been derived without taking into account the harmonic structure of the signal. When taken into account, (15) can be parameterized with fundamental frequency as shown in (32) at the bottom of the page. The joint order and fundamental frequency estimation cost function for subband are obtained by projecting the Vandermonde matrix onto the noise subspace where the matrix is a matrix function dependent on both and the order , where is dependent on only . The complete cost function for all active subbands is given as (33) where the order of individual subband is calculated for each given using (30) . Furthermore, the denominator is a scaling factor that makes the noise floor of the cost function invariant to the changing matrix dimensions of and because of the angle between subspaces defined in [12] . More specifically, the measure is the average over cosine of all the nontrivial angles between the subspaces spanned by the column of and . The estimates for the order and the fundamental frequency are obtained by minimizing (33) thus, (34) where is the searching space for the fundamental frequency, for the order estimation, and is the searching space for the stiffness parameter.
The performance of the proposed method depends on many parameters, such as the data length , the number of subbands , the user parameter , and the search space . Obviously, increased improves resolution while increasing reduces the resolution and increases the algorithm sensitivity to noise, because the resulting reduction in the number of consecutive DFT data samples in each subband leads to reduced maximum possible value of . Previous experience with similar approaches shows that selecting as large a user parameter as possible increases the number of linearly independent vectors in the noise subspace. Nevertheless, the parameter must be less than to achieve the correct estimate of the FS data matrix model [23] , [25] . The advantage of having a large number of subbands is to reduce the computational complexity, which is explained by the cubic increase of computational complexity of SVD algorithm. In full-band processing of HMUSIC, the computational complexity resulting from using SVD on full-band covariance matrix is of the order , and by splitting up the estimation problem into sub-problems as in F-HMUSIC, the computational load will be when frequency samples from region 0 to are used. This is a reduction in computational complexity of . Another important factor is the search space : in the cost function, the linearly independent vectors in are dependent on which in turn is dependent on . It is stressed here that increases with reduced . So, the lower bound of the search space should be so selected as to include sufficient number of linearly independent vectors in to retain satisfactory levels of noise robustness. Additionally, when very low is selected, vectors in the Vandermonde matrix will be rank deficient.
The cost function in (33) can be minimized using either an FFT-based method or a gradient based method. Both methods are described in [8] . The FFT-based method gives only a coarser estimate. Therefore, for applications that require accurate estimates for a given model order, the gradient search algorithm method described in [8] can be used, but with minor modifications.
C. Subband Detection
As the cost function (33) is defined only for , it is impossible to distinguish between one complex exponential and no complex exponential. Therefore, automatic subband detection algorithm is proposed to estimate the active subbands. This detection method is formulated using the information-theoretic criterion for model selections described in [14] . It is known from [26] that the absolute square magnitude of DFT elements is asymptotically equal to the eigenvalues of the covariance matrix. The squared DFT elements are written as , where the elements are sorted in the descending order, with the new sorted index denoted as . The sorted magnitude is then inserted into the cost function derived in [14] , which is given as
The first term in (35) is in fact the log-likelihood of the observed signals and the second term is a penalty term [14] , [16] - [18] . In the proposed method, only the activity of the band is of interest therefore when the minimum of (35) is the subband is decided as active. In general, this subband detection method is used as a preprocessor to detect active subband. For computational simplicity, (33) is then only evaluated on active subbands.
Algorithm Outline: 1) Extract the DFT element in the specified subband on , with index defined in (3). 2) Sort in the descending order. The new sorted index is denoted as . (32) 3) Insert sorted magnitudes into (35). Find the argument that gives minimum value of (35). 4) Detect subband activities using the following rules: none , subband is active; none , subband is not active. In this paper, when subband signal detection method is used, the active subband is assumed to have full model order . The search range for is bounded by (30) . Therefore, the simplified cost function is denoted as (36) where is fixed and founded using (29) .
III. EXPERIMENTAL RESULTS
A. Statistical Evaluation of Subband Detection Algorithm
Before evaluating F-HMUSIC on real recorded signals, the proposed subband signal detection method was evaluated with Monte Carlo simulations where errors were measured as correctness in detection. The test signal was generated according to (1) , where the signal was perfectly harmonic (i.e.,
). In all simulations, with unit [rad/s]. Two types of signal amplitudes were evaluated: one with constant amplitudes and the other with random amplitudes generated according to the Rayleigh distribution. For the sake of simplicity, the active subband detection errors were measured on the first subband with index , and the subband configurations were selected for and , respectively. Four different scenarios will be evaluated. Signal model was assumed to have full model order set to , except in the last test where various model orders were evaluated.
First, an experiment of detection performance versus SNR was carried out where the sample length was fixed at . For each SNR, 500 Monte Carlo simulations were evaluated. The signals had the fundamental frequency and the performance is shown in Fig. 1 . From the simulations, it can be seen that almost accuracy can be achieved when the SNR is above 25 dB. The performances with randomly generated signal amplitudes are better than those with constant amplitudes. This can be explained by the limited sample length where DFT magnitudes are far from being equal to the asymptotically equal eigenvalues. In the case of asymptotically equality between Fourier power magnitudes and eigenvalues, every harmonic should have only one element representation in the Fourier spectrum. This is usually never the case when sample length is limited, and frequency smearing of the complex exponentials in the frequency domain will be obtained. The smearing effect is not crucial on white noise, because perfect white noise has a flat spectrum distribution. Therefore, the proposed method performs better with randomly generated amplitudes, because interfering elements might be treated as noise elements when the power of the amplitudes is close to the noise variance. Furthermore, the same signal setup was used with SNR fixed at 30 dB and applied on different sample lengths evaluated from to . The results are illustrated in Fig. 2 . The detection algorithm performance seems to stabilize when the sample length is above . By increasing the sample length, a better approximation of DFT magnitudes to the eigenvalues is achieved.
The next test was carried out to evaluate the performance when is varied from 0.01 to 0.7, with the frame length fixed at and SNR at 30 dB. The simulation results are shown in Fig. 3 . The difficulty in this test is mainly on the lower where the complex exponentials are so closely spaced as to contain proportionally more interfering elements than those at higher . Finally, the performance was evaluated by varying the model order from to , from the corresponding results are shown in Fig. 4 , it can be seen that the performance of band detection increases with reduced model order.
The simulation results clearly confirm that the proposed subband detection method can satisfactorily detect subband activity under various conditions. In almost all cases, no significant difference in the performance of the subband setup with and could be noticed. 
B. Signal Examples
In this section, the proposed method on a recorded sequence of clarinet playing an up-going arpeggio is first explained. In general, the principles apply to any harmonic signal, be it voiced speech or music. Moreover, the original HMUSIC was demonstrated to be applicable to speech analysis in [8] . The clarinet signals were assumed to be perfectly harmonic with . Spectrogram of the signal is shown in Fig. 5(a) and the estimates of using F-HMUSIC and YIN are shown in Fig. 5(b) . From Fig. 5(b) , it can be seen that the proposed algorithm can successfully estimate the fundamental frequency except in the boarder region where the signal is not well defined owing to non-ideal circumstances, such as reverberation in the room that may cause a multi-pitch scenario where our model in (1) is insufficient. The setup used in F-HMUSIC in this example was on a signal with sampling frequency Hz processed with a frame length of , and overlaps, . The user parameter was selected as . The cost function was evaluated from 100 to 1000 Hz with a search grid of 0.5 Hz. The method is generally sensitive to the choice of . For short frames, a bigger number of is preferred. Two subbands were selected where the active subbands were automatically detected using the proposed detection algorithm. The detection results are shown in Fig. 6 . In all frames, the first band was detected to be active, but according to the signal spectrogram in Fig. 5(a) both the subbands should be active. The subband was not detected active in all the frames because its signal power was significantly less than that in the subband . For the particular signal example in Fig. 5(a) , processing only band may lead to better performance. Sometimes, however, it may not be necessary to use the lower subband if the fundamental and several of its harmonics cannot be assumed to be present at low frequencies. On the other hand, for signals containing upper frequency harmonics, the upper band may prove useful. Interestingly, estimating the fundamental frequency using only subband is equivalent to evaluating HMUSIC on a low-pass filtered signal as F-HMUSIC uses band-pass filters based on the FFT.
What follows now is the evaluation of F-HMUSIC on recordings from a database consisting of transcribed notes played by pianos [22] . The database was created in an environment reverberating at three loudness levels (piano, mezzo-forte, and forte). For each note, a test set consisting of recordings played with six different pianos was selected. On average, 1000 frames of data were processed for each note. Getting information on the onset and offset timings of the note is challenging, because the test data include both metallic thumps of hammers against strings, and constantly degradation of SNR during the release of the note. Fig. 7 illustrates a spectrogram example of one note at 466 Hz, which clearly shows the non-ideal signal conditions during onset and release of the note. At the onset stage, the sound produced by the piano hammer appears in the form of noise between sinusoidal tones, strongest between 0 to 0.4 s. During the release of the note, the number of sinusoidal tones decreases progressively with time. As a result, the entire evaluation had to be done under different circumstances with a general fixed parameter setup. Furthermore, the subband signal detection performance on low was more sensitive to frames with low SNR. The statistical performance on low is shown in Fig. 3 . The main objective here is to evaluate the robustness of subspace-based methods on real-recorded data. The method proposed here are compared with both HMUSIC 1 and YIN 2 . Most previous studies of YIN refer to it as a very robust single pitch estimator, while the performance of HMUSIC has been good on synthetic signals and on small sets of recorded signals. During the evaluations, each estimated was quantized to the nearest note in the musical scale with A4 tuned to 440 Hz. Errors were then measured as incorrect MIDI note estimates. The evaluated signals were analyzed with a window length of and sliding forward in time with 50% overlap. For the sake of computational simplicity, the signal was downsampled to Hz. Two types of subband configurations were evaluated in F-HMUSIC, with and , respectively. The remaining parameters of F-HMUSIC and HMUSIC were empirically selected as follows: Hz with a search grid of 0.1 Hz, and , , where was the user parameter for HMUSIC. Piano notes were evaluated on MIDI notes ranging from 45 to 108. In this evaluation, the lowest possible was selected to be a little higher than the lowest note that can be produced by a piano. This is to ensure that the linearly independent vectors in noise subspace were sufficient enough to avoid rank deficiency in Vandermond matrix (32), which otherwise could give inaccurate estimations. Also, the cost function evaluated on those regions will degrade the overall performance of [25] . Therefore, one should carefully select to stabilize the overall performance. It is to be noted that F-HMUSIC uses fewer data samples, which render it more sensitive to noise and rank deficiency problem than HMUSIC. Owing to the limited data length inserted into the FS data model, needs to be selected close to to reduce the noise influence of the data. The stiffness parameters for different are from the results presented in [2, p. 365] .
The estimation errors evaluated on MIDI notes are presented in Fig. 8 , which clearly show that both subspace-based methods suffer from degradation in estimating robustness on recorded signals. This can be explained by model mismatches where subspace-based estimators do not make additional adaptation to the model changes. Model mismatch situations arises most probably during onset and release of the notes.
The performance on higher MIDI notes in gets significantly reduced, because as increases, model order decreases. This reduces the estimation performance according to the asymptotic CRLB described in [8] . Regarding temporal aspects of the test signal, the reduced detection performance is attributed to physical properties of the piano sound whose amplitudes of sinusoids decay 3 rapidly for frequencies above 2800Hz [2, p. 384], leading to a significant increase in the number of frames with low SNR.
The errors in MIDI notes are reported for notes in the interval , as this region is considered the operational region of the involved algorithms. Table I summarizes the errors, which show that the performance of HMUSIC and F-HMUSIC estimators with is comparable with that of YIN. The bad performance of F-HMUSIC with is due to the reduction in the number of subband samples when compared to case. The main disadvantage of selecting many subbands is the increase in noise sensitivity, while the advantage is reduction in computational complexity. In the case of , the large errors above MIDI note 87 are due to the detection errors in subband . As this band has no complex exponentials, all erroneously detection will cause large estimation error. The bad detection ability in for is mainly due to the noise from the thumb of hammer, where the automatic subband detection algorithm fails to operate. Furthermore, HMUSIC is more sensitive to octave errors 4 than F-HMUSIC, but no significant differences have been observed between the performances. Even though F-HMUSIC makes a few octave and sub-octave errors, they are hard to avoid. Nevertheless, the estimator proposed here does not significantly improve the performance of fundamental frequency estimations on real-recorded signals. However, unbiased estimates can be obtained, which is not possible with YIN or similar time-domain methods. We believe that the reason that the proposed method does not exhibit an increased robustness for these signals is that there is not much noise present, in fact, the signals are quite clean. This may of course not be the case in more complicated scenarios with multiple and perhaps percussive instruments, where an increased robustness is then expected from the sub-band decomposition. Another advantage of F-HMUSIC is its lower computational complexity when compared with that of other subspace-based estimators. 
C. Statistical Evaluation of F-HMUSIC
Next, the statistical properties of the proposed method were evaluated using Monte Carlo simulations under both white and colored noise conditions. For this, only the statistical properties of the algorithm were of interest and errors introduced by automatic subband signal detection were not considered. Therefore, the subbands containing the signal was assumed to be known. The signal is perfect harmonic with because in this paper the main focus are laid on estimations on fundamental frequency and order estimation. Therefore, will not be considered as an estimation parameter.
In each trial, a signal segment was generated according to the model in (1), with randomized noise. The estimators were evaluated in terms of the root mean square error (RMSE) defined as RMSE (37) where was the true fundamental frequency, the estimate, and the number of Monte Carlo simulations. In this paper, . This is done for various SNRs defined as SNR (38) where the function is the power spectrum of the noise at frequency . In the case of white noise, the power spectrum is equal to the variance of noise, and in colored noise it is white noise filtered with AR process. Furthermore, model order error on the harmonic signals is defined as the difference between the estimated order and the true order. The results are compared with those of the exact CRLB for both white and colored noise cases using the equations in [27] and [28] .
The following are the signal and noise setup used in the experiments described below. The signal consisted of complex exponentials, embedded in noise with a fundamental frequency of . Both white and colored noises were evaluated. The constant amplitudes of were considered. For both F-HMUSIC and HMUSIC, common parameters were set where the searching candidates of were set to . The model order considered was . It is to be noted that the interval for included both and , which are normally referred to as octave errors. The user parameter was selected for F-HMUSIC, and for HMUSIC. As a second reference, the WLS estimator proposed in [29] was used. This method is computationally efficient with good statistical performance. It operates in a two-step approach where the unconstrained frequencies of complex exponentials were estimated first. Then, from these fundamental frequencies, the weighted fundamental frequency was estimated. Here, WLS algorithm was assumed to have full knowledge of the signal amplitude and model order . The implementation of WLS was taken from the toolbox in [30] .
In the first example, F-HMUSIC was evaluated in white noise scenario where the amplitudes of complex exponentials were constant. The corresponding results of estimated RMSE versus a varying SNR are shown in Fig. 10(a) and the plots of the associated model order estimation errors in Fig. 10(b) . The perfor- mance curve of F-HMUSIC closely corresponds to CRLB for the region above the break down 5 region of the algorithm. Even though the performance of F-HMUSIC is slightly worse than that of the reference methods, considered the computational savings, the performance of F-HMUSIC is still comparable with that of both HMUSIC and WLS as shown in Fig. 10(a) . Overall, F-HMUSIC has shown good statistical performance, close to that of CRLB for harmonic signals embedded in white noise. In the operation region above the breakdown point, the order estimates have also shown good accuracy, and so have the remaining experiments. Fig. 10(b) shows that the estimate of is close to the true value when the estimate of is close to CRLB.
In the next example, the RMSE performance was evaluated on a varying window length with SNR fixed at 25 dB and the amplitudes at . For various frame lengths, was selected as the user parameter for F-HMUSIC and for HMUSIC. The performance, illustrated in Fig. 11 , shows that both algorithms can operate on any frame length , between 256 to 1024, with judiciously selected user parameters. As expected the performance of WLS still closely follows the CRLB.
In the final example, the performance of F-HMUSIC was evaluated in colored noise scenario. The signal setup was similar to that of the previous examples, excepting that the embedded noise was filtered here with a second-order AR process , where the power of the noise was concentrated mainly on subband . One realization of the signal, embedded in colored noise, is shown in Fig. 9 . To enhance the performance of both the methods, a slightly different setup was used for both F-HMUSIC and HMUSIC, where the searching space for was . All the other parameters remained the same as in the earlier examples. The evaluation results of colored noise are shown in Fig. 12 . From these results it can be seen that the method proposed here is more robust against colored noise than HMUSIC and WLS. The algorithm breakdown region for F-HMUSIC is significantly lower than both HMUSIC and WLS. By averaging the estimates from both the subbands, a more robust estimation can be achieved. In the WLS algorithm, the poor performance is mainly due to incorrect decomposition of the signal subspace which introduces errors in the unconstrained frequency estimates.
IV. CONCLUSION
In this paper, a high-resolution fundamental frequency estimator termed F-HMUSIC with automatic subband signal detection has been proposed. This algorithm is a frequency-domainbased estimator using subspaces decomposed from FS data matrix model to efficiently estimate the fundamental frequency, where a subband-based approach is adopted to reduce the sensitivity to the colored noise and increase the computational efficiency. Additionally, an automatic subband signal detection method has been proposed, which is based on information-theoretic criterion where no subjective judgment is needed. The performance of F-HMUSIC has been evaluated on both synthetic and recorded signals. The simulations on synthetic data show that F-HMUSIC is more robust against colored noise than HMUSIC and WLS. The price that is paid for computational efficiency and robustness to colored noise is reduction in estimation accuracy. Furthermore, the robustness of the method has been demonstrated by evaluation on recorded signals where the performance of F-HMUSIC for approximate that of YIN for MIDI notes between , and exceeds for MIDI note above 95. Overall, with appropriate selected subband the performance of F-HMUSIC is considered accurate and robust for the operating region.
