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V ¹kolstve sa ka¾doroène stretávame s problematiku tvorby rozvrhu. Men¹ie
¹koly èasto pri rozvrhovaní jednotlivých tried nevyu¾ívajú ¾iaden softvér. Rozvrhy
tvoria µudia na základe skúseností a intuície. Tento prístup v¹ak pri zvy¹ujúcom
poète tried mô¾e zlyháva». Rozvrh ka¾dej triedy toti¾ musí spåòa» celú radu pod-
mienok od predpísaného poètu hodín jednotlivých predmetov, cez po¾iadavky
uèiteµov, a¾ po jeho celkovú vyvá¾enos».
Celoèíselná optimalizácia patrí k rýchlo rozvíjajúcim sa oblastiam matema-
tiky. Svoje uplatnenie nachádza v najrôznej¹ích èastiach sveta okolo nás. Medzi
motivaèné úlohy patria napríklad problém obchodného cestujúceho, optimalizácia
portfólia, problém batohu, rozvrhovanie atï. Za zmienku urèite stojí kniha Wol-
sey (1998), ktorá sa venuje výhradne celoèíselnej optimalizácii. Namiesto názvu
celoèíselná optimalizácia budeme ïalej pou¾íva» názov celoèíselné programovanie.
V na¹ej práci zhrnieme základné výsledky celoèíselného programovania a neskôr
sa budeme venova» priraïovaciemu problému. V praktickej èasti práce sa budeme
sna¾i» na základe získaných teoretických výsledkov problém tvorby rozvrhu pre-
vies» do reèi matematiky a následne za pomoci modelovacieho softvéru rie¹i».
Práci by mal bez väè¹ích problémov porozumie» èitateµ, ktorý absolvoval aspoò
základný kurz teórie optimalizácie.
V prvej kapitole sú z poèiatku struène predstavené dôle¾ité poznatky celoèísel-
ného programovania. Na záver kapitoly sú uvedené dva algoritmy. Prvým z nich
je algoritmus vetvenia a hraníc, za ním nasleduje algoritmus rezných nadrovín.
Oba algoritmy sú vhodné na rie¹enie úloh celoèíselného programovania.
V druhej kapitole sa zaoberáme ¹peciálnym prípadom celoèíselného progra-
movania { priraïovacím problémom. Po jeho predstavení nasleduje algoritmus
vhodný na výpoèet úloh formulovaných ako priraïovací problém.
Posledná kapitola obsahuje praktickú èas» práce, kde na reálnych dátach kon-
krétnej ¹koly vytvoríme optimálny rozvrh pre 1. a¾ 7. triedu. V akom zmysle
optimálny je u¾ bli¾¹ie popísané v tretej kapitole.
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1. Celoèíselné programovanie
V následujúcej kapitole zadenujeme úlohu celoèíselného programovania. Uve-
dieme dôle¾ité vety a tvrdenia o tvare a existencii optimálneho rie¹enia. Ïalej sa
budeme zaobera» ¹peciálnym prípadom, kedy je u¾ zo zadania úlohy zrejmé, ¾e
rýchlym a elegantným spôsobom získame optimálne celoèíselné rie¹enie. V závere
kapitoly predstavíme dva univerzálne algoritmy vhodné na rie¹enie celoèíselných
úloh. Do detailu rozoberieme v¹etky kroky výpoètu.
Vzhµadom na to, ¾e v praktickej èasti práce si vystaèíme s lineárnym modelom,
celú teoretickú èas» budeme preto sústredi» na lineárne celoèíselné programovanie.
1.1 Model celoèíselného lineárneho programo-
vania
V tejto èasti vychádzame z Pelikán (2001, kapitola 2) a Wolsey (1998, kapi-
tola 1.2).
Úlohou lineárneho programovania (angl. linear programming - LP) rozumieme
maximalizova» cTx
za podmienok Ax ≤ b
x ≥ 0,x ∈ Rn,
kde A je matica typu m× n, c je n zlo¾kový vektor a b je vektor s m zlo¾kami.
Prvky matice A a vektorov c a b sú µubovoµné reálne èísla.
Lineárna funkcia cTx, ktorú chceme maximalizova», sa nazýva úèelová funkcia.
Prvky vektoru x nazývame rozhodovacie premenné a prvky vektoru c sú koe-
cienty (ceny) úèelovej funkcie. Sústava nerovníc Ax ≤ b popisuje ohranièujúce
podmienky úlohy. Sústava udáva celkom m ohranièujúcich podmienok.
Ak budeme navy¹e po¾adova», aby v¹etky premenné boli celé èísla, hovoríme
o úlohe celoèíselného programovania (angl. integer programming - IP), ktorú za-
pisujeme v tvare
maximalizova» cTx
za podmienok Ax ≤ b
x ≥ 0, x ∈ Zn.
Úlohou zmie¹aného celoèíselného programovania (angl. mixed integer progra-
mming - MIP) je
maximalizova» cTx+ dTy
za podmienok Ax+Dy ≤ b
x ≥ 0, x ∈ Zn
y ≥ 0, y ∈ Rn.
V prípade, ¾e v¹etky premenné sú binárne, tzn. 0 alebo 1, hovoríme o biva-
lentnej úlohe
maximalizova» cTx
za podmienok Ax ≤ b
x ∈ {0,1}n.
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1.2 Tvar a vlastnosti úlohy celoèíselného pro-
gramovania
Rozli¹ujeme medzi dvomi základnými zápismi úlohy, v súlade s Bere¾ný a
Kravecová (2012, kapitola 2.5):
Úlohou (IP) v kanonickom tvare je
maximalizova» cTx
za podmienok Ax ≤ b
x ≥ 0, x ∈ Zn.
Úlohou (IP) v ¹tandardnom tvare je
maximalizova» cTx
za podmienok Ax = b
x ≥ 0, x ∈ Zn.
Veta 1 vychádza z Vety 2.5.1 uvedenej v skriptách Bere¾ný a Kravecová (2012)
na strane 35. My uvádzame jej znenie v kontexte celoèíselného programovania.
Veta 1. Kanonický a ¹tandardný tvar úlohy celoèíselného programovania sú na-
vzájom ekvivalentné.
Dôkaz. Dôkaz vyplýva z dole uvedených vz»ahov.

Na prevod úlohy medzi ¹tandardným a kanonickým tvarom sa pou¾ívajú tieto
úpravy:
1. Ohranièenia v tvare nerovností typu ≥ prevedieme na nerovnosti typu ≤
vynásobeným príslu¹ného riadku −1. Podobne prevádzame ≤ na ≥.
2. Ohranièenia v tvare nerovností prevedieme na rovnosti pridaním doplnko-
vých (kåzavých) premenných. Tie sú nezáporné a v úèelovej funkcii majú
koecienty rovné 0.
3. Ohranièenia v tvare rovností mô¾eme zapísa» pomocou dvoch nerovností.
4. (v úlohe LP) Ka¾dú premennú x bez ohranièení (tzn. x ∈ R) nahradíme
rozdielom dvoch nezáporných premenných x+ a x−, tj. x = x+ − x−.
Poznámka. Staèí, ak budeme uva¾ova» úlohy, v ktorých chceme úèelovú funkciu
maximalizova». Platí
min f(x) = − max −f(x).
Znaèenie. Úlohu (IP) v kanonickom tvare budeme znaèi»
(IP) max {cTx : Ax ≤ b, x ∈ Zn, x ≥ 0}.
Podobne budeme znaèi» úlohu (IP) v ¹tandardnom tvare.
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Uva¾ujme maximalizaènú úlohu (IP) v kanonickom tvare. Denujeme dva
dôle¾ité pojmy v súlade so zavedenými základnými pojmami v Dupaèová (1982,
str. 49).
Denícia 1. Mno¾inu prípustných rie¹ení úlohy (IP) denujeme ako
S = {x ∈ Zn : Ax ≤ b, x ≥ 0}.
Prvky mno¾iny S nazývame prípustné rie¹enia.
Denícia 2. Nech x∗ je prípustné rie¹enie. Povieme, ¾e x∗ je optimálne rie¹enie,
ak pre ka¾dé prípustné rie¹enie x platí
cTx∗ ≥ cTx.
1.3 Formulácia úlohy
Správne formulovanie reálneho problému do reèi matematiky je nedielnou
súèas»ou ka¾dej úlohy. Jedná sa o prvotnú èas» rie¹enia, na ktorú neexistujú
¾iadne algoritmy ani postupy. Rie¹iteµ musí spracova» problém tak, aby vysti-
hol jeho podstatu, správne urèil neznáme premenné, mno¾inu prípustných rie¹ení
a na záver úèelovú funkciu. Akékoµvek pochybenie v tejto èasti rie¹enia mô¾e vies»
k nesprávnym výsledkom. Ani najlep¹í algoritmus nevie správne vyrie¹i» úlohu,
ktorá je u¾ vo svojej podstate zle denovaná. Pri rie¹ení daného problému rie¹iteµ
vychádza z praktických skúseností a zo znalosti príbuzných modelov.
Formulácie populárnych celoèíselných problémov sú èasto uvádzané v literat-
úre, viï Bere¾ný a Kravecová (2012, kapitola 2.2), Pelikán (2001, kapitola 3),
Wolsey (1998, kapitola 1.3). Èitateµ tu mô¾e nájs» mno¾stvo zaujímavých príkla-
dov.
Na tomto mieste sa ïalej formuláciou reálnych problémov zaobera» nebudeme.
V druhej kapitole do detailu predstavíme priraïovací problém.
1.4 Relaxácia a dualita
Pri rie¹ení úloh celoèíselného programovania sa èasto stáva, ¾e nie sme schopný
nájs» optimálne rie¹enie. Preto sa uspokojíme s pribli¾ným rie¹ením, ktoré sa
od optimálneho rie¹enia lí¹i maximálne o predom zvolenú odchýlku, napr. 1%.
Toto rie¹enie následne budeme pova¾ova» za optimálne, s vedomím chyby, ktorej
sme sa dopustili. Takto získané rie¹enie sa niekedy oznaèuje ako suboptimálne
rie¹enie.
Dôvodov, preèo takýto prístup je v praxi pou¾ívaný, je hneï niekoµko. V¹eo-
becne platí, ¾e výpoèetná zlo¾itos» celoèíselných úloh je omnoho väè¹ia ako pri úlo-
hách lineárneho programovania. Ak by sme tvrdohlavo chceli presné optimálne
celoèíselné rie¹enie, mohlo by sa sta», ¾e aj pri moderných výpoèetných prostried-
koch by sme naò museli èaka» tý¾dne èi roky.
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V následujúcej èasti èerpáme z Pelikán (2001, kapitola 4.6) a Wolsey (1998,
kapitola 2).
Okolie optimálneho rie¹enia je urèené takzvanou hornou a dolnou hranicou.
Pripomeòme, ¾e uva¾ujeme úlohu (IP) max {cTx : Ax ≤ b, x ∈ Zn, x ≥ 0}. Jej




x− x ≤ ε,
kde ε je predom zvolená malá kladná kon¹tanta.
Ka¾dé prípustné rie¹enie úlohy (IP) tvorí zároveò dolnú hranicu pre optimálne
rie¹enie. V niektorých úlohách nájdeme prípustné rie¹enie µahko. V iných je náj-
denie prípustného rie¹enia zhruba rovnako nároèné ako nájdenie optimálneho
rie¹enia. K urèeniu hornej hranice zavedieme nový pojem relaxácia.
Denícia 3. Wolsey (1998, str. 24, Denition 2.1)
Úlohu (RP) max {f(x) : x ∈ SR} nazývame relaxáciou úlohy (IP) max {cTx :
x ∈ S}, ak platí:
(a) S ⊂ SR,
(b) cTx ≤ f(x) pre ka¾dé x ∈ S.
Voµne povedané, relaxovaná úloha má väè¹iu mno¾inu prípustných rie¹ení a jej
úèelová funkcia na mno¾ine prípustných rie¹ení pôvodnej úlohy je väè¹ia alebo
rovná pôvodnej úèelovej funkcii. Hornú hranicu získame ako optimálne rie¹enie
úlohy (RP).
Tvrdenie 2. Wolsey (1998, str. 26, Proposition 2.3)
(1) Ak relaxovaná úloha (RP) nemá prípustné rie¹enie, potom ani pôvodná úloha
(IP) nemá prípustné rie¹enie.
(2) Nech x∗ je optimálne rie¹enie úlohy (RP). Ak x∗ je prípustné rie¹enie pôvod-
nej úlohy (IP) a cTx∗ = f(x∗), potom x∗ je optimálne rie¹enie úlohy (IP).
Dôkaz. (1) Predpokladáme ¾e mno¾ina prípustných rie¹ení SR úlohy (RP) je
prázdna. Z inklúzie S ⊂ SR vyplýva, ¾e aj mno¾ina prípustných rie¹ení S úlohy
(IP) je prázdna.
(2) Oznaème z = max {cTx : x ∈ S}. Z denície 3 platí z ≤ f(x∗). Bod x∗ je
prípustným rie¹ením úlohy (IP) a teda platí z ≥ cTx∗ = f(x∗). Z toho dostávame
záver z = cTx∗ = f(x∗).

Poznámka. Úlohy IP, kedy k nájdeniu optimálneho rie¹enia staèí rie¹i» relaxovanú
úlohu sú v praxi ojedinelé. Ïalej sa nimi budeme zaobera» v kapitole 1.5.
Za pozornos» stojí ¹peciálny typ relaxácie - lineárna relaxácia. Lineárnu rela-
xáciu získame z úlohy (IP) vypustením podmienky na celoèíselnos».
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Denícia 4. Pelikán (2001, str. 62)
Uva¾ujme úlohu (IP) max {cTx : Ax ≤ b, x ∈ Zn, x ≥ 0}. Úlohu (LP) max {cTx :
Ax ≤ b, x ∈ Rn, x ≥ 0} nazývame lineárnou relaxáciou úlohy (IP).
Iná mo¾nos», ako získa» hornú hranicu pre rie¹enie úlohy IP, je pomocou
rie¹enia duálnej úlohy.
Denícia 5. Pelikán (2001, str. 66)
Uva¾ujme úlohu (IP) z = max{cTx : x ∈ S}, kde S = {x ∈ Zn : Ax ≤ b, x ≥ 0}.
Úlohu (DP) zD = min{dTu : u ∈ SD} nazývame slabo duálnou úlohou k úlohe
(IP), ak pre ka¾dé x ∈ S a pre ka¾dé u ∈ SD platí
cTx ≤ dTu.
V prípade, ¾e z = zD, hovoríme o silno duálnej úlohe.
Tvrdenie 3. Wolsey (1998, str. 28, Proposition 2.6)
Nech (DP) je slabo duálna úloha k úlohe (IP). Potom platí:
(1) Ak je úloha (DP) neohranièená, potom úloha (IP) nemá prípustné rie¹enie.
(2) Nech pre x∗ ∈ S a u∗ ∈ SD platí cTx∗ = dTu∗. Potom x∗ je optimálne rie¹enie
úlohy (IP) a u∗ je optimálne rie¹enie úlohy (DP).
Poznámka. Neohranièená úloha je taká úloha, v ktorej úèelová funkcia mô¾e
nadobúda» µubovoµne malé hodnoty bez poru¹enia ohranièujúcich podmienok.
Je dôle¾ité si v¹imnú», ¾e ka¾dé prípustné rie¹enie duálnej úlohy nám dáva
hornú hranicu. Zatiaµ èo v prípade relaxovanej úlohy hornú hranicu získame a¾
po nájdení optimálneho rie¹enia.
1.5 Totálna unimodularita
Uva¾ujme úlohu (IP) max {cTx : Ax ≤ b, x ∈ Zn, x ≥ 0} v kanonickom tvare
a k nej lineárnu relaxáciu (LP) max {cTx : Ax ≤ b, x ∈ Rn, x ≥ 0}. Predpo-
kladajme ¾e pôvodná aj relaxovaná úloha majú optimálne rie¹enie. Relaxovanú
úlohu rie¹ime pomocou metód lineárneho programovania, napr. simplexovým al-
goritmom. Nastáva prirodzená otázka, èi je mo¾né, aby nájdené optimálne rie¹enie
úlohy (LP) bolo celoèíselné. Ak sú splnené predpoklady tvrdenia 2, potom ná-
jdené rie¹enie je optimálnym rie¹ením pôvodnej úlohy. Ïalej budeme vychádza»
z Papadimitriou a Steiglitz (1998, kapitola 13.2) a Wolsey (1998, kapitola 3.2).
Denícia 6. Papadimitriou a Steiglitz (1998, str. 316, Denition 13.1)
Celoèíselná ¹tvorcová matica B sa nazýva unimodulárna, ak jej determinant je
rovný ±1.
Celoèíselná matica A sa nazýva totálne unimodulárna, ak determinant ka¾dej jej
¹tvorcovej podmatice je rovný +1, -1, alebo 0.
Poznámka. Matica A nemusí by» nutne ¹tvorcová aby bola totálne unimodulárna.
Tvrdenie 4. Wolsey (1998, str. 40, Proposition 3.3)
Úloha (LP) max {cTx : Ax ≤ b, x ∈ Rn, x ≥ 0} má celoèíselné optimálne rie¹e-
nie pre ka¾dý celoèíselný vektor b taký, pre ktorý je optimálna hodnota úèelovej
funkcie koneèná práve vtedy keï matica ohranièení A je totálne unimodulárna.
7
Zistili sme, ¾e totálna unimodularita hrá dôle¾itú rolu v celoèíselnom progra-
movaní. Ako mô¾eme overi», èi matica má danú vlastnos»?
Overovanie totálnej unimodularity z denície je veµmi pracné. Tento postup je
v praxi pre väè¹ie matice nepou¾iteµný. Postaèujúcu podmienku pre totálnu uni-
modularitu uvádza nasledujúce tvrdenie.
Tvrdenie 5. Papadimitriou a Steiglitz (1998, str. 317, Theorem 13.3)
Celoèíselná matica A = (ai,j) je totálne unimodulárna, ak súèasne platia násle-
dujúce podmienky:
(a) ai,j ∈ {−1,+1, 0},
(b) ka¾dý ståpec obsahuje najviac dva nenulové prvky,
(c) riadky matice A sa dajú rozdeli» do dvoch mno¾ín I1 a I2 tak, ¾e
(i) ak ståpec má dva nenulové prvky s rovnakým znamienkom, príslu¹né
riadky sú v rôznych mno¾inách,
(ii) ak ståpec má dva nenulové prvky s rôznym znamienkom, príslu¹né riadky
sú v rovnakých mno¾inách.
Dôkaz. Dôkaz tvrdenia je uvedený napríklad v Papadimitriou a Steiglitz (1998,
str. 317, Theorem 13.3).

To, ¾e tvrdenie nám dáva len postaèujúcu podmienku ilustruje príklad pre-
vziaty z Wolsey (1998, str. 39, Table 3.2).
Príklad. Nasledujúca matica je totálne unimodulárna, aj keï nespåòa podmi-
enku (b) v tvrdení 5. ⎛⎜⎜⎜⎜⎝
0 1 0 0 0
0 1 1 1 1
1 0 1 1 1
1 0 0 1 0
1 0 0 0 0
⎞⎟⎟⎟⎟⎠
1.6 Branch and bound algoritmus
Branch and bound algoritmus mô¾eme prelo¾i» ako algoritmus vetvenia a hra-
níc. Patrí k hlavným algoritmom, ktoré sa pou¾ívajú pri rie¹ení celoèíselných úloh.
Sú na òom postavené rôzne ïal¹ie algoritmy. V tejto èasti vysvetlíme na akom
princípe funguje. Ïalej èerpáme z Pelikán (2001, kapitola 5.6) a Wolsey (1998,
kapitola 7).
Základná my¹lienka algoritmu je metóda rozdeµ a panuj. Na zaèiatku máme
komplikovanú úlohu, ktorú chceme rie¹i». Úlohu rozdelíme na men¹ie podúlohy.
Tie postupne jednu po druhej vyrie¹ime a spätným zlo¾ením získame rie¹enie
pôvodnej komplikovanej úlohy. Ak novo vzniknuté podúlohy sú stále pre nás
zlo¾ité, postupujeme opätovným delením na men¹ie a men¹ie podúlohy, a¾ kým
ich nie sme schopný rie¹i».
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Algoritmus vetvenia a hraníc je iteratívny, v ka¾dom kroku porovnáva aktu-
álne rie¹enie s doteraz najlep¹ím rie¹ením a pri tom zohµadòuje dolnú a hornú
hranicu ktorú priebe¾ne aktualizuje.
Rie¹ime úlohu (IP) max {cTx : x ∈ S}, kde S = {x ∈ Zn : Ax ≤ b, x ≥ 0}.
Metóda vetvenia a hraníc spoèíva v postupnom delení mno¾iny S na jednotlivé
men¹ie podmno¾iny Sα, α ∈ M . Na ka¾dej z týchto podmno¾ín hµadáme op-
timálne rie¹enie. Ak sa na niektorej podmno¾ine Sα nepodarí nájs» optimálne
rie¹enie, podmno¾inu ïalej rozdelíme na men¹ie a proces opakujeme. Postupne
vytvárame pomyselný strom, ktorého vrcholy sú jednotlivé mno¾iny Sα. Pre ka¾-
dý vrchol stromu rie¹ime pôvodnú úlohu s novou mno¾inou prípustných rie¹ení,
tj.
(IP )α max {cTx : x ∈ Sα}, α ∈ M .
V ka¾dom kroku namiesto celoèíselnej úlohy rie¹ime lineárne relaxovanú úlohu,
tzn. upustíme od podmienky na celoèíselnos». Ak je získané rie¹enie celoèíselné,
úlohu ïalej nevetvíme a optimálne rie¹enie porovnáme s doposiaµ najlep¹ím prí-
pustným rie¹ením, ktoré údáva dolnú hranicu. Na zaèiatku dolnú hranicu po-
lo¾íme mínus nekoneèno.
Ak je získané rie¹enie neceloèíselné, získali sme horný odhad pre danú vetvu
stromu. V prípade, ¾e je hor¹í ako aktuálna dolná hranica, vetvu spolu s vrcho-
lom þodre¾emeÿ. Ak je ¹anca, ¾e v danej vetve stromu by sa mohlo nachádza»
optimálne rie¹enie, úlohu vetvíme nasledovne. Na¹li sme neceloèíselné rie¹enie
x̂ = (x̂1, ..., x̂n). Existuje teda neceloèíselná zlo¾ka x̂i, i ∈ 1, ..., n. Vytvoríme dve
nové podúlohy úpravou mno¾iny prípustných rie¹ení:
• Sα1 = Sα ∩ {xi ≤ ⌊x̂i⌋}
• Sα2 = Sα ∩ {xi ≥ ⌈x̂i⌉}
V ka¾dom vetvení pridáme do aktuálnej mno¾iny prípustných rie¹ení ïal¹ie ohra-
nièenie. Z toho je zrejmé, ¾e postupným vetvením hodnota úèelovej funkcie zosta-
ne nezmenená alebo klesne.
Zapí¹eme algoritmus po krokoch. K postupnému spracovávaniu jednotlivých
podúloh budeme potrebova» zoznam, do ktorého si budeme uklada» aktívne pod-
úlohy. Najèastej¹ie sa pou¾íva fronta alebo zásobník v závislosti na tom èi chceme
strom prehµadáva» do håbky alebo do ¹írky. Ná¹ zoznam oznaème Z. Do neho
budeme uklada» aktívne podmno¾iny Sα. Oznaème x∗ ∈ Zn doposiaµ najlep¹ie
známe prípustné rie¹enie. Symbolom z∗ ∈ Z oznaème hodnotu úèelovej funkcie
rie¹enia x∗. Potom z∗ je dolná hranica úlohy.
Algoritmus branch and bound
Krok 0: Polo¾me Z := {S}, z∗ := −∞ a x∗ := ∅.
Krok 1: Ak Z = ∅, KONIEC. Optimálne rie¹enie je x∗ a hodnota úèelovej
funkcie je z∗.
Ak Z ̸= ∅, vyberieme mno¾inu Sα, α ∈ M , teda Z := Z \ {Sα}.
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Krok 2: Rie¹ime lineárnu relaxáciu úlohy (IP )α max {cTx : x ∈ Sα}. Rie¹enie
oznaème x0 a hodnotu úèelovej funkcie z0. Ak relaxácia nemá rie¹enie, pokraèu-
jeme Krokom 1.
Krok 3: Ak z0 ≤ z∗, na mno¾inu Sα zabudneme a pokraèujeme Krokom 1.
Krok 4: Ak z0 > z∗ a rie¹enie x0 je celoèíselné, polo¾íme z∗ := z0 a x∗ := x0.
Pokraèujeme Krokom 1.
Krok 5: Ak z0 > z∗ a rie¹enie x0 nie je celoèíselné (BÚNO x0i ̸∈ Z), vytvoríme
dve nové podmno¾iny Sα1 a Sα2 :
• Sα1 = Sα ∩ {xi ≤ ⌊x0i ⌋}
• Sα2 = Sα ∩ {xi ≥ ⌈x0i ⌉}
Obe podmno¾iny Sα1 a Sα2 pridáme do zoznamu Z, teda Z := Z ∪ {Sα1 , Sα2}.
Pokraèujeme Krokom 1.
Znaèenie. Symbolom ⌊y⌋ znaèíme dolnú celú èas» èísla y, tzn. najväè¹ie celé èíslo,
ktoré je men¹ie alebo rovné ako y.
Podobne symbolom ⌈w⌉ znaèíme hornú celú èas» èísla w, tzn. najmen¹ie celé èíslo,
ktoré je väè¹ie alebo rovné ako w
Poznámka. Výber mno¾iny zo zoznamu Z v Kroku 1 sme bli¾¹ie ne¹pecikovali.
U¾ pred samotným algoritmom sme poznamenali, ¾e ako zoznam mô¾eme pou¾i»
frontu prípadne zásobník. Sú ale aj ïal¹ie mo¾nosti. V praxi sa èasto pou¾íva mix
viacerých prístupov.
Na zaèiatku sa odporúèa, aby sme èo najrýchlej¹ie na¹li prvé prípustné rie¹enie.
Teda vyberáme mno¾inu Sα, ktorá bola do zoznamu pridaná ako prvá. Táto
metóda sa anglicky nazýva þDepth-First Searchÿ, prípadne þlast in, last outÿ.
S prípustným rie¹ením máme dolnú hranicu, na základe ktorej mô¾eme niektoré
vetvy stromu odreza».
Ïalej sa odporúèa spracováva» prioritne uzly, ktoré majú najvy¹¹iu hornú hranicu.
Tým zabezpeèíme zni¾ovanie globálnej hornej hranice úlohy. Táto metóda nesie
názov þBest-Node Firstÿ.
Detailnej¹ia diskusia a porovnanie rôznych prístupov je k nájdeniu v literatúre
Pelikán (2001, kapitola 5.6.1) a Wolsey (1998, kapitola 7.4).
Poznámka. Podobne existujú vylep¹enia pre výber vetviacej premennej Kroku 5.
Opä» ale èitateµa odká¾eme na literatúru Pelikán (2001, kapitola 5.6.1).
Algoritmus branch and bound obvykle v praxi pre veµké úlohy nekonèí vy-
prázdnením fronty. Zvyèajne skonèí po vyèerpaní predom stanoveného èasového
limitu, alebo dosiahnutím dostatoène malého rozdielu medzi hornou a dolnou
hranicou, viï kapitola 1.4.
1.7 Cutting plane algoritmus
Druhým základným algoritmom na rie¹enie celoèíselných úloh je cutting pla-
ne algoritmus, do slovenèiny prekladaný ako algoritmus rezných nadrovín. Tento
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názov oznaèuje skupinu viacerých algoritmov. V následujúcej èasti predstavíme
základný algoritmus, zalo¾ený na Gomoryho rezoch. Èerpáme z Papadimitriou a
Steiglitz (1998, kapitola 14) a Pelikán (2001, kapitola 5.1).
Pripomeòme, ¾e rie¹ime úlohu (IP) max {cTx : x ∈ S}, kde S = {x ∈ Zn :
Ax ≤ b, x ≥ 0}. Oznaème P = {x ∈ Rn : Ax ≤ b, x ≥ 0}. Lineárne relaxovanou
úlohou v príslu¹nom znaèení rozumieme úlohu (LP) max {cTx : x ∈ P}.
Princíp algoritmu je jednoduchý. V prvom kroku vyrie¹ime relaxovanú úlohu,
tzn. hµadáme optimálne rie¹enie na mno¾ine P . Ak je nájdené rie¹enie celoèíselné,
výpoèet konèí, úloha je vyrie¹ená.
Predpokladajme, ¾e sme na¹li neceloèíselné rie¹enie. Ak by sme do úlohy pridali
nové ohranièenia, ktoré by zmen¹ili mno¾inu P a zároveò by nevylúèili ¾iadny
bod z mno¾iny S, opakovaným rie¹ením relaxovanej úlohy s novou mno¾inou P̃
sa zvy¹uje ¹anca, ¾e nájdené rie¹enie bude celoèíselné. Teda v ka¾dom kroku algo-
ritmu pridáme nové lineárne ohranièenie s ohµadom nato, aby mno¾ina S ostala
nezmenená. Toto ohranièenie sa nazýva Gomoryho rez. Postup opakujeme, kým
rie¹enie relaxovanej úlohy nie je celoèíselné.
Máme zadanú úlohu (IP). Rie¹ime relaxovanú úlohu (LP) simplexovým algo-
ritmom. S-tý riadok z výslednej simplexovej tabuµky mô¾eme zapísa» nasledovne:
n∑
j=1
asjxj = bs. (1.1)







kde ⌊asj⌋ znaèí dolnú celú èas» èísla asj.
V úlohe (IP) vy¾adujeme, aby rie¹enie x = (x1, ... ,xn) bolo celoèíselné. Preto
pre úlohu (IP) je µavá strana nerovnosti 1.2 celé èíslo. Pravú stranu 1.1 mô¾eme
podobne nahradi» dolnou celou èas»ou
n∑
j=1
⌊asj⌋xj ≤ ⌊bs⌋. (1.3)
Rozdielom 1.1 a 1.3 máme
n∑
j=1
(asj − ⌊asj⌋)xj ≥ (bs − ⌊bs⌋).
Oznaème
rsj := asj − ⌊asj⌋,
r0s := bs − ⌊bs⌋.
Po preznaèení dostávame tzv. Gomoryho nerovnos»
n∑
j=1
rsjxj ≥ r0s . (1.4)
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Pridaním kåzavej premennej x̂ ≥ 0 prevedieme nerovnos» 1.4 na rovnos»
n∑
j=1
rsjxj − x̂ = r0s .




rsjxj + x̂ = −r0s
nazývanú Gomoryho rez.
Poznámka. Èíslo r denované ako r := a − ⌊a⌋ sa nazýva celoèíselný zvy¹ok
(zlomková èas») èísla a. Platí, ¾e 0 ≤ r < 1.
Na¹ím cieµom je prida» Gomoryho rez do pôvodnej úlohy, ako nové ohranièenie.
Nasledujúce tvrdenie hovorí o tom, ¾e pridaním Gomoryho rezu sa rie¹enie úlohy
(IP) nezmení.
Tvrdenie 6. Papadimitriou a Steiglitz (1998, str 329, Lemma 14.1)
Pridaním Gomoryho rezu do nálnej tabuµky simplexovho algoritmu úlohy (LP) sa
¾iadne prípustné celoèíselné rie¹enie nevylúèi, nová tabuµka je bázická, primárne
neprípustná ak bs ̸∈ Z a duálne prípustná.
Dôkaz. K nájdeniu v knihe Papadimitriou a Steiglitz (1998, str 329-330).

V tejto chvíli mô¾eme zapísa» Gomoryho algoritmus po jednotlivých krokoch.
V algoritme sa vo v¹eobecnosti pracuje so zlomkami, zaokrúhµovacie chyby mô¾u
ma» fatálne dôsledky. Z tohto dôvodu je zau¾ívaný aj názov þzlomkový duálny
algoritmusÿ.
Gomoryho algoritmus
Krok 1: Rie¹ime relaxovanú úlohu (LP) simplexovým algoritmom.
Krok 2: Ak je získané optimálne rie¹enie celoèíselné, KONIEC, na¹li sme op-
timálne rie¹enie pôvodnej úlohy (IP).
Krok 3: Existuje zlo¾ka optimálneho rie¹enia úlohy (LP), ktorá je neceloèíselná.
Predpokladajme, ¾e jej odpovedá s-tý riadok vo výslednej simplexovej tabuµke,
ktorý má tvar
∑n
j=1 asjxj = bs. K tomuto riadku vytvoríme Gomoryho nerovnos»,
tzn.
∑n
j=1 rsjxj ≥ r0s .
Krok 4: Gomoryho nerovnos» prevedieme na rovnos» pridaním kåzavej premen-
nej x̂ ≥ 0 a prenásobíme −1. Získanú rovnicu
∑n
j=1−rsjxj + x̂ = −r0s pridáme
do simplexovej tabuµky. Roz¹írenú tabuµku rie¹ime pomocou duálneho simplexo-
vho algoritmu. Po získaní optimálneho rie¹enia pokraèujeme Krokom 2.
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Podobne ako branch and bound algoritmus, ani cutting plane algoritmus
v praxi pri veµkých úlohách nekonèí nájdením optimálneho rie¹enia, ale nájde-
ním rie¹enia, ktoré je optimálnemu rie¹eniu veµmi blízko. Ako sme u¾ spomínali,
cutting plane algoritmus pracuje so zlomkami. V praxi sa v¹ak zlomky udr¾ujú
vo forme èísla, s koneèným poètom desatinných miest. Zaokrúhµovacie chyby sa
kumulujú, a po èase sa mô¾e sta», ¾e nie sme schopný rozlí¹i», èi nájdené rie¹enie
je alebo nie je celoèíselné.
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2. Priraïovací problém
Priraïovací problém (angl. assignment problem) vo v¹eobecnosti oznaèuje
typy úloh, v ktorých chceme nájs» najlep¹ie vzájomné priradenie medzi prvkami
jednej alebo viacerých mno¾ín. Priraïovací problém je ¹peciálnym prípadom do-
pravného problému.
Formuláciu lineárneho priraïovacieho problému budeme ilustrova» na prak-
tickom príklade.
2.1 Formulácia problému
Uva¾ujme dve mno¾iny prvkov, medzi ktorými hµadáme optimálne párovanie.
V zásade poznáme dva typy priraïovacieho problému:
• vyvá¾ený,
• nevyvá¾ený.
Pri vyvá¾enom priraïovacom probléme je veµkos» jednej aj druhej mno¾iny
prvkov rovnaká. Naopak, nevyvá¾ený priraïovací problém má dve rôzne veµké
mno¾iny prvkov. Formuláciu a metódy na hµadanie optimálneho rie¹enia uvedi-
eme pre vyvá¾ený priraïovací problém. Nevyvá¾ený problém sa prevedie na vy-
vá¾ený pridaním ktívnych prvkov do men¹ej mno¾iny. Vychádzame z Bere¾ný a
Kravecová (2012, kapitola 2.2.5) a Pelikán (2001, kapitola 3.3).
Uva¾ujme n rôznych pracovníkov a n rôznych èinností. Ka¾dý pracovník mô¾e
vykonáva» µubovolnú èinnos» av¹ak s rôznou efektivitou práce. Efektivita ka¾-
dého pracovníka pre danú èinnos» je vyjadrená nezáporným koecientom cij, kde
i = 1, 2, ..., n a j = 1, 2, ..., n. Koecienty cij sa nazývajú sadzby a tvoria ¹tvor-
covú maticu n×n. Úlohou je prideli» pracovníkov k jednotlivým èinnostiam tak,
aby celková efektivita práce bola maximálna.
Zavedieme bivalentné premenné xij, tzn. xij nadobúdajú len hodnôt 0 alebo 1,




1, ak i-ty pracovník vykonáva j-tu èinnos»,
0, ak i-ty pracovník nevykonáva j-tu èinnos».
Podobne premenné xij tvoria maticu n × n. Ka¾dý pracovník vykonáva práve
jednu èinnos». Ka¾dá èinnos» je vykonávaná práve jedným pracovníkom. To má
za následok, ¾e v matici je v ka¾dom riadku a v ka¾dom ståpci práve jeden prvok
rovný 1, zvy¹né prvky sú rovné 0.
Poznámka. Matica ohranièení je zrejme totálne unimodulárna. Viac v kapito-
le 1.5.
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xij = 1, i = 1, 2, ..., n,
n∑
i=1
xij = 1, j = 1, 2, ..., n,
xij ∈ {0, 1} pre i, j = 1, 2, ..., n.
Priraïovací problém mô¾eme tie¾ formulova» ako úlohu optimálneho párova-
nia v bipartitnom grafe. Bipartitným grafom rozumieme graf, v ktorom mno¾ina
vrcholov V mô¾e by» rozdelená do dvoch skupín V1 a V2 tak, ¾e ka¾dá hrana grafu
má jeden vrchol z mno¾iny V1 a druhý z mno¾iny V2. Ak pridelíme jednotlivým
hranám þcenyÿ, optimálne párovanie bude hµadanie maximálnej celkovej ceny.
Ako mo¾ný postup pre hµadanie optimálneho rie¹enia je systematické prechá-
dzanie v¹etkých mo¾ností. V ilustrovanom príklade sme uva¾ovali n pracovní-
kov a n èinností. Existuje teda n! mo¾ných priradení. Poèet v¹etkých mo¾ných
priradení pre vybrané n je uvedený v tabuµke 2.1. Z nej je zrejmé, ¾e prostým
prechádzaním jednotlivých mo¾ností sme schopný rie¹i» len úlohy malého rozsahu.
n 10 100 1000
n! 3,6 · 106 9,33 · 10157 4,02 · 102567
Tabulka 2.1: Vybrané hodnoty funkcie n!
Pre hµadanie optimálneho rie¹enia by sme mohli pou¾i» algoritmy predstavené
v prvej kapitole. Pomocou nich by sme síce rie¹enie získali, mohlo by sa ale jedna»
len o suboptimálne rie¹enie.
Podobne ako pre iné ¹peciálne prípady celoèíselného programovania, aj pre pri-
raïovací problém existujú metódy, ktoré hµadajú optimálne rie¹enie pomerne ele-
gantným spôsobom. Jednu z nich si predstavíme v ïal¹ej èasti.
2.2 Maïarská metóda
Maïarská metóda je formulovaná pre hµadanie optimálneho rie¹enia minimali-
zaènej úlohy. Rie¹enie maximalizaènej úlohy, tzn. prevod na minimalizaènú úlohu
a následné aplikovanie maïarskej metódy je bli¾¹ie popísané v poznámke za sa-
motným algoritmom. Èerpáme z Hrablik-Chovancová a Sakál (2011, kapitola 4.2).
Uva¾ujme priraïovací problém predstavený v èasti 2.1 s tým rozdielom, ¾e
úèelovú funkciu chceme minimalizova».
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Na tomto mieste predstavíme jednotlivé kroky algoritmu. Prvý krok algoritmu
sa prevedie len raz. Druhý a tretí krok sa mô¾e podµa potreby zopakova» viac krát.
Za algoritmom nasleduje krátka diskusia ohµadom jeho správnosti.
Maïarská metóda
Krok 1
(a) V ka¾dom riadku matice sadzieb nájdeme minimálny prvok. Hodnotu mi-
nimálneho prvku odèítame od ka¾dého prvku v danom riadku.
(b) V ka¾dom ståpci matice sadzieb nájdeme minimálny prvok. Hodnotu mini-
málneho prvku odèítame od ka¾dého prvku v danom ståpci.
Krok 2
(a) • Poènúc prvým riadkom matice postupne skontrolujeme pre ka¾dý ria-
dok, èi sa v òom nachádza práve jeden neprekrytý nulový prvok.
Ak áno, nulový prvok vyznaèíme a ståpec kolmý na príslu¹ný riadok
obsahujúci práve vyznaèený nulový prvok prekryjeme èiarou.
Inak prejeme k ïal¹iemu riadku.
• Poènúc prvým ståpcom matice postupne skontrolujeme pre ka¾dý stå-
pec, èi sa v òom nachádza práve jeden neprekrytý nulový prvok.
Ak áno, nulový prvok vyznaèíme a riadok kolmý na príslu¹ný ståpec
obsahujúci práve vyznaèený nulový prvok prekryjeme èiarou.
Inak prejdeme k ïal¹iemu ståpcu.
Ak sme neprekryli v¹etky nulové prvky èiarou, postup opakujeme. Vyne-
chávame riadky (ståpce), ktoré sú u¾ prekryté.
(b) Ak je poèet vyznaèených nulových prvkov rovný poètu riadkov matice, KO-
NIEC algoritmu, na¹li sme optimálne rie¹enie. Optimálne priradenie po-
zostáva z vyznaèených pozícii nulových prvkov. Optimálna hodnota úèelo-
vej funkcie sa urèí z pôvodnej matice sadzieb.
Ak je poèet vyznaèených prvkov men¹í ako poèet riadkov matice, pokraèu-
jeme Krokom 3.
Krok 3
(a) Nájdeme minimum z neprekrytých prvkov. Túto hodnotu odèítame od v¹et-
kých neprekrytých prvkov a prièítame ju k prvkom, ktoré sú prekryté zá-
roveò horizontálnou aj vertikálnou èiarou. Pokraèujeme Krokom 2.
Matica, ktorý vznikne po prvom kroku algoritmu sa nazýva redukovaná ma-
tica sadzieb. Je dôle¾ité si uvedomi», ¾e optimálne rie¹enie redukovanej matice
sadzieb je zhodné s optimálnym rie¹ením pôvodnej matice sadzieb. Zmena na-
stala len v hodnote úèelovej funkcie.
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Poznámka. Rie¹enie maximalizaènej úlohy prebieha nasledovne. V matici sadzieb
nájdeme maximálny prvok, oznaème ho cmax. Vytvoríme novú maticu sadzieb:
c∗ij = c
max − cij.
Úlohu s novou maticou sadzieb rie¹ime ako minimalizaènú úlohu pomocou maïar-
skej metódy. Získané rie¹enie je optimálnym rie¹ením pôvodnej úlohy. Hodnota
úèelovej funkcie sa urèí z pôvodnej matice sadzieb.
Nasleduje príklad formulovaný ako slovná úloha, kde budeme hµada» optimálne
párovanie medzi dvoma rovnako veµkými mno¾inami.
Príklad. Taxislu¾ba má k dispozícii 4 voµné taxíky. Dispeèer na základe telefonic-
kých objednávok má posla» taxíky k 4 rôznym zákazníkom. Jeho cieµom je priradi»
taxíky k zákazníkom tak, aby celková doba èakania zákazníkov bola minimálna.
Èas potrebný na presun jednotlivých taxíkov k daným zákazníkom je uvedený
v tabuµke 2.2.
A B C D
Taxi 1 2 10 9 7
Taxi 2 15 4 14 8
Taxi 3 13 14 16 11
Taxi 4 4 15 13 9
Tabulka 2.2: Doby presunu taxíkov k zákazníkom
Rie¹enie. Hµadáme maticu priradení 4 × 4. Úlohu budeme rie¹i» pomocou
maïarskej metódy. Namiesto matice sadzieb budeme pracova» s tabuµkou:
2 10 9 7
15 4 14 8
13 14 16 11
4 15 13 9
Po riadkovej a ståpcovej redukcii (prvý krok algoritmu) máme
0 8 2 5
11 0 5 4
2 3 0 0
0 11 4 5
Pokraèujeme druhým krokom algoritmu. Po aplikovaní bodu (a) dostaneme
0 8 2 5
11 0 5 4
2 3 0 0
0 11 4 5
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Prevedieme test optimality (Krok 2, bod (b)). Poèet vyznaèených nulových
prvkov je men¹í ako poèet riadkov matice. Optimálne rie¹enie zatiaµ nemáme.
Prejdeme na Krok 3. Po jeho aplikácii máme
0 8 0 3
11 0 3 2
4 5 0 0
0 11 2 3
Opakujeme druhý krok algoritmu. Po prevedení bodu (a) dostaneme
0 8 0 3
11 0 3 2
4 5 0 0
0 11 2 3
Poèet vyznaèených nulových prvkov je 4. Test optimality je úspe¹ný, algorit-
mus konèí. Hµadaná matica priradení má tvar⎛⎜⎜⎝
0 0 1 0
0 1 0 0
0 0 0 1
1 0 0 0
⎞⎟⎟⎠ .
Dispeèer po¹le Taxi 1 k zákazníkovi C, Taxi 2 k zákazníkovi B, Taxi 3 k zá-
kazníkovi D a nakoniec Taxi 4 k zákazníkovi A. Celková doba èakania zákazníkov
je 28.
V na¹om príklade hodnota úèelovej funkcie (celková doba èakania) nie je veµmi
dôle¾itá a sama o sebe nemá ¾iadny význam. Dôle¾ité v¹ak je, ¾e je minimálna.
Uvedieme e¹te jeden príklad, podobný predo¹lému.
Príklad. Taxislu¾ba má k dispozícii 4 voµné taxíky. Dispeèer na základe telefo-
nických objednávok má posla» taxíky k 4 rôznym zákazníkom. Tentokrát je jeho
cieµom priradi» taxíky k zákazníkom tak, aby celková prejdená vzdialenos» bola
minimálna. Vzdialenosti jednotlivých taxíkov a zákazníkov sú uvedené v tabu-
µke 2.3.
A B C D
Taxi 1 3 1 1 4
Taxi 2 4 2 2 5
Taxi 3 5 3 4 8
Taxi 4 4 2 5 9
Tabulka 2.3: Vzdialenosti taxíkov a zákazníkov
Rie¹enie. Opä» budeme hµada» maticu priradení 4 × 4 pomocou maïarskej
metódy. Sadzby si ulo¾íme do tabuµky:
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3 1 1 4
4 2 2 5
5 3 4 8
4 2 5 9
Po riadkovej a ståpcovej redukcii (prvý krok algoritmu) máme
0 0 0 0
0 0 0 0
0 0 1 2
0 0 3 4
Pokraèovaním Kroku 2 zistíme, ¾e ná¹ algoritmus zostane zacyklený hneï
v prvom bode a teda nenájde optimálne rie¹enie. Pri pohµade na tabuµku je v¹ak
zrejmé, ¾e optimálne rie¹enie existuje, dokonca ich existuje viacero. Jedno z nich
je napríklad ⎛⎜⎜⎝
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
⎞⎟⎟⎠ .
Ná¹ algoritmus, tak ako sme ho uviedli, si s takýmto príkladom neporadí. K vy-
rie¹eniu takýchto problémov sú potrebné sostikovanej¹ie metódy.
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3. Praktická èas»
V tejto kapitole vyu¾ijeme získané teoretické výsledky z prvých dvoch kapitol
na rie¹enie praktickej úlohy.
3.1 Vstupné dáta
Vstupné dáta pochádzajú zo ©koly sv. Augustína, Praha 4. Skladajú sa zo ¹tu-
dijného plánu jednotlivých tried spolu s úväzkami uèiteµov, viï tabuµky 3.1 a 3.2.
Ïalej obsahujú po¾iadavky vybraných uèiteµov, ktorí nemô¾u uèi» ka¾dý deò
v tý¾dni, viï tabuµka 3.3. Uèitelia bez po¾iadavkov mô¾u uèi» µubovolný deò.
Súèas»ou zadania sú ïalej tieto podmienky:
• ¾iadne voµné hodiny uprostred vyuèovania
• 1. a¾ 4. trieda sa mô¾e uèi» 1. a¾ 5. vyuèovaciu hodinu
• 5. a¾ 7. trieda sa mô¾e uèi» 1. a¾ 6. vyuèovaciu hodinu
Rozvrh má by» vyrovnaný tak, aby sa v daný deò neopakoval viac krát rov-
naký predmet. Výnimku tvoria predmety èeský jazyk a výtvarná výchova. Èeský
jazyk mô¾e by» vyuèovaný najviac dva krát denne. U výtvarnej výchovy pre triedy
s dvojhodinovou tý¾dennou dotáciu (4. a¾ 7. trieda) sa navy¹e po¾aduje, aby bola
vyuèovaná v dvojhodinovom bloku, tzn. dve po sebe idúce hodiny v jeden deò.
Na¹im cieµom je zhotovi» rozvrh pre ka¾dú triedu tak, aby boli splnené v¹etky
vy¹¹ie uvedené podmienky a po¾iadavky.
Predmet 1. trieda 2. trieda 3. trieda 4. trieda
Èeský jazyk 8 LM 7 KA 7 VR 7 MG
Anglický jazyk 1 HO 2 HO 3 AG 3 AG
©panielský jazyk 1 SP 1 SP 1 SP 1 SP
Matematika 4 LM 4 KA 5 VR 4 MG
Nábo¾enstvo 1 PJ 1 PJ 1 PJ 1 PJ
Èlovek a svet 2 LM 2 KA 2 VR 3 MG
Hudobná výchova 1 LM 1 KL 1 VR 1 KR
Výtvarná výchova 1 LM 1 KA 1 VR 2 MG
Telesná výchova 2 PA 2 PA 2 PA 2 PA
Práca a nancie 1 LM 1 KA 1 VR 1 MG
Spolu 22 22 24 25
Pozn: 8 LM znamená, ¾e uèiteµ LM uèí 8 hodín èeský jazyk 1. triedu.
Tabulka 3.1: ©tudijný plán 1. a¾ 4. roèník
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Predmet 5. trieda 6. trieda 7. trieda
Èeský jazyk 7 KL 5 MA 5 MA
Anglický jazyk 3 HO 4 AG 3 AG
©panielský jazyk 1 SP 2 SP 2 SP
Matematika 4 KL 5 SK 5 SK
Informatika a média 1 MC 1 MC
Nábo¾enstvo 1 PJ 1 PJ 1 PJ
Èlovek a svet 3 KL
Dejepis 2 AN 2 AN
Obèianska výchova 1 MA 1 MA
Fyzika 2 ZK
Prírodopis 2 AN 1 AN
Zemepis 2 MA 1 MA
Hudobná výchova 1 KL 1 KR 1 KR
Výtvarná výchova 2 VR 2 SM 2 SM
Telesná výchova 2 PA 2 PA 2 PA
Výchova k zdraviu a rodine 1 EV
Práca a nancie 1 KA 1 FS
Spolu 26 30 30
Tabulka 3.2: ©tudijný plán 5. a¾ 7. roèník
HO PJ KA KL AG KR MC AN SM
Po x x x x x
Ut x x x x
Str x x x x
©t x x x x x x x
Pia x x x
Pozn: Uèiteµ HO mô¾e uèi» v pondelok, utorok a ¹tvrtok.
Tabulka 3.3: Po¾iadavky vybraných uèiteµov
3.2 Model
Po spracovaní zadania sme zostavili nasledujúci model. Kto, kedy a aký pred-
met sa uèí je vyjadrené pomocou bivalentných premenných xthp. Prvý index
t znaèí triedu a nadobúda hodnôt 1 a¾ 7. Druhý index h znaèí deò a hodinu
v tý¾dni. Nadobúda hodnôt 1 a¾ 30, viï tabuµka 3.4. Posledný index p znaèí
o aký predmet sa jedná.
Je dôle¾ité poznamena», ¾e vôbec nemusíme uva¾ova» ¹peciálny index pre uèi-
teµov. To je spôsobené tým, ¾e existuje vzájomne jednoznaèné priradenie medzi
uèiteµom a predmetom spolu s triedou. Tento poznatok je významný predov¹et-
kým kvôli výpoèetnej zlo¾itosti problému. Momentálne máme poèet neznámych
3 570 (poèet tried × poèet hodín × poèet predmetov). Pridaním indexu pre uèi-
teµov nám vzrastie poèet neznámych na 67 830 (uèiteµov v zadaní máme 19).
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1. 2. 3. 4. 5. 6.
Po 1 2 3 4 5 6
Ut 7 8 9 10 11 12
Str 13 14 15 16 17 18
©t 19 20 21 22 23 24
Pia 25 26 27 28 29 30
Tabulka 3.4: Hodnoty indexu h
Mohla by nasta» otázka, ako chceme vyjadri» po¾iadavky uèiteµov, keï uèiteµov
v skutoènosti nebudeme uva¾ova». Otázka je u¾ zodpovedaná vy¹¹ie. Napríklad
uèiteµ PJ uèí nábo¾enstvo v ka¾dej triede a mô¾e uèi» len v stredu a vo ¹tvrtok.
Túto jeho po¾iadavku premietneme do modelu tak, ¾e ka¾dá trieda mô¾e ma»
nábo¾enstvo len v stredu a vo ¹tvrtok.
Ka¾dý rozvrh splòujúci v¹etky ohranièujúce podmienky je prípustným rie¹e-
ním. Medzi v¹etkými prípustnými rie¹eniami sa sna¾íme nájs» v istom zmysle
optimálne rie¹enie. Aké kritérium optimality zvolíme, je na nás.
V na¹om prípade sme zvolili kritérium, ktoré síce v zadaní nie je explicitne spo-
menuté, ale v praxi je pova¾ované za akúsi samozrejmos». Predmety nároènej¹ie
na koncentráciu, ako napríklad jazyky a matematika, musia by» v ka¾dý deò vy-
uèované prednostne, tzn. pred predmetmi ako je napríklad hudobná výchova.
Predmety rozdelíme do skupín podµa priority, kde 1. skupina obsahuje pred-
mety s najvy¹¹ou prioritou:
1. èeský jazyk, anglický jazyk, matematika
2. ¹panielský jazyk, èlovek a svet, dejepis, fyzika, prírodopis, zemepis
3. informatika a média, nábo¾enstvo, práca a nancie, obèianska výchova, vý-
chova k zdraviu a rodine
4. hudobná výchova, výtvarná výchova, telesná výchova
Prioritu jednotlivých predmetov zachytáva koecient dthp. Predmety prvej sku-
piny majú najvy¹¹í koecient, predmety poslednej skupiny majú najni¾¹í koeci-
ent, viï tabuµka 3.5.
1. skupina 2. skupina 3. skupina 4. skupina
dthp 100 60 20 1
Tabulka 3.5: Priorita predmetov - hodnoty koecientu dthp
Prioritu vyuèovania zachytáva koecient cthp. Ka¾dá vyuèovacia hodina bez o-
hµadu na deò má priradený koecient cthp. Ohodnotenie jednotlivých vyuèovacích
hodín je uvedené v tabuµke 3.6.
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1. 2. 3. 4. 5. 6.
Po 100 80 60 40 20 -1
Ut 100 80 60 40 20 -1
Str 100 80 60 40 20 -1
©t 100 80 60 40 20 -1
Pia 100 80 60 40 20 -1
Tabulka 3.6: Priorita vyuèovania - hodnoty koecientu cthp


















Ohranièujúce podmienky úlohy pozostávajú z týchto bodov:
• Poèty hodín jednotlivých predmetov odpovedajú ¹tudijnemu plánu príslu¹-
nej triedy: ∑
h
xthp = plan(p,t), ∀ t, p,
kde plan(p,t) je tabuµka hodinových dotácii pre ka¾dý predmet a ka¾dú
triedu v súlade s 3.1 a 3.2.
• Najviac jeden predmet rozvrhnutý v daný èas pre danú triedu:∑
p
xthp ≤ 1, ∀ t, h.





cthpxthp ≥ 280, ∀ t.
Uvedená podmienka vyjadruje ohranièenie pre þpondelokÿ. Zvy¹né dni ana-
logicky.







xth6p = 0, kde h6 = 6, 12, 18, 24, 30.
• Krytie uèiteµov, tzn. daný uèiteµ nesmie uèi» vo viacerých triedach v rovnaký
èas:
x1hAJ + x2hAJ + x5hAJ ≤ 1, ∀h,
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kde AJ oznaèuje predmet anglický jazyk. Uvedená podmienka zakazuje,
aby uèiteµ HO uèil vo viacerých triedach v rovnaký èas.
Podmienky pre zvy¹ných uèiteµov s výnimkou LM, MG, ZK, EV, FS sú ana-
logické. Uèiteµov LM, MG, ZK, EV a FS o¹etrova» nie je potrebné, preto¾e
uèia len v jednej triede a ka¾dá trieda má podmienku, aby sa uèila najviac
jeden predmet v daný èas.






xtHOhpHO = 0, ∀ tHO, pHO,
kde tHO oznaèuje triedy a pHO oznaèuje predmety, ktoré uèí uèiteµ HO. Uve-
dená podmienka vyjadruje po¾iadavku, ¾e uèiteµ HO nemô¾e uèi» v stredu
a v piatok.
Podmienky pre uèiteµov PJ, AG, KR, MC, AN a SM sú analogické. Uèitelia












x2hHV = 0, ∀ pKL,
kde pKA oznaèuje predmety uèiteµa KA, pKL oznaèuje predmety uèiteµa KL,
PF oznaèuje predmet práca a nancie a HV oznaèuje predmet hudobná
výchova.
• Najviac jedna hodina denne z ka¾dého predmetu pre ka¾dú triedu, s výnim-
kou èeského jazyku a výtvarnej výchovy:
6∑
h=1
xthp̂ ≤ 1, ∀ t, p̂,
kde p̂ oznaèuje v¹etky predmety okrem èeského jazyka a výtvarnej výchovy.
Uvedená podmienka vyjadruje ohranièenie pre þpondelokÿ. Zvy¹né dni ana-
logicky.
• Najviac dve hodiny èeského jazyku denne pre 1. a¾ 5. triedu:
6∑
h=1
xthCJ ≤ 2, pre t = 1, ..., 5.
Uvedená podmienka vyjadruje ohranièenie pre þpondelokÿ. Zvy¹né dni ana-
logicky.
• Najviac jedna hodina èeského jazyku denne pre 6. a 7. triedu:
6∑
h=1
xthCJ ≤ 1, pre t = 6, 7.
Uvedená podmienka vyjadruje ohranièenie pre þpondelokÿ. Zvy¹né dni ana-
logicky.
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• Dvojhodinový blok výtvarnej výchovy pre 4. a¾ 7. triedu:∑
hp
xtV V hpV V = 1, ∀ tV V , (3.1)
kde hp = 2, 4, 6, ..., 28, 30 (len párne hodiny), tV V oznaèuje triedy s dvojho-
dinovou dotáciou výtvarnej výchovy (tj. triedy 4, 5, 6, 7) a V V oznaèuje
predmet výtvarná výchova. Podmienka 3.1 zaruèí, ¾e jedna hodina výtvar-
nej výchovy bude rozvrhnutá v párnu hodinu a druhá hodina výtvarnej
výchovy bude rozvrhnutá v nepárnu hodinu. Ïalej∑
h1
xtV V h1V V +
∑
h4
xtV V h4V V ≤ 1, ∀ tV V , (3.2)
kde h1 = 1, 7, 13, 19, 25 (prvé hodiny ka¾dý deò), h4 = 4, 10, 16, 22, 28
(¹tvrté hodiny ka¾dý deò). Podmienka 3.2 zaruèí bez garancie rovnakého
dòa, ¾e v prvú a ¹tvrtú hodinu sa mô¾e vyuèova» najviac jedna výtvarná
výchova, pre ka¾dú triedu s dvojhodinovou dotáciou.
Analogicky sa zapí¹u podmienky pre h1 a h6, h2 a h5, h3 a h6. Podmienky
pre dvojice h1 a h3, h1 a h5, h2 a h4, h2 a h6, h3 a h5, h4 a h6 neuva¾ujeme,
preto¾e takéto kombinácie u¾ zakazuje podmienka 3.1. Na záver∑
sk1
xtV V sk1V V ≤ 1, ∀ tV V , (3.3)
kde sk1 = 1, 3, 5, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30. Analogicky sa za-
pí¹u ïal¹ie ¹tyri podmienky pre zvy¹né ¹tyri skupiny hodín. Podmienka 3.3
zaruèí, ¾e obe hodiny výtvarnej výchovy budú rozvrhnuté v rovnaký deò.
Pre lep¹iu prehµadnos» skupina hodín sk1 je vyznaèená tuèným písmom v
tabuµke 3.7.
1. 2. 3. 4. 5. 6.
Po 1 2 3 4 5 6
Ut 7 8 9 10 11 12
Str 13 14 15 16 17 18
©t 19 20 21 22 23 24
Pia 25 26 27 28 29 30
Tabulka 3.7: Skupina hodín sk1
Krátka rekapitulácia. Podmienka 3.1 zabezpeèí rozvrhnutie výtvarnej vý-
chovy v jednu párnu a v jednu nepárnu hodinu. Pridaním podmienky 3.2
a k nej analogickým podmienkam zabezpeèíme rozvrhnutie výtvarnej vý-
chovy do dvoch susedných hodín bez záruky rovnakého dòa (napr. ponde-
lok 4. hodina a streda 5. hodina). A¾ podmienka 3.3 spolu s analogickými
verziami zaruèí rozvrhovanie výtvarnej výchovy v rovnaký deò. Spojením
v¹etkých podmienok získame stanovenú podmienku: dvojhodinový blok vý-
tvarnej výchovy pre ¹tvrtú a¾ siedmu triedu.
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• Predmety s dvojhodinovou tý¾dennou dotáciou musia by» rozvrhnuté tak,






xthp2 ≤ 1, ∀ t, p2,
kde p2 oznaèuje v¹etky predmety s dvojhodinovou tý¾dennou dotáciou s vý-
nimkou výtvarnej výchovy.
Uvedená podmienka vyjadruje ohranièenie pre dvojicuþpondelokÿ a þuto-
rokÿ. Podmienky pre zvy¹né dvojice þutorokÿ a þstredaÿ, þstredaÿ a þ¹tvr-
tokÿ, þ¹tvrtokÿ a þpiatokÿ sú analogické.
• Predmety s trojhodinovou tý¾dennou dotáciou mô¾u by» rozvrhnuté v troch









xthp3 ≤ 2, ∀ t, p3,
kde p3 oznaèuje v¹etky predmety s trojhodinovou tý¾dennou dotáciou.
Uvedená podmienka vyjadruje ohranièenie pre trojicu þpondelokÿ, þuto-
rokÿ, þstredaÿ. Podmienky pre zvy¹né trojice þutorokÿ, þstredaÿ, þ¹tvrtokÿ
a þstredaÿ, þ¹tvrtokÿ, þpiatokÿ sú analogické.
3.3 Rie¹enie
Na rie¹enie modelu sme pou¾ili modelovací softvér GAMS (General Alge-
braic Modeling System) s vyu¾itím univerzitnej licencie. Bez pou¾itia licencie
je sprístupnená len obmedzená verzia softvéru, ktorá je na rie¹enie príslu¹ného
modelu nepostaèujúca. K výpoètu bol ïalej pou¾itý notebook Lenovo ThinkPad
Edge E531 so 64-bitovým procesorom Intel Core i5-3230M CPU @ 2,60 GHz
a operaènou pamä»ou 6,00 GB.
Pri výpoète sme pou¾ili solver CPLEX. Samotný výpoèet trval menej ako
jednu sekundu. Hodnota úèelovej funckie je 872 912, poèet iterácii je 1 697.
Sú splnené v¹etky po¾iadavky a ohranièenia, ktoré sme na úlohu kládli. Rozvrhy
jednotlivých tried sú k nájdeniu v Prílohe A na konci práce. Zdrojový kód je
ulo¾ený v textovom dokumente þGAMS Aÿ na prilo¾enom CD.
Po analýze jednotlivých rozvrhov musíme kon¹tatova», ¾e získané výsledky nie
sú úplne uspokojivé. Na prvý pohµad je zará¾ajúci rozvrh piatej triedy. Pred vý-
poètom sme oèakávali, ¾e piata trieda bude ma» ¹es» vyuèovacích hodín len jeden
deò v tý¾dni. Opak sa stal pravdou a poèet dní v tý¾dni, kedy má piata trieda
¹es» vyuèovacích hodín je maximálny. Získaný rozvrh pôsobí nevyrovnane. Ak
by nám takýto rozvrh z pedagogického alebo praktického hµadiska nevyhovoval
a po¾adovali by sme rozvrh s minimálnym poètom dní, kedy sa piata trieda uèí
¹es» hodín, mohli by sme do modelu prida» novú ohranièujúcu podmienku:







Uvedená podmienka vyjadruje ohranièenie pre þpondelokÿ. Zvy¹né dni ana-
logicky.
Ïalej po preskúmaní rozvrhu ¹iestej triedy vidíme, ¾e v pondelok sa uèí ¹es»
nároènej¹ích predmetov. Na druhú stranu, v stredu sa uèí tri µah¹ie predmety.
Podobných situácii je v rie¹ení viacero.
Pri tvorbe modelu sme predmety rozdelili podµa priority do ¹tyroch skupín. Pred-
mety prvej a druhej skupiny sú pova¾ované za nároènej¹ie predmety, vy¾adujúce
zvý¹enú aktivitu na hodine a väè¹iu domácu prípravu. Naopak predmety tretej
a ¹tvrtej skupiny nevy¾adujú tak veµkú mieru sústredenia na hodine a malú alebo
¾iadnu domácu prípravu. Pridaním podmienky, aby sa ka¾dý deò vyuèoval aspoò
jeden predmet z tretej alebo ¹tvrtej skupiny docielime väè¹iu vyvá¾enos» celého
rozvrhu. Do modelu mô¾eme prida» túto ohranièujúcu podmienku:






xthp̂ ≥ 1, ∀ t,
kde p̂ oznaèuje predmety tretej a ¹tvrtej prioritnej skupiny.
Uvedená podmienka vyjadruje ohranièenie pre þpondelokÿ. Zvy¹né dni ana-
logicky.
Ka¾dá nová ohranièujúca podmienka nesie so sebou riziko neprípustnosti
úlohy. Iný mo¾ný prístup by viedol cez úpravu koecientov cthp a dthp. Výsle-
dok by bol podobný.
Pre zaujímavos» sme vyrie¹ili aj model s dodatoène formulovanými podmien-
kami. Jednotlivé rozvrhy sú k nájdeniu v Prílohe B na konci práce. Zdrojový kód
je ulo¾ený v textovom dokumente þGAMS Bÿ na prilo¾enom CD.
Pri výpoète sme pou¾ili opä» solver CPLEX. Výpoèet trval menej ako jednu
sekundu. Hodnota úèelovej funkcie klesla na hodnotu 872 213, poèet iterácii stúpol
na 1 738.
Po preskúmaní nových výsledkov mô¾eme kon¹tatova», ¾e sa nám podarilo
odstráni» zistené nedokonalosti. Novo získané rozvrhy sú celkovo vyvá¾enej¹ie.
Zvy¹ná èas» je venovaná mo¾ným vylep¹eniam.
Ïal¹ia po¾iadavka zo strany ¹koly by mohla by» napríklad delenie tried na ja-
zyky, prípadne telesnú výchovu (chlapci a dievèatá). Na¹e dáta takúto po¾iadavku
neobsahovali, preto sme ju neuva¾ovali.
Iná, celkom logická po¾iadavka by mohla by», ¾e ¹kola disponuje len jednou
telocvièòou, kde prebieha výuka telesnej výchovy. Túto po¾iadavku sme v¹ak spl-
nili bez toho, aby sme ju explicitne formulovali. V¹etky triedy uèí telesnú výchovu
rovnaký uèiteµ. Ten v¹ak mô¾e uèi» v daný èas najviac jednu triedu. Ka¾dá trieda
sa mô¾e uèi» v daný èas najviac jeden predmet. Spolu máme po¾iadavku na ob-
sadenie telocviène.
Podobne by ¹kola mohla ma» aj iné ¹peciálne triedy, napríklad triedu na výuku
jazykov, triedu s dataprojektorom, poèítaèovú triedu, atï. Výuku predmetu in-
formatika a média, kde by sa dala predpoklada» poèítaèová trieda, o¹etrenú máme
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podobne ako telesnú výchovu. Ïal¹ím prípadom sme nevenovali pozornos», na-
koµko nemáme informáciu o tom, èi ¹kola takýmito triedami disponuje. V prípade,




V tejto práci sme sa zaoberali priraïovacím problémom, èo je ¹peciálna pod-
skupina úloh celoèíselného programovania. Teoretické poznatky z prvých dvoch
kapitol sme vyu¾ili v praktickej èasti, ktorá predstavuje len zlomok z celkovej vyu-
¾iteµnosti celoèíselného programovania v praxi. Potenciál a ¹kála vyu¾itia na rie¹e-
nie veµkých úloh je obrovská.
V praktickej èasti sme sa sústredili na rie¹enie problému tvorby rozvrhu kon-
krétnej základnej ¹koly s danými po¾iadavkami. Na základe vstupných dát sme
vypracovali model. Pri jeho tvorbe sme formulovali v¹etky potrebné ohranièujúce
podmienky a zvolili kritérium optimality. Model sme rie¹ili pomocou modelova-
cieho softvéru GAMS. Pri analýze získaných výsledkov sme objavili nevyvá¾enos»
rozvrhu piatej triedy. Rovnako sme zistili ¾e pondelok v ¹iestej triede je výrazne
þnároènej¹íÿ ako streda. Navrhli sme dve mo¾né opatrenia, jedno formou doda-
toèných ohranièujúcich podmienok, druhé úpravou koecientov cthp a dthp. Zvolili
sme opatrenie formou dodatoèných podmienok. Nový model s dodatoènými pod-
mienkami sme opä» rie¹ili pomocou softvéru GAMS a získané výsledky porovnali
s predo¹lými. Nové rozvrhy sú celkovo vyrovnanej¹ie a z pedagogického hµadiska
prijateµnej¹ie. Na záver sme uviedli mo¾né vylep¹enia modelu.
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1. 2. 3. 4. 5.
Po CJ AJ CJ PF HV
Ut M CJ CJ CS
Str M CJ CJ TV
©t CJ M N SJ VV
Pia CJ M CS TV
Tabulka 3.8: Rozvrh 1. trieda
1. 2. 3. 4. 5.
Po AJ SJ HV TV
Ut CJ CJ M CS
Str CJ M CJ PF VV
©t AJ CJ M TV N
Pia CJ CJ M CS
Tabulka 3.9: Rozvrh 2. trieda
1. 2. 3. 4. 5.
Po AJ M CJ CS TV
Ut CJ M CJ SJ
Str CJ M CJ CS TV
©t AJ CJ M N VV
Pia CJ M AJ PF HV
Tabulka 3.10: Rozvrh 3. trieda
1. 2. 3. 4. 5.
Po CJ CJ AJ VV VV
Ut AJ CJ M CS TV
Str M CJ CJ CS N
©t M CJ AJ HV TV
Pia M CJ SJ CS PF
Tabulka 3.11: Rozvrh 4. trieda
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1. 2. 3. 4. 5. 6.
Po M CJ AJ CS VV VV
Ut AJ SJ ICT TV
Str M CJ CJ CS HV N
©t CJ CJ AJ M PF TV
Pia M CJ CJ CS
Tabulka 3.12: Rozvrh 5. trieda
1. 2. 3. 4. 5. 6.
Po CJ AJ M SJ PR D
Ut M AJ CJ Z ICT TV
Str CJ M SJ N VV VV
©t M AJ CJ PR D HV
Pia M AJ CJ Z TV OV
Tabulka 3.13: Rozvrh 6. trieda
1. 2. 3. 4. 5. 6.
Po M CJ D PR VV VV
Ut CJ M AJ F OV PF
Str M CJ Z SJ VZR TV
©t CJ M D AJ HV N
Pia AJ CJ M F SJ TV
Tabulka 3.14: Rozvrh 7. trieda
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Príloha B
1. 2. 3. 4. 5.
Po M AJ CS PF HV
Ut CJ CJ SJ TV
Str CJ M CJ N
©t CJ M CJ TV
Pia CJ M CJ CS VV
Tabulka 3.15: Rozvrh 1. trieda
1. 2. 3. 4. 5.
Po AJ SJ HV TV
Ut CJ CJ M CS VV
Str CJ M CJ TV
©t AJ M CJ CS N
Pia CJ M CJ PF
Tabulka 3.16: Rozvrh 2. trieda
1. 2. 3. 4. 5.
Po CJ M AJ CS VV
Ut M CJ AJ SJ TV
Str CJ CJ M CS PF
©t AJ CJ M N
Pia CJ M CJ TV HV
Tabulka 3.17: Rozvrh 3. trieda
1. 2. 3. 4. 5.
Po AJ M CJ CS TV
Ut CJ M CJ VV VV
Str CJ M CJ CS N
©t M AJ CJ HV TV
Pia CJ AJ SJ CS PF
Tabulka 3.18: Rozvrh 4. trieda
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1. 2. 3. 4. 5. 6.
Po CJ M AJ CS HV
Ut AJ SJ ICT VV VV
Str CJ M CJ CS TV
©t CJ CJ AJ M PF N
Pia CJ M CJ CS TV
Tabulka 3.19: Rozvrh 5. trieda
1. 2. 3. 4. 5. 6.
Po M AJ CJ D PR TV
Ut AJ M CJ Z ICT OV
Str CJ M N SJ VV VV
©t M CJ D AJ PR HV
Pia M CJ AJ Z SJ TV
Tabulka 3.20: Rozvrh 6. trieda
1. 2. 3. 4. 5. 6.
Po CJ PR D M VV VV
Ut CJ AJ M F OV TV
Str M CJ SJ Z VZR N
©t CJ M AJ D HV TV
Pia AJ M CJ SJ F PF
Tabulka 3.21: Rozvrh 7. trieda
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