A Time Series Clustering Technique based on Community Detection in Networks  by Ferreira, Leonardo N. & Zhao, Liang
doi: 10.1016/j.procs.2015.07.293 
A Time Series Clustering Technique based on
Community Detection in Networks
Leonardo N. Ferreira1 and Liang Zhao2
1 Institute of Mathematics and Computer Science, University of Sa˜o Paulo
Av. Trabalhador Sa˜o-carlense, 400 CEP: 13566-590 - Centro, Sa˜o Carlos - SP, Brazil.
leonardo@icmc.usp.br
2 Department of Computing and Mathematics, University of Sa˜o Paulo
Av. Bandeirantes, 3900 - CEP: 14040-901 - Monte Alegre - Ribeira˜o Preto - SP, Brazil.
zhao@usp.br
Abstract
Time series clustering is a research topic of practical importance in temporal data mining. The
goal is to identify groups of similar time series in a data base. In this paper, we propose a
technique for time series clustering via community detection in complex networks. First, we
construct a network where every vertex represents a time series connected its most similar
ones,. Similarity was calculated using diﬀerent time series distance functions. Then, we applied
a community detection algorithm to identify groups of strongly connected vertices in order
to produce time series clusters. We veriﬁed which distance function works better with every
clustering algorithm and compared them to our approach. The experimental results show that
our approach statistically outperformed many traditional clustering algorithms. We ﬁnd that
the community detection approach can detect groups that other techniques fail to identify.
Keywords: Time series clustering, Unsupervised Learning, Complex networks, Community detection.
1 Introduction
Temporal data mining has received a lot of focus in the last years due to the ubiquity of this
kind of data. Time series data clustering is a speciﬁc task with the goal of dividing a set of time
series into groups, where similar ones are grouped in the same cluster [8]. This problem has
been observed in many domains like climatology, geology, health sciences, energy consumption,
failure detection, among others [20].
The two desired aspects when performing time series clustering is eﬀectiveness and eﬃciency
[19]. Eﬀectiveness can be achieved by representation methods that should be capable of dealing
with high dimensional data. Eﬃciency is obtained by using distance functions and clustering
algorithms that can properly distinguish diﬀerent time series in an eﬃcient way. Keeping
these two features in mind, many clustering algorithms have been proposed and they can be
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broadly classiﬁed in two approaches: data-adaptation and algorithm-adaptation [20]. The
former extracts features arrays from each time series data and applies conventional clustering
algorithm. The latter use specially designed clustering algorithms to handle time series. The
major modiﬁcation is the distance function that should be capable of diﬀering time series. In
our best eﬀort, we did not ﬁnd any community detection algorithm in complex networks for
time series clustering.
Complex networks form a recent research area interested in networks that have complex
topology, are dynamically evolving in time and have large scale [4]. Many real world systems
can be modeled by networks. One of the salient features found in many networks is the presence
of community structure, which is represented by groups of densely connected vertices and, at the
same time, with sparse connections between groups. Detecting these structures is interesting in
many applications and it motivated the development of many community detection algorithms
[13]. Diﬀerent from traditional clustering algorithms, community detection algorithms use just
the network structure to cluster nodes. Furthermore, considering the high dimension of these
networks, community detection algorithms should be eﬃcient and eﬀective, what make them
excellent for time series data clustering.
In this paper, we aim to apply network science to temporal data mining. We intend to verify
the beneﬁts of using community detection algorithms in time series data clustering. More specif-
ically, we propose an algorithm based on 4 steps: (1) data normalization; (2) distance function
calculation; (3) network construction, where every vertex represents a time series connected to
its most similar ones using a distance function; (4) community detection. Experimental results
show that this approach outperforms traditional clustering methods. The remainder of this
paper is organized as follows. First, we present in Section 2 some background concepts and
related works. In Sections 3 and 4 we present our approach and the experimental comparison
respectively. Finally, we point some ﬁnal remarks and future works in Section 5.
2 Background and Related Works
In this section, we review the two main concepts used in this paper: time series distance
functions and community detection in networks. We also present some related works.
2.1 Time Series Distance Functions
We start by presenting the basic concept: time series. For simplicity and without loss of
generality, we assume that time is discrete. A time series X is an ordered sequence of t real
values X = {x1, . . . , xt}, xi ∈ R, i ∈ N. The main idea of clustering is to group similar objects.
In order to discover which data are similar, several distance (or dissimilarity) functions were
deﬁned in the literature. In this paper, we use the terms “similarity” and “distance” in inverse
concepts. In the case of time series distance measures, they can be classiﬁed in four categories
[8]: shape-based, edit-based, feature-based, structure-based. Each of them will be following
described.
• Shaped Based Distance Functions: The ﬁrst and most used category of measures is based
on the shape of the time series. These measures compare directly the raw data of two
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where p is a positive integer [22]. When p = 2, we have the so-called euclidean distance
(ED). The Lp norms have the advantage of being intuitive, parameter-free and linear to
the length of the series. The disadvantage is that these measures compare ﬁxed points
of the series becoming very sensible to noise and misalignment in time. These type of
ﬁxed measures are called lock-step measures. In order to solve this problem, some elastic
measures were created to allow time warping and provide a better comparison. The most
famous elastic measures is the Dynamic Time Warping (DTW) that align two time series
using the shortest warping path in a distance matrix [2]. A warping path W is sequence
of adjacent matrix indices that deﬁnes a mapping. Even though there is high number of
path combinations, the optimal path is the one that minimizes the global warping cost.
The Short Time Series (STS) [17] and DISSIM [11] distances were created to deal with
series that were collected in diﬀerent sampling rates. The Complexity Invariant Distance
(CID) [1] calculates the euclidean distance corrected by a complexity estimation of the
series.
• Edit Based Distance Functions : Edit-based distances compute the distance between two
series based on the minimum number of operations needed to transform one times series
into another. This category of measures are based on the string edit distance (levenshtein)
that count the number of character insertions, deletions and substitutions needed to
transform one string into another. The Longest Common Subsequence (LCSS) [18] is one
the best known edit based measures. This measure also allows time warping, as DTW,
but also allows gaps in comparison. These gaps are not considered in the comparison in
order to avoid noisy data and or outliers.
• Feature Based Distance Functions : This category of measures focus on extracting a num-
ber of features from the time series and comparing the extracted features instead of the
raw data. Such features can be selected, for example, using coeﬃcients of a Wavelet
Transform (DWT) and then calculating the euclidean distance between them [23]. The
INTPER measure computes the distance based on the integrated periodogram from each
series [6]. The Pearson correlation (COR) [14] can also be used to calculate the distance
between series.
• Structure Based Distance Functions: Diﬀerent from feature based measures, structure
based measures try to identify higher-level structures in the series. Some structure based
measures use parametric models to represent the series, for example, Hidden Markov
Models (HMM) or ARMA [21]. The distance can be measured by the probability of a
modeled series be produced by the underlying model of another.
2.2 Community Detection in Networks
A network (or a graph) is one the most common and intuitive methods to represent the objects
from a dataset and its interactions or relations. Formally, a network (or graph) G(V,E) is
composed by a set of n vertices V = {v1, . . . , vn} and a set of m edges E = {(vi, vj) | vi, vj ∈ V }
where (vi, vj) is an edge that connects two vertices vi and vj .
Many real world systems are naturally represented as networks. Examples include social
networks, protein interaction networks, neural networks and many others [4]. In other domains,
networks are artiﬁcially constructed from the original datasets by using some criteria. One of
the most common ways to construct a network requires only a distance measure between the
data samples in the original dataset. In this case, every sample is represented as a vertex and it
is connected to its k most similar ones. Such networks are called k-nearest neighbor networks
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(k-NN). In a similar way, another way of network construction is considering a threshold value
ε and connecting every pair of nodes whose similarity is higher this value. In this case, the
networks are called ε-nearest neighbor networks (ε-NN).
Communities are groups of highly connected vertices, while the connections between groups
are sparse (Fig. 1). Such structures are commonly observed in in real world networks from
diﬀerent domains [13]. Community detection is a task that involves searching for the cluster
structure of vertices in a given network. It is not a trivial task, since evaluating all clustering
(partitions) possibilities is NP-hard problem [10]. Thus, many algorithms were proposed using
diﬀerent strategies. Some algorithms use a network measure called modularity score, that
measures how good is a particular partition of network. In the Fast Greedy (FG) algorithm [5],
ﬁrst, all edges are removed and every node are considered a community. In each iteration, the
algorithm calculates which of the original edges that, added to this network, would generate the
highest increase of the modularity. So this edge is inserted and the two vertices (communities)
are merged. This process continues until all communities are merged resulting in just one
community. Each iteration of the algorithm is a possible solution but the best partition is that
one with the highest modularity. The Multilevel (ML) algorithm [3] performs the same way
that the FG, except that it does not stop when the highest modularity is found. After that,
each community is abstracted to a single vertex and the process starts again with the merged
communities. The process stops when there is just one vertex in the network. For a full review
on community detection algorithms, we refer the interested reader to [10].
2.3 Related Works
The time series clustering algorithms can be broadly classiﬁed in two approaches: data-
adaptation and algorithm-adaptation [20]. The former extracts features arrays from each time
series data and applies conventional clustering algorithm to cluster features. The latter modiﬁes
the traditional clustering algorithms in such a way that they can handle time series. The major
modiﬁcation is the distance function that should be capable of diﬀering time series. In this
case, diﬀerent time series similarity measures can be used with diﬀerent distance-based cluster-
ing algorithm. The great majority of algorithms in literature directly use or modify K-means,
k-medoids, Self-organizing maps (SOM) and hierarchical clustering [20]. In our best eﬀort, we
did not ﬁnd any community detection algorithm in networks for time series clustering.
The idea of using networks to cluster time series was ﬁrst presented in [24]. However, the
authors limited to using 1-NN (k = 1) and DTW. In this paper, we show that using more
neighbors (k > 1) and diﬀerent distance functions can lead to better results. In order to reduce
the time complexity for k-NN construction, the authors use the k-means algorithm to cluster the
data and perform small nearest neighbor searches inside the cluster. The random initialization
of the k-means centroids does not guarantee a good network construction. Instead of proposing
a new clustering algorithm, we used the most known community detection algorithms. For a
detailed review on time series clustering algorithms, we refer the interested reader to [20].
3 Method Description
The intuition behind our algorithm is simple. Each time series from a dataset is represented
by a vertex and a distance measure is used to determine the similarity between time series and
connect the most similar ones. As expected, similar time series tend to connect to each other
and form communities. Thus, we can apply community detection algorithms to detect time
series clusters. The idea of this algorithm is illustrated by Figure 1.
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Figure 1: Time series clustering using community detection in networks. First, we construct
a network where every vertex represents a time series connected to its most similar ones using
a distance function. Then, we apply community detection algorithms to cluster time series.
Communities are represented by vertices with diﬀerent colors.
More speciﬁcally, the proposed method is performed in 4 steps: (1) data normalization, (2)
time series distance calculation, (3) network construction and (4) community detection. Each
step will be detailed in the following.
1. Normalization: The ﬁrst step is a pre-processing stage that intends to scale the dataset.
As observed in [19], normalization improves the search of similar time series when they
have similar shapes but have diﬀerent scales.
2. Distance measures: The second step consists of calculating the distance for each pair of
time series in the dataset and construct a distance matrix D, where dij is the distance
from series Xi and XJ . Choosing a good distance measure has a strong inﬂuence on the
network construction and clustering result.
3. Network Construction: This steps intends to transform the matrix D into a network. In
general, the two most used method for network construction from a dataset are the k-NN
and ε-NN. The way how the network is constructed highly aﬀects the clustering result
and choosing the right method is also essential for good clustering results.
4. Community Detection: After the network construction, we apply community detection
algorithms in order to search for groups of vertices. There are a plenty of community
detection algorithms that use many strategies to cluster data and the correct choosing
aﬀects the clustering result.
The time complexity is deﬁned as the sum of the complexities of each step of the method
and it depends on the chosen algorithms and measures. Considering a dataset composed by n
time series all of length t, the z-score normalization of the dataset can be performed in O(nt).
Also considering that a time series measure can be calculated in a linear time, the network
construction needs O(n2t) computations. The time complexities for the community detection
algorithms are usually lower than quadratic, therefore, the total complexity of our method is
O(n2t).
4 Experimental Evaluation
In this section, we present the experimental results using the proposed methods. In order
to make reproducibility easier, we provide a web page with the source code that we used to
obtain the following results [9]. The experiments intend to point which combination of distance
function and clustering algorithm provides the best clustering results.
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4.1 Experiment Settings
For the experiments, we used 45 time series datasets from the UCR repository [16]. This
repository is composed by real and synthetic datasets divided in training and test sets. For our
experiments, we considered just the training set. Every dataset is described at [9].
To compare the results, we used the Rand Index (RI) [15] that measures the percentage of
correct decisions made by the algorithms. The RI is deﬁned as:
RI =
TP + TN
n(n− 1)/2 , (2)
where TP (true positive) is the number of time series pairs that are correctly put in the same
cluster, TN (true negative) is the number of pairs that are correctly put in diﬀerent clusters
and n is the size of the dataset. The correct clustering is provided by the UCR repository.
For a fair comparison, we compared just the best RI achieved for each algorithm in each
dataset. The best RIs were obtained varying the parameters of the algorithms. In our method,
we varied ε, in the ε-NN network construction, from min(D) to max(D) in 100 steps of
(max(D) − min(D))/100, where D is the distance matrix. For the comparisons, we used
non-parametric hypothesis tests according to [7] and provided the p-values for the reader inter-
pretation. In all the cases, we considered a signiﬁcance level of .05 and it means that p-values
≤ .05 indicate a strong evidence that the results are not similar and that one method is better
(or worse) than another. On the other hand, p-values close to 1 indicate a strong evidence that
the algorithms present the same results.
4.2 Comparison to Rival Methods
Now we present a comparison of our approach to the other methods. To test our approach,
we chose the ε-NN construction method and the Multilevel [3] community detection algorithm.
We considered clustering algorithms that are able to perform clustering using the a distance
matrix D, the same way that our method works. Speciﬁcally, we consider: k-medoids, diana,
complete linkage, single linkage, average linkage, median linkage and centroid linkage [12]. For
a fair comparison, we ﬁrst ﬁnd out which distance function leads to the better results for
every method. We considered the following distance functions: Manhattan (L1) [22], Euclidean
(ED) [22], Inﬁnite Norm (L∞) [22], Dynamic Time Warp (DTW) [2], Short Time Series (STS)
[17], DISSIM [11], Complexity-Invariant (CID) [1], Wavelet Transform (DWT) [23], Pearson
Correlation (COR) [14], Integrated Periodogram (INTPER) [6]. The results are in Tab. 1
ordered by the median RI. We opted by comparing the median instead of average because it is
less sensitive to outliers [7].
Table 1: Clustering algorithms performance
Clustering Distance Rand Index
Algorithm Function Median Mean StD
Multilevel (ε-NN) DTW 0.8671 0.8309 0.1309
Diana DTW 0.8596 0.8167 0.1369
Centroid Linkage DTW 0.8593 0.8075 0.1306
Single Linkage DTW 0.8593 0.8164 0.1320
Median Linkage DTW 0.8591 0.8075 0.1294
Average Linkage CID 0.8575 0.8138 0.1375
k-medoids (PAM) COR 0.8534 0.8113 0.1310
Complete Linkage DTW 0.8501 0.8214 0.1249
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Using the Wilcoxon paired test, we compared our method to all the other ones. To compen-
sate the multiple pairwise comparison, we used the Holm-Bonferroni adjusting method [7]. At
a signiﬁcance level of .05, we conclude that the community detection approach presented bet-
ter results (p-values ≤ .02) than k-medoids, diana, median-linkage and centroid-linkage. Even
though our approach have presented higher median and mean values, we cannot statistically
conclude that is better than complete-linkage (p-values = .21), single-linkage (p-values = .07)
and average-linkage (p-values = .21).
5 Final Remarks
In this paper we presented the accuracy beneﬁts of using a community detection algorithm
to perform time series clustering. For a fair comparison, we veriﬁed which distance function
works better with each algorithm (Tab. 1) and concluded that the DTW is usually the best
distance function. We compared the methods using diﬀerent datasets and we observed that our
method outperformed them in most of the tested datasets. Our method could better detect
groups of series that present similar patterns. It eﬃciently detects pattern similarities even
in they when occur in diﬀerent time and scale. According to our results, we conclude that
community detection is a good approach for time series data clustering. One advantage of
using our approach is that it can be easily ﬁtted to speciﬁc clustering problems by changing
the network construction method, the distance function or the community detection algorithm.
Another advantage is that general improvements on these subroutines are applicable to our
method.
In this paper we made statistically comparisons of accuracy based just on the rand index.
This is a good measure and present good results, however, it would be interesting to evaluate
these results using diﬀerent indexes. Another point is that we compared the best rand indexes,
searched from a variation of ε-NN networks. In many real datasets, it would be infeasible due
to the time of processing. As future works, we plan to propose automatic strategies for choosing
the best number of neighbors (ε) and speed-up the network construction method, instead of
using the naive method. We also plan to expand the simulations considering more distance
functions, network construction methods, community detection algorithms and rival methods.
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