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Abstract
Spectral synthesis and operator synthesis on a homogeneous space G/K , where K is a compact subgroup
of a locally compact group G, are studied. Injection theorem for sets of spectral synthesis for A(G/K) is
proved, extending the classical result of Reiter and more recent results of Kaniuth–Lau, Parthasarathy–
Prakash and others. A simple direct image theorem for spectral synthesis is proved and an extension of the
subgroup theorem and an alternate proof of the injection theorem are obtained as consequences. The rela-
tion between synthesis in the Fourier algebra A(G/K) and an appropriate Varopoulos algebra is obtained,
subsuming earlier results of Varopoulos, Spronk–Turowska and Parthasarathy–Prakash. Study of relations
between spectral synthesis and operator synthesis pioneered by Arveson and carried forward recently by
Shulman–Turowska, Parthasarathy–Prakash and Ludwig–Turowska is undertaken on homogeneous spaces.
Operator space methods are needed for this study, and more specifically, a characterisation of completely
bounded multipliers on A(G/K) as the invariant part of a suitable weak∗ Haagerup tensor product (or the
space of Schur multipliers) is given and is used for this study.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The Fourier algebra A(G) of a (nonabelian) locally compact group has been extensively stud-
ied since the appearance, in 1964, of the pioneering work of Eymard [6]. In contrast, the Fourier
algebra A(G/K) on a homogeneous space G/K, where K is a compact (nonnormal) subgroup
of G, was introduced by Forrest [7] only about a decade ago, and does not seem to have re-
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for A(G/K), and, as completely bounded multipliers of this algebra are needed in the study of
operator synthesis, these are also discussed. Operator space techniques have come to play a cen-
tral role in modern abstract harmonic analysis on nonabelian groups and we also make essential
use of the operator space structure on the Fourier algebra, especially in our study of operator
synthesis.
If H is a closed subgroup of G and if E is a closed subset of H, then E is a set of synthesis
for A(H) if and only if it is a set of synthesis for A(G). This theorem is known as the injection
theorem for sets of synthesis. In the abelian case this is a classical result of Reiter (see [21]). The
nonabelian version is due to Kaniuth and Lau [12]. For more general versions, see Parthasarathy
and Prakash [15,17]. Theorem 3.2 of this paper is the injection theorem for sets of (weak) spec-
tral synthesis in the context of homogeneous spaces. The image of a set of synthesis under the
canonical map G → G/K is again a set of synthesis (Proposition 3.6). As consequences, we
get an extension of the subgroup theorem for synthesis (Corollary 3.7), as well as an alternative
proof of our injection theorem.
Varopoulos [28] pioneered tensor product methods in harmonic analysis and, in particular,
gave a tensor product proof of Malliavin’s famous theorem on the failure of spectral synthesis
on nondiscrete abelian groups. For compact abelian groups, his proof is based on a relation
that he obtained between spectral synthesis in A(G) and spectral synthesis in the projective
tensor product V (G) = C(G)⊗γ C(G); this algebra V (G) is now called the Varopoulos algebra.
Recently, his results have been extended to nonabelian groups by Spronk and Turowska [26] and
Parthasarathy and Prakash [15]. In Section 3 of this paper, we develop these in the context of the
Fourier algebra A(G/K) by introducing an appropriate Varopoulos algebra.
Arveson [1] introduced the concept of operator synthesis and obtained its relation to spectral
synthesis on compact abelian groups. This was followed up by Froelich [9]. More recent work
on operator synthesis and its relation to spectral synthesis on nonabelian groups can be found
in the papers of Turowska co-authored with Ludwig, Shulman and Spronk [14,23,24,26] and
the papers of Parthasarathy and Prakash [16,17]. In this context, noncompact groups were first
considered by Ludwig and Turowska [14]. In Section 5, we present the relation between sets of
spectral synthesis for A(G/K) (for noncompact G) and sets of operator synthesis with respect
to mK\G ×mG, extending the results of earlier authors.
The inverse projection theorem for sets of synthesis on abelian groups is a well-known result
due to Reiter [21]. In the nonabelian case, only partial results are known, both for sets of synthesis
(Forrest [7]) and for sets of local synthesis (Lohoué [13], Derighetti [4]). As a consequence of
our results on the connection between spectral synthesis and operator synthesis in Section 5, we
obtain the complete inverse projection theorem for sets of local synthesis.
For our results on operator synthesis in Section 5, we need the characterisation of com-
pletely bounded multipliers on A(G/K). We obtain this in Section 4, by considering the weak∗
Haagerup tensor product of suitable L∞ spaces and adapting Spronk’s arguments in [25] to our
setting.
We begin with some of the required preliminaries in the next section.
2. Preliminaries
Let G be a locally compact group and fix a left Haar measure mG on G. Let λ be
the left regular representation of G acting on the Hilbert space L2(G) by left translations:
λ(s)f (t) = f (s−1t) for s, t ∈ G and f ∈ L2(G). The group von Neumann algebra VN(G)
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λ(t) and is closed in the weak operator topology. The Fourier algebra A(G) is the predual
of VN(G). Each function u ∈ A(G) has a representation u(.) = 〈λ(.)f, g〉, with f,g ∈ L2(G) and
‖u‖A(G) = ‖f ‖2‖g‖2. The pairing between A(G) and VN(G) is then given by 〈T ,u〉 = 〈Tf,g〉
where we have the inner product in L2(G) on the right side. The basic reference for Fourier
algebras is the fundamental paper [6] of Eymard.
Let K be a compact subgroup of G and let G/K be the homogeneous space of left cosets
of K. We take the normalised Haar measure on K. Then there is a unique Radon measure mG/K
on G/K that is invariant for the left action of G and which, using obvious notation, satisfies
Weil’s formula
∫
G
f (t) dt = ∫
G/K
∫
K
f (tk) dk dt˙ for f ∈ Cc(G). We also need the space K\G
of right cosets and the right G-invariant Radon measure mK\G on it. Let q = qK : G → G/K
and p : G → K\G be the canonical quotient maps. These are both open maps and they are also
closed maps by the compactness of K. For t ∈ G, we write t˙ for the left coset tK = q(t) and
t¯ for the right coset Kt = p(t).
A(G : K) is the closed subalgebra of A(G) consisting of those functions in A(G) that are
constant on the left cosets of K and is the range of the linear map PK defined on A(G) by
PKu(t) =
∫
K
u(tk) dk, for t ∈ G. For a function u ∈ A(G : K), u(t) depends only on the
left coset t˙ = tK and so gives a continuous function u˜ on G/K given by u˜(t˙) = u(t). We
write A(G/K) := {˜u: u ∈ A(G)}. It was introduced by Forrest [7] and is a regular, commu-
tative, semisimple Banach algebra with Gelfand structure space G/K. We call it the Fourier
algebra of G/K and shall often identify it with A(G : K). Any function in A(G/K) has
a representation of the form u(.) = 〈λ(.)f˜ , g〉 with f˜ ∈ L2(K\G), g ∈ L2(G). The dual
of A(G/K) is VN(G/K), the weak∗ closure of {λ(f˜ ): f˜ ∈ L1(G/K)} in VN(G). Observe
that, for x ∈ G and k ∈ K the restriction of λ(xk) to L2(K\G) is independent of k. We write
λ(x˙) ∈B(L2(K\G),L2(G)) for this restriction. Thus VN(G/K) can be considered as the small-
est subspace ofB(L2(K\G),L2(G)) containing all the λ(x˙) that is closed in the weak operator
topology. As a linear functional on A(G/K), λ(x˙) acts as point evaluation.
Whenever meaningful, we shall use similar notation and convention for other function spaces
also; thus, for example, we shall consider L1(G : K) and L1(G/K). We shall also adopt a similar
convention for function spaces on the right coset space K\G. The corresponding projection map
is given by KPu(t) =
∫
K
u(kt) dk.
When G is compact and abelian, Varopoulos, in [28], considered the projective tensor prod-
uct V (G) of the Banach algebra C(G) with itself. For nonabelian compact groups, Spronk and
Turowska [26] renormed the algebra by considering the Haagerup tensor product of C(G) with
itself and called it the Varopoulos algebra on G. We consider V (G,K\G), the Haagerup ten-
sor product of the C∗-algebras of continuous functions C(G) and C(K\G): V (G,K\G) =
C(G) ⊗h C(K\G) and call it the Varopoulos algebra of G and K\G. For our purposes, it
is the algebra of continuous functions on G × K\G which have representations of the form
w = ∑ϕi ⊗ ψ˜i , ϕi ∈ C(G), ψ˜i ∈ C(K\G), with ∑ |ϕi |2 and ∑ |ψ˜i |2 uniformly convergent.
The Haagerup norm is given by
‖w‖V = inf
{∥∥∥∑ |ϕi |2∥∥∥ 12∞∥∥∥∑ |ψ˜i |2∥∥∥ 12∞: w =∑ϕi ⊗ ψ˜i
}
.
V (G,K\G) is a commutative, semisimple, regular Banach algebra with Gelfand maximal ideal
space G×K\G. It can be considered as a subalgebra of the Varopoulos algebra V (G) consisting
of those functions w ∈ V (G) that satisfy the condition w(s, t) = w(s, kt) for all k ∈ K, i.e. we
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subalgebra of V (G,K\G) defined by
Vinv(G,K\G) =
{
w˜ ∈ V (G,K\G): w˜(sx, t¯ . x) = w˜(s, t¯), s, t, x ∈ G}.
The algebras V (K\G,G) and Vinv(K\G,G) are defined analogously.
For dealing with noncompact groups, we need to make more extensive use of the theory of
operator spaces. The books of Effros and Ruan [5] and Pisier [20] are basic references on this
topic. For our more specific needs we refer to Blecher and Smith [2], Smith [22] and Spronk [25].
An operator space is defined as a closed subspace of a C∗-algebra. Thus VN(G) and VN(G/K)
are operator spaces. Further, closed subspaces, duals and preduals of operator spaces are also
operator spaces. Therefore, both A(G) and A(G/K) are operator spaces.
Let I and J be any two index sets. We shall consider the space of bounded linear opera-
tors B(2(J ), 2(I )) and the space MI,J of matrices representing these operators (with respect
to the canonical orthonormal bases). A function u : I × J → C is called a Schur multiplier if
[u(i, j)αij ] ∈ MI,J for every [αij ] ∈ MI,J . We shall denote by V ∞(I, J ), the space of all Schur
multipliers. The following result, due to Pisier [19, Proposition 1.1], is basic.
Theorem. The space V ∞(I, J ) of Schur multipliers can be identified isometrically with each of
the following spaces:
i) the weak∗ Haagerup tensor product ∞(I )⊗w∗h ∞(J );
ii) the space of functions u = uξ,η : I × J → C of the form u(i, j) = 〈ξ(i), η(j)〉H for some
Hilbert space valued, bounded functions ξ : I → H, η : J → H with ‖u‖ = inf{‖ξ‖∞‖η‖∞:
u = uξ,η}.
For measure spaces (X,μ), (Y, ν) satisfying the Radon–Nikodym theorem, Spronk [25] takes
as the analogue of ii) above as the definition of V ∞(X,Y ). It is the space of all functions u = uξ,η
as above, where, now, ξ ∈ L∞H (X,μ), η ∈ L∞H (Y, ν). This space is called the space of measurable
Schur multipliers. Again this space can be identified with the weak∗ Haagerup tensor product
L∞(X,μ)⊗w∗h L∞(Y, ν).
The spaces of Schur multipliers that we shall need are V ∞(G) and V ∞(K\G,G). For our
purposes, elements of V ∞(K\G,G) are functions (up to marginally null sets) on K\G × G of
the form w˜ =∑∞1 ϕ˜n ⊗ ψn where ϕ˜n and ψn are in L∞(K\G) and L∞(G), respectively, and
the series is weak-∗ convergent. (For us, a marginally null set is a subset of a set of the form
E˜ ×G∪K\G× F where F, E˜ are locally null in G,K\G respectively.) Moreover,
‖w‖V∞ = inf
{∥∥∥∑ |ϕ˜n|2∥∥∥1/2∞ ∥∥∥∑ |ψn|2∥∥∥1/2∞ : w =∑ ϕ˜n ⊗ψn
}
with the series
∑ |ϕ˜n|2 and ∑ |ψn|2 converging in the weak-∗ topology. The invariant parts,
V ∞inv(G) and V ∞inv(K\G,G), are defined in the obvious way, analogous to the case of Varopoulos
algebras.
An element ω = ∑∞1 f˜n ⊗ gn of T (K\G,G), the projective tensor product L2(K\G) ⊗γ
L2(G), is considered as the function given by ω(y¯, x) = ∑ f˜n(y¯)gn(x) for marginally almost
all (y¯, x) ∈ K\G × G. For such an ω, suppω = {(y¯, x) ∈ G × K\G: ω(y¯, x) = 0} is defined
up to marginally null sets. The dual of T (K\G,G) is identified with B(L2(K\G),L2(G)) via
the pairing given, for f˜ ∈ L2(K\G),g ∈ L2(G) and S ∈B(L2(K\G),L2(G)), by 〈S, f˜ ⊗g〉 =
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algebra of multipliers of T (K\G,G):
V ∞(K\G,G) =
{
w˜: w˜ is a complex function on K\G×G and mw˜: ω → w˜ . ω
is a bounded linear map on T (K\G,G)
}
with ‖w˜‖V∞(K\G,G) = ‖mw˜‖. Here, mw˜ is given by mw˜(f˜ ⊗ g)(t¯, s) = w˜(t¯ , s)f˜ (t¯)g(s) on el-
ementary tensors. Two functions w˜ and w˜′ in V ∞(K\G,G) are identified if they differ on a
marginally null set.
For a closed set F ⊆ K\G×G, define
Φ(F) = {ω ∈ T (K\G,G): suppω ∩ F = ∅},
ψ(F ) = {ω ∈ T (K\G,G): suppω ∩U = ∅ for some open U ⊇ F},
Ψ (F ) = ψ(F).
If Φ(F) = Ψ (F), then F is called a set of operator synthesis with respect to mK\G ×mG (or is
said to be mK\G ×mG-synthetic).
A multiplier of A(G/K) is a continuous function w˜ : G/K → C such that w˜ . u˜ ∈ A(G/K)
for each u˜ ∈ A(G/K). The map mw˜ : A(G/K) → A(G/K) given by mw˜(˜u) = w˜ . u˜ is a bounded
linear map. Let M(A(G/K)) denote the space of all multipliers of A(G/K).
As A(G/K) is an operator space, it makes sense to speak about completely bounded maps
on A(G/K). We denote by McbA(G/K) the set of all multipliers w˜ of A(G/K) such that the
corresponding map mw˜ is completely bounded. (This means that, for each n, the map induced
by mw˜ on the matrix space Mn(A(G/K)) is bounded.) The set of all completely bounded opera-
tors on A(G/K) is denoted by CB(A(G/K)). Thus
Mcb
(
A(G/K)
)= {w˜ ∈ M(A(G/K)): mw˜ ∈ CB(A(G/K))}.
The operator space structure on Mcb(A(G/K)) can be described as follows: for [w˜ij ] ∈
Mn(Mcb(A(G/K))) let∥∥[w˜ij ]∥∥cbm = ‖m[w˜ij ]‖cb
where m[w˜ij ] ∈ CB(A(G/K),Mn(A(G/K))), is defined as
m[w˜ij ](˜u) =
[
mw˜ij (˜u)
]= [w˜ij . u˜]
for u˜ ∈ A(G/K). Since A(G/K) is a completely contractive Banach algebra, it embeds com-
pletely contractively into Mcb(A(G/K)).
3. Spectral synthesis
Malliavin’s theorem is a landmark in the study of the classical problem of spectral synthesis.
Varopoulos [28] based his proof of this theorem on a relation that he obtained between spectral
synthesis in A(G) and in V (G) for compact abelian G. This was later extended to nonabelian
groups by Spronk and Turowska [26] and Parthasarathy and Prakash [15]. In the second part
of this section we consider the problem for A(G/K) and V (G,K\G). More specifically, we
consider the map NK : A(G/K) → Vinv(G,K\G) analogous to the map N : A(G) → Vinv(G)
introduced and studied by Varopoulos [28] and Spronk and Turowska [26] and use it to obtain
the relation between spectral synthesis in A(G/K) and V (G,K\G). This gives back the earlier
result when K reduces to the one element subgroup.
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synthesis in the context of homogeneous spaces. The first proof follows arguments used by
Parthasarathy and Prakash in [15]. We obtain a simple result on the image of a set of synthe-
sis under the quotient map and our second approach to the injection theorem is based on this.
But first we set down some notation and recall some definitions.
Let A be a commutative, semisimple, regular Banach algebra with Gelfand space (A). For
a closed set E in (A), let
jA(E) = {a ∈A: â has compact support disjoint from E},
JA(E) = jA(E),
IA(E) = {a ∈A: â = 0 on E}.
These sets are all ideals in A with zero set E and jA(E) ⊆ I ⊆ IA(E) for any ideal I with zero
set E. E is said to be a set of spectral synthesis (or a spectral set) forA if IA(E) = JA(E). More
generally, E is said to be a set of weak spectral synthesis if there is a positive integer n such that
un ∈ JA(E) for all u ∈ IA(E). If this holds, the least such positive integer is denoted by ξA(E).
This weaker form of spectral synthesis was introduced by Warner [29] and has attracted much
attention, see, for example, [18,11,17]. For instance, Malliavin’s theorem was extended to weak
synthesis by Parthasarathy and Varma [18]. (For the analogous result on nonabelian groups, see
Kaniuth [11] and Parthasarathy and Prakash [17].) Let I cA(E) denote the set of elements in IA(E)
with compactly supported Gelfand transforms. We say that E is a set of local spectral synthesis
if I cA(E) ⊆ JA(E).
The Banach space dual A∗ has a natural A-module structure: 〈u . T , v〉 = 〈T ,uv〉, for u,v ∈
A, T ∈ A∗. The support of T ∈ A∗ is defined by suppT = {χ ∈ (A): u ∈ A, û(χ) = 0 ⇒
u . T = 0}.
Lemma 3.1. Let K be a compact subgroup of a locally compact group G and suppose H is a
closed subgroup of G containing K. Let E˜ ⊆ H/K be closed and let E = q−1(E˜) ⊆ H. For a
function u˜ on G/K (or H/K) let u be the corresponding function on G (or H ) that is constant
on left cosets of K: u(t) = u˜(q(t)). Then
i) the restriction map rK : u˜ → u˜|H/K is a linear continuous surjection of A(G/K) onto
A(H/K);
ii) the adjoint r∗K : VN(H/K) → VN(G/K) is an injection;
iii) r−1K (IA(H/K)(E˜)) = IA(G/K)(E˜);
iv) r−1K (JA(H/K)(E˜)) ⊇ JA(G/K)(E˜);
v) u ∈ jA(G)(E) if and only if u˜ ∈ jA(G/K)(E˜);
vi) u ∈ JA(G)(E) if and only if u˜ ∈ JA(G/K)(E˜);
vii) u ∈ IA(G)(E) if and only if u˜ ∈ IA(G/K)(E˜).
Proof. i) Considering u˜ ∈ A(G/K) as a function in A(G) that is constant on left cosets of K, the
restriction belongs to A(H/K) because it is a function in A(H) (by Herz [10]) that is constant on
left cosets. Conversely, again by Herz [10], any function in A(H) that is constant on left cosets
extends to a function in A(G) and then it can made left K-invariant by applying the map PK. In
other words, the restriction map is a (continuous) linear surjection of A(G/K) onto A(H/K).
ii) is a consequence of i) and iii) is clear.
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other words, rK(jA(G/K)(E˜)) ⊆ jA(H/K)(E˜). By continuity of rK, iv) now follows.
v) Observe that if u(t) = 0 for all t in an open set V ⊇ E in G, then u˜(t˙) = 0 for all t˙ in the
open set q(V ) ⊇ E˜ and if u˜(t˙ ) = 0 for all t˙ in an open set V˜ ⊇ E˜ in G/K, then u(t) = 0 for all
t ∈ q−1(V˜ ) ⊇ E.
vi) is a consequence of v) and the fact that u ↔ u˜ is bicontinuous and vii) is clear. 
We are now ready to prove the injection theorem for sets of (weak) spectral synthesis for
Fourier algebras on homogeneous spaces. For A(G) and A(H), this result for synthesis can
be found in Kaniuth and Lau [12]; more general versions for synthesis and weak synthesis are
in Parthasarathy and Prakash [15,17]. For the injection theorem for sets of local synthesis, see
Derighetti [4].
Theorem 3.2 (Injection theorem for sets of (weak) synthesis). Let K be a compact subgroup of
a locally compact group G and suppose H is a closed subgroup containing K. Let E˜ ⊆ H/K
be closed. Then E˜ is of (weak) synthesis for A(G/K) if and only if it is of (weak) synthesis for
A(H/K) with ξA(G/K)(E˜) = ξA(H/K)(E˜).
Proof. Suppose E˜ is a set of weak synthesis for A(G/K) with ξA(G/K)(E˜) = n and let
v˜ ∈ IA(H/K)(E˜). By Lemma 3.1 ii) there is a u˜ ∈ IA(G/K)(E˜) such that rKu˜ = v˜. Since by as-
sumption u˜n ∈ JA(G/K)(E˜), Lemma 3.1 iv) now implies that v˜n = rKu˜n ∈ JA(H/K)(E˜) proving
thereby that E˜ is of weak synthesis for A(H/K) with ξA(H/K)(E˜) n.
Conversely, assume that E˜ is of weak synthesis for A(H/K) and suppose ξA(H/K)(E˜) = n.
Let u˜ ∈ IA(G/K)(E˜). Then rKu˜ ∈ IA(H/K)(E˜) by Lemma 3.1 i) and so, by the assumption on E˜,
rKu˜
n = (rKu˜)n ∈ JA(H/K)(E˜). It follows that run ∈ JA(H)(E) by Lemma 3.1 vi) above (ap-
plied with H in place of G) and hence un ∈ JA(G)(E), since r−1(JA(H)(E)) = JA(G)(E) by
Theorem 3.1 of Parthasarathy and Prakash [15]. This, in turn, implies that u˜ ∈ JA(G/K)(E˜)
by Lemma 3.1 vi) again. We have proved that E˜ is of weak synthesis for A(G/K) with
ξA(G/K)(E˜) n and the proof is complete. 
Remark 3.3. The proof appears deceptively elementary, but we have used Theorem 3.1 of [15]
whose proof uses the rather deep fact that a closed subgroup H of G is always of synthesis [27].
Corollary 3.4. With notation as in Theorem 3.2, H/K is a set of synthesis for A(G/K).
Proof. Apply (one part) of Theorem 3.2 with E˜ = H/K. 
Remark 3.5. This, of course, extends the subgroup theorem of Takesaki and Tatsuuma [27]
mentioned above. Observe, however, that our proof of Corollary 3.4 uses the subgroup theorem.
It is hard to believe that the following rather simple, but quite nice, result has not been ob-
served earlier. But we have been unable to find any reference. In conjunction with the subgroup
theorem, it leads to another proof of the injection theorem for sets of synthesis on homogeneous
spaces.
Proposition 3.6 (Direct image theorem for spectral synthesis). Let K be a compact subgroup of
a locally compact group G and let E ⊆ G be closed. If E is a set of weak synthesis for A(G),
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In particular, if E is of synthesis for A(G), then so is q(E) for A(G/K).
Proof. Suppose E is a set of weak synthesis for A(G) with ξA(G)(E)=n. Let u˜∈ IA(G/K)(q(E)).
Then u ∈ IA(G)(E) by Lemma 3.1 and, by the assumption on E, un ∈ JA(G)(E). This, in turn,
gives that u˜n ∈ JA(G/K)(q(E)), again by Lemma 3.1. 
The next result is Corollary 3.4 again, but with a different proof.
Corollary 3.7. Let K ⊂ H ⊂ G be locally compact groups with K compact. Then H/K is a set
of synthesis for A(G/K).
Proof. Observe that H is a set of synthesis for A(G) by the result of Takesaki and Tatsuuma [27]
and q(H) = H/K. Now apply Proposition 3.6. 
In view of Corollary 3.7, we can now once more prove the injection theorem just as in the
group case (see Kaniuth and Lau [12]).
Corollary 3.8 (Injection theorem for sets of synthesis). With notation as above, let E˜ be a closed
subset of H/K. Then E˜ is a set of (weak) synthesis for A(G/K) if and only if it is a set of (weak)
synthesis for A(H/K).
Proof. We write down the proof only for the case of spectral synthesis. Suppose first that E˜ is of
synthesis for A(G/K). If S ∈ VN(H/K) is supported in E˜, then r∗K(S) is also supported in E˜.
Thus, for u˜ ∈ IA(G/K)(E˜), we have 〈S, rKu˜〉 = 〈r∗KS, u˜〉 = 0. In view of Lemma 3.1, this shows
that S annihilates IA(H/K)(E˜) and so E˜ is of synthesis for A(H/K).
Conversely, suppose that E˜ is of synthesis for A(H/K). If S ∈ VN(G/K) is supported in
E˜ ⊆ H/K, then S annihilates IA(G/K)(H/K) since H/K is of synthesis. But IA(G/K)(H/K) ⊇
IA(G/K)(E˜) and so S annihilates the latter ideal, completing the proof. 
We now pass on to the Varopoulos algebra and its relation to the Fourier algebra in the context
of spectral synthesis. In the rest of the section, we assume that G is compact.
Lemma 3.9. Suppose G is compact. For w˜ ∈ V (G,K\G) define QKw(s, t¯) =
∫
G
w(sx, t¯ .x) dx.
Then QK is a contractive projection from V (G,K\G) onto Vinv(G,K\G). In the same way we
have a contractive projection Q†K from V (K\G,G) onto Vinv(K\G,G).
Proof. This is a simple verification. 
The next theorem is the analogue, adapted to our setting, of the result that N is an isometry
of A(G) onto Vinv(G), due to Varopoulos [28] and Spronk and Turowska [26].
For convenience, we write t˙−1 in place of ˙t−1 for the left coset t−1K.
Theorem 3.10. If K is a closed subgroup of a compact group G, for u˜ ∈ A(G/K) define a
function NKu˜ on G × K\G by NKu˜(s, t¯) = u˜(s . t˙−1). Then NKu˜ ∈ Vinv(G,K\G) and NK is
an isometric isomorphism of A(G/K) onto Vinv(G,K\G).
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on G × G by Nu(s, t) = u(st−1) belongs to V (G) and that N gives an isometric isomorphism
of A(G) onto the invariant part Vinv(G) of V (G). For u˜ ∈ A(G/K) consider the corresponding
function u ∈ A(G) that is constant on left cosets of K, and observe that Nu(s, t) = u(st−1) =
u(st−1k−1) = Nu(s, kt) for k ∈ K. In other words Nu ∈ V (G,K\G) and so NK as in the state-
ment of the theorem is just the restriction of N to A(G/K) ⊆ A(G) if we identify A(G/K) as the
subspace A(G : K) of A(G) and it maps A(G/K) onto Vinv(G,K\G) ⊆ Vinv(G). This proves
the theorem. 
For E ⊆ G and E˜ ⊆ G/K, let E∗ = {(s, t) ∈ G × G: st−1 ∈ E} and E˜ = {(s, t¯) ∈ G ×
K\G: s . t˙−1 ∈ E˜}. Let 1G denote the identity map on G.
Lemma 3.11. Let G be compact and consider a closed set E˜ ⊆ G/K. Then
i) q−1(E˜)∗ = (1G × p)−1(E˜).
ii) u˜ ∈ IA(G/K)(E˜) ⇔ NKu˜ ∈ IV (G,K\G)(E˜).
iii) u˜ ∈ JA(G/K)(E˜) ⇔ NKu˜ ∈ JV (G,K\G)(E˜).
Proof. i) is a simple, direct verification and ii) is immediate from the definitions of NK and E˜.
To prove iii), consider the map θK : G×K\G → G/K defined by θ(s, t¯) = s . t˙−1. Then θK is
an open, continuous map being the composition of the open, continuous map G×K\G → K\G,
(s, t¯) → t¯ . s and the homeomorphism K\G → G/K , t¯ → t˙−1. Moreover, NKu˜ = u˜◦ θK for u˜ ∈
A(G/K). Observe also that suppNKu˜∩ E˜ = θ−1K (supp u˜∩ E˜). This shows that u˜ ∈ jA(G/K)(E˜)
if and only if NKu˜ ∈ jV (G,K\G)(E˜). The implication u˜ ∈ JA(G/K)(E˜) ⇒ NKu˜ ∈ JV (G,K\G)(E˜)
is now an easy consequence of the continuity of NK. For the reverse implication, suppose that
NKu˜ ∈ JV (G,K\G)(E˜). Let {w˜n} be a sequence in jV (G,K\G)(E˜) converging to NKu˜. Then,
since suppNKQK(w˜n)∩E˜ = θ−1K (suppQKw˜n∩E˜) and suppQKw˜n ⊆ θK(supp w˜n), it follows
that QKw˜n ∈ jA(G/K)(E˜). But then u˜ = QKNKu˜ = limQKw˜n ∈ JA(G/K)(E˜). 
Here is the promised result on the relation between sets of spectral synthesis for A(G/K) and
those for V (G,K\G).
Theorem 3.12. Let G be a compact group with K a closed subgroup. A closed subset E˜ of G/K
is a set of (weak) spectral synthesis for A(G/K) if and only if E˜ is a set of (weak) spectral
synthesis for V (G,K\G).
Proof. One part is now almost immediate. Suppose E˜ is a set of weak spectral synthe-
sis for V (G,K\G) with ξV (G,K\G)(E˜) = n. If u˜ ∈ IA(G/K)(E˜) then, by Lemma 3.11 ii),
NKu˜ ∈ IV (G,K\G)(E˜). By assumption, NKu˜n ∈ JV (G,K\G)(E˜). So Lemma 3.11 iii) implies that
u˜n ∈ JA(G/K)(E˜) and hence E˜ is of weak spectral synthesis for A(G/K) with ξA(G/K)(E˜) n.
For the converse part, we closely follow Spronk and Turowska [26, Theorem 3.1] (who con-
sider synthesis in the case when K is the trivial one element subgroup). Assume that E˜ is
a set of weak spectral synthesis for A(G/K) with ξA(G/K)(E˜) = n. Let w˜l ∈ IV (G,K\G)(E˜),
l = 1, . . . , n. It is enough to prove that w˜1w˜2 · · · w˜n ∈ JV (G,K\G)(E˜). Let π be an irreducible
unitary representation of G with representation space Hπ . Consider the matrix valued functions
w˜lπ , w˜l∗π : G×K\G →B(Hπ ) defined by
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∫
G
w˜l(sx, t¯ . x)π(x) dx and w˜l∗π (s, t¯) = π(s)w˜lπ (s, t¯).
Observe that w˜l∗π(sx, t¯ . x) = w˜l∗π (s, t¯) for all s, x ∈ G, t¯ ∈ K\G.
Fixing an orthonormal basis for Hπ , we write uπij for the coefficient functions of π. Let
w˜lπij = uπij . w˜lπ and similarly w˜l∗πij = uπij . w˜l∗π . Observe successively that w˜lπij and w˜l∗πij =∑
k(u
π
ik ⊗ 1)w˜lπkj belong to IV (G,K\G)(E˜). As observed earlier, w˜l∗π belongs to Vinv(G,K\G)
and so does w˜l∗πij . Hence, by Lemma 3.11, N
−1
K w˜
l∗π
ij belongs to IA(G/K)(E˜) and by the hy-
pothesis on E˜, we have N−1K (w˜
1∗π
ij ) · · ·N−1K (w˜n∗πij ) = N−1K (w˜1∗πij · · · w˜n∗πij ) ∈ JA(G/K)(E˜). So,
again by Lemma 3.11, w˜1∗π · · · w˜n∗π ∈ JV (G,K\G)(E˜). But wlπ (s, t¯) = π(s−1)w˜lπ (s, t¯), and
so wlπij =
∑
k uˇ
π
ik ⊗ 1w˜lπkj where uˇ(s) = u(s−1). Thus w1πij · · ·wnπij ∈ JV (G,K\G)(E˜). Since
V (G,K\G) is an essential L1(G)-module, the proof is now completed as in [26, Theorem 3.1]
using an approximate identity argument to conclude that w˜1w˜2 · · · w˜n ∈ JV (G,K\G)(E˜) and
hence that ξV (G,K\G)(E˜) n.
The assertions about synthesis correspond, of course, to the case n = 1. 
4. Completely bounded multipliers
In this section we consider completely bounded multipliers of A(G/K) and obtain a complete
isometry from V ∞inv(G,K\G) to Mcb(A(G/K)). We heavily borrow from the results and methods
of Spronk [25] where the case when K is the trivial one element subgroup is discussed. We
present this result here because we need it in the next section on operator synthesis. We begin
with a few lemmas the first of which is found by Spronk [25, Lemma 5.1], although it is not
explicitly stated there in this form.
Lemma 4.1 (Spronk). Let G be a nondiscrete locally compact group and let w ∈ V ∞inv(G). Con-
sider w as a function on G × G (as a representative of its equivalence class). For t ∈ G, let
Ft = {s ∈ G: w(s, t−1s) = w(e, t−1)}. Then the set Ew = {t ∈ G: Ft is not locally null} is lo-
cally null.
Lemma 4.2. Let the function w and the sets Ft ,Ew be as in Spronk’s lemma. Suppose w
satisfies the condition w(s, kt) = w(s, t) locally almost everywhere for each k ∈ K. Then
q−1(q(Ew)) = Ew.
Proof. If Ft is locally null for some t ∈ G, then Ftk is also locally null for k ∈ K. For, if
w(s, t−1s) = w(e, t−1) for locally almost all s, then w(s, (tk)−1) = w(s, k−1t−1) = w(s, t−1) =
w(e, t−1) for locally almost s. In other words, when t ∈ G\Ew we have tK ⊆ G\Ew. Thus Ew is
a union of cosets. This implies that if t ∈ q−1(q(Ew)) then tK = sK ⊆ Ew for some s ∈ Ew , so
t ∈ Ew. The lemma follows. 
Lemma 4.3. Let K be a compact subgroup of a nondiscrete locally compact group G and let
w˜ ∈ V ∞inv(G,K\G). Consider w˜ as a function on G×K\G. Then there is a locally null subset E˜w˜
of G/K such that w˜(s, t¯−1 . s) = w˜(e, t¯−1) for locally almost all s, whenever t˙ ∈ (G/K)E˜w˜.
Proof. Consider the function w on G×G defined by w(s, t) = w˜(s, t¯). Let Ew be as in Spronk’s
lemma, so that w(s, t−1s) = w(e, t−1) for locally almost all s when t ∈ GEw. Then, by
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w(e, t−1) = w˜(e, t¯−1) for locally almost all s and for t˙ ∈ (G/K)E˜w˜. 
We need the following result of Spronk [25, Theorem 5.2].
Theorem 4.4 (Spronk). For each w ∈ V ∞inv(G) there is a bounded continuous function wG on G
such that wG(t) = w(e, t−1) for t ∈ G \ Ew and such that the map w → wG is a complete
contraction from V ∞inv(G) to McbA(G).
Lemma 4.5. If w˜ ∈ V ∞inv(G,K\G) is a bounded function, then there is a bounded continuous
function w˜G/K on G/K such that w˜G/K(t˙) = w˜(e, t¯−1) when t˙ ∈ (G/K)\E˜w˜.
Proof. Let w˜ ∈ V ∞inv(G,K\G) be a bounded function and let w be the corresponding func-
tion in V ∞inv(G): w(s, t) = w˜(s, t¯). Let wG be the continuous function on G associated to w
as in Spronk’s theorem. Then wG(t) = w(e, t−1) = w(s, t−1s) for locally almost all s and t
in the complement of the locally null set Ew. Define, as usual, the resulting bounded con-
tinuous function on G/K : w˜G/K(t˙) =
∫
K
wG(tk) dk. Note that, for t˙ ∈ (G/K)\E˜w˜, we have
w˜G/K(t˙) = wG(t) = w(e, t−1) = w˜(e, t¯−1) = w˜(s, t¯−1 . s) for locally almost all s. 
Each w˜ = ∑ϕi ⊗ ψ˜i ∈ V ∞(G,K\G) gives a weakly continuous bounded operator Tw˜
ofB(L2(K\G),L2(G)) into itself given by the weak∗ convergent series Tw˜(S) =∑MϕiSMψ˜i .
We have Tv˜w˜ = Tv˜Tw˜ for v˜, w˜ ∈ V ∞(G,K\G).
We are now ready for the main results of this section.
Theorem 4.6. Let K be a compact subgroup of a second countable locally compact group G.
If w˜ ∈ V ∞inv(G,K\G) then w˜G/K ∈ Mcb(A(G/K)) and the map w˜ → w˜G/K gives a complete
contraction from V ∞inv(G,K\G) to Mcb(A(G/K)).
Proof. Spronk [25] has shown that mw, for w ∈ V ∞inv(G), is a multiplier of A(G) and P(mwω) =
wGPω for ω ∈ T (G). Here P : T (G) → A(G) is given by P(f ⊗ g) = 〈λ(.)f, g¯〉. Observ-
ing that if f is constant on right cosets of K, then the right side is constant on left cosets
of K, we can define P˜ : T (K\G,G) → A(G/K) by P˜ (f˜ ⊗ g)(t˙) = P(f ⊗ g). Then, for
w˜ ∈ V ∞inv(G,K\G) with associated w ∈ V ∞inv(G) and ω˜ ∈ T (K\G,G), we have P˜ ω˜ = P˜ ω and
w˜G/K . P˜ ω˜ = (wG .Pω)∼ = (P (mw .ω))∼ = P˜ (mw˜ . ω˜). Thus w˜G/K is a multiplier of A(G/K)
and P˜ ◦ mw˜ = mw˜G/K ◦ P˜ . As in Spronk [25], taking adjoints we get Tw˜|VN(G) = Mw˜G/K :=
m∗˜wG/K , and then observe that ‖w˜G/K‖cbm  ‖w˜‖V∞ and ‖[w˜ij ]‖cbm  ‖[w˜ijG/K ]‖V∞ for
[w˜ij ] ∈ Mn(V ∞inv(G,K\G)) to finish the proof. 
With the modifications needed, the proof of the next theorem faithfully follows Spronk [25]. If
u˜ is a function on G/K, S ⊆ G and p(S) = S˜ ⊆ K\G, we write u˜S˜ for the function on G×K\G
defined by u˜S˜ (s, t¯ ) = u˜(s . t˙−1) for s ∈ S, t¯ ∈ S˜. We let b1(X) stand for the unit ball in a Banach
space X. For unexplained terminology and notation that we need in our next theorem, we refer
to the paper of Spronk [25].
Theorem 4.7. Let G be a second countable locally compact group and let K be a compact sub-
group. For continuous functions u˜ij : G/K → C, i, j = 1,2, . . . , n, the following are equivalent:
198 K. Parthasarathy, N.S. Kumar / Bull. Sci. math. 135 (2011) 187–205(i) [˜uij ] ∈ b1(Mn(McbA(G/K))).
(ii) If F is a finite subset of G then u˜F˜ij ∈ b1(Mn(V ∞(F, F˜ ))).
(iii) [˜uK\Gij ] ∈ b1(Mn(V ∞inv(Gd, (K\G)d))).
(iv) [˜uK\Gij ] ∈ b1(Mn(V ∞inv(G,K\G))).
In particular, the map u˜ → u˜K\G is a complete isometry from Mcb(A(G/K)) onto V ∞inv(G,
K\G).
Proof. This proof is essentially an unsymmetrized version of the proof of Theorem 5.3 of
Spronk [25] and so we omit some of the details. See Pisier’s theorem and remarks following
it in Section 2.
Let F = {s1, s2, . . . , sp}, F˜ = {s1, s2, . . . , sq} and, for k = 1,2, . . . , p, and l = 1,2, . . . , q, let
{ekl : k = 1,2, . . . , p, l = 1,2, . . . , q} be the standard matrix units for Mpq = Mpq(C). Let
Ekl = λ
(
sks˙l
−1)⊗ Mpq ∼= Mpq(VN(G/K)).
Then span{Ekl : k = 1,2, . . . , p, l = 1,2, . . . , q} ∼= Mpq via Ekl → ekl. Let us make the iden-
tification Mpq ∼=B(l2(F˜ ), l2(F )). Let, for w ∈ V ∞(F, F˜ ), Swekl = w(sk, s¯l)ekl, for each k, l,
where Sv is the Schur multiplier corresponding to w. If [wij ] ∈ Mn(V ∞(F, F˜ )), let S[wij ]x =
[Swij x] for x ∈B(l2(F˜ ), l2(F )). Then, we have
M[uij ](pq)Ekl ∼=
[
Muij λ
(
sks˙l
−1)⊗ ekl]
= [uij (sks˙l−1)λ(sks˙l−1)⊗ ekl]
∼= [uij (sks˙l−1)]
∼= [uF˜ij (sk, s¯l)ekl]∼= S[uF˜ij ]ekl .
So [uF˜ij ] ∈ Mn(V ∞(F, F˜ )). Moreover,∥∥[uF˜ij ]∥∥V∞ = ∥∥SuF˜ij ∥∥cb = ‖M[uij ]|span{Ekl}‖cb  ∥∥[uij ]∥∥ 1
proving that (i) implies (ii).
Next, let us prove that (iii) is a consequence of (ii). From the definition of [˜uK\Gij ], it is clear
that [˜uK\Gij ] ∈ Mn(V ∞(Gd, (K\G)d)). We have to show that it is in the unit ball. For each finite
subset F ⊆ G we have a complete isometric embedding V ∞(F, F˜ ) ⊂ V ∞(Gd, (K\G)d). The
net {([˜uF˜ij ]): F ⊂ G is finite} in the unit ball of Mn(V ∞(Gd, (K\G)d)), a dual Banach space, has
a weak∗ limit point. But since
⋃
F l
1(F )⊗h l1(F˜ ) is dense in l1(Gd)⊗h l1((K\G)d) it follows
that [˜uK\Gij ] is such a limit point and (iii) is proved.
Assuming (iii) we shall now prove (iv). As in Spronk, for some index set I, the given functions
[˜uK\Gij ] can be written as a matricial product A  B, where A = [ϕiι] ∈ Mn,I (l∞(Gd)) and
B = [ψιj ] ∈ MI,n(l∞((K\G)d)), with ‖A‖‖B‖ 1 so that
u˜
K\G
ij =
∑
ϕiι ⊗ψιj .ι∈I
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u
K\G
ij
]= A˜ B˜
where A˜ = [ϕ˜iι], B˜ = [ψ˜ιj ] and ‖A˜‖  ‖A‖ and ‖B˜‖  ‖B‖. It follows that [˜uK\Gij ] ∈
b1(Mn(V ∞inv(G,K\G))).
To conclude, note that if we write w˜ = u˜K\Gij , then with the notation of the previous theorem,
we have w˜G/K = u˜ij . Thus (i) follows from (iv) by Theorem 4.6. The proof is complete. 
Remark 4.8. If, for a function u˜ on G/K, we write (as in Theorem 3.10) NKu˜ for the function
on G×K\G given by NKu˜(s, t¯) = u˜(s . t˙−1), then observe that u˜K\G = NKu˜. Thus Theorem 4.7
says that NK is a complete isometry of Mcb(A(G/K)) onto V ∞inv(G,K\G). In the next section, it
will be convenient to also consider the flip of NKu˜. It is the function N†Ku˜ on K\G×G defined
by N†Ku˜(t¯ , s) = NKu˜(s, t¯). So N†K identifies Mcb(A(G/K)) with V ∞inv(K\G,G).
5. Operator synthesis
On noncompact groups, Ludwig and Turowska [14] have obtained relations between sets of
spectral synthesis for A(G) and sets of operator synthesis. We show how their methods can
be extended to discuss these problems in the context of quotients. One of the fruits of our in-
vestigations is the inverse projection theorem for sets of local synthesis on nonabelian groups,
apparently unknown in full generality hitherto. We begin by isolating some technical results in
the form of lemmas.
For an operator S ∈B(L2(K\G),L2(G)), the operator support, suppop S, is defined as the
set of ordered pairs (t¯ , s) ∈ K\G×G such that, for arbitrary neighbourhoods V˘ of t¯ and U of s,
there are f˜ ∈ L2(K\G) and g ∈ L2(G) with supp f˜ ⊂ V˘ , suppg ⊂ U and 〈Sf˜ , g〉 = 0. Here
suppg = {x ∈ G: g(x) = 0} and similarly for f˜ .
If E˜ ⊆ G/K, define E˜ = {(t¯ , s) ∈ K\G×G: s . t˙−1 ∈ E˜}.
Lemma 5.1. suppop S ⊆ (suppS) for S ∈ VN(G/K) ⊆B(L2(K\G),L2(G)).
Proof. Suppose (t¯ , s) ∈ suppop S, but st˙−1 does not belong to suppS. Choose neighbourhoods U
of s ∈ G and V˘ of t¯ ∈ K\G such that UV˘ −1 ∩ W = ∅ where W is a neighbourhood of suppS.
Now take g ∈ L2(G) and f˜ ∈ L2(K\G) such that g is supported in U, f˜ is supported in V˘
and 〈Sf˜ , g〉 = 0. On the other hand, letting u = 〈λ(.)f˜ , g〉, we have that suppu ⊆ UV˘ −1 is
disjoint from suppS, so u ∈ j (suppS) and 〈Sf˜ , g〉 = 〈S,u〉 = 0. This contradiction proves the
lemma. 
Lemma 5.2. If u ∈ I cA(G/K)(E), then i) TNKu is weakly continuous and ii) u . S = TNKu(S) for
S ∈ VN(G/K).
Proof. To prove i), it is to be shown that if Sk → 0 weakly, then so does TNKu(Sk). So assume
Sk → 0 weakly and ‖Sk‖  C for all k. If NKu =∑ϕi ⊗ ψ˜i , then TNKu(Sk) =∑MϕiSkMψ˜i
and ∣∣〈TNKu(Sk)f˜ , g〉∣∣ n∑∣∣〈Skψ˜i f˜ , ϕ¯ig〉∣∣+ ∞∑∣∣〈Skψ˜i f˜ , ϕ¯ig〉∣∣1 n+1
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n∑
1
∣∣〈Skψ˜i f˜ , ϕ¯ig〉∣∣+ ‖Sk‖( ∞∑
n+1
‖ψ˜i f˜ ‖22
) 1
2
( ∞∑
n+1
‖ϕig‖22
) 1
2

n∑
1
∣∣〈Skψ˜i f˜ , ϕ¯ig〉∣∣+C( ∞∑
n+1
‖ψ˜i f˜ ‖22
) 1
2
( ∞∑
n+1
‖ϕig‖22
) 1
2
for f˜ ∈ L2(K\G) and g ∈ L2(G). For a fixed, sufficiently large n, each sum in the second term,
being a tail of a convergent series, can be made arbitrarily small and then, by weak convergence
of Sk, the first sum is small for large enough k. In other words, TNKu(Sk) → 0 weakly and i) is
proved.
To prove ii), observe that
TNK(u)
(
λ(s˙)
)
f˜ (t) =
∞∑
1
Mϕiλ(s˙)Mψ˜i f˜ (t) = NKu
(
t, s¯−1 . t
)
f˜
(
s¯−1 . t
)= u(s˙)λ(s˙)f˜ (t)
for any f˜ ∈ L2(K\G) and s ∈ G. This suffices to prove ii) by i) since VN(G/K) is the weak
closed span of the regular representation λ. 
Before we come to our results on the relations between spectral synthesis and operator
synthesis, we state the following result of Shulman and Turowska for convenience of refer-
ence. B(L2(K\G),L2(G)) has a V ∞(K\G,G)-module structure given as follows: For w˜ =∑
ϕ˜i ⊗ψi ∈ V ∞(K\G,G) and S ∈B(L2(K\G),L2(G)) define w˜ . S =∑MψiSMφ˜i .
Theorem 5.3 (Shulman–Turowska). For a closed set F ⊆ K\G × G, the following are equiva-
lent:
(i) F is mK\G×G-synthetic.
(ii) 〈S,ω〉 = 0 for any S ∈B(L2(K\G),L2(G)), suppop S ⊆ F and ω ∈ Φ(F).
(iii) w˜ . S = 0 for any S ∈B(L2(K\G),L2(G)) with suppop S ⊆ F and w˜ in V ∞(K\G,G)
that vanishes on F.
Proof. This is immediate from the results of Shulman and Turowska [23, Theorem 4.6] and [24,
Proposition 5.3]. 
Theorem 5.4. Let K be a compact subgroup of a second countable locally compact group G and
let E˜ ⊆ G/K be a closed subset. If E˜ is a set of operator synthesis with respect to mK\G ×mG
then E˜ is a set of local spectral synthesis.
Proof. Suppose that E˜ is mK\G × mG-synthetic. Let u˜ ∈ I cA(G/K)(E˜) and S ∈ VN(G/K),
suppS ⊆ E˜. Then NKu˜ ∈ V ∞(G,K\G) by Theorem 4.7 and N†Ku˜ ∈ V ∞(K\G,G) vanishes
on E˜. Lemma 5.1 shows that suppop S ⊆ (suppS) ⊆ E˜. Therefore, for each w˜ ∈ T (K\G,G),〈
TNKu˜(S),w
〉= 〈S,N†Ku˜ . w〉= 0
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supported function v˜ in A(G/K), such that v˜ = 1 on supp u˜. Hence
〈S, u˜〉 = 〈S, v˜u˜〉 = 〈˜u . S, v˜〉 = 0.
This proves the theorem. 
Corollary 5.5. Let K be a compact subgroup of a second countable locally compact group G.
Then singleton sets are of spectral synthesis for A(G/K).
Proof. It suffices to consider the singleton set {e˙} = {K}. A simple verification shows that
{K} = {(t¯ , s) ∈ K\G×G: f (s) = g(t¯)}
where f : K\G → K\G,f (t¯) = t¯ and g : G → K\G,g(s) = s¯. Hence {K} is of operator syn-
thesis with respect to mK\G ×mG, by [23, Theorem 4.8]. Thus, by Theorem 5.3, singleton {K}
is of local synthesis and hence is of synthesis for A(G/K). 
Corollary 5.6. Let K be a compact subgroup of a second countable locally compact group G
such that A(G/K) has an approximate identity (not necessarily bounded). Let E˜ ⊆ G/K be
closed. If E˜ is of operator synthesis with respect to mK\G ×mG, then E˜ is of spectral synthesis
for A(G/K).
Proof. If A(G/K) has an approximate identity, then any set of local spectral synthesis is a set
of spectral synthesis. Hence the corollary is an immediate consequence of the theorem. 
Lemma 5.7. Suppose E˜ is a set of local spectral synthesis for A(G/K). Then N†Ku˜ .T = 0 when-
ever u˜ ∈ Mcb(A(G/K)) vanishes on E˜ and the operator T ∈B(L2(K\G),L2(G)) is supported
in E˜.
Proof. Let u˜ ∈ Mcb(A(G/K)) vanish on E˜. If v˜ ∈ A(G/K) has compact support, then u˜v˜ ∈
I c
A(G/K)
(E˜). Since E˜ is a set of local spectral synthesis, this implies u˜v˜ = lim u˜n with u˜n ∈
jA(G/K)(E˜) and therefore N†K(˜uv˜) is a V ∞(K\G,G) limit of N†Ku˜n ∈ Φ(E˜). Now [23, Theo-
rem 4.3] implies that operators inB(L2(K\G),L2(G)) which are supported in E˜ are precisely
those which annihilate Φ(E˜). Thus for any such operator T , we have 0 = 〈T ,N†Ku˜n . ω〉 =
〈N†Ku˜n . T ,ω〉 and so 〈N†Ku˜ . T ,N†Kv˜ . ω〉 = 〈N†K(˜uv˜) . T ,ω〉 = 0 for all ω ∈ T (K\G,G).
This means that the operator N†Ku˜ . T vanishes on the subspace generated by the set {N†Kv˜ω:
v˜ ∈ Ac(G/K), ω ∈ T (K\G,G)}. This subspace is clearly invariant in the sense of [23, The-
orem 2.1] and has empty zero set and hence, by the Shulman–Turowska Wiener Tauberian
theorem [23, Corollary 4.3], is dense. It follows that N†Ku . T = 0 and the lemma is proved. 
Let π be an irreducible unitary representation of G and let uπij be the matrix coefficients
of π with respect to a fixed orthonormal basis {ei} for the representation space Hπ . For ω ∈
T (K\G,G), the operator valued function ωπ(t¯, s) = ∫
G
ω(t¯ . x, sx)π(x) dx is well defined, as
observed below. Let ω˜π (t¯ , s) = π(s)ωπ(t¯, s). Define ωπij = uπij . ωπ and ω˜πij = uπij . ω˜π .
We indicate two proofs of the next lemma, the first adapting arguments from Ludwig and
Turowska [14] and the second using results from the same paper.
202 K. Parthasarathy, N.S. Kumar / Bull. Sci. math. 135 (2011) 187–205Lemma 5.8. With notation as above, ωπ is well defined and both ωπij and ω˜πij belong to
V ∞(K\G,G).
Proof. The proof for the case when K is the trivial one element subgroup contained in the proof
of Theorem 4.11 of Ludwig and Turowska [14] can be adapted to the present case. That ωπ is well
defined is a consequence of the Schwarz inequality. When ω = f ⊗ g is an elementary tensor,
computation shows that ω˜πij = N†K(f uπij ∗ gˇ), so ω˜πij ∈ V ∞(K\G,G) by Theorem 4.7. Moreover,
the linear map ω → ω˜πij defined on elementary tensors extends to a bounded linear operator from
T (K\G,G) to V ∞(K\G,G) and so ω˜(π)ij ∈ V ∞(K\G,G) for any ω ∈ T (K\G,G).
Again, for T ∈ B(L2(K\G),L2(G)) and ω ∈ T (K\G,G), one shows that the operator
ωπij . T is well defined and satisfies ‖ωπij . T ‖  ‖T ‖‖ω‖T (K\G,G). Further T → wπij . T is a
bounded left L∞(G) and right L∞(K\G) module map on B(L2(K\G),L2(G)). Hence the
theorem of Smith [22, Theorem 2.1] applies to yield that this map is completely bounded. Now
the Blecher–Smith result [2, Theorem 4.2] can be applied to conclude that the map is of the form
w . T for w ∈ V ∞(K\G,G) and therefore ωπij = w m.a.e. The lemma is proved.
Alternately, an easier way is to use the result of Ludwig–Turowska and argue as follows.
Considering ω ∈ T (K\G,G) as a function in T (G) satisfying ω(kt, s) = ω(t, s), s, t ∈ G, k ∈
K, it follows from the proof of Theorem 4.11 of Ludwig and Turowska [14], that ωπ is well
defined and both ωπij and ω˜
π
ij belong to V ∞(G). Thus it suffices to show that ω
π
ij and ω˜
π
ij are
both right G-invariant in the first variable. But since ω satisfies this invariance, it is clear that ωπ
and hence ωπij and ω˜
π
ij also satisfy the same invariance. 
Analogous to what is given in [14], we consider the L1(G) action on T (K\G,G) as follows:
for f ∈ L1(G) and ω ∈ T (K\G,G) f • ω(t¯, s) = ∫
G
f (x)
1
2 (x)ω(t¯ . x, sx) dx where  is the
modular function of the group. We have ‖f •ω‖T (K\G,G)  ‖f ‖1‖ω‖T (K\G,G) and T (K\G,G)
becomes a Banach L1(G)-module. Thus, by Cohen’s factorisation theorem, any bounded ap-
proximate identity of L1(G) acts as an approximate identity for T (K\G,G). If f is compactly
supported, we also consider f ·ω(t¯, s) = ∫
G
f (x)ω(t¯ . x, sx) dx.
Here is a converse of Theorem 5.3. We again follow Ludwig and Turowska [14].
Theorem 5.9. Let G be a second countable locally compact group and let K be a compact
subgroup. If a closed subset E˜ of G/K is a set of local synthesis for A(G/K), then E˜ is
operator synthetic with respect to mK\G ×mG.
Proof. It suffices, by Theorem 5.3, to prove that w . T = 0 for w ∈ V∞(K\G,G) and T ∈
B(L2(K\G),L2(G)) with w vanishing on E˜ and T supported in E˜. Writing G as the union
of an increasing sequence {Cn} of compact sets, we have K\G as the union of the increasing
sequence {p(Cn)} of compact sets. Then MχCn TMχp(Cn) converges to T strongly. Hence it is
sufficient to consider the case when both w and T are compactly supported.
Thus let w ∈ V∞(K\G,G) have compact support and vanish on E˜ and let T ∈
B(L2(K\G),L2(G)) have compact support.
With notation as earlier, it is easy to check, using the left invariance of the integral, that
w˜π (t¯ . x, sx) = w˜π (t¯ , s) implying w˜πij ∈ V ∞inv(K\G,G). Therefore, by Theorem 4.7,
w˜π = N† u˜ij K
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now gives that w˜πij . T = 0 and consequently
wπij . T =
(∑
k
uπkj w˜
π
ik
)
. T = 0.
Choose a compact set C of positive measure such that both w and T are supported in
p(C)×C. Let g ∈ L∞(G), f˜ ∈ L∞(K\G) with suppg ⊆ C, supp f˜ ⊆ p(C) and take ω = f˜ ⊗g.
Write h = uπijχCC−1 .
χp(C)(t¯)χC(s)
∫
G
w(t¯ . x, sx)h(x) dx =
∫
G
w(t¯ . x, sx)χCC−1(x)h(x) dx
= hχCC−1 . w
= h . w.
Since T = MχCTMχp(C) it follows that
〈ω . T ,h . w〉 = 〈ω .MχCTMχp(C) , h . w〉
= 〈ω . T ,h . w〉
= 〈ω . T ,uπijχCC−1 . w〉
= 〈T ,wπijω〉
= 〈wπij . T ,ω〉
= 0.
It follows that for any finite linear combination
∑
ciui of matrix coefficients〈
ω . T ,
∑
ciuiχCC−1 . w
〉
= 0.
Choose an approximate identity {eα} for L1(G) consisting of nonnegative continuous functions
with compact support contained in CC−1. We know that any continuous function on G can be
approximated by linear combinations of pure positive definite functions [3, 13.6.5]. In particular,

1
2 eα can be approximated in L1(G) by finite linear combinations
∑
ciuiχCC−1 . It follows that
〈ω . T , eα •w〉 = 0 and hence 0 = 〈ω . T ,w〉 = 〈w . T ,ω〉. Therefore, we finally obtain w . T = 0
and the proof is complete. 
Lemma 5.10. Let E˜ ⊆ G/K be closed. If E˜ is of operator synthesis with respect to mK\G ×mG
then q−1(E˜)∗ is of operator synthesis with respect to mG ×mG.
Proof. In view of Lemma 3.11 i), q−1(E˜)∗ = (p×1G)−1(E˜). Hence the current lemma is an im-
mediate consequence of the inverse image theorem of Shulman and Turowska [23, Theorem 4.7]
applied to the maps p : G → K\G and 1G : G → G. 
In contrast to only partial results available, we have a complete inverse projection theorem for
sets of local spectral synthesis. For the inverse projection theorem for sets of local synthesis for
quotients by a normal subgroup, see Lohoué [13]; see also Derighetti [4].
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a set of local synthesis for A(G/K) if and only if q−1(E˜) is a set of local synthesis for A(G).
Proof. One part is easy. Suppose that q−1(E˜) is of local synthesis for A(G) and let u˜ ∈
I cA(G/K)(E˜). Then u = u˜ ◦ q ∈ I cA(G)(q−1(E˜)). Since q−1(E˜) is of local synthesis, u ∈
JA(G)(q−1(E˜)). Let (un) be a sequence in jA(G)(q−1(E˜)) converging to u with each un vanishing
in an open set Un ⊃ q−1(E˜). The canonical map q : G → G/K is open. Thus the corresponding
u˜n defined by u˜n(t) =
∫
K
un(tk) dk vanishes on the open set q(Un) ⊃ E˜ and converges to u˜. In
other words, u˜ ∈ JA(G/K)(E˜) and so E˜ is of local synthesis for A(G/K).
Conversely, suppose E˜ is of local synthesis for A(G/K). Then, by Theorem 5.9, E˜ is op-
erator synthetic with respect to mK\G × mG. By Lemma 5.10, q−1(E˜)∗ is of operator synthesis
with respect to mG × mG and hence q−1(E˜) is of local synthesis, by Theorem 5.4 (with K the
trivial subgroup) or Theorem 4.3 of [14]. 
Remark 5.12. The work of Forrest, Samei and Spronk [8] has been brought to our attention and
it has been pointed out that our inverse projection theorem generalises a result of theirs.
The following special case of the Takesaki–Tatsuuma result on synthesis of closed subgroups
is a consequence of our theorem.
Corollary 5.13. Any compact subgroup K of G is a set of spectral synthesis for A(G).
Proof. The singleton set {K} is of spectral synthesis for A(G/K), by Corollary 5.5 and therefore
Theorem 5.11 now gives that q−1({K}) = K is of local spectral synthesis for A(G). Since K is
compact, this implies that K is of spectral synthesis for A(G). 
Acknowledgement
The second author is supported by a UGC Fellowship in Science for Meritorious Students.
References
[1] W. Arveson, Operator algebras and invariant subspaces, Ann. of Math. 100 (1974) 433–532.
[2] D.P. Blecher, R.R. Smith, The dual of the Haagerup tensor product, J. Lond. Math. Soc. (2) 45 (1992) 126–144.
[3] J. Dixmier, C∗-Algebras, North-Holland, 1977.
[4] A. Derighetti, Quelques observations concernant les ensembles de Ditkin d’un groupe localement compact,
Monatsh. Math. 101 (1986) 95–113.
[5] E.G. Effros, Z.-J. Ruan, Operator Spaces, Oxford University Press, 2000.
[6] P. Eymard, L’algèbre de Fourier d’un groupe localement compact, Bull. Soc. Math. France 92 (1964) 181–236.
[7] B. Forrest, Fourier analysis on coset spaces, Rocky Mountain J. Math. 28 (1998) 173–190.
[8] B. Forrest, E. Samei, N. Spronk, Convolution on compact groups and Fourier algebras on coset spaces,
arXiv:0705.4227v2.
[9] J. Froelich, Compact operators, invariant subspaces and spectral synthesis, J. Funct. Anal. 81 (1988) 1–37.
[10] C. Herz, Harmonic synthesis for subgroups, Ann. Inst. Fourier (Grenoble) 23 (1973) 91–123.
[11] E. Kaniuth, Weak spectral synthesis in commutative Banach algebras, J. Funct. Anal. 254 (2008) 987–1002.
[12] E. Kaniuth, A.T. Lau, Spectral synthesis for A(G) and subspaces of VN(G), Proc. Amer. Math. Soc. 129 (2001)
3253–3263.
[13] N. Lohoué, Remarques sur les ensembles de synthèse des algèbres de groupe localement compact, J. Funct. Anal. 13
(1973) 185–194.
K. Parthasarathy, N.S. Kumar / Bull. Sci. math. 135 (2011) 187–205 205[14] J. Ludwig, L. Turowska, On the connections between sets of operator synthesis and sets of spectral synthesis for
locally compact groups, J. Funct. Anal. 233 (2006) 206–227.
[15] K. Parthasarathy, R. Prakash, Spectral synthesis in the Fourier algebra and the Varopoulos algebra, Tohoku
Math. J. 59 (2007) 441–454.
[16] K. Parthasarathy, R. Prakash, Spectral synthesis and operator synthesis, Studia Math. 177 (2006) 173–181.
[17] K. Parthasarathy, R. Prakash, Weak synthesis in the Fourier algebra, submitted for publication.
[18] K. Parthasarathy, S. Varma, On weak spectral synthesis, Bull. Austral. Math. Soc. 43 (1991) 279–282.
[19] G. Pisier, Multipliers and lacunary sets in non-amenable groups, Amer. J. Math. 117 (1995) 337–376.
[20] G. Pisier, Introduction to Operator Space Theory, London Math. Soc. Lecture Note Ser., vol. 294, Cambridge
University Press, 2003.
[21] H. Reiter, Classical Harmonic Analysis and Locally Compact Groups, Oxford University Press, 1968.
[22] R.R. Smith, Completely bounded module maps and the Haagerup tensor product, J. Funct. Anal. 102 (1991) 156–
175.
[23] V. Shulman, L. Turowska, Operator synthesis I, Synthetic sets, bilattices and tensor algebras, J. Funct. Anal. 209
(2004) 293–331.
[24] V. Shulman, L. Turowska, Operator synthesis II, Individual synthesis and linear operator equations, J. Reine Angew.
Math. 590 (2006) 143–187.
[25] N. Spronk, Measurable Schur multipliers and completely bounded multipliers of the Fourier algebra, Proc. Lond.
Math. Soc. 89 (2004) 161–192.
[26] N. Spronk, L. Turowska, Spectral synthesis and operator synthesis for compact groups, J. Lond. Math. Soc. (2) 66
(2002) 361–376.
[27] M. Takesaki, N. Tatsuuma, Duality and subgroups. II, J. Funct. Anal. 11 (1972) 184–190.
[28] N.T. Varopoulos, Tensor algebras and harmonic analysis, Acta Math. 119 (1967) 51–112.
[29] C.R. Warner, Weak spectral synthesis, Proc. Amer. Math. Soc. 99 (1987) 244–248.
