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1. Introduction
In this paper, we are concerned with the Cauchy problem of the isentropic compressible Navier–
Stokes–Poisson equations in n dimensions (n 3):⎧⎪⎪⎨⎪⎪⎩
ρt + div−→m = 0,
−→mt + div
(−→m ⊗ −→m
ρ
)
+ ∇ P (ρ) = ρ∇Φ + μ1
(−→m
ρ
)
+ μ2∇ div
(−→m
ρ
)
,
Φ = ρ − ρ¯, Φ → 0 as |x| → +∞, t > 0, x ∈ Rn,
(1.1)
with initial data
(ρ,−→m)τ (x,0) = (ρ0,−→m0)τ . (1.2)
Here ρ(x, t), −→m(x, t), Φ(x, t), and P = P (ρ) represent the electron ﬂuid density, momentum, electro-
static potential and pressure, respectively. The viscosity coeﬃcients satisfy μ1 > 0, 2μ1 + nμ2 > 0.
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as a positive constant.
The system (1.1) is a simpliﬁed model involving dissipation to describe the dynamics of a plasma,
where the compressible electron ﬂuid interacts with its own electric ﬁeld against a constant charged
ion background [1].
We now review some previous works on the related topics. For the multi-dimensional com-
pressible Navier–Stokes equations without external or internal force, the Hs global existence and
time-decay rate of strong solutions in whole space, reader can refer to [13,14]. It needs mention
that Kawashima [9] studied the general hyperbolic–parabolic systems, and obtained the global exis-
tence of solution and L2-estimates. When additional exterior potential force is taken into account, the
global existence of strong solution and convergence to steady state are investigated by Matsumura
and Nishida [15]. Recently, Ukai, Yang and Zhao [17], Duan, Ukai, Yang and Zhao [2], Duan, Liu, Ukai
and Yang [3] gave the optimal Lp and Lp − Lq convergence rate, respectively.
On the other hand, for the pointwise estimates of solution to general hyperbolic–parabolic systems
in one space dimension see Liu and Zeng [12]. For the multi-dimensional case, Hoff and Zumbrun [6]
studied the isentropic Navier–Stokes equation:
{
ρt + div(ρ−→u ) = 0,(
ρu j
)
t + div
(
ρ−→u u j
)+ P (ρ)x j = μ1u j + μ2 div ux j , (1.3)
where the Lp(Rn) (p  1) estimates were obtained. Then Hoff and Zumbrun [7] derived a detailed,
pointwise description of the Green’s function for the related linear artiﬁcial viscosity system of (1.3).
Later, for (1.3) Liu and Wang [11] considered the pointwise estimates of solutions in odd dimensions
and showed the generalized Huygens’ principle. This work was extended to the even dimensions case
in Wang and Yang [19]. For the Euler equation with damping, Wang and Yang [18] discussed the
pointwise estimates of solution when initial data is a small perturbation of a constant state by energy
method and Green’s function.
In terms of the compressible Navier–Stokes–Poisson equations, there are some interesting results
recently on the existence of local and global weak solutions, one can refer to [4,5,16,20] and refer-
ences therein. Very recently, Li, Matsumura and Zhang [10] obtained the global existence of classical
solution of (1.1)–(1.2) by semi-group method. At the same time, the authors investigated the optimal
Lp (p  2) decay rate of the solution by weighted energy method.
In the present paper, we consider the pointwise estimates for the problem (1.1)–(1.2). The approach
is based on a detailed analysis of the Green’s function to the linearized system as in [11,18,19]. We
prove that the time-asymptotic shape of the solution is a diffusion proﬁle.
To our best knowledge, this is the ﬁrst work on the pointwise estimates for the hyperbolic–
parabolic–elliptic coupled system. As is well known, for a hyperbolic–parabolic system satisfying
Kawashima condition, the decay rate of solution mainly depends on the lower frequency part of the
Green’s function. Using the method in Hsiao, Markowich and Wang [8], where the authors considered
the Euler–Poisson equations, the Navier–Stokes–Poisson system can be changed into a hyperbolic–
parabolic system with a non-local term. The symbol of this non-local term is singular at the lower
frequency, which brings us new diﬃculties different from those in [11,18,19]. First, we need some
new lemmas for the estimates of the singular term in the Green’s function. Second, because of the
different decay rate of each term in the Green’s function, we need a more elaborate calculation for
closing the ansatz (4.20) to get the pointwise estimates of the nonlinear system. On the other hand,
compared with the Navier–Stokes equations, the electric ﬁeld in the Navier–Stokes–Poisson equations
has a signiﬁcant effect on the behavior of the solution. From the lower frequency part of the Green’s
function of the linearized equations, we ﬁnd:
(i) the momentum decays slower than the density, which is caused by the coupling of the electric
ﬁeld and velocity ﬁeld through Poisson equation;
(ii) the electric ﬁeld impedes the propagation of acoustic wave, thus we cannot obtain the general-
ized Huygens’ principle as [11,19];
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pointwise estimates because of the dispersion operator together with the heat kernel.
After all, we believe the subtle estimates in this paper are helpful to understand the behavior of the
solution. In fact, we extend the Lp (p  2) decay rate of the solution in [10] to the case p  1.
Throughout this paper, C denotes a general constant which may vary in different estimates. We
use Hs(Rn) = Ws,2(Rn), where Ws,p(Rn) is the usual Sobolev space with its norm
‖ f ‖Ws,p(Rn) =
s∑
k=0
∥∥∂kx f ∥∥Lp(Rn).
The following is the main result in this paper.
Theorem 1.1. Assume that (ρ0 − ρ¯,−→m0) ∈ Hs+l(Rn) ∩ L1(Rn), s = [n/2] + 1, l  2, with 0 =:
‖(ρ0 − ρ¯,−→m0)‖Hs+l(Rn) small. Then there exists a unique, global, classical solution (ρ,−→m,∇Φ) ∈
C0(R+, Hs+l(Rn) × Hs+l(Rn) × Hs+l+1(Rn)). Furthermore, if for |α′| l,
∣∣Dα′(ρ0,−→m0)∣∣ 0(1+ |x|2)−r0 , r0  n + 1
2
, 0 < 1  1, (1.4)
then for |α|min (n, l − 2), we have
∣∣Dαx (ρ(x, t) − ρ¯)∣∣ C0(1+ t)− n+|α|2 B n+1
2
(|x|, t), (1.5)∣∣Dαx −→m(x, t)∣∣ C0(1+ t)− n−1+|α|2 B n−1
2
(|x|, t), (1.6)
where B n
2
(|x|, t) = (1+ |x|21+t )−
n
2 . In addition, the pointwise estimate of ∇Φ is
∣∣Dαx (∇Φ)∣∣ C0(1+ t)− n−1+|α|2 (1+ |x|21+ t
)− n−12
. (1.7)
Corollary 1.1. Under the assumptions in Theorem 1.1, we have the optimal Lp(Rn) estimates of the solution
as follows:
∥∥Dαx (ρ(x, t) − ρ¯)∥∥Lp(Rn)  C0(1+ t)− n2 (1−1/p)− |α|2 , p ∈ [1,∞], (1.8)∥∥Dαx −→m(x, t)∥∥Lp(Rn)  C0(1+ t)− n2 (1−1/p)+ 12− |α|2 , p ∈ ( nn − 1 ,∞
]
, (1.9)
∥∥Dαx (∇Φ)∥∥Lp(Rn)  C0(1+ t)− n−12 − n2p − |α|2 , p ∈ ( nn − 1 ,∞
]
. (1.10)
The rest of the paper is arranged as follows. In Section 2, we give the global existence of classical
solution of (1.1)–(1.2), and state some lemmas which will be used later. In Section 3, we estimate
the Green’s function of the linearized system. Lastly, we study the asymptotic behavior of the solution
for the Cauchy problem (1.1)–(1.2) in Section 4.
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Firstly, we give the global existence of the classical solution of (1.1)–(1.2) in [10].
Theorem 2.1. Assume that (ρ0 − ρ¯,−→m0) ∈ Hs+l(Rn) ∩ L1(Rn), s = [n/2] + 1, l  2, with 0 =:
‖(ρ0 − ρ¯,−→m0)‖Hs+l(Rn) small. Then there exists a unique, global, classical solution (ρ,−→m,∇Φ) ∈
C0(R+, Hs+l(Rn) × Hs+l(Rn) × Hs+l+1(Rn)).
Remark 2.1. By Theorem 2.1, we have that there exists a function A(x, t) satisfying
‖A‖L2 + ‖A‖L∞  C0, (2.1)
such that
∣∣Dαx (ρ − ρ¯), Dαx −→m, Dβx (∇Φ)(x, t)∣∣ A(x, t), |α| l, |β| l + 1, (2.2)
where 0 =: max {‖(ρ0 − ρ¯,−→m0)‖2Hs+l(Rn)∩L1(Rn)} is suﬃciently small.
Then we give some lemmas, which can be seen in [11,18].
Lemma 2.1.
(a) If there exists a constant b > 0, such that fˆ (ξ, t) satisﬁes
∣∣Dβξ (ξα fˆ (ξ, t))∣∣ C(|ξ |(|α|−|β|)+ + |ξ ||α|t|β|/2)(1+ (t|ξ |2))a exp(−b|ξ |2t), (2.3)
for any multi-indexes α,β with |β| 2N (N > n+|α|2 ), then∣∣Dαx f (x, t)∣∣ CNt−(n+|α|)BN(|x|, t), (2.4)
where a is any ﬁxed integer, (e)+ = max(0, e) and
BN
(|x|, t)= (1+ |x|2
1+ t
)−N
.
(b) If there exists a constant b > 0, such that fˆ (ξ, t) satisﬁes
∣∣Dβξ (ξα fˆ (ξ, t))∣∣ C(|ξ |(|α|−|β|+1)+ + |ξ ||α|t|β|/2)(1+ (t|ξ |2))a exp(−b|ξ |2t), (2.5)
for any multi-indexes α,β with |β| 2N (N > n+|α|2 ), then∣∣Dαx f (x, t)∣∣ CNt−(n+1+|α|)BN(|x|, t). (2.6)
Lemma 2.2. If supp fˆ (ξ, t) ⊂ O K =: {ξ, |ξ | K }, and fˆ (ξ) satisﬁes∣∣Dβξ fˆ (ξ)∣∣ C |ξ |−1−β, (2.7)
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f (x) = f1(x) + f2(x) + C0δ(x),
where δ(x) is the Dirac function. Furthermore, for positive integer 2N > n+ |α|,
∣∣Dαx f1(x)∣∣ C(1+ |x|2)−N  C(1+ |x|2)− n−1+|α|2 , (2.8)
‖ f2‖L1  C, supp f2(x) ⊂
{
x; |x| < 2η0
}
, (2.9)
with η0 being suﬃciently small.
3. Pointwise estimates of Green’s function
For simplicity, let ρ¯ = 1. Then the linearized system of (1.1) about constant state (1,0,0)τ , is
Vt + div−→m = 0, (3.1)
−→mt + c2∇V − ∇Φ = μ1−→m + μ2∇ div−→m, (3.2)
which can be rewritten as
Vtt(x, t) − c2V − γVt + V = 0, (3.3)
where V = ρ − ρ¯ = ρ − 1 and γ = μ1 + μ2.
Then we consider the Green’s function for (3.1) and (3.2), i.e.,⎧⎨⎩
(
∂
∂t
+ A(Dx)
)
G(x, t) = 0,
G(x,0) = δ(x)I,
(3.4)
where δ(x) is the Dirac function, and the symbols of operator A(Dx) are
A(ξ) =
(
0 iξ
i(c2 − 1|ξ |2 )ξτ μ1ξξτ + μ2ξτ ξ
)
.
As usual, we apply the Fourier transform to the variable x
fˆ (ξ, t) =
∫
Rn
f (x, t)e−ixξ dx,
and the inverse Fourier transform to the variable ξ
(
F−1 fˆ
)
(x, t) = (2π)−2n
∫
Rn
fˆ (ξ, t)eixξ dξ.
The symbol of the operator for Eq. (3.3) is
τ 2 + γ |ξ |2τ + (c2|ξ |2 + 1)= 0. (3.5)
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λ± = −γ |ξ |
2 ±√γ 2|ξ |4 − 4(1+ c2|ξ |2)
2
. (3.6)
From (3.4), we have that ⎧⎨⎩
(
∂
∂t
+ A(ξ)
)
Ĝ(x, t) = 0,
Ĝ(ξ,0) = I,
(3.7)
where I denotes the unit matrix. By direct calculation, we get
Ĝ(ξ, t) =
(
Ĝ11 Ĝ12
Ĝ21 Ĝ22
)
,
where
Ĝ11 = λ+e
λ−t − λ−eλ+t
λ+ − λ− , Ĝ12 = −i
eλ+t − eλ−t
λ+ − λ− ξ
τ ,
Ĝ21 = −i
(
c2 − 1|ξ |2
)
eλ+t − eλ−t
λ+ − λ− ξ,
Ĝ22 = e−μ1|ξ |2t I +
[
λ+eλ+t − λ−eλ−t
λ+ − λ− − e
−μ1|ξ |2t
]
ξξτ
|ξ |2 .
We can rewrite the Fourier transform of the Green’s function as
Ĝ+ =
( −η− −iη0ξτ
−i(c2 − |ξ |−2)η0ξ η+ ξξτ|ξ |2
)
eλ+t,
Ĝ− =
( −η+eλ−t iη0ξτ eλ−t
i(c2 − |ξ |−2)η0ξeλ−t η−eλ−t ξξτ|ξ |2 + (I − ξξ
τ
|ξ |2 )e
−μ1|ξ |2t
)
,
where η0(ξ) = (λ+(ξ) − λ−(ξ))−1, η±(ξ) = λ±(ξ)η0(ξ).
Let
χ1(ξ) =
{
1, |ξ | < ,
0, |ξ | > 2,
and
χ3(ξ) =
{
1, |ξ | > K + 1,
0, |ξ | < K ,
be the smooth cut-off functions, where 2 < K . Set χ2 = 1− χ1 − χ3 and
Ĝ L±(ξ, t) = χ1Ĝ±(ξ, t),
ĜH±(ξ, t) = χ3Ĝ±(ξ, t).
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We consider the lower frequency part of the Green’s function, i.e., |ξ | <  . We will give the esti-
mate of each term of the Green’s function. First, we denote each term of the Green’s function in the
lower frequency by GLij , i = 1,2, j = 1,2.
For |ξ | being suﬃciently small, we have
λ+ = i − γ
2
|ξ |2 + i c
2
2
|ξ |2 + O (|ξ |3),
and
λ− = −i − γ
2
|ξ |2 − i c
2
2
|ξ |2 + O (|ξ |3).
Then
eλ+(ξ)t = eite− γ2 |ξ |2tei c
2
2 |ξ |2te|ξ |3t,
eλ−(ξ)t = e−ite− γ2 |ξ |2te−i c
2
2 |ξ |2te|ξ |3t,
and
η+(ξ) = 1/2+ iO
(|ξ |2),
η−(ξ) = −1/2+ iO
(|ξ |2),
η0(ξ) = −1
2
i + iO (|ξ |2).
Thus, we get
Ĝ+ =
( 1
2 + iO (|ξ |2) − 12ξτ + O (|ξ |3)
− 12 (c2 − 1|ξ |2 )ξ + O (|ξ |3) 12ξξτ /|ξ |2 + O (|ξ |3)
)
e−
γ
4 |ξ |2t, (3.8)
and
Ĝ− =
( − 12 + iO (|ξ |2) − 12ξτ + O (|ξ |3)
− 12 (c2 − 1|ξ |2 )ξ + O (|ξ |3) − 32ξξτ /|ξ |2 + I + O (|ξ |3)
)
e−
γ
4 |ξ |2t . (3.9)
Lemma 3.1. If |ξ | is suﬃciently small, then there exists a constant b > 0, such that
∣∣Dβξ (ξα(Ĝ L11(ξ, t)))∣∣ C(|ξ |(|α|−|β|)+ + |ξ ||α|t|β|/2)(1+ t|ξ |2)|β|+1e−b|ξ |2t, (3.10)∣∣Dβξ (ξα(Ĝ L12(ξ, t)))∣∣ C(|ξ |(|α|−|β|+1)+ + |ξ ||α|+1t|β|/2)(1+ t|ξ |2)|β|+1e−b|ξ |2t . (3.11)
Proof. By differentiating both sides of Ĝ11(ξ, t), Ĝ12(ξ, t) with respect to ξ , we obtain (3.10)–(3.11)
immediately. 
1624 W. Wang, Z. Wu / J. Differential Equations 248 (2010) 1617–1636From Lemma 2.1 and Lemma 3.1, we have the following proposition.
Proposition 3.1. For suﬃciently small  , we have
∣∣Dαx GL11(x, t)∣∣ C(1+ t)−(n+|α|)/2BN(|x|, t), (3.12)∣∣Dαx GL12(x, t)∣∣ C(1+ t)−(n+1+|α|)/2BN(|x|, t). (3.13)
For GL21, the method in the proof of Proposition 3.1 yields a dissatisfactory result because of |β|
n−2
2 (for insuring integrability), i.e., the resulting decay rate with respect to x is not enough. So we
need the following proposition.
Proposition 3.2. For suﬃciently small  , we have
∣∣Dαx GL21∣∣ C(1+ t)− n−1+|α|2 B n−12 (|x|, t). (3.14)
Proof. When |x|2  1+ t , we have
∣∣xβDαx GL21∣∣= ∣∣∣∣F−1Dβξ ( ξ|ξ |2 ξαe−|ξ |2t
)∣∣∣∣
 C
∫
Rn
(|ξ ||α|−1−|β| + |ξ ||α|t |β|2 )e−|ξ |2t dξ. (3.15)
Using the similar method as that in the proof of Lemma 3.1, and noticing |β|  n−22 (for insuring
integrability), we have
∣∣Dαx GL21∣∣ C(1+ t)− n−1+|α|2 B n−22 (|x|, t) C(1+ t)− n−1+|α|2 B n−12 (|x|, t).
When |x|2 > 1+ t and |x| 2|y|, we get
∣∣Dαx GL21∣∣ C(1+ t)− n+|α|2 ∫
Rn
|y|−(n−1)
(
1+ |x− y|
2
1+ t
)−N
dy
 C(1+ t)− n+|α|2 (|x|2)− n−12 (1+ t) n2
 C(1+ t)− n−1+|α|2 B n−1
2
(|x|, t). (3.16)
When |x|2 > 1+ t and |x| 2|y|, we have |x− y| > |x|2 , so
∣∣Dαx GL21∣∣ C(1+ t)− n+|α|2 ∫
Rn
|y|−(n−1)
(
1+ |x− y|
2
1+ t
)−N
dy
 C(1+ t)− n+|α|2 B n−1
2
(|x|, t)
∫
|y|1
+
∫
|y|>1
|y|−(n−1)
(
1+ |x− y|
2
1+ t
)−N
dy
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2
(|x|, t)
+ C(1+ t)− n+|α|2 B n−1
2
(|x|, t) ∫
|y|>1
(
1+ |x− y|
2
1+ t
)−(N− n−12 )
d|y|
 C(1+ t)− n−1+|α|2 B n−1
2
(|x|, t), (3.17)
where N can be large enough. Thus we complete the proof of Proposition 3.2. 
In the same way, we can get the estimates of GL22, where there is a Calderon–Zygmund operator Rij
with symbol ξiξ j/|ξ |2.
Proposition 3.3. For suﬃciently small  , we have
∣∣Dαx GL22∣∣ C(1+ t)− n+|α|2 B n2 (|x|, t). (3.18)
3.2. Higher frequency part of Green’s function
Next, we consider GH±(x, t), which is the inverse Fourier transformation corresponding to
ĜH±(ξ, t). Since
λ± = −1
2
γ |ξ |2 ± 1
2
√
γ 2|ξ |4 − 4(c2|ξ |2 + 1)
= 1
2
|ξ |2[−γ ±√γ 2 − 4c2|ξ |−2 − 4|ξ |−4].
Let |ξ |−2 = η, and λη =
√
γ 2 − 4c2η − 4η2. By Taylor expansion for λη in η, we have
λ+ = −c2γ −1 + · · · + O
(|ξ |−2(m−1)),
and
λ− = −γ |ξ |2 + c
2
γ
+ · · · + O (|ξ |−2(m−1)).
Proposition 3.4. For suﬃciently large K , there exist positive constants b and C , such that
∣∣Dαx GH−(x, t)∣∣ C(1+ t)−(n+|α|)/2e−bt BN(|x|, t). (3.19)
Proof. Since eλ−t  Ce− 12 γ |ξ |2t , by the deﬁnition of Ĝ− , we have
∣∣D2βξ (ξα ĜH−)∣∣ C |ξ ||α|e−bt(1+ t|ξ |2)2βe−θ |ξ |2t .
By Lemma 2.1, we can complete the proof of Proposition 3.4. 
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eλ+t = e−c2γ −1t
[
1+
( j=m∑
j=1
a+j |ξ |−2 j
)
t + · · · + 1
m!
( j=m∑
j=1
a+j |ξ |−2 j
)m
tm + R(t)O (|ξ |−2(m+1))],
η+eλ+t = e−c2γ −1t
( j=m∑
j=1
p+j (t)|ξ |−2 j + p+m+1(t)O
(|ξ |−2(m+1))),
η−eλ+t = e−c2γ −1t
(
−1+
j=m∑
j=1
p−j (t)|ξ |−2 j + p−m+1(t)O
(|ξ |−2(m+1))),
η0e
λ+t = e−c2γ −1t
( j=m∑
j=1
p0j (t)|ξ |−2 j + p0m+1(t)O
(|ξ |−2(m+1))).
Here p+j (t), p
−
j (t), p
0
j (t) are polynomials in t of degree no larger than j. Thus we ﬁnd
GH+ = e−c2γ −1t
(
q0(ξ) +
j=m∑
j=1
p j(t)|ξ |−2 j + R(ξ, t)
)
,
where p j , q j ( j = 1,2, . . .) are matrices, and satisfy
∣∣p j(t)∣∣ C(1+ t) j, ∣∣Dβξ q j(ξ)∣∣ C |ξ |−2 j+1−|β|,∣∣R(ξ, t)∣∣ C(1+ t)m(1+ |ξ |)−(2m−1),
suppq j(ξ), suppR(ξ, ·) ⊂ O K = {ξ, |ξ | > K },
and q0(ξ) =
( 1 0
0 0
)
.
As in Wang and Yang [18], by Lemma 2.2, we can divide q j into three parts: q j(Dx)δ(x) = q¯ j(x) +
q˜ j(x) + δ(x), and
∣∣p j(t)Dαx q¯ j(x)∣∣ C(1+ t) j+2N BN(|x|, t), N > n + |α|2 ,∥∥q˜ j(x)∥∥L1  C, supp q˜ j(x) ⊂ {x; |x| 2η0}, (3.20)
where η0 being suﬃciently small.
Let
L0(x, t) =
(
1 0
0 0
)
δ(x),
L j(x, t) = p j(t)q˜ j(x) + C0δ(x) ( j  1).
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Proposition 3.5. For K being suﬃciently large, there exists a distribution
Fr(x, t) =
(
r−1∑
j=0
L j(x, t)
)
e−c2γ −1t,
such that for r = [n+|α|+32 ],∣∣Dαx (GH+ − χ3(D)Fr(x, t))∣∣ Ce−2bt BN(|x|, t), for some b > 0.
3.3. Middle frequency part of Green’s function
Lastly, we consider the case   |ξ | K . First, we denote
ĜM± = (1− χ1(ξ) − χ3(ξ))Ĝ±.
As we know, the singularity of the Green’s function in middle frequency disappear, and we need not
consider integrability with respect to ξ . By the same method in Wang and Yang [18] we can obtain
the following proposition of the middle frequency part of the Green’s function.
Proposition 3.6. For ﬁxed  and K , there exists a positive constant C , such that
∣∣Dαx (GM+ + GM−)(x, t)∣∣ Ce−bt BN(|x|, t). (3.21)
Combining Propositions 3.4–3.6, we can rewrite the estimates of Green function as follows.
Theorem 3.1. For x ∈ Rn, t > 0, we have
∣∣Dαx (G(x, t) − GL(x, t) − χ3(D)Fr(x, t))∣∣ Ce−bt BN(|x|, t). (3.22)
From Propositions 3.1–3.3 and Theorem 3.1, we know the decay rate of the Green’s function mainly
depends on the lower frequency part, which is important to the pointwise estimates of solution for
the nonlinear system in the last section.
4. Pointwise estimates
In this section, we shall study the pointwise estimates of solution to the nonlinear system. Firstly,
we give two lemmas.
Lemma 4.1.
(1) When τ ∈ [0, t] and a2  t, for any positive constant λ, we have
(
1+ a
2
1+ τ
)−λ
 3λ
(
1+ τ
1+ t
)λ(
1+ a
2
1+ t
)−λ
. (4.1)
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1 2λ
(
1+ a
2
1+ t
)−λ
. (4.2)
(3) When n1,n2 > n2 and n3 = min (n1,n2), we have
∫
Rn
(
1+ |x− y|
2
1+ t
)−n1(
1+ |y|2)−n2 dy  C(1+ |x|2
1+ t
)−n3
. (4.3)
(4) When n1 > n2 , we have
∫
Rn
(
1+ |x− y|
2
1+ t
)− n−12 (
1+ |y|2)−n1 dy  C(1+ |x|2
1+ t
)− n−12
. (4.4)
(5) When n1 > n2 , we have
∫
Rn
(
1+ |x− y|
2
1+ t
)− n2 (
1+ |y|2)−n1 dy  C(1+ |x|2
1+ t
)− n2
. (4.5)
Proof. (1)–(3) of Lemma 4.1 are given in [18]. And we only prove (4), since the proof of (5) is similar.
When |x| 2|y|, we have
∫
Rn
(
1+ |x− y|
2
1+ t
)− n−12 (
1+ |y|2)−n1 dy  C(1+ |x|2
1+ t
)− n−12 ∫
Rn
(
1+ |y|2)−n1 dy
 C
(
1+ |x|
2
1+ t
)− n−12
. (4.6)
When |x| 2|y|, we get
∫
Rn
(
1+ |x− y|
2
1+ t
)− n−12 (
1+ |y|2)−n1 dy
 C
(
1+ |x|2)− n−12 ∫
Rn
(
1+ |x− y|
2
1+ t
)− n−12 (
1+ |y|2)−(n1− n−12 ) dy
 C
(
1+ |x|
2
1+ t
)− n−12
, (4.7)
where we have used the Hölder inequality and n1 > n2 . Thus the proof of Lemma 4.1(4) is com-
pleted. 
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(a) If functions F (x, t) and S(x, t) satisfy
∣∣Dαx F (x, t)∣∣ C(1+ t)− n+|α|2 Bn1(|x|, t),
and
∣∣Dαx S(x, t)∣∣ C(1+ t)− 2n+|α|2 Bn2(|x|, t),
then, when n 3, we have
Iα =:
∣∣∣∣∣Dαx
( t∫
0
F (t − s) ∗ S(s)ds
)∣∣∣∣∣ C(1+ t)− n+|α|2 Bn3(|x|, t).
Here n1,n2 >
n
2 and n3 = min (n1,n2).
(b) If functions F (x, t) and S(x, t) satisfy
∣∣Dαx F (x, t)∣∣ C(1+ t)− n+1+|α|2 Bn1(|x|, t),
and
∣∣Dαx S(x, t)∣∣ C(1+ t)− 2n−1+|α|2 Bn2(|x|, t),
then, when n 3, we have
Iα =:
∣∣∣∣∣Dαx
( t∫
0
F (t − s) ∗ S(s)ds
)∣∣∣∣∣ C(1+ t)− n+|α|2 Bn3(|x|, t).
Here n1,n2 >
n
2 and n3 = min (n1,n2).
(c) If functions F (x, t) and S(x, t) satisfy
∣∣Dαx F (x, t)∣∣ C(1+ t)− n+|α|2 B n2 (|x|, t),
and
∣∣Dαx S(x, t)∣∣ C(1+ t)− 2n−1+|α|2 Bn2(|x|, t),
then, when n 3, we have
Iα =:
∣∣∣∣∣Dαx
( t∫
0
F (t − s) ∗ S(s)ds
)∣∣∣∣∣ C(1+ t)− n−1+|α|2 B n−12 (|x|, t).
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to that of Lemma 4.2(a), so we omit it. Whatever, it is worth mentioning that n1 = n2 in (c), is different
from that in Wang and Yang [19], where it is established for n1,n2 > n2 .
We now consider the following system which is another form of (1.1)1–(1.1)2:
Vt + div−→m = 0, (4.8)
−→mt + c2∇V + ∇Φ − μ1−→m − μ2∇ div−→m = Q (V ,−→m), (4.9)
where V = ρ − ρ¯ and
Q j(x, t) = V∇Φ + c2Vx j − P (ρ)x j − div
(
mj−→m
ρ
)
+ μ1
(−→m
ρ
)
+ μ2 div
(−→m
ρ
)
x j
− μ1mj − μ2∇ divm j .
For simplicity, we denote W = (V ,−→m) and W0 = (V0,−→m0). When |W | is small enough, we may write
Q = V∇Φ + ΣDx j (q j + ΣDxlq j,l),
where q j = O (|W |2), q j,l = O (|W |2).
Then, we have {
Wt + A(Dx)W = H(W ),
W |t=0 = W0, (4.10)
where A(Dx) is deﬁned in (3.6), and
H(W ) = (0, Q 1(V ,−→m), . . . , Q n(V ,−→m))τ .
Without loss of generality we assume that
∣∣Dαx W0(x)∣∣ C0(1+ |x|2)−r0 , r0  n + 12 , (4.11)
where 0 < 1  1, |α| l and 0 is suﬃciently small.
By Duhamel’s principle, we obtain
Dαx W = Dαx G(t) ∗ W0 +
t∫
0
G(t − s) ∗ Dαx H(s)ds =: R1 + R2. (4.12)
Here R1 = (R11, R12)τ and R2 = (R21, R22)τ are vectors, and R1, R2 correspond to V and −→m, respectively.
We ﬁrst consider R1, where
R1 = Dαx
(
G − GL − Fr
) ∗ W0 + Dαx (Fr ∗ W0) + Dαx (GL) ∗ W0
=: R1,1 + R1,2 + R1,3. (4.13)
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∣∣R1,1∣∣ C0(1+ t)−(n+|α|)/2B n+1
2
(|x|, t). (4.14)
For R1,2, we denote the symbol of the operator L j(D, t) by l j(ξ, t). Thus,
l2 j(ξ, t) =
(−p−j (t)|ξ |−2 j 0
0 −p+j (t)|ξ |−2( j+1)ξ τ ξ
)
,
l2 j−1(ξ, t) =
( 0 −ip0j (t)ξ−2 j D
−i(c2 − 1|ξ |2 )p0j (t)ξ−2 jξτ 0
)
,
l0(ξ, t) =
(
1 0
0 0
)
.
Since
∣∣xβ L j(D, t)W0∣∣= (2π)−n∣∣∣∣xβ ∫
Rn
e−ixξ l j(ξ, t)Ŵ0dξ
∣∣∣∣
= (2π)−n
∣∣∣∣ ∫
Rn
e−ixξ Dβξ l j(ξ, t)Ŵ0dξ
∣∣∣∣
 C
∫
Rn
∣∣Dβξ l j(ξ, t)Ŵ0∣∣dξ  C0.
Taking |β| = 0 and |β| = 2N , we get
∣∣L j(D, t)W0(x)∣∣ C0(1+ |x|)−2N .
Therefore
∣∣R1,2∣∣ C0(1+ |x|)−2Ne−c2t/(2μ)  C0(1+ t)−(n+|α|)/2BN(|x|, t). (4.15)
Lastly for R1,3, from Proposition 3.1, Lemma 4.1(3) and (4.11) we obtain
∣∣Dαx R1,31 ∣∣ C0(1+ t)− n+|α|2 B n+1
2
(|x|, t). (4.16)
On the other hand,
∣∣R1,32 ∣∣= ∣∣Dαx GL21  V0 + Dαx GL22  −→m0∣∣,
together with Proposition 3.2, Lemma 4.1(4) and (4.11), implies
∣∣Dαx GL21  V0∣∣ C0(1+ t)− n−1+|α|2 B n−1 (|x|, t).2
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∣∣Dαx GL22  −→m0∣∣ C0(1+ t)− n+|α|2 ∫
Rn
(
1+ |x− y|
2
1+ t
)− n2(
1+ |y|2
)−r
dy
 C0(1+ t)− n+|α|2
(
1+ |x|
2
1+ t
)− n2
.
So we obtain
∣∣Dαx R1,32 ∣∣ C0(1+ t)− n−1+|α|2 (1+ |x|21+ t
)− n−12
.
In summary, we have the following proposition.
Proposition 4.1.When |α| l, we have
∣∣Dαx R11∣∣ C0(1+ t)− n+|α|2 B n+1
2
(|x|, t), (4.17)
and
∣∣Dαx R12∣∣ C0(1+ t)− n−1+|α|2 B n−12 (|x|, t). (4.18)
We can easily understand why the decay rate of V is (1+ t)1/2 faster than that of −→m in L∞-norm.
Next, we consider R2. First, we rewrite it as follows:
R2 =
t∫
0
(G − GL − Fr)(t − s) ∗ Dαx H(s)ds +
t∫
0
Fr(t − s) ∗ Dαx H(s)ds
+
t∫
0
GL(t − s) ∗ Dαx H(s)ds
= : R2,1 + R2,2 + R2,3. (4.19)
Set ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φα(x, t) = (1+ t) n2+ν(|α|)
(
B n+1
2
(|x|, t))−1,
M1(t) = sup
0τt, |α|h, x∈Rn
∣∣Dαx V (x, τ )∣∣φα(x, τ );
ψα(x, t) = (1+ t) n−12 +ν(|α|)
(
B n−1
2
(|x|, t))−1,
M2(t) = sup
0τt, |α|h, x∈Rn
∣∣Dαx −→m(x, τ )∣∣ψα(x, τ ).
(4.20)
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ν(|α|) =
{ |α|/2, |α| h − 2,
0, |α| = h − 1,h.
Because the nonlinear term of the momentum equation contains the term ∇Φ , from the above
ansatz (4.20) and (1.1)3, we can obtain the following proposition, which will be used to get the
pointwise estimates of V ,−→m.
Proposition 4.2. If |α| h, we have
∣∣Dαx ∇Φ∣∣ CM1(1+ t)− n−1+|α|2 B n−1
2
(|x|, t). (4.21)
The proof of Proposition 4.2 is similar to that of Proposition 3.2, so we omit it for simplicity.
Proposition 4.3. If |α| h and hmin(n, l − 2), we have
∣∣R2,11 ∣∣ C(0M1 + 0M2 + M21 + M22)(1+ t)− n+|α|2 B n+1
2
(|x|, t), (4.22)∣∣R2,12 ∣∣ C(0M1 + 0M2 + M21 + M22)(1+ t)− n+|α|2 B n+1
2
(|x|, t); (4.23)
and
∣∣R2,21 ∣∣ C(0M1 + 0M2 + M21 + M22)(1+ t)− n+|α|2 B n+1
2
(|x|, t), (4.24)∣∣R2,22 ∣∣ C(0M1 + 0M2 + M21 + M22)(1+ t)− n+|α|2 B n+1
2
(|x|, t). (4.25)
Proof. Since
∣∣Dαx Q j(V ,−→m,∇Φ)∣∣ C ∑∑ |α j ||α|+2
∣∣Dα1 Q j∣∣∣∣Dα2 Q j∣∣∏
j3
∣∣Dα j Q j∣∣, (4.26)
from (4.20) and (4.21), we get
∣∣Dαx H(W )∣∣ CM21(1+ t)− n2+ν(|α|)B n+1
2
(|x|, t)(1+ t)− n−12 B n−1
2
(|x|, t)
+ M21(1+ t)−(n+ν(|α|))Bn+1
(|x|, t)
+ M22(1+ t)−(n−1+ν(|α|))Bn−1
(|x|, t), |α| h − 2. (4.27)
For R2,1, if |α| h − 2, Theorem 3.1 yields
∣∣Dαx (G − GL − Fr)∣∣ C(1+ t)− n+|α|2 e−bt BN(|x|, t),
where N > n+|α|2 . From Lemma 4.2(a) and (4.27), we know that (4.22) and (4.23) are valid for |α|
h − 2.
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R2,1 =
t∫
0
Dα˜
(
Dβ
(
G − GL − Fr
))
(t − s)  H(s)ds.
Here |α˜| = h − 2 and |β| = |α| − |α˜|. So we replace F by Dβ(G − GL − Fr) in Lemma 4.2(a), and we
can obtain (4.22) and (4.23) for |α| = h − 1,h.
By the deﬁnition of L j ( j  0) and (3.20), we have when |x− y| 2η0 (η0 is suﬃciently small),
Bd
(|y|, s) C Bd(|x|, s), ∀d > 0. (4.28)
By (4.27), we know∣∣∣∣∣
∫
Rn
Dαx q˜ j(x− y)H
(
W (y, s)
)
dy
∣∣∣∣∣ C(M21 + M22)(1+ s)−n/2−ν(|α|)B n+12 (|x|, s).
Thus, we get (4.24) and (4.25) for |α| h − 2.
When |α| = h−1,h, to close the ansatz (4.20), we should use the energy estimates in Theorem 2.1.
We have ∣∣Dαx H(W )∣∣ C0(M1(1+ t)− n2 B n+1
2
(|x|, t)+ M2(1+ t)− n2 B n+1
2
(|x|, t)),
|α| = h − 1,h. (4.29)
From (4.29), using the similar method as above, we obtain∣∣R2,21 ∣∣ C0(M1 + M2)(1+ t)− n2 B n+1
2
(|x|, t), (4.30)∣∣R2,22 ∣∣ C0(M1 + M2)(1+ t)− n−12 B n−12 (|x|, t). (4.31)
So we have (4.24) and (4.25) for |α| = h − 1,h. Thus the proof of Proposition 4.3 is completed. 
Proposition 4.4. If |α| h, we have∣∣Dαx R2,31 ∣∣ (0M1 + 0M2 + M21 + M22)(1+ t)−( n2+ν(|α|))B n+1
2
(|x|, t), (4.32)
and ∣∣Dαx R2,32 ∣∣ (0M1 + 0M2 + M21 + M22)(1+ t)−( n−12 +ν(|α|))B n−12 (|x|, t). (4.33)
Here 0 < 1  1.
Proof. From (4.12) we know GL21 with the lowest decay rate just corresponds to 0 in the nonlinear
terms, i.e.,
R2,3 =
(
GL11 G
L
12
GL21 G
L
22
)

(
0
Q j
)
,
which is a key point in the proof.
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∣∣Dαx R2,31 ∣∣=
∣∣∣∣∣
t∫
0
Dαx G
L
12  H(W )ds
∣∣∣∣∣ C0(1+ t)− n+|α|2 B n+12 (|x|, t). (4.34)
Finally, we consider R2,32 . From Proposition 3.3 Lemma 4.2(c) and (4.27), we obtain
∣∣Dαx R2,32 ∣∣=
∣∣∣∣∣
t∫
0
Dαx G
L
22  H(W )ds
∣∣∣∣∣ C0(1+ t)− n−1+|α|2 B n−12 (|x|, t).
When |α| = h − 1,h, using the same method as the proof of Proposition 4.3, we can complete the
proof of Proposition 4.4. 
Remark 4.1. If we consider (V ,−→u = −→mρ ) instead of (V ,−→m), we cannot obtain the pointwise estimate of
the solution (V ,−→u ). In fact, the “worst” term GL21 corresponds to the nonlinear term −div(V−→u ), and
we have not a similar result as Lemma 4.2 to close a ansatz on (V ,−→u ).
Combining Propositions 4.1–4.4, we have
∣∣Dαx V (x, t)∣∣ C(0 + M21 + M22)(1+ t)−( n2+ν(|α|))B n+1
2
(|x|, t),
and
∣∣Dαx −→m(x, t)∣∣ C(0 + M21 + M22)(1+ t)−( n−12 +ν(|α|))B n−12 (|x|, t).
Thus we ﬁnd
M1 + M2  0 + M21 + M22.
Because 0 is suﬃciently small, by continuity of M1 and M2 we have M1(t)+M2(t) C0, and when
|α| h − 2,
∣∣Dαx V (x, t)∣∣ C0(1+ t)−( n2+ν(|α|))B n+1
2
(|x|, t), (4.35)∣∣Dαx −→m(x, t)∣∣ C0(1+ t)−( n−12 +ν(|α|))B n−1
2
(|x|, t). (4.36)
Up to now, we obtain the pointwise estimates of (V ,−→m) of the problem (1.1)–(1.2). Furthermore,
we can easily get the Lp(Rn) estimates of (V ,−→m).
Corollary 4.1.We have the optimal Lp(Rn) estimates of the solution (ρ,−→m) as follows:
∥∥Dαx (ρ(x, t) − ρ¯)∥∥Lp(Rn)  C0(1+ t)− n2 (1−1/p)− |α|2 , p ∈ [1,∞], (4.37)∥∥Dαx −→m(x, t)∥∥Lp(Rn)  C0(1+ t)− n2 (1−1/p)+ 12− |α|2 , p ∈ ( nn − 1 ,∞
]
. (4.38)
1636 W. Wang, Z. Wu / J. Differential Equations 248 (2010) 1617–1636From Proposition 4.2, we can immediately obtain the following Lp(Rn) estimates of Dαx ∇Φ .
Corollary 4.2.We have
∥∥Dαx ∇Φ∥∥Lp(Rn)  C0(1+ t)− n−12 − n2p − |α|2 , (4.39)
where p > nn−1 .
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