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Figure 1: Examples of RGB (top) and residual (bottom) frames. The RGB frames contain rich appearance information while
residual frames mainly retain salient motion cues.
Abstract
Human action recognition is regarded as a key cor-
nerstone in domains such as surveillance or video under-
standing. Despite recent progress in the development of
end-to-end solutions for video-based action recognition,
achieving state-of-the-art performance still requires using
auxiliary hand-crafted motion representations, e.g., opti-
cal flow, which are usually computationally demanding. In
this work, we propose to use the residual frames (i.e., dif-
ferences between adjacent RGB frames) as an alternative
“lightweight” motion representation, which carries salient
motion information and is computationally efficient. In ad-
dition, we develop a new pseudo-3D convolution module
which decouples 3D convolution into 2D and 1D convo-
lution. The proposed module exploits residual informa-
tion in the feature space to better structure motions, and
is equipped with a self-attention mechanism that assists to
recalibrate the appearance and motion features. Our exper-
iment results show that using residual frames can signifi-
cantly improve action recognition performance. A thorough
evaluation also verifies the efficiency and effectiveness of
our proposed pseudo-3D convolution module.
1. Introduction
The resurgence of convolutional neural networks
(CNNs) and large-scale labeled datasets have led unprece-
dented advances for image classification using end-to-end
trainable networks. However, video-based human action
recognition has not yet achieved similar success based on
pure CNN features. One fundamental challenge is how
to effectively model temporal information, i.e., recogniz-
ing correlation and causation through time. There is a
classical branch of research focusing on modeling motion
through hand-crafted optical flow, including histograms of
flow [8], motion boundary histograms [3], and trajecto-
ries [15]. In the context of deep learning, the two-stream
method [2, 5, 11, 17] that exploits optical flow and RGB
modality in separate streams is one of the most successful
frameworks. However, it is methodologically unsatisfac-
tory given that optical flow is computationally expensive,
and two-stream methods are often not learned end-to-end
jointly with the flow. Recent studies attempt to model ap-
pearance and motion features within a single model from
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solely RGB modality [4, 6, 13, 14]. Nevertheless, it has
been shown that combining optical flow and RGB frames
as input to their models can still improve performance [14].
In this paper, we propose to use residual frames, i.e., the
differences between adjacent RGB frames, as an additional
input modality to RGB data for action recognition. The
reason is two-fold: (a) adjacent RGB frames largely share
the still objects and background information, thus resid-
ual frames usually retain only motion-specific features (see
Fig. 1); (b) the computational cost of residual frames is neg-
ligible compared to other motion representations. In our
experiments, we verify that using residual frames can yield
significant improvement for action recognition.
Following the recent trend of developing efficient 3D
convolution models for video classification [9, 10, 13, 16],
we also propose a new efficient pseudo-3D convolution
module wherein the standard 3D convolution is decoupled
into 2D and 1D convolution. To further enhance motion fea-
tures, we utilize residual information in the feature space,
i.e., the differences between temporally adjacent CNN fea-
tures. A novel self-attention mechanism is also proposed
to recalibrate the appearance and motion features based on
their significance to the end task.
Our contributions are summarized as follows:
1. We propose a multi-modal approach for action recog-
nition that utilizes both RGB and residual frames. We
empirically verify that using residual frames is a sim-
ple yet effective approach to improve performance.
2. We develop a novel and efficient pseudo-3D convolu-
tion module that involves residual features and a self-
attention mechanism. We provide ablation studies to
confirms the effectiveness of individual components in
our proposed module.
2. Methodology
In this section, we first describe the definition of resid-
ual frames and its usage as an auxiliary modality for action
recognition. Then, we introduce our efficient pseudo-3D
convolution module.
2.1. Residual Frames
Given a video clip x ∈ RT×H×W×C , where T , H , W
and C denotes the clip length, height and width of each
frame, and the number of channels, respectively, a resid-
ual frame can be formed by subtracting the reference frame
xt1 , from the desired frame xt2 , where the step size between
timestamps t1 and t2 is denoted as s. More formally, we can
define a residual frame as:
xres(t1,s) = |xt1+s − xt1 |
Due to nearby video frames having significant similarities
in static information, a residual frame normally has little
background and object appearance information but retains
salient motion-specific information. Thus, residual frame
is a good source for extracting motion features. More-
over, compared to other motion representations like optical
flow, the computational cost of residual frames is notably
cheaper.
In reality, actions and activities are complex and could
involve different motion speed and duration. In order to
cope with such uncertainty, we can stack consecutive resid-
ual frames to form a residual clip xres = {..., xres(i,s), ...},
i = 1, ..., T − s, which tends to capture fast motion in the
spatial axis and slow/long-duration motion in the temporal
axis. Thus, a residual clip is naturally suitable for 3D con-
volution wherein short- and long-duration motion cues can
be extracted simultaneously.
However, residual frames alone may be insufficient to
solve human action recognition due to the object appear-
ance and background scene can also provide important cues
to discriminate actions, e.g., Apply Eye Makeup and Ap-
ply Lipstick are similar in motion but different in the lo-
cation of the movement. Therefore, it is necessary to utilize
both RGB and residual frames for action recognition. To
this end, we develop a pseudo-3D CNN with the capability
to operates both modalities. We will present the details in
sec. 2.2
2.2. Pseudo-3D Convolution Module
We propose a new pseudo-3D convolution module in
which standard 3D filters are decoupled into parallel 2D
spatial and 1D temporal filters. The reason we use decou-
pled 3D convolution is two-fold. First, replacing 3D con-
volution with separable 2D and 1D convolution greatly re-
duces model size and computational cost, which is in line
with the recent trend in the development of efficient 3D net-
works. Second, placing 2D and 1D convolution in sepa-
rate pathways allows modeling appearance and motion fea-
tures differently. In particular, we extend the idea of resid-
ual frames from pixel-level to feature-level when modeling
motions. Given an output feature from 1D temporal con-
volution fm ∈ RT ′×H′×W ′×C′ , we first shift it along the
temporal dimension by a stride of 1 and then generate a
residual feature by subtracting the shifted feature from the
original version:
fmres(t) = |fm(t+ 1)− fm(t)|
As a result, three features {fs, fm, fmres} are created af-
ter the pseudo-3D convolution, where fs is the output of
2D convolution which maintains the appearance informa-
tion and fm, fmres preserve distinctive motion structures.
To facilitate effective fusion of appearance and motion
features, we propose to apply a channel self-attention mech-
anism to recalibrate features. Specifically, we first concate-
nate output features in the channel dimension:
f = fs ++fm ++fmres, f ∈ RT
′×H′×W ′×3C′
where ++ represents concatenation. Then, we produce an
channel attention mask Matt as:
Matt = σ(Wpool(f) + b), Matt ∈ RT ′×1×1×3C′
where W ∈ R3C′×3C′ represents a weight matrix parame-
terized by a one-layer neural network, b ∈ R3C′ is a bias
term, pool is a global pooling operation averaging the di-
mensions of f across space and time, σ indicates the sig-
moid function. Our goal is to introduce dynamics condi-
tioned on the input feature and reweight channels based
on their significance to the end task. Thus, we conduct
channel-wise multiplication between the input f and atten-
tion mask Matt. To further promote robustness, we adopts
residual connection in our module.
fatt = f Matt + f
Figure 2 presents the detailed design of the proposed
pseudo-3D convolution module. The top and bottom 1 ×
1 × 1 convolutions are applied for reducing and restoring
dimensions.
1x1x1 conv
1x3x3 conv 3x1x1 conv
self-attention
1x1x1 conv
Temporal
Shift
Figure 2: Proposed pseudo-3D convolution module. ++ rep-
resents concatenation.
The proposed module can be integrated to any standard
CNN architectures, e.g., ResNet [7]. In our experiments, we
develop variants of ResNet-50 by replacing all the bottle-
neck block with our pseudo-3D convolution module. In or-
der to operate both RGB and residual frames concurrently,
we modify the original data layer (the first convolutional
Table 1: The proposed network architecture. The dimen-
sions of filters are denoted by {T × S2, C} for temporal,
spatial and channel sizes. Please note we omit the attention
layer for simplicity.
Stage Filters Output size T × S2
raw clip -
RGB: 32× 1122
Residual: 32× 1122
conv1 RGB: [1× 7
2, 64], [3× 12, 64] RGB: 32× 562
Residual: [1× 72, 64], [3× 12, 64] Residual: 32× 562
res2
[ 1× 12, 64
[1× 32,64], [3× 12, 64 ]
1× 12, 64
]
× 3 32× 562
res3
[ 1× 12, 128
[1× 32,128], [3× 12, 128 ]
1× 12, 128
]
× 4 32× 282
res4
[ 1× 12, 256
[1× 32,256], [3× 12, 256]
1× 12, 256
]
× 6 32× 142
res5
[ 1× 12, 512
[1× 32,512], [3× 12, 512 ]
1× 12, 512
]
× 3 32× 72
pool 32× 72 1× 1× 1
fc1 1× 12, 2048 1× 1× 1
fc2 1× 12, #classes 1× 1× 1
layer) into two streams with parallel building blocks, one
for each modality. The resulting features from two streams
are concatenated and passed to the succeeding layer. Please
refer to Table. 1 for detailed network architecture.
3. Experimental Evaluation
We evaluate the performance of the proposed approach
on the UCF101 [12] dataset, which consists of 13,320
videos in 101 action categories. We preprocess each video
by fixing the frame rate to 15 and resizing frames to let the
short side to be 256. During training, random scaling and
corner cropping are utilized for data augmentation, and the
cropped region is resized to 112×112 for each frame. Dur-
ing testing, we uniformly sample 10 clips from each video
and obtain the final prediction by averaging clip scores.
We report video-level top-1 and top-5 accuracy on the val-
idation set of split-1 for all experiments. It is worthwhile
to mention that state-of-the-art performance on UCF101 is
achieved by using deep models that have been pretrained on
large-scale video datasets [1, 9]. However, we train all the
models from scratch since pushing the performance limit is
out of our current scope.
In specific, we first conduct an evaluation of the effec-
tiveness of different data modalities by training action clas-
sifiers using solely RGB frames, residual frames and a com-
bined input, respectively. We also study the impact of the
step size of residual frames for action recognition. Finally,
we perform ablation studies to investigate the effectiveness
of individual components in the proposed pseudo-3D con-
volution module.
Performance comparisons for different data modalities.
Table. 2 shows the action recognition performance of var-
ious combinations of input modality and network architec-
ture on UCF101. Note for experiments using solely RGB or
residual frames, we keep only one stream in the data layer
(conv1) but double the number of channels for a fair com-
parison. We first observe that using solely residual frames
outperforms solely RGB frames by∼ 3% in top-1 and top-5
accuracy. It indicates residual frames indeed contain salient
motion information which is important for action recog-
nition. When leveraging both RGB and residual frames,
the top-1 accuracy is further increased by 2.6% (83.0% to
85.6%), which suggests the two data modalities maintain
complementary information. Remarkably, we also observe
that using our pseudo-3D convolution module significantly
reduces computing flops (from 163G to 30G) compared to
the case of using standard 3D convolution, while still pro-
viding better performance.
Table 2: Performance comparisons for different input
modalities.
Method Input modality Val top-1 Val top-5 GFLOPs
P.3D ResNet50 RGB 80.4% 95.0% 28
P.3D ResNet50 Residual (s = 1) 83.0% 98.3% 28
3D ResNet50 RGB + 85.0% 99.1% 163
Residual (s = 1)
P.3D ResNet50 RGB + 85.6% 99.2% 30
Residual (s = 1)
Impact of step size s. When generating residual frames,
we can change the step size s to capture motion features at
different time scales. However, it is unclear what the op-
timal step size is for the action recognition task. There-
fore, we conducted study on the impact of the step size and
show the results in Table. 3. We experimented three settings
where the input data is solely residual frames with step size
s = 1, 2, 4, respectively. Interestingly, the classification ac-
curacy decreases with the increase of step size. We sus-
pect it is because motion will cause spatial displacements
for the same objects between two frames, and it may cause
a mismatch in motion representations when using a large
step size.
Table 3: Performance comparisons for different residual
frame step size s.
Step size Top-1 accuracy Top-5 accuracy
s = 1 83.0% 98.3%
s = 2 82.7% 97.1%
s = 4 80.2% 96.0%
Ablation studies. We perform ablation studies to verify
the effectiveness of different components in our proposed
pseudo-3D convolution module. Without loss of general-
ity, the models are trained with a combined input of RGB
and residual frames (s = 1). As shown in Table. 4, remov-
ing the self-attention mechanism leads to a 1.8% drop in
top-1 accuracy (85.6% to 83.8%). Meanwhile, the perfor-
mance is also reduced from 85.6% to 83.5% when ignoring
the residual information in the feature space. If the self-
attention mechanism and residual features are eliminated at
the same time, the top-1 accuracy will be further reduced
to 82.1%. These results confirm the self-attention mecha-
nism and residual features are effective to improve the per-
formance of action recognition.
Table 4: Performance comparisons for various pseudo-3D
module settings.
Method Top-1 accuracy Top-5 accuracy
P.3D module w.o.
82.1% 97.9%
self attention & residual feature
P.3D module w.o. self-attention 83.8% 98.4%
P.3D module w.o. residual feature 83.5% 98.1%
Pseudo 3D module 85.6% 99.2%
4. Conclusion
In this paper, we propose a multi-modal framework that
exploits both RGB and residual frames for human action
recognition. We empirically confirm the benefit of using
residual frames (5.6% increase on top-1 accuracy) and our
study shows that using small step size for residual frames
will lead to better performance. One additional contribu-
tion of this paper is the development of a novel and efficient
pseudo-3D convolution module that involves residual fea-
tures and a self-attention mechanism. Quantitative results
show that the proposed module can significantly reduce
computational cost without compromising performance.
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