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ABSTRACT
MODELS AND OBSERVATIONS OF THE MILLIMETERAND SUBMILLIMETER MOLECULAR LINE EMISSIONOF BRIGHT-RIMMED CLOUDS
FEBRUARY 2003
CHRISTOPHER H. DE VRIES
A.B., CORNELL UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Gopal Narayanan
We present the results of a comparison of new millimeter and sub-
millimeter molecular line survey of bright-rimmed clouds, observed at
FCRAO in the CO (.7 = 1^0), C^^O (J = 1 ^ 0), HCO+ (J = 1 ^ 0),
W'CO+ (J=l^0), and N2H+ (J=1_>0) transitions, at the HHT in the
CO (J = 2 ^ 1), HCO+ (J = 3 2), HCO+ (J = 4 3), n'^CO+ (J = 3 ^ 2),
and E^^CO+ (J = 4 3), and at the CSO in the HCO+ ( J = 4 3) and
H^'^CO+ ( J = 4 ^ 3) molecular line transitions with synthetic observations of
a hydrodynamic shock driven triggered star formation model. We also present
observations of three Bok globules done for comparison with the bright-rimmed
clouds. We find that the appearance of the millimeter CO and HCO+ emission is
dominated by the morphology of the shock front in the bright-rimmed clouds. The
HCO"*" (J = 1 —) 0) emission tends to trace the swept up gas ridge and overdense
regions which may be triggered to collapse as a result of sequential star formation.
vni
The morphologies of the observed bright-rimmed cloud are in good agreement with
the our modeled emission. Five of the seven bright-rimmed clouds we observe
seem to have an outflow, however only one shows the spectral line blue-asymmetric
signature that is indicative of infall, in the optically thick HCO+ emission. We also
present evidence that in bright-rimmed clouds the nearby shock front may heat the
core from outside-in thereby washing out the normally observed line infall signatures
seen in isolated star forming regions. We find that the derived core masses of these
bright-rimmed clouds are similar to other low and intermediate mass star forming
regions.
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CHAPTER 1
INTRODUCTION
1.1 Star Formation
Stars are one of the fundamental building blocks of the universe. Their very
existence spurred humans to ponder the night sky, beginning an inquiry into the
Universe in which we live which continues to this day. Eventually we learned that the
stars around us are all distant versions of our own Sun. We learned that stars enrich
the Universe around us, providing elements such as carbon and oxygen which are so
necessary for our lives. A crowning achievement of astronomy has been our ability to
unravel exactly how stars work, and to come up with a framework which accurately
describes nearly all the stars we observe. We have even managed to describe the way
stars evolve and burn out with tremendous accuracy. The one aspect of stars which
we are still struggling to explain is how they form.
There are two basic modes of star formation. First, there is isolated star for-
mation, where a gravitationally bound molecular cloud core collapses in an isolated
environment until it forms a star. Typically these stars are thought to dissipate
angular momentum through an interaction between the accretion disk and the mag-
netic field of the protostar (see Shu, Adams, k Lizano, 1987, and references therein).
There are distinct stages that a forming star goes through in isolated star formation:
(1) forming a gravitationally bound core within a molecular cloud, (2) gravitational
collapse of the core, (3) the formation of a central star-like object, (4) dispersal of
the remaining cloud material (see Ward-Thompson, 2002, and references therein).
Although work within this theoretical framework for isolated star formation has been
1
developed for some time (Larson, 1969a; Shu, Adams, & Lizano, 1987), it may not
fully explain the processes which occur when stars form in clusters.
The second mode of star formation is clustered star formation, where many cores
within the same molecular gas envelope collapse into stars at approximately the same
time. These stars are subjected to a much more chaotic environment in which the
protostellar outflows and ionization fronts of nearby forming or recently formed stars
can disrupt or enhance the ability of a particular core to collapse. The bulk of the stars
in our galaxy are thought to have formed in clusters (Lada & Lada, 1991), and indeed
the formation of high mass stars (;^ SM^) is thought to occur almost exclusively in
clusters. Within star forming clusters the protostellar nebulae are subjected to winds
and turbulence which do not resemble the rather simple initial state of the Shu et al.
(1987) model. The clumps within clustered environments constantly risk dissipation
by turbulence, or compression and enhancement by a shock front. Once stars start to
form they drastically change the nearby environment in ways that may both inhibit
or encourage star formation. Star formation can be inhibited by ionizing radiation
field of nearby stars, if a cloud core is close to a newly formed star the radiation field
or stellar winds can ionize the cloud before it has a chance to condense into a star
(Bertoldi, 1989; Vanhala k Cameron, 1998, hereafter VC). A radiation field of lesser
intensity or a stellar wind of lower velocity can cause an unbound clump to become
bound and collapse, or decrease the amount of time it takes for a clump to form a
star by increasing the density (Bertoldi, 1989; VC).
It is important, in building a theoretical framework of star formation, to under-
stand how interactions amongst forming stars affects both current and future star
formation nearby. Triggering of star formation by the radiation-driven implosion is
thought to be fairly ubiquitous as the gravitational timescale of a molecular cloud is
shorter than the lifetime of an 0-type star (Elmegreen, 1998). As a result, molecular
gas is thought to be induced to collapse in the midst of pressures from HII regions,
2
stellar winds, and supernova explosions. These processes make the region more dif-
ficult to study. The kinematic signatures of ionization fronts and shock fronts along
with the resulting bulk motion of the gas can make it difficult to distinguish regions
of collapse from transient overdense regions which will not become gravitationally
bound. In order to understand the processes which govern triggered star formation
we must be able to identify those cores in which triggering is occurring.
1.2 Triggered Star Formation
lYiggered star formation is the process by which star formation is initiated or
accelerated through compression of a clump in a molecular cloud by a shock front
(Elmegreen, 1992). Although a simple theoretical framework for the process of trig-
gered star formation exists, only recently have numerical models become sophisticated
enough to yield detailed comparisons with observations. Comparison of hydrody-
namic shock induced star formation models to observations of potential triggered star
formation regions is complicated by the fact that such regions can be very chaotic.
Shocks, outflows, and core rotation all have kinematic signatures which may over-
whelm the signatures associated with the triggering mechanism (Elmegreen, 1998).
There are three triggering mechanisms commonly discussed (Elmegreen, 1998).
First, there is direct compression of pre-existing globules or density enhancements in a
cloud ("globule squeezing"). This occurs when young HII regions begin expanding and
start to interact with cloud clumps. The ionization fronts squeeze the cloud clumps
and trigger star formation. Second, there is accumulation of gas into a dense ridge
which collapses into dense cores via gravitational instability ("collect and collapse").
This occurs at the edges of older HII regions, where molecular gas accumulates into a
dense ridge until kinematic instabilities within the dense ridge induce a self-gravitating
clump which collapses to form a star or cluster of stars. The third mechanism is "cloud
collisions." As two molecular clouds collide, the dense shocked gas between them is
3
another region in which gravitational instabilities can lead to triggered star formation.
Triggered star formation also can be divided into three size scales (Elmegreen, 1998):
small scale triggering, which involves the direct squeezing of preexisting clluds or
globules by high pressure which nearly surrounds the whole cloud; intermediate scale
triggering, which is the compression of a cloud from one side, leading to a dense ridge
of gas which eventually collapses or recollects into denser cores in which stars form;
and, large scale triggering, which is an accumulation of gas into an expanding shell
or ring which partially surrounds the pressure source, a star or supernova. Examples
of small scale triggering include proplyds and small cometary globules. Examples of
intermediate scale triggering could be the compression of molecular cloud material
by a bipolar outflow, and of large scale triggering includes star formation on the shell
formed by a supernova.
The study of triggered star formation also has implications in the study of the
creation of our own solar system. Cameron & Truran (1977) found an overabundance
of the daughter product of ^6 Al decay (^^Mg) in meteorites relative to the stable ^^Al
isotope. 26Al is a very short-lived radionuclide with a halflife of 750,000 yr. They
attribute this abundance to the presence of short-lived radionuclides in the early solar
system, which may have been injected into the solar nebula by a nearby supernova.
In order for such a short-lived radionuclide to have been introduced into the solar
nebula it is assumed that the source of the radionuclide, a supernova, must have been
near to the solar neighborhood, or that they were produced locally by cosmic ray
irradiation (see Podosek & Nichols, 1997, and references therein). It is assumed that
the relative physical and temporal proximity of the supernova explosion which may
have produced ^^Al as well as other short-lived radionuclides which existed in our
early solar nebula is not coincidence. Such a nearby supernova may have triggered
the collapse of our solar nebula, carrying the short-lived radionuclides into the solar
nebula via injection by Rayleigh-Taylor instabilities (Boss & Foster, 1997). This is a
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compelling reason for our study of trifffferine as it mav h.]^ jJ ii88«Hng, y help us understand our own
solar system.
Triggering on all size scales can be the result of a gravitational instability caused
by the density enhancement of a shock front moving through a molecular cloud. A
shock front can accelerate the collapse of a clump, thus triggering star formation, m
three ways (Elmegreen, 1992). First, the shock increases the density of the gas on
small scales, which increases the collapse rate in proportion to n^^ for a density n.
Second, the rate of magnetic diffusion is increased by a factor of n^/^ to n^^ depending
on the angle between the shock front and the magnetic field. Third, shocks tend to
move gas parallel to the magnetic field because the magnetic resistance is lowest in
that direction. This results in a density increase in the gas, but without a change
in the rate of rotation, thus stripping away angular momentum. Observing these
efl^ects however, is made more difficult by the fact that the regions which have winds
and shock fronts are often kinematically complicated regions in which the formation
of any particular star is difficult to detect. We have selected a source catalog of
bright-rimmed clouds in order to alleviate this confusion somewhat.
1.3 Examining Triggering Through Observations of Bright-
Rimmed Clouds
Bright-rimmed clouds (Sugitani, Fukui, & Ogura, 1991, hereafter SFO) are molec-
ular clouds that border expanding HII regions, and are considered to be good lab-
oratories of the process of triggered star formation (Sugitani & Ogura, 1994) by
radiation-driven implosion (Bertoldi, 1989). At the boundary between the ionized
gas within the Stromgren sphere, and the molecular cloud is an ionization front,
which shows up as the bright rim identified by SFO. Embedded near the rim, and
just within the molecular cloud in each of these sources is an Infrared Astronomical
Satellite (IRAS) source. The fact that the ionization front is collecting gas into a
5
o
O A
Figure 1.1 A planar shock front approaching a dense clump (0). As the shock fronthits the clump It slows down, and the clump flattens out, this corresponds to htype A morphobgy. The clump contracts under the influence of the shock fron^^ and
shields the gas behind it from ionization as the shock front passes, this correspond tothe type B morphology. The clump continues to contract and shield the gas behind
It, forming a cometary morphology, this corresponds to the type C morphology.
ridge or core in many of these sources makes them excellent candidates for the glob-
ule squeezing or collect and collapse mode of triggered star formation (Elmegreen,
1992, 1998). These clouds are also divided into three morphological types, shown
schematically in Figure 1.1. The first is type A, which has a moderately curved rim,
and looks much like a shield in three dimensions. The second is type B, which has a
more tightly curved rim near the head of the cloud, but which tends to broaden near
the tail. Type B is also known as an elephant trunk morphology. The third is type C
which has a very tightly curved rim and a well defined tail. Type C is often called
a cometary cloud. The shock induced collapse models of VC as well as observations
of the expanding ionization front of the Orion OB 1 association (Ogura & Sugitani,
1998) suggest that these morphological types of bright rimmed clouds may actually
be a time evolution sequence with clouds evolving from type A through type B to
type C.
The Bright-rimmed clouds which we have observed are excellent candidate sources
for observing radiation-driven implosion as they contain one Young Stellar Object
(YSO) and one shock front which is moving approximately perpendicular to the line
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of sight of the observer. What makes this study particularly compelling now is that
our observational capabilities are improving to the point where we can start to do
surveys of these sources using several millimeter and submillimeter molecular tracers.
At the same time, numerical studies are starting to become accurate enough to model
shock triggered collapse (Boss, 1995; Foster & Boss, 1996; Foster & Boss, 1997; VC).
These studies have found that shocks with velocities less than 45 km s-^ can cause
cores to collapse, but fast shocks (> 100 km s-) tend to destroy the principal cooling
molecules, leading ultimately to the destruction of the cloud (VC). These models also
yield an appreciable number of binary and multiple star systems, which are common
in our galaxy, yet difficult to form by spontaneous, isolated star formation. The VC
models tend to reproduce characteristics of observed cometary clouds thought to be
small scale triggered star formation regions (Elmegreen, 1992, 1998).
In order to perform a detailed study of sites of triggered star formation, that can
be compared to the hydrodynamic models of VC, we conducted a survey of bright-
rimmed clouds identified by SFO. Bright-rimmed clouds are a good stepping stone
towards understanding triggering. They have a simple geometry which can be easily
understood. They do not possess the multiple winds and shock-fronts of star forma-
tion in clusters. And they resemble the evolving morphology of wind driven collapse
(VC). In this work we probe the molecular gas using various molecular transitions
in the millimeter and submillimeter wavelengths in order to probe molecular gas in
different physical states to build up a picture of how the molecular cloud reacts to
the shock front. We also probe the hydrodynamic models by making synthetic obser-
vations of them using Local Thermodynamic Equilibrium (LTE) and Large Velocity
Gradient (LVG) radiative transfer codes we developed. Through a comparison of
our real and synthetic observations we attempt to rate the success of hydrodynamic
models at explaining simple triggered star formation. In addition, the synthetic ob-
servations will help guide our real observations of bright-rimmed clouds in looking for
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predicted structures. We theu will be able to apply the logons we loam in this study
to improving the models as woll as to studying n.ore ccnuplox star formation rogions.
1.4 The Classic Blue-shifted Asymmetric Signature of Infall
As we look at both our observed and modolod spectral lino profiles, wo n.ako
eomparisons to profilers that have boon previously observed m infalling cloud cores.
One of the most common spectral signatures of an infalling cloud coro is the "classic-
asymmetric: blue line profile. This occurs whenever an optically thick transition is
ol)S(. v(Kl in an infalling cloud core which is not resolved by the telescope beam. The
infalling core must also have both a density and excitation temperature gradient which
peaks in the center and falls off towards the edges. The origin of the lino asymmetry is
presented in Figure 1.2. The spherically symmetric, infalling cloud core is divided into
hemispheric layers numbered 1 through 8, with layer 1 being closest to the observer,
and lay(u- 8 being farthest away. Infall velocities increase as the radius docn^ases,
which is in agre(>ment with free-fall models of collapse (Shu, 1977). Within a given
layer, thv, density, temperature, and velocity are constant. Emission from layers 1
through 4, on the near side of the protostar, appear redshifted to the observer. The
emission from layers 5 through 8, on the far side of the protostar, appear blueshifted.
The emerging line profile from the collapsing core is shown on the bottom l(>ft of tlu^
figure. The liiu^ is broken into velocity bins, and the layer responsible for the emission
in that bin is indicated by its number. The emission from the inner layers on the
near (redshifted) side of the protostar is partially absorbed by the cooler foreground
layers before reaching the observer. The emission from the far (blueshifted) side of
th(! protostar is not absorbed by the foreground layers because the foreground layers
are either hotter than the layer in which the emission originated or at a substantially
different velocity than the layer in which the emission originated. Therefore, the
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redshifted emission is preferentially absorbed giving the emerging line profile a blue
asymmetric self-absorbed signature.
The "classic" asymmetric line profile signature has been used extensively to study
infall (Snell & Loren, 1977; Zhou, 1992, 1995; Mardones et al, 1997; Gregersen et al.,
2000). However, as we will discuss in §4.2, this signature becomes less effective ai
identifying regions of infall when we survey kinematically complex regions. Narayanan
et al. (2002) have shown that rotation and outflow can also produce blue asymmetric
line profiles. It is sometimes possible to distinguish between infall, rotation, and other
effects which may result in an asymmetric line profile by observing the asymmetry in
its spatial context on the sky. One way of doing this to to create a centroid velocity
map. A centroid velocity is defined as the velocity which divides the area under a
spectral line profile into two regions of equal area. Narayanan et al. (2002) find that a
rotating and infalling cloud has a "blue-bulge" signature in the centroid velocity map
of self-absorbed line profiles such as HCO+ and CS. We will create centroid velocity
maps in order to place this aspect of the spectral line profile shape into a spatial
context.
1.5 Organization of this Work
In this thesis, we report on our millimeter and submillimeter molecular line ob-
servations of bright-rimmed clouds and on comparisons of these observations with
the hydrodynamic models of VC. The organization of this work is as follows. In
Chapter 2, we present the VC models and describe the radiative transfer calculations
we performed to generate synthetic observations of these models. We will generate
spectral 1ine data as well as standard observational products such as integrated in-
tensity maps and compare the features we observe with the features present in the
input models. In Chapter 3, we present our new observations of seven bright-rimmed
clouds from the SFO catalog of bright-rimmed clouds, as well as observations of three
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Figure 1.2 Classic blue-shifted asymmetric signature of infall. A schematic view illus-
trating the formation of the asymmetric blue-shifted line profile towards an infalling
cloud core.
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Bok globules for comparison. We also present standard observational parameters, and
characteristics such as infall signature which is found in several star forming cores.
In Chapter 4, we compare the models and observations both qualitatively and quan-
titatively and identify discrepancies which may indicate shortcomings in the model
or discrepancies in our assumptions regarding the physical or chemical conditions in
these regions. Finally in Chapter 5, we present the conclusions and outline strategies
to improve upon this work.
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CHAPTER 2
HYDRODYNAMIC MODELS OF WIND TRIGGERING
2.1 Introduction
The process of triggered star formation can be better understood by comparing
models with observations of candidate triggered star formation regions. Theoretical
models of normal star formation have been formulated and tested for some time, al-
ways pushing the envelope of available computing power. Larson (1969a) created a
numerical model of a spherically symmetric collapsing protostar assuming an initially
isothermal sphere and used this model to derive the evolution of the spectral energy
distribution of the protostar as it evolves (Larson, 1969b). Shu (1977) refined this
isothermal collapse model, providing a simple recipe for spherically symmetric proto-
stellar regions. This model while being simplistic is still used as a starting point in
many test cases. As the modeling of star formation moved beyond the one dimen-
sional paradigm, dealing with the angular momentum within a collapsing protostar
became a problem (Shu et al., 1987). Magnetic interaction between the protostar
and an accretion disk was postulated to alleviate this problem. This interaction even
helped to explain the presence of jets and bipolar outflows around young stars (Shu
et al., 1988).
Attempts to model triggered star formation have also been going on for some
time. Bertoldi (1989) developed an analytic model to model the photoevaporation of
an interstellar cloud by radiation-driven implosion. This model is quite applicable to
the SFO catalog of bright-rimmed clouds which are all being photoevaporated by an
ionization front. Bertoldi k McKee (1990) created an analytic model of an equilibrium
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cometary cloud, also exposed to the ionizing radiation of a new star. They found that
the shape of the resulting cometary cloud depends on the cloud mass, the ionizmg
flux, and the adiabatic index of the gas. They also found that the rocket effect of
the photoevaporating gas causes the cloud to accelerate away from the newly formed
star. Lefloch & Lazareff (1994) used a two dimensional hydrodynamic model to
simulate the formation, evolution, and morphology of cometary globules formed by
radiation-driven implosion. They found that the process typically entails two stages:
First, collapse in a short timescale (10^ yr) with maximal compression occurring
early in this phase. After maximal compression the globule tends to undergo free
expansions and re-compressions. This stage typically lasts approximately one tenth
of the globule's lifetime. Second, a quasi-static cometary phase sets in. The cometary
phase is typically terminated when the globule becomes overwhelmed by small scale
instabilities and is destroyed. Two observed regions of radiation-driven implosion
seem to agree fairly well with the Lefloch & Lazareff (1994) predictions (Lefloch &
Lazareff, 1995; Lefloch et al., 1997).
2.2 Hydrodynamic Models of Shock-Triggered Star Forma-
tion
Within a collapsing molecular cloud which is forming a star there are several
important forces. Like many astronomical phenomena, gravity is very important,
however the densities are so great that pressure is also important, so these regions
must be treated hydrodynamically. In addition to gravity, magnetic fields also play
an important role (Shu et al., 1987) so a full treatment of these regions requires
magneto-hydrodynamic simulations.
There are two fundamental numerical techniques which have been developed to
numerically simulate hydrodynamics. The first technique involves solving these equa-
tions on a grid or series of grids. This method allows us to solve for the physical
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conditions within every cell of the grid, but it does not easily allow us to follow col-
lapse to very small resolutions and high density. A more recent implementation of
the grid method, which allows for varying resolution during an integration is adaptive
mesh refinement (AMR) which has been used to study molecular cloud collapse (TVu-
elove et al., 1998). A second numerical technique, Smoothed Particle Hydrodynamics
(SPH) (see Monaghan, 1992, and references therein), allows us to follow collapse
a much wider dynamic range of densities and resolutions. The drawback is that
gions of relatively low density compared to the peak density are not as well sampled.
As we are interested in following the process of collapse the SPH method seems more
suitable than the grid method.
VC have developed a hydrodynamic code for studying molecular cloud collapse,
star formation, and wind-blown triggering. It does not simulate the motion of an
ionization front into a molecular cloud core, which is the situation we observe in
bright-rimmed clouds. There are several reasons why we think that the VC wind-
blown triggering model is a valid model to study and compare with the radiation
driven implosion which takes place in bright-rimmed clouds. The wind-blown model
creates a shock front which moves into the molecular core at a velocity on the or-
der of several km s just as the ionization front moves into the molecular core in
bright-rimmed clouds. The morphologies of the VC wind-blown triggering models
are the same as the bright-rimmed cloud morphologies. The VC wind-blown model
simulates the dissociation and ionization of hydrogen which occurs at the shock front,
resulting in the molecular gas ridge which is also observed in bright-rimmed clouds.
The VC wind-blown triggering model also contains several features that make it par-
ticularly adept at studying molecular and atomic gas processes over a large range of
temperatures and densities.
The pressure in the hydrodynamic equations is derived from the equation of state.
It is important to accurately model the equation of state as fluctuations in the adi-
14
abatic index below 7 = 4/3 result in an instability which encourages the cloud to
collapse. VC assume local thermodynamic equilibrium, and solve a chemical network
of 39 elements and 316 ions using the Saha equation. Their calculations assume an
equilibrium mix between the ortho and para states of hydrogen. Figure 2.1 shows the
adiabatic index in the VC models as a function of temperature at several densities.
VC account for molecular cooling, grain cooling, and atomic line cooling in their
hydrodynamic models. They do so under the assumption of thermodynamic equilib-
rium and low optical depth. At high densities the assumption of low optical depth is
not valid, while in the range of densities followed in the models this effect should be
negligible (VC). Below approximately 2000 K molecular cooling dominates, however
above 2000 K atomic line cooling and dust grain cooling tend to dominate.
Magnetic fields are important in the study of molecular cloud collapse and star
formation. The VC hydrodynamic model includes the effect of magnetic fields using a
magnetic pseudofluid (Cameron, Vanhala, & Hoflich, 1997). The underlying assump-
tion in this case is that the magnetic field is fully tangled and frozen into the gas.
This reduces the full magnetohydrodynamic calculations by adding scalar terms for
the magnetic energy and pressure that vary as the 4/3 power of the density.
The density ratio across a standard shock front is usually defined as the ratio
(7 + l)/(7 - 1), however in these shock fronts the adiabatic index changes as a
function of temperature and density. VC solve the Rankine-Hugonoit jump equations
directly in order to follow the physical condition changes across the shock front. The
density jump VC simulate can approach a factor of 40, however the magnetic field
tends to lower this factor. The density jump nears this peak in the 10 to 70 km s"^
shock velocity range, which is on the order of stellar winds and certain supernova
shock front velocities.
The VC simulations consist of a spherically symmetric core embedded in a cloud
which is impacted by a cylindrical stream of shock particles. The number of particles
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Figure 2.1 Adiabatic index 7 in the VC models as a function of temperature at the
densities (a) lO'^^ g cm'^, (b) IQ-^i g cm-^, (c) IQ-^^ g cm-^, (d) IQ-'^ g cm-^,
assuming an equilibrium mix of the ortho and para states of hydrogen. The major
features are marked in the figure by the roman numerals I-VI, and they correspond
to the excitation (I) and dissociation (II) of hydrogen molecules, the dissociation of
CO molecules (III), the ionization of hydrogen atoms (IV), and the single (V) and
double (VI) ionization of helium atoms. The smaller wiggles at high temperatures
are due to multiple ionizations of C, N, and O atoms. The line at 7 = 4/3 marks
the boundary between stable (7 > 4/3) and unstable (7 < 4/3) systems. Figure and
caption are courtesy of VC.
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niaking up tho core, and those making up the background cloud remains fixed an
numbers approximately 15,000 depending on the simulation. As the stream impacts
t he core more particles are continuously added to the bac:k of the stream, however as
stream particles move beyond the region of interest they are recycled into the back
of the str(>am. In most cases a total of 20,000 to 40,000 particles are involved in each
simulation. The core is created by imposing an artificial force on the system which
guides the particles into the desired profile. The benefit of this method is that the
core density profile rejoins the density of the background gas, Ur'^^ g cm-\ without
any discontinuities. This artificial force is removed when the simulation begins, and
since the core is gravitationally unbound it initially begins to expand before the shock
front begins to effect it. Without the introduction of the shock front the core would
dissipate and no star formation would occur.
2.3 Modeling the Radiative Transfer in Hydrodynamic Mod-
els
Although VC provide a detailed simulation of the physical evolution of wind-blown
triggered star formation, one cannot directly compare the simulation with observa-
tions. The VC models simulate the temperature, hydrogen density, the fraction of
hydrogen atoms in molecular hydrogen, and the velocity at each point in the simula-
tion. We do not directly observe these quantities, although we do try to infer them.
We typically observe the millimeter and submillimeter emission of the rotational tran-
sitions of molecular gas tracer molecules such as CO. In order to facilitate a better
comparison between the VC models and our observations (see Chapter 3) we have
developed a method for simulating the rotational emission of our tracer molecules and
creating synthetic observations of a simulation whose physical parameters are known.
We do this in three steps: First we populate the rotational excitation quantum levels
of the molecuh; of which w(^ wish to create synthetic observations. We do this in one
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of three ways
- (i) under the assumption of local thermodynamic equilibrium (LTE),
or (n) we assume that there is a large velocity gradient (LVG) decoupling regions of
the simulation radiatively from each other, or (iii) we perform a full Monte Carlo
simulation of the radiative transfer. Second, we project the simulation on the sky
plane by rotating it into the orientation we want and moving it to the distance at
which we wish to observe it. Third, we integrate the total intensity and optical depth
along the line of sight in order to build a spectrum at every point in the sky. We also
convolve this to the beam size we desire. These steps are discussed in detail below.
2.3.1 Calculating the Rotational Quantum Level Populations
We have three methods of calculating the level populations. Why do we use so
many different methods? Why not just use the most accurate method? Unfortunately
as the accuracy of the method increases, the computational cost also increases and
becomes prohibitive for use on the models we have and with the computers we have at
our disposal. Fortunately computational capacity is increasing at such a rate that soon
we will be able to use the most accurate method, Monte Carlo, on large simulations.
For this work we have used the Monte Carlo method only on spherically symmetric
models. The simplest model, LTE, we have applied to all the VC hydrodynamic
models for all the observed transitions, while the LVG model has been applied to all
the HCO+ and E^^CO+ transitions of the VC models.
The basic equation that governs the excitation of the molecular tracers is the
statistical equilibrium equation, which is
j j j 47r J j
^'^
(2.1)
This equation expresses the equilibrium condition where collisional excitation, colli-
sional de-excitation, spontaneous de-excitation, stimulated excitation, and stimulated
de-excitation are all balanced such that the fraction of molecules at any particular
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rotational quantum level is constant. In the equation above is the density of the
molecular tracer in the rotational quantum level ,/ =
^^ is the spontaneous emis-
sion rate or Einstein A coefficient, B.,
.s the stimulated emission or absorption rate
coefficient also known as the Einstein B coefficient, is the collisional rate coef-
ficient, h is the radiative intensity at frequency is the profile function of the
J = i-^j transition, and Q is the solid angle. The difficulty in solving this equation
is that the level population is necessary in order to determine the radiative intensity.
However in order to determine the level population we need to know the radiative
intensity. Therefore this equation typically is solved in an iterative fashion.
2.3.1.1 LTE
The simplest assumption we can make in populating the rotational levels of the
molecular tracer is that the molecule is in thermodynamic equilibrium. This means
that collisional excitation and de-excitation dominates over spontaneous de-excitation
and stimulated excitation and de-excitation. This reduces equation 2.1 to
J^njC,,
-n.X^Cy =0. (2.2)
3 j
At densities higher than the critical density for each transition this is a valid assump-
tion. The critical density is defined as
Aui.
^crit = 77^, (2.3)
that is the density at which the collisional de-excitation and spontaneous de-excitation
rates are equal. The critical density varies for each transition and is also a dependent
on the gas temperature through the dependence on the collisional coefficient Cui- We
present the critical densities of the molecular transitions we survey in Table 2.1. The
critical densities of the HCO+ transitions are much higher than the CO transitions.
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Table 2.1. Critical Densities
Transition
, ^''^"V
.
(cm""*)
HCO+ (J = 3 -> 2)
^
HC0M^^ll±3^ 6 4 X 0^
coTT^T^^or^ ^
Note. — These critical densities are calculated under the assump-
tion of a kinetic gas temperature of 30 K. HCO+ collisional coeffi-
cients were obtained from Flower (1999). CO collisional coefficients
were obtained from Flower (2001). Molecular parameters were ob-
tained from Pickett et al. (2000, 1998).
Typically the molecular hydrogen densities within molecular clouds are around 10^
cm-3 or so, and in the centers of a condensing cloud the molecular hydrogen density
can rise to around 10^ cm-^. The assumption of thermodynamic equilibrium is gen-
erally more valid for the CO transitions than the HCO+ transitions in the regions we
are observing and theoretically modeling.
The equilibrium equation can further be simplified using the relation between
collisional excitation and de-excitation,
C/u = — e kTC^i, 2.4
9i ^
'
where u > I, g, is the degeneracy of the i^^ energy level, and T is the temperature.
By combining these equations we find that the density of the molecular tracer in the
rotational quantum state J = z is
ff,exp(^
)
n^ = n-
-rikr. (2.5)
Ej5jexp(^^j
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where n is the total density of the tracer and is the energy of the J . ^ quantum
level. Since these relations do not depend on the radiation field, we can solve for
the quantum level populations using this method without the need for an iterative
process. However the assumption of thermodynamic equilibrium is rarely valid for
molecular tracers in the interstellar medium.
2.3.1.2 LVG
A slightly more computationally intensive solution is to solve the statistical equi-
librium equation (2.1) without assuming that the collisional terms dominate, but
to ignore the radiation field that passes between individual cells of the simulation
space. We assume the energy density within the cell to be composed both of emis-
sion arising from within the cell and background emission. The relative contribution
of background emission and emission from within the cell is governed by an escape
probability,
^. The energy density in the cell is given by the expression
47r
w =
—[/5/6, + (1-/3)5], (2.6)
where kg is the mean intensity of the background emission, and S is the mean intensity
of emission arising within the cell, otherwise known as the source function. The escape
probability, /3 is calculated according to the Sobolev approximation, also known as
the Large Velocity Gradient (LVG) approximation (Scoville k Solomon, 1974; Rybicki
k Hummer, 1978). An underlying assumption of this method is to assume that the
optical depth, r, across the cell is a function of the velocity gradient, g, across the
cell. This assumption arises from the fact that if a gradient does exist the emission
from one location will be absorbed only within a region of gas at approximately the
same velocity. Once a photon enters a region of gas at a significantly different velocity
than the gas at which it was emitted, it has a very low probability of being absorbed
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and therefore is likely to escape the cloud. The expression for the optical depth as a
function of velocity gradient is
_
he fdvY^
''~4^[Tz) (2.7)
(Rybicki k Hummer, 1978).
In the case of our models we assign a turbulent velocity width to each cell. We
do this because observations of molecular clouds have shown that the lines arc much
broader than the expected thermal widths. We select a turbulent width of 0.25 km s'^
for the VC models on which we chose to make synthetic observations as this yields
a fairly good match to observations. This turbulent velocity width becomes our dv.
Strictly speaking, dv should be some measure of the velocity gradient across our cell,
however we have used the approximation that the velocity gradient in each cell is
0.25 km s-^ In a future iteration of the LVG model we will rectify this situation and
assign a measured velocity gradient for each cell. Since our models always involved
cubic cells we chose the length across any dimension of the cell as dz. The escape
probability, P can be derived from the optical depth using the expression
1 r 1 -
(Rybicki & Hummer, 1978). When (3 is inserted into equation 2.6 we can derive the
energy density within the cell, which is related to the intensity through the equation
dQdiy. (2.9)
From this equation we derive the mean intensity, ^ / I^dQ which we can use in
equation 2.1 to find the population at each rotational energy level. Of course changing
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the level populations changes the optical depths for each transition requiring us to
iteratively approach the correct level population.
Since several iterations are typically required m order to for the level popula-
tions to converge, the LVG method is more computationally intensive than the LTE
method. What we gain from this process is a better solution for regions in which
collisional processes do not dominate. Typically in low density regions, such as molec-
ular clouds, collisional processes do not dominate and the full statistical equilibrium
problem must be solved. The LVG method described here does not account for the
radiative coupling between cells in the simulation. We assume that emission within
one cell is either absorbed within that cell or escapes out of the cloud, but in regions
where there is not a large velocity gradient photons emitted in one cell can be ab-
sorbed into another cell. In order to explore the radiative coupling of cells a much
more intensive calculation is required.
2.3.1.3 Monte Carlo
The Monte Carlo is the most numerically intensive radiative transfer model we
use. The basic procedure involves creating photon packets either at random locations
within the simulation or at random location on the boundary of the simulation and
allowing these photon packets to propagate along random vectors through the sim-
ulation. As the photon packets interact with each cell they excite and de-excite the
various levels through stimulated absorption and stimulated emission. In addition
the packets pick up extra photons as a result of spontaneous emission within the
cell. As the number of photon packets included in the simulation increases the level
populations of the individual cells approach convergence. This technique has been
discussed and implemented several times for use in calculating the level populations
of molecular clouds (Bernes, 1979; Park k Hong, 1995; Park et al, 1996; Juvela, 1997;
Hogerheijde & van der Tak, 2000), however it is still too computationally expensive
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to ™ode, the VC three dimensional hydrodynamic modeis using this method We do
however use the one dimensional Monte Carlo radiative transfer model of Hogerheijde
& van der Tak (2000) both to check the accuracy of our LVG and LTE methods as
well as in an illustrative case in Chapter 4.
We compare the results of each type of model on a spherically symmetric case
of an isothermal infalling sphere (Shu, 1977). The sphere has a maximum molecular
hydrogen density at its center of 2.5 x 10^ cm- and tapers to a density of 1 x 10^
cm-3 at the edge. In the LTE, LVG, and Monte Carlo cases we use a sphere of 4 x 10^^
cm in radius with 50 logarithmically spaced cells. We modeled the level population of
the HCO+ molecule at two abundances relative to molecular hydrogen, 1 x IQ-^ and
1 X 10-«. Figure 2.2 shows the fractional populations in the first four rotational levels
as a function of radius for all three models with the lower relative abundance. In this
case there is a relatively low optical depth in all the HCO+ transitions. The LVG
model approaches the accuracy of the Monte Carlo method in this case as over most
of the sphere photons either are absorbed at a nearby radius or tend to escape the
cloud. Discrepancies between the LVG and Monte Carlo models may be the result of
assigning a uniform velocity gradient equal to the turbulent velocity width to each
cell. Measuring the actual velocity gradient across the cell would probably result in
a better fit of the LVG model to the Monte Carlo model. The LTE method does a
poor job as the density is too low over most of the sphere to thermalize the rotational
populations.
Figure 2.3 shows the fractional populations in the first four rotational levels of
HCO+ as a function of radius for all three models with a higher relative abundance.
In this case the optical depth, especially in the lower transitions, is fairly high. As
a result the LVG model does a worse job that the Monte Carlo model at modeling
the level populations. There is a higher tendency for photons to be absorbed in a
different radial cell than the one they emerged from. The Monte Carlo model appears
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Figure 2.2 Level population models in a one dimensional system at moderate opti-
cal depths. A gravitationally collapsing isothermal sphere, following the structure
suggested by Shu (1977) has been input into three radiative transfer models. Each
assumes a relative abundance of HCO+ to molecular hydrogen to be 1 x 10~^ The
graphs indicate the fraction of the HCO+ population in each of the first four excitation
levels at different radii within the cloud. The solid line represents the Hogerheijde
k van der Tak (2000) Monte Carlo method. The dashed line represents the LVG
method discussed in this paper, and the dotted line represents LTE excitation.
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to match the LTE model fairly well at small radii where the density is quite high in
these regions the HCO+ rotational quantum levels are nearly thermalized.
2.3.2 Projecting the Model into the Sky Frame
Once the level populations are derived we rotate the molecular cloud model into
the orientation in which we wish to observe it. A spherically symmetric model appears
the same regardless of the orientation, so we need not manipulate a spherical model
before creating synthetic observations, however the VC models are three-dimensional
and therefore we must rotate them into the orientation in which we wish to observe
them. The bright-rimmed clouds which SFO have observed are typically oriented so
that the shock front is moving nearly perpendicular to our line of sight. We choose
to rotate the VC models so that their shock fronts are perpendicular to the line of
sight in order to make our comparisons with bright-rimmed clouds more direct.
We accomplish the rotation by first rotating the model by an angle 9 around the
y-axis. We then rotate the cloud around the z-axis by an angle of 0. Both of these
rotations are in the right handed sense. This results in a coordinate transformation
of
x' \ I cos 6* cos 0 -sin0 sin 6' cos 0 ] [ x
cos 6* sin 0 COS0 sin 0 sin 0 y , (2.10)
sin 6' 0 cos^
J \
^
J
where (x, ?/, z) is the coordinate system of the protostellar frame, and {x', y', z') is the
coordinate system of the observer. Figure 2.4 illustrates this coordinate transforma-
tion. After reprojection the line of sight is in the direction of the z'-axis, and the sky
plane is defined by the x',y' plane. The x'-axis points in the direction of increasing
right ascension and the y'-axis points in the direction of increasing declination.
At this point we also can resample the data to a higher or lower spatial resolution.
We tend to oversample by a small factor (~ 1.2) in order to assure that the model is
fully sampled after reprojection.
y'
V ' J \
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Figure 2.3 Level population models in a one dimensional system at high optical depths.
A gravitationally collapsing isothermal sphere, following the structure suggested by
Shu (1977) has been input into three radiative transfer models. Each assumes a
relative abundance of HCO+ to molecular hydrogen to be 1 x 10~^ The graphs
indicate the fraction of the HCO+ population in each of the first four excitation levels
at different radii within the cloud. The solid line represents the Hogerheijde k van
der Tak (2000) Monte Carlo method. The dashed line represents the LVG method
discussed in this paper, and the dotted line represents LTE excitation.
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Figure 2.4 Projection of the three dimensional models onto the sky-plane Proiof the model onto the skv nl«np . , ^^°J
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roundthe z-axis. We then integrate along the line of sight 2
populate the sky plane.
2.3.3 Observing the Model
Creating the model spectra along each line of sight involves integrating the in-
tensity for each velocity bin of the spectrum. In each cell along the line of sight we
calculate the source function, 5„, which measures the intensity of radiation resulting
from spontaneous emission for a particular transition and frequency within a given
cell based upon the physical conditions and level population which we previously
calculated. The source function for a transition J = u ^ I is given by the expression
niBiu - UuBui
'
(2.11)
We also calculate the opacity within each cell which is a measure of the stimulated
absorption per unit length minus the stimulated emission per unit length. The opacity
is expressed as follows,
(2.12)
from which we can derive the optical depth in the cell, = a^z where z is the length
of the cell along the line of sight. The equation of transfer states that the radiative
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intensity is
By integrating the equation of transfer along the line of sight we can solve for which
is what we observe. We convert the radiative intensity into a brightness temperature
using the Rayleigh-Jeans law,
c2
^'^'^ = 2^ (2.14)
This allows us to directly compare our synthetic spectra to observational spectra
which are typically measured in thermal units.
The final step in the process of creating synthetic observations of models is to con-
volve our spectra to the beam width of the telescope we use to make real observations.
We do this by assigning a distance to the object being modeled and then we apply
a gaussian convolving kernel to the spectral line map. In order for our observations
to be well sampled there must be several input spectra convolved within any given
beam width. We choose distances at which the distance between spectra in our input
model is less than 5", allowing us to convolve down to a beam size of 20" without
undersampling the beam.
2.4 Radiative Transfer Modeling Results
We obtained five models from VC in which we have used the techniques discussed
in this chapter to make synthetic observations. We model several time steps in each
simulation in order to observe the evolution of the star forming region. For all the
models we use molecular abundances relative to molecular hydrogen given by Hoger-
heijde et al. (1999). The relative abundance of CO to molecular hydrogen is 10"^
The relative abundance of HCO+ to molecular hydrogen is 10~^ We use isotopic
ratios for ['''C\:[^^C] of 64 and [i60]:[i80] of 540. We have also assumed a turbulent
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velocity width of 0.25 km s-^ We've assumed T nr^l Th. aLoca Thermodynamic Equilibrium for
CO and its isotopes and used the LVG approximation for HCO+ and its isotopes We
place the models at a distance of 400 pc and convolve to beam widths equal to the
beams of telescopes we use to observe bright-rimmed clouds as discussed in Chap-
ter 3. We have rotated the models so that our line of sight is perpendicular to the
propagation direction of the shock front. In all of our maps the shock front travels
from east to west. We use molecular parameters from Pickett et al. (2000, 1998) and
coUisional rate coefficients for the HCO+ rotational excitation from Flower (1999).
Table 2.2 indicates the parameters of each of the VC models. The table indicates
the peak density in the core the effective magnetic field strength B,,^ the shock
velocity the core mass, if the core collapsed, the time in which it took for the
core to collapse or how long the simulation was run if the core did not collapse, and
the fraction of the original core mass in the collapsing protostar f,,,,. In order to
quantify the effect of triggering we have chosen models in which collapse did and did
not occur, to see if we can differentiate between them. We also chose models with
and without an effective magnetic field, models with diff-erent shock front velocities,
and a model which formed a binary system. All the models have initial core radii of
~ 0.1 pc and are embedded in a background cloud of density lO^^i g cm-^.
For each simulation run we present the spectra in the direction of the core center,
integrated intensity maps of the emission in each rotational transition, and centroid
velocity maps of the self-absorbed HCO+ transitions. We present these particular
views of the modeled observations because they are commonly presented in obser-
vational studies (including our own observational studies of bright-rimmed clouds in
Chapter 3). Negative velocities correspond to blue-shifted emission and positive ve-
locities correspond to red-shifted emission. The line profiles often show indications of
self-absorption and the "classic" blue asymmetric line profile indicating infall. The
integrated intensity maps indicate the morphology of the emission region on the plane
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Table 2.2. Simulation Runs: Initial Conditions
Run^ (ecm~3
Pmax Beff v^h Core Mass
g - ) (^G) (km"s-^)
~Jm'J^^ Collapse? ^™)'
/,core
F 7.35 X 10-1^ 0 25
0 7.28 X 10-i« 1 50
Q 6.87 X 10-1^ 1 19
K 7.28 X 10-^« 1 10
I 7.49 X 10-19 1 10
3.317 Yes 5.76 x 10^ 0.312
3-735 No 3.12x10^ ••.
4.872 Yes 3.00 x 10" 0.333
3.735 No 2.45x10^
19.87 Yes^ 9.74 x 10^ 0.428
^Hydrodynamic models were provided by VC and follow the same naming scheme.
^Run I actually produced a binary star system.
of the sky. The centroid velocity maps can be used to see trends in the kinematics
across the cloud as well as to find the signature of spectral changes which may indi-
cate infall or outflow. One example is the blue bulge signature which is a result of
the disruption of an ordered velocity gradient across a rotating cloud by blue asym-
metric line profile resulting from infall within the rotating cloud (Narayanan, 1997;
Narayanan et al., 1998, 2002). In all the figures below the shock front moves perpen-
dicular to the line of sight from east to west. The ionized gas wind blows directly
from the east and the molecular gas is swept into a ridge which is aligned north-south.
We will highlight those features which require special attention in each simulation.
2.4.1 Run F
Run F depicts a 3 M© cloud core under the influence of a 25 km s~'^ wind. The core
becomes self gravitating after 5.76 x 10^ years to form a star of approximately 1 M©.
Figure 2.5 shows our modeled spectra for the cloud core position at various time steps
in the hydrodynamic simulation. In the earliest timestep, 2.1 x lO"* yr, there is some
self absorption of the main HCO+ line relative to 11^^00+. In the HCO+ (J = 1 -> 0)
and HCO+ (J = 3 —) 2) a blue asymmetry is visible, which arises from the infalling
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motion around the cloud core. At this point in the simulation the shock front is just
reaching the core position, so it corresponds most closely to a SFO type A morphology.
The next timestep, 2.7 x 10^ yr, also corresponds to a SFO type A morphology, but
the shock front has just passed through the core. The linewidths at this timestep
are larger, between 3 and 4 km s-, and the blue asymmetry indicative of infall is
more visible in all the transitions. In the third timestep, 4.2 x 10^ yr, the asymmetry
of the main HCO- lines relative to their H-CO+ counterparts is reduced, although
infalling motions around the core continue. This may be due to an effect explored
in §4.2 where the presence of a temperature gradient which increases away from the
core center tends to lessen the blue asymmetric infall signature. The line profiles have
become more narrow, though a tail is visible on the HCO+ (J = 1 o) transition. In
the final time step, 7.0 x 10^ yr, the shock front has moved well beyond the simulation
space leaving a cometary cloud that resembles a SFO type C morphology. At this
point the core is gravitationally bound and the HCO+ line profiles are nearly gaussian,
with potentially a slightly bluer centroid than their E^^CO+ counterparts.
Figure 2.6 depicts the evolution over time of the HCO+ integrated intensity maps
of VC simulation run F. The top row is the HCO+ (J - 4 -> 3) emission, the middle is
the HCO+ (J = 3 2) emission, and the bottom is the HCO+ (J = i ^ o) emission.
Each column represents a different time step, evolving from left to right. The shock
front approaches from the east in all the maps we will present. At 2.1 x 10'' years,
the HCO+ emission region has assumed a shield-like shape, characteristic of a type A
morphology. Both the core and the envelope are visible in all the HCO+ transitions.
At 2.7 X lO"* years, the core, located at a right ascension offset of approximately 100" is
the source of the majority of the HCO+ (J = 4 3) emission. The movement of the
shock front through the core region has had a pronounced effect on the excitation of
the HCO+ molecule. In the HCO+ (J 1 ^ 0) transition the emission from the core
dominates, but the emission from the swept up gas is significant. At 4.2 x 10^ years
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Figure 2.5 HCO+ and Hi^CO+ line profiles at various time steps in simulation F. The
solid line is the indicated HCO+ transition, while the dashed line is the corresponding
H^^CO+ isotopic line. The isotopic line has been magnified relative to the main line
by a factor of 5 at 2.1 x 10"^ yr, and by 10 in all other time steps.
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the type B morphology is clearly visible in all the HCO- integrated intensity maps
especially in the HCO- (J = 3 2) transition. While the HCO- [J = 4 ^ 3) and
HCO- (J = 3 2) emission peaks at the star forming core, located at the head of the
cloud, the HCO- (J = 1 _ 0) emission is more uniformly distributed over the entire
cloud. From this we mfer that although the star forming core is very dense, most of
the mass from the core has been blown down the tail of the cloud. VC confirm this in
their simulation, roughly 2/3 of the core gas gets stripped from the core by the wind.
Another interesting feature in the HCO- (J = 4 3) and HCO- ( J = 3 ^ 2) maps
is the presence of a second clump, trailing the star forming core by approximately 60".
Although not bound, this clump may indicate that even with a uniform wind, there
can be some fragmentation of the gas stripped from the star forming core. These
fragments may later also become self-gravitating and form stars in a process called
sequential star formation (Sugitani, Tamura, & Ogura, 1995, 1999). At 7.0 x 10^ years
the HCO- emission morphology resembles a cometary or type C cloud. Once again
the HCO- (J = 4 3) and HCO- (J = 3 ^ 2) emission peaks at the star forming
core, which is at the head of the cometary cloud. The HCO- (J =r 1 -> o) emission
peaks near the tail of the cometary cloud, where the density is low, but the column
density is fairly high, though emission along the tail of the cloud does not vary much
in this transition. At this point the star forming core is self-gravitating and much
smaller than our beam sizes.
Figure 2.7 depicts the centroid velocity maps of the modeled HCO- spectral line
profiles. At early times (2.1 x 10^ and 2.7 x lO'' years), as the molecular gas is swept
into a ridge, there is very little change in the centroid velocity across the emission
region. As the shock front engulfs the core, at 4.2 x 10^ years, when the cloud enters a
type B morphology, an ordered gradient appears in all the HCO- transitions, though
variations are most visible in the HCO- (J = 4 ^ 3) transition. The core region
stands out as having a lower centroid velocity than much of the rest of the cloud,
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Figure 2.6 Integrated intensity maps of the HCO+ emission from simulation F. The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
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The weH.I ^ u 7 l ^^"^ ^"^^^^^^^ ---lotion F.dge to the right of the centroid maps indicates the velocities of the contoursDashed contours indicate negative velocity centroids and solid contours indicate pos-itive velocity centroids. ^
while the edges of the emission region seem to have a higher centroid velocity. The
low centroid velocity at the core position may be the result of the blue-asymmetric
infall profile, while the high centroid velocity at the edges may be due to molecular
gas expansion along the shock front interface. At the latest timestep, 7.0 x 10^ years,
the centroid velocity moves from receding to approaching, then back to receding as
we trace emission from the head to the tail of the cometary cloud. This trend is
interesting because there appears to be a higher centroid velocity in regions where
there is a lot of HCO+ emission, while the centroid velocity is lower where there is
little HCO+ emission.
Figure 2.8 depicts the evolution over time of the CO integrated intensity maps of
VC simulation run F. The top row is the CO (J = 2 1) emission, the bottom is
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Figure 2.8 Integrated intensity maps of the CO emission from simulation F. The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
the CO (J = 1 ^ 0) emission. Each column represents a different time step, evolving
from left to right. At the earliest timestep (2.1 x 10^ years) the core as well as the
ridge of swept up gas is traced by the CO emission, though a broader region is traced
by CO than that traced by HCO+. The CO emission at this timestep is in a type A
morphology. At 2.7 x 10^ years the CO emission still is in a type A morphology,
but it is evolving towards a type B morphology as the shock front wraps around the
dense core. At 4.2 x 10^ years the CO emission in both the J = 2 1 and J = 1 -> 0
transitions is in a type B morphology. As with the HCO+ (J = l o) transition at
this time, the CO emission does not peak at the core position, but approximately
100" behind the core where there is a significant amount of swept up gas. Finally at
7.0 X lO'' years the CO emission is in a cometary or type C morphology with a rather
uniform amount of emission along the entire cloud. Although the density behind the
head of the cloud is rather low, the total column density, traced by the CO emission,
remains fairly high throughout the cloud.
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2.4.2 Run O
Run O depicts a 4 cloud core under the influence of a 50 km s- wind with a
1 .G effective magnet, field. The core gets pulled apart by the wind and does not
collapse into a star in this scenario. Figure 2.9 shows our modeled spectra for the
cloud core position at various time steps in the hydrodynamic simulation. As the core
fragments we define the core position to be the peak integrated intensity position of
the H»3co+ (J = 4 -> 3) emission. In the earliest timestep, 2.1 x 10^ yr, there appears
to be some self absorption, especially in the HCO- (J = 3 -> 2) line, but the HCO+
line profiles appear to share the same centroid positions as their K^^CO^ counterparts.
At the next timestep, 2.7x10^ yr, the intensity of all the lines has increased, but there
is still very little asymmetry, although the centroid of all the HCO+ lines are slightly
redshifted compared to the H'^CO+ lines. At 4.2 x 10^ yr the HCO+ (J = 4 3)
and HCO+ (J = 3 -> 2) lines have more structure which resembles a blue-asymmetry,
however the H^3co+ lines show the same structure indicating that this could just be
a superposition of cores along the line of sight. At the latest time step the lines have
lessened in intensity and are narrower than in the final timestep of run F (Figure 2.5).
Figure 2.10 depicts the evolution over time of the HCO+ integrated intensity maps
of VC simulation run O. The top row is the HCO+ (J = 4 ^ 3) emission, the middle is
the HCO+ (J = 3 2) emission, and the bottom is the HCO+ (J = i ^ o) emission.
Each column represents a different time step, evolving from left to right. At 2.1 x 10^
years all the HCO+ integrated intensity maps are peaked at the core position and show
a ridge of emission where the molecular gas has been swept up by the shock front. All
the HCO+ integrated intensity maps show a type A morphology. At 2.7 x 10^ years
the core emission now dominates the HCO+ (J = 4 ^ 3) emission, indicating that
the shock front has had a profound effect on the physical state of the core, resulting
in the collisional excitation of HCO+ to higher rotational states in the core. The
morphology of all the HCO+ integrated intensity maps is still type A, though the
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Figure 2.9 HCO+ and H^^CO+ line profiles at various time steps in simulation 0. The
solid line is the indicated HCO+ transition, while the dashed line is the corresponding
H^^CO+ isotopic line. The isotopic line has been magnified relative to the main line
by a factor of 10.
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hoad of the elephant trunk is starting to separate from the curved region of swept up
gas. The HCO^ integrated intensity maps achieve a type B morphological type at
4.2 X 10^ years. Although the HCO^ (J . 4 3) and HCO^ (7 = 3^2) emission
peaks at the core position, there are several other emission peaks behind the core and
along the ridge of swept up gas. These indicate positions of relatively high density
along the line of sight in those directions. The HCO^ (J 1 0) emission peaks at
the point where the elephant trunk emerges from the curved north-south ridge, which
is where much of the gas swept from the core position has gone. In the final timestep,
6.9 X 10^ years, the HCO+ integrated intensity maps now show a type C morphology.
Only the HCO^ (J = 4 3) emission has its highest peak at the core position, the
HCO-^ (.7 = 3-. 2) emission has three peaks of nearly equal intensity along the tail
of the cometary cloud. This is indicative of the fact that the core did not achieve
self-gravitation. The majority of the gas has been swept down the tail of the cloud.
The relative intensity of the HCO"^ (.7 = 4^ 3) in the head of the cometary cloud
relative to the tail is quite different in this case where there is no collapse compared
to run F where the core does collapse under the influence of gravity (Figure 2.6).
The HCO+ (.7=1^ 0) integrated intensity at this time, however is quite similar
to that of the final timestep of run F. This indicated that the submillimeter HCO+
transitions may be the best observational tracers to distinguish self-gravitating cores
from non-self-gravitating cores in the later stages of bright-rimmed cloud evolution.
Figure 2.11 depicts the centroid velocity maps of the modeled HCO+ spectral line
profiles. At early time steps there is not much variation in the centroid velocity of
the HCO+ lines. There is some velocity gradient along the ridge, but it is small. At
4.2 X lO"* years, the centroid velocity maps become more complex, especially in the
higher resolution submillimeter transitions. The core position is at a slightly lower
velocity than much of the rest of the cloud, however the centroid velocity map is
less well ordered than the HCO+ centroid velocity maps of run F (Figure 2.7). In
40
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Figure 2.10 Integrated intensity maps of the HCO+ emission from simulation O. The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
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Figure 2.11 Centroid velocity maps of the HCO+ line emission from simulation O
The wedge to the right of the centroid maps indicates the velocities of the contours.
Dashed contours indicate negative velocity centroids and solid contours indicate pos-
itive velocity centroids.
the final timestep of the simulation, the centroid velocity shows a gradient that runs
predominantly along the cometary cloud.
Figure 2.12 depicts the evolution over time of the CO integrated intensity maps
of VC simulation run O. The top row is the CO (J = 2 ^ 1) emission, the bottom is
the CO (J = 1 ^ 0) emission. Each column represents a different time step, evolving
from left to right. At 2.1 x 10^ years the CO integrated intensity maps exhibit a
type A morphology, however they seem a little bit more evolved than their counter-
parts at the same timestep in the HCO+ integrated intensity maps (Figure 2.10). This
may indicate the presence of ambiguities in the morphological classification scheme
which depend upon the observed emission. At 2.7 x lO'' years the CO integrated
intensity morphology is till type A, as is the HCO+ morphology. The CO emission
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Figure 2.12 Integrated intensity maps of the CO emission from simulation O The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
peaks further west than the core position where the HCO+ {J = 4 3) peaks, and
in the CO (J = 2 1) integrated intensity map there is some structure visible along
the ridge. By 4.2 x lO'' years the CO integrated intensity has assumed a type B mor-
phology. The CO (J = 1 0) peaks at the same location as the HCO+ ( J = 1 0)
integrated intensity map, however the CO ( J = 2 1) continues to show more struc-
ture along the ridge, which correspond somewhat to regions where there are dense
knots along the line of sight. Finally, at 6.9 x 10^ years the CO emission is in the
morphology of a cometary cloud with fairly uniform emission levels along the length
of the cloud, much as in the final time step of run F (Figure 2.8).
2.4.3 Run Q
Run Q is a hydrodynamic simulation of a 19 km s"^ wind impacting a 5 cloud
core in a 1 //G effective magnetic field. This core does collapse under the influence of
the wind into a gravitationally bound core 1/3 the mass of the original core after 3x lO''
years. Figure 2.13 shows our modeled spectra for the cloud core position at various
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timesteps in the hydrodynamic simulation. In the earliest timestep, 2.1 x 10^ yr the
HCO- Hnes are all self-absorbed. The HCO- (7 = 3^2) and HCO- (J - 4 ^ 3,
lines show a slight blue-asy.metry relative to their H-CO- eounterparts indicating
that the cloud is infalling. At 2.7 x 10^ yr. as the shock front reaches the core the
self absorption is still evident, and although the HCO- (.7 = 3-. 2) line shows son.e
blue-asymmetry, the HCO- (J = 1 0) line shows red-asynrmetry As the swept-
up molecular gas moves past the core at 4.2 x 10^ yr, the red-a.ymmetry becomes
quite pronounced in the HCO- (.7 = 1-. 0) transition, however the higher frequency
HCO- transitions still show a blue-asymmetry. This may still indicate that infall
is occurring, but that the excitation temperature gradient across the core is such
that standard blue-asymmetric lines are replaced by symmetric or red-asymmetric
line profiles (see §4.2). In the final timestep, 4.5 x 10^ yr, we see wide self absorbed
HCO- lines as well as wide H"CO- lines. Although at this final time step the cloud
is still in a type B morphology, the core ha^i become self-gravitating and would form
a star.
Figure 2.14 depicts the evolution over time of the HCO+ integrated intensity maps
of VC simulation run Q.The top row is the HCO+ (J = 4 ^ 3) emission, the middle
IS the HCO+ (J z= 3 ^ 2) emission, and the bottom is the HCO+ (J = i o) emis-
sion. Each column represents a different time step, evolving from left to right. The
core stands out in the earliest timestep (2.1 x 10^ years) of the HCO+ (J = 4 -> 3)
integrated intensity map as a circular knot located at an offset of 100" in right ascen-
sion. The dense ridge of swept up gas has not yet reached the center of the core at
this time. The HCO+ (J = 3 -> 2) map also shows a clearly defined core and ridge,
however the core merely shows up as a bulge in the ridge in the HCO+ (J = 1 ^ 0)
integrated intensity map. This early type A morphological type cloud might not even
be recognized as a bright-rimmed cloud at all as it is in the very early stages of inter-
acting with the star-forming core. At 2.7 x 10"^ years the swept up molecular gas is
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Figure 2.13 HCO+ and H^3co+ line profiles at various time steps in simulation Q. The
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core inter-
a more
now interacting with the dense core, though the core is still visible at the back edge
of the HCO+ (J = 4 -> 3) integrated intensity map as well as the HCO+ (J = 3 2)
map. As the propagation of the front has slowed at this time due to the
action, the developing curvature in the swept up gas makes the morphology
recognizable type A morphology. At 4.2 x 10^ years the majority of the molecular
gas has been swept past the core, resulting in an early type B morphology. The
dominant source of emission in the HCO+ (J = 4 3) and HCO"^ (J = 3 2) inte-
grated intensity maps is the core, through a lower level of emission traces the swept
up molecular gas. In the HCO+ (J = 1 ^ 0) transition, the gas directly to the west
of the core seems to be the dominant emission region. In the final timestep, the core
has become gravitationally bound, even though it has not evolved into a cometary
cloud. Nevertheless, there are characteristics in the HCO+ ( J 4 ^ 3) map which
indicate that this region is forming a star. The core dominates the emission in the
HCO+ (J = 4 ^ 3) transition, just like in the final timestep of run F (Figure 2.6).
In contrast, the core of run O (Figure 2.10) has emission of a similar magnitude to
the tail of the cometary cloud. In other regards the emission patterns of the HCO+
integrated intensity maps are similar to those of the previous timestep.
Figure 2.15 depicts the centroid velocity maps of the modeled HCO+ spectral line
profiles. Unlike in previous centroid maps, these maps do not show any development
of significant centroid velocity gradients across the clouds at any of the timesteps.
Although it stars with a slight north-south gradient (2.1 x lO'' and 2.7 x 10"^ years),
the gradient starts to become less ordered in later timesteps. This may be due to the
magnetic drag imposed in this simulation and the relatively short time the cloud has
to evolve before the core collapses.
Figure 2.16 depicts the evolution over time of the CO integrated intensity maps
of VC simulation Q. The top row is the CO (J = 2 1) emission, the bottom is the
CO (J = 1 —^ 0) emission. Each column represents a different time step, evolving from
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Figure 2.14 Integrated intensity maps of the HCO+ emission from simulation Q. The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
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Figure 2.15 Centroid velocity maps of the HCO+ line emission from simulation Q.
The wedge to the right of the centroid maps indicates the velocities of the contours.
Dashed contours indicate negative velocity centroids and solid contours indicate pos-
itive velocity centroids.
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Figure 2.16 Integrated intensity maps of the CO emission from simulation Q The
contours run from 10% to 90% of the peak integrated intensity m increments of 10%.
loft to right. Unlike in the HCO+ integrated intensity maps, we can not differentiate
the core from the swei)t up gas ridge in the CO integrated intensity maps at 2.1 x 10^
years. There is also little curvature in the molecular gas ridge, so this may not be
recognized as a bright-rimmed cloud in this timestep. At 2.7 x 10" years curvature
is starting to develop in the CO integrated intensity maps. Some structure is also
developing along the gas ridge, which becomes even more apparent at 4.2 x 10-^ years,
when the cloud evolves to a type B morphology. The swept up gas ridge, and not
the core, is the dominant source of CO emission at this time. The CO integrated
intensity maps at 4.5 x 10'^ years appears similar to those at 4.2 x lO"* years, however
the i)osition of the emission peaks in the CO (J = 2 1) integrated intensity map
has changed. This indicates that the knots we see in the molecular gas ridge may
only bo transient clumps which dissipate on short timescales.
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2.4.4 Run K
VC hydrodynamic simulation run K simulates the effect of a 10 km s- wind on
a 4 cloud core m a 1 ,G effective magnetic field. This core does not collapse
under the influence of the wind as the wind is not strong enough to induce collapse
(VC). Figure 2.17 shows our modeled spectra for the cloud core position at various
timesteps in the hydrodynamic simulation. We define the core position as the position
where the H-CO^ (J = 4 ^ 3) integrated intensity peaks which usually corresponds
to the position of the densest gas clump. At 2.1 x 10^ yr there are obvious self
absorption dips in the HCO- (J = 1 0) and HCO- (J = 3 ^ 2) transitions. The
lines are symmetric, so there is no significant infall motion at this stage. At 2.7 x
10^ yr the lines have not changed much. This is because the swept up gas is not
yet interacting significantly with the core. At 4.2 x 10^ yr the swept up gas begins
interacting with the core. Although the line profiles also seem similar to the two
previous timesteps, some blue asymmetry has arisen in the HCO+ (J = 3 ^ 2) and
HCO+ (J = 1 -> 0) transitions indicating that infall may be occurring. Finally, at
7.2 X 10^ yr, the lines are significantly changed. They all show a red asymmetry
which may indicate that the core is flowing apart. The other noticeable trait of the
final timestep is that these are the lowest emission intensities of all the hydrodynamic
models' late timesteps. In those cases where the core becomes gravitationally bound
the emission from the core tends to increase as the density increases, but this core
does not become gravitationally bound, so the intensity remains low. The only caveat
to this observation is that a very self absorbed line has a relatively low intensity, even
if it does arise from a dense, gravitationally bound, core. An example of this was seen
in the final timestep of run Q (Figure 2.13).
Figure 2.18 depicts the evolution over time of the HCO+ integrated intensity maps
of VC simulation run K. The top row is the HCO+ (J = 4 ^ 3) emission, the middle
is the HCO+ (J = 3 2) emission, and the bottom is the HCO+ (J = 1 ^ 0) emis-
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Figure 2.17 HCO+ and Hi3C0+ line profiles at various time steps in simulation K. The
solid line is the indicated HCO+ transition, while the dashed line is the corresponding
H^^CO^ isotopic line. The isotopic line has been magnified relative to the main line
by a factor of 5.
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sion. Each column represents a different time step, evolving from left to right The
integrated intensity maps at 2.1 x 10^ years and 2.7 x 10^
.ears appear the same
with mtensity peaking at the core position in all the HCO- transitions. The emission
appears circularly symmetric around the core position, indicating that the molecular
gas in the core is relatively undisturbed by the shock front at these timesteps. At
4.2 X 10^ years the HCO^ [J = 4 ^ 3) mtegrated intensity map still appears undis-
turbed, but the HCO- {J = 3
-.2) integrated intensity map has developed a slight
asymmetry at the 10% of the peak intensity level. The HCO+ {J = I ^ 0) emission
is profoundly effected by the swept up molecular gas ridge, though it still peaks at
the core position. At 7.2 x 10^ years the swept up gas is fully interacting with the
core, and is forming a type A morphology in the HCO+ integrated intensity maps.
The molecular gas core is still the dominant source of emission in all the HCO+
transitions. This simulation bucks the trend which we've seen so far in which the
HCO+ {J = 4-^3) emission is concentrated in the core at the final timestep only if
the core is gravitationally bound. In the case of run O the core was torn apart by
the speed of the ionized gas wind, however this case is different in that the wind is
moving so slowly it does not induce collapse. In the case of a slowly moving wind
the HCO+ integrated intensity maps may not be a good a discriminating bound from
unbound bright-rimmed cloud cores.
Figure 2.19 depicts the centroid velocity maps of the modeled HCO+ spectral
line profiles. As in the case of run Q, the centroid velocity maps do not have much
structure over the length of the simulation. In this simulation, as in run Q, the cloud
never evolves into a type C morphology. Our simulations indicate that significant
centroid velocity structure does not appear until well into the type B morphology.
Nevertheless, the HCO+ (J = 1 ^ 0) does show some organized evolution of the
centroid velocity map. In the early timesteps (2.1 x 10" to 4.2 x 10" years) the center
of the core has a slightly lower velocity centroid than the surrounding gas, but in
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Figure 2.18 Iiitogiatcd intensity maps of the HCO+ emission from simulation K. The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
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Figure 2.19 Centroid velocity maps of the HCO+ line emission from simulation K.
The wedge to the right of the centroid maps indicates the velocities of the contours.
Dashed contours indicate negative velocity centroids and solid contours indicate pos-
itive velocity centroids.
the final timestep the core position has a higher centroid velocity than the rest of
the cloud. This may be due initially to an blue asymmetric infall signature which is
reverse in the final timestep as the gas is heated by the molecular gas ridge causing
the core to dissipate.
Figure 2.20 depicts the evolution over time of the CO integrated intensity maps
of VC simulation run K. The top row is the CO (J = 2 ^ 1) emission, the bottom is
the CO (J = 1 ^ 0) emission. Each column represents a different time step, evolving
from left to right. Although at the earliest timesteps (2.1 x 10"^ and 2.7 x 10"^ years)
the interaction between the HCO+ emission showed no sign of the interaction of
the molecular gas with the shock front, the CO emission shows a truncation in the
direction of the approaching shock front. At 4.2 x 10^ years the CO integrated intensity
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Figure 2.20 Integrated intensity maps cf the CO einissior, from simulation K The
contours run from 10% to 90% of the peak integrated intensity in inerenu.its of 10%.
maps are significantly changed by the encroaching ridge of molecular gas swept up by
the shock front. This ridge; has become the dominant source of CO (-mission indicating
that quite a column of gas is swept up by the slow-moving shock front. At the final
timestep (7.2 x 10" y(virs) the thin molecular gas ridge has passed the molecular core
position. The CO integrated intensity maps are dominated by the emission from the
molecular ridge, though the core results in an easterly extension to the CO ridge.
2.4.5 Run I
Simulation run I (VC) simulates the effect of a 10 km s^' wind on a 20 My cloud
core in a 1 fi.G effective magnetic field. This core collapses into two gravitationally
bound cores, which would eventually form a binary star system (VC). Figure 2.21
shows our modeled spectra for the cloud core position at various timesteps in the
hydrodynamic models. Although two cores form, tlunr angular separation is less than
our smallest beam width. The line profiles in this simulation are quite complex, which
is i)robably a result of two infall regions which overlaj) in velocity space. At 2.7x 10"^ yr
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thore is somo self absorption in the HCO+ ( J - d i\ ,uti nL.u J _ 4 3) transition as well as the
HCO+ [J = 3-^ 2) transition, and there is a red asyinniotry. The HCO+ (J = 1 -> o)
transition looks like a narrow gaussian with wide wings. At 4.1 x 10^ yr there are
three peaks in the HCO^ (J . 4 -> 3) line, although the H^CO^ (J . 4 3) line
appears to have only one peak and is rather symmetric. Th(> other HCO^ lines
show a red asymmetry. This changes at 7.0 x 10^ yr when the asymmetry in the
HCO+ ( J =: 4 ^ 3) and HCO"^ (.7 = 3-. 2) line is now bine, however the E^^CO^
lines show significant structure as well, so we can not say from the molecular line
emission alone if the resulting HCO+ profiles are the result of radiative transfer effects
or a sui)erpositi()n of clumps along the line of sight. In the final time step, 7.4 x 10'* yr,
both the HCO+ and H'-^C()+ line profiles are very complex and show multiple peaks
and troughs which are a combination of the superposition of th(> two cores along the
line of sight as well as radiative transfer effects.
Figure 2.22 depicts the evolution over time of the HCO+ integrated intensity
maps of VC simulation run I. The top row is the HCO+ (.7 = 4^ 3) emission, the
middle is the HCO+ (.7 = 3^ 2) emission, and the bottom is the HCO+ (.7 = 1-. 0)
emission. Each column represents a different time step, evolving from left to right.
At 2.1 x 10" years the HCO+ integrated intensity maps show a characteristic type A
morphology. Each of the. HCO+ transitions has it's emission peaking at the core
position with a relatively narrow ridge of swept up gas forming an emission ridge.
The HC()+ (,7 = 1^ 0) transition has a ridge which widens near the core position.
At 2.7 X lO'' years the HCO+ emission in all the tracers continues to peak at the core
position. The curvature of the swept up ridge is increasing as the cloud begins to
evolve from a type A to a type B morphology. The curvature of the gas ridge continues
to increase at 4.1 x 10'' years. At this point the HCO+ integrated intensity maps are
in a type B morphology. The HCO+ (.7 = 4^ 3) and HCO+ (.7 = 3^ 2) emission
is peaked at tlu; core position. The HCO"^ ( J = 1 —> 0) emission peaks to the west
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Figuro 2.21 HCO'*' and H'^^CO"*" lino profiles at various timo stops in simulation I. The
solid line is the indicated HCO"^ transition, while the dashed line is the corresponding
H^'^CO"'" isotopic line. The isotopic line has been magnified relative to the main line
by a factor of 10 at 2.7 x 10'^ yr and 4.1 x 10'' yr, and by 5 at 7.0 x 10'* yr and 7.4 x 10^
yr-
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of the core position. This is a result of the fact that more than half the molecular
gas originally in the core is swept away by the wind. At 7.0 x 10" years the HCO+
emission is in a type C morphology. The HCO+ (.7 = 4-^ 3) and HCO+ (J = 3 -> 2)
emission continues to peak at the core position, although the core is elongated in
the east-west direction. This may be due to the fact that dense gas continues to be
stripped from the core at this time. There are also knots of emission visible in the tail
indicating that the tail is not a smooth structure, but full of overdense ad underdense
regions. The HCO+ (.7=1^ 0) emission peaks approximately 100" to the west of
the core tracing the gas swept from the core. At the final timestep (7.4 x 10" years)
the morphology in the HCO+ integrated intensity maps remains a type C morphology.
The HCO+ (.7 = 4-^ 3) and HCO+ ( J = 3 -> 2) peaks remain at the core position,
though they are much less elongated than in the previous timestep which may be
an indication that the wind can no longer strip the molecular gas from the core.
The head/tail emission contrast in the HCO+ (J = 4 3) emission is also increasing
as it did for the final timesteps of the other simulations of successful collapse. The
HCO+ (J = 1 ^ 0) integrated intensity map appears similar to the previous timestep.
Figure 2.23 depicts the centroid velocity maps of the modeled HCO+ spectral line
profiles. At early times (2.1 x 10'^ and 2.7 x lO'' years) there is relatively little variation
in the centroid velocity across the cloud, however as the HCO+ emission forms a
type B morphology the variation in the centroid velocity increases. By 7.0 x lO"*
we see that there are knots within the tail of the cometary clouds with significantly
different centroid velocities than that of the core. In the HCO+ (,7 = 1-^ 0) centroid
velocity map we see that a velocity gradient is developing across the width of the
cometary cloud. This is different than in all previous cases where a velocity gradient
developed along the length of the cometary cloud. These trends continue into the
next timestep (7.4 x lO'' years) with one curious note. The HCO+ (J = 3 -> 2) and
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Figure 2.22 Integrated intensity maps of the HCO+ emission from simulation I The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
HCO+ (J = 1 ^ 0) velocity centroids diminish by quite a bit. This may indicate that
along the entire length of the cometary cloud an infall signature has developed.
Figure 2.24 depicts the evolution over time of the CO integrated intensity maps
of VC simulation run I. The top row is the CO (J = 2 ^ 1) emission, the bottom is
the CO (J = 1 0) emission. Each column represents a different time step, evolving
from left to right. At 2.1 x 10^ years and 2.7 x lO'^ years the CO integrated intensity
map is in a type A morphology. The CO (J = 1 ^ 0) map appears to peak more
sharply at the core position while the CO (J 2 ^ 1) integrated intensity map has
a fairly broad peak along the molecular gas ridge. At 4.1 x lO"* years the emission
peaks of the CO integrated intensity maps have moved west of the core position.
There are also now two CO integrated intensity peaks, one to the northwest of the
core, the other to the southwest of the core. This can be explained by the fact that
we are seeing a ring of dense gas being pushed from east to west by the wind. We
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Figure 2.23 Centroid velocity maps of the HCO+ line emission from simulation IThe wedge to the right of the centroid maps indicates the velocities of the contours"
Dashed contours mdicate negative velocity centroids and solid contours indicate pos-
itive velocity centroids.
see the ring edge on from our vantage point, and the CO, which tends to trace the
column density of the gas, produces emission which peaks at the edges of the ring
where the column density is the greatest. By 7.0 x lO'' years the morphology is less
interesting. The CO integrated intensity maps now are in a type C morphology.
The dominant emission source is the tail of the cometary cloud, where much of the
molecular gas has been swept up by the wind. At the last timestep (7.4 x 10'' years)
the CO integrated intensity map appears similar to the previous timestep, however a
small CO (J = 2 1) peak has developed at the core position.
2.5 The Effect of Observing Angle on Synthetic Observations
All of the proceeding synthetic observations have been projected such that the
shock front moves parallel to the plane of the sky. Observed bright-rimmed clouds
are probably not aligned exactly in this configuration. In order to study the effect
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Figure 2.24 Integrated intensity maps of the CO emission from simulation I. The
contours run from 10% to 90% of the peak integrated intensity in increments of 10%.
of different geometries we have reprojected VC simulation run F such that the angle
between the plane of the sky and the direction of motion of the shock front is 35°.
The shock front is approaching from the east and from the direction of the observer.
In these cases the velocity imposed by the wind on the core includes a component in
the direction of the line of sight. Run F is a simulation in which a 25 km s'^ wind
causes a 3 M© cloud core to collapse into a self-gravitating object. This model was
previously discussed in §2.4.1.
Figure 2.25 depicts the simulated HCO+ line profiles towards the collapsing core
for Run F viewed in this geometry. In the earliest timestep, 2.1 x 10'* yr, wc do
not see blue asymmetry similar to that seem in Figure 2.5, however we do see a
redshifted tail, and a second redshifted peak at 7 km s^^ The presence of so much
emission at relatively high redshift is due to the acceleration of molecular gas by the
wind along the line of sight. The fact that the peak is still very close to 0 km s"^
indicates that the wind has not managed to accelerate the cloud core very much
at this time. At 2.7 x 10" yr the HCO+ line profiles have evolved. The overall
intensity of the emission is much greater and the line peaks have become further
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redshifted. The HCO+ (J = 4 ^ 31 Vfrn+ fro .{- 4 and HCO (J = 3 2) line profiles peak at
approximately 1.5 km s-, and although the HCO^ (J . 1 _ 0) hne . very broad
it does have a local maximum at that velocty. This corresponds to the emission
from the core, which of course is still well traced by the submillimeter transitions.
The remainder of the emission which is at higher velocities is from gas accelerated
by the wind, which is also being excited by the interaction with the shock front.
At 4.2 X 10^ yr the gas surrounding the cloud core is mostly swept from the line if
sight towards the cloud core, which results in less emission at high redshifts, though
clearly a tail remains in all the HCO^ emission profiles. The core emission is most
prominent in the submillimeter transitions. Finally at 7.0 x 10^ yr we see that the
redshifted wing has emerged once again. Although initially puzzling, this component
of the emission actually arises from fairly dense region of molecular gas which is being
stripped from the core at this time. It is visible in the HCO+ integrated intensity
maps presented earlier (Figure 2.6) as the elongation in the westerly direction of the
core. The blue side of these emission profiles up to the peak have similar shapes to
those seen in Figure 2.5. Even the blue wing seen in the HCO+ (J = l _> 0) line
profile in Figure 2.5 is reproduced in Figure 2.25.
Figure 2.26 depicts the evolution over time of the HCO+ integrated intensity maps
of VC simulation run F as projected in this geometry. One difference which is imme-
diately apparent when comparing these results with those in Figure 2.6 is that the
type A morphology for the first two timesteps is only visible in the HCO+ (J = 1 -> 0)
integrated intensity map. The rotation by 35° of the molecular gas ridge has suflfi-
ciently spread the emission of the swept up molecular gas out so much that it is
below the 10% level in the HCO+ (J = 4 -> 3) and HCO+ (J - 3 ^ 2) maps. At
4.2 X lO'^ yr we see the cometary tail start to form, and both the HCO+ (J = 3 2)
and HCO+ (J = 1 0) maps exhibit a type B morphology. In the final timestep,
7.0 X 10"^ yr, all the maps show a type C, cometary morphology. As in Figure 2.6 the
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Figure 2.25 HCO+ and H^^CO+ line profiles at various time steps in simulation F
observed at an angle of 35° from the plane of the sky. The solid line is the indicated
HCO"^ transition, while the dashed line is the corresponding H'^CO+ isotopic line.
The isotopic line has been magnified relative to the main line by a factor of 5 at
2.1 X 10'^ yr, and by 10 in all other time steps.
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Figure 2 26 Integrated intensity maps of the HCO+ emission from simulation F ob-
erved at an angle of 35° from the plane of the sky. The contours run from 10% toyu/o ot the peak integrated mtensity in increments of 10%.
bulk of the HCO+ fJ = 4 ^ 3) and Hm+ r 7 - ^ o^ ^ • • • .i •\'j o a nuu (j _ j 2) emission in the integrated
intensity maps in the final timestep shown in Figure 2.26 arises from the core position,
while the HCO+ (J = 1 o) emission is spread more uniformly over the length of
the cometary cloud.
Figure 2.27 depicts the evolution over time of the centroid velocity maps of the
HCO+ emission in this simulation. The velocity gradients are much more pronounced
in this geometry because the wind is sweeping the molecular gas along the line of sight.
The lowest velocities are near the core position for all the time steps. This is because
the core slows the advance of the wind and it takes a lot of energy to accelerate
the core. As a result all the lower density gas surrounding the core has a higher
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Figure 2.27 Centroid velocity maps of the HCO+ line emission from simulation F
observed at an angle of 35° from the plane of the sky. The wedge to the right of
the centroid maps indicates the velocities of the contours. Dashed contours indicate
negative velocity centroids and solid contours indicate positive velocity centroids.
velocity than the core. The molecular gas directly behind the core relative to the
shock front also is not swept away as it is shielded from the wind by the core. At
2.1 X 10'^ yr in all the centroid maps we see increasing centroid velocities the further
we move from the core position in any direction. The velocity gradient is larger in in
the east-west direction than in the north-south direction. As the cloud evolves into
a type C cometary cloud at 7.9 x 10" yr the velocity gradient to the west of the core
gets smaller. This is because the gas in the tail is the predominant source of emission,
and it has not been accelerated by the wind. The velocity gradient seen across the
tail is due to other gas along the line of sight which has been accelerated by the wind.
Figure 2.28 depicts the evolution over time of the CO integrated intensity
maps in this simulation. The top row is CO (J = 2 —> 1) emission, the bottom is
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CO iJ=l^ 0) emission. Each column represents a different time step evolving
from left to right. At the earliest timestep (2.1 x 10^ yr) the core as well as the ridge
of swept up gas is traced by the CO emission. The ridge is not as well defined as
in Figure 2.8 because of the viewing angle, though the type A morphology is still
clear from these maps. At 2.7 x 10^ yr the emission morphology is still type A, and
is quite similar to that shown in Figure 2.8 as it is for the rest of the timesteps. At
4.2 X 10^ yr the cloud attains a type B morphology as the wind sweeps the ridge of
molecular gas past the core position. Finally at 7.0 x 10'^ yr the cloud is in a type C
cometary morphology. Once again we see that the core is not prominent in the CO
emission, but that the gas along the cometary cloud, including that stripped from the
core, results in CO emission of nearly uniform intensity along the cloud.
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2.6 Conclusions
Our investigation of the VC hydrodynamic wind-driven collapse models yields a
better understanding of bright-rimmed clouds. We verify that bright-rimmed clouds
do evolve over time from type A to type C as was inferred observationally by Ogura
& Sugitani (1998). We find that the HCO- centroid velocity maps tend to be more
ordered in bright-rimmed clouds in which the core becomes gravitationally bound,
although we do not see consistent evidence of the spectral signature of infall in the
cores of the modeled clouds in either the line profiles or the centroid velocity maps.
We find that the line profiles in regions in which binaries are forming are much more
complicated that those in which no stars form or in which only a single star is forming.
Overall the line profiles in these regions are less self-absorbed and more symmetric
than in isolated star forming regions, such as Bok globules. Our modeling suggests
that it is easy to detect regions in which there are shock fronts interacting with cores
because of this distinctive morphological sequence, but it is difficult to determine if
these cores will collapse to form a star or if they are just transient overdense regions
which will eventually dissipate under the influence of the shock front.
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CHAPTER 3
OBSERVATIONS OF BRIGHT-RIMMED CLOUDS
3.1 Observational Approach
3.1.1 Source Selection
Potential triggered star formation regions have been selected from the catalog
of bright-rimmed clouds with associated IRAS point sources by SFO. Each of these
sources is associated with an HII region and is suspected to be forming stars via
triggering. In all of these sources the geometry of the incoming shock region is obvious,
as the shock emanates from the interface of the cloud and HII region. Since there
are three different morphologies, or bright-rimmed cloud types, we decided to chose
at least two of each type. We also chose nearby sources, both to get the best possible
resolution, and because most Bok globules that have been studied have been nearby
objects. The bright-rimmed clouds we observed have distances between 190 and 1900
pc, and include two type A bright-rimmed clouds (SFO 16 and SFO 18), three type B
bright-rimmed clouds (SFO 4, SFO 13, and SFO 25), and two type C bright-rimmed
clouds (SFO 20 and SFO 37). We cannot hope to resolve the cores of the more
distant sources with single dish millimeter or submillimeter observations, however
we do resolve the structure of the swept up molecular gas cloud surrounding the
core, which is greatly affected by the impacting ionization front. The embedded
IRAS sources in the selected bright-rimmed clouds have infrared luminosities which
range from 5 to 1300 Ly, though all but one of the sources have a luminosity less
that 110 Lq. These luminosities tend to be typical of low or intermediate mass star
formation. Finally all but one of the bright-rimmed clouds were chosen to have the
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IRAS colors of their embedded IRAS point source be consistent with Young Stellar
Objects (YSOs) according to the color criteria presented in Beichman (1986). There
are two exceptions to this rule. The first, SFO 4, was chosen because it is exceptionally
nearby (190 pc). The second, SFO 13, was chosen because it is thought to be a region
of cluster formation (Carpenter et al., 2000). Although SFO 4 and SFO 13 do not
meet the IRAS color criteria of Beichman (1986) for inclusion in the population of
YSOs, they do meet the criteria of Carpenter et al. (2000) for embedded star forming
regions. Digitized Sky Survey observations of the bright-rimmed clouds are shown in
Figure 3.1. In most of the optical images the bright rim is clearly visible, enclosed
within the rim is the molecular cloud. Several of the sources show high extinction on
one side of the rim indicating the presence of the molecular cloud. We have drawn
in an arrow indicating the direction of propagation of the ionization front from the
ionizing source creating the HII region.
In order to compare potential triggered star formation regions with quiescent star
formation regions, we also observed Bok globules with embedded IRAS sources in
their cores from the Clemens & Barvainis (1988) catalog of small, optically selected
molecular clouds. We chose Bok globules with properties that are similar to our
bright-rimmed clouds. They lie at distances between 250 and 2500 pc from us. They
are believed to contain one star forming core with an embedded IRAS source, and
their luminosities between 3 and 930 L©. Observations of these sources allow for
detailed comparisons between the observed properties of triggered and spontaneous
star formation regions, and will allow us to isolate those observed properties unique
to triggered star formation. The three Bok globules we have observed are B335, CB 3,
and CB 224. The source list is summarized in table 3.1.
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Figure 3.1 Digitized Sky Survey Image of SFO objects. These images show 20' by 20'
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to classify these objects into their morphological scheme. The arrows indicates the
direction of motion of the ionization front.
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Table 3.2. Observed Transitions
Transition Telescope
HCO+(J = 1-,0) FCRAO
N2H+(J = i^0) FCRAO
JCO_(J^2_:^_0)__FCRAO
COJI^TTT) HHT
—
Hi^CO+(J = 3-^2) HHT
HCO+(J = 3-^2) HHT
Hi3CO+(J = 4^3) HHT
HCO+(J = 4->3) HHT
~^''co^T^r=^^)~cso—
HCO+(J=:4-^3) CSO
Frequency Velocity Res.
(GHz) (km s-i)
86.754330
89.188523
93.173777
115.271203
230.538471
260.557619
267.557625
346.998531
356.734281
346.998531
356.734281
0.068
0.066
0.063
0.203
0.325
0.288
0.280
0.216
0.210
0.042
0.040
Beam Size
(")
56
54
52
46
32
29
28
22
21
22
21
3.1.2 Choice of Molecular Transitions
One cannot obtain a complete picture of the physical conditions in a star forming
cloud by observing one molecular line. It is only by combining observations of several
molecular line transitions, sensitive to various physical conditions, that one can ap-
proach an accurate physical representation of the star forming cloud. As a result we
chose several molecular transitions, in both the millimeter and submillimeter wave
bands, in order to probe the conditions we felt would provide us with a basis for
comparing bright-rimmed clouds with Bok globules. The transitions we observed are
summarized in table 3.2.
CO has traditionally been the main tracer of molecular clouds. It has a fairly
high abundance and a low critical density, making it a very useful tracer of molecular
gas. Our observations of CO were driven by the fact that both the CO (J = 1 ^ 0)
and the CO (J = 2 1) emission are good tracers of molecular outflows. HCO+is
a good tracer of moderate density (> 10^ cm-"^). We observe the millimeter
HCO+ (J = 1 0) line to trace the morphology of the molecular gas swept up by
72
the ionization front. The submillinaeter HCO+ (J = 3 2) and HCO+ {J = 4 ^ 3)
trace the denser clumps within the swept up gas. HCO+emission in all three tracers
tends to be optically thick in the cores, making
.t a good tracer of .nfall as discussed
in §4.2. N,H+ has been shown to be a good tracer of the dense core material as it
can only form in well-shielded regions (^rner, 1995). N,H+ also remains relatively
undepleated in cores (Bergin & Langer, 1997), making it especially useful in prob-
ing the densest regions of star forming clouds. The N2H+ (J = 1 0) transition
has seven well measured hyperfine components resulting from the interaction of the
molecular electric field gradient and the electric quadrupole moments of the nitrogen
nuclei (Caselli et al., 1995). These components can be used to determine the optical
depth of N2H+ from which we can derive the column density of N2H+. From this
measurement we can infer the density of star forming cores.
3.1.3 Presentation of the Data
In §3.3 we will discuss our observations of each source in a systematic way. This
section describes the order in which various observations will be described and also
points out various features which we look for in these sources. For each source we
present figures illustrating the line profiles at the IRAS source position, an integrated
intensity map of each tracer which we mapped, a map of the centroid velocity of the
HCO+ (J = 1 ^ 0) transition, and a map of the molecular outflow if one is detected.
Our rationale for presenting these figures is discussed below.
We begin by presenting the central line profiles of all the observed molecular
transitions. These profiles are taken at the position of the IRAS source. There are
several features in the line profiles which are of interest to us. The CO lines often
have broad low intensity features called wings. These wings, which are especially
prominent in the CO (J = 2 -> 1) transition, are usually the result of an outflow
from the forming protostellar object. These outflows are often bipolar and are thought
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to arise from megnetohydrodynamic winds driven by infall and interaction w.th the
forming star's surrounding disk (see Bachiller (1996) and references therein) The
shape of the line profile can also be of interest. The HCO^ transitions often have
profiles which deviate significantly from gaussian shapes at line center. This is due
to the high optical depth which results in self-absorption near the fine center. Often
this results in a profile with two distinct peaks. When this is indeed the result of
self-absorption, the lower abundance H^3co+ lines are often still optically thin and
tends to show their greatest intensity at a velocity between the twin peaks of their
self-absorbed isotopomer HCO^ The relative size of each peak often indicates the
kinematics of the gas within the beam. When the gas is collapsing to a point within
the beam, the red-shifted gas is preferentially self-absorbed leaving a more intense
blue-shifted peak and an overall blue-asymmetry with respect to the E''CO+ line.
The reverse is true for gas expanding from a point within a beam (Snell & Loren,
1977; Zhou, 1992, 1995).
The integrated intensity maps provide a look at the two-dimensional morphology
of the molecular cloud and cores as seen by the different tracers we mapped over
the region surrounding the IRAS sources. The CO integrated intensity map gives a
global look at the molecular gas in the region. One thing to note in the bright-rimmed
clouds we observe is that the boundary between the molecular cloud and the ionized
gas is very sharp and well traced by the CO. The HCO+ tends to trace denser regions,
but is also excited by shocks. As a result HCO+ (J = 1 ^ 0) tends to trace both the
star forming cores as well as the rim of the ionization front. The higher level HCO+
transitions tend to trace the dense gas. We overlay the N2H+ half-power contour on
the integrated intensity map of a higher level HCO+ transition in order to show the
correspondence between the dense gas traced by N2H+ and that traced by HCO+.
There is often good agreement between the two tracers. Following the integrated
intensity maps we present HCO+ (J = 1 0) centroid velocity maps for most of the
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sources. Cent.oid velocity „aps have been shown to be very effective in disentanghn,
the underlying velocity fields in regions of complex kinematics (Narayanan & WalKer
1998). Often there is a velocity gradient which may correspond to rotation of the
cloud or be a result of acceleration of the molecular gas due to the rocket effect which
arises at the molecular cloud boundary.
The kinematic signature suggested by the HCO+ is often interesting when com-
pared to the integrated intensity maps of the CO outflows, which we present next
for many of the sources we observe. Often the bipolar outflow we detect in CO is
perpendicular to the velocity gradient we detect in HCO+. This is evidence that
we may be detecting rotation along the direction predicted in current models of star
formation. We do not have the angular resolution, however, to probe this rotation
down to the small scales of the star forming core.
3.2 Observations
3.2.1 FCRAO 14m
We performed observations at the Five College Radio Astronomy Observatory'
(FCRAO) 14 m telescope over the 1999^2000 and 2000-2001 observing seasons using
the Second Quabbin Observatory Imaging Array (SEQUOIA) 16-beam array receiver,
and the Focal Plane Array Autocorrelation Spectrometers (FAAS) which consists of 16
autocorrelating spectrometers. A summary of the observed molecular line transitions
is shown in table 3.2. The C'«0, HCO+, H'^CO+, and N2H+ transitions were observed
using the frequency-switched mode, while CO was observed by position switching to a
region that was reasonably clear of CO emission, though some CO contamination was
found and considered acceptable in the off"set positions as long as it was well separated
in velocity from the line of interest. The HCO+and H'^CO+ were frequency folded
'FCRAO is supported in part by the National Science Foundation under grant AST 01-00793.
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and 3^ order baselines were removed, while for the N.H^ data a 4- order baseHne
was used. A 2- order baseline was subtracted from the position-switched CO data
HCO- and N,H- were mapped with half-beam spacing, while CO and H^CO^ were
mapped with full-beam spacing. The extent of the region mapped varies depending
on the spatial extent of the source's emission.
3.2.2 HHT 10m
We also performed submillimeter observations in April and December 2000 and in
April 2001 with the 10 m Heinrich Hertz Telescope^ (HHT). CO 7 2 1, HCO+,
and H13C0+ J = 3 -> 2 observations were conducted using the facility 230 GHz SIS
receiver, while HCO^ and H^CO- observations were conducted using the facility
dual polarization 345 GHz SIS receiver. Several backends were used simultaneously,
including a 1 GHz wide (~ 1 MHz resolution) acousto-optical spectrometer (AOS),
and three filterbanks with 1 MHz, 250 kHz, and 62.5 kHz resolutions. The results
presented in this thesis were processed using the 250 kHz filterbank. All observations
were position-switched, and second order baselines were removed. H''CO+ observa-
tions were made of the star forming core at the IRAS source position, while HCO+
and CO observations were made using the on-the-fly (OTF) mapping technique. Ob-
servations of 120" X 60" regions in OTF mode were combined into maps of various
spatial extents depending on the source.
3.2.3 CSO 10.4m
We observed B335 in May of 1996 at the Caltech Submillimeter Observatory^
(CSO). HCO+ (J = 4 -> 3) mapping was performed using the OTF mapping tech-
^The HHT is operated by the Submillimeter Telescope Observatory (SMTO), and is a joint
facility for the University of Arizona's Steward Observatory and the Max-Planck-Institut fur Ra-
dioastronomie (Bonn).
^The CSO is operated by the California Institute of Technology under funding from the National
Science Foundation, grant number AST 93-13929.
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''''''' P-^^-- -^th a spacing of 10".
H-CO- (
J = 4 3) was observed at the IRAS source position. All observations
were carried out with low-noise SIS waveguide receivers and a 1000 channel, 50 MHz
wide acousto-optical spectrometer. The main beam efficiency at 345 GHz is ~ 0.65.
Calibration of observations was done by the chopper wheel technique.
3.3 Results
3.3.1 Bright-Rimmed Clouds
3.3.1.1 SFO 4
SFO 4 is a bright-rimmed cloud with a type B morphology on the edge of the HII
region S185 (7 Cas) (SFO). IRAS source 00560+6037 is embedded within SFO 4. This
IRAS source has been classified by SFO as having IRAS colors consistent with hot
cirrus sources, and not a forming or newly formed star (SFO). However according to
the criteria of Carpenter et al. (2000) SFO 4 fits the IRAS color profile of an embedded
star forming region. SFO 4 is nearby (190 pc), and has no known associated outflows
or HH objects.
Figure 3.2a shows the spectra of our observations towards the IRAS source in
SFO 4. Although H13C0+ (J = 1 ^ 0) was not detected, our observations limit
the integrated intensity of that transition to less that 0.037 K km s'K Based on
this limit, and the integrated intensity measurement of HCO+ (J = 1 -> 0), and an
assumed C/^^C abundance ratio of 64 we derive an upper limit to the column density
of HCO+ to be 2 X 10^^ cm'^. The line profiles appear fairly gaussian, in all the
observed transitions, with nearly identical centroid velocities. None of the isotopic
lines of either CO or HCO+ were detected.
Figure 3.3 shows the HCO+ and CO integrated intensity maps. Neither the CO
(^ = 1-^0) map, nor the HCO+ maps show much structure. In the CO (J = 1 -> 0)
map and the HCO+ (J = 1 0) map the cloud core surrounding the embedded
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Figure 3.2 Line profiles of molecular transitions in the direction of the central IRAS
source of SFO 4 (a) and SFO 13 (b).
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IRAS source ,s visible, but no ga. traces the ionization front or the elephant trunk
morphology seen in the DSS image in Figure 3.1. The HCO ^ (J = 3 ^ 2) map
shows only one point whose integrated intensity is above 1.0 K km s-, the three
s.gma threshold for the map. This source is unusually weak compared to the other
sources in the sample, which is unfortunate as it is also the nearest source in the
sample.
3.3.1.2 SFO 13
SFO 13 is classified as a type B bright-rimmed cloud by SFO. Figure 3.1 shows the
elephant trunk morphology characteristic of type B clouds. The initially cometary
head of the cloud broadens into a wider structure as one follows the cloud away from
the ionizing source. SFO 13 borders the HII region IC1848, and lies at a distance
of 1.9 kpc from us, making it the most distant SFO source in the sample. A recent
near-infrared survey reveals ~ 20 point sources whose spectral energy distributions
are consistent with pre-main-sequence stars (Sugitani et al., 1995, 1999). K' band
observations by Carpenter et al. (2000) also confirm the presence an embedded stellar
cluster in this molecular cloud. These sources are distributed preferentially towards
the HII region with respect to the IRAS source, and are probably older than the
IRAS source indicating that this cloud may be an example of small scale sequential
star formation.
The millimeter and submillimeter line profiles for SFO 13, shown in Figure 3.2b,
are all fairly gaussian and also peak at approximately the same velocity. This is
not entirely unexpected as the average infall region for individual cores in a star
formation region is smaller than the FCRAO beamwidth, which is 0.5 pc at this
distance, and the HHT beamwidth, of 0.3 pc, making it diflScult to detect infall. The
CO (J = 2 1) line strength is almost twice as much as that of CO (J = l -> o).
This intensity diflFerence may be due to excitation effects, but may also be the result
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Figure 3.3 Integrated intensity maps of SFO 4. The IRAS source 00560+6037 is
located at the center of each map. The CO (J = 1 0) map has a lowest contour of
1.9 K km s"^ (3fj) and increments of 1.3 K km s'^ {2a). The HCO+ (J = 1 -> 0) map
has a lowest contour of 0.6 K km s"^ {3a) and increments of 0.2 K km s~^ (la). The
HCO+ (J = 3 ^ 2) map has a lowest contour of 0.7 K km s~' (2a) and increments
of 0.3 K km s-i {la).
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of the small angular size of the core. Since the CO f / - 9 -a i w • ,n (J
_ 2 1) transition is observed
with a much smaller beam than the CO (7 = 1 _ o) transition, the beam dilution is
much greater for the lower transition and can have significant effects on the intensities
observed with such distant sources. The HCO- and C^O line profiles are all fairly
gaussian. N,H- (J = i _ o) was not detected in this source, down to an rms level
of 0.017 K km s~\
Although the spatial resolution of our observations are not good enough to trace
individual infall regions, the overall gas morphology is resolved by the beam. Fig-
ure 3.4 shows integrated intensity maps of various transitions and isotopes of CO
and HCO+. The CO (J = 1 0) shows a distinct head, located at the IRAS source
position upon which the map is centered. Lower intensity CO (J = 1 ^ 0) emission
continues from the core and spreads out to the north-east of the image, similar to the
elephant trunk morphology seen in the optical (Figure 3.1). This is also consistent
with the fact that the ionizing source is located to the southwest of the core. The re-
gion mapped in CO (J = 2 ^ 1) shows a similar morphology to the CO (J 1 -> 0)
emission, however the core position is much more intense than the surrounding gas.
The C^^O (J = 1 ^ 0) map shows emission mostly north of the HCO+ core, with very
little north-east extension. This indicates that the large column density molecular
gas may not correspond exactly with the star forming core in this source.
The HCO+ (J = 1 ^ 0) integrated intensity map (Figure 3.4) shows a more
cometary morphology than the digitized sky survey image in Figure 3.1. The dense
gas appears to be preferentially located along a ridge near the southern edge of the
cloud. This could be a result of the preexisting density structure of the molecular
cloud which was swept up by the ionization front or an effect of the geometry of the
expanding HII region. However, these observations can not determine how the gas was
swept into that ridge. The HCO+ (J = 3 2) integrated intensity map only shows
significant emission at the position of the star forming core. The HCO"^ (J = 1 0)
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Figure 3.4 Integrated intensity maps of SFO 13. The IRAS source 02570+6028 is
located at the center of each map. The CO (J = 1 ^ 0) map has a lowest contour of
4.6 K km s-^ {3a) and increments of 4.6 K km s"^ {3a). The CO ( J = 2 ^ 1) map
has a lowest contour of 2.1 K km s"^ {3a) and increments of 5.0 K km s"^ {7a). The
C^^O (J = 1 -)• 0) map has a lowest contour of 0.6 K km s~^ {3a) and increments
of 0.2 K km s-^ {la). The HCO+ (J = 1 -> 0) map has a lowest contour of 0.4
K km S-' {3a) and increments of 0.4 K km s'^ {3a). The HCO+ (J = 3 2) map
has a lowest contour of 1.7 K km s"^ {3a) and increments of 0.6 K km s"^ (la). The
dotted rectangle in the HCO+ (J = 1 0) map indicates the region over which the
HCO'^ centroid is shown in Figure 3.5.
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Figure ,3^^_The SFO 13 centroid velocity integrated over the line core ofrtUU
- 1 ^ 0) The line of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
centroid map (Figure 3.5) does not show a very coherent structure, however there is
a significant velocity gradient across the tail in the HCO+ (J = 1 -> O) map along
the northwest-southeast direction. The CO (J 2 1) line profiles show distinct
wings, which seem to form two lobes of an outflow (Figure 3.6). This outflow has not
previously been observed, although SFO found line wings indicative of an outflow in
their CO (J = 2 1) observation of this source.
3.3.1.3 SFO 16
SFO 16, also known as L1634 and RNO40, is classified as a type A bright-rimmed
cloud by SFO, as it is a broad ionization front, with no tail. SFO 16 borders Barnard's
Loop, and is at a distance of 400 pc. The embedded IRAS source 05173-0555 has
a spectral energy distribution in the IRAS bands consistent with an embedded YSO
(SFO). Cohen (1980) describes this object as a purely nebulous elongated very Red
source typical of Herbig-Haro objects. Emission lines which Cohen (1980) detects in
this source include Ha, H/3, H7, [Nil], [SII], [01], [NI], [OIII], and Hel.
Figure 3.7a shows the central line profiles towards the IRAS source 05173-0555.
The vertical line indicates the best fit velocity of the N2H+ (J = 1 -> 0) hyperfine en-
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Figure 3.6 The SFO 13 CO fJ - 9 ^ n n.. • • .
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-39-5 km s^'. The
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-28 km s-.. The lowi:ft 2 rt a h Is'rt;'" ''^
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semble. Both the CO fJ = 1 -> anH thp pn ^ ^ o . n ,.W i -> Uj d the CO (J = 2 1) hnes show wings. These
wings often indicate the presence of outflows. The C^«0 ( J = 1 0) Une, however
appears to have a fairly gaussian shape. The HCO+ line profiles, shown in Figure 3.7a,
are a bit more enigmatic. The HCO+ (J = 3 2) and Hi3C0+ (J = 3 ^ 2) lines
seem fairly well centered on the I^sh, but the HCO+ {J = I ^ 0) shows a pronounced
asymmetry. This asymmetric profile is not shared by the Hi3C0+ (J = l o) line,
indicating that the asymmetry observed in the HCO+ line is probably the result of a
radiative transfer effect, and not an effect of the superposition of clouds along the line
of sight. Line asymmetries can be produced by infall (Walker et al., 1994), however
this produces a line which has greater emission blue-shifted from line center, and our
example is red-shifted from line center. It is possible that the HCO+ (J = 1 ^ 0)
profile is caused by an outflow. Another possibility is that this red-asymmetric pro-
file is due to infall in a region where the shock heating has inverted the excitation
temperature profile of the infalling gas, so that is has a higher excitation temperature
far from the core and a lower excitation temperature near the core. This hypothesis
will be fully explored in §4.2.
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Figure 3.7 Line profiles of molecular transitions in the direction of the central IRAS
source of SFO 16 (a) and SFO 18 (b).
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The CO and HCO^ integrated intensity
.aps are slrown in F.gurc 3.8. Aithougl,
classified as a type A cloud by SFO, the CO (7 = 1 ^ o) seenrs to show a well
defined tail moving off to the south-west, however the ionization source is located
directly to the east of the core. The f 7 - i n\ ; . . j •lie u
_ 1 -> 0) integrated intensity map
(Figure 3.8) shows the molecular core surrounding the IRAS source, and no evidence
of the outflow lobes. It does appear that there is a tail traced by the C^O elongated to
the west of the core. The HCO- (J = I ^ o) integrated intensity image in Figure 3.8
is more indicative of a type A morphology that the CO integrated intensity maps.
The majority of the gas traced by the HCO- emission is in a fairly broad regions
which is densest around the IRAS core, but shows another possible core 300" north
of the IRAS core. The HCO+ {J = 3 ^ 2) integrated intensity map highlights the
location of the core. Figure 3.9 shows the centroid velocity of the HCO+ (J = 1 0)
emission in the dense regions of the source. This centroid was calculated over the line
core velocities, and do not include contributions from line wings if they are present.
On average there appears to be a north-south velocity gradient which could indicate
rotation of the cloud.
In both the CO (J 1 -> 0) and CO (J = 2 1) integrated intensity maps, lobes
indicative of a bipolar outflow are evident. Figure 3.10 shows an integrated intensity
map of the CO (J = 2 -> 1) line wings. This figure shows that there is an outflow,
with the blue shifted lobe on the west side of the core and the red shifted lobe to
the east of the core. Previous studies by Hodapp k Ladd (1995) and Fukui (1989)
indicate the presence of this outflow and a second outflow, which we do not detect,
aligned in the northwest-southeast direction. The axis of rotation, derived from the
HCO+ centroid map, is aligned east-west, matching the alignment of outflow we
detect. This alignment is predicted by current star formation theories that posit that
outflows are located along the polar direction of a rotating protostar, in order to shed
some angular momentum before material can fall into the protostar.
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Figure 3.8 Integrated intensity maps of SFO 16. The IRAS source 05173-0555 is
located at the center of each map. The CO (J = 1 0) map has a lowest contour of
4.3 K km s-^ {3a) and increments of 1.4 K km s'^ {la). The CO (J = 2 ^ 1) map
has a lowest contour of 6.0 K km s~^ {12a) and increments of 2.5 K km s"^ {5a). The
C^^O (J = 1 -> 0) map has a lowest contour of 0.6 K km s~^ {3a) and increments
of 0.2 K km s-i {la). The HCO+ (J = 1 0) map has a lowest contour of 0.4
K km s-^ {3a) and increments of 0.3 K km s'^ {2a). The HCO+ (J = 3 2) map
has a lowest contour of 0.9 K km s~^ {3a) and increments of 0.3 K km s"^ (Icj). The
dotted rectangle in the HCO+ (J = 1 ^ 0) map indicates the region over which the
HCO+ centroid is shown in figure 3.9. The dashed contour in the HCO+ (J = 3 -) 2)
indicates the half power contour of the N2H"'" (J = 1 —)• 0) emission.
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contours and greyscale are indicated on the wedge to the right of the figure.
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3.3.1.4 SFO 18
SFO 18, also known as B35A, is also a type A bright-rimmed cloud (SFO). It
borders the HII region A Ori at a distance of about 400 pc. The embedded IRAS
source 05417+0907 has a spectral energy distribution consistent with an embedded
YSO (SFO). Myers et al. (1988) have detected an outflow in CO (J = 1 -> 0) which
extends in the northwest-southeast direction around the embedded IRAS source.
Our line profiles shown in Figure 3.7b show bright, extensive wings on
the CO (J = 1 0) line, when compared to its C^^O counterpart. The
HCO+ (J =. 1 0) and HCO+ (J ^ 3 ^ 2) line profiles both show a significant blue
asymmetry when compared to their H^^CO+ isotopic counterparts. This may indicate
that the gas is infalling around the core or cores (Walker et al., 1994).
The CO J = 1 0 integrated intensity map (Figure 3.11) shows the broad ioniza-
tion front with a core at its apex, typical of type A sources. The CO emission cuts off"
fairly abruptly on the western edge of the cloud, where the ionization front is located.
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emission at the core onp ran co« ^, e can see a general increase in CO (J - i n • •
^ , , .
.
W - 1 0) emission adja-
ga. gets swept up
,y the ion.atlon front, a facto, which ultimately enhances the den-
sity and leads to self-gravitating clumps (Elmegreen, 1992). The C"0 (7 - 1 ^ o)
another core to the northeast of the hrst. The HCO^ (7 = , _ o) ennssion better
tra.es the dense ridge, a.s seen in the integrated
.ntensity map in Figure 3.11, and the
core in which the IRAS source is emheHHsH Ti,(. jIS b dded. This ridge of dense gas is consistent with
the type A morphological classification by SFO. Higher resolution HCO+ (7 = 3^2)
observations of the core show several emission peaks, indicating that there may be
several low mass stars forming simultaneously in that region. This is consistent with
models of shock driven collapse (Vanhala & Cameron, 1998) in which multiple star,
can be formed.
Further evidence supporting a region of infall is seen in Figure 3.12 where we see
that the entire core region has blue shifted HCO+ [J = I ^ o) centroid velocities
relative to the rest of the cloud where emission is strong enough to accurately mea-
sure a centroid. This match between the core emission and the region of possible
infall is further evidence of a collapsing, star forming, core (Narayanan et al., 2002).
Figure 3.13 shows the integrated intensity map of the CO (J = 1 ^ 0) line wings,
and we see the outflow in the same direction as detected by Myers et al. (1988).
3.3.1.5 SFO 20
SFO 20 is a type C bright-rimmed cloud. The long tail is visible in the optical
image (Figure 3.1) pointing northwards, away from the HII region IC434, which is
approximately 400 parsecs from us (SFO). The infrared spectral energy distribution
of this source is consistent with an embedded YSO (SFO). Sugitani et al. (1989)
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Figure 3.11 Integrated intensity maps of SFO 18. The IRAS source 05417+0907 is
located at the center of each map. The CO (J = 1 0) map has a lowest contour
of 1.8 K km s-i (3a) and increments of 1.8 K km s"^ {3a). The C^^O (J = 1 -> 0)
map has a lowest contour of 0.4 K km s"' {3a) and increments of 0.1 K km s'^
{la). The HCO+ (J 1 ^ 0) map has a lowest contour of 0.7 K km s~' {3a) and
increments of 0.5 K km s"^ {2a). The HCO+ {J = 3 ^ 2) map has a lowest contour
of 1.6 K km s~^ {3a) and increments of 0.5 K km s"' (la). The dotted rectangle in
the HCO"'" (J = 1 —> 0) map indicates the region over which the HCO"^ centroid is
shown in figure 3.12. The dashed contour in the HCO+ (J = 3 2) indicates the
half power contour of the N2H"'" {J = I 0) emission.
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Figure 3.12 The SFO 18 centroid velocity integrated over the line core of
HCO+ (J = 1 0). The line of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
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Figure 3.13 The SFO 18 CO (J = 1 0) line wing emission. The blue lobe, indicated
by dotted lines, is the integrated intensity in the range of 2 to 11 km s^i. The red
lobe, indicated by solid lines, is the integrated intensity in the range from 13 to 22km s ^ The lowest contour in each case is the half power contour. The x indicates
the C O (J = 1 0) peak integrated intensity position.
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discovered and mapped an outflow aronnd the embedded IRAS source in SFO 20
using the NRO 45m telescope in the CO (J . i ^ o) transition.
The CO (. . 1 ^ 0) and CO (,/ . 2 1) line profiles shown m Figure 3.14a show
a blue asymmetry and wings on the J . 2 -> 1 transition. The HCO^ fine profiles
are all fairly gaussian, and fairly well centered on the N,H^ {J = I ^ 0) V,,,. There
is no clear evidence of infall from the HCO+ transitions.
The CO (J 1 -> 0) integrated intensity map (Figure 3.15) shows the type C
morphology, with a strong core and evidence of a tail trailing off to the north. The
CO {J = 2-. 1) emission also traces the core, though the emission peak does not
match the HCO- (.7.3-^ 2) core position exactly. The C^O (J = 1 ^ o) emission
is also peaked on the core and relatively absent in the tail. The HCO+ [J = i o)
emission is mainly centered on the core with some emission tracing the tail. While
many of the previous sources had substantial emission outside of the core region,
this one does not. Under the assumption that the type C morphology is the most
temporally evolved morphology, the ionization front may have long since passed this
region and it is surrounded by ionized gas. As the core gas collapses the tail can be
eaten away as it becomes less and less shielded. The HCO+ (J 3 2) traces only
the core material.
Analysis of the HCO+ (J = 1 0) centroid velocity, shown in Figure 3.16 indi-
cates a small, but statistically significant gradient across the core. This gradient may
indicate the cloud's rotation. As an outflow has already been detected in this source
by Sugitani et al. (1989) we chose to look at the CO (J = 2 1) wing integrated
intensity in order to try to verify the existing observation. Figure 3.17 shows that
the line wings do show two lobes of emission, with the red lobe being predominantly
northeast of the core and the blue lobe predominantly southwest of the core, similar
to previous results. The cloud rotation shown in Figure 3.16 is perpendicular to the
outflow, which is a prediction of current theories of star formation.
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Figure 3.14 Line profiles of molecular transitions in the direction of the central IRAS
source of SFO 20 (a) and SFO 25 (b).
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Figure 3.15 Integrated intensity maps of SFO 20. The IRAS source 05173-0555 is
located at the center of each map. The CO (J 1 0) map has a lowest contour
of 1.1 K km s 1 (3cr) and increments of 1.1 K km s'^ {3a). The CO (J = 2 -> 1)
map has a lowest contour of 1.0 K km s^i {3a) and increments of 3.4 K km s"^
(10a). The C^^O (J = 1 0) map has a lowest contour of 0.4 K km s'^ {3a) and
increments of 0.1 K km s'^ {la). The HCO+ (J = 1 0) map has a lowest contour
of 0.4 K km s 1 {3a) and increments of 0.1 K km s'^ {la). The HCO+ (J = 3 -> 2)
map has a lowest contour of 0.6 K km s'^ {3a) and increments of 0.2 K km s"' {la).
The dotted rectangle in the HCO+ (J = 1 ^ 0) map indicates the region over which
the HCO+ centroid is shown in figure 3.16.
96
0 -50
-100
RA offset (asec)
Figure 3.16 The SFO 20 centroid velocity integrated over the line core of
HCO+ (J =r 1 -> 0). The line of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
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Figure 3.17 The SFO 20 CO (J = 2 ^ 1) line wing emission. The blue lobe indicatedby dotted hues ,s the integrated intensity in the range of 3 to 12 km s Tedlobe md^ated by solid lines, is the integrated intensity in the range fL 14 to 3
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3.3.1.6 SFO 25
SFO 25, also known as HH124 (Walsh et al., 1992), is a type B cloud located
at a distance of 780 pc. Embedded within is the IRAS source 06382+1017, whose
spectral energy distribution is consistent with an embedded YSO (SFO). SFO 25 is
associated with the HII region NGC 2264. Figure 3.1 shows a moderately curved
rim arching northwards away from the ionizing source. However, although there is
no tail visible in the optical, there is also no point at which the structure begins to
broaden away from the ionizing source as there is for the other type B sources, SFO 4
and SFO 13. As we shall see below, this source bears many similarities with type C
cometary clouds as well.
The CO (J = 1 ^ 0) and CO (J = 2 1) profiles show a wide (5 km s"!), slightly
asymmetric line (Figure 3.14b). The CO (J = 2 ^ 1) profile shows line wings, which
may indicate the presence of an outflow. The HCO+ line profiles show some asym-
metry as well, mostly in the form of a redshifted tail.
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The CO (. = 1 ^ 0) integrated intensity n,ap (Figure 3.18) sirows a low ievei
of CO emission throughout the region, which nray be the result of contamination
fro™ nearb, diffuse ciouds which lie at near, the sa.e velocity of SPO 25. TheC 0 (7 = 1 ^ 0) traces the higher column density gas which forms the SFO 25 core
and shows a molecular gas tail to thp north tu-8 e north. This morphology is more typical of a
type C cometary cloud than a type B source. The CO (J - 2 -4 1W • •_ 2 1) emission peaks
strongly at the IRAS source position. The HCO^ (. = 1^0) integrated intensity
map (Figure 3.18) shows strongly peaked emission around the core with much weaker
emission along the tail to the north of the source, which looks more typical of a type C
source than a type B source. The HCO+ ( T - o\ • • ,n n^u ( j _ 3 2) emission is also strongly peaked
at the IRAS source position.
We detected no coherent velocity structure in the HCO+ (J = 1 _ 0) velocity
centroid observations. However the CO (J = 2 ^ 1) line wings show evidence of an
outflow oriented in the north-south direction (Figure 3.19), though unrelated emission
near the same velocity makes it hard to separate the outflow emission from emission
due to other sources.
3.3.1.7 SFO 37
SFO 37, also known as GN 21.38.9, is a type C cloud (SFO). It's cometary struc-
ture is quite striking in the optical (Figure 3.1). SFO 37 is associated with the HII
region IC1396 located at a distance of 750 pc. Embedded within is the IRAS source
21388+5622 whose spectral energy distribution is consistent with an embedded YSO.
An investigation of this region by Duvert et al. (1990) revealed Ha and [SII] emission
on the northeast side of the molecular emission core. This emission is consistent with
an ionization front driven by the strong UV field of a neighboring 06 star.
The CO (J = 1 0) and CO {J = 2 1) line profiles (Figure 3.20a) shows a
fairly gaussian shape centered at a line of sight velocity of approximately 1 km s'K
99
400
200
o
(UQ
-50
HCO"" (1-0)
i I I I I
HCO"" (3-2)
400 200 0
RA offset (asec)
_I_L.
I I I..
150 100 50
-5C
Figure 3.18 Integrated intensity maps of SFO 25. The IRAS source 06382+1017 is
located at the center of each map. The CO (J = 1 ^ 0) map has a lowest contour
ot 3.6 K km s (3cr) and increments of 6.1 K km s-^ {5a). The CO (J = 2 ^ 1)
map has a lowest contour of 1.7 K km s-^ {3a) and increments of 5.6 K km s"^
(lOcr). The C^^O (J = 1 0) map has a lowest contour of 0.5 K km s"' {3a) and
increments of 0.4 K km s'^ (2a). The HCO+ (J = 1 ^ 0) map has a lowest contour
of 0.5 K km s 1 {3a) and increments of 0.8 K km s-^ {5a). The HCO+ {J = 3 2)
map has a lowest contour of 1.2 K km s-^ {3a) and increments of 2.0 K km s-^ {5a).
The dashed contour in the HCO+ (J 3 ^ 2) indicates the half power contour of
the N2H+ {J =1^0) emission.
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Figure 3.19 The SFO 25 CO {J = 2 1) line wing emission. The blue lobe, indicated
by dotted lines, is the integrated intensity in the range of 2 to -5.5 km s"'. The
red lobe, indicated by solid lines, is the integrated intensity in the range from 9 to 18
km The lowest contour in each case is the half power contour. The x indicates
the HCO+ (J = 3 -) 2) peak integrated intensity position.
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A second component is visible at a line of sight velocitv of .Mgni y approximately 7 km s"!Ouve.
.
a,. (.00) spee.a.
.at ... eo.p„„e.
.a. .e a_
the second co.ponenfs spatia, ai.Hbut.on appears unrelated to that of the ,„ain
—nt, and the low density gas su„ou„din, the SFO 3V core has ^ost U.e,,
gaussian and share approximately the sanre centroid velocity. As is the case for n.any
of these bright-rimmed clouds, there is little or no indication of infall. despite the
presence of a previously detected outflow (Duvert et al., 1990).
The integrated intensity map of the CO (i = 1 ^ o) emission shows the cometary
cloud structure stretching from the center of the plot down to the southwest. There
also appears to be a spur of gas 120" south of the core extending west out of the tail of
the cometary cloud (Figure 3.21). The CO (J = 2 ^ 1) integrated intensity map also
shows a cometary structure running northwest-southeast. Although we detected no
outflow, the higher resolution survey of Duvert et al. (1990) detected a bipolar outflow
with a 20" separation between the red and blue lobes and a north-south orientation.
The HCO+ (J = 1 0) integrated intensity map (Figure 3.21) shows emi.ssion
from the IRAS core, as well as an extension to the southeast. There is a centroid veloc-
ity gradient of the HCO+ (J = 1 ^ 0) emission along the length of the cometary cloud
(Figure 3.22). This velocity gradient may be due to the interaction of the ionization
front and the cometary cloud. Recent near-infrared observations of this source have
also shown several point sources which may be pre-main-sequence stars which lie on
a line extending from the embedded IRAS source in the opposite direction as the tail
(Sugitani et al., 1995, 1999). These young stars, and their extremely regular arrange-
ment along the line which bisects the ionization front, which would be the line along
which the dense core would travel in a radiation driven cometary globule (Lofloch
k Lazareff, 1994), make this source an excellent candidate for small scale sequential
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Figure 3.20 Line profiles of molecular transitions in the direction of the central IRAS
source of SFO 37 (a) and B 335 (b).
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Figure 3.21 Integrated intensity maps of SFO 37. The IRAS source 21388+5622 is
located at the center of each map. The CO (J - 1 0) map has a lowest contour of
1.4 K km s ^ {3a) and increments of 1.4 K km s'^ {3a). The CO (J = 2 -> 1) map
has a lowest contour of 1.6 K km s'^ (3a) and increments of 2.6 K km s-^ (5a). The
HCO+ (J = 1 -> 0) map has a lowest contour of 0.4 K km s'^ {3a) and increments
of 0.2 K km s-i (la). The HCO+ (J - 3 ^ 2) map has a lowest contour of 0.8
K km s-i (3a) and increments of 0.3 K km s"^ (la). The HCO+ (J = 4 ^ 3) map
has a lowest contour of 0.9 K km s^^ (3a) and increments of 0.3 K km s"^ (la). The
dotted rectangle in the HCO+ (J = 1 -> 0) map indicates the region over which the
HCO+ centroid is shown in figure 3.22.
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star formaUon (Sugitani et a,., 1999). The HCO^ (. = i _ o) map shows evidence
of some f„Uon of the taH of the co.etar. cloud into what could potential.,
seed the cores of new sequentially driven star formation. The HCO^ (J - 3 ^ 2)
and HCO^ (,/ = 4 3) integrated intensity maps p.k up the dense gas surround-
ing the central IRAS source. The second core, located approximately 100" behind
the IRAS source, has a lower excitation temperature than the core surrounding the
IRAS source, which may indicate that it is much less dense. Once the ionization front
moves past the IRAS source, it could continue on to th.s second core, ,nducmg star
formation once again. The IRAS source would become another young star in the line
of young stars which originated in this sequential star forming region.
3.3.2 Bok Globules
3.3.2.1 B335
The dark cloud B335 has been well studied. The embedded IRAS source
19345+0727 appears to be a protostellar core which is the source of a bipolar outflow
which is oriented in the east-west direction on the plane of the sky. The central source
shows an elongation in the far-infrared and submillimeter continuum in the north-
south direction, orthogonal to the outflow (Chandler et al., 1990). The high visual
extinction and lack of near-infrared emission (Chandler k Sargent, 1993; Anglada
et al., 1992) indicates that it may be a class 0 source. Zhou et al. (1993) provide
evidence for protostellar collapse in B335 using H2CO and CS observations. Subse-
quently, Zhou (1995) improved upon the infall models for B335 by including rotation
and confirmed the earlier suggestion of infall. B335 is one of the best studied infall
candidates, which is why we chose to observe it and compare it with the bright-rimmed
clouds.
The B335 line profiles (Figure 3.20b) are very narrow compared to the other
sources we've observed. The optically thin lines show a velocity width of only about
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Figure 3.22 The SFO 37 centroid velocity integrated over the hne core of
HCO+ {J =1-^0), The line of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
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1 s-.. The HCO^ (. = 1^0) profile shows a large self-absorption trough
however the centroid is not blue shifted, as one would expect for infall, but red-
sh.fted. This is a result of the core rotation (Zhou, 1995) and the large bean, of
FCRAO. The HCO- (7 = 4^3) line profile also shows self absorption, which re-
sults in a double-peaked spectrum. This spectrum, however, shows a considerable
blue-shifted centroid relative to its isotopic counterpart. The W'CO^ (J = 1 ^ 0)
and H'^CO^ (J = 4 ^ 3) show single peaks right at the point where the HCO+ lines
are most self-absorbed, indicating that there is a high optical depth of HCO+ at
those velocities, and not that there are two different molecular cloud structures wUh
slightly differing velocities in that direction.
The C-0 (J = 1 0) and N,H- (J . l _ o) emission is confined to the
core, which does not seem to be resolved by our beam (Figure 3.23). The
HCO+ (J = 1 -> 0) emission is resolved by the FCRAO beam, and seems to peak
at the position of the IRAS core. The HCO+ (J = 1 0) centroid map (Figure 3.24)
does not indicate any coherent structure across the cloud. The HCO+ (J = 4 -> 3)
emission is elongated in the east-west direction, along the outflow (Figure 3.23).
The centroid velocity of HCO+ {J = 4 3) has a coherent gradient running north-
south indicating that B335 may be rotating around the axis defined by its outflow
(Narayanan, 1997).
3.3.2.2 CB 3
CB 3 (Clemens & Barvainis, 1988), also known as L 594 (Lynds, 1965), is a
Bok globule located approximately 2500 pc from us (Launhardt & Henning, 1997).
Embedded within it is the IRAS source 00259+5625, which has an extremely high
luminosity (930 Lq) and appears to be a source of isolated intermediate- or high- mass
star formation, not typically associated with Bok globules (see Codella k Bachiller
(1999) and references therein). Because this source is so distant and has such a
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Figure 3.23 Integrated intensity maps of B335. The IRAS source 19345+0727 is
located at the center of each map. The C^^O (J = 1 0) map has a lowest contour
of 0.6 K km s ^ {3a) and increments of 0.2 K km s'^ {la). The HCO+ {J = I ^ 0)
map has a lowest contour of 0.3 K km {3a) and increments of 0.1 K km s''
{la). The HCO+ {J = 4 ^ 3) map has a lowest contour of 0.8 K km s'^ {3a) and
increments of 0.3 K km s-i {la). The dotted rectangle in the HCO+ (J = 1 ^ 0)
map indicates the region over which the HCO+ centroid is shown in figure 3.24. The
dashed contour in the C^^O (J = 1 0) indicates the half power contour of the
N2H+ {J =1^0) emission.
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Figure 3.24 The B335 centroid velocity integrated over the Hne core ofHCO (J
_ 1 0). The line of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
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high iu^inosit, IRAS source it
. not typiea,,, studied a. a sou.e of iow-^ass sta.
for.at.on, but
.
™ay be a good counterpart for the n,ore distant bri.ht-ri.^ed
clouds, such as SFO 13, SFO 25, or SFO 37.
The CB 3 CO central line profiles (Figure 3.25a) are more complex than
many of the bright-rimmed cloud's line profiles. Both the CO (J = 1 ^ o) and
CO (J = 2 -> 1) profiles show a component near the N,H+ line center velocity
a,>d a second component red shifted by a couple of km s- from the first. The
C'»0 (J = 1 0) line does not show two components, but does have a significant
red shifted tail. The HCO^ (7 = 1^0) central line profile is blue-shifted relative to
both the N.H- (J = 1 ^ 0) line as well as the H"CO^ (7 = 1^0) line, which could
indicate infall in the core. The HCO+ (J = 3 ^ 2) line shows less self-absorption on
the red-shifted side of the line, but still has a centroid velocity which is slightly blue
relative to the N2H+ profile.
The CO (J = 1 -> 0) integrated intensity map (Figure 3.26) shows a ridge of gas
running northeast-southwest, but no peak at the core, however the CO (J = 2 1)
map clearly shows the core, which is displaced from the (0,0) position, but remains
consistent with the error position of the IRAS source. The C^^O (J = 1 -> 0) also
highlights the position of the dense core along the low-density molecular gas ridge.
The HCO+ (J = 1 ^ 0) integrated intensity map shows the gas core, with some
extension along the ridge, however the HCO+ {J = 3 2) emission is centered only
on the core position.
The HCO+ [J = 1 ^0) emission does not show a linear velocity gradient, but does
have some structure (Figure 3.27). The CO (J = 2 -> 1) line wing map (Figure 3.28)
shows a bipolar structure with the blue-shifted line wing to the south of the core and
the red-shifted wing to the north. This indicates the probable presence of a bipolar
outflow in this core. Our detection of this outflow is consistent with the outflow
detected by Codella k Bachiller (1999).
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Figure 3.25 Line profiles of molecular transitions in the direction of the central IRAS
source of CB 3 (a) and CB 224 (b).
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Figure 3.26 Integrated intensity maps of CB 3. The IRAS source 00259+5625 is
located at the center of each map. The CO (J = 1 ^ 0) map has a lowest contour of
2.2 K km s-^ (3cr) and increments of 2.2 K km s'^ {3a). The CO (J = 2 ^ 1) map
has a lowest contour of 3.1 K km s~^ {3a) and increments of 5.1 K km s"^ (5(j). The
C^^O (J = 1 0) map has a lowest contour of 0.5 K km s~^ {3a) and increments
of 0.2 K km s-^ {la). The HCO+ (J = 1 ^ 0) map has a lowest contour of 0.5
K km s-^ {3a) and increments of 0.2 K km s'^ {la). The HCO+ (J = 3 -> 2) map
has a lowest contour of 1.5 K km s~^ {3a) and increments of 0.5 K km s~^ {3a). The
dotted rectangle in the HCO+ {J = 1 0) map indicates the region over which the
HCO"*" centroid is shown in figure 3.27.
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Figure 3.27 The CB 3 centroid velocity integrated over the Une core of
HCO+ (J = 1 0). The Hne of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
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3.3.2.3 CB 224
CB 224 (Clemens k Barvainis, 1988) is a Bok globule located at a distance of
approximately 450 pc, and it's embedded IRAS source, 20355+6343, has a luminosity
of 3.9 Lq (Launhardt & Henning, 1997). This is very comparable to many of the
SFO sources discussed above, making CB 224 a good isolated source to compare with
the potentially triggered SFO sources. CB 224, however, has very weak molecular
emission lines.
The CO (J = 1 0) central line profile shows evidence of a blue-shifted wing,
which is not present in the C^^O (J = 1 -> 0) profile. This may indicate the pres-
ence of an outflow (Figure 3.25b). The HCO+ (J - 1 -> 0) line profile is blue-shifted
relative to both the N2H+ emission, and the Y{'^CO+ (J = 1 ^ 0) emission pro-
file. The HCO+ (J z= 1 ^ 0) profile shows a knee right where the Y{^^CO+ emission
peaks indicating a fairly classical self-absorption profile typical of infall regions. The
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HCO^ (, = 3^2) profile show, so.e evidence of a slight centroid blue-shift
.elat.vetotheH-cOMJ
= 3^2)li„ea„dtheN,HM7-1^0tr K20 (J _ 1 _> 0) line, but It is not as
convmcmg an infall signature as the lower energy transition.
The CO (J
= 1 0) integrated intensity „ap shows
.oleeular emission is fairly
ubiquitous around this source rPiiriirp ooi i,(Hgure 3.29), however there are two CO peaks, one
north and one south of the IRAS core. The HCO^ (. = 1 _ o) integrated intensity
map clearly highlights the core ga. surrounding the IRAS source at the center of the
map. There ,s a gradient running northeast-southwest in the HCO- (J = 1 0)
centroid velocity which could indicate rotation in the core (Figure 3.30).
3.4 Core Masses
Of the seven bright-rimmed clouds observed and the three Bok globules, all the
sources show evidence of a very dense core with the exception of SFO 4, which is
unusual in that it appears to be a fairiy diffuse cloud. Turner (1995) has shown
that the N.H- (J = l o) transition can be a good probe of the properties of star
forming cores. While CO, HCO^ and other molecules have a tendency to freeze on
to grains in the low temperature, high density environment of cores, N^H^ remains
relatively undepleted (Bergin & Langer, 1997) in dark cloud cores, making it a good
probe of the density profile. N,H+ (J = 1 0) also has several fine structure lines
(Caselli et al., 1995) which can be used to derive the excitation temperature of the
N2H+ (J = 1 0) line. We use the "hyperfine structure (hfs) method" in CLASS
(Forveille et al., 1989) to derive these properties from the N2H+ emission, using the
component separations observed by Caselli et al. (1995). The excitation temperature
and the optical depth derived from the hyperfine line ratios can be used to derive
the column density of gas within the telescope beam, which can be related to the gas
mass in the beam, assuming a relative abundance ratio between N2H+ and molecular
hydrogen (Benson et al., 1998). We have performed this analysis for the objects
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Figure 3.29 Integrated intensity maps of CB 224. The IRAS source 20355+6343 is
located at the center of each map. The CO (J - 1 -> 0) map has a lowest contour of
2.4 K km s ^ {3a) and increments of 0.8 K km s'^ (la). The HCO+ (J = 1 -> 0) map
has a lowest contour of 0.3 K km s-^ {3a) and increments of 0.1 K km s'^ {la). The
dotted rectangle in the HCO+ (J = 1 ^ Q) map indicates the region over which the
HCO+ centroid is shown in figure 3.30. The dashed contour in the HCO+ (J = 1 -> 0)
indicates the half power contour of the N2H+ (J = 1 -> Q) emission.
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Figure 3.30 The CB 224 centroid velocity integrated over the line core ofHCO+ (J _ 1 -> 0). The line of sight velocity has been subtracted out and the
contours and greyscale are indicated on the wedge to the right of the figure.
in our sample, and the results are shown in Table 3.3, where T,^ is the excitation
temperature, Vlsr is the line of sight velocity, AV is the line width, r is the optical
depth, N is the column density of N2H+, and M^, is the molecular mass of the core.
The column densities of N2H+ fall within the same range of column densities observed
in the cores of dark clouds (Benson et al., 1998).
The mass of the core can also be derived by comparing the emission of
HCO+ (J = 1 ^ 0) to {J = l-> 0), under the assumption that the E^^CO+
emission is optically thin. The optical depth can be derived from assuming an abun-
dance ratio between the C and ^^C isotopes, and comparing the ratio of H^^CO+
emission to HCO"*" emission. Then the excitation temperature is derived by assuming
a filling factor of unity, and the excitation temperature and optical depth are used
to derive the column density of gas. The results of this analysis are presented in
table 3.4. It is encouraging to see that even though N2H"'" and HCO"*" do not trace
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Table 3.3. Observations of N2H+
SFO 13^
SF0 16 5.4 (1.0) 8.190 (0.002)
SFO 18 4.2(0.2) 11.912(0.015)
SFO 20b
... 13.007 (0.036)
SFO 25 5.0 (1.3) 7.287 (0.025)
SFO 37b
... 0.829 (0.103)
B335 3.6 (0.2) 8.362 (0.005)
CB 3 5.2 (8.6) -38.843 (0.104)
CB 224 8.0 (6.4) -2.729 (0.007)
0.589 (0.017) 2.3 (0.9) 5 X 10^2 12
0.964 (0.038) 4.1 (0.6) 10 X 10^2 25
0.589 (0.093) 0.6 (0.2) 1 X 1012 3
1.832 (0.082) 0.8 (0.5) 5 X 10^2 50
1.499 (0.503) 0.3 (0.2) 1 X 1012 13
8
0.376 (0.017) 11 (2) 8 X IO12
1.789 (0.367) 0.459 (1.603) 3 X IO12 270
0.450 (0.020) 0.785 (0.946) 2 X 1012 8
^N2H+ (J _ 1 -> 0) was not detected in this source down to an RMS of 0.067 K.
^The excitation temperature and optical depth were not well constrained due to the
noise in this observation, however their combination was, so assuming an excitation tem-
perature of 5 K yields the above mass estimates
Note. — These are the star formation core properties, t/mb is 0.5, X(N2H+) is 7x lO'io
beamwidth is 52 arc seconds. '
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Table 3.4. Observations of HCO"
Source (K) (j^^
SFO 4 0.221 (0.023) < 0.037
SF0 13 0.464 (0.020) 0.012 (0 014)SFO 16 0.717 (0.007) 0.234 (0 007)SFO 18 0.980 (0.007) 0.272 (0 006)SFO 20 0.841 (0.013) 0.082 (0.008)
SFO 25 1.241 (0.015) 0.071 (0.012)
SFO 37 0.436 (0.014) 0.047 (0 006)
B335 0.786 (0.012) 0.280 (0.017)
CB 3 0.222 (0.043) 0.017 (0.019)
CB 224 0.664 (0.018) 0.302 (0 011)
AV
(km s-i)
TCX
(K)
N
'main
( cm ~'^\
S /f
(Mq)
3.0 < 2 X 10'-' < 2
4.0 4.2 1 X lO^'' 54
2.0 4.3 1 X 28
2.0 4.9 1 X 10''' 27
1.5 4.6 3 X 6
5.0 5.5 7x 10'^ 55
3.0 3.7 5 X lO^"^ 34
1.0 4.4 8 X 10^'^ 6
2.5 3.2 2 X 185
0.8 4.2 8 X lO'-^ 21
•
^^''-i.^H T^"'" ^^"""^S
core properties, t^mb is 0 46 YfHCO+^
exactly the same gas they produce fairly comparable results for the overall
These clouds tend to have cores with masses on the order of tens of solar masses.
core mass.
3.5 Outflows
Outflows appear to be fairly ubiquitous in our sample. We detected outflows in
nearly all the sources we surveyed. This is to be expected, since a star is forming
and the cloud must dissipate its angular momentum in order to collapse. However,
in the case of shock triggered regions, the ionization front does dissipate some of the
angular momentum of the collapsing cloud (Elmegreen, 1992), though the ionization
front would probably not have a noticeable effect on the scale of the accretion disk.
We have analyzed the energy in the detected outflows and present the results in
table 3.5. We derived the mass of the lobes by averaging the integrated intensity of
the line-wing emission over the spatial extend of the lobe. We then derived a column
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density from this integrated intensity assuming that the emission is optically thin and
an excitation temperature of 30K. The momentum (P) and kinetic energy (KE) of
an outflow can be derived by computing
^ = E "^ch^^ch, and KE = i^ m.^vl
ch ^
ch
ch
along the spatially averaged spectrum of the outflow lobe. Unless the outflow is along
the line of sight, this method underestimates these quantities by a factor of sin(i)
where i is the inclination of the outflow relative to the plane of the sky. As this
method tends to underestimate the momentum and kinetic energy of the outflow,
and since these estimates have fairly large uncertainties we chose not to integrate
over the averaged spectrum, but instead to calculate the momentum to be M^otaiKnax
and kinetic energy to be
^MtotaiKSa, where M^otai is the total mass of the outflow
lobe, and V^ax is the maximum measured velocity of the outflow lobe relative to the
line center. This assumes that all the material in the flow is moving at the maximum
observed velocity, and that the lower velocities are the result of projection effects.
This technique results in upper limit estimates of the flow's momentum and energy
(Walker et al., 1988). The dynamical age (rrf) of the flow is found by calculating the
distance from the core to the edge of the outflow lobe and dividing by V^ax, while
the kinetic luminosity (L) is derived by dividing the kinetic energy of the lobe by the
dynamical age of the flow.
The dynamical ages and kinetic luminosities of these outflows tend to agree with
those of previously observed outflow sources (Saraceno et al., 1996). The outflow ages
all tend to be greater than 10^ years, which may indicate that the embedded objects
are class I sources rather than class 0 sources, which typically have outflow ages less
than IC^ years (Saraceno et al., 1996).
We compare the mechanical luminosity and force needed to accelerate the outflow
to the luminosity and radiant pressure of the IRAS source driving the outflow in
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... 3.31. We
.H,M-H™.ea e.o„.s oecup.
,
two p,o. indicatin, that the, a. p.obabl, driven h,
.™i,ar processes as the other
that the radiant pressure of the IRAS source is not sufficient to accelerate the outflows
to the velocities we observe. This confirms similar observations of Lada (1985) The
mechanism which accelerates these outflows is not a single scattering of photons from
the IRAS source, but entrenchment in a bipolar flow thought to be driven by the
interaction of an accretion disk and the stellar object's magnetic field.
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Figure 3.31 The energetics of the outflow are compared with those of the photons
arising from the embedded IRAS sources we observed. The open squares represent
the bright-rimmed clouds we observed, the open circle is CB 3 and the closed circles
are data from Lada (1985). Figure (a) shows the outflow mechanical luminosity com-
pared to the luminosity of the IRAS source. Figure (b) compares the force needed
to accelerate the molecular outflows to the total radiant pressure of the central ob-
ject. The dashed lines indicate where forces or luminosities are equal. The bright-
rimmed clouds share similar properties with previously observed outflows, namely
that although there exists enough energy in the central source to drive the outflows,
radiative scattering is not the source of the outflow's acceleration.
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CHAPTER 4
DISCUSSION OF MODELS AND OBSERVATIONS
4.1 Introduction
Comparing models and spectral line observations of star forming regions is com-
plicated. The most complicating factor is that we are trying to reconstruct the three
dimensional dynamic behavior of a gas cloud under the influence of gravity, magnetic
fields, and it's own internal pressure from two spatial dimensions and one spectral
dimension of data at one point in the cloud's evolution. Under such conditions it is
generally impossible to construct a unique model which describes the physical state
of the cloud (Stenholm & Pudritz, 1993). In the regions we have observed, there
are a number of factors which help mitigate these effects. We have chosen regions
which appear to have a fairly simple geometry, the bright-rimmed clouds are molecu-
lar clouds with ionization fronts from nearby HI! regions sweeping up the molecular
gas into a fairly well defined ridge. In other regions of cluster formation, multiple
winds and shock fronts would confuse our analysis greatly. Even though we have
chosen relatively simple regions to study, finding signatures of triggered star forma-
tion within bright-rimmed clouds remains difficult. We are unable to determine if
there were preexisting self-gravitating cores within these clouds, or if the cores were
induced to collapse as a result of the imposed shock front because we have no way
of observing the evolution of each source. Nevertheless we do observe trends in our
observations and in our models which are useful in uncovering the physical processes
in these regions.
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4.2 Infall Motion
4.2.1 Quantifying Blue Asymmetry in Line Profiles
falhng gas, there were few n„e asymmetries indicative of infaii in the bright-rim.ed
clouds. Mardones et ai. (1997) have defined a parameter to quantify the iine asymme-
of an opt,ca„y thin hne, and the w,dth of the optically thin line. The asymmetry
(SV) IS then defined as
^^=(Khick-Khin)/AKhin.
Mardones et al. (1997) find the line center velocities of both the thick and th. fines
by fitting a gaussian to the fines. However using gaussian fits does not yield a very
robust estimator of the asymmetry. As the optical depth increases, the thick line
does immediately separate into two distinguishable components. At moderate optical
depths a knee forms in the line profile as the peak becomes blue-shifted. A gaussian
fit to this type of profile is very inaccurate. The centroid velocity of a line is a better
determined quantity. Therefore we use the centroid velocity of the thick line when
calculating the line asymmetry. The thin line is usually very close to a gaussian, so
we use a gaussian fit to determine the velocity of the thin line.
We tabulate our line asymmetry values in table 4.1. The millimeter asymmetry
is derived from observations of the HCO+ {J = 1 0) optically thick line and the
(J = 1 ^ 0) optically thin Hne. The submillimeter asymmetry value is de-
rived from the observations of the HCO+ (J 3 -> 2) optically thick line and the
H^3C0+ {J = 3-^2) optically thin line. Mardones et al. (1997) suggest that a SV
between -0.25 and 0.25 be considered symmetric. All the bright-rimmed clouds, with
the exception of SFO 18, show no significant asymmetry in their central line profiles
according to this criterion.
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Table 4.1. Line Asymmetries
Source Millimeter Asymmetry Submillimeter Asvmmpfrv
SFO 13
SFO 16
SFO 18
SFO 20
SFO 25
SFO 37
-0.11 ±0.10
-0.14 ±0.01
-0.48 ± 0.02
-0.01 ±0.05
-0.01 ±0.02
0.08 ± 0.05
-0.32 ± 0.19
0.20 ± 0.13
-0.59 ± 0.06
0.38 ± 1.34
0.03 ± 0.12
-0.15 ± 0.06B 335
CB 3
CB 224
-0.09 ± 0.03
-0.84 ±0.14
-1.20 ±0.06
-0.13 ± 0.04
-3.79 ± 11.83
-0.27 ± 0.16
Previous studies of class 0 and class I sources performed usi,.g the ,„illi,ne-
ter CS (J = 2 ^ 1) transitior, (Mardones et al., 1997) and the submillimeter
HCO+ (./ = 3 ^ 2) transition (Gregersen et al., 2000) show preferentially blue asym-
metric line profiles, thought to be the result of infall in these star forming cores.
Mardones et al. (1997) quantify the overall predilection of the observed sources to
have blue asymmetric line profiles in terms of a parameter they call the "blue excess"
which is defines as
blue excess = ^^'"^ ~ u u
where TVbiue is the number of sources with 6V < -0.25, A^.ed is the number of sources
with 6V > 0.25, and Nu,u\ is the total number of sources. Gregersen et al. (2000) find
a blue excess of 0.28 for the class 0 and class I sources they observe, and an overall
blue excess of 0.31 for all the sources in the literature. The bright-rimmed clouds have
a blue excess of 0.2 measured in both the millimeter and submillimeter transitions,
however that is measured with a sample of only 6 sources. A scatter plot, comparing
the asymmetry of the bright-rimmed clouds and Bok globules we observed with those
observed by Mardones et al. (1997) and Gregersen et al. (2000) is shown in Figure 4.1.
In the same figure, we also indicate the modeled line asymmetries for two of the VC
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hydroCynamic models which collapsed to fonn a single gravitationally bound core
We see that the bright-rimmed clouds show asymmetry values co.nparable to those
of other star forming regions. The b.ght-rimmed clouds, however, do not show as
wide a deviation of asymmetry values, and tend to have 6V. which are closer to 0
than typical star formation regions, whose 6Vs tend to be negative. Even the modeled
clouds t(.Hl to show no significant asymmetry at all. A wider survey of bright-rinuned
clouds is required to determine if they indeed have significantly less blue excess than
other YSOs.
4.2.2 The Role of Temperature Gradient in Line Formation
Why do w(> not detect infall in more bright-rimmed clouds? Does the incoming
shock front produce conditions that alter the shape of the emergent line profile? An
isolated Bok globule usually has an excitation temperature profile which drops from
a value on the ()rd(>r of 20 50K at the core center to lOK at the edge of the core
(Launhardt k Henning, 1997). Bright-rimmed clouds, however, are stripped of their
molecular envelopes and heated by UV flux from O stars. This may be expected to
flatten or in some cases invert the temperature profile, so that the center of the cloud
core may still have a physical temperature around 20K, but the edge of the cloud core
may have a physical temperature of several hundred K. Since the gas throughout the
core is fairly (excited, it would eliminate the s(>lf-absorption which characterizes the
blue line asymmetry typically associated with infall. This inversion of the excitation
temperature gradient could even lead to absorption of the blue-shifted gas by denser,
yet less excited gas closer to the core. Figure 4.2 illustrates the eff'ect of inverting
the temperature gradient on a free-falling infall region. The model presented in that
figure is a collapsing region following the theoretical model proposed for a collapsing
non-rotating free-falling sphere proposed by Shu (1977). There is a peak molecular
hydrogen density of 10^ cm"'' at the center of the cloud, which drops down to a density
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Figure 4.1 The line asymmetry parameter {6V) towards the star forming core mea-
sured in both millimeter (x axis) and submillimeter (y-axis) molecular transitions.
The open triangles are the bright-rimmed clouds reviewed in this dissertation ob-
served in the millimeter transition HCO+ (J = 1 0) and the submillimeter transi-
tion HCO+ (J = 3 ^ 2). The filled triangles are the Bok globules we observed in the
same transitions as the bright-rimmed clouds. Models of the asymmetry parameters
are presented as open squares for timesteps in VC simulation F and open diamonds
for timesteps of VC simulation Q. The filled circles are class I and class 0 sources
observed in the millimeter CS (J = 2 1) transition by Mardones et al. (1997) and
in the submillimeter HCO+ (J = 3 -) 2) transition by Gregersen et al. (2000).
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of 3 X 10^ cm-3 at a distance 8000 AU. The beam we use to observe the simulated
cloud has a width of about 3000 AU. The only difference between the models we
simulate is the temperature gradient within the cloud. The "Standard Infall" model
assumes the standard temperature gradient from the Shu (1977) model, which peaks
at 115 K in the center and drops to 14 K at 8000 AU. The "Inverted Infall" model
assumes a linear temperature gradient which is 10 K at the center of the cloud, and
150 K at 800 AU. The 150 K temperature is typical of the temperatures near the
edges of the molecular cores in the VC hydrodynamic models. Our "Mixed Infall"
model is a combination of the Shu (1977) temperature gradient, which dominates
near the center of the cloud, and our linear gradient which dominates in the outer
regions of the cloud. In this case we have chosen the greater of either the "Standard
Infall" model or "Inverted Infall" model temperature.
We have simulated the modeled profiles in Figure 4.2 using the LTE and LVG
methods which we developed as well as with the Hogerheijde & van der Tak (2000) one
dimensional Monte Carlo model. All three models indicate that the blue-asymmetric
line profile, easily observed in the "Standard Infall" model is suppressed in both
the "Inverted Infall" and "Mixed Infall" models. This may explain why we see less
evidence of infall asymmetry in bright-rimmed clouds than in Bok globules. Our
model shows that heating of the envelope of a collapsing cloud can lessen or remove
entirely the blue-asymmetric line signature of a collapsing molecular cloud. This calls
into question the long established procedure of finding infalling regions by looking for
blue-asymmetric line profile. In complex regions, where the temperature gradient
ight not always be peaked at the center of a collapsing cloud core, one cannot rely
on the blue-asymmetric line profile to identify regions of collapse.
Another result of our modeling is how well the LVG approximated line profiles
match the line shape of the more rigorous Monte Carlo models. The overall intensity
of the LVG modeled line profiles is about a factor of 2 below the Monte Carlo models.
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Figure 4.2 Eflfect of temperature gradient on infall asymmetry. Modeled spectra of
the effect of changing the temperature gradient for an inside-out collapsing spherical
cloud (Shu, 1977). The first column is the modeled HCO+ (J = 3 -> 2) Une profile
assuming the standard Shu (1977) model and an HCO+relative abundance of 2x 10"^
The second column is equal to the Shu (1977) model except the temperature gradient
increases linearly from 10 K at the center of the cloud to 150 K at the outer edge.
The third column uses the Shu (1977) model again, but has a temperature gradient
that matches the Shu (1977) in the core before increasing to 150 K at the edge. The
first row employs Hogerheijde k van der Tak (2000) Monte Carlo radiative transfer,
the second row employs our LVG approximation, and the third row employs the LTE
approximation.
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Th. is due to the fact that tnuch of the exeitation to the . = 3
.otationa, level
population of the HCO^
.olecule is due to stunulated exc.tation f™™
.adiatio„
arising f.on, other cloud radii. Our LVG n>odel simulates only the effect of local
simulated absorption and can not completely
.produce the level population, but
even without fully reproducing the level populations, the LVG model simulates the
trends „ the level populations well enough to capture the change in line shapes as
a result of varying the temperature profile. The LTE approximation on the other
hand shows no self-absorption dips at all in the "Inverted Infall" and "Mixed Infall"
models as in those cases the emission in the LTE cases is dominated by the hot outer
radius of the cloud.
4.2.3 Observed Temperature Gradients in Bright-Rimmed Clouds
In order to test the assumption that the ionization front may be raising the temper-
ature near the edge of the cloud, we estimate the variation of excitation temperature
with radius in a bright-rimmed cloud core and a Bok globule. We have smoothed the
HCO+ {J = 3-^2) map to the same resolution as the HCO+ {J = I o) in both a
bright-rimmed cloud (SFO 25) and a Bok globule (CB 3) which we observed (from
Chapter 3). We assume thermodynamic equilibrium between these transitions, as
well as a low optical depth in order to derive the excitation temperature across the
core. SFO 25 has fairly gaussian lines, centered at the same velocity as their isotopic
counterparts, indicating that the HCO+ emission for this source may be optically
thin. In CB 3, as in all the Bok globules we observed, we know the HCO+ emission
is not optically thin, however this would tend to wash out the excitation temperature
to the cloud core, so in regions where the emission is optically thick we can consider
the derived excitation temperature to be a lower limit. Towards the edge of the CB 3
core the HCO+ emission does become optically thin making this a good assumption.
In the case of SFO 25 we derive the excitation temperature along a line which cuts
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through both the ionization front and the star forming core, and plot that excitation
temperature profile in Figure 4.3a. The center (0") offset represents the star forming
core position, and the ionization front is in the negative direction. Figure 4.3b shows
the excitation temperature profile around the core of CB 3, however we averaged
annuli around the central core in order to derive the plotted values, rather than take
a cut straight across in order to maximize our signal to noise ratio. In the case of
SFO 25, the excitation temperature peaks near the edge of the cloud core, while in
CB 3 the excitation temperature peaks near the center. Although it is likely that
the cores of these bright-rimmed clouds are collapsing in a similar manner to other
class 0 or class I sources, the heating due to the nearby HII region may dampen their
spectral line infall signature.
4.3 Velocity Shears in Models and Observations
When an HII region is formed by a new star, the resulting ionization front is
preceded by a shock front. The molecular gas core can serve to retard the progress
of the ionization front, but the shock front should have passed through the region
before the ionization front. Does the shock front which precedes the ionization front
play a role in creating the morphologies we observe? One way we may approach this
question is to study the velocity field of the molecular gas well behind the ionization
front to see if it carries and kinematic signature of the initial shock.
There are several other factors which may contribute to apparent velocity shears
in the molecular emission. If we rely on the centroid maps to look for velocity shears
then efl["ects such as rotation and variable self-absorption due to density gradients
in the cloud can create apparent shears even in molecular gas without a systematic
velocity gradient across it. The molecular gas in the type B and type C morphologies
is also partially or fully surrounded by ionized gas. It is not possible to observe a line
of sight into the molecular gas in these cases without looking through the boundary
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Figure 4.3 Excitation temperature profiles measured across an observed bright-
rimmed cloud and a Bok globule. Under the assumption of thermodynamic equi-
librium and low optical depth we derive the excitation temperature profiles across
both a bright-rimmed cloud (SFO 25, a) and a Bok globule (CB 3, b). For the bright-
rimmed cloud our cut ran along the line from the ionizing source to the core, with the
shock front on the negative side of the core. For the Bok globule we averaged annuli
around to core and calculated the excitation temperature in each annulus.
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layer where the kinematic effects of the interaction of the molecular cloud and the
ionization front are superimposed on the kinematic signature of the shielded molecular
gas.
By looking at a molecular tracer which is not well excited by shocks and optically
thin we can alleviate the above concerns and look for velocity shears imposed by the
shock which precedes the ionization front. Our synthetic observations in §2.5 indicate
that HCO+ velocity centroids are largely influenced by the swept up molecular gas.
Even though the molecular gas shielded from the wind by the molecular cloud core
does not have any imposed velocity, we see velocity shears from the swept up gas
along the line of sight. Our models indicate that HCO+ is not a suitable tracer for
examining this effect. We must perform more modeling to identify a tracer which
traces the undisturbed molecular gas in the cometary tail rather than the swept up
gas surrounding the tail and then observe bright-rimmed clouds using this tracer in
order to observe kinematic effect of a shock front which precedes the ionization front
on bright-rimmed clouds.
4.4 Head-Tail Intensity Contrast as an Indicator of Star For-
mation
Although we have engaged in a detailed survey of bright-rimmed clouds, and we
have made synthetic observations of hydrodynamic models of wind blown implosion,
we do not see a simple observational signature which indicates whether a cloud core
will be induced to form a star. We have, however, noticed a trend in those modeled
cores which do form stars. As we saw in Chapter 2, the ratio of submillimeter line
emission intensity of the head or core of bright-rimmed clouds modeled by VC relative
to the emission in the tail tends to be higher in those clouds in which stars form than
in those in which the core is ripped apart by the shock front. In this section we will
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quantify those ratios in the models and compare them to those we observe in our
survey of bright-rimmed clouds.
We present the ratio of core to tail intensity in HCO+ (J = 3 2) emission in
Table 4.2. We choose HCO+ (J = 3 ^ 2) emission as we find that the effect is greatest
in the higher submillimeter transitions of HCO+, and we have HCO+ (J = 3 -> 2)
data for all the bright-rimmed clouds in our sample, but only HCO+ (J = 4 -> 3)
data from a couple of clouds. We note in the hydrodynamic models that the two runs
which formed a single core (F and Q) have the highest ratio of head to tail emission
intensity, while the two runs which did not collapse (O and K) have a lower ratio.
Run I, which formed a binary system, also has a small ratio of head to tail emission
intensity. This is a more complex region which we will ignore for the time being. In
many of our observations we do not manage to detect the tail HCO+ (J = 3 -> 2)
emission as it would have required much longer integration times, however the data
we have allows us to set a lower limit on the head to tail intensity ratio. We find
that most of the cores have a minimum intensity ratio of approximately 2 or 3. This
is the same ratio as those hydrodynamic models which did not collapse to form self-
gravitating cores, although it is probable that the actual ratio is higher. In two of the
clouds we observed, SFO 13 and SFO 37, we do detect HCO+ (.7 = 3-^ 2) emission
from the tail. And in both of these cases the ratio of head to tail emission is 2,
however the presence of an IRAS source within each core implies that star formation
is occurring. How do we explain this apparent discrepancy? This is due to the fact
that SFO 13 and SFO 37 are two of the most distant sources and as a result beam-
dilution is lowering our observed ratio in these sources. The hydrodynamic models
were all synthetically observed at a simulated distance of only 400 pc, while SFO 37
is at nearly twice that distance and SFO 13 is at 5 times that distance. One source,
SFO 25, has quite a large ratio of head to tail intensity despite being quite a distant
source.
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Table 4.2. Ratio of core to tail intensity of HCO+ (J = 3 2)
Name Morphological Type Intensity Ratio
VC Run C 5
VC Run 0^ C 2
VC Run B 5
VC Run A 3
VC Run P C 2
SFO 4 B > 2
SFO 13 B 2
SFO 16 A > 3
SFO 18 A > 2
SFO 20 C > 3
SFO 25 B > 11
SFO 37 C 2
^Collapsed to a self-gravitating core.
^Did not become self-gravitating.
^Formed two self-gravitating cores.
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Since we call into question the method of looking for a blue-asymmetric line profile
or a blue-bulge signature to find infall regions, it may be worthwhile to investigate
this intensity ratio in more detail as a way of finding infalling cores. The method is
of limited use however in more complex regions where identifying a tail or a head to
a cometary cloud may not be possible.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
5.1 Conclusions
Our modeling and millimeter and submillimeter observations of bright-rimmed
clouds constitute the first detailed combined observational and theoretical study of
bright-rimmed clouds. All of the 7 bright-rimmed clouds we observe share morpho-
logical similarities to the VC modeled clouds. Among the observed clouds, 6 seem to
share traits similar with other low to intermediate mass star forming regions. Our
analysis of these bright-rimmed clouds has yielded the principal results that follow.
1. From our models we see that he observed morphologies of bright-rimmed clouds
are the result of a evolution from type A through type B to type C as the result
of an advancing ionization which sweeps up the molecular gas into a ridge which
curves around a molecular cloud core.
2. Our models indicate that bright-rimmed clouds in which the core is gravitation-
ally bound tend to have more ordered centroid velocity gradients than those in
which the core is transient.
3. Our synthetic observations of a binary system reveal that even if we observe a
bright-rimmed cloud in which a binary system is forming with a telescope beam
that does not resolve the system, the line profiles in the direction of the binary
system will be more complex than in a core forming only one star.
4. Overall, the line profiles of our modeled bright-rimmed clouds are more sym-
metric and less self absorbed than in more isolated star forming cores.
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5. New FCRAO CO {J = 1^0), C^O (.7 = 1^0), HCO- (J = 1
-> 0),
H-CO+ [J =1-^0), and N,H+ (J = 1 ^ 0) observations along with
new HHT CO (J = 2 1), HCO+ {J = 3
-,2), HCO+ (J = 4 3),
H^3co+ (J = 3
-.2), and H^^CO^ {J = 4 ^ 3) observations of 7 bright-
rimmed clouds and 3 Bok globules were presented. These observations con-
stitute the most detailed millimeter and submillimeter study of bright-rimmed
clouds to date.
6. The millimeter CO and HCO+ emission tends to terminate abruptly at the
ionization front. As a result, the overall morphology of the CO and HCO+
millimeter integrated intensity maps are similar with the optical morphologies
identified by SFO. These morphologies are also consistent with modeled obser-
vations of shock induced collapse (VC).
7. The millimeter HCO+ tends to show the dense swept up ridge behind the ioniza-
tion front, as well as the star forming core around the embedded IRAS source.
In some of the bright-rimmed clouds the HCO+ (.7 = 1^ 0) emission also traces
other overdense clumps which may later be triggered to collapse by the ioniza-
tion front, resulting in sequential star formation.
8. The millimeter and submillimeter HCO+ lines from many of the bright-rimmed
clouds appear nearly gaussian, with little evidence of infall asymmetry. The
only exceptions to this are SFO 18, which shows significant blue asymmetry, and
SFO 16 which shows a slight red asymmetry relative to optically thin tracers.
9. The core masses derived for the bright-rimmed clouds using both N2H+ and
HCO"*" are typical for low and intermediate mass star formation regions. The
N2H"'" and HCO"*" results also tend to agree to within an order of magnitude.
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10. The overall blue excess of the sample of bright-rimmed clouds is slightly less than
that of the class 0 and class I sources observed by Mardones et al. (1997) and
Gregersen et al. (2000), though the small number of bright-rimmed clouds we
observed does not make this difference statistically significant. A larger survey
of bright-rimmed clouds is required to determine if this is a significant finding.
We do however make a case for the fact that the heating of the collapsing cloud
by the adjacent HIT region could dampen the infall signature, lowering the blue
excess of bright-rimmed clouds.
11. We observed outflows around 5 of the 7 bright-rimmed clouds, including new de-
tections of outflows around SFO 13 and SFO 25. These outflows appear to have
similar properties to other outflows detected in millimeter and submillimeter
emission.
12. The ratio of submillimeter HCO""" emission from the head of a cometary cloud
to its tail is generally higher for clouds which have formed self-gravitating cores
than for clouds which have not.
We do not see direct evidence of triggering in these sources. We can not determine
if star formation was induced in these clouds or if we are seeing the collapse of pre-
existing clumps. We do know that the environment has a profound effect on these
regions. Our observations appear morphologically similar to shock-driven collapse
models and show a similar reduction in the blue-asymmetric infall signature.
5.2 Future Work
We have completed an extensive modeling and observational program in order to
begin to understand star formation in bright-rimmed clouds. This study is a step
towards the understanding of star formation in clusters where winds and ionization
fronts play an important role. Although this first phase of our research is complete
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there is still much work to do to improve our understanding of these regions. Here we
summarize the new modehng and observational programs that could improve upon
the work described in this thesis.
We have the following modeling priorities.
1. We should apply our radiative transfer models to hydrodynamic models of ion-
ization fronts moving through molecular cloud cores. The VC hydrodynamic
models depict the effect of a kinematic shock moving through a cloud, which is
not exactly analogous to the regions we observed. We may find noticeable dif-
ferences between the synthetic observations of kinematically triggered star for-
mation and radiation-driven implosion. The radiation-driven implosion model
of Bertoldi (1989) and static cometary cloud model of Bertoldi & McKee (1990)
would make good starting points for a theoretical investigation of the differences
between kinematic and radiation-driven shocks.
2. We would like to model the effect of increased resolution on our observations
of bright-rimmed clouds. Interferometers and larger telescopes may provide
the ability to detect centroid velocity gradients or line profile signatures which
may help to distinguish cores which are or may become gravitationally bound
from those which are not and will not become bound. We also may be able to
study binary and sequential star formation is more detail using higher resolution
telescopes, but these effects must be modeled.
3. A final improvement we can make in our modeling of the line profiles of model
molecular clouds is to employ a three-dimensional Monte Carlo technique to
populate the rotational quantum levels. Although our current techniques are
computationally inexpensive, they do not accurately model the emission from
molecular clouds in which radiation generated in one part of the cloud is ab-
sorbed in another part of the cloud. This radiative coupling between regions
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in a molecular cloud is ignored in our LVG and LTE models. As computers
become more powerful and computing clusters become more prevalent, use of
the Monte Carlo technique will become more widespread.
Our observational priorities are as follows.
1. We should increase the number of bright-rimmed clouds we have observed in
millimeter and submillimeter molecular lines. Our statistical arguments for
the relative lack of infall signatures in bright-rimmed clouds compared to Bok
globules is tenuous because they are based on only 7 data points. Further
investigation would help us to make more definite and accurate statements
regarding the infall asymmetry. A wide range of sources would also help us
to get a more general sense of the statistical differences between morphological
types. As of right now we have observations of only two to three bright-rimmed
clouds in each morphological type and are unable to distinguish the unique
properties of individual clouds from the more general properties of that type.
2. We should use current millimeter and submillimeter interferometers to survey
more distant bright-rimmed clouds in order to increase our sample. Most of the
bright-rimmed clouds are at greater distances from us than Bok globules which
have been studied to date. In order to obtain comparable resolution observa-
tions of bright-rimmed clouds interferometric maps are required. Interferometric
observations may allow us to get a detailed view of the core and in conjunc-
tion with our high resolution modeling may provide definitive evidence that
triggering is responsible for the collapse of a particular bright-rimmed cloud.
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