We prove that every graph has a spectral sparsifier with a number of edges linear in its number of vertices. As linearsized spectral sparsifiers of complete graphs are expanders, our sparsifiers of arbitrary graphs can be viewed as generalizations of expander graphs.
INTRODUCTION
A sparsifier of a graph G = (V, E, w) is a sparse graph H that is similar to G in some useful way. Many notions of similarity have been considered. For example, Chew's [6] spanners have the property that the distance between every pair of vertices in H is approximately the same as in G. Benczur and Karger's [3] cut-sparsifiers have the property that the weight of the boundary of every set of vertices is approximately the same in G as in H. We consider the spectral notion of similarity introduced by Spielman and Teng [16, 18] : we say that H is a κ-approximation of G if for all x ∈ R V ,
where LG and LH are the Laplacian matrices of G and H. We recall that
where wu,v is the weight of edge (u, v) in G. By considering vectors x that are the characteristic vectors of sets, one can see that condition (1) is strictly stronger than the cut condition of Benczur and Karger.
In the case where G is the complete graph, excellent spectral sparsifiers are supplied by Ramanujan Graphs [11, 12] . These are d-regular graphs H all of whose non-zero Laplacian eigenvalues lie between d − 2 √ d − 1 and d + 2 √ d − 1. Thus, if we take a Ramanujan graph on n vertices and multiply the weight of every edge by n/(d − 2 √ d − 1), we obtain a graph that κ-approximates the complete graph, for
In this paper, we prove that every graph can be approximated at least this well by a graph with only twice as many edges (as a d-regular graph has dn/2 edges). Theorem 1.1. For every d > 1, every undirected weighted graph G = (V, E, w) on n vertices contains a weighted subgraph H = (V, F,w) with d(n − 1) edges (i.e., average degree at most 2d) that satisfies:
Our proof provides a deterministic greedy algorithm for computing the graph H in time O(dn 3 m).
We remark that while the edges of H are a subset of the edges of G, the weights of edges in H and G will typically be different. In fact, there exist unweighted graphs G for which every good spectral sparsifier H must contain edges of widely varying weights [18] .
Prior Work
Spielman and Teng [16, 18] introduced the notion of sparsification that we consider, and proved that (1+ )-approximations with O n/ 2 edges could be constructed in O (m) time. They used these sparsifiers to obtain a nearly-linear time algorithm for solving diagonally dominant systems of linear equations [16, 17] .
Spielman and Teng were inspired by the notion of sparsification introduced by Benczur and Karger [3] for cut problems, which only required inequality (1) to hold for all x ∈ {0, 1}
V . Benczur and Karger showed how to construct graphs H meeting this guarantee with O n log n/ 2 edges in O m log 3 n time; their cut sparsifiers have been used to obtain faster algorithms for cut problems [3, 10] .
Spielman and Srivastava [15] proved the existence of spectral sparsifiers with O n log n/ 2 edges, and showed how to construct them in O (m) time. They conjectured that it should be possible to find such sparsifiers with only O n/ 2 edges. We affirmatively resolve this conjecture. Recently, partial progress was made towards this conjecture by Goyal, Rademacher and Vempala [8] , who showed how to find graphs H with only 2n edges that O (log n)-approximate bounded degree graphs G under the cut notion of Benczur and Karger.
We remark that all of these constructions were randomized. Ours is the first deterministic algorithm to achieve the guarantees of any of these papers.
Expanders: Sparsifiers of the Complete Graph
In the case that G is a complete graph, our construction produces expanders. However, these expanders are slightly unusual in that their edges have weights, they may be irregular, and the weighted degrees of vertices can vary slightly. This may lead one to ask whether they should really be considered expanders. In Section 4 we argue that they should be.
As the graphs we produce are irregular and weighted, it is also not immediately clear that we should be comparing κ with the Ramanujan bound of
It is known 1 that no d-regular graph of uniform weight can κ-approximate a complete graph for κ asymptotically better than (2) [13] . While we believe that no graph of average degree d can be a κ-approximation of a complete graph for κ asymptotically better than (2), we are unable to show this at the moment and prove instead the weaker claim that no 1 While lower bounds on the spectral gap of d-regular graphs focus on showing that the second-smallest eigenvalue is asymptotically at most d − 2 √ d − 1, the same proofs by test functions can be used to show that the largest eigenvalue is at asymptotically least d + 2
such graph can achieve κ less than
2. PRELIMINARIES
The Incidence Matrix and the Laplacian
Let G = (V, E, w) be a connected weighted undirected graph with n vertices and m edges and edge weights we > 0. If we orient the edges of G arbitrarily, we can write its Laplacian as L = B T W B, where Bm×n is the signed edgevertex incidence matrix, given by
and Wm×m is the diagonal matrix with W (e, e) = we. It is immediate that L is positive semidefinite since:
and that G is connected if and only if ker(L) = ker(W 1/2 B) = span(1).
The Pseudoinverse
Since L is symmetric we can diagonalize it and write
where λ1, . . . , λn−1 are the nonzero eigenvalues of L and u1, . . . , un−1 are a corresponding set of orthonormal eigenvectors. The Moore-Penrose Pseudoinverse of L is then defined as
Notice that ker(L) = ker(L + ) and that
which is simply the projection onto the span of the nonzero eigenvectors of L (which are also the eigenvectors of
The Sherman-Morrison Formula
We use the following well-known theorem from linear algebra, which describes the behavior of the inverse of a matrix under rank-one updates (see [7, Section 2 
.1.3]).
Lemma 2.1. If A is a nonsingular n × n matrix and v is a vector, then
THE MAIN RESULT
At the heart of this work is the following purely linear algebraic theorem. We use the notation A B to mean that B − A is positive semidefinite, and idS to denote the identity operator on a vector space S.
Then there exist scalars si ≥ 0 with |{i : si = 0}| ≤ dn so that
The sparsification result for graphs follows quickly from this theorem as shown below.
Proof of Theorem 1.1. Assume without loss of generality that G is connected. Write LG = B T W B as in Section 2.1 and fix d > 1. Restrict attention to im(LG) ∼ = R n−1 and apply Theorem 3.1 to the columns {vi} i≤m of
which are indexed by the edges of G and satisfy
Write the scalars si ≥ 0 guaranteed by the theorem in the m × m diagonal matrix S(i, i) = si and set
Then LH is the Laplacian of the subgraph H of G with edge weights {wi = wisi}i∈E, and H has at most d(n − 1) edges since at most that many of the si are nonzero. Also,
By the Courant-Fischer Theorem, this is equivalent to:
It is worth mentioning that the above reduction is essentially the same as the one in [15] . In that paper, the authors consider the symmetric projection matrix Π = BL + G B
T whose columns {Πe}e∈E correspond to the edges of G. They show, by a concentration lemma of Rudelson [14] , that randomly sampling O(n log n) of the columns with probabilities proportional to Πe 2 = weR eff (e) (where R eff is the effective resistance) gives a matrixΠ that approximates Π in the spectral norm and corresponds to a graph sparsifier, with high probability. In this paper, we do essentially the same thing with two modifications: we eliminate Π in order to simplify notation, since we are no longer following the intuition of sampling by effective resistances; and, instead of Rudelson's sampling lemma, we use Theorem 3.1 to deterministically select O(n) edges (equivalently, columns of Π).
The rest of this section is devoted to proving Theorem 3.1. The proof is constructive and yields a deterministic polynomial time algorithm for finding the scalars si, which can then be used to sparsify graphs, as advertised.
Given vectors {vi}, our goal is to choose a small set of coefficients si so that i siviv T i is well-conditioned. To this end we define two 'barrier' potential functions which measure the quality of the eigenvalues of a matrix.
Definition 3.2. For u, l ∈ R and A a symmetric matrix with eigenvalues λ1, λ2, . . . , λn, define:
As long as A ≺ uI and A lI (i.e., λmax(A) < u and λmin(A) > l), these potential functions measure how far the eigenvalues of A are from the barriers u and l. In particular, they blow up as any eigenvalue approaches a barrier, since then uI − A (or A − lI) approaches a singular matrix.
To prove the theorem, we will build the sum i siviv
iteratively, adding one vector at a time. Specifically, we will construct a sequence of matrices
along with positive constants 2 u0, l0, δU , δL, U and L which satisfy the following conditions: (a) Initially, the barriers are at u = u0 and l = l0 and the potentials are
(b) Each matrix is obtained by a rank-one update of the previous one -specifically by adding a positive multiple of an outer product of some vi.
for some v ∈ {vi} and t ≥ 0.
(c) If we increment the barriers u and l by δU and δL respectively at each step, then the upper and lower potentials do not increase. For every q = 0, 1, . . . Q,
To complete the proof we will choose u0, l0, δU , δL, U and L so that after Q = dn steps, the condition number of A
is bounded by
By construction, A (Q) is a weighted sum of at most dn of the vectors, as desired.
The main technical challenge is to show that conditions (b) and (c) can be satisfied simultaneously -i.e., that there is always a choice of vv T to add to the current matrix which allows us to shift both barriers up by a constant without increasing either potential. We achieve this in the following three lemmas. 
That is, if we add t times vv T to A and shift the upper barrier by δU , then we do not increase the upper potential.
We remark that UA(v) is linear in the outer product vv T .
Proof. Let u = u + δU . By the Sherman-Morrison formula, we can write the updated potential as:
since Tr is linear and Tr(XY ) = Tr(Y X)
v, the last term is finite for 1/t ≥ UA(v). By now substituting any 1/t ≥ UA(v) we find
. This also tells us that λmax(A+ tvv T ) < u+δU , as if this were not the case, then there would be some positive t ≤ t for which λmax(A + t vv T ) = u + δU . But, at such a t , Φ u+δ U (A + t vv T ) would blow up, and we have just established that it is finite. 
That is, if we add t times vv T to A and shift the lower barrier by δL, then we do not increase the lower potential.
Proof. First, observe that λmin(A) > l and Φ l (A) ≤ 1/δL imply that λmin(A) > l + δL. So, for every t > 0, λmin(A + tvv T ) > l + δL. Now proceed as in the proof for the upper potential. Let l = l + δL. By Sherman-Morrison, we have:
Lemma 3.5 (Both Barriers). If λmax(
and U , L, δU and δL satisfy
then there exists an i and positive t for which
and λmin(A + tviv
Proof. We will show that
from which the claim will follow by Lemmas 3.3 and 3.4. We begin by bounding
On the other hand, we have
by Claim 3.6. Putting these together, we find that
as desired.
Proof. We have
for every i. So, the denominator of the left-most term on the left-hand side is positive, and the claimed inequality is equivalent to
which, by moving the first term on the RHS to the LHS, is just
By Cauchy-Schwartz,
,
and so (4) is established.
Proof of Theorem 3.1. All we need to do now is set U , L, δU , and δL in a manner that satisfies Lemma 3.5 and gives a good bound on the condition number. Then, we can take A (0) = 0 and construct A (q+1) from A (q) by choosing any vector vi with
It is sufficient to take
We can check that:
To turn this proof into an algorithm, one must first compute the vectors vi, which can be done in time O n 2 m . For each iteration of the algorithm, we must compute ((u + δU )I − A) −1 , ((u + δU )I − A) −2 , and the same matrices for the lower potential function. This computation can be performed in time O n 3 . Finally, we can decide which edge to add in each iteration by computing UA(vi) and LA(vi) for each edge, which can be done in time O n 2 m . As we run for dn iterations, the total time of the algorithm is O dn 3 m .
SPARSIFIERS OF THE COMPLETE GRAPH
Let G = (V, E) be the complete graph on n vertices, and let H = (V, F, w) be a weighted graph of average degree d that (1 + )-approximates G. As x T LGx = n x 2 for every x orthogonal to 1, it is immediate that every vertex of H has weighed degree between n and (1 + )n. Thus, one should think of H as being an expander graph in which each edge weight has been multiplied by n/d.
As H is weighted and can be irregular, it may at first seem strange to view it as an expander. However, it may easily be shown to have the properties that define expanders: it has high edge-conductance, random walks mix rapidly on H and converge to an almost-uniform distribution, and it satisfies the Expander Mixing Property (see [2] or [9, Lemma 2.5]). High edge-conductance and rapid mixing would not be so interesting if the weighted degrees were not nearly uniform -for example, the star graph has both of these properties, but the random walk on the star graph converges to a very non-uniform distribution, and the star does not satisfy the Expander Mixing Property. For the convenience of the reader, we include a proof that H has the Expander Mixing Property below.
Lemma 4.1. Let LH = (V, E, w) be a graph that (1 + )-approximates LG, the complete graph on V . Then, for every pair of disjoint sets S and T ,
where w(S, T ) denotes the sum of the weights of edges between S and T .
LG, so we can write
where M is a matrix of norm at most ( /2) LG ≤ n /2. Let x be the characteristic vector of S, and let y be the characteristic vector of T . We have
As G is the complete graph and S and T are disjoint, we also know
Thus,
The lemma now follows by observing that
Using the proof of the lower bound on the spectral gap of Alon and Boppana (see [13] ) one can show that a d-regular unweighted graph cannot κ-approximate a complete graph for κ asymptotically better than (2) . We conjecture that this bound also holds for weighted graphs of average degree d. Presently, we prove the following weaker result for such graphs.
Proposition 4.2. Let G be the complete graph on vertex set V , and let H = (V, E, w) be a weighted graph with n vertices and a vertex of degree d. If H κ-approximates G, then
Proof. We use a standard approach. Suppose H is a κ-approximation of the complete graph. We will construct vectors x * and y * orthogonal to the 1 vector so that
is large, and this will give us a lower bound on κ. Let v0 be the vertex of degree d, and let its neighbors be v1, . . . , v d . Suppose vi is connected to v0 by an edge of weight wi, and the total weight of the edges between vi and vertices other than v0, v1, . . . , v d is δi. We begin by considering vectors x and y with
These vectors are not orthogonal to 1, but we will take care of that later. It is easy to compute the values taken by the quadratic form at x and y:
The ratio in question is thus
CONCLUSION
We conclude by drawing a connection between Theorem 3.1 and an outstanding open problem in mathematics, the Kadison-Singer conjecture. This conjecture, which dates back to 1959, is equivalent to the well-known Paving Conjecture [1, 5] as well as to a stronger form of the restricted invertibility theorem of Bourgain and Tzafriri [4, 5] . The following formulation is due to Nik Weaver [19] . Suppose we had a version of Theorem 3.1 which, assuming vi ≤ δ, guaranteed that the scalars si were all either 0 or some constant β > 0, and gave a constant approximation factor κ < β. Then we would have As a special case, such a theorem would also imply the existence of unweighted sparsifiers for the complete graph and other (sufficiently dense) edge-transitive graphs. It is also worth noting that the vi ≤ δ condition when applied to vectors {Πe}e∈E arising from a graph simply means that the effective resistances of all edges are bounded; thus, we would be able to conclude that any graph with sufficiently small resistances can be split into two graphs that approximate it spectrally.
