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Johdanto
Skitsofrenia on sairaus, jota esiintyy noin yhdellä prosentilla koko maailman väes-
töstä. Psykoottisten oireiden ohella sairauteen liittyy yleistynyt kognitiivisen tason
lasku. Toisin sanoen potilailla esiintyy häiriöitä esimerkiksi muistissa, tarkkaavai-
suudessa ja toiminnanohjauksessa sekä prosessointinopeudessa (Heinrichs & Zakza-
nis, 1998). Skitsofrenian synnyssä geneettiset tekijät ovat keskeisiä (Cannon et al.,
1998). Saman suvun tai perheen sisällä saattaa olla useita sairastuneita henkilöitä.
Lääkehoidolla on keskeinen merkitys skitsofrenian oireiden lievittämisessä. Tässä
opinnäytetyössä perehdytään erilaisiin tilastollisiin menetelmiin, joilla voidaan ana-
lysoida lääkityksen vaikutusta skitsofreniapotilaiden kognitiiviseen suoriutumiseen.
Tarkasteltava tutkimusaineisto on kerätty hyödyntäen perhetason otantaa ja koos-
tuu perheistä, joissa ainakin yksi jäsen sairastaa skitsofreniaa.
Aineisto on siten erityinen, että sen voidaan ajatella ryhmittyvän sekä muuttujien
että havaintojen tasolla. Kognitiivista suoriutumista on mitattu testipatteristolla,
joka koostuu useasta eri testistä. Jokainen niistä on kehitetty kuvaamaan jotakin
tiettyä kognition osa-aluetta, mutta käytännössä ne kuitenkin korreloivat keskenään
kohtalaisen voimakkaasti muodostaen erilaisia alaryhmiä. Analyyseissa voitaisiin tä-
ten hyödyntää esimerkiksi monimuuttujamenetelmiä. Toisaalta aineisto koostuu per-
heistä, jolloin riippuvuutta on myös havaintojen tasolla, sillä saman perheen jäsenet
ovat monella tapaa keskenään samankaltaisia. Tämäntyyppistä aineistoa sanotaan
monitasoiseksi. Sitä ei suoraviivaisesti voida analysoida kaikkein yleisimmin käy-
tetyillä tilastollisilla menetelmillä, jotka yleensä on tarkoitettu satunnaisotannalla
kerätyn riippumattoman aineiston analyysiin.
Opinnäytetyössä tarkoituksena on ennen kaikkea kokeilla erilaisten menetelmien so-
vellettavuutta tutkimusaineistoon. Alussa menetelmät suoritetaan siten, että perhe-
rakennetta ei lainkaan huomioida. Aivan ensin sovelletaan yksinkertaista lineaarista
regressioanalyysia, jonka jälkeen tarkasteluja jatketaan monimuuttuja-analyysilla.
Työn myöhemmässä vaiheessa samoja menetelmiä käytetään uudelleen, tällä ker-
taa kuitenkin olettamatta havaintoja riippumattomiksi. Näin nähdään, toimivatko
monitasoisen aineiston analyysiin tarkoitetut menetelmät tässä aineistossa ja vai-
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kuttaako niiden käyttö saatuihin tuloksiin.
Otanta-asetelman huomioiminen estimoinnissa ja toisaalta erilaiset monimuuttuja-
menetelmät ovat tunnettuja ja yleisesti sovellettuja. Kuitenkin menetelmät, jotka
yhdistävät nämä kaksi aluetta, ovat vasta melko hiljattain vakiinnuttamassa ase-
maansa tutkimuksessa. Tilasto-ohjelmistojen monipuolistumisen myötä tällaisten
melko monimutkaisten mallien estimointi on tullut nyt myös käytännössä mahdol-
liseksi. Opinnäytetyön kappaleessa 8 esitetään joitakin tapoja, jotka mahdollistavat
monimuuttuja-analyysin monitasoisessa aineistossa.
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1 Skitsofreniaperheaineisto
1.1 Tutkimusotos
Vuonna 1998 Terveyden ja hyvinvoinnin laitoksella (ent. Kansanterveyslaitos) aloi-
tettiin laaja tutkimus, jonka tarkoituksena oli selvittää vakavien mielenterveyshäi-
riöiden geneettistä epidemiologiaa. Se toteutettiin Mielenterveyden ja alkoholitutki-
muksen osaston sekä Molekyylilääketieteen osaston yhteistyönä. Tutkimusta varten
kerättiin väestötasoinen perheaineisto, joka koostuu vuosina 1940–1976 syntyneistä
skitsofreniaa sairastavista henkilöistä sekä heidän terveistä vanhemmistaan ja sisa-
ruksistaan. Yhteensä 975:lle heistä tehtiin diagnostinen haastattelu ja neuropsyko-
loginen tutkimus. Otanta suoritettiin perhetasolla: Ensin otokseen poimittiin koko-
naisia perheitä, joissa oli tavattu skitsofreniaa. Perheiden sisältä poimittiin edelleen
tutkimushenkilöt lopullisen otoksen. (Hovatta et al., 1999; Wedenoja et al., 2008)
Opinnäytetyössä rajoitutaan tarkastelemaan skitsofreniaan sairastuneita alle 70-
vuotiaita henkilöitä, joille on suoritettu sekä diagnostinen että neuropsykologinen
tutkimus. Tällaisia henkilöitä on aineistossa 236 ja he tulevat 196:sta eri perheestä.
1.2 Kognitiiviset testimuuttujat
Tutkimushenkilöiden kognitiivista suoriutumista testattiin neuropsykologisten tes-
tien avulla. Testaajana toimi psykologi tai psykiatrinen hoitaja. Tulevissa analyyseis-
sa tarkastellaan yhdeksää eri testimuuttujaa, jotka on esitetty taulukossa 1. Kuu-
lonvaraista havainnointia ja verbaalista työmuistia mitattiin numerosarja-testeillä
(Digit Span forward ja Digit Span backward), näönvaraista havainnointia ja työ-
muistia puolestaan visuaalisten sarjojen testeillä (Visual Span forward ja Visual
Span backward) (WMS-R; Wechsler, 1987). Verbaalista oppimista ja muistia mi-
tattiin oppimiskyvyn testillä sekä lyhyt- ja pitkäkestoisen muistin testeillä (Total
recall from trials 1-5, Memory after short delay ja Memory after long delay) (CVLT;
Delis et al., 1987). Yleisen verbaalisen älykkyyden arvioinnissa käytettiin sanastotes-
tiä (Vocabulary subtest) ja tiedon prosessointinopeuden arvioinnissa merkkikoetta
(Digit Symbol task) (WAIS-R; Wechsler, 1981).
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Tutkimusongelman kannalta kiinnostavia muuttujia oli alunperin kaiken kaikkiaan
12, mutta selkeyden vuoksi keskitytään tässä niistä ainoastaan näihin yhdeksään.
Kahdessa poisjätetyssä muuttujassa puuttuvuus on merkittävää (27 % ja 29 % ), kol-
mannessa muuttujan jakauma puolestaan on voimakkaasti oikealle vino, eli se poik-
keaa merkittävästi normaalijakaumasta. Toisinaan tällaiset vinot muuttujat saadaan
normalisoitua suorittamalla niille jokin muunnos, esimerkiksi logaritmointi, mutta
tässä tapauksessa sopivaa muunnosta ei löytynyt.
Runsaasti puuttuvia havaintoja sisältävien tai voimakkaasti normaalijakaumasta
poikkeavien muuttujien käsittely on jossain määrin monimutkaista. Ongelmiin pää-
dytään viimeistään siinä vaiheessa, kun kaikkia muuttujia on tarkoitus analysoida
samanaikaisesti faktorimallissa. Tällainen analyysi vaatisi joitakin erityistoimenpi-
teitä, jotka tämän opinnäytetyön kannalta eivät kuitenkaan ole oleellisia. On siis
rajoituttu tarkastelemaan vain testimuuttujia, jotka ovat jatkuvia, likimain nor-
maalisti jakautuneita ja joissa puuttuvuutta on vain vähän. Analyyseistä rajataan
pois sellaiset henkilöt, joiden kohdalla testituloksia ei jostakin syystä voida pitää
valideina. Tällaisia tapauksia on testistä riippuen 2-8.
Kognition osa-alue Testimuuttuja Lyhenne Keskiarvo (hajonta)
Havainnointi
WMS-R: Digit Span forward WMSD1 6.00 (1.77)
WMS-R: Visual Span forward WMSV1 7.30 (1.81)
Työmuisti
WMS-R: Digit Span backward WMSD3 4.75 (1.64)
WMS-R: Visual Span backward WMSV3 6.39 (2.19)
Yleinen verbaalinen älykkyys
WAIS-R: Vocabulary subtest WAISVOC2 30.90 (13.57)
Tiedon prosessointinopeus
WAIS-R: Digit Symbol task WAISDSY1 28.64 (12.03)
Verbaalinen oppiminen ja muisti
CVLT: Total recall from trials 1-5 a_corr 32.87 (12.38)
CVLT: Memory after short delay sdf_corr 6.61 (3.21)
CVLT: Memory after long delay ldf_corr 6.92 (3.29)
WMS-R=Wechsler Memory Scale, CVLT=California Verbal Learning Test,WAIS-R=Wechsler Adult Intelligence Scale
Taulukko 1: Neuropsykologisten testimuuttujien tunnuslukuja
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1.3 Lääkemuuttujat
Ajankohtaista lääkitystä selvitettiin haastattelun avulla. Jotta itse ilmoitettu lää-
ketieto olisi mahdollisimman luotettava, tutkittavia pyydettiin tuomaan lääkere-
septinsä mukanaan haastatteluun. Haukka et al. (2007) selvittivät itseilmoitetun
lääketiedon luotettavuutta tässä aineistossa vertailemalla sitä Kansaneläkelaitoksen
lääkerekisteriin. Useimpien psykotrooppisten lääkeaineiden tapauksessa tiedot olivat
yhteneväiset, joten itseilmoitettua lääkitystä voidaan pitää melko totuudenmukaise-
na.
Lääkeaineet luokitellaan kuuteen eri ryhmään: perinteisiin antipsykootteihin, atyyp-
pisiin antipsykootteihin, klotsapiiniin, masennuslääkkeisiin, bentsodiatsepiineihin ja
antikolinergisiin lääkkeisiin. Klotsapiini on lääke, joka virallisesti tulisi sijoittaa sa-
maan ryhmään atyyppisten antipsykoottien kanssa. Se on kuitenkin voimakkaampi
kuin muut markkinoilla olevat antipsykootit, minkä vuoksi sitä käytetään pääasias-
sa skitsofrenian hoitoon sellaisilla potilailla, joilla muut lääkkeet eivät ole tehonneet
(esim. Raitasuo, 2000). Erityislaatuisuutensa vuoksi se tässä tapauksessa luokitel-
laan erikseen. Lääketieto on aineistossa kaksiluokkaisena muuttujana ja se saa arvon
yksi tai nolla sen mukaan, käytetäänkö lääkettä vai ei.
Aikaisemmissa tutkimuksissa on havaittu joitakin lääkeaineiden ja kognition väli-
siä yhteyksiä skitsofreniapotilailla. Keefe et al. (2007) havaitsivat antipsykoottisten
lääkeaineiden käytön olevan yhteydessä hieman parempaan kognitioon, mutta ero
ei ollut kliinisesti merkitsevä. Antikolinergisten lääkeaineiden on puolestaan osoitet-
tu olevan yhteydessä huonompaan suoriutumiseen joissakin kognition osa-alueissa
(Minzenberg et al., 2004). Vähemmän on tutkittu masennuslääkkeiden vaikutusta
skitsofreniaa sairastavien kognitioon.
1.4 Vakioitavat taustatekijät
Tutkimushenkilöiden kognitiiviseen tasoon mahdollisesti vaikuttavat taustatekijät
on otettava tarkasteluissa huomioon, jotta lääkityksen vaikutuksista saadaan mah-
dollisimman luotettava kuva. Tutkimuksissa on havaittu, että skitsofreniapotilail-
la heikompaa kognitiivista suoriutumista ennustavat ainakin vanhempi ikä, mies-
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sukupuoli, varhaisempi sairastumisikä ja vaikeampi sairaudenkuva (esim. Tuulio-
Henriksson, 2005). Nämä taustamuuttujat tullaan ottamaan huomioon kaikissa suo-
ritettavissa mallinnuksissa.
Taulukossa 2 on esitetty taustamuuttujien jakaumatietoja koko aineistossa sekä eri
lääkkeitä käyttävien ryhmissä. Tutkittavat ovat keski-iältään noin 45 vuotiaita ja
enemmistöltään miehiä. Suurin osa on kotoisin Kuusamon alueelta. Potilaista 75%
luokitellaan vaikeasti sairaiksi, eli sairaudenkuvaltaan kroonisiksi. Lääkeaineista eni-
ten käytetään antipsykoottisia lääkkeitä ja bentsodiatsepiineja. Masennuslääkkeiden
ja antikolinergien käyttö puolestaan on vähäisempää.
Viiden henkilön kohdalla joko sairastumisiästä tai sairaudenkuvasta ei ole tietoa,
mutta muu taustatieto on olemassa kaikilta. Kaikkiaan 214 henkilöltä on käytettä-
vissä kaikki havainnot kaikissa tarkasteltavissa muuttujissa.
Koko Perinteinen Atyyppinen
Klotsapiini
Masennus- Bentso- Antiko-
aineisto antipsykootti antipsykootti lääke diatsepiini linergi
N=236 N=183 N=41 N=54 N=44 N=105 N=46
Ikä: keskiarvo (hajonta) 45.49 (8.14) 45.62 (8) 42.33 (7.83) 41.64 (6.68) 43.57 (6.83) 44.64 (7.67) 45.28 (5.99)
Sairastumisikä 23.00 (6) 23.09 (6.01) 21.62 (5.04) 20.54 (4.22) 22.35 (5.31) 22.13 (5.38) 22.64 (6)
Sukupuoli: Mies 156 (66%) 120 (66%) 24 (59%) 36 (67%) 31 (70%) 72 (69%) 30 (65%)
N (%) Nainen 80 (34%) 63 (34%) 17 (41%) 18 (33%) 13 (30%) 33 (31%) 16 (35%)
Asuinpaikka Kuusamo 156 (66%) 121 (66%) 26 (63%) 40 (74%) 29 (66%) 69 (66%) 25 (54%)
N (%) Muu Suomi 80 (34%) 62 (34%) 15 (37%) 14 (26%) 15 (34%) 36 (34%) 21 (46%)
Sairauden- Kausittainen 54 (23%) 40 (22%) 9 (22%) 7 (13%) 10 (23%) 19 (18%) 9 (20%)
kuva: Jatkuva 178 (75%) 139 (76%) 31 (76%) 47 (87%) 33 (75%) 85 (81%) 36 (78%)
N (%) Puuttuvia 4 (2%) 4 (2%) 1 (2%) - 1 (2%) 1 (1%) 1 (2%)
Taulukko 2: Taustamuuttujien tunnuslukuja koko aineistossa (N=236) ja lääkeryh-
mittäin
Aineisto koostuu kahdesta maantieteellisesti erilaisesta otoksesta. Ensimmäiseen si-
sältyvät sellaiset perheet koko Suomesta, joissa ainakin kaksi sisarusta sairastaa skit-
sofreniaa. Toisessa otoksessa ovat sellaiset perheet Kuusamon alueelta, joissa ainakin
yhdellä jäsenellä on diagnosoitu skitsofrenia. Kuusamoa pidetään eräänlaisena iso-
laattina, jossa skitsofreniaan sairastumisen riski on erityisen korkea (Hovatta et al.,
1997). Kuusamolaisuuteen liittyy joitakin erityispiirteitä, mutta asuinpaikka on tär-
keä huomioida tarkasteluissa erityisesti sen vuoksi, että Kuusamossa ja muualla
Suomessa otokseen valikoitumisen kriteerit ovat erilaisia. Koska muualla Suomessa
perheisiin kuuluu aina useampi sairastunut, voitaisiin tässä otoksessa olettaa esi-
8
merkiksi, että siellä sairaudenkuva olisi vaikeampi kuin Kuusamossa. Asuinpaikkaa
käsitellään siis analyyseissa yhtenä taustamuuttujana.
9
2 Menetelmät ja niiden oletukset
Lineaarinen regressioanalyysi, faktorianalyysi ja rakenneyhtälömallinnus ovat keskei-
siä työssä käsiteltäviä menetelmiä. Aluksi analyysit suoritetaan olettaen havainnot
riippumattomiksi, mutta työn myöhemmässä vaiheessa myös aineiston perherakenne
tullaan ottamaan huomioon.
Jokaisen menetelmän yhteydessä kohdataan hankaluuksia, jotka usein liittyvät me-
netelmässä vaadittujen oletusten ja aineiston ominaisuuksien välisiin ristiriitoihin.
Ristiriidat on kuitenkin monesti voitettavissa käyttämällä hieman edistyneempiä
menetelmiä, jotka paremmin täyttävät tällaisen aineiston vaatimukset. Ennen me-
netelmien tarkempaa teoreettista kuvausta tai varsinaisia analyyseja esitellään seu-
raavaksi lyhyesti kaikki tässä työssä käytetyt menetelmät ja kerrotaan, millaisissa
tilanteissa niitä sovelletaan. Selvitetään myös, kuinka hyvin menetelmiin liittyvät
oletukset toteutuvat skitsofrenia-aineistossa ja pohditaan, mitä vahvuuksia ja heik-
kouksia niihin liittyy.
2.1 Menetelmille yhteiset oletukset
Kaikissa tarkastelluissa menetelmissä oletetaan ainakin, että selitettävät muuttujat
ovat jatkuvia ja likimain normaalisti jakautuneita. Muuttujien välisten riippuvuuk-
sien on oltava lineaarisia. Oletetaan myös, että puuttuvuutta ei ole, tai että se on
vähäistä ja satunnaista, ja että poikkeavia havaintoja ei ole.
Selitettävien muuttujien normaalisuuden varmistaminen on tärkeää. Vaikka kohtuul-
lisen pieni poikkeama normaalisuudesta ei ole tuhoisaa, parantaa normaalisuuden
toteutuminen usein oleellisesti ratkaisua. Muuttujien välinen riippuvuus on lineaa-
rinen, jos se voidaan kuvata suoralla viivalla. Lineaarisuus on keskeinen oletus, sillä
menetelmät perustuvat suurelta osin Pearsonin korrelaatiokertoimeen, joka sovel-
tuu kuvaamaan vain lineaarisia riippuvuuksia jättäen epälineaariset riippuvuudet
kokonaan huomioimatta. Puuttuvat havainnot hankaloittavat analyysia etenkin sil-
loin, kun puuttuvuus on runsasta ja se on riippuvainen tarkasteltavien muuttujien
arvoista. Poikkeavat havainnot ovat muuttujien ääriarvoja, jotka pahimmillaan vää-
rentävät muuttujasta laskettuja tunnuslukuja tai mallien tuloksia. (Tabachnick &
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Fidell, 2007, s. 72)
Edellä kuvatut perusoletukset näyttäisivät toteutuvan hyvin skitsofrenia-aineistossa.
Liitteessä A aineiston jatkuvia muuttujia on kuvailtu graafisesti. Tarkastelujen pe-
rusteella nähdään, että ne ovat likimain normaalisti jakautuneita. Muuttujaparien
välillä ei myöskään ole selkeästi epälineaarisia riippuvuuksia. Puuttuvuus on vähäis-
tä, joten tässä tapauksessa se oletetaan satunnaiseksi ja yksinkertaisesti jätetään
huomioimatta. Silmämääräisesti poikkeavia havaintoja ei ole.
Aluksi kuvailtavissa menetelmissä oletetaan myös havaintojen olevan keskenään riip-
pumattomia. Skitsofrenia-aineistossa tämä oletus ei todennäköisesti kuitenkaan ole
voimassa, sillä se koostuu perheistä ja on näin ollen ns. monitasoinen. Kun riippu-
mattomuusoletus ei täyty, saattavat tavanomaiset menetelmät tuottaa jopa virheel-
lisiä estimaatteja (Hox, 2002, s. 5). Oletusta loukataan kuitenkin aluksi tietoisesti,
jotta muuttujien välisistä suhteista ja eri menetelmien toimivuudesta saataisiin jon-
kinlainen yleiskuva. Myöhemmin sovelletaan monimutkaisempia menetelmiä, jotka
ottavat huomioon aineiston perherakenteen.
2.2 Regressioanalyysi
Monimutkaisia aineistoja on hyvä tarkastella ensin yksinkertaisten vertailujen avul-
la. Aivan aluksi lääkityksen ja kognition välisiä yhteyksiä tutkitaan siis lineaaristen
regressiomallien avulla, joissa lääkityksen vaikutusta jokaiseen kognitiotestiin ar-
vioidaan erikseen. Näin saadaan ainakin karkea käsitys siitä, kuinka eri lääkkeiden
käyttäjät mahdollisesti eroavat toisistaan kognition suhteen.
Edellä mainittujen oletusten lisäksi regressioanalyysissa mallin virhetermit oletetaan
homoskedastisiksi, eikä selittävissä muuttujissa saa esiintyä multikolineaarisuutta.
Homoskedastisuus tarkoittaa sitä, että selitettävän muuttujan vaihtelu kaikilla se-
littäjän arvoilla on suurin piirtein samanlaista. Toisin sanoen mallin virhetermin
varianssi ei saa olla riippuvainen vastemuuttujasta. Yleensä jos normaalisuusoletus
pätee, myös homoskedastisuus toteutuu aineistossa. Multikolineaarisuus ja selittä-
jämatriisin singulaarisuus ovat ongelmia, jotka aiheutuvat muuttujien välillä vallit-
sevasta täydellisestä tai lähes täydellisestä riippuvuudesta. Tällöin jokin muuttujis-
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ta voidaan lausua muiden lineaarikombinaationa, jolloin se on analyysin kannalta
tarpeeton. (Tabachnick & Fidell, 2007, s. 85, 88)
Mallien diagnostisten tarkastelujen valossa homoskedastisuus toteutuu: virhetermit
eivät näytä olevan riippuvaisia mallien sovitteista. Selittäjät eivät korreloi keskenään
liian voimakkaasti, eli multikollineaarisuuden vaaraa ei ole. Yksittäisiin regressiomal-
leihin saattaa kuitenkin liittyä monitestauksen ongelma. Kun muodostetaan useita
eri malleja, tullaan myös suorittaneeksi useita tilastollisia testejä, jolloin tyypin I vir-
heen todennäköisyys kasvaa. Nollahypoteesi siis saatetaan hylätä sen todellisuudessa
pitäessä paikkansa. Myös tulosten esittäminen ja raportointi käy monimutkaiseksi,
kun tarkasteltavia malleja on kovin monta.
2.3 Faktorianalyysi
Kognitiomuuttujien joukkoa voitaisiin tiivistää muodostamalla yksittäisten testien
pohjalta pienempi joukko uusia latentteja muuttujia. Tässä tapauksessa ne edustaisi-
vat eräänlaisia yleisemmän tason kognitiivisia osa-alueita. Faktorianalyysi perustuu
idealle, jonka mukaan havaittujen muuttujien välisiä korrelaatioita voidaan selittää
mahdollisimman pienellä määrällä havaitsemattomia ulkopuolisia muuttujia, jotka
tunnistetaan tilastollisen analyysin avulla (esim. Krzanowski, 2000). Aluksi sovelle-
taan eksploratiivista faktorianalyysia, jossa ei etukäteen aseteta vahvaa hypoteesia
tulevasta faktorirakenteesta.
Faktoroitavien muuttujien välillä tulee olla kohtalaisia korrelaatioita, jotta faktoria-
nalyysi ylipäätään on mahdollista ja mielekästä suorittaa. Kognitiomuuttujien välillä
esiintyy voimakkaitakin korrelaatioita, joten faktorianalyysi skitsofrenia-aineistossa
vaikuttaa perustellulta. Muutamat kognitiomuuttujat kuitenkin korreloivat tasaisen
voimakkaasti kaikkien analysoitavien muuttujien kanssa, eivätkä ne faktorianalyysis-
sa selkeästi asetu mihinkään faktoriin. Lisäksi muuttujat näyttäisivät sekä korrelaa-
tioiden että taustateorian perusteella ryhmittyvän siten, että yhtä faktoria edustai-
si vain noin kaksi muuttujaa, mikä vaikuttaa kovin pieneltä määrältä. Estimoitava
faktorirakenne ei siis ole niin mielekäs, kun voisi toivoa. Oleellisinta on kuitenkin
löytää tulkinnan kannalta pätevä rakenne, jollaisen kognitiomuuttujat näyttäisivät
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lopulta muodostavan. Aineistosta löytyy selkeitä kognitiivisia osa-alueita edustavia
dimensioita, ja estimoitava malli sopii kohtuullisen hyvin aineistoon.
2.4 Rakenneyhtälömalli
Kognitiota edustavien latenttien muuttujien muodostamisen jälkeen seuraava as-
kel on selvittää, onko lääkekäyttö yhteydessä näihin uusiin muuttujiin. Tämä on-
nistuu esimerkiksi rakenneyhtälömallilla, jossa tarkastellaan latenttien faktoreiden
keskinäisiä yhteyksiä tai niiden yhteyksiä havaittuihin ulkopuolisiin muuttujiin hyö-
dyntämällä sekä faktori- että regressioanalyysitekniikoita. Rakenneyhtälömallin yh-
teydessä estimoitava faktorimalli on luonteeltaan konfirmatorinen, eli tutkijalla on
faktorirakenteesta teoreettinen ennakkokäsitys.
Verrattuna yksittäisiin regressioanalyyseihin rakenneyhtälömallilla voidaan muun
muassa paremmin kontrolloida tyypin I virhettä. Toisaalta mallinnus saattaa olla
hyvin monimutkaista ja tulosten tulkinta hankalaa. Mallin muodostamisessa tutki-
jan oma subjektiivinen näkökulma on myös tärkeässä osassa, minkä vuoksi menetel-
mää on jonkin verran arvosteltu. On täysin tutkijan päätettävissä, mitkä muuttujat
edustavat mitäkin faktoreita, joten ilmiöiden teorian hyvä tuntemus on tärkeä.
Kun tarkastellaan lääkkeiden vaikutuksia latentteihin muuttujiin, joitakin yksittäi-
siin testeihin liittyviä tärkeitä vaikutuksia saattaa myös jäädä huomaamatta. Regres-
sioanalyyseilla saatetaan siis sittenkin saada jotakin sellaista tietoa, jota rakenneyh-
tälömalli ei havaitse. Toisaalta rakenneyhtälömallin antamat tulokset ovat hyvin sa-
mansuuntaisia, kuin lineaarisessa regressioanalyysissa. Kiinnostavimmat vaikutuk-
set tulevat esiin, mutta usean erillisen mallin sijaan tarkastellaan vain yhtä mallia.
2.5 Regressioanalyysi monitasoisesti
Seuraavaksi yleiseen lineaariseen regressioon sovelletaan menetelmiä, joissa ei enää
tarvitse olettaa havaintojen keskinäistä riippumattomuutta. Estimoinnissa otetaan
siis huomioon se, että perheenjäsenet todennäköisesti muistuttavat tarkasteltavien
muuttujien osalta toisiaan. Käytössä on kaksi erilaista yleisesti käytettyä tapaa
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regressioestimointiin monitasoisessa aineistossa. Ensimmäinen niistä on satunnais-
tekijämalli, jossa perheiden välinen vaihtelu voidaan eksplisiittisesti ottaa huomioon
mallintamalla eräänlaisia satunnaisvaikutuksia. Toinen analyysityyppi on marginaa-
limalli, jossa aineiston korreloituneisuus pyritään lähinnä puhdistamaan pois esti-
maattien laskemisessa.
Monitasoestimointi toimii parhaiten aineistoissa, joissa perheiden koot ovat kohtuul-
lisen suuria ja tasapainoisia (Hox, 2002, s. 175). Skitsofrenia-aineistossa perheisiin
saattaa kuulua kolmekin henkilöä, mutta useimmiten tutkimushenkilö on perheen-
sä ainoa edustaja. Yhden havainnon perheiden suuri osuus hieman kyseenalaistaa
perherakenteen huomioivien menetelmien tarpeellisuuden tässä aineistossa. Hyvin
pieni perhetason otoskoko saattaa aiheuttaa myös ongelmia muun muassa satun-
naistekijämallin estimoinnissa (esim. Clarke & Wheaton, 2007). Marginaalimallissa,
jossa päättely perustetaan koko perusjoukolle, tällaisia ongelmia saattaa olla vähem-
män. Perherakenteen huomioiminen erilaisin tavoin ei kuitenkaan kaiken kaikkiaan
juurikaan vaikuta tuloksiin.
2.6 Rakenneyhtälömalli monitasoisesti
Lopulta sovelletaan rakenneyhtälömallinnusta, jossa aineiston monitasoisuus ote-
taan huomioon. Esittelyssä on jälleen kaksi lähestymistapaa monitasoisen kova-
rianssirakenteen analyysille, jotka noudattavat pitkälti samoja periaatteita, kuin
aikaisemmin esitetyt regressioestimointimenetelmät. Ensimmäisessä menetelmässä
aineiston otanta-asetelma pyritään ottamaan huomioon itse mallissa analysoimalla
perheiden sisäistä ja välistä vaihtelua ikään kuin erillään toisistaan. Toisessa mene-
telmässä lasketaan tavanomaiset parametriestimaatit, mutta perheiden sisäinen kor-
reloituneisuus otetaan huomioon adjustoimalla estimaattien keskivirheet. Aineiston
rakenne huomioidaan myös mallin sopivuustestauksen yhteydessä.
Monitasoinen rakenneyhtälömalli on jo hyvin monimutkainen, ja sen yhteydessä
perheiden sisäisten ja välisten parametrien estimointi osoittautuu hankalaksi. Tämä
johtunee lähinnä pienistä ja epätasapainoisista perheko’oista. Pelkkiä keskivirheitä
adjustoivassa mallissa samanlaisia vaikeuksia ei ole (Muthén & Satorra, 1995), ja se
näyttäisikin antavan tyydyttävän ratkaisun.
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2.7 Merkintöjä ja käsitteitä
Tarkastellaan joitakin tärkeimpiä työssä toistuvia merkintöjä. Taulukossa 3 on esi-
tetty keskeisimpien menetelmien perusyhtälöt. Yhtälöissä esiintyvien symbolien vas-
taavuudet skitsofrenia-aineiston muttujien kanssa on myös selvitetty.
Menetelmä Yhtälö Merkintä ja selitys
Y
ks
it
as
oi
ne
n
Regressiomalli y = Xβ + 
y = (y1, . . . , yn)′ Havaittu kognitiomuuttuja
X (n× k) Lääke- ja taustamuuttujat
β = (β1, . . . βk)
′ Regressiokerroin
 = (1, . . . n)′ Virhetermi
M
on
it
as
oi
ne
n
Satunnais-
tekijämalli
yj = Xjβ + Zjbj + j
yj = (y1j , . . . , ynjj)
′ Havaittu kognitiomuuttuja perheessä
j (j = 1, . . . ,m)
Zj (nj × s) Satunnaiskerroin
bj = (bj1, . . . , bjs)
′ Perhekohtainen satunnaisvaikutus
j = (1j , . . . , njj)
′ Virhetermi perheessä j
Y
ks
it
as
oi
ne
n
Faktorimalli y = µ+ Λη + ξ
y = (y1, . . . , yp)′ Havaitut kognitiomuuttujat
µ = (µ1, . . . , µp)′ Muuttujavektorin y odotusarvo
Λ (p× q) Faktorilatausmatriisi
η = (η1, . . . , ηq)′ Latentit kognitiomuuttujat
ξ = (ξ1, . . . , ξp)′ Mittausvirhe
M
on
it
as
oi
ne
n
Monitasoinen
kovarianssi-
rakennemalli
yt = yb + yw
yt = (y1t, . . . , ypt)′ Havaitut kognitiomuuttujat (total)
yb = (y1b, . . . , ypb)
′ Perheiden välinen osa (between)
yw = (y1w, . . . , ypw)′ Perheiden sisäinen osa (within)
Taulukko 3: Merkintöjä
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Kuvassa 1 on vielä esitetty tarkasteltavat tilastolliset mallit ja niiden yhteydessä
sovellettavat estimointimenetelmät. Lueteltuina ovat sekä yksitasoiseen, että moni-
tasoiseen otanta-asetelmaan soveltuvat estimointimenetelmät.
Kuva 1: Tilastolliset mallit ja estimointimenetelmät
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2.8 Ohjelmistot
Analyyseissa käytetään kahta eri tilasto-ohjelmistoa. Regressioanalyysit suoritetaan
käyttäen R-ohjelmaa. Se on avoimen lähdekoodin ohjelmistoympäristö, joka perus-
tuu S-ohjelmointikieleen ja on ilmaiseksi ladattavissa verkosta. R:llä voidaan sovel-
taa laajasti erilaisia tilastollisia ja graafisia tekniikoita. Käyttäjä voi halutessaan
myös itse osallistua R:n kehittämiseen, mikä on tehnyt siitä hyvin monipuolisen ja
nopeasti kehittyvän ohjelmiston. (R Development Core Team, 2010)
Rakenneyhtälömallinnuksissa käytetään Mplus-ohjelmaa. Se on monipuolinen työka-
lu, jolla voidaan analysoida muun muassa jatkuvia, kaksiluokkaisia, luokittelevia tai
järjestysasteikollisia muuttujia sekä lukumäärämuuttujia. Opinnäytetyön analyyse-
ja ajatellen Mplus-ohjelman etuna on erityisesti se, että sillä voidaan suhteellisen
vaivattomasti analysoida otanta-asetelmaperusteisia aineistoja ja monitasoisia ai-
neistoja. Ohelmassa on helppo käyttöliittymä ja tuloksia on mahdollista tarkastella
graafisesti. (Muthén & Muthén, 2007)
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3 Regressioanalyysi
3.1 Regressiomalli
Lineaarisessa mallissa mielenkiinto kohdistuu riippumattomaan muuttujaan yi. Sitä
kutsutaan selitettäväksi muuttujaksi ja se riippuu lineaarisesti yhdestä tai useam-
masta selittävästä muuttujasta x1, . . . , xk. Usean selittäjän lineaarinen regressiomalli
määritellään yhtälöllä
yi = β0 + β1xi1 + β2xi2 + · · ·+ βkxik + i, i = 1, . . . , n, (3.1)
jossa selittävien muuttujien arvot xit ovat kiinteitä lukuja, parametrit β0, . . . , βk ovat
tuntemattomia ja i on satunnaisvaihtelua kuvaava virhetermi, jolle pätee 1, . . . , n
⊥⊥ , i ∼ N(0, σ2). Virhetermiin sisältyy se osa yi:n vaihtelusta, jota selittävät muut-
tujat eivät pysty selittämään. Lisäksi oletetaan, että β ∈ <k ja σ2 > 0.
Määritelmästä (3.1) nähdään, että lineaarista mallia voidaan ajatella malliksi ha-
vaintojen odotusarvolle µ =E(yi). Mielenkiinto kohdistuu erityisesti parametriin β.
3.2 Parametrien estimointi
Parametrien β ja σ2 estimointi tapahtuu yleisimmin suurimman uskottavuuden (SU)
menetelmällä. SU-menetelmän etuna on sen robustisuus; se tuottaa estimaatteja,
jotka ovat asymptoottisesti tehokkaita ja tarkentuvia. Lisäksi otoskoon ollessa suuri,
SU-estimaatit toimivat, vaikka mallin oletukset eivät täysin olisi voimassa.
Yhtälö (3.1) voidaan esittää myös matriisimerkinnöin, jolloin se on muotoa y ∼
N(Xβ, σ2In). Lisäksi oletetaan, että r(X) = k, eli selittävistä muuttujista koostuva
mallimatriisi on täysiasteinen. Tämä takaa sen, että odotusarvovektorilla µ =E(y)
on yksikäsitteinen esitys µ = X(β). Muussa tapauksessa osa selittävistä muuttujista
voitaisiin lausua muiden lineaarikombinaationa ja päädyttäisiin multikolineaarisuu-
den ongelmaan. Havaintojen yhteistiheysfunktio on
f(y;β, σ2) = (2piσ2)−n/2exp
{
− 1
2σ2
(y −Xβ)′(y −Xβ)
}
,
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josta edelleen logaritmoimalla päädytään parametrien β ja σ2 log-uskottavuusfunktioon
l(β, σ2; y) = −n
2
logσ2 − 1
2σ2
(y −Xβ)′(y −Xβ) (3.2)
Minimoimalla jäännösneliösumma eli termi (y−Xβ)′(y−Xβ) saadaan β-parametrin
suurimman uskottavuuden estimaatti βˆ. Derivoinnin jälkeen päädytään normaaliyh-
tälöihin X′Xβ = X′y, joiden yksikäsitteistä ratkaisua
βˆ = (X′X)−1X′y (3.3)
kutsutaan parametrin β pienimmän neliösumman estimaatiksi.
Tämän jälkeen σ2:n SU-estimaatti saadaan kaavalla
σˆ2 =
1
n
(y −Xβˆ)′(y −Xβˆ). (3.4)
Tämä voidaan kirjoittaa myös käyttäen residuaaleja ˆ2i = yi − x′iβˆ, jolloin kaava on
muotoa 1
n
∑n
i=1 ˆ
2
i . (Seber, 1977, s. 42-51, 100)
3.3 Selitysaste ja hypoteesien testaaminen
Selitysaste kertoo, kuinka suuren osan malli selittää muuttujan y vaihtelusta. Vaih-
telu voidaan hajottaa neliösummiksi, jolloin kokonaisneliösumman voidaan ajatella
jakautuvan regression selittämään vaihteluun ja jäännösvaihteluun: SST=SSR+SSE.
Hajotelmassa SST on kokonaisneliösumma
∑n
i=1(yi − y¯)2, SSR on regressioneliö-
summa
∑n
i=1(x
′
iβˆ− y¯)2 ja SSE on residuaalineliösumma
∑n
i=1(yi−x′iβˆ)2 =
∑n
i=1 ˆ
2
i .
Selitysaste on muotoa
R2 = 1− SSE
SST
=
SSR
SST
.
Regressiomallin sopivuutta yleisesti, eli nollahypoteesiaH0 : β1 = β2 = . . . = βk = 0,
testataan F -testillä. Vastahypoteesi on, että ainakin jokin β-kertoimista poikkeaa
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nollasta. Testisuureen muodostamisessa käytetään regressiomallin neliösummia. Jos
H0 pätee, niin testisuure noudattaa F -jakaumaa:
F =
SSR/k
SSE/(n− k − 1) ∼ Fk,n−k−1,
F -testin voidaan osoittaa olevan identtinen uskottavuusosamäärätestin kanssa, jo-
ka perustuu mallien uskottavuusfunktioiden vertailuun. Yksittäisten regressioker-
rointen βi merkitsevyyttä eli sitä, onko selittäjän xi lisääminen tarpeen, testataan
t-testillä. Se on F -testin erikoistapaus, joka käytännössä saadaan jakamalla regres-
siokerroin keskivirheellään. Nollahypoteesin H0 : βi = 0 pätiessä testisuure on t-
jakautunut vapausasteella n− k − 1. (Seber, 1977, s. 110)
3.4 Lineaarinen regressioanalyysi skitsofrenia-aineistossa
Muodostetaan jokaiselle kognitiotestimuuttujalle erikseen regressiomalli, jossa selit-
täjinä ovat ikä, sairastumisikä, sukupuoli, asuinpaikka, sairaudenkuva sekä henkilön
käyttämä lääkitys, jota edustaa kuusi dummy-muuttujaa. Näin monen selittäjän
sisällyttäminen malliin vähentää merkittävästi testauksien tilastollista voimaa ver-
rattuna tilanteeseen, jossa selittäjiä olisi vain muutama. Kaikki taustamuuttujat on
kuitenkin valittu sovellusalaan pohjautuvan teorian mukaisesti, jotta mahdolliset
sekoittavat tekijät saadaan otettua huomioon.
Selittäjien välisiä yhdysvaikutuksia eli interaktioita ei tällä kertaa tarkastella. In-
teraktiotarkastelut vaativat yleensä suurta otosta, sillä niiden myötä estimoitavien
parametrien määrä on entistäkin suurempi. Näissä malleissa tyydytään siis vain ku-
vaamaan lääkeaineiden päävaikutuksia, jotka lopulta ovat kaikkein kiinnostavimpia.
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Analyysit suoritetaan R-ohjelmalla (versio 2.12.1). Mallit ovat muotoa
testitulosi = β0 + β1 ∗ ikäi + β2 ∗ sairastumisikäi + β3 ∗ sukupuolii + β4 ∗ sairaudenkuva†i + β5 ∗ asuinpaikka‡i +
β6 ∗ perinteinen antipsykoottii + β7 ∗ atyyppinen antipsykoottii + β8 ∗ klotsapiinii +
β9 ∗masennuslääkei + β10 ∗ bentsodiatsepiinii + β11 ∗ antikolinergii + i
 Vertailuryhmänä miehet
† Vertailuryhmänä kausittainen sairastavuus
‡ Vertailuryhmänä muu Suomi
Tulokset
Lineaaristen regressiomallien kerroinestimaatit ja niihin liittyvät keskivirheet on esi-
tetty taulukossa 4. Kuhunkin testimuuttujaan liittyvän mallin tulokset on esitetty
omalla sarakkeellaan. Näissä tarkasteluissa merkitsevyystasoksi asetetaan kirjalli-
suudessa usein käytetty α:n arvo 0.05, jota pienempien p-arvojen oletetaan siis ker-
tovan tilastollisesti merkitsevästä tuloksesta.
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.24(0.94)
‡ 6.63(0.85)‡ 8.62(0.95)‡ 8.80(1.15)‡ 49.67(7.04)‡ 68.9(5.47)‡ 42.5(6.12)‡ 10.12(1.63)‡ 9.94(1.68)‡
β1 −0.04(0.02)† −0.06(0.01)‡ −0.05(0.02)† −0.08(0.02)‡ −0.47(0.12)‡ −0.86(0.09)‡ −0.48(0.11)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.01(0.02) 0.03(0.02)
 0.04(0.02) 0.05(0.03) 0.21(0.16) 0.05(0.12) 0.49(0.14)‡ 0.07(0.04) 0.06(0.04)
β3 0.52(0.25)
∗ 0.17(0.22) −0.12(0.25) −0.06(0.30) 0.09(1.82) 5.93(1.38)‡ 4.89(1.60)† 1.39(0.43)† 1.72(0.44)‡
β4 0.36(0.29) −0.02(0.26) −0.28(0.30) −0.29(0.36) −7.01(2.15)† −7.03(1.63)‡ −6.34(1.90)‡ −0.77(0.50) −1.24(0.52)∗
β5 0.40(0.26) 0.60(0.24)
∗ 0.19(0.27) 0.64(0.32)∗ 8.45(1.90)‡ 5.23(1.45)‡ 6.44(1.71)‡ 1.35(0.45)† 0.90(0.47)
β6 −0.16(0.32) −0.31(0.29) 0.35(0.32) 0.14(0.39) −2.58(2.32) −1.89(1.77) 0.74(2.05) −0.09(0.55) −0.33(0.56)
β7 0.002(0.35) 0.23(0.32) −0.07(0.35) −0.21(0.42) 1.65(2.56) 0.17(1.95) −1.28(2.26) −0.33(0.60) 0.42(0.62)
β8 −0.63(0.35) −0.54(0.32) −0.30(0.36) −0.73(0.43) −5.62(2.57)∗ −3.10(1.98) −5.08(2.29)∗ −1.75(0.61)† −1.22(0.63)
β9 0.15(0.30) 0.28(0.27) 0.31(0.30) 0.41(0.36) 3.33(2.21) 1.69(1.65) 3.09(1.94) 0.90(0.52)
 1.14(0.53)∗
β10 0.09(0.25) −0.43(0.22) −0.11(0.25) −0.51(0.30) 0.75(1.82) 0.21(1.38) 0.69(1.61) 0.21(0.43) −0.11(0.44)
β11 −0.47(0.30) −0.29(0.27) −0.26(0.30) −0.21(0.37) −3.03(2.23) −5.41(1.67)† −2.23(1.95) −0.46(0.52) −0.09(0.54)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
Taulukko 4: Lineaaristen regressiomallien kerroinestimaatit (keskivirheet sulkeissa)
Kuten oli odotettavissa, taustamuuttujilla on usein merkitsevä vaikutus testitulok-
siin. Etenkin ikä vaikuttaa: nuoremmat ovat menestyneet vanhempia paremmin.
Sairastumisiällä on myös merkitystä joidenkin testien kohdalla, eli mitä myöhem-
min on sairastunut, sen paremmin menestyy. Naiset menestyvät usein hieman mie-
hiä paremmin, lähinnä prosessointinopeutta (WAISDSY1) ja verbaalista oppimista
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(a_corr, sdf_corr ja ldf_corr) mittaavissa testeissä. Krooninen sairaudenkuva näyt-
täisi olevan yhteydessä huonompaan menestymiseen yleisen verbaalisen älykkyyden
(WAISVOC2) ja prosessointinopeuden testeissä sekä verbaalista oppimista mittaa-
vissa testeissä. Havainnointia ja työmuistia (WMSD1, WMSV1, WMSD3, WMSV3)
mittaavissa testeissä eroja kausittaisesti sairastaviin ei puolestaan havaita. Kuusa-
molaisten parempi testimenestys muuhun Suomeen verrattuna johtunee puhtaasti
otoksen luonteesta. Kuten aineiston esittelyn yhteydessä luvussa todettiin, muualta
Suomesta kotoisin olevat kahden sairaan perheet ovat todennäköisesti keskimäärin
vaikeammin sairaita, kuin kuusamolaiset yhden sairaan perheet.
Joitakin lääkityksen ja kognition välisiä yhteyksiä on havaittavissa. Perinteinen tai
atyyppinen antipsykootti eivät kuitenkaan ole merkitsevästi yhteydessä yhteenkään
testimuuttujista. Klotsapiini on lääkkeistä se, joka on yhteydessä tuloksiin kaikkein
useimmin. Siihen liittyvä regressiokerroin on negatiivinen, eli klotsapiinin käyttä-
jät menestyvät testeissä keskimääräistä heikommin. Masennuslääkkeessä vaikutus
on puolestaan positiivinen, mutta vähäisempi: Merkitseviä yhteyksiä havaitaan vain
muutamassa verbaalista oppimista mittaavassa testissä. Rauhoittavana lääkkeenä
käytettävä bentsodiatsepiinin käyttö saattaisi olla yhteydessä heikompaan menes-
tymiseen työmuistin testeissä. Vaikutus on kuitenkin vain merkitsevyyden rajoissa.
Antikolinergilla sen sijaan on voimakkaasti negatiivinen vaikutus prosessointinopeu-
den testiin.
Tulosten luotettavuus ja johtopäätökset
Havaittuihin yhteyksiin on hyvä suhtautua jonkin verran varautuneesti. Lääketieto
ei ole täysin luotettava, sillä se perustuu täysin potilaan omaan ilmoitukseen. Var-
maa ei ole myöskään, kuinka vahvasti tutkimushenkilöt ovat lääkkeen vaikutuksen
alaisina juuri testaushetkellä. Ilmiöiden syy-seuraussuhteita ei lisäksi voida pitää ai-
van yksioikoisina. Klotsapiini esimerkiksi on voimakas lääke, jota käytetään lähinnä
vaikeasti sairailla skitsofreniapotilailla. Näin ollen klotsapiinin käyttäjät ovat tässä
aineistossa todennäköisesti keskimäärin muita vaikeammin sairaita, ja suoriutuvat
ehkä ennen kaikkea tämän vuoksi huonommin testeistä. Toisaalta analyysit on va-
kioitu sairastumisikä- ja sairaudenkuvamuuttujien suhteen, jotka pyrkivät puhdista-
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maan juuri tällaisten tekijöiden vaikutuksen tuloksista. Kaikki tutkittavat henkilöt
on myös diagnosoitu nimenomaan skitsofreniaa sairastaviksi, eli joukkoa voidaan pi-
tää monen asian suhteen hyvin homogeenisenä. Mahdollinen päällekkäinen lääkitys
on vakioitu malleissa, joten tuloksista pitäisi pystyä näkemään juuri nimenomaisen
lääkkeen itsenäinen selitysosuus.
Näissä analyyseissa tavoitteena on ensisijaisesti kuvailla tarkasteltavien ilmiöiden
välisiä suhteita. Mallien muodostamisessa ei siis niinkään pyritä mallien mahdolli-
simman hyvään ennustavuuteen tai korkeisiin selitysasteisiin. Todetaan kuitenkin,
että lääkekäyttö ja taustamuuttujat näyttäisivät selittävän erityisen huonosti ha-
vainnointia ja työmuistia mittaavia testejä. Merkitseviä vaikutuksia havaitaan niis-
sä vähemmän, kuin muiden kognitiotestien malleissa ja selitysasteet ovat alhaisia
(vapausastekorjatut selitysasteet 0.03 – 0.09). Kaikkein paras selitysaste on proses-
sointinopeutta mittaavan testin mallissa (0.38).
Tulokset ovat skitsofrenia-tutkimuksen näkökulmasta kiinnostavia ja antavat aihetta
jatkotutkimuksille. Mielenkiintoinen havainto liittyy erityisesti masennuslääkkeen
mahdolliseen testimenestystä parantavaan vaikutukseen. Myös klotsapiinin yhteys
moniin eri testeihin ja antikolinergin voimakas vaikutus prosessointinopeuteen ovat
huomionarvoisia tuloksia.
Monitestausongelma
Edellä tarkasteltiin yhdeksää kognition eri dimensiota mittaavaa testiä, mutta usein
analysoitavia testimuuttujia saattaa olla useampiakin. Ennen analyysien suoritta-
mista määriteltiin testauksia varten merkitsevyystaso α, joka on siis suurin hyväk-
sytty todennäköisyys sille, että nollahypoteesi hylätään sen todellisuudessa pitäessä
paikkansa. Tätä todennäköisyyttä kutsutaan tyypin I virheeksi ja edellä tehdyis-
sä analyyseissä sovittiin sen olevan α = 0.05. Kun useita hypoteeseja testataan
samanaikaisesti, todennäköisyys sille, että ainakin joitakin tyypin I virheitä tapah-
tuu, kasvaa. Lineaarisissa malleissa selittäjän merkitsevyystesti saattoi virheellisesti
hylätä nollahypoteesin, jonka mukaan β-kerroin ei poikkea nollasta. Selittäjä tul-
kittaisiin tästä johtuen tilastollisesti merkitseväksi, vaikka tulos johtuisi ainoastaan
sattumasta.
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Tällaisen monitestausongelman hallintaan on kehitetty erilaisia menetelmiä (esim.
Shaffer, 1995). Yksinkertaisin ja kenties yleisimmin käytetty keino on ns. Bonferroni-
korjaus. Siinä määritelty tyypin I virheen todennäköisyys jaetaan suoritettujen tes-
tien määrällä. Kun malleja muodostetaan yhdeksän kappaletta, saadaan riskitasoksi
Bonferroni-korjauksen jälkeen α = 0.05/9 ≈ 0.0056. Tämän perusteella lääkevaiku-
tuksista merkitseviä ovat enää ainoastaan klotsapiini sdf_corr-testiin ja antikolinergi
WAISDSY1-testiin. Neljä lääkevaikutusta menettää siis korjauksen jälkeen merkit-
sevyytensä.
Bonferroni-korjauksen perusoletus on, että selitettävät muuttujat eivät korreloi kes-
kenään. Kognition eri osa-alueet, kuten esimerkiksi muisti ja havainnointikyky ovat
kuitenkin luonnollisesti riippuvaisia toisistaan, joten testimuuttujien väleille on pe-
rusteltua olettaa voimakkaitakin korrelaatioita. Tämän tyyppisissä aineistoissa
Bonferroni-korjaus johtaakin monesti liian konservatiiviseen analyysiin, jolloin to-
dellisuudessa merkitseviä vaikutuksia jää havaitsematta. Joitakin vähemmän kon-
servatiivisia menetelmiä α:n hallintaan on toki myös kehitetty (esim. Benjamini &
Hochberg, 1995).
Aivan toisella tavalla ongelma voitaisiin kiertää muodostamalla monimuuttujaregres-
siomalli, joka on eräs lineaarisen regressiomallin yleistys (Multivariate Analysis of
Variance, MANOVA). Tällöin useampia kognitiomuuttujia tarkasteltaisiin samassa
mallissa. Vaste olisi kognitiomuuttujien lineaarinen painotettu funktio, joka edustai-
si eräänlaista yleisemmän tason kognitiivista suoriutumista. Monimuuttujaregres-
siomallin etu erillisiin lineaarisiin regressiomalleihin nähden on muun muassa juuri
tyypin I virheen hallinta (Tabachnick & Fidell, 2007, s. 244). Malli ottaa huomioon
myös testien väliset korrelaatiot. Toisaalta monimuuttujaregressiomalliin ei sisälly
tietoa siitä, miten voimakkaasti eri kognitiotestit vaikuttavat yleisemmän tason kog-
nitioon (Heck & Thomas, 2009, s. 7). Kun tavoitteena on pienentää tarkasteltavien
kognitiomuuttujien määrää, on siis järkevämpää lähteä liikkeelle faktorianalyysista,
jossa kunkin testimuuttujan merkitys analyysissa tulee paremmin esille.
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4 Faktorianalyysi
Faktorianalyysin yhteydessä puhutaan yleensä joko eksploratiivisesta tai konfirmato-
risesta analyysista. Eksploratiivinen faktorianalyysi on aineistolähtöinen menetelmä,
jossa tutkijalla ei ole faktorirakenteesta selkeää ennakkokäsitystä. Latentteja fakto-
reita pyritään löytämään yksinomaan muuttujien korrelaatioiden perusteella. Kon-
firmatorisessa faktorianalyysissa tutkijalla on puolestaan hypoteesi muuttujien fak-
torirakenteesta sovellusalan teorian ja aiempien tutkimustulosten perusteella. Käy-
tännössä eksploratiivisen ja konfirmatorisen mallin välinen ero ei ole tarkasti määri-
telty, vaan usein faktorianalyysiin soveltamisessa hyödynnetään piirteitä molemmis-
ta menetelmistä (Jöreskog, 2007, s. 58). Seuraavaksi tarkastellaan faktorianalyysin
yleistä teoriaa kuitenkin ensisijaisesti eksploratiivisessa asetelmassa.
4.1 Faktorimalli
Tarkastellaan n kokoisessa otoksessa p kappaletta jatkuvia muuttujia y1, ..., yp. Ta-
voitteena on selittää näiden muuttujien välisiä assosiaatioita q kappaleella latentteja
muuttujia η1, ..., ηq(q < p). Faktorimalliin sisältyy lokaalin riippumattomuuden ole-
tus. Toisin sanoen muuttujat yi ovat ehdollisesti keskenään korreloimattomia, kun
kaikkien latenttien muuttujien (faktoreiden) ηj arvot ovat annetut. Faktorimalli on
muotoa
y = µ+ Λη + ξ, (4.1)
jossa µ = (µ1, . . . , µp)′ on muuttujavektorin y = (y1, . . . , yp)′ odotusarvovektori, η =
(η1, . . . , ηq)
′ sisältää latentit satunnaismuuttujat, ξ = (ξ1, . . . , ξp)′ on mittausvirhe
ja matriisi Λ = (λij) ∈ <p×q määrittää havaittujen muuttujien y ja latenttien
faktoreiden η välisen suhteen. Lisäksi oletetaan, että vektoreiden ξ ja η odotusarvot
ovat nollia.
Malli on ns. ortogonaalinen faktorimalli, kun oletetaan, että arvot ξi eivät korreloi
itsensä eivätkä arvojen ηi kanssa. Tällöin mittausvirheen kovarianssimatriisi on lä-
vistäjämatriisi
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cov(ξ) = Ψ =diag(Ψ1,Ψ2, . . .Ψp). Latentit muuttujat oletetaan myös toisistaan
riippumattomiksi ja standardoiduiksi, jolloin niiden kovarianssimatriisi cov(η) = Φ
oletetaan yksikkömatriisiksi, eli Φ = Iq. Voidaan siis myös kirjoittaa
y − µ = Λη + ξ. (4.2)
Edellisen perusteella havaittujen muuttujien välinen kovarianssimatriisi on muotoa
Σ = E[(y − µ)(y − µ)′] = E[(Λη + ξ)(Λη + ξ)′] = ΛΛ′ + Ψ. (4.3)
Faktorit eivät määräydy yhtälöiden perusteella yksikäsitteisesti, vaan mallin yhtey-
dessä on mahdollista suorittaa ns. faktorirotaatio. Jos H on mikä tahansa ortogo-
naalinen matriisi, jolla H′H = HH′ = I, niin mitkä tahansa muunnokset Λ∗ = ΛH′
ja η∗ = Hη johtavat mahdolliseen ratkaisuun. Tuloksen yksityiskohdat sivuutetaan
tässä. Jotta ratkaisu olisi yksikäsitteinen, estimoitujen faktorilatausten on täytettä-
vä ehto, jonka mukaan matriisi Λˆ′Ψˆ−1Λˆ on diagonaalinen. Yleensä halutaan löytää
muunnos, joka tuottaa malliin parhaiten tulkittavissa olevat faktorit. Käytännössä
faktorimallin tulkinta on harvoin mahdollista ilman sopivaa rotaatiota.
Kun oletetaan, että Σ koostuu elementeistä σij, niin σii =
∑q
j=1 λ
2
ij + ψ
2
i kaikilla
i = 1, . . . , p. Faktorimallissa kunkin havaitun muuttujan varianssi hajotetaan siis
kahteen osaan. Ensimmäistä osaa h2i =
∑q
j=1 λ
2
ij kutsutaan muuttujan kommuna-
liteetiksi, joka edustaa sitä osaa muuttujan yi varianssista, joka on selitettävissä
mallin faktoreilla.
4.2 Parametrien estimointi
Suositeltavin menetelmä faktorimallin parametrien Λ ja Ψ estimoinnissa on suu-
rimman uskottavuuden menetelmä. Menetelmä on riippumaton käytetyistä mitta-
asteikoista, joten on yhdentekevää, käytetäänkö estimoinnissa korrelaatio- vai kova-
rianssimatriisia.
Suurimman uskottavuuden estimaatit Λˆ ja Ψˆ saadaan maksimoimalla uskottavuus-
funktio
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L = −np
2
log2pi − n
2
log|Σ| − n
2
tr[(Σ)−1S], (4.4)
jossa S on kovarianssimatriisin Σ otosestimaatti. Derivoimalla päädytään edelleen
uskottavuusyhtälöihin, jonka jälkeen suurimman uskottavuuden estimaatit saadaan
iteratiivisella menetelmällä.
Suurimman uskottavuuden estimointi mahdollistaa faktorimallin sopivuuden testaa-
misen, joka vuoksi sitä suositaan etenkin konfirmatorisen faktorianalyysin yhteydes-
sä. Voidaan siis esimerkiksi arvioida, kuinka monta faktoria tarvitaan selittämään
havaittujen muuttujien vaihtelua. (Krzanowski, 2000)
4.3 Faktoripistemäärät
Kun havaittujen muuttujien perusteella on muodostettu q kappaletta mielekkäästi
tulkittavia faktoreita, on mahdollista estimoida kullekin faktorille yksilökohtaiset
arvot, faktoripistemäärät. Niiden perusteella voidaan vertailla otosyksiköitä toisiinsa
latenttien ominaisuuksien suhteen. Faktoripistemääriä voidaan ajatella eräänlaisina
mitta-asteikkoina, jotka edustavat mallissa kuvattua teoreettista rakennetta.
Faktoripistemäärien laskemisessa voidaan soveltaa eräänlaista regressiomenetelmää,
jossa faktoreille η etsitään likimääräinen esitys s = K(y − µ), jossa K on q ×
p -matriisi. Tähän päästään pienimmän neliösumman menetelmällä minimoimalla
lauseke
f(K) = E(‖η −K(y − µ)‖2)
K:n suhteen. Minimi saavutetaan, kun K = Λ′Σ−1. (Mustonen, 1995, s. 90–91).
4.4 Faktoreita vastaavien mitta-asteikoiden reliabiliteetti
Reliabiliteetti kertoo, kuinka tarkasti käytetty mittausmenetelmä kuvaa tutkittavaa
ilmiötä. Teknisesti ilmaistuna se on mitattavan ilmiön todellisen varianssin suh-
de koko mittauksen varianssiin. Mitta-asteikon reliabiliteetin määrittämiseksi on
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kehitetty erilaisia menetelmiä, joista Cronbachin α -kerroin on kaikkein käytetyin
(Cronbach, 1951). Faktorianalyysin yhteydessä α:n käyttö on kuitenkin ongelmal-
lista muun muassa siksi, että se olettaa mittarin mittaavan vain yhtä dimensiota.
Tarkkonen & Vehkalahti (2005) ovat esittäneet yleisen tavan mittauksen reliabili-
teetin laskemiseksi, jossa mittausmallin suhteen ei tarvitse tehdä Cronbachin α:an
sisältyviä liiaksi rajoittavia oletuksia. Menetelmä sopii hyvin faktoripistemäärien re-
liabiliteetin arvioimiseen, sillä siinä otetaan huomioon itse faktorimalli toisin kuin
Cronbachin α:ssa, joka muodostetaan yksinkertaisesti käyttämällä muuttujien sum-
mia.
Regressiomenetelmällä estimoitujen faktoripisteiden odotusarvo on E(s) = Λ′Σ−1µ
ja kovarianssimatriisi cov(s) = Λ′Σ−1Λ. Jotta reliabiliteetti saadaan muodostetuk-
si, tulee vaihtelu erotella samaan tapaan, kuin faktorimallin kovarianssimatriisissa
(4.3):
cov(s) = Λ′Σ−1ΛΛ′Σ−1Λ + Λ′Σ−1ΛΨΣ−1Λ,
joten faktoripistemäärien reliabiliteetit saadaan lävistäjämatriisina
ρs = diag[(Λ
′Σ−1Λ)2]× [diag(Λ′Σ−1Λ)]−1. (4.5)
Mittausmalli on mukana reliabiliteetin laskemisessa, joten menetelmä on yleisesti
sovellettavissa erilaisten mitta-asteikkojen yhteydessä.
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4.5 Faktorianalyysi skitsofrenia-aineistossa
Neuropsykologisen teorian perusteella tarkasteltavia kognitiomuuttujia voidaan jao-
tella tiettyihin alaryhmiin sen mukaan, minkä tyyppisiä ominaisuuksia ne mittaavat.
Jonkin verran löytyy tutkimuksia, joissa testeihin on sovellettu faktorianalyysia. Esi-
merkiksi Tulsky & Price (2003) löysivät tutkimuksessaan muiden muassa kuulon- ja
näönvaraisen muistin, työmuistin ja prosessointinopeuden faktorit.
Tarkastellaan skitsofrenia-aineiston kognitiomuuttujia aluksi ensisijaisesti eksplora-
tiivisessa asetelmassa. Vaikka muuttujien ryhmittymisestä on olemassa melko sel-
keä ennakkokäsitys, voidaan eksploratiivisella analyysilla objektiivisesti tarkastella,
kuinka oletettu faktorirakenne toteutuu juuri tässä aineistossa.
Kognitiomuuttujien väliset korrelaatiot
Analysoitavana on yhdeksän eri muuttujaa, joiden korrelaatiot on esitetty kuvas-
sa 2. Selkeimmin keskenään korreloivat verbaalista oppimista mittaavat muuttujat
(a_corr, sdf_corr ja ldf_corr). Tämä on myös neuropsykologisen teorian kannalta
luonnollinen tulos: Näiden muuttujien kuuluukin mitata tiettyä yhteistä osa-aluetta.
Muista testeistä voitaisiin korrelaatioiden ja taustateorian perusteella melko selkeäs-
ti erotella ainakin kuulonvaraista työmuistia (WMSD1 ja WMSD3) ja visuaalista
työmuistia (WMSV1 ja WMSV3) mittaavat testit. Korrelaatiota on jonkin verran
havaittavissa myös työmuistia eli mittaavien testien eli ns. backward-testien välillä
(WMSD3 ja WMSV3). Nämä testit ovat forward-testejä haastavampia, sillä niissä
on muistettava asioita käänteisessä järjestyksessä. Kuulonvaraisen ja visuaalisen työ-
muistin mittarit kuitenkin korreloivat keskenään selkeämmin, mikä on myös teorian
perusteella uskottavaa.
Sanastotesti WAISVOC2 ja tiedon prosessointinopeuden mittari WAISDSY1 eivät
teorian eivätkä oikein korrelaatioidenkaan perusteella asetu kunnolla mihinkään ryh-
mään. Niiden voitaisiin täten ajatella mittaavan jotakin erillistä dimensiota siinä
määrin, että niitä ei kannata sisällyttää samaan faktorianalyysiin muiden muuttu-
jien kanssa. Analysoidaan siis näitä muuttujia kokonaan erillään muista.
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Kuva 2: Kognitiotestimuuttujien väliset korrelaatiot
Tulokset
Estimoidaan faktorimalli kolmella faktorilla. Analyyseissa käytetään jälleen R-ohjel-
maa. Faktorimallissa ovat mukana vain ne henkilöt, joilta on saatu tulos kaik-
kiin mallissa oleviin testeihin (N=227). Suurimman uskottavuuden estimointia ja
varimax-rotaatiota käyttämällä päädytään taulukon 5 tuloksiin. Ratkaisussa näyt-
täisivät tulevan melko hyvin esiin edellä mainitut kolme ryhmää. χ2-testin mukaan
kolme faktoria on riittävä määrä (4.43, df=3, p=0.22). Nimetään faktorit ”verbaali-
sen oppimisen”, ”visuaalisen työmuistin” ja ”kuulonvaraisen työmuistin” faktoreiksi.
Verbaalisen oppimisen mittarit sijoittuvat hyvin selkeästi omalle dimensiolleen: muut-
tujien lataukset ovat voimakkaita. Muiden muuttujien sijoittuminen faktoreille ei ole
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Kuulonvarainen työmuisti Näönvarainen työmuisti Verbaalinen oppiminen Kommunaliteetti
WMSD1 0.98 0.12 0.14 0.995
WMSD3 0.39 0.35 0.38 0.415
WMSV1 0.07 0.56 0.19 0.355
WMSV3 0.13 0.88 0.15 0.810
a_corr 0.19 0.28 0.79 0.738
sdf_corr 0.10 0.16 0.91 0.860
ldf_corr 0.14 0.20 0.89 0.860
Taulukko 5: Faktorilataukset ja kommunaliteetit kognitiotestimuuttujille (N=227)
yhtä selkeää. Etenkään WMSD3 ei näyttäisi asettuvan selkeästi yhdellekään faktoril-
le. Sen lataus on lähes yhtä suuri sekä verbaalisen oppimisen faktorille että kuulon-
varaisen työmuistin faktorille. WMSD1-muuttujan lataus kuulonvaraisen työmuistin
faktorille on puolestaan erittäin voimakas. Hyväksytään kuitenkin tällainen kuulon-
varaisen työmuistin faktori, sillä sille on olemassa teoreettinen perustelu.
Kommunaliteetit ovat kohtuullisen suuria etenkin verbaalisen oppimisen faktoris-
sa. Vähemmän selkeissä WMS-muuttujissa kommunaliteetit ovat hieman heikom-
pia, lukuun ottamatta WMSD1-muuttujaa, jonka kommunaliteetti on hyvin korkea
(0.995).
Kokeillaan myös asettaa faktoreiden lukumääräksi kaksi, jolloin WMS-muuttujien
ajateltaisiin edustavan yhteistä yleistä muistifaktoria (tuloksia ei esitetä). Nyt kuu-
lonvaraisen muistin komponenttien lataukset tälle faktorille ovat selkeästi heikom-
mat, kuin visuaalisen muistin komponentit. Vaikuttaisi siis siltä, että nämä kaksi
ryhmää lopulta kuitenkin edustaisivat erilaisia dimensioita. Lisäksi χ2-testi fakto-
reiden lukumäärän riittävyydelle hylkää nollahypoteesin. Päädytään siis lopulta al-
kuperäiseen kolmen faktorin ratkaisuun.
Kaksi muuttujaa on yleisesti ottaen hieman liian pieni määrä muodostamaan fak-
toria (esim. Tabachnick & Fidell, 2007, s. 646). Saadussa faktorimallissa sekä näön-
että kuulonvaraisen työmuistin faktorit kuitenkin koostuvat vain kahdesta havai-
tusta muuttujasta. Jos faktorianalyysin tarkoituksena on vähentää tarkasteltavien
kognitiomuuttujien määrää, ei tällainen faktorirakenne liene paras mahdollinen. Toi-
saalta, koska kahden muuttujan faktoreille on tässä tapauksessa olemassa teoriaan
pohjautuva peruste, voitaneen tällainen ratkaisu hyväksyä. Seitsemän erillisen testi-
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muuttujan sijaan nyt voidaan siis siirtyä tarkastelemaan kolmea latenttia muuttujaa,
jotka edustavat neuropsykologisesti mielekkäältä tuntuvia kognitiivisia ominaisuuk-
sia.
Faktoripistemäärien reliabiliteetit
Kunkin faktorin pistemäärille saadaan reliabiliteettikerroin soveltamalla edellisessä
luvussa esitettyä kaavaa 4.5. Reliabiliteettikertoimiksi verbaalisen muistin faktorille
saadaan 0.92, näönvaraiselle muistille 0.81 ja kuulonvaraiselle muistille 0.99. Kaik-
kien faktoreiden reliabiliteetit ovat hyviä, kuulonvaraisen faktorin jopa epäilyttävän
hyvä. Siihen vaikuttanee se, että muuttuja WMSD1 latautuu faktorille erityisen
vahvasti. Sen vaihtelu siis käytännössä edustaa lähes koko faktorin vaihtelua.
Lääkemuuttujien yhteys latentteihin faktoreihin
Kun on saatu tulkinnallisesti mielekäs faktorirakenne, voidaan analyysia edelleen jat-
kaa ottamalla mukaan selittävät lääkemuuttujat sekä taustamuuttujat. Näin toivot-
tavasti saadaan kuvattua edelleen selkeämmin ja tyylikkäämmin kognition ja lääki-
tyksen välisiä yhteyksiä. Tarkastellaan hieman kuvailuluontoisesti faktoreiden ja lää-
kityksen välistä mahdollista yhteyttä edellä estimoitujen faktoripistemäärien avul-
la. Kuvasta 3 nähdään, kuinka edellä estimoidut pistemäärät verbaalisen oppimisen
faktorissa eroavat eri lääkkeitä käyttävien välillä. Kuvan perusteella kovin suuria
eroja ei voi havaita: vain klotsapiinin käyttäjillä pistemäärät vaikuttaisivat olevan
selkeämmin muita alhaisempia.
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Kuva 3: Laatikkokuva: Pistemäärät verbaalisen oppimisen faktorissa eri lääkekäyt-
täjillä.
Faktoripistemääriä voidaan sellaisenaan analysoida aivan kuten mitä tahansa muut-
tujia. Faktoripistemäärät ovat jatkuvia ja normaalisti jakautuneita, joten niitä voi-
daan hyvin käyttää esimerkiksi regressioanalyysin yhteydessä. Tarkasteltavien muut-
tujien voidaan tällöin myös ajatella edustavan toisistaan riippumattomia dimensioi-
ta. Vieläkin kokonaisvaltaisempi kuva muuttujien välisistä suhteista saadaan kui-
tenkin soveltamalla rakenneyhtälömallinnusta.
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5 Rakenneyhtälömalli
Rakenneyhtälömallin yhteydessä estimoitava mittausmalli on luonteeltaan puhtaas-
ti konfirmatorinen, eli tutkijalla on teoriaan perustuva oletus faktorirakenteesta.
Konfirmatorinen faktorimalli on eräs rakenneyhtälömallin yleistyksistä. Siinä ku-
kin muuttuja latautuu ennalta määrätylle faktorilleen, eli osa latauksista λij kiin-
nitetään nolliksi. Mittausvirheen ξ kovarianssimatriisin Ψ ei välttämättä tarvitse
olla lävistäjämatriisi, eli faktoreiden virhetermit voivat tarvittaessa korreloida kes-
kenään. Latenttien faktoreiden väliset kovarianssit estimoidaan osana mallia, eikä
faktorirotaatiota suoriteta. Mallin parametreille voidaan asettaa muunkinlaisia ra-
joituksia. Vaihtoehtoisia malleja vertaillaan keskenään erilaisten sopivuusindeksien
avulla. (Tabachnick & Fidell, 2007)
Erikoistapaus: Multiple Indicator Multiple Cause
Kun tarkoituksena on selittää latentteja muuttujia havaituilla muuttujilla, saatetaan
käyttää nimitystä Multiple Indicator Multiple Cause (MIMIC) -mallia (Jöreskog &
Goldberger, 1975). Tämäkin on eräs rakenneyhtälömallin erikoistapauksista. Nimi-
tys tulee siitä, että yhdellä latentilla muuttujalla on useita indikaattoreita (kuten
faktorimallissa) ja useita selittäviä tekijöitä (kuten regressiomallissa). Sekä indikaat-
torit että selittävät tekijät ovat havaittuja muuttujia. Tämä lähestymistapa sovel-
tuu hyvin skitsofrenia-aineiston analyysiin, jossa tarkoituksena on selittää latentteja
kognitiofaktoreita havaituilla lääke- ja taustamuuttujilla.
5.1 MIMIC-malli
Yksinkertaisuuden vuoksi tarkastellaan tässä yhtä latenttia muuttujaa, jolle ha-
vaitaan useita selittäviä muuttuja ja useita indikaattoreita. Malli koostuu kahdes-
ta osasta, rakenneyhtälömallista ja mittausmallista. Ensimmäinen ilmaisee latentin
muuttujan η sen havaitun selittäjävektorin x = (x1, x2, . . . , xk) ja havaitsemattoman
virhetermin  avulla:
η = β′x + . (5.1)
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Mittausmalli on muotoa
y = Λη + ξ, (5.2)
joka on samanlainen kohdassa 4.1 esitetyn faktorimallin kanssa. Havaittuja indikaat-
toreita y = (y1, y2, . . . yp)′ selitetään siis latentilla muuttujalla η ja havaitsematto-
malla virhevektorilla ξ = (ξ1, ξ2, . . . ξp)′. Oletuksiin kuuluu, että
E(ξ′) = 0, E(2) = σ2, E(ξξ′) = Ψ,
jossa Ψ on p× p diagonaalimatriisi. Kun rakenneyhtälö- ja mittausmalliosat yhdis-
tetään, saadaan mallin redusoitu muoto
y = Λ(β′x + ) + ξ = Π′x + v, (5.3)
jossa redusoidun muodon kerroinmatriisi ja virhevektori ovat muotoa Π = βΛ′
ja v = Λ+ ξ.
Redusoidun muodon virhevektorilla v on kovarianssimatriisi
Σ = E(vv′) = E[(Λ+ ξ)(Λ+ ξ)′] = σ2ΛΛ′ + Ψ. (5.4)
(Jöreskog & Goldberger, 1975)
5.2 Parametrien estimointi
Vain identifioituva malli voidaan estimoida. Identifioituvassa mallissa parametrien
arvot määrittelevät mallin yksikäsitteisesti, eli vastaavaa ratkaisua ei saada millään
muilla parametrien arvoilla. Jotta rakenneyhtälömalli on identifioituva, on joitakin
sen parametreja kiinnitettävä. Yleensä kiinnitetään joko faktorin varianssi tai jokin
faktorilatauksista arvoon 1. (Tabachnick & Fidell, 2007, s. 710)
Estimointi tapahtuu suurimman uskottavuuden menetelmällä samaan tyyliin, kuin
faktorianalyysissa. Merkitään n kokoisessa otoksessa selittäjiä matriisilla X ja indi-
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kaattoreita matriisilla Y. Log-uskottavuusfunktio, jossa vakiotermi on jätetty mer-
kitsemättä, voidaan esittää muodossa
L = −n
2
[log|Σ|+ tr(Σ−1W)], (5.5)
jossa W = 1√
n
(Y −XΠ)′(Y −XΠ) (Jöreskog & Goldberger, 1975). Tästä voidaan
edelleen ratkaista parametrien β, Λ ja Ψ arvot. Tarkemmat yksityiskohdat sivuu-
tetaan kuitenkin tässä.
5.3 Mallin sopivuus
Konfirmatorisessa faktorianalyysissa ja rakenneyhtälömallinnuksessa mallin sopi-
vuuden arvioiminen on oleellinen osa analyysia. Faktorianalyysin yhteydessä esitetyn
uskottavuusosamäärätestin lisäksi tarkastellaan yleensä myös muita sopivuusindek-
sejä. Useimmat niistä perustuvat estimoidun mallin ja ns. nollamallin χ2 -testisuurei-
den vertailuun. Nollamallissa kaikki havaitut muuttujat oletetaan korreloimattomik-
si. Usein käytettyjä sopivuusindeksejä ovat esimerkiksi CFI (comparative fit index ),
TLI (Tucker Lewis index ) ja RMSEA (root mean square error of approximation).
Karkeasti ottaen malleja, joiden CFI ja TLI ovat suurempia, kuin 0.95, pidetään
hyvinä. RMSEA-indeksi ei saisi olla enemmän, kuin 0.1 (Tabachnick & Fidell, 2007,
s. 717). Empiirisessä analyysissa tullaan käyttämään Mplus-ohjelmaa (Muthén &
Muthén, 2007), joka laskee muun muassa nämä indeksit oletusarvoisesti.
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5.4 Rakenneyhtälömalli skitsofrenia-aineistossa
Konfirmatorinen faktorianalyysi
Ennen kuin otetaan analyysiin mukaan selittäviä lääkemuuttujia, estimoidaan jo
aiemmin esitetty kolmen faktorin malli nyt konfirmatorisessa asetelmassa. Näin voi-
daan vielä testata eksploratiivisesta analyysista saatujen tulosten hyvyyttä.
Faktorimalli tai rakenneyhtälömalli voidaan ilmaista graafisesti polkudiagrammin
avulla, jossa latentteja muuttujia edustavat ellipsit ja havaittuja muuttujia suora-
kulmiot. Kuvan 4 polkudiagrammissa kognitiomuuttujien faktorilataukset ja kova-
rianssit on esitetty graafisesti. Nuolilla merkityt lataukset, faktoreiden korrelaatiot
sekä jäännösvarianssit estimoidaan vapaasti. Jotta malli olisi identifioituva, on tässä
faktoreiden varianssit kiinnitetty ykkösiksi.
Kuva 4: Kolmen faktorin mittausmalli (standardoidut estimaatit)
Konfirmatorisessa asetelmassa faktorilatauksissa näyttäisi olevan vähemmän vaihte-
lua muuttujien välillä verrattuna eksploratiivisen mallin tuloksiin. WMSD1-muuttuja
ei ole enää niin hallitseva kuulonvaraisen muistin faktorissa, vaan nyt ns. backward-
testi WMSD3 latautuu faktorille voimakkaammin. Myös näönvaraisen muistin fak-
torissa muuttujien lataukset ovat lähenneet toisiaan. Tulkinnan kannalta vaikuttaa
itse asiassa mielekkäältä, että juuri backward-testitmuuttujat latautuvat faktoreille
forward-testejä voimakkaammin, sillä niiden oletetaan mittaavan etenkin työmuis-
tia (Wechsler, 1987). Faktoreiden nimeäminen työmuistin faktoreiksi vaikuttaisikin
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tässä mielessä hyvin perustellulta.
Faktoreiden väliset korrelaatiot ovat 0.5:n luokkaa ja erittäin merkitseviä. Tämä
oli odotettavissa, sillä kognition eri osa-alueet eivät ole toisistaan riippumattomia.
Todennäköisesti mukana on henkilöitä, jotka ovat menestyneet melko hyvin kaikis-
sa testeissä ja toisaalta niitä, jotka - riippumatta mitattavasta osa-alueesta - ovat
suoriutuneet huonommin suurimmassa osassa testeistä.
Estimoidussa mittausmallissa sopivuusindeksit kertovat kohtuullisen hyvästä mallis-
ta: CFI=0.99, TLI=0.97 ja RMSEA=0.07. Kokonaisuudessaan mittausmalli vaikut-
taa siis pätevältä, joten analyyseja voitaneen huoletta jatkaa sisällyttämällä malliin
faktoreita selittäviä havaittuja muuttujia.
Rakenneyhtälömalli
Estimoidaan seuraavaksi malli, jossa tausta- ja lääkemuuttujilla selitetään mittaus-
mallin kolmea faktoria, sekä havaittuja WAISVOC2- ja WAISDSY1 -testejä. Malli on
esitetty graafisesti kuvassa 5. Selittäviin muuttujiin liittyvät regressiokertoimet on
merkitty katkoviivoilla, ja nuolet edustavat sellaisia lääkemuuttujiin liittyviä kertoi-
mia, joiden p-arvo on alle 0.1. Näiden lääkkeiden voidaan siis katsoa olevan voimak-
kaimmin yhteydessä kognitiomuuttujiin. Mallin sopivuusindeksit ovat kohtalaisen
hyvät: CFI=0.96, TLI=0.92, RMSEA=0.05. Tulostaulukko on kokonaisuudessaan
nähtävissä liitteessä B.3.
Tuloksista nähdään hyvin samankaltaisia vaikutuksia, kuin luvun 3 regressiomal-
leissa. Rakenneyhtälömallissa bentsodiatsepiinin yhteys kuulon- ja näönvaraiseen
työmuistiin on hieman voimakkaampi (p=0.05 ja p=0.06). Masennuslääkkeellä on
havaittavissa jonkinasteinen yhteys verbaalisen oppimisen faktoriin (p=0.06). Klot-
sapiiniin liittyvä regressiokerroin on merkitsevä etenkin verbaalisen oppimisen fak-
torissa (p=0.002) ja sanastotestimuuttujassa (p=0.004). Kuten yksittäisessä regres-
siomallissa, antikolinergi on jälleen merkitsevästi yhteydessä prosessointinopeuden
testiin (p=0.001).
Tavallaan nyt tehty malli vastaakin pohjimmiltaan aiempia regressiomalleja. Yksit-
täisten kognitiotestien sijaan kuitenkin tarkastellaan myös latentteja faktoreita, ja
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Kuva 5: Rakenneyhtälömalli
kaikkia muuttujia analysoidaan yhden mallin sisällä. Mallinnuksessa otetaan huo-
mioon myös mittauksesta aiheutuva virhe ja latenttien faktoreiden sekä havaittujen
vastemuuttujien keskinäiset korrelaatiot. Tärkeimmät vaikutukset tulevat esille, ja
sopivuustestien valossa malli sopii aineistoon tyydyttävästi. Rakenneyhtälömallin
graafinen esitystapa on myös miellyttävä tulosten tarkasteluja ajatellen.
Tähän mennessä tarkasteluissa ei ole vielä otettu kantaa aineiston monitasoisuuteen.
Seuraavaksi kuvaillaan menetelmiä, joilla edellä tehdyt analyysit voidaan suorittaa
ottaen huomioon aineiston perherakenne.
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6 Monitasoisen aineiston analyysi
Suurissa väestötasoisissa tutkimuksissa käytetään usein jotakin ennalta suunnitel-
tua otantamenetelmää. Muun muassa kustannussyistä suositaan suuremmissa tut-
kimuksissa yleensä ryväsotantaa. Siinä aineisto koostuu luonnollisista ryppäistä -
skitsofrenia-aineiston tapauksessa siis perheistä. Ryppäistä koostuva aineisto on ra-
kenteeltaan monitasoinen eli hierarkkinen, jossa yksittäisiä havaintoja ajatellaan ole-
van hierarkian eri tasoilla. Alimman tason havainnot muodostavat luonnollisia ryh-
miä, jotka ovat ylemmän tason havaintoyksiköitä. Hierarkian tasoja voi olla useita.
Otos saattaa esimerkiksi koostua kouluista, niihin sisältyvistä luokista ja edelleen
luokissa olevista oppilaista. Myös pitkittäistutkimuksissa samaan henkilöön liittyvät
havainnot muodostavat eräänlaisia ryppäitä, joten myös tällaisen aineiston ajatel-
laan olevan hierarkkisesti rakentunut.
Tarkastellaan havaintotasoista selitettävää muuttujaa Yij, joka muodostuu m kap-
paleesta ryppäitä, joissa kussakin on nj havaintoa. Olkoon Xij selittävä muuttuja.
Kaksitasoisessa mallissa regressioyhtälöt märitellään erikseen kussakin ryppäässä:
Yij = β0j + β1jXij + ij, (6.1)
Tällaisesta mallista käytetään usein nimitystä sekamalli tai monitasomalli. Ero ta-
valliseen regressiomalliin (3.1) on siinä, että nyt tasotermi β0j ja kerroin β1j voi-
vat vaihdella ryppäittäin. Tämän vuoksi niitä kutsutaan satunnaistekijöiksi tai sa-
tunnaiskertoimiksi. Havaintotason virhetermin ij oletetaan jakautuvan normaalisti
keskiarvolla 0 ja varianssilla σ2.
Esimerkiksi jos perheaineistossa selitetään kognitiotestin tulosta lääkekäytöllä, suuri
tasotermi perheellä ennustaa tämän perheen jäsenten hyvää testimenetystä. Jos se-
littävän lääkemuuttujan kertoimet niin ikään vaihtelevat perheittäin, lääkevaikutus
ei ole samanlainen kaikissa perheissä.
Regressiokerrointen vaihtelu voidaan kuvata yhtälöillä
β0j = γ00 + u0j, (6.2)
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β1j = γ10 + u1j. (6.3)
Satunnaistermi u0j sisältää mallin tasotermiin β0j liittyvän ryvästason vaihtelun. Se
oletetaan normaalisti jakautuneeksi keskiarvolla 0 ja varianssilla τ00. Regressiokertoi-
meen β1j liittyvä satunnaistermi u1j oletetaan normaalisti jakautuneeksi keskiarvolla
0 ja varianssilla τ11.
Kun yhdistetään yhtälöt (6.1), (6.2) ja (6.3), saadaan
Yij = γ00 + γ10Xij + u0j + u1jXij + ij. (6.4)
Yhtälön ensimmäistä osaa γ00 + γ10Xij kutsutaan mallin kiinnitetyksi osaksi (deter-
ministinen). Kertoimet γ ovat siis samat kaikissa ryppäissä. Loppuosa u0j+u1jXij+
ij sisältää satunnaistekijät, joten sitä kutsutaan mallin satunnaisosaksi (stokasti-
nen). Ryppäiden sisäistä vaihtelua kuvaavan havaintotason termin ij oletetaan ole-
van riippumaton ryvästason satunnaistermeistä u0j ja u1j.
6.1 Sisäkorrelaatio
Sekamallin avulla voidaan muotoilla estimaatti sisäkorrelaatiolle (Intra Class Cor-
relation, ICC). Tarkastellaan pelkän vakiotermin sisältävää mallia, eli mukana ei ole
lainkaan selittäjiä. Kaksitasoisessa asetelmassa yhtälö on yhdenmukainen yksisuun-
taisen varianssianalyysin kanssa:
Yij = γ00 + u01 + ij. (6.5)
Tällainen pelkän vakion sisältävä malli on yksinkertaisin esimerkki sekamallista,
mutta myös tärkeä eräänlaisena lähtömallina, johon muita monimutkaisempia mal-
leja voidaan verrata. Se myös hajottaa varianssin kahteen osaan, ryväs- ja havain-
totasolle. Tästä hajotelmasta päästään muuttujan sisäkorrelaatioon, joka voidaan
ilmaista yhtälöllä
41
ρ =
τ00
τ00 + σ2
. (6.6)
Sisäkorrelaatio kertoo, kuinka paljon ryväsrakenne selittää muuttujan varianssista.
Jos sisäkorrelaatiot joissakin perheaineiston muuttujissa ovat suhteellisen suuria,
voidaan perheiden ajatella olevan hyvin samankaltaisia näiden muuttujien suhteen.
Yleiset tilastolliset testit nojaavat vahvasti oletukseen havaintojen riippumattomuu-
desta. Jos riippumattomuusoletus ei täyty, ovat estimaattien keskivirheet liian pie-
niä, ja tämän seurauksena saatetaan saada valheellisesti merkitseviä p-arvoja (Hox,
2002, s. 5).
6.2 Monitasoisuus skitsofrenia-aineistossa
Saman perheen sisällä sekä perintötekijät että elinympäristö ovat yhteisiä. Näin ollen
on syytä olettaa perheiden olevan korreloituneita erilaisten ominaisuuksiensa suh-
teen, kuten esimerkiksi kognitiivisen suoriutumisen. Kuvasta 6 nähdään, minkälaisia
tuloksia sanastotestistä (WAISVOC2) on saatu eri perheissä. Yksittäisen perheen
jäsenten tulokset on esitetty omalla vaakaviivallaan. Perheiden sisällä näyttää olevan
jonkin verran hajontaa, mutta hyvin usein perheenjäsenet ovat saaneet samansuun-
taisia tuloksia. Voidaan selkeästi erotta sekä hyvin, että heikommin menestyneitä
perheitä.
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Kuva 6: Sanastotestin tulokset. Mukana ovat perheet, joissa on vähintään kaksi
henkilöä.
Kognitiotestien sisäkorrelaatiot on esitetty taulukossa 6. Ne ovat pienehköjä tai koh-
talaisia vaihdellen noin 0.1:stä reiluun 0.4:ään. Suurin sisäkorrelaatio on kuvassa
esitetyssä sanastotestissä, eli sen suhteen perheenjäsenet muistuttavat toisiaan kaik-
kein eniten. Hieman voimakkaampia sisäkorrelaatioita havaitaan myös työmuistia
mittaavissa ”backward”-testeissä, joissa tehtävänä on muistaa asioita käänteisessä
järjestyksessä (WMSD3 ja WMSV3). Pienempiä sisäkorrelaatioita mitataan puoles-
taan verbaalisen oppimisen testeissä.
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
0.14 0.30 0.13 0.36 0.43 0.21 0.15 0.09 0.11
Taulukko 6: Kognitiotestien sisäkorrelaatiot
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Perhekohtainen otoskoko
Alkuperäiseen otokseen poimittiin kokonaisia perheitä, joissa jollakin perheenjäse-
nistä oli tavattu skitsofreniaa. Samaan perheeseen luokiteltiin vain aivan lähimmät
sukulaiset eli sisarukset, lapset tai vanhemmat. Näiden perheiden sisältä poimittiin
edelleen lopullisen otoksen tutkimushenkilöt. Perhekoot eivät ole tasapainossa, vaan
mukana on sekä pieniä että isoja perheitä.
Tässä työssä on kuitenkin rajoituttu yksinomaan skitsofreniadiagnoosin saaneisiin
henkilöihin, joille on voitu suorittaa kognitiivinen testipatteristo. Tällaisessa otok-
sessa perhekoko on siis huomattavasti alkuperäistä pienempi. Perheiden lukumäärä
aineistossa on 197, ja yksilötason havaintojen määrä, 239, ei ole kovin paljon tätä
suurempi. Perheistä jopa yli 80 prosenttia on yhden hengen perheitä ja keskimää-
räinen perhekoko on vain 1.2.
Kun ryväskoot ovat näin pieniä, hierarkkisen aineiston estimointiin saattaa liittyä
joitakin ongelmia. Tähän palataan myöhemmin kohdassa 7.1.2, jossa pohditaan tar-
kemmin monitasoestimoinnin yhteydessä aineistolta vaadittavia oletuksia.
44
7 Regressioanalyysi monitasoisesti
Tarkastellaan kahta yleisesti käytettyä monitasoisen aineiston regressioestimointime-
netelmää. Satunnaistekijämallissa eri tasoja mallinnetaan ikään kuin erillään toisis-
taan. Tässä tapauksessa erotellaan siis perhe- ja yksilötasoinen vaihtelu toisistaan.
Marginaalimallissa lähestymistapa on erilainen, sillä siinä aineiston korreloitunei-
suus pyritään lähinnä puhdistamaan pois estimaattien laskemisessa. Mielenkiinto
kohdistuu keskimääräisiin eroihin koko otoksessa, ei niinkään yksittäisten perheiden
sisäisiin eroihin.
7.1 Satunnaistekijämalli: suurimman uskottavuuden
estimointi
Satunnaistekijämallissa esitystapa voidaan perustaa edellisen luvun kaavan (6.1) mo-
nitasomalliin. Parametrien estimoinnissa käytetään useimmiten suurimman uskotta-
vuuden menetelmää. Voidaan käyttää kahta eri uskottavuusfunktioita. Täydellinen
uskottavuusfunktio (FML = Full Maximum Likelihood) sisältää sekä regressioker-
toimet että varianssin komponentit. Rajoitetussa uskottavuusfunktiossa (REML =
Restricted Maximum Likelihood) ainoastaan varianssin komponentit sisällytetään
uskottavuusfunktioon, ja regressiokertoimet estimoidaan erillisessä vaiheessa. Käy-
tännössä menetelmien ero on pieni. REML-menetelmän teoreettisten ominaisuuk-
sien vuoksi sitä tulisi suosia ainakin, jos tulosten välillä on huomattavia eroja (Hox,
2002, s. 38).
7.1.1 Parametrien estimointi
Merkitään tuntemattomia populaatioparametreja k × 1 -vektorilla β ja olkoon Xj
tunnettu nj × k -matriisi, joka määrittää β:n ja vastemuuttujan yj välisen suh-
teen. Perhekohtaista satunnaisvaikutusta merkitään s× 1 -vektorilla bj, jonka suh-
de yj:hyn tulee määritellyksi tunnetun nj × s -matriisin Zj kautta. Malli koostuu
kiinnitetystä ja satunnaisesta osasta, kuten edellisen luvun 6 yhtälö (6.4). Jokaisella
perheellä j
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yj = Xjβ︸︷︷︸
kiinnitetty
+ Zjbj + j︸ ︷︷ ︸
satunnainen
, (7.1)
jossa j ∼ N(0,Γj). Matriisi Γj on nj × nj -kovarianssimatriisi, joka riippuu j:stä
vain dimensionsa nj puolesta. Perhekohtaisten satunnaisvaikutusten jakauma on
bj ∼ N(0, σ2D), jossa D on s× s -kovarianssimatriisi.
Satunnaistekijämallin estimoinnissa uskottavuusfunktio perustetaan vastemuuttu-
jan y marginaalijakaumaan. Koko aineistossa
y ∼ N(Xβ,Σ), jossa Σ = σ2(Γ + ZD˜Z′),
jossa D˜ = diag(D,D, . . . ,D). Kun Γ ja D ovat tunnetut, saadaan parametrin β
estimaattori kaavasta
βˆ(θ) = (X′V−1X)−1X′V−1y, (7.2)
jossa V = Γ + ZDZ′. Täydellinen (FML) log-uskottavuusfunktio kirjoitetaan muo-
dossa
lF (β, σ,θ | y) = −1
2
log
∣∣σ2V∣∣− 1
2
σ−2(y−Xβ)′V−1(y−Xβ). (7.3)
Rajoitettu (REML) log-uskottavuus määritellään seuraavasti:
lR(βˆ(θ), σ,θ | y) = −1
2
log
∣∣σ−2X′V−1X∣∣+ lF (βˆ(θ), σ,θ | y), (7.4)
jossa βˆ(θ) on määritelty yhtälössä (7.2). Suurimman uskottavuuden estimaatit las-
ketaan iteratiivisesti. (Lindstrom & Bates, 1988)
7.1.2 Monitasoestimoinnin ongelmat pienen ryväskoon aineistoissa
Monitasomalli on yleistä regressiomallia monimutkaisempi. Parametreja on merkit-
tävästi enemmän ja niitä estimoidaan sekä havainto-, että ryvästasolla. Otoskokoon
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aineiston eri tasoilla on siis kiinnitettävä huomiota. Ei kuitenkaan ole olemassa sel-
keää vastausta siihen, minkä asteista ryvästymistä monitasoisen mallin estimoin-
nissa edellytetään. Useimmiten simulaatiokokeet ovat päätyneet siihen, että ryppäi-
den määrällä on suurempi merkitys estimaattien harhattomuudelle ja tehokkuudelle,
kuin ryväskohtaisten havaintojen määrällä (esim. Mok, 1995). Esitetyt nyrkkisään-
nöt vaadittavalle ryväskoolle vaihtelevat noin kymmenestä kolmeenkymmeneen ha-
vaintoon (esim. Hox, 2002, s. 174–175). Väestötason aineistoissa nämä ehdot eivät
kuitenkaan yleensä täyty. Analysoitavana saattaa olla suuri määrä ryppäitä, joissa
otoskoot ovat hyvin pieniä.
Esimerkiksi Clarke & Wheaton (2007) ovat simulointikokein tutkineet erilaisten ry-
väskokojen ja sisäkorrelaatioiden vaikutusta monitasomallin toimivuuteen, tehok-
kuuteen ja estimaattien harhattomuuteen. Varianssiestimaatit osoittautuivat sel-
keästi harhaisiksi juuri sellaisissa aineistoissa, joissa ryväskoko on kovin pieni (<10),
ja joissa on runsaasti yhden havainnon kokoisia ryppäitä. Satunnaistason ja -kertoi-
men varianssiestimaateissa oli merkittävä positiivinen harha. Yhden havainnon ryp-
päiden osuus kasvatti sitä entisestään ja sillä oli selkeästi heikentävä vaikutus esti-
mointitehokkuuteen. Myös heikko sisäkorrelaatio kasvatti harhaa. Kerroinestimaat-
tien estimoinnissa harha sen sijaan oli hyvin vähäistä myös tämäntyyppisissä aineis-
toissa.
Eräs keino ongelman välttämiseksi saattaisi olla se, että valitaan jokaisesta ryppääs-
tä satunnaisesti mukaan vain yksi havainto ja käytetään yleisiä riippumattomalle
aineistolle soveltuvia menetelmiä, tai vaihtoehtoisesti jätetään pienimmät ryppäät
kokonaan pois. Näin kuitenkin menetetään runsaasti havaintoja, ja estimoinnissa
käytettävä voima vähenee merkittävästi. Joskus tutkijat ovat myös päätyneet jättä-
mään aineiston hierarkkisen rakenteen täysin huomiotta. Usein onkin hankala löy-
tää tasapaino teoreettisesti pätevän menetelmän ja sen soveltamiseen liittyvien käy-
tännön ongelmien välillä. Havaintojen poistaminen tai monitasoisuuden huomiotta
jättäminen eivät kuitenkaan liene parhaita mahdollisia ratkaisuja.
Satunnaistekijämallin sijaan voitaisiin myös käyttää marginaalimallia, joissa ryväs-
tason vaihtelua käsitellään eräänlaisena haittatekijänä, joka pyritään puhdistamaan
pois estimaattien laskemisessa, mutta joka itsessään ei ole kiinnostuksen kohteena
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(Liang & Zeger, 1986). Tämä menetelmä saataisi soveltua hieman paremmin myös
epätasapainoisten ja pienten ryväskokojen aineistojen analyysiin. Marginaalimallia
käsitellään tässä työssä hieman myöhemmin.
Monitasomallinnus on kuitenkin hyvä menetelmä etenkin silloin, kun ollaan kiin-
nostuneita nimenomaan ryvästasoisesta päättelystä. Ryppäiden sisäistä vaihtelua
voidaan analysoida erillään niiden välisestä vaihtelusta, jolloin hajonnan lähteistä
saadaan yksityiskohtaisempaa tietoa.
7.1.3 Satunnaistekijämalli skitsofrenia-aineistossa
Muodostetaan regressiomallit samaan tapaan, kuin kappaleessa 3, nyt kuitenkin mo-
nitasoisessa asetelmassa. Otetaan aineiston perherakenne huomioon sisällyttämällä
malleihin satunnaistaso. Mallit ovat muotoa
testitulosij = β0j + β1 ∗ ikäij + β2 ∗ sairastumisikäij + β3 ∗ sukupuoliij + β4 ∗ sairaudenkuva+ β5 ∗ asuinpaikkaij +
β6 ∗ perinteinen antipsykoottiij + β7 ∗ atyyppinen antipsykoottiij + β8 ∗ klotsapiiniij +
β9 ∗masennuslääkeij + β10 ∗ bentsodiatsepiiniij + β11 ∗ antikolinergiij + ij ,
jossa vakiotermi β0j vaihtelee satunnaisesti eri perheiden välillä. Tällä kertaa ei sisäl-
lytetä malleihin selittävien muuttujien satunnaiskertoimia. Ei siis oleteta, että lääk-
keen tai minkään muunkaan tekijän vaikutukset testimenestykseen olisivat erilaisia
eri perheissä. Selittäviä muuttujia on paljon, joten niihin liittyvien satunnaiskom-
ponenttien sisällyttäminen malleihin kasvattaisi estimoitavien parametrien määrää
huomattavasti. Tämä puolestaan todennäköisesti aiheuttaisi ongelmia muun muas-
sa mallin konvergenssissa. Näissä analyyseissa siis riittää, että mallin satunnaistaso
ottaa huomioon eri tavalla kognitiotesteissä menestyvät perheet.
Taulukossa 7 näkyvät monitasomallien kerroinestimaatit. Aiemmin todettiin, että
jos ryvästynyttä aineistoa analysoidaan olettaen havainnot riippumattomiksi, saat-
tavat estimaattien keskivirheet jäädä liian pieniksi. Nyt saaduissa malleissa esti-
maattien keskivirheet eivät näyttäisi olevan kovin systemaattisesti joko suurempia
tai pienempiä, kuin tavallisissa regressiomalleissa. Muutamien kognitiotestien koh-
dalla on kuitenkin havaittavissa hieman enemmän eroavaisuuksia. Näitä ovat lä-
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WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.18(0.94)
‡ 6.68(0.85)‡ 8.57(0.95)‡ 8.73(1.13)‡ 48.99(6.72)‡ 69.12(5.44)‡ 42.18(6.13)‡ 10.12(1.63)‡ 9.94(1.68)‡
β1 −0.04(0.02)∗ −0.06(0.01)‡ −0.05(0.02)† −0.07(0.02)‡ −0.48(0.11)‡ −0.85(0.09)‡ −0.46(0.11)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.02(0.02) 0.03(0.02)
 0.04(0.02) 0.05(0.03) 0.27(0.15) 0.02(0.12) 0.49(0.14)† 0.07(0.04) 0.06(0.04)
β3 0.52(0.25)
∗ 0.13(0.22) −0.12(0.25) −0.06(0.30) 0.27(1.71) 6.03(1.36)‡ 4.87(1.60)† 1.39(0.43)† 1.72(0.44)‡
β4 0.33(0.29) −0.13(0.26) −0.28(0.30) −0.31(0.35) −8.72(1.97)‡ −7.78(1.60)‡ −7.03(1.88)‡ −0.77(0.50) −1.24(0.52)∗
β5 0.41(0.27) 0.63(0.25)
∗ 0.19(0.27) 0.66(0.34) 9.32(2.07)‡ 5.33(1.53)‡ 6.33(1.79)‡ 1.35(0.45)† 0.90(0.47)
β6 −0.14(0.32) −0.29(0.28) 0.36(0.32) 0.13(0.38) −2.21(2.19) −1.49(1.76) 0.90(2.04) −0.09(0.55) −0.33(0.56)
β7 0.01(0.35) 0.25(0.31) −0.06(0.35) −0.24(0.41) 1.50(2.29) −0.39(1.90) −1.10(2.22) −0.33(0.60) 0.42(0.62)
β8 −0.63(0.35) −0.52(0.32) −0.27(0.36) −0.68(0.43) −4.07(2.47) −2.70(1.98) −4.64(2.30) −1.75(0.61)† −1.22(0.63)
β9 0.12(0.30) 0.28(0.27) 0.30(0.30) 0.37(0.36) 3.00(2.10) 1.65(1.64) 3.09(1.93) 0.90(0.52)
 1.14(0.53)∗
β10 0.08(0.25) −0.33(0.22) −0.11(0.25) −0.42(0.30) 0.53(1.70) 0.71(1.36) 0.95(1.60) 0.21(0.43) −0.11(0.44)
β11 −0.44(0.30) −0.23(0.27) −0.27(0.30) −0.15(0.36) −3.02(2.11) −5.06(1.66)† −2.21(1.94) −0.46(0.52) −0.09(0.54)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
Taulukko 7: Satunnaisvaikutusmallien kerroinestimaatit (keskivirheet sulkeissa)
hinnä sanastotesti (WAISVOC2) ja työmuistin testit (WMSD3 ja WMSV3), joissa
myös sisäkorrelaatiot ovat voimakkaampia. Näissä kognitiotesteissä estimaatin suh-
de sen keskivirheeseen on pienempi kuin tavallisen regressiomallin tapauksessa, eli
merkitsevyydet ovat heikompia. Sitä vastoin esimerkiksi verbaalisen oppimisen tes-
teissä, joissa sisäkorrelaatiot ovat heikkoja, estimaatit ovat pysyneet lähes täysin
muuttumattomina.
Monitasomalli siis näyttäisi eroavan tavallisesta regressiomallista kaikkein eniten nii-
den kognitiotestien osalta, joissa sisäkorrelaatiot ovat voimakkaampia. Näissä tes-
teissä aineiston perherakenteella on suurempi merkitys, eli saman perheen sisällä
testitulokset ovat homogeenisempia. Vaikuttaa luonnolliselta, että monitasomallilla
on eniten merkitystä tuloksiin juuri näiden kognitiotestien kohdalla. Kaiken kaikki-
aan estimaatit eivät merkittävästi muutu tavallisten regressiomallien vastaavista, ja
merkitsevät lääkevaikutukset pysyvät suunnilleen ennallaan.
Testataan vielä, onko satunnaistason sisällyttäminen malleihin tarpeellista. Verra-
taan satunnaistasomalleja vastaaviin tavallisiin regressiomalleihin uskottavuusosa-
määrä-testillä. Uskottavuusosamäärätestit puoltavat satunnaistasojen sisällyttämis-
tä ainoastaan WAISVOC2- ja WMSV3 -testien malleihin. Muiden osalta satunnais-
tason mukaan ottaminen ei tilastollisessa mielessä tuo malleihin lisäarvoa.
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7.2 Marginaalimalli: yleistetyt estimointiyhtälöt
Marginaalimallit soveltuvat monitasoisen aineiston analyysiin silloin, kun päättely
halutaan perustaa koko perusjoukolle. Esimerkiksi jos tarkastellaan lääkkeen vai-
kutusta perheaineistossa, keskitytään lääkettä käyttävien ja ei-käyttävien välisiin
keskimääräisiin eroihin yleensä, ei niinkään jonkin tietyn perheen sisäisiin eroihin.
Tällainen näkökulma soveltuu hyvin juuri skitsofrenia-aineiston analyysien lähtö-
kohdaksi, sillä tarkasteluissa ollaan kiinnostuneita nimenomaan lääkevaikutusten
keskimääräisistä vaikutuksista otoksessa.
Yleistetyt estimointiyhtälöt (Generalized Estimating Equations, GEE) on analyysi-
tapa, joka perustuu pseudouskottavuusestimointiin (Pseudo Maximum Likelihood,
PML). Sen esittelivät alun perin Liang & Zeger (1986) erityisesti pitkittäistutki-
muksen tarpeisiin, jossa korreloituneisuus aiheutuu siitä, että aineistoon sisältyy
samalta henkilöltä eri ajankohtina kerättyjä mittauksia. Menetelmää käytetään kui-
tenkin yleisesti myös muulla tavoin korreloituneen aineiston analyysissa. Yleistettyjä
estimointiyhtälöitä voidaan melko suoraviivaisesti soveltaa yleistettyjen lineaaristen
mallien analyysissa, minkä vuoksi sitä suositaan erityisesti esimerkiksi tilanteissa,
jossa vastemuuttuja on kaksiluokkainen.
Yleistetyissä estimointiyhtälöissä monitasomallin satunnaisosan varianssi- ja kova-
rianssiparametrit estimoidaan suoraan residuaaleista, jonka vuoksi niiden lasken-
ta on nopeampaa, kuin täydellisten suurimman uskottavuuden estimaattien. GEE-
estimaatit eivät ole yhtä tehokkaita kuin suurimman uskottavuuden estimaatit, mut-
ta niiden edellyttämät oletukset mallin satunnaisosan rakenteesta eivät ole yhtä
tiukkoja. Jos ryvästason otoskoko on kohtuullisen suuri, estimaatit ovat robusteja
esimerkiksi silloin, kun aineiston normaalisuusoletusta rikotaan. Estimaatit ja keski-
virheet ovat myös tarkentuvia, vaikka satunnaisosan rakenne olisi väärin määritelty.
(Hox, 2002, s. 40)
7.2.1 Parametrien estimointi
Tarkastellaan vastemuuttujan arvoja yj = (y1j, . . . , ynjj), jotka muodostuvat ryp-
päistä j = 1, . . . ,m, joissa kussakin on nj havaintoa. Marginaalimalli esitetään yleen-
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sä yleistyn lineaarisen mallin muodossa. Yleistetyssä lineaarisessa mallissa vaste-
muuttujan odotusarvo µij on yhteydessä selittäjävektoriin xij linkkifunktion g(µij) =
x′ijβ välityksellä. Olkoon var(yij) = φaij, jossa φ on tuntematon skaalausparametri.
Varianssi on yhteydessä selittäviin muuttujiin jonkin tunnetun odotusarvon funktion
kautta. Oleellista on, että regressioparametri β edustaa ns. marginaalisia, populaa-
tion keskimääräisiä vaikutuksia. Toisin kuin satunnaistekijämallissa, marginaalimal-
lissa mallinnetaankin havaintojen marginaalista eikä ehdollista jakaumaa.
Riippumattomilla havainnoilla kovarianssimatriisi on cov(yj) = φAj, jossa Aj =
diag
{
a1j, . . . anjj
}
. Koska ryppäiden sisällä oletetaan olevan korrelaatiota, olkoon
Rj(α) ns. työkorrelaatio, joka riippuu tuntemattomasta s × 1 parametrivektorista
α.
Estimaatti βˆ saadaan yleistetyistä estimointiyhtälöistä
U(β) =
m∑
j=1
∂µ′j
∂β
V−1j (α)(yj − µj) = 0, (7.5)
jossa Vj(α) = A
1/2
j Rj(α)A
1/2
j . Parametrit α, φ ja β estimoidaan iteratiivisesti.
Kuten aiemmin todettiin, yleistettyjen estimointiyhtälöiden etu on siinä, että βˆ-
estimaatti on tarkentuva huolimatta siitä, onko työkorrelaatio Rj(α) oikein määri-
telty. Juuri tämän robustisuusominaisuutensa ansiosta menetelmä on laajasti sovel-
lettu hierarkkisen aineiston analyysissa.
Robusti varianssiestimaatti on
Vβˆ = M
−1
0 M1M
−1
0 , (7.6)
jossa M0 =
m∑
j=1
∂µˆ′j
∂β
Vˆ−1j
∂µˆ′j
∂β
ja M1 =
m∑
j=1
∂µˆ′j
∂β
Vˆ−1j (yj−µˆj)(yj−µˆj)′Vˆ−1j
∂µˆ′j
∂β
.
Varianssiestimaattia (7.6) kutsutaan sandwich-estimaattoriksi. Kuten βˆ-estimaatti,
se on myös tarkentuva, vaikka työkorrelaatiota ei olisi määritelty oikein. On tär-
keä huomioida, että yleistetyissä estimointiyhtälöissä puuttuvuus oletetaan täysin
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satunnaiseksi. (Liang & Zeger, 1986)
7.2.2 Korrelaatiorakenteen määrittely
Parametrit α ja φ estimoidaan Pearsonin residuaaleista
rˆij =
yij − µˆij
aˆ
1
2
ij
,
jossa µˆij riippuu β:n arvosta. Skaalausparametri φ estimoidaan kaavalla
φˆ−1 =
∑m
j=1
∑nj
i=1 rˆ
2
ij
N − k ,
jossa N =
∑
nj. Tämä estimaatti on tavanomaisen Pearsonin residuaalin vasti-
ne hierarkkisessa asetelmassa. Jotta α saadaan estimoitua tarkentuvasti, lainataan
kaikista m ryppäistä tilastollista voimaa. Estimaattori riippuu siitä, kuinka työ-
korrelaatio R(α) määritellään. Yleisessä tilanteessa parametri α estimoidaan Rˆuv:n
funktiona:
Rˆuv =
∑m
j=1 rˆuj rˆvj
N − k .
Työkorrelaatio R(α) voidaan kuitenkin määritellä usealla eri tavalla riippuen ai-
neiston luonteesta ja ryväsrakenteesta. Merkitään symbolilla R0 mitä tahansa valit-
tua työkorrelaatiomatriisia. Kun se on yksikkömatriisi R0 = I, yhtälö (7.5) supis-
tuu riippumattoman estimointiyhtälön tilanteeseen. Tällöin puhutaan independence-
korrelaatiorakenteesta. Havaintoja ei kuitenkaan oleteta riippumattomiksi, vaan nii-
den välinen riippuvuus sisällytetään malliin havaitun korrelaatiomatriisin kautta.
Käytännössä independence-mallissa kerroinestimaatit β ovat samoja, kuin taval-
lisen pienimmän neliösumman menetelmällä saadut ja ryväsrakenne huomioidaan
vain keskivirheiden laskennassa.
Jos s = 1 ja oletetaan, että cor(yij, yi′j) = α kaikilla i 6= i′, saadaan exhangeable-
korrelaatiorakenne. Korrelaatio siis oletetaan yhtä suureksi kaikkien samaan ryppää-
seen sisältyvien havaintojen välillä. GEE-estimointi exchangeable-korrelaatioraken-
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teella on tulkinnallisesti lähimpänä aiemmin esitettyä satunnaistekijämallia, jossa
estimoitiin ryväskohtainen satunnaistaso.
Korrelaation α estimaatti saadaan kaavalla
αˆ =
φ
∑m
j=1
∑
i>i′ rˆij rˆi′j∑m
j=1
1
2
nj(nj − 1)− k . (7.7)
Parametrien βˆ ja Vβˆ laskenta ei edellytä skaalausparametrin φ estimointia. Kussakin
ryppäässä saa näin ollen olla satunnainen määrä havaintoja. (Zeger et al., 1988)
Kuten aiemmin mainittiin, sekä βˆ että Vβˆ ovat tarkentuvia millä tahansa R0:n ar-
volla. Jos R0 on lähellä todellista korrelaatiota, on estimointi kuitenkin tehokkaam-
paa. Käytännössä parhaiten aineistoon soveltuva työkorrelaatio kannattaa valita jo-
ko tilastollisin perustein tai biologisen taustatiedon mukaan. Esimerkiksi pitkittäi-
saineistojen analyysissa työkorrelaatio määritellään usein siten, että korrelaatioiden
voimakkuudet riippuvat aikapisteiden välisistä etäisyyksistä.
7.2.3 Marginaalimalli skitsofrenia-aineistossa
Estimoidaan mallit ensin käyttäen independence-korrelaatio-oletusta, jolloin esti-
maattien keskivirheet ovat ns. robusteja. Menetelmän on osoitettu toimivan hyvin
aineistossa, jossa α ei ole kovin suuri (Liang & Zeger, 1986). Kuten satunnaistekijä-
mallin tapauksessa, myös marginaalimallissa oleellista on lisäksi riittävä ryvästason
otoskoko (Hox, 2002, s. 201). Skitsofrenia-aineistossa menetelmää voitaneen näin
ollen pitää kohtuullisen pätevänä.
Tässä tapauksessa robustit keskivirheet eivät juuri eroa suuntaan tai toiseen keski-
virheistä, jotka estimoitiin riippumattomalle aineistolle tarkoitetulla menetelmällä.
Merkitsevyydet vaikuttaisivat kuitenkin olevan yleisesti hieman heikompia, kun ana-
lysoitavan kognitiomuuttujan sisäkorrelaatio kasvaa, mikä on odotettavaa. Tulokset
on nähtävissä taulukossa 8.
53
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.24(1.01)
‡ 6.63(0.96)‡ 8.62(1.02)‡ 8.80(1.42)‡ 49.67(7.58)‡ 68.9(5.73)‡ 42.5(6.00)‡ 10.12(1.61)‡ 9.94(1.65)‡
β1 −0.04(0.02)† −0.06(0.01)‡ −0.05(0.02)† −0.08(0.02)‡ −0.47(0.12)‡ −0.86(0.09)‡ −0.48(0.10)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.01(0.02) 0.03(0.02) 0.04(0.02) 0.05(0.03) 0.21(0.16) 0.05(0.10) 0.49(0.14)
‡ 0.07(0.04) 0.06(0.04)
β3 0.52(0.24)
∗ 0.17(0.20) −0.12(0.23) −0.06(0.28) 0.09(1.74) 5.93(1.31)‡ 4.89(1.53)† 1.39(0.40)‡ 1.72(0.39)‡
β4 0.36(0.27) −0.02(0.26) −0.28(0.30) −0.29(0.31) −7.01(2.31)† −7.03(1.81)‡ −6.34(2.07)† −0.77(0.56) −1.24(0.54)∗
β5 0.40(0.27) 0.60(0.22)
† 0.19(0.26) 0.64(0.33) 8.45(2.11)‡ 5.23(1.47)‡ 6.44(1.69)‡ 1.35(0.44)† 0.90(0.47)
β6 −0.16(0.32) −0.31(0.28) 0.35(0.29) 0.14(0.37) −2.58(2.37) −1.89(1.76) 0.74(2.01) −0.09(0.56) −0.33(0.56)
β7 0.00(0.37) 0.23(0.28) −0.07(0.35) −0.21(0.46) 1.65(2.21) 0.17(1.86) −1.28(2.38) −0.33(0.56) 0.42(0.56)
β8 −0.63(0.36) −0.54(0.34) −0.30(0.33) −0.73(0.45) −5.62(2.76)∗ −3.10(1.96) −5.08(2.21)∗ −1.75(0.60)† −1.22(0.60)∗
β9 0.15(0.33) 0.28(0.28) 0.31(0.29) 0.41(0.32) 3.33(2.15) 1.69(1.62) 3.09(2.10) 0.90(0.55) 1.14(0.53)
∗
β10 0.09(0.24) −0.43(0.20)∗ −0.11(0.25) −0.51(0.31) 0.75(1.64) 0.21(1.42) 0.69(1.64) 0.21(0.40) −0.11(0.42)
β11 −0.47(0.26) −0.29(0.22) −0.26(0.30) −0.21(0.30) −3.03(1.98) −5.41(1.50)‡ −2.23(1.96) −0.46(0.58) −0.09(0.55)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
Taulukko 8: GEE-mallien (independence) kerroinestimaatit (keskivirheet sulkeissa)
Estimoidaan seuraavaksi mallit käyttäen exchangeable-työkorrelaatiota (taulukko
9), joka saattaa parantaa estimointitehokkuutta (esim. Liang & Zeger, 1986; Mancl
& Leroux, 1996). Tässä asetelmassa korreloituneisuus vaikuttaa myös kerroinesti-
maattien laskentaan. Tasotermien β-estimaatit näyttävät olevan useimmiten hieman
pienempiä kuin tavallisen lineaarisen mallin tapauksessa. Muuten estimaateissa ei
jälleen tapahdu huomattavaa muutosta, ja merkitsevät tulokset pysyvät kutakuinkin
ennallaan.
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.18(1.01)
‡ 6.66(0.92)‡ 8.52(1.01)‡ 8.76(1.38)‡ 49.00(6.33)‡ 69.00(5.46)‡ 42.22(6.03)‡ 10.14(1.59)‡ 9.95(1.65)‡
β1 −0.04(0.02)† −0.06(0.01)‡ −0.05(0.02)† −0.07(0.02)‡ −0.48(0.10)‡ −0.85(0.09)‡ −0.46(0.10)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.02(0.02) 0.03(0.02)
 0.04(0.02) 0.04(0.03) 0.28(0.14) 0.03(0.10) 0.49(0.14)‡ 0.07(0.04) 0.06(0.04)
β3 0.52(0.24)
∗ 0.14(0.20) −0.13(0.23) −0.05(0.26) 0.29(1.61) 6.02(1.25)‡ 4.87(1.51)† 1.41(0.39)‡ 1.72(0.39)‡
β4 0.33(0.27) −0.11(0.25) −0.28(0.31) −0.31(0.29) −8.81(1.93)‡ −7.64(1.77)‡ −6.89(2.03)‡ −0.72(0.56) −1.23(0.54)∗
β5 0.41(0.27) 0.62(0.22)
† 0.18(0.25) 0.66(0.33)∗ 9.34(2.07)‡ 5.31(1.50)‡ 6.35(1.73)‡ 1.35(0.44)† 0.89(0.46)
β6 −0.14(0.32) −0.29(0.27) 0.37(0.29) 0.12(0.35) −2.21(2.09) −1.56(1.73) 0.87(2.05) −0.09(0.55) −0.33(0.56)
β7 0.01(0.37) 0.24(0.28) −0.05(0.36) −0.24(0.47) 1.50(2.22) −0.28(1.84) −1.15(2.36) −0.34(0.56) 0.43(0.56)
β8 −0.63(0.35) −0.52(0.34) −0.25(0.33) −0.68(0.44) −4.02(2.57) −2.75(1.91) −4.73(2.24)∗ −1.80(0.59)† −1.23(0.60)∗
β9 0.12(0.32) 0.28(0.28) 0.29(0.29) 0.36(0.31) 2.98(1.92) 1.67(1.57) 3.09(2.09) 0.91(0.55)
 1.14(0.53)∗
β10 0.08(0.24) −0.35(0.20) −0.10(0.25) −0.39(0.30) 0.51(1.58) 0.62(1.41) 0.90(1.61) 0.18(0.40) −0.12(0.42)
β11 −0.44(0.27) −0.24(0.22) −0.28(0.31) −0.14(0.29) −3.02(1.88) −5.11(1.49)‡ −2.22(1.95) −0.46(0.59) −0.09(0.55)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
Taulukko 9: GEE-mallien (exchangeable) kerroinestimaatit (keskivirheet sulkeissa)
Korrelaatioparametrin αmerkitsevyyttä GEE-mallissa voidaan testataWald-testillä.
Ainoastaan muuttujien WMSD3, WMSV3 ja WAISVOC2 malleissa estimaatti on
merkitsevä. Muuttujat ovat pitkälti samoja, jotka satunnaistekijämallin yhteydes-
sä edellyttivät satunnaistason sisällyttämistä malliin. Molempien estimointimene-
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telmien yhteydessä osaa kognitiomuuttujista olisi siis teknisessä mielessä mahdol-
lista analysoida olettaen havainnot riippumattomiksi. Muuttujat, jotka erityisesti
edellyttävät monitasoiseen aineistoon tarkoitettuja menetelmiä, mittaavat yleistä
verbaalista älykkyyttä ja työmuistia. Sisäkorrelaatio on myös niissä voimakkainta,
joten tämän perusteella niiden mittaamat kognitiiviset osa-alueet saattaisivat olla
erityisen alttiita geeniperimän vaikutukselle skitsofreniapotilailla.
7.3 Eri estimointimenetelmät ja tulosten väliset erot
Regressioestimaateissa ei tapahdu systemaattista muutosta tavalliseen regressiomal-
liin nähden, käytettiin sitten satunnaistekijämallia tai marginaalimallia. Pienen si-
säkorrelaation testeissä (sdf_corr ja ldf_corr) satunnaistekijämallien tulokset ovat
lähes identtisiä tavallisten regressiomallien kanssa, kun taas marginaalimalleissa ero-
ja on enemmän. Satunnaistekijämallissa vähäinen sisäkorrelaatio vastemuuttujassa
näyttäisi siis tässä tapauksessa lähentävän tuloksia tavallisen regressiomallin suun-
taan enemmän.
Kaiken kaikkiaan regressioanalyysien tulkinnat ovat samoja huolimatta käytetystä
menetelmästä. Toisin sanoen kliinisesti kiinnostavien tulosten kannalta ei näyttäisi
olevan oleellista, millä menetelmällä perherakenne otetaan estimoinnissa huomioon
tai otetaanko sitä huomioon lainkaan. Jos satunnaistekijä- tai GEE -mallit eroaisi-
vat kovin radikaalisti tavallisista regressiomalleista, olisikin syytä huoleen. Aineistoa
voidaan pitää lähestulkoon riippumattomana yhden hengen perheiden suuren osuu-
den vuoksi, joten tulosten voi lopulta olettaa pysyvän hyvin samanlaisina.
Perherakenteen huomioiminen skitsofrenia-aineistossa on kuitenkin ajatuksellisesti
mielekästä, sillä perheenjäsenten väliselle mahdolliselle korreloituneisuudelle on ole-
massa vahva biologinen peruste. Raportointia ajatellen lienee myös parasta soveltaa
kaikissa malleissa samaa menetelmää, vaikka osa kognitiomuuttujista saattaisi peri-
aatteessa vaatia monitasoisuuden huomioimista muita enemmän.
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8 Rakenneyhtälömalli monitasoisesti
Viimeisen kahdenkymmenen vuoden aikana kirjallisuudessa on esitetty useampia
malleja, jotka mahdollistavat latenttien muuttujien analyysin monitasoisissa aineis-
toissa (esim. Muthén, 1994; Muthén & Satorra, 1995; Liang & Bentler, 2004). Käy-
tännössä monitasoista faktori- ja rakenneyhtälömallinnusta on tähän mennessä kui-
tenkin sovellettu melko vähän. Yksitasoisessa aineistossa rakenneyhtälömallinnus-
ta on jo kauan ollut mahdollista soveltaa yleisimmillä tilasto-ohjelmistoilla, mutta
vasta melko hiljattain se on alkanut olla mahdollista myös monitasoisen aineiston
yhteydessä. Osittain tämä johtuu siitä, että rakenneyhtälömallinnukseen liittyvä kir-
jallisuus on perinteisesti keskittynyt eri tyyppisiin tutkimuskysymyksiin kuin moni-
tasomallinnus. Rakenneyhtälömallinnuksessa käytettävät ohjelmistot on alun perin
suunniteltu yksitasoisen aineiston analyysiin, joten tekniikan oikeanlainen sovelta-
minen monitasoisessa aineistossa on käytännössä ollut hankalaa. Nykyään ohjel-
mistot ovat kuitenkin joustavampia ja mahdollistavat entistä monimutkaisempien
mallien muodostamisen. Esimerkiksi Mplus-ohjelmassa monitasoista aineistoa voi-
daan sellaisenaan käsitellä erilaisten monimuuttujamenetelmien yhteydessä. (Heck
& Thomas, 2009, s. 99)
Kuvataan seuraavaksi kahta eri lähestymistapaa rakenneyhtälömallinnukseen mo-
nitasoisessa aineistossa. Ensimmäisenä esitettävä monitasoinen rakenneyhtälömalli
on verrattavissa satunnaistekijämalliin, jossa yksilö- ja ryvästason vaihteluita analy-
soidaan erikseen. Toisessa menetelmässä sovelletaan pseudouskottavuusestimointia,
jolloin aineiston rakenne tulee huomioiduksi estimaattien keskivirheiden ja mallin
sopivuustestien laskemisessa. Periaate on sama, kuin marginaalimallissa. (Muthén
& Satorra, 1995)
8.1 Monitasoinen rakenneyhtälömalli
Monitasoisessa asetelmassa tavallisen otoskovarianssimatriisin Σ sijaan analysoidaan
ryppäiden sisäistä ja välistä kovarianssimatriisia erillään toisistaan.
Tarkastellaan p × 1 -vektoria yij, joka sisältää henkilöltä i rypäästä j kerätyn ai-
neiston. Yksilötasoinen aineisto voidaan hajottaa ryvästen väliseen (between) osaan
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yb = y¯j ja ryvästen sisäiseen (within) osaan yw = yij − y¯j. Kokonaisuudessaan
(total) vektori yt = yij voidaan siis kirjoittaa ryväs- ja yksilöosiensa summana
yt = yb + yw
Tästä päästään populaatiokovarianssimatriisin hajotelmaan
Σt = Σb + Σw
Samalla logiikalla voidaan esittää myös otosaineiston kovarianssimatriisi:
St = Sb + Sw. Monitasoisessa rakenneyhtälömallinnuksessa populaatiokovarianssi-
matriiseja Σb ja Σw kuvaillaan erillisillä malleilla.
Rakenneyhtälömallissa monitasorakenne on tietyllä tavalla yksinkertaisempi, kuin
monitasoisessa regressiomallissa, joka saattoi sisältää myös selittäviin muuttujiin
liittyviä satunnaiskertoimia. Monitasoista rakenneyhtälömallia voisi verrata satun-
naistason sisältävään regressiomalliin. Mallin kertoimet, kuten faktorilataukset tai
regressiokertoimet, eivät näin ollen vaihtele satunnaisesti ryppäiden välillä. Monita-
soisissa faktorimalleissa ryhmätason vaihtelu voidaan tulkita latenttien faktoreiden
ryhmäkeskiarvojen varianssiksi. (Hox, 2002, s. 231)
8.2 Pseudouskottavuusestimointi
Aiemmin kaavassa (5.4) esitettiin rakenneyhtälömallin otoskovarianssimatriisi Σ yk-
sitasoisen aineiston tapauksessa. Monimutkaisissa otanta-asetelmissa voidaan muo-
dostaa vastaava estimaatti, joka tuottaa robusteja keskivirheitä ja χ2-testituloksia
mallin sopivuudelle. Ne eivät ota huomioon ainoastaan otanta-asetelmaa, vaan ovat
toimivia myös tilanteissa, joissa muuttujien normaalisuusoletus ei ole voimassa
(Muthén & Satorra, 1995).
Kuten marginaalimalli, myös tämä menetelmä perustuu myös pseudouskottavuu-
teen. GEE-estimointi independent-korrelaatiolla tuottaa nimenomaan PML-estimaat-
teja. Mplus-ohjelmassa rakenneyhtälömallin estimointi otanta-asetelmaperusteisessa
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aineistossa voidaan suorittaa käyttäen pseudouskottavuusestimaattien asymptoot-
tista kovarianssimatriisia.
Olkoon Li henkilöön i liittyvä log-uskottavuus ja θmallin parametrit. PML-estimaatit
saadaan maksimoimalla painotettu log-uskottavuusfunktio
L =
∑
i
wiLi,
jossa wi ovat otanta-asetelmasta kertovia painoja wi = 1/pi, jossa pi on todennäköi-
syys sille, että henkilö i on mukana otoksessa. Estimaattien asymptoottinen kova-
rianssimatriisi saadaan sandwich-estimaattorilla (L′′)−1Var(L′)(L′′)−1, jossa
′ ja ′′ viittaavat painotetun otosuskottavuuden ensimmäisen ja toisen kertaluvun
derivaattoihin. Toisin sanoen:
(
∂2log(L)
∂θ∂θ′
)−1∑
i
w2
∂log(Li)
∂θ
∂log(Li)
∂θ
′(∂2log(L)
∂θ∂θ′
)−1
. (8.1)
Vertaillaan sisäkkäisiä malleja M1 ja M2. Merkitään θˆi:llä mallin Mi parametries-
timaatteja, jotka maksimoivat pseudouskottavuusfunktion Li. Painotettu uskotta-
vuusosamäärätesti ei ole χ2-jakautunut. Sen jakauma riippuu otannasta samaan
tapaan, kuin parametriestimaattien asymptoottinen kovarianssi. Uskottavuusosa-
määrätestin yhteydessä voidaan käyttää korjausta, joka ottaa huomioon otanta-
asetelman (Yuan & Bentler, 2000). Korjattu uskottavuusosamäärätesti on muotoa
T ∗ = c · 2(L1 − L2),
jossa
c =
(d1 − d2)
(Tr((L′′1)−1Var(L
′
1))− Tr((L′′2)−1Var(L′2))
,
jossa di kertoo mallinMi parametrien määrän. Testisuure T ∗ on likimain χ2-jakautunut
vapausasteilla d1−d2. Komponentit Tr((L′′i )−1Var(L′i)) ovat osa parametriestimaat-
tien asymptoottista kovarianssia, joka esitettiin kaavassa (8.1). (Asparouhov &Muthén,
2005)
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PML-menetelmää voidaan käyttää myös monitasomallin varianssikomponenttien es-
timoinnissa (Asparouhov & Muthén, 2006). Menetelmä edellyttää kuitenkin suuria
ryväskokoja, joten skitsofrenia-aineiston kohdalla se ei ehkä toimi hyvin.
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8.3 Rakenneyhtälömalli monitasoisesti skitsofrenia-aineistossa
Monitasoinen rakenneyhtälömalli
Tarkastellaan ensin perheen sisäistä ja välistä kovarianssirakennetta. Taulukoissa 10
ja 11 nähdään suurimman uskottavuuden menetelmällä estimoidut kovarianssimat-
riisit perhe- ja yksilötasoilla. Ylädiagonaalilla ovat korrelaatiot.
Taulukko 10: Perheiden sisäiset varianssit, kovarianssit ja korrelaatiot
WMSD1 WMSD3 WMSV1 WMSV3 a_corr ldf_corr sdf_corr
WMSD1 2.42 0.38 0.04 0.18 0.32 0.18 0.09
WMSD3 0.79 1.81 0.23 0.36 0.51 0.54 0.42
WMSV1 0.12 0.51 2.69 0.44 0.30 0.21 0.20
WMSV3 0.49 0.85 1.28 3.17 0.32 0.29 0.20
a_corr 5.68 7.70 5.62 6.35 126.71 0.80 0.78
ldf_corr 0.85 2.23 1.07 1.57 27.83 9.45 0.84
sdf_corr 0.42 1.67 0.94 1.04 25.72 7.61 8.62
Taulukko 11: Perheiden väliset varianssit, kovarianssit ja korrelaatiot
WMSD1 WMSD3 WMSV1 WMSV3 a_corr ldf_corr sdf_corr
WMSD1 0.67 0.72 0.68 0.46 0.35 0.78 0.85
WMSD3 0.55 0.87 0.60 0.55 0.29 0.31 0.48
WMSV1 0.41 0.42 0.55 0.92 0.59 0.71 0.72
WMSV3 0.48 0.65 0.85 1.58 0.70 0.58 0.58
a_corr 1.48 1.38 2.27 4.52 26.59 0.66 0.73
ldf_corr 0.74 0.34 0.61 0.84 3.94 1.33 0.95
sdf_corr 0.88 0.57 0.67 0.92 4.79 1.39 1.60
Yhden henkilön perheet ovat mukana vain perheiden välisten parametrien estimoin-
nissa, eivätkä vaikuta perheiden sisäisiin parametreihin. Näin ollen perheiden si-
säisessä estimoinnissa on käytettävissä vähemmän tilastollista voimaa. Simulointi-
tutkimukset ovatkin osoittaneet, että kun ryväskoko ja sisäkorrelaatio ovat pieniä,
monitasomalli ei välttämättä lainkaan konvergoi ja analyysit tuottavat virheellisesti
esimerkiksi negatiivisia varianssikomponentteja (Muthén & Satorra, 1995).
60
Taulukoiden 10 ja 11 korrelaatioiden perusteella vaikuttaa kuitenkin siltä, että muut-
tujat ryhmittyvät edellä tarkasteltuihin kolmeen faktoriin lähinnä perheen sisäisellä
tasolla. Perheiden välisellä tasolla voimakkaita korrelaatioita on myös eri dimensioi-
den välillä. Perheiden välisen vaihtelun kuvaamiseen saattaisi siis riittää vähemmän
kuin kolme faktoria. Perhetasolla voitaisiin estimoida eräänlainen yleisen kognitiivi-
sen tason faktori. Tällainen malli olisi myös yksinkertaisempi estimoida, jolloin ehkä
vältyttäisiin suuremmilta konvergenssiongelmilta.
Kuva 7: Monitasoinen faktorimalli
Faktoriratkaisu yhdellä perhetason faktorilla on esitetty kuvassa 7. Yksi residuaa-
livarianssi yksilötasolla oli negatiivinen (muuttujassa WMSD1), mutta tämä ongel-
ma voidaan välttää kiinnittämällä se nollaksi. Sopivuusindeksien mukaan malli vai-
kuttaa hyvältä (CFI=0.98, TLI=0.96, RMSEA=0.06). Perhetasolla faktorilataukset
ovat erityisen voimakkaita, enimmäkseen 0.9:n luokkaa.
Malliin voidaan vielä ottaa mukaan selittävät lääke- ja taustamuuttujat. Selittävät
muuttujat ovat perheiden sisäisen tason muuttujia lukuun ottamatta asuinpaikka-
muuttujaa, joka on perhetason selittäjä. Tällaisessa mallissa useimmat perhetason
61
parametrit, kuten lataukset, korrelaatiot ja residuaalit eivät ole merkitseviä, ja mal-
lin sopivuus on melko huono (CFI=0.92, TLI=0.85, RMSEA=0.07). Luvun 5 ra-
kenneyhtälömallissa havaitut merkitsevät lääke- ja taustamuuttujien yhteydet eivät
useimmiten ole enää merkitseviä, kun ne on estimoitu perheen sisäisellä tasolla.
Tulokset on nähtävissä liitteessä B.3.
Tässä tapauksessa monitasofaktorimalli ei siis ehkä ole kovin hyvä menetelmä latent-
tien kognitiomuuttujien ja selittävien muuttujien välisten yhteyksien tarkasteluille.
Näyttäisi siltä, että perheiden sisäisellä tasolla ei yksinkertaisesti ole käytettävissä
tarpeeksi havaintoja, jotta molempien tasojen rakenteita voitaisiin analysoida erik-
seen.
Pseudouskottavuusestimointi rakenneyhtälömallissa
Kokeillaan seuraavaksi konfirmatorista faktorianalyysia ja rakenneyhtälömallia, jot-
ka huomioivat otanta-asetelman tuottamalla robusteja keskivirheitä ja χ2-testisuurei-
ta. Faktorimallin lataukset eivät juuri poikkea faktorimallista, jossa perhetietoa ei
vielä sisällytetty analyysiin. Tulokset on esitetty liitteessä B.2.
Otetaan seuraavaksi mukaan havaitut kognitiotestimuuttujat sekä selittävät muut-
tujat, eli muodostetaan samanlainen malli, kuin luvussa 5. Tulokset eivät jälleen juu-
rikaan eroa rakenneyhtälömallista, jossa perherakennetta ei huomioitu. Sopivuusin-
deksien mukaan malli saattaisi olla nyt aavistuksen parempi: CFI=0.97, TLI=0.94,
RMSEA=0.05. Tulokset ovat kokonaisuudessaan nähtävissä liitteessä B.3.
Rakenneyhtälömallinnuksen pseudouskottavuusestimoinnilla on osoitettu toimivan
hyvin nimenomaan aineistoissa, joissa ryväskoot ovat pieniä (Muthén & Satorra,
1995). Kuten marginaalimallissa, päättely on tarkoitus perustaa koko perusjoukol-
le. Tutkimuskysymyksen kannalta perhetason estimaatit eivät myöskään latenttien
muuttujien analyysissa ole kovin kiinnostavia. Nimenomaan lääkevaikutusten tar-
kastelussa robustien keskivirheiden malli vaikuttaa parhaalta menetelmältä.
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Yhteenveto
Lääkityksen vaikutusta skitsofreniapotilaiden kognitiiviseen suoriutumiseen voidaan
tutkia käyttäen useita erilasia tilastollisia menetelmiä. Jokaisen menetelmän yhtey-
dessä kohdataan joitakin ongelmia, mutta se on pakko hyväksyä, kun ollaan tekemi-
sissä tosielämän aineiston kanssa. Tehdyissä tarkasteluissa on kiinnitetty huomiota
toisaalta yksittäisten regressiomallien ja rakenneyhtälömallin välisiin eroihin ja toi-
saalta siihen, mitä merkitystä aineiston monitasoisuuden huomioimisella on.
Kognitiotestejä kannattaa analysoida erillisillä regressiomalleilla etenkin, jos yksit-
täiset testit koetaan tutkimuksen kannalta hyvin erityislaatuisiksi. Tällöin tarkaste-
lut ovat myös jossain määrin objektiivisempia, kuin testien ryhmittelyyn perustuvas-
sa latenttien muuttujien analyysissa. Vaikka analyysien tuloksiin on suhtauduttava
varauksella, ovat ne kuitenkin kiinnostavia ja antavat aihetta lisätutkimuksille.
Jos halutaan tiiviimpi esitys ja välttää monitestaukseen liittyvät ongelmat, on ra-
kenneyhtälömalli hyvä vaihtoehto. Sen antamat tulokset ovat hyvin samansuuntaisia
regressiomallin tulosten kanssa, vaikka havaittujen testimuuttujien sijaan siinä tar-
kastellaankin latentteja kognitiomuuttujia. Toisaalta rakenneyhtälömalli on melko
monimutkainen ja joitakin vaikutuksia saattaa jäädä havaitsematta.
Mallinnuksessa tulee ottaa huomioon se, että skitsofrenia-aineisto koostuu perheis-
tä. Koska mukana on runsaasti yhden hengen perheitä, ei aineiston rakennetta kui-
tenkaan voida pitää selkeästi monitasoisena. Etenkin satunnaiskomponenttien esti-
moinnissa pienet ja epätasapainoiset perhekoot osoittautuvat ongelmallisiksi. Margi-
naalimallissa käytännön estimointiongelmia on vähemmän. Tuloksiin ja tulkintoihin
monitasoisuuden huomioiminen analyyseissa ei kovin oleellisesti vaikuta. Kuitenkin
perheaineistoon soveltuvilla menetelmillä saatuja estimaatteja voidaan lopulta pitää
luotettavampina verrattuna estimaatteihin, jotka saadaan olettaen havainnot täysin
riippumattomiksi.
Kuvassa 8 on vielä tiivistetty eri analyysitapoihin liittyvät vahvuudet ja heikkoudet.
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Kuva 8: Eri menetelmien vahvuudet, heikkoudet ja tulosten väliset erot.
Aineiston käsittely lukuisin eri menetelmin ei usein paljasta tutkittavasta asiasta
mitään mullistavia puolia. Tämä pätee myös skitsofreniaperheaineiston kohdalla.
Selkeimmät kognition ja lääkeaineiden väliset yhteydet havaitaan sekä regressiomal-
leja, että rakenneyhtälömallia käyttämällä. Klotsapiini on yhteydessä heikompaan
menestykseen useassa eri testissä. Antikolinergi puolestaan assosioituu vahvasti hei-
kompaan suoriutumiseen vain yhdessä, prosessointinopeutta mittaavassa testissä.
Muut lääkevaikutukset eivät ole yhtä ilmeisiä. Masennuslääkkeen käyttäjät menes-
tyvät hieman keskimääräistä paremmin muutamassa verbaalista oppimista ja muis-
tia mittaavassa testissä, mutta tulos on havaittavissa lähinnä regressiomallien yh-
teydessä. Bentsodiatsepiini taas saattaisi olla jossain määrin yhteydessä heikompaan
näön- ja kuulonvaraiseen työmuistiin.
Vaikka eri tavoin saadut tulokset ovat hyvin samankaltaisia, on erilaisten menetel-
mien toimivuutta tällaisessa yksittäisessä aineistossa on kuitenkin sinänsä mielen-
kiintoista tutkia. Kokeilut auttavat ymmärtämään eri menetelmien välisiä suhteita
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ja löytämään parhaat mahdolliset välineet, joilla käytössä olevaa aineistoa kannattaa
analysoida.
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A Liite: Graafisia tarkasteluja
A.1 Histogrammeja
Neuropsykologiset testimuuttujat
Ikä ja sairastumisikä
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A.2 Hajontakuvia
Neuropsykologisten testimuuttujien (pystyakseli) ja iän (vaaka-akseli) väliset hajon-
takuvat 1
Neuropsykologisten testimuuttujien (pystyakseli) ja sairastumisiän (vaaka-akseli)
väliset hajontakuvat 1
1Kuvissa lowess-tasoitus
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B Liite: Tulostaulukoita
B.1 Regressiomallit
β0 vakiotermi
β1 ikä
β2 sairastumisikä
β3 sukupuoli (vertailuryhmänä miehet)
β4 sairaudenkuva (vertailuryhmänä kausittainen sairastavuus)
β5 asuinpaikka (vertailuryhmänä muu Suomi)
β6 perinteinen antipsykootti
β7 atyyppinen antipsykootti
β8 klotsapiini
β9 masennuslääke
β10 bentsodiatsepiini
β11 antikolinergi
Lineaariset regressiomallit: Kerroinestimaatit ja keskivirheet
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.24(0.94)
‡ 6.63(0.85)‡ 8.62(0.95)‡ 8.80(1.15)‡ 49.67(7.04)‡ 68.9(5.47)‡ 42.5(6.12)‡ 10.12(1.63)‡ 9.94(1.68)‡
β1 −0.04(0.02)† −0.06(0.01)‡ −0.05(0.02)† −0.08(0.02)‡ −0.47(0.12)‡ −0.86(0.09)‡ −0.48(0.11)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.01(0.02) 0.03(0.02)
 0.04(0.02) 0.05(0.03) 0.21(0.16) 0.05(0.12) 0.49(0.14)‡ 0.07(0.04) 0.06(0.04)
β3 0.52(0.25)
∗ 0.17(0.22) −0.12(0.25) −0.06(0.30) 0.09(1.82) 5.93(1.38)‡ 4.89(1.60)† 1.39(0.43)† 1.72(0.44)‡
β4 0.36(0.29) −0.02(0.26) −0.28(0.30) −0.29(0.36) −7.01(2.15)† −7.03(1.63)‡ −6.34(1.90)‡ −0.77(0.50) −1.24(0.52)∗
β5 0.40(0.26) 0.60(0.24)
∗ 0.19(0.27) 0.64(0.32)∗ 8.45(1.90)‡ 5.23(1.45)‡ 6.44(1.71)‡ 1.35(0.45)† 0.90(0.47)
β6 −0.16(0.32) −0.31(0.29) 0.35(0.32) 0.14(0.39) −2.58(2.32) −1.89(1.77) 0.74(2.05) −0.09(0.55) −0.33(0.56)
β7 0.002(0.35) 0.23(0.32) −0.07(0.35) −0.21(0.42) 1.65(2.56) 0.17(1.95) −1.28(2.26) −0.33(0.60) 0.42(0.62)
β8 −0.63(0.35) −0.54(0.32) −0.30(0.36) −0.73(0.43) −5.62(2.57)∗ −3.10(1.98) −5.08(2.29)∗ −1.75(0.61)† −1.22(0.63)
β9 0.15(0.30) 0.28(0.27) 0.31(0.30) 0.41(0.36) 3.33(2.21) 1.69(1.65) 3.09(1.94) 0.90(0.52)
 1.14(0.53)∗
β10 0.09(0.25) −0.43(0.22) −0.11(0.25) −0.51(0.30) 0.75(1.82) 0.21(1.38) 0.69(1.61) 0.21(0.43) −0.11(0.44)
β11 −0.47(0.30) −0.29(0.27) −0.26(0.30) −0.21(0.37) −3.03(2.23) −5.41(1.67)† −2.23(1.95) −0.46(0.52) −0.09(0.54)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
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Satunnaistekijämallit: Kerroinestimaatit ja keskivirheet
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.18(0.94)
‡ 6.68(0.85)‡ 8.57(0.95)‡ 8.73(1.13)‡ 48.99(6.72)‡ 69.12(5.44)‡ 42.18(6.13)‡ 10.12(1.63)‡ 9.94(1.68)‡
β1 −0.04(0.02)∗ −0.06(0.01)‡ −0.05(0.02)† −0.07(0.02)‡ −0.48(0.11)‡ −0.85(0.09)‡ −0.46(0.11)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.02(0.02) 0.03(0.02)
 0.04(0.02) 0.05(0.03) 0.27(0.15) 0.02(0.12) 0.49(0.14)† 0.07(0.04) 0.06(0.04)
β3 0.52(0.25)
∗ 0.13(0.22) −0.12(0.25) −0.06(0.30) 0.27(1.71) 6.03(1.36)‡ 4.87(1.60)† 1.39(0.43)† 1.72(0.44)‡
β4 0.33(0.29) −0.13(0.26) −0.28(0.30) −0.31(0.35) −8.72(1.97)‡ −7.78(1.60)‡ −7.03(1.88)‡ −0.77(0.50) −1.24(0.52)∗
β5 0.41(0.27) 0.63(0.25)
∗ 0.19(0.27) 0.66(0.34) 9.32(2.07)‡ 5.33(1.53)‡ 6.33(1.79)‡ 1.35(0.45)† 0.90(0.47)
β6 −0.14(0.32) −0.29(0.28) 0.36(0.32) 0.13(0.38) −2.21(2.19) −1.49(1.76) 0.90(2.04) −0.09(0.55) −0.33(0.56)
β7 0.01(0.35) 0.25(0.31) −0.06(0.35) −0.24(0.41) 1.50(2.29) −0.39(1.90) −1.10(2.22) −0.33(0.60) 0.42(0.62)
β8 −0.63(0.35) −0.52(0.32) −0.27(0.36) −0.68(0.43) −4.07(2.47) −2.70(1.98) −4.64(2.30) −1.75(0.61)† −1.22(0.63)
β9 0.12(0.30) 0.28(0.27) 0.30(0.30) 0.37(0.36) 3.00(2.10) 1.65(1.64) 3.09(1.93) 0.90(0.52)
 1.14(0.53)∗
β10 0.08(0.25) −0.33(0.22) −0.11(0.25) −0.42(0.30) 0.53(1.70) 0.71(1.36) 0.95(1.60) 0.21(0.43) −0.11(0.44)
β11 −0.44(0.30) −0.23(0.27) −0.27(0.30) −0.15(0.36) −3.02(2.11) −5.06(1.66)† −2.21(1.94) −0.46(0.52) −0.09(0.54)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
GEE-mallit (independence korrelaatiorakenne): Kerroinestimaatit ja keskivirheet
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.24(1.01)
‡ 6.63(0.96)‡ 8.62(1.02)‡ 8.80(1.42)‡ 49.67(7.58)‡ 68.9(5.73)‡ 42.5(6.00)‡ 10.12(1.61)‡ 9.94(1.65)‡
β1 −0.04(0.02)† −0.06(0.01)‡ −0.05(0.02)† −0.08(0.02)‡ −0.47(0.12)‡ −0.86(0.09)‡ −0.48(0.10)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.01(0.02) 0.03(0.02) 0.04(0.02) 0.05(0.03) 0.21(0.16) 0.05(0.10) 0.49(0.14)
‡ 0.07(0.04) 0.06(0.04)
β3 0.52(0.24)
∗ 0.17(0.20) −0.12(0.23) −0.06(0.28) 0.09(1.74) 5.93(1.31)‡ 4.89(1.53)† 1.39(0.40)‡ 1.72(0.39)‡
β4 0.36(0.27) −0.02(0.26) −0.28(0.30) −0.29(0.31) −7.01(2.31)† −7.03(1.81)‡ −6.34(2.07)† −0.77(0.56) −1.24(0.54)∗
β5 0.40(0.27) 0.60(0.22)
† 0.19(0.26) 0.64(0.33) 8.45(2.11)‡ 5.23(1.47)‡ 6.44(1.69)‡ 1.35(0.44)† 0.90(0.47)
β6 −0.16(0.32) −0.31(0.28) 0.35(0.29) 0.14(0.37) −2.58(2.37) −1.89(1.76) 0.74(2.01) −0.09(0.56) −0.33(0.56)
β7 0.00(0.37) 0.23(0.28) −0.07(0.35) −0.21(0.46) 1.65(2.21) 0.17(1.86) −1.28(2.38) −0.33(0.56) 0.42(0.56)
β8 −0.63(0.36) −0.54(0.34) −0.30(0.33) −0.73(0.45) −5.62(2.76)∗ −3.10(1.96) −5.08(2.21)∗ −1.75(0.60)† −1.22(0.60)∗
β9 0.15(0.33) 0.28(0.28) 0.31(0.29) 0.41(0.32) 3.33(2.15) 1.69(1.62) 3.09(2.10) 0.90(0.55) 1.14(0.53)
∗
β10 0.09(0.24) −0.43(0.20)∗ −0.11(0.25) −0.51(0.31) 0.75(1.64) 0.21(1.42) 0.69(1.64) 0.21(0.40) −0.11(0.42)
β11 −0.47(0.26) −0.29(0.22) −0.26(0.30) −0.21(0.30) −3.03(1.98) −5.41(1.50)‡ −2.23(1.96) −0.46(0.58) −0.09(0.55)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
GEE-mallit (exchangeable korrelaatiorakenne): Kerroinestimaatit ja keskivirheet
WMSD1 WMSD3 WMSV1 WMSV3 WAISVOC2 WAISDSY1 a_corr sdf_corr ldf_corr
β0 7.18(1.01)
‡ 6.66(0.92)‡ 8.52(1.01)‡ 8.76(1.38)‡ 49.00(6.33)‡ 69.00(5.46)‡ 42.22(6.03)‡ 10.14(1.59)‡ 9.95(1.65)‡
β1 −0.04(0.02)† −0.06(0.01)‡ −0.05(0.02)† −0.07(0.02)‡ −0.48(0.10)‡ −0.85(0.09)‡ −0.46(0.10)‡ −0.12(0.03)‡ −0.09(0.03)†
β2 0.02(0.02) 0.03(0.02)
 0.04(0.02) 0.04(0.03) 0.28(0.14) 0.03(0.10) 0.49(0.14)‡ 0.07(0.04) 0.06(0.04)
β3 0.52(0.24)
∗ 0.14(0.20) −0.13(0.23) −0.05(0.26) 0.29(1.61) 6.02(1.25)‡ 4.87(1.51)† 1.41(0.39)‡ 1.72(0.39)‡
β4 0.33(0.27) −0.11(0.25) −0.28(0.31) −0.31(0.29) −8.81(1.93)‡ −7.64(1.77)‡ −6.89(2.03)‡ −0.72(0.56) −1.23(0.54)∗
β5 0.41(0.27) 0.62(0.22)
† 0.18(0.25) 0.66(0.33)∗ 9.34(2.07)‡ 5.31(1.50)‡ 6.35(1.73)‡ 1.35(0.44)† 0.89(0.46)
β6 −0.14(0.32) −0.29(0.27) 0.37(0.29) 0.12(0.35) −2.21(2.09) −1.56(1.73) 0.87(2.05) −0.09(0.55) −0.33(0.56)
β7 0.01(0.37) 0.24(0.28) −0.05(0.36) −0.24(0.47) 1.50(2.22) −0.28(1.84) −1.15(2.36) −0.34(0.56) 0.43(0.56)
β8 −0.63(0.35) −0.52(0.34) −0.25(0.33) −0.68(0.44) −4.02(2.57) −2.75(1.91) −4.73(2.24)∗ −1.80(0.59)† −1.23(0.60)∗
β9 0.12(0.32) 0.28(0.28) 0.29(0.29) 0.36(0.31) 2.98(1.92) 1.67(1.57) 3.09(2.09) 0.91(0.55)
 1.14(0.53)∗
β10 0.08(0.24) −0.35(0.20) −0.10(0.25) −0.39(0.30) 0.51(1.58) 0.62(1.41) 0.90(1.61) 0.18(0.40) −0.12(0.42)
β11 −0.44(0.27) −0.24(0.22) −0.28(0.31) −0.14(0.29) −3.02(1.88) −5.11(1.49)‡ −2.22(1.95) −0.46(0.59) −0.09(0.55)
 < 0.1 ∗ < 0.05 † < 0.01 ‡ < 0.001
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B.2 Faktorimallit
Yksitasoinen aineisto
F1 Kuulonvaraisen työmuistin faktori (WMSD1 ja WMSD3)
F1 Näönvaraisen työmuistin faktori (WMSV1 ja WMSV3)
F3 Verbaalisen oppimisen faktori (a_corr, ldf_corr ja sdf_corr)
Monitasoinen aineisto
FW1–FW3 Yksilötason faktorit F1–F3
FB Perhetason faktori: yleinen kognitio
Konfirmatorinen faktorimalli. Suurimman uskottavuuden estimointi.
Standardoidut estimaatit (N=236)
Faktorilataukset estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
F1 → WMSD1 0.529 0.062 8.602 <0.001
F1 → WMSD3 0.886 0.067 13.225 <0.001
F2 → WMSV1 0.659 0.059 11.194 <0.001
F2 → WMSV3 0.831 0.061 13.573 <0.001
F3 → a_corr 0.844 0.022 38.191 <0.001
F3 → ldf_corr 0.935 0.014 68.528 <0.001
F3 → sdf_corr 0.913 0.015 58.916 <0.001
Korrelaatiot
cor(F1,F2) 0.574 0.076 7.596 <0.001
cor(F1,F3) 0.570 0.065 8.787 <0.001
cor(F2,F3) 0.461 0.069 6.724 <0.001
Tasotermit
WMSD1 3.393 0.171 19.889 <0.001
WMSD3 2.889 0.150 19.303 <0.001
WMSV1 4.034 0.198 20.372 <0.001
WMSV3 2.917 0.150 19.420 <0.001
a_corr 2.659 0.140 19.061 <0.001
ldf_corr 2.107 0.117 17.934 <0.001
sdf_corr 2.062 0.116 17.814 <0.001
Varianssit
F1 1.000 0.000 - -
F2 1.000 0.000 - -
F3 1.000 0.000 - -
Residuaalivarianssit
WMSD1 0.720 0.065 11.044 <0.001
WMSD3 0.215 0.119 1.812 0.070
WMSV1 0.565 0.078 7.280 <0.001
WMSV3 0.309 0.102 3.034 0.002
a_corr 0.288 0.037 7.722 <0.001
ldf_corr 0.125 0.026 4.749 <0.001
sdf_corr 0.167 0.028 5.893 <0.001
Sopivuusindeksit estimaatti
χ2 sopivuustesti 22.561, df=11, p=0.0204
CFI 0.986
TLI 0.973
RMSEA 0.067
SRMR 0.03
AIC 7269.081
BIC 7352.213
Otoskokoadj. BIC 7276.143
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Konfirmatorinen faktorimalli. Pseudouskottavuusestimointi.
Standardoidut estimaatit (N=236)
Faktorilataukset estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
F1 → WMSD1 0.529 0.065 8.109 <0.001
F1 → WMSD3 0.886 0.066 13.373 <0.001
F2 → WMSV1 0.659 0.058 11.385 <0.001
F2 → WMSV3 0.831 0.069 12.020 <0.001
F3 → a_corr 0.844 0.029 28.879 <0.001
F3 → ldf_corr 0.935 0.014 65.420 <0.001
F3 → sdf_corr 0.913 0.015 58.998 <0.001
Korrelaatiot
cor(F1,F2) 0.574 0.080 7.140 <0.001
cor(F1,F3) 0.570 0.058 9.857 <0.001
cor(F2,F3) 0.461 0.073 6.341 <0.001
Tasotermit
WMSD1 3.393 0.158 21.456 <0.001
WMSD3 2.889 0.162 17.880 <0.001
WMSV1 4.034 0.227 17.750 <0.001
WMSV3 2.917 0.197 14.822 <0.001
a_corr 2.659 0.118 22.604 <0.001
ldf_corr 2.107 0.099 21.211 <0.001
sdf_corr 2.062 0.105 19.716 <0.001
Varianssit
F1 1.000 0.000 - -
F2 1.000 0.000 - -
F3 1.000 0.000 - -
Residuaalivarianssit
WMSD1 0.720 0.069 10.411 <0.001
WMSD3 0.215 0.117 1.832 0.067
WMSV1 0.565 0.076 7.404 <0.001
WMSV3 0.309 0.115 2.687 0.007
a_corr 0.288 0.049 5.839 <0.001
ldf_corr 0.125 0.027 4.670 <0.001
sdf_corr 0.167 0.028 5.901 <0.001
Sopivuusindeksit estimaatti
χ2 sopivuustesti 20.128, df=11, p=0.0436
CFI 0.988
TLI 0.977
RMSEA 0.059
SRMR 0.03
AIC 7269.081
BIC 7352.213
Otoskokoadj. BIC 7276.143
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Monitasoinen konfirmatorinen faktorimalli. Pseudouskottavuusestimointi.
Standardoidut estimaatit (N=236)
Perheiden sisäiset estimaatit
Faktorilataukset estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
FW1 → WMSD1 0.435 0.079 5.539 <0.001
FW1 → WMSD3 1.000 0.000 - <0.001
FW2 → WMSV1 0.590 0.287 2.054 0.040
FW2 → WMSV3 0.712 0.488 1.458 0.145
FW3 → a_corr 0.843 0.068 12.408 <0.001
FW3 → ldf_corr 0.933 0.025 37.395 <0.001
FW3 → sdf_corr 0.912 0.030 29.978 <0.001
Korrelaatiot
cor(FW1,FW2) 0.407 0.270 1.506 0.132
cor(FW1,FW3) 0.484 0.084 5.746 <0.001
cor(FW2,FW3) 0.340 0.298 1.138 0.255
Varianssit
FW1 – FW3 1.000 0.000 - -
Residuaalivarianssit
WMSD1 0.811 0.068 11.875 <0.001
WMSD3 0.000 0.000 3.513 <0.001
WMSV1 0.652 0.339 1.921 0.055
WMSV3 0.493 0.695 0.710 0.478
a_corr 0.289 0.115 2.520 0.012
ldf_corr 0.129 0.047 2.773 0.006
sdf_corr 0.169 0.055 3.046 0.002
Perheiden väliset estimaatit
Faktorilataukset estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
FB → WMSD1 0.922 0.533 1.732 0.083
FB → WMSD3 0.701 0.290 2.416 0.016
FB → WMSV1 0.960 0.357 2.693 0.007
FB → WMSV3 0.977 0.542 1.801 0.072
FB → a_corr 0.910 0.249 3.649 < 0.001
FB → ldf_corr 0.955 0.172 5.560 <0.001
FB → sdf_corr 0.979 0.223 4.399 < 0.001
Tasotermit
WMSD1 9.973 5.795 1.721 0.085
WMSD3 5.549 2.254 2.462 0.014
WMSV1 9.553 2.949 3.240 0.001
WMSV3 4.772 1.220 3.911 <0.001
a_corr 5.744 3.057 1.879 0.060
ldf_corr 6.663 4.220 1.579 0.114
sdf_corr 7.435 9.433 0.788 0.431
Varianssit
FB 1 0 - -
Residuaalivarianssit
WMSD1 0.149 0.982 0.152 0.879
WMSD3 0.509 0.406 1.253 0.210
WMSV1 0.078 0.684 0.115 0.909
WMSV3 0.046 1.059 0.044 0.965
a_corr 0.172 0.454 0.378 0.706
ldf_corr 0.088 0.328 0.267 0.790
sdf_corr 0.041 0.436 0.095 0.925
Sopivuusindeksit Estimaatti
χ2 58.673, df=26, p<0.001
CFI 0.968
TLI 0.948
RMSEA 0.073
SRMR sisäinen=0.06, välinen=0.219
AIC 7275.583
BIC 7403.744
Otoskokoadj. BIC 7286.469
76
B.3 Rakenneyhtälömallit
Rakenneyhtälömalli. Suurimman uskottavuuden estimointi.
Standardoidut estimaatit (N=236)
Faktorilataukset estimaatti k.virhe est.
k.virhe
p-arvo Korrelaatiot estimaatti k.virhe est.
k.virhe
p-arvo
F1 → WMSD1 0.534 0.061 8.765 <0.001 cor(F1,F2) 0.529 0.085 6.247 <0.001
F1 → WMSD3 0.879 0.065 13.467 <0.001 cor(F1,F3) 0.529 0.07 7.579 <0.001
cor(F2,F3) 0.41 0.073 5.633 <0.001
F2 → WMSV1 0.678 0.049 13.695 <0.001 cor(F1,WAISDSY1) 0.393 0.071 5.509 <0.001
F2 → WMSV3 0.808 0.047 17.073 <0.001 cor(F2,WAISDSY1) 0.559 0.065 8.552 <0.001
cor(F3,WAISDSY1) 0.303 0.063 4.816 <0.001
F3 → a_corr 0.851 0.022 39.325 <0.001 cor(F1,WAISVOC2) 0.269 0.08 3.368 0.001
F3 → ldf_corr 0.933 0.014 67.033 <0.001 cor(F2,WAISVOC2) 0.25 0.076 3.296 0.001
F3 → sdf_corr 0.91 0.015 59.415 <0.001 cor(F3,WAISVOC2) 0.363 0.061 5.934 <0.001
cor(WAISD,WAISV) 0.347 0.059 5.905 <0.001
Regressio-osa estimaatti k.virhe est.
k.virhe
p-arvo Regressio-osa estimaatti k.virhe est.
k.virhe
p-arvo
F1 ← sukupuoli -0.084 0.072 -1.175 0.24 WAISD† ← sukupuoli -0.251 0.051 -4.893 <0.001
F1 ← ikä -0.327 0.079 -4.131 <0.001 WAISD ← ikä -0.567 0.054 -10.592 <0.001
F1 ← sairastumisikä 0.136 0.075 1.812 0.07 WAISD ← sairastumisikä 0.041 0.059 0.693 0.488
F1 ← sairaudenkuva 0.006 0.074 0.079 0.937 WAISD ← sairaudenkuva -0.23 0.055 -4.212 <0.001
F1 ← asuinpaikka 0.194 0.073 2.669 0.008 WAISD ← asuinpaikka 0.179 0.054 3.292 0.001
F1 ← perint.antips. -0.085 0.078 -1.092 0.275 WAISD ← perint.antips. -0.072 0.059 -1.232 0.218
F1 ← atyyp.antips. 0.064 0.078 0.813 0.416 WAISD ← atyyp.antips. 0.018 0.058 0.303 0.762
F1 ← klotsapiini -0.154 0.089 -1.723 0.085 WAISD ← klotsapiini -0.1 0.066 -1.508 0.132
F1 ← masennusl. 0.082 0.069 1.183 0.237 WAISD ← masennusl. 0.066 0.051 1.291 0.197
F1 ← bentsodiat. -0.139 0.073 -1.91 0.056 WAISD ← bentsodiat. -0.02 0.055 -0.371 0.711
F1 ← antikolinergi -0.074 0.071 -1.038 0.299 WAISD ← antikolinergi -0.168 0.052 -3.209 0.001
F2 ← sukupuoli -0.001 0.074 -0.018 0.985 WAISV‡ ← sukupuoli -0.009 0.06 -0.157 0.875
F2 ← ikä -0.33 0.08 -4.102 <0.001 WAISV ← ikä -0.291 0.066 -4.376 <0.001
F2 ← sairastumisikä 0.185 0.08 2.314 0.021 WAISV ← sairastumisikä 0.092 0.067 1.372 0.17
F2 ← sairaudenkuva -0.063 0.079 -0.801 0.423 WAISV ← sairaudenkuva -0.214 0.063 -3.418 0.001
F2 ← asuinpaikka 0.105 0.078 1.356 0.175 WAISV ← asuinpaikka 0.293 0.061 4.806 <0.001
F2 ← perint.antips. 0.046 0.083 0.559 0.576 WAISV ← perint.antips. -0.084 0.068 -1.238 0.216
F2 ← atyyp.antips. -0.009 0.082 -0.113 0.91 WAISV ← atyyp.antips. 0.044 0.067 0.648 0.517
F2 ← klotsapiini -0.149 0.093 -1.61 0.107 WAISV ← klotsapiini -0.184 0.075 -2.446 0.014
F2 ← masennusl. 0.085 0.073 1.168 0.243 WAISV ← masennusl. 0.085 0.06 1.401 0.161
F2 ← bentsodiat. -0.137 0.077 -1.785 0.074 WAISV ← bentsodiat. 0.019 0.063 0.307 0.759
F2 ← antikolinergi -0.029 0.075 -0.391 0.696 WAISV ← antikolinergi -0.093 0.061 -1.506 0.132
† WAISDSY1 ‡ WAISVOC2
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Regressio-osa estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
F3 ← sukupuoli -0.247 0.061 -4.064 <0.001
F3 ← ikä -0.3 0.069 -4.36 <0.001
F3 ← sairastumisikä 0.152 0.067 2.261 0.024
F3 ← sairaudenkuva -0.153 0.065 -2.343 0.019
F3 ← asuinpaikka 0.187 0.065 2.858 0.004
F3 ← perint.antips. -0.034 0.07 -0.494 0.622
F3 ← atyyp.antips. 0.001 0.07 0.016 0.987
F3 ← klotsapiini -0.215 0.078 -2.748 0.006
F3 ← masennusl. 0.122 0.062 1.973 0.048
F3 ← bentosdiat. 0.008 0.066 0.12 0.904
F3 ← antikolinergi -0.04 0.063 -0.639 0.523
Tasotermit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 4.183 0.358 11.674 <0.001
WMSD3 4.193 0.512 8.193 <0.001
WMSV1 4.849 0.447 10.858 <0.001
WMSV3 3.89 0.507 7.668 <0.001
a_corr 4.011 0.442 9.066 <0.001
ldf_corr 3.59 0.478 7.506 <0.001
sdf_corr 3.509 0.467 7.51 <0.001
WAISDSY1 6.113 0.402 15.189 <0.001
WAISVOC2 3.758 0.503 7.47 <0.001
Residuaalivarianssit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 0.715 0.065 11.015 <0.001
WMSD3 0.228 0.115 1.99 0.047
WMSV1 0.541 0.067 8.062 <0.001
WMSV3 0.347 0.077 4.532 <0.001
a_corr 0.276 0.037 7.503 <0.001
ldf_corr 0.13 0.026 4.987 <0.001
sdf_corr 0.171 0.028 6.148 <0.001
WAISDSY1 0.595 0.05 11.891 <0.001
WAISVOC2 0.799 0.047 16.969 <0.001
F1 0.825 0.056 14.729 <0.001
F2 0.842 0.053 15.76 <0.001
F3 0.797 0.049 16.129 <0.001
Sopivuusindeksit estimaatti
χ2 106.358, df=63, p < 0.001
CFI 0.962
TLI 0.919
RMSEA 0.054
SRMR 0.024
AIC 15999.713
BIC 16311.458
otoskokoadj. BIC 16026.193
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Rakenneyhtälömalli. Pseudouskottavuusestimointi.
Standardoidut estimaatit (N=236)
Faktorilataukset estimaatti k.virhe est.
k.virhe
p-arvo Korrelaatiot estimaatti k.virhe est.
k.virhe
p-arvo
F1 → WMSD1 0.534 0.067 7.945 <0.001 cor(F1,F2) 0.529 0.085 6.243 <0.001
F1 → WMSD3 0.879 0.066 13.411 <0.001 cor(F1,F3) 0.529 0.064 8.276 <0.001
cor(F2,F3) 0.41 0.074 5.522 <0.001
F2 → WMSV1 0.678 0.049 13.97 <0.001 cor(F1,WAISVOC2) 0.269 0.086 3.147 0.002
F2 → WMSV3 0.808 0.055 14.623 <0.001 cor(F2,WAISVOC2) 0.25 0.079 3.165 0.002
cor(F3,WAISVOC2) 0.363 0.06 6.03 <0.001
F3 → a_corr 0.851 0.029 29.382 <0.001 cor(F1,WAISDSY1) 0.393 0.082 4.77 <0.001
F3 → ldf_corr 0.933 0.015 63.311 <0.001 cor(F2,WAISDSY1) 0.559 0.061 9.187 <0.001
F3 → sdf_corr 0.91 0.015 60.685 <0.001 cor(F3,WAISDSY1) 0.303 0.063 4.786 <0.001
cor(WAISD,WAISV) 0.347 0.058 5.93 <0.001
Regressio-osa estimaatti k.virhe est.
k.virhe
p-arvo Regressio-osa estimaatti k.virhe est.
k.virhe
p-arvo
F1 ← ikä -0.327 0.085 -3.835 <0.001 WAISD ← ikä -0.567 0.06 -9.467 <0.001
F1 ← sairastumisikä 0.136 0.077 1.764 0.078 WAISD ← sairastusmisikä 0.041 0.052 0.785 0.433
F1 ← sukupuoli -0.084 0.068 -1.244 0.214 WAISD ← sukupuoli -0.251 0.051 -4.965 <0.001
F1 ← sairaudenkuva 0.006 0.074 0.079 0.937 WAISD ← sairaudenkuva -0.23 0.061 -3.786 <0.001
F1 ← asuinpaikka 0.194 0.07 2.766 0.006 WAISD ← asuinpaikka 0.179 0.057 3.135 0.002
F1 ← perint.antips. -0.085 0.077 -1.105 0.269 WAISD ← perint.antips. -0.072 0.06 -1.209 0.227
F1 ← atyyp.antips. 0.064 0.075 0.851 0.394 WAISD ← atyyp.antips. 0.018 0.057 0.312 0.755
F1 ← klotsapiini -0.154 0.099 -1.547 0.122 WAISD ← klotsapiini -0.1 0.066 -1.516 0.129
F1 ← masennusl. 0.082 0.075 1.088 0.277 WAISD ← masennusl. 0.066 0.051 1.289 0.197
F1 ← bentsodiat. -0.139 0.069 -2.01 0.044 WAISD ← bentsodiat. -0.02 0.058 -0.348 0.728
F1 ← antikolinergi -0.074 0.059 -1.245 0.213 WAISD ← antikolinergi -0.168 0.047 -3.561 <0.001
F2 ← ikä -0.33 0.083 -3.994 <0.001 WAISV ← ikä -0.291 0.068 -4.306 <0.001
F2 ← sairastusmisikä 0.185 0.088 2.11 0.035 WAISV ← sairastusmisikä 0.092 0.07 1.315 0.189
F2 ← sukupuoli -0.001 0.069 -0.02 0.984 WAISV ← sukupuoli -0.009 0.06 -0.159 0.874
F2 ← sairaudenkuva -0.063 0.074 -0.85 0.395 WAISV ← sairaudenkuva -0.214 0.069 -3.113 0.002
F2 ← asuinpaikka 0.105 0.082 1.278 0.201 WAISV ← asuinpaikka 0.293 0.071 4.149 <0.001
F2 ← perint.antips. 0.046 0.079 0.589 0.556 WAISV ← perint.antips. -0.084 0.071 -1.171 0.242
F2 ← atyyp.antips. -0.009 0.091 -0.101 0.919 WAISV ← atyyp.antips. 0.044 0.06 0.734 0.463
F2 ← klotsapiini -0.149 0.094 -1.597 0.11 WAISV ← klotsapiini -0.184 0.084 -2.188 0.029
F2 ← masennusl. 0.085 0.065 1.301 0.193 WAISV ← masennusl. 0.085 0.06 1.411 0.158
F2 ← bentsodiat. -0.137 0.081 -1.699 0.089 WAISV ← bentsodiat. 0.019 0.059 0.332 0.74
F2 ← antikolinergi -0.029 0.07 -0.416 0.677 WAISV ← antikolinergi -0.093 0.057 -1.623 0.104
F3 ← ikä -0.3 0.07 -4.282 <0.001
F3 ← sairastumisikä 0.152 0.071 2.147 0.032
F3 ← sukupuoli -0.247 0.059 -4.175 <0.001
F3 ← sairaudenkuva -0.153 0.073 -2.105 0.035
F3 ← asuinpaikka 0.187 0.068 2.755 0.006
F3 ← perint.antips. -0.034 0.073 -0.471 0.638
F3 ← atyyp.antips. 0.001 0.068 0.016 0.987
F3 ← klotsapiini -0.215 0.079 -2.709 0.007
F3 ← masennusl. 0.122 0.067 1.833 0.067
F3 ← bentsodiat. 0.008 0.065 0.121 0.904
F3 ← antikolinergi -0.04 0.069 -0.584 0.559
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Tasotermit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 4.183 0.402 10.419 <0.001
WMSD3 4.193 0.618 6.784 <0.001
WMSV1 4.849 0.481 10.078 <0.001
WMSV3 3.89 0.589 6.6 <0.001
a_corr 4.011 0.452 8.874 <0.001
ldf_corr 3.59 0.482 7.442 <0.001
sdf_corr 3.509 0.468 7.497 <0.001
WAISVOC2 3.758 0.551 6.819 <0.001
WAISDSY1 6.113 0.457 13.381 <0.001
Residuaalivarianssit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 0.715 0.072 9.984 <0.001
WMSD3 0.228 0.115 1.982 0.047
WMSV1 0.541 0.066 8.224 <0.001
WMSV3 0.347 0.089 3.881 <0.001
a_corr 0.276 0.049 5.606 <0.001
ldf_corr 0.13 0.027 4.71 <0.001
sdf_corr 0.171 0.027 6.28 <0.001
WAISVOC2 0.799 0.046 17.276 <0.001
WAISDSY1 0.595 0.053 11.223 <0.001
F1 0.825 0.057 14.433 <0.001
F2 0.842 0.056 15.121 <0.001
F3 0.797 0.049 16.394 <0.001
Sopivuusindeksit estimaatti
χ2 103.722, df=63, p < 0.001
CFI 0.963
TLI 0.921
RMSEA 0.052
SRMR 0.024
AIC 15999.713
BIC 16311.458
otoskokoadj. BIC 16026.193
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Monitasoinen rakenneyhtälömalli. Pseudouskottavuusestimointi.
Standardoidut estimaatit (N=236)
Perheiden sisäiset estimaatit
Faktorilataukset estimaatti k.virhe est.
k.virhe
p-arvo Korrelaatiot estimaatti k.virhe est.
k.virhe
p-arvo
FW1 → WMSD1 0.449 0.247 1.82 0.069 cor(FW1,FW2) 0.436 0.256 1.699 0.089
FW1 → WMSD3 0.98 0.254 3.861 <0.001 cor(FW1,FW3) 0.455 0.153 2.975 0.003
cor(FW2,FW3) 0.331 0.16 2.073 0.038
FW2 → WMSV1 0.667 0.079 8.419 <0.001 cor(F1,WAISVOC2) 0.199 0.245 0.813 0.416
FW2 → WMSV3 0.763 0.128 5.961 <0.001 cor(F2,WAISVOC2) 0.169 0.254 0.664 0.507
cor(F3,WAISVOC2) 0.318 0.166 1.915 0.056
FW3 → a_corr 0.851 0.043 20.011 <0.001 cor(F1,WAISDSY1) 0.401 0.176 2.281 0.023
FW3 → ldf_corr 0.937 0.022 42.4 <0.001 cor(F2,WAISDSY1) 0.602 0.125 4.811 <0.001
FW3 → sdf_corr 0.899 0.03 29.589 <0.001 cor(F3,WAISDSY1) 0.293 0.104 2.813 0.005
cor(WAISD,WAISV) 0.243 0.144 1.688 0.091
Regressio-osa estimaatti k.virhe est.
k.virhe
p-arvo Regressio-osa estimaatti k.virhe est.
k.virhe
p-arvo
FW1 ← sukupuoli -0.046 0.128 -0.359 0.72 WAISV ← sukupuoli 0.007 0.088 0.082 0.935
FW1 ← sairaudenkuva 0.001 0.089 0.013 0.99 WAISV ← sairaudenkuva -0.358 0.121 -2.957 0.003
FW1 ← ikä -0.275 0.192 -1.431 0.152 WAISV ← ikä -0.343 0.092 -3.719 <0.001
FW1 ← sairastumisikä 0.147 0.083 1.757 0.079 WAISV ← sairastumisikä 0.178 0.103 1.738 0.082
FW1 ← perint.antips. -0.076 0.1 -0.757 0.449 WAISV ← perint.antips. -0.071 0.094 -0.751 0.452
FW1 ← atyyp.antips. 0.087 0.084 1.027 0.304 WAISV ← atyyp.antips. 0.085 0.089 0.964 0.335
FW1 ← klotsapiini -0.109 0.163 -0.671 0.502 WAISV ← klotsapiini -0.143 0.119 -1.2 0.23
FW1 ← masennusl. 0.091 0.074 1.234 0.217 WAISV ← masennusl. 0.131 0.081 1.626 0.104
FW1 ← bentsodiat. -0.143 0.084 -1.701 0.089 WAISV ← bentsodiat. 0.017 0.088 0.196 0.845
FW1 ← antikolinergi -0.063 0.076 -0.83 0.406 WAISV ← antikolinergi -0.114 0.084 -1.368 0.171
FW2 ← sukupuoli 0.067 0.101 0.661 0.508 WAISD ← sukupuoli -0.257 0.057 -4.488 <0.001
FW2 ← sairaudenkuva -0.086 0.097 -0.886 0.376 WAISD ← sairaudenkuva -0.301 0.076 -3.953 <0.001
FW2 ← ikä -0.27 0.1 -2.686 0.007 WAISD ← ikä -0.6 0.068 -8.862 <0.001
FW2 ← sairastumisikä 0.231 0.115 2.019 0.044 WAISD ← sairastumisikä 0.038 0.061 0.618 0.536
FW2 ← perint.antips. 0.111 0.1 1.113 0.266 WAISD ← perint.antips. -0.031 0.07 -0.445 0.656
FW2 ← atyyp.antips. 0.018 0.106 0.17 0.865 WAISD ← atyyp.antips. 0.012 0.063 0.188 0.851
FW2 ← klotsapiini -0.074 0.113 -0.66 0.51 WAISD ← klotsapiini -0.052 0.078 -0.667 0.505
FW2 ← masennusl. 0.117 0.071 1.657 0.098 WAISD ← masennusl. 0.083 0.055 1.497 0.134
FW2 ← bentsodiat. -0.128 0.095 -1.342 0.18 WAISD ← bentsodiat. -0.005 0.067 -0.068 0.946
FW2 ← antikolinergi -0.033 0.082 -0.401 0.688 WAISD ← antikolinergi -0.17 0.056 -3.066 0.002
FW3 ← sukupuoli -0.194 0.091 -2.117 0.034
FW3 ← sairaudenkuva -0.127 0.135 -0.941 0.347
FW3 ← ikä -0.143 0.102 -1.399 0.162
FW3 ← sairastumisikä 0.23 0.09 2.552 0.011
FW3 ← perint.antips. 0.062 0.093 0.666 0.505
FW3 ← atyyp.antips. 0.094 0.076 1.24 0.215
FW3 ← klotsapiini -0.069 0.089 -0.776 0.438
FW3 ← masennusl. 0.167 0.069 2.403 0.016
FW3 ← bentsodiat. 0.006 0.07 0.087 0.931
FW3 ← antikolinergi -0.027 0.083 -0.321 0.748
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Residuaalivarianssit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 0.798 0.222 3.603 <0.001
WMSD3 0.04 0.497 0.081 0.936
WMSV1 0.556 0.106 5.262 <0.001
WMSV3 0.418 0.195 2.145 0.032
a_corr 0.276 0.072 3.818 <0.001
ldf_corr 0.122 0.041 2.956 0.003
sdf_corr 0.193 0.055 3.529 <0.001
WAISVOC2 0.675 0.112 6.02 <0.001
WAISDSY1 0.504 0.085 5.957 <0.001
FW1 0.87 0.108 8.045 <0.001
FW2 0.835 0.082 10.146 <0.001
FW3 0.831 0.071 11.739 <0.001
Perheiden väliset estimaatit
Faktorilataukset estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
FB → WMSD1 0.986 0.551 1.789 0.074
FB → WMSD3 0.645 0.441 1.464 0.143
FB → WMSV1 0.944 0.57 1.658 0.097
FB → WMSV3 0.942 0.578 1.631 0.103
FB → a_corr 0.902 0.111 8.161 <0.001
FB → ldf_corr 0.985 0.355 2.778 0.005
FB → sdf_corr 1.00 0.00 10207.122 <0.001
Regressio-osa estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
FB ← asuinpaikka 0.351 0.545 0.644 0.52
WAISVOC2 ← asuinpaikka 0.376 0.1 3.749 <0.001
WAISDSY1 ← asuinpaikka 0.363 0.185 1.966 0.049
Korrelaatiot
cor(FB,WAISVOC2) 0.608 0.369 1.648 0.099
cor(FB,WAISDSY1) 0.426 0.344 1.239 0.215
cor(WAISDSY1,WAISVOC2) 0.554 0.166 3.338 0.001
Tasotermit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 9.812 7.955 1.233 0.217
WMSD3 9.055 5.591 1.62 0.105
WMSV1 19.272 26.479 0.728 0.467
WMSV3 8.503 9.673 0.879 0.379
a_corr 5.805 1.774 3.272 0.001
ldf_corr 7.891 6.921 1.14 0.254
sdf_corr 7.285 5.569 1.308 0.191
WAISVOC2 4.431 0.897 4.938 <0.001
WAISDSY1 11.853 3.661 3.238 0.001
Residuaalivarianssit estimaatti keskivirhe estimaatti
keskivirhe
p-arvo
WMSD1 0.028 1.087 0.025 0.98
WMSD3 0.584 0.568 1.028 0.304
WMSV1 0.109 1.076 0.101 0.92
WMSV3 0.113 1.088 0.103 0.918
a_corr 0.186 0.199 0.935 0.35
ldf_corr 0.03 0.698 0.043 0.965
sdf_corr 0.00 0.00 0.607 0.544
WAISVOC2 0.859 0.075 11.405 <0.001
WAISDSY1 0.868 0.134 6.478 <0.001
FB 0.877 0.383 2.29 0.022
Sopivuusindeksit estimaatti
χ2 189.682, df=92, p<0.001
CFI 0.92
TLI 0.851
RMSEA 0.068
SRMR sisäinen = 0.057, välinen = 0.126
AIC 10467.835
BIC 10832.731
Otoskokoadj. BIC 10496.771
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