The notion of potential output purity of a completely positive map is introduced as a generalization of the regularized output purity. An upper bound is derived for this quantity, and for several classes of maps (including CQ, QC and Hadamard channels) it is shown that potential purity does not exceed the standard output purity. As an application the potential purity is used to bound the logarithmic Sobolev constant of a product of depolarizing channel semigroups.
Introduction
Quantum entanglement is a valuable resource for processing information, and in many cases entanglement is crucial for producing a gap between the optimal performance which can be achieved using classical resources and the optimum using quantum resources. One prominent example where this gap arises is the transmission of classical and quantum information through a channel, where entangled inputs, entangled measurements, prior entanglement between sender and receiver and so on have been shown to enhance the capacity. In this paper we will use the output purity N q→p of a channel N to investigate the effects of entangled input states. Here q, p ≥ 1 are used to define Schatten norms on the input and output spaces respectively, and N q→p is the norm of N viewed as a map between these Banach spaces. When q = 1 the output purity is closely related to the minimal output Renyi entropy of the channel. It is known that the minimal output Renyi entropy may be non-additive for product channels when entangled input states are used. In this paper we will make use of output purity to explore this non-additivity for product channels.
We will work with a quantity which measures the contribution of entanglement to the output purity of a product channel, or more generally a product of completely positive maps. This quantity, which we call potential output purity, is inspired by the notion of potential capacity described below. The basic idea is to capture the amount by which the output purity of a product map can differ from the product of output purities of the component maps. Alternatively the potential output purity measures the effectiveness of the map to catalyze output purity when it is used in a product.
The notion of potential capacity appeared in the paper of Smith, Smolin and Winter [17] , who introduced the value added quantum capacity of a channel as a way to measure the maximal violation of additivity which can be 'catalyzed' by the channel. This notion was later extended by Winter and Yang [20] to apply to any capacity-like quantity C: the potential capacity C (pot) of a channel N is
where the supremum on the right side runs over all channels M. If the quantity C(N ⊗ M) is additive when restricted to product states, and non-additive for some entangled states, then C(N ⊗ M) − C(M) measures the amount of 'non-classical' capacity which is available in the product channel N ⊗ M. In this sense the potential capacity provides a way to measure the gap between the optimal capacity which can be attained using classical states and entangled states.
Motivated by this notion, in Section 2 we define the potential output purity Φ (pot) q→p of a completely positive map. We present some general properties of potential purity, and describe its relation to the regularized output purity. Then in Section 3 we state our main results: Theorems 1 and 2 provide upper bounds for the potential purity, and Theorems 3 and 4 present some special cases where Φ 
and for a map L :
The adjoint of L is the map L * :
We write I d for the identity matrix in M d , and id d for the identity map on
A quantum channel is a completely positive trace preserving map. For a completely positive map Φ the quantity Φ q→p will be referred to as output purity of the map, and for all q, p ≥ 1 we have [19] , [2] Φ is CP ⇒ Φ q→p = sup
where {|i } is an orthonormal basis of C d .
A completely positive map E :
where
Note that E is CQ if and only if E * is QC. 
where C = d i,j=1 c ij |i j|. In this case we will also write E = H C . Note that in the special case where c ij = 1 for all i, j = 1, . . . , d we have H C = id d , the identity map.
Potential output purity
Smith, Smolin and Winter [17] introduced the notion of value added quantum capacity of a channel N , given by the expression sup E (Q(E ⊗ N ) − Q(E)) where Q is the quantum capacity, and the supremum runs over all quantum channels. This notion was revisited by Winter and Yang [20] who coined the term potential capacity, and explored the notion for a variety of other capacities. We will borrow this terminology to define a corresponding notion for output purity. 
where the inside supremum runs over all completely positive maps Ω n on M n , and the outside supremum runs over all dimensions n ≥ 1.
Remarks: our investigation of the quantity (9) is motiovated by the known violations of multiplicativity of maximal output purity for the case q = 1, p > 1 [8, 1] . That is, it is known that for all p > 1 there are high-dimensional quantum channels for which
where Φ is the complex conjugate channel. For such channels there is a gap between the output purity and the potential output purity, that is
In fact as the dimension increases it becomes almost certain that a randomly selected channel will satisfy (11) (however explicit examples of such channels are known only for p > 2 [6] ). Using continuity it follows that there must also be a gap between purity and potential purity for q = 1+ǫ for ǫ sufficiently small. It seems plausible that this gap persists for all q > 1, and this motivates the results in the next section where we establish uniform bounds on the size of the potential output purity. We note in passing that in general for q > 1 the supremum in the norm Φ q→p = sup A Φ(A) p A −1 q is not achieved on a rank one matrix A, and this eliminates some of the nice methods which have been developed for analyzing the case q = 1.
We note a few properties of the potential purity which follow immediately from its definition. First, it is clear that
Second, the potential purity is sub-multiplicative: for any maps Φ 1 , Φ 2 and Ω we have
and since this holds for all Ω it follows that
We thus get the following sequence of inequalities for any completely positive map Φ:
q→p is the regularized purity. Third, it is known that the output purity is multiplicative for all q ≥ p [5] . That is, for all completely positive maps Φ and Ω, and all q ≥ p ≥ 1, it is known that
and thus
In view of this we will restrict attention to the case q < p in the following results.
Results
Our first result is a bound on the potential purity which applies for all maps and for all q, p ≥ 1. Recall the notation X Φ for the Choi matrix of the map Φ as defined in (6) .
The next result provides a potentially tighter bound for the case where q ≤ 2 ≤ p.
Remarks: the right side of (20) may be achieved with either term. For example, if Φ is a unital trace-preserving channel then Φ p→p ≤ 1 for all p ≥ 1 [16] , while we also have
and so Φ p→p ≤ X Φ 2 in this case. Conversely, for the channel T :
and thus X T 2 = d 1/2 , so in this case T p→p > X T 2 for all p > 2.
Theorems 1 and 2 will be proved in the next section. Our next two results present some special cases where there is no gap between potential purity and purity, that is where equality holds in (12) . In the paper [13] it was shown that equality in (12) holds at q = 2 for a class of entanglement-breaking maps which includes the CQ maps. In Theorem 3 we extend this result to all q, p ≥ 1 for CQ and QC maps. For the range 1 ≤ q ≤ 2 ≤ p, Watrous showed that equality in (12) holds when Φ is the identity map [19] . Our next Theorem extends Watrous' result to include all Hadamard maps (recall that the identity map is one example of a Hadamard map).
Theorem 4
The equality H C (pot) q→p = H C q→p holds for all Hadamard maps H C for the range of parameters 1 ≤ q ≤ 2 ≤ p.
Remarks: Equality in (12) has been shown for unital qubit channels [12] in the range 1 ≤ q ≤ 2 ≤ p. Equality is also known to hold for maps with entrywise non-negative Choi matrices when q = 2 and p is an even integer [14] . Except for Theorem 3 not much is known about conditions for equality outside the range of values 1 ≤ q ≤ 2 ≤ p. Hypercontractivity bounds can provide some related but weaker results [12] : for example, for the qubit depolarizing channel ∆ λ we have ∆
4 Proof of Theorems 1 and 2
Proof of Theorem 1
Let Ω : M n → M n ′ be a completely positive map. Using Hölder duality we have
where p ′ is the conjugate value to p, defined by
We will prove Theorem 1 by deriving a bound for Tr B * (Φ ⊗ Ω)(A) and applying (23).
We first introduce a new notation for the entries of the Choi matrix of Φ (recall the definition of X Φ from (6)):
With this notation we have
In particular this provides an expression for X Φ 2 which we will use later:
Returning now to Tr B * (Φ ⊗ Ω)(A) , let A ∈ M dn and B ∈ M d ′ n ′ . Then we can write
where in the first equation {|i } is an orthonormal basis of C d and {A ij } ∈ M n , and in the second equation {|k } is an orthonormal basis of C d ′ and {B kl } ∈ M n ′ . We have
and hence
Now we apply Hölder's inequality and the definition (5) to get the bound
where again p ′ is the conjugate value defined by (24). Combining (30) and (31), and using the Cauchy-Schwarz inequality we get
We will use the following result of Bhatia and Kittaneh [3] : let M ∈ M dn , written in the block form
There are three separate cases to consider for the bound (32) depending on the values of q, p.
q ≤ 2 ≤ p In this case q ≤ 2, p ′ ≤ 2 so we can apply the first case in (34) to both sums in (32), and this gives the bound
Applying (23) this leads to
2 ≤ q ≤ p Since q ≥ 2, p ′ ≤ 2 we apply the second case in (34) to 
which directly implies the second case in (19) . 
Applying the definition (24) we arrive at the third case in (19) , and this completes the proof of Theorem 1.
Proof of Theorem 2
Again let Ω : M n → M n ′ be a completely positive map, then
Let A ∈ M dn , then we have
Since Ω is completely positive and q ≤ 2 ≤ p we may apply the result of Watrous [19] to deduce that
Furthermore the multiplicativity results from [5] imply that
and hence from (41) and (40) we get
This implies the bound Φ (pot) q→p ≤ Φ p→p , and combining this with the first case from Theorem 1 we deduce the stated bound (20).
Proof of Theorem 3
Let Φ :
for some collection of positive semidefinite matrices
Let Ω : M n → M n ′ be completely positive, then from (5) we have
So consider a matrix A ∈ M + dn : we write
where the positivity of A implies in particular that A * ij = A ji and A jj ≥ 0, for all i, j = 1, . . . , d. Then
We will prove Theorem 3 by deriving a bound for (Φ ⊗ Ω)(A) p . For the proof we will assume that A kk = 0 for all k = 1, . . . , d, and hence that A kk q > 0 (using a continuity argument it is easy to see that it is sufficient to prove the bound under this assumption).
Let |ψ be a unit vector in C d , and define
Since |ψ ψ| is a pure state, we have
We follow a method introduced in [11] , and note that the expression (49) can be factorized in the following way: for any positive {x 1 , . . . , x d },
and
We will select the value of x k to be
Note that R depends only on the map Φ and the input A, and W depends only on the map Ω and the input A. Using the Lieb-Thirring inequality [15] we get
Using the definiton of x k in (51) we have
and so (54) leads to
Define the matrix
so from (56) we get
where j |j j|⊗A jj is the block diagonal projection of A with respect to the computational basis. Therefore we deduce
and hence from (50) that
Since this holds for all Ω we immediately get Φ (pot)
q→p ≤ Φ q→p . The reverse inequality (12) follows immediately from the definition, so we deduce that equality holds.
The above result holds for any CQ map Φ, and for any values q, p ≥ 1. If we consider now a QC map Ψ, we note that the adjoint map Ψ * is CQ and also that
where p ′ , q ′ are the conjugate values for p, q. Thus applying the result for CQ maps we find for any completely positive map Ω,
and this proves the result.
Proof of Theorem 4
Recall that a Hadamard map acts by taking the Hadamard poduct with a positive semidefinite matrix. More specifically, let {|i } (i = 1, . . . , d) be an orthonormal basis in C d , and let C = (c ij ) ∈ M + d be a positive semidefinite matrix so that
Then we define the Hadamard map
Let Ω : M n → M n ′ be a completely positive map, and A ∈ M + dn so that
Our goal is to establish the following inequality: for all q ≤ 2 ≤ p, and all
The inequality (71) implies H C ⊗ Ω q→p ≤ H C q→p Ω q→p , and hence this will give us
We will first establish a separate result, namely that the inequality (71) holds when A is replaced by a matrix B ∈ M dn which has the special form
where |m is one of the basis vectors in C d . Let us define
then our immediate goal is to show that
Note that
Since p ≥ 2 we use convexity to deduce that
Since H C (g) * H C (g) is a multiple of |m m| and p ≥ 2 we have
Therefore from (76) we get
where we have introduced the Schatten anti-norm defined for 0 < t < 1, and M ≥ 0, by
Again, since g * g is a multiple of |m m|, we have g * g q/2 = Tr(g * g) and thus (79) gives
The anti-norm satisfies the following superadditivity property [4] : let M 1 , . . . , M k be positive semidefinite, then for all 0 < t ≤ 1,
Since q < 2 and B * j B j is positive semidefinite for j = 1, . . . , d, we may apply (82) and get
and this implies the bound (74). A similar argument shows that (74) also holds for matrices B that can be written in the form
where again |m is a fixed basis vector.
In order to establish the bound (71) for A ∈ M + dn we will use an inductive argument. The induction will be carried out in the size of the matrix A. Specifically, for 1 ≤ a ≤ d we define the set of matrices
Our proof of (74) for the special class (72) with m = 1 shows that the bound (71) holds for all matrices in S 1 . For the induction step we will assume that (71) holds for all matrices in S a for some 1 ≤ a ≤ d− 1, and then we will prove that it also holds for all matrices in S a+1 .
Since E ∈ S a and X = (H C ⊗ Ω)(E) we can apply the inductive hypothesis to deduce
Furthermore both F and G are in the special class of matrices (72) (with |m = |a + 1 ) and so we also have
Furthermore the right side of (93) is monotone increasing in its diagonal entries, and thus
Note that the right side of (96) is monotone increasing in z within the interval 0 ≤ z ≤ E q G q . Furthermore applying (95) we deduce that
where the second inequality follows from non-negativity of the 2 × 2 matrix
which is itself a consequence of non-negativity of A. It follows that the right side of (96) increases when z is replaced by F q , and thus we find
Since p > q the right side (100) can only increase when the p-norm is replaced by the q-norm, thus
where the second inequality follows from (88) (reverse inequality since q < 2). This completes the proof of the induction step, and thus the argument is done.
Discussion
We have introduced the notion of potential output purity Φ (pot)
q→p for a completely positive map Φ, and explored some of its basic properties. Theorems 1 and 2 provide upper bounds for the potential purity, and Theorems 3 and 4 presents several classes of maps where this quantity is shown to be equal to the (standard) output purity. It is known that there are channels which exhibit a gap between output purity and potential output purity at q = 1; this follows from the existence theorems for violation of additivity of minimal output Renyi entropy [8] , [7] , [1] . A continuity argument then implies that there are maps Φ for which Φ (pot) q→p > Φ q→p at least for q close to 1. The arguments for violation of additivity of minimal output Renyi entropy rely heavily on the fact that the minimum is achieved with a pure input state. Since this is generally not the case for q > 1, it is not obvious how those arguments can be extended beyond q = 1.
The potential output purity provides an upper bound for the regularized purity, as shown in (15) , and this may have applications in a variety of settings. As one example, the mixing time for a quantum channel semigroup can be estimated using the logarithmic Sobolev constant, and for product semigroups this can be estimated using the potential purity. To illustrate this application consider the depolarizing channel ∆ λ on M d :
When λ = e −t we can write ∆ λ = e tL as a one-parameter semigroup, for which the value of the log-Sobolev constant α 2 is known [18] :
However the log-Sobolev constant α 2 (L (n) ) is not known for the product semigroup ∆ ⊗n λ = e tL (n) , so it is desirable to find a good lower bound for α 2 (L (n) ). As shown in [18] and [9] , this can be done by combining a uniform upper bound for ∆ ⊗n λ 2→4 with interpolation arguments. Here we note that the Choi matrix of ∆ λ is entrywise positive for λ > 0, and hence we can apply the results from [14] to deduce that
Using (15) this implies that ∆ ⊗n λ 2→4 = ∆ λ n 2→4 for all n ≥ 1. Combining known results for the single channel ∆ λ and the methods from [18] and [9] leads to the bound
which is somewhat tighter than the estimates presented in [18] and [9] .
There are a number of interesting avenues to pursue. One concerns the question whether E (pot) q→p = E q→p for all entanglement breaking channels E, and for all q, p ≥ 1. In Theorem 3 we proved this for the case where E is either CQ or QC, but it would be striking if the result were not true for a general EB map. Another interesting question is whether the maximum value Φ (pot) q→p in (9) is achieved for finite n, where n is the dimension of the ancilla space on which Ω n operates. Such a result is known for Φ ⊗ id n 1→p [19] , but again the proof relies on a pure input state and may not readily extend to q > 1.
