Sistemas de navegación en plataformas móviles mediante odometría visual by Torrealba Vázquez, César Alejandro
Universidad de Alcalá
Escuela Politécnica Superior
Grado en Ingeniería en Sistemas de Telecomunicación
Trabajo Fin de Grado
Sistemas de Navegación en Plataformas Móviles Mediante
Odometría Visual
Autor: César Alejandro Torrealba Vázquez





Grado en Ingeniería en Sistemas de
Telecomunicación
Trabajo Fin de Grado
Sistemas de Navegación en
Plataformas Móviles Mediante
Odometría Visual
Autor: César Alejandro Torrealba Vázquez
Tutor: D. Pedro Gil Jiménez
TRIBUNAL:
Presidente: D. Sergio Lafuente Arroyo
Vocal 1o: D. Francisco Javier Escribano Aparicio
Vocal 2o: D. Pedro Gil Jiménez
FECHA: 10 de julio de 2019
ii
Sistemas de Navegación en Plataformas Móviles
Mediante Odometría Visual
César Alejandro Torrealba Vázquez
10 de julio de 2019
ii
Resumen
En este documento se presenta un modo de detectar y rastrear características en
secuencias de imágenes (vídeos), grabadas por una cámara monocular móvil (localizada
en una plataforma móvil). El objetivo último de estas detecciones es el de estimar la
trayectoria recorrida por la cámara. También se presentan los cálculos matemáticos
detrás de esta estimación.
Se desarrolló un programa principal como parte del proyecto, capaz de rastrear puntos
a lo largo de las secuencias, registrando sus trayectorias. Este programa realizado no
estima la trayectoria de la cámara.
También se mencionan varios métodos, usados por distintos autores, de interés para
la odometría.





This document introduces a way to detect and track features in image sequences
(videos), recorded by a mobile monocular camera (placed on a mobile platform). The
nal scope of those detections is to estimate the trajectory of the camera. The
mathematical calculations behind cameras' trajectory estimation are also presented.
One main program was created as part of this project, able to track some points
throughout the sequences, registering their trajectories. This developed program does
not estimate the camera's trajectory.
Several methods, used by dierent authors, of special interest for the odometry are
also mentioned.




Se realizó un trabajo de investigación para encontrar la mejor manera de ayudar a una
plataforma móvil a ubicarse en su entorno, mediante el uso de odometría visual. La
odometría visual es la técnica en la que un sistema móvil estima su posición respecto a
un entorno mediante secuencias de imágenes. Por esto, colocando una cámara en
cualquier plataforma móvil (como podría ser un robot o un automóvil), es posible
utilizar las técnicas de odometría visual para ayudar a que la plataforma se oriente.
Como parte del trabajo se buscó información sobre como determinar la trayectoria de
una cámara a partir de sus vídeos, observándose que esto se realiza estimando la rotación
y traslación que tuvo la cámara de un fotograma a otro. Esta estimación a su vez se
realiza jándose en las características (como un objeto, o una esquina) detectadas en
un fotograma, y viendo el desplazamiento que realizó esta característica para llegar a
un fotograma posterior. Esta estimación es posible por medio de los métodos y fórmulas
presentadas en la Sección 1.2.
Estas mismas fórmulas reejan que hay muchos tipos de algoritmos de los que
dependen, y por tanto no hay una solución única al problema de la ubicación de la
cámara. En general, todos los algoritmos de odometría visual que calculan la estimación
de la trayectoria usan las características detectadas en las secuencias de imágenes
registradas por la cámara. Para hacer la detección de características y después su
búsqueda de correspondencias también existen una gran cantidad de algoritmos, lo que
diculta encontrar la solución ideal para la estimación de la trayectoria. Esta fue una
motivación más para buscar distintos proyectos que realizasen estimaciones de
trayectorias y para informarse sobre los métodos que usaron.
Se destaca principalmente la documentación adquirida de la página web del proyecto
KITTI Vision Benchmark Suite. Los integrantes de este proyecto dotaron a un
automóvil de unas cámaras con las cuales registraron distintas secuencias de vídeo, que
después publicaron en su web. Posteriormente, distintas personas desarrollaron varios
métodos que a partir de las grabaciones de estas secuencias, predicen el movimiento que
siguió el vehículo que las grabó. La mayoría de estas personas publicaron artículos en los
que comentan los métodos para realizar las predicciones, y la página web del proyecto
referencia a estos artículos.
Tras hacer una amplia lectura de los artículos presentes en la página web del proyecto
(y de varios de los artículos referenciados en estos) y con el objetivo de destacar los
métodos más ecientes, se decidió dedicar un capítulo de este documento (el Capítulo 2)
para comentar gran parte de los métodos, haciendo énfasis en sus detalles más interesantes
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y útiles para la odometría visual.
Entre la numerosa información recopilada se destaca la gran capacidad que tiene la
odometría visual de ser combinada con otros tipos de odometría, creando predicciones de
trayectos recorridos que poseen una gran delidad con el trayecto original. Esto se puede
observar en la Figura 1, donde el segundo mejor método (en cuanto a menor porcentaje
medio de errores) referenciado en el proyecto KITTI hace una estimación dedigna del
camino recorrido por la cámara. La alta precisión de esta predicción, unida a que puede
ser realizada en tiempo real, es una gran muestra del potencial de la odometría visual, y
una motivación más para continuar desarrollándola.
Figura 1: Mapa con la trayectoria recorrida aproximada (de color azul) frente a la
realmente recorrida (de color rojo) en la secuencia 13 del proyecto KITTI. La
aproximación se realizó con el método V-LOAM. El cuadrado negro marca el inicio del
recorrido. Extraido de [1].
Habiendo realizado estas variadas búsquedas de información, se quiso plasmar parte de
lo aprendido desarrollando un programa capaz de detectar y rastrear características en
secuencias de imágenes, tema al que se le dedica el Capítulo 3 de este documento. El
programa creado fue desarrollado con la idea de que luego serviría como base para otro
programa, uno capaz de rastrear la trayectoria de una cámara móvil.
Antes de desarrollar el programa se probó a experimentar con varias de las funciones de
OpenCV, una librería de funciones de visión por computador. Algunas de estas
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funciones eran derivadas de los algoritmos leídos en las publicaciones de la página del
proyecto KITTI. Al hacer las pruebas se pudo vericar la eciencia y limitaciones de
varios métodos y algoritmos, y el porqué algunos no son tan o nada utilizados. Algunas
de las funciones probadas y no utilizadas en el programa nal incluyen una versión del
detector de ujo óptico de Lucas-Kanade, del detector de bordes de Canny y del ltro
de Kalman.
Como base para el desarrollo del proyecto, se dispuso de un programa que detectaba las
características de un fotograma y las rastreaba, buscándoles características
correspondientes (el mismo elemento) en los siguientes fotogramas. Este programa
registraba todas las posiciones en las que se detectaron las correspondencias, formando
con estas posiciones una trayectoria. Este programa por tanto, rastreaba las trayectorias
de varios puntos de la secuencia de imágenes.
Sin embargo, este programa original no presentaba mucha robustez a la hora de hacer
la asignación de correspondencias, haciéndola principalmente con una suma de diferencias
absolutas, o SAD (Sum of Absolute Dierences), de los descriptores de intensidad de color
de cada punto (básicamente mide cuan semejantes son los escenarios que rodean a dos
posibles correspondencias, si son muy similares se asigna una correspondencia).
El programa también carecía de un modo para evaluar la calidad de cada trayectoria
rastreada, cosa que podría servir para indicar el momento justo en el cual hacer el
cálculo del movimiento de la cámara, o para solo hacer este cálculo con ciertas
trayectorias detectadas, aquellas que tuviesen calidad suciente. Por estos problemas, se
decidió crear un programa que pudiese solventarlos.
Se desarrolló un programa, optimización del programa original, que también detecta y
rastrea las características presentes en las secuencias registradas por la cámara. Sin
embargo, este programa realiza la detección de características y posterior búsqueda de
correspondencias usando el descriptor ORB, y no el detector de características de Harris
ni la SAD que el programa original usaba. El uso del descriptor ORB dotó al programa
de una mejor calidad de trayectorias rastreadas, ocasionando muchas menos trayectorias
erróneas, aunque generalmente el número de estas decayese respecto a las que decía
detectar el primer programa.
Este programa también dota a cada trayectoria rastreada de un valor de calidad,
calculado en base a los valores de detección y correspondencia dados por el descriptor
ORB.
El programa también está dotado de una función ltro, que suaviza las trayectorias
ya detectadas. El ltrado se realiza a partir de dos estimaciones, de la posible posición
de la correspondencia en base a su velocidad, y de su posible posición detectada por el
descriptor ORB. Este ltro también es capaz de hacer varios tipos de ltrados (dando
distintos pesos a una estimación u otra) en función de la longevidad de la trayectoria.
Una muestra de las trayectorias detectadas por el programa creado en una secuencia
de imágenes se puede observar en la Figura 2. Todos los detalles referentes al programa
creado se pueden consultar en la Sección 3.3.
La elaboración de este programa fue extremadamente útil para entender gran parte de
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Figura 2: Trayectorias detectadas en una secuencia de imágenes mediante el programa
realizado, en orden de aparición (de izquierda a derecha y de arriba abajo). Nótese como
las trayectorias (que mantienen constante su color) intentan siempre apuntar al mismo
punto en todas las imágenes.
lo leído en la documentación y para planicar parte de lo que hace falta realizar para el
programa que lo usará en un futuro, aquel capaz de predecir la trayectoria de una cámara
situada en una plataforma móvil.
Glosario
detección de características  Técnica que busca captar elementos en una imagen
con el n de poder identicarlos en otra, prediciendo así el movimiento de una imagen
con respecto a otra. Es llamada también feature detection.
egomoción  Movimiento de una cámara con respecto a una referencia inmóvil.
IMU (Inertial Measurement Unit [unidad de medición inercial])  Dispositivo capaz de
medir la velocidad, rotación o las fuerzas especícas, como la gravedad, de un aparato.
lídar  Método para medir la distancia a un objetivo, iluminándolo con el haz de un
láser pulsado.
nube de puntos  Conjunto de puntos designados por coordenadas 3D.
SLAM (Simultaneous Localization and Mapping [localización y mapeo simultáneos]) 
Técnica en la que un agente construye un mapa de un entorno desconocido a la vez que
mantiene conocida su propia localización.
odometría  Técnica para la estimación de la posición y orientación de un sistema
móvil respecto a su entorno.
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La odometría puede ser denida como la técnica que estima la posición y la orientación
de un sistema móvil respecto a su entorno. Por lo tanto, la odometría visual es la técnica
que estima esta posición y orientación de un sistema móvil mediante el análisis de
secuencias de imágenes, vídeos, registradas por cámaras. Una denición más exacta de
la odometría visual podía ser la sugerida en [2], que es la estimación de la posición de la
cámara mediante la entrada visual, también llamada egomoción.
La odometría visual también puede usar información de otras fuentes como GPS,
sensores de inercia, codicadores rotatorios, entre muchos otros, mejorando la calidad de
sus predicciones.
Esta técnica también tiene numerosas aplicaciones, dentro de las cuales se destaca la
ayuda que puede brindar a plataformas móviles para que conozcan su posición, lo que a
su vez les puede servir para que se movilicen adecuadamente, algo muy útil para el
desarrollo de la robótica. Por esto, la odometría visual es también útil para ayudar a
ubicar a drones cuando estos se encuentran en entornos carentes de señal GPS; Para
ayudar a los robots en su movilidad; Para ayudar a personas con discapacidades
visuales, como sugerido en [3]; Para diseñar sistemas de asistencia para automóviles,
como puede ser detectar un peligro en la carretera, detectar la presencia de un puesto de
estacionamiento disponible o ayudar a que el vehículo se centre en el carril adecuado;
Entre muchos otros diversos ejemplos.
El objetivo de este trabajo fue el de documentarse lo más posible sobre las distintas
técnicas de odometría visual, y el de plasmar parte de lo aprendido, creando un
programa capaz de rastrear las trayectorias recorridas por los elementos presentes en
una secuencia de imágenes. Este programa servirá de base para otro que será capaz de
estimar la posición de una cámara monocular móvil a partir de la grabación de esta,
siguiendo su trayectoria.
Para documentarse, se buscaron distintos documentos en internet relacionados con la
odometría visual, además de temas relacionados con ella, como ciertos algoritmos y
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detectores de características.
La mayor parte de la documentación encontrada fue extraída del sitio web del
proyecto KITTI Vision Benchmark Suite [1], [4], pues este sitio recoge referencias a
distintos métodos de odometría visual. El Capítulo 2 de este documento está
especialmente dedicado a comentar detalles destacables de los métodos referenciados en
la página web del proyecto, intentando también reejar el potencial de la odometría
visual.
Para la creación del programa de rastreo de trayectorias en secuencias de imágenes, y
para la creación de distintos programas de pruebas, se utilizó la librería de funciones de
visión por computador OpenCV [5], y con ella se desarrollaron varios cheros en
lenguaje Python [6], utilizando también la librería de funciones para la manipulación de
matrices NumPy [7]. El Capítulo 3 está dedicado a detallar el funcionamiento del
programa creado, mencionando también algunos de los métodos que se valoraron para
mejorar su ecacia. El Capítulo 4 muestra los resultados obtenidos y en el Capítulo 5 se
detallan las conclusiones y futuras líneas de trabajo.
A continuación se describen parte de los conceptos básicos del procesado de imagen, y
como con este se puede estimar la egomoción.
1.2. Base teórica
Para el procesado de imagen, una imagen 2D es una matriz cuadrada donde el mínimo
elemento de esta es un punto, un píxel designado por dos coordenadas, x y y. Cada píxel,
interno a la matriz que representa la imagen, reeja un color, que puede ser denido de
distintas maneras. Por ejemplo, en la codicación RGB, un píxel es un vector de tres
elementos, donde el primero designa el color rojo, el segundo el verde y el tercero el azul.
El valor de cada elemento del vector designa la intensidad de cada color, y combinando
los tres colores en distintas intensidades se pueden representar todos los colores posibles.
Otra codicación de colores muy útil para el procesado de imagen es la de escala de
grises, donde cada píxel tiene un único valor que reeja la intensidad, en niveles de gris,
que este tiene. Esta codicación es especialmente útil para aliviar el computo
matemático con imágenes, entre otras ventajas.
Debido a que las imágenes son matrices, la mayoría de los cálculos relacionados con ellas
son cálculos matriciales. En los siguientes apartados se describen algunos conceptos
fundamentales para entender como se puede reconstruir el camino recorrido por una
cámara a partir de las imágenes grabadas por esta. Parte de la información descrita se
puede encontrar en [8]. La notación en este documento representa a los vectores en
negrita.
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1.2.1. Matriz de rotación
Una rotación puede denirse como un desplazamiento circular en cualquier eje.
Matemáticamente, la rotación de un punto se puede expresar como la multiplicación de
una matriz de rotación R por ese punto. En 3D R es un producto de tres matrices de
rotación: Rz, Ry y Rx, en ese orden, donde cada una de estas tres designan a una
rotación alrededor de un eje x, y o z, con un ángulo θ, β o α respectivamente. En la
Ecuación 1.1 se puede ver la denición de la matriz de rotación pura y en la
Ecuación 1.2 las de las tres matrices que la componen. En la Figura 1.1 se pueden
observar los tres ángulos de la rotación en 3D que son representados por las matrices de
rotación.
R = Rz ·Ry ·Rx (1.1)
Rz =




cos(β) 0 − sin(β)0 1 0
sin(β) 0 cos(β)
Rx =
1 0 00 cos(α) − sin(α)
0 sin(α) cos(α)
 (1.2)
Figura 1.1: Ángulos de giro en 3D. Cada uno de los ejes coordenados está representado
por una echa azul y el giro alrededor de dicho eje por su echa roja más cercana.
Imagen extraída de [9].
1.2.2. Vector de traslación
Una traslación puede denirse como un desplazamiento lineal en cualquier eje coordenado
(como en cualquiera de las echas azules de la Figura 1.1). Matemáticamente, la traslación
de un punto se puede expresar como la multiplicación de un vector de traslación t por
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dicho punto. En 3D t designa un desplazamiento tx en el eje x, ty en el eje y y tz en el eje





1.2.3. Matriz de parámetros intrínsecos de la cámara
Para un sistema capaz de hacer rastrear la trayectoria de una cámara móvil, es necesario
modelar matemáticamente la cámara usada. Un modelado de cámara generalizable a otras
cámaras es el de la cámara pinhole o cámara estenopeica, que se representaría con la matriz
K que puede verse en la Ecuación 1.4. En esta matriz, f representaría la distancia focal
de la cámara, s el parámetro skew (que deniría un cierto aplastamiento en la imagen),
mientras que px y py representan el llamado punto principal, que suele coincidir con el
centro de la imagen en píxeles.
K =
f s px0 f py
0 0 1
 (1.4)
Para obtener los parámetros que denen aK es necesario calibrar la cámara, aplicando
uno de los distintos métodos de calibración disponibles.
1.2.4. Matriz de proyección de la cámara
Una cámara sirve para convertir un punto 3D P real a un punto 2D p, mediante una
matriz de proyección de la cámara T . Esta matriz tiene en cuenta la matriz de parámetros
intrínsecos de la cámara, K, además de los parámetros extrínsecos, los relativos a su
posición a la hora de tomar la foto, representados por las matrices R y [I|t] (siendo I la
matriz identidad). En la Ecuación 1.5 se aprecia el contenido de la matriz T y la relación
entre el punto P y el punto p.
p = T · P = K ·R · [I|t] · P (1.5)
Para intentar predecir el movimiento de la cámara es necesario conocer los parámetros
extrínsecos de la cámara, aquellos que describen su posición en el momento de tomar la
foto, R y t. El intentar dar solución al problema de la obtención de estos parámetros,
problema PnP (Perspective-n-Point), es llamado estimación de pose.
1.2.5. Estimación de pose
Al sacar una foto, solamente son conocidos los parámetros K (se asume que se seguirá
utilizando siempre una misma cámara en las mismas condiciones, sin variar la distancia
focal) y p (puntos en la foto), teniéndose de incógnitas a P (puntos 3D reales equivalentes
a los de la foto p) y a los parámetros extrínsecos R y t, y. Los parámetros extrínsecos
1.2. BASE TEÓRICA 11
pueden ser medidos con métodos mecánicos (como con una cinta métrica y un medidor
de ángulos), pero se pueden intentar averiguar a partir fotos tomadas por la cámara.
Para estimar estos parámetros extrínsecos existen distintos algoritmos, que se
aprovechan de tener al menos dos fotografías en las que estén presentes los mismos
puntos 3D P (por ejemplo, que en las dos fotos se vea la misma esquina), desde
distintas posición y ángulo, dando lugar a distintos puntos equivalentes p (cada P daría
lugar a dos p, uno en cada fotografía). La Figura 1.2 reeja esta idea, un mismo punto
3D rojo es proyectado en dos imágenes de manera distinta. Estos puntos, p, proyectados
a partir de un mismo punto 3D son llamados correspondientes.
Figura 1.2: Puntos 3D (coloreados de rojo) proyectados en dos imágenes distintas. Los
puntos unidos por las líneas amarillas son los mismos, pero desde distinta perspectiva.
Las líneas negras muestran como un mismo punto es proyectado de distinta manera en
cada imagen, siendo estas proyecciones puntos correspondientes. Imagen extraída de [8].
Al tener varias correspondencias (por ejemplo unas cuatro al usar el algoritmo POSIT
[10]), se es capaz de estimar una matriz de pose Rt, descrita en la Ecuación 1.6, de la cual
se podrán extraer la matriz R y el vector t .
Rt = R · [I| − t] = [R| −R · t] (1.6)
Para realizar esta estimación de pose se destaca el algoritmo POSIT, del cual se puede
encontrar un código con su funcionamiento en [11], y otros algoritmos que presentan
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mejoras frente a este, como el algoritmo EPnP [12] y el DLT (Direct Linear Transform),
entre otros.
1.2.6. Epipolos y foco de expansión
Considerando un escenario visualizado por dos cámaras desde dos puntos de vista distintos
(o la misma cámara en dos posiciones distintas), un epipolo es la proyección del centro
de proyección de una primera cámara (por ejemplo, si el foco fuese nulo el centro de
proyección coincidiría con la posición de la cámara) sobre el plano imagen de la segunda
(es como si se proyectase la primera cámara sobre la imagen registrada por la segunda).
La Figura 1.3 muestra los epipolos sobre los planos imagen de dos cámaras.
Figura 1.3: Epipolos y líneas epipolares. Los epipolos están designados por la letra e, las
líneas epipolares por l. Un punto 3D es llamado P , las proyecciones de este punto sobre
los planos imagen de las cámaras están designadas por p y las cámaras por C.
Cuando se usa una única cámara que tomó dos fotos a un escenario desde posiciones
distintas, el epipolo visto desde la segunda foto mostrará la dirección a la que se desplazó
la cámara. Este epipolo es llamado foco de expansión [13], y por su misma denición puede
ser utilizado para predecir el movimiento de la cámara. Una representación del foco de
expansión en una imagen se puede apreciar en la Figura 1.4.
1.2.7. Matriz fundamental
Para hallar el epipolo se necesita encontrar la intersección entre líneas epipolares, líneas
que pasan por el epipolo y por un punto 2D p equivalente de uno 3D P . Estas líneas l′,
presentes en la Figura 1.3, cumplen la Ecuación 1.7, donde F es la matriz fundamental,
que su a vez cumple la Ecuación 1.8, donde p es el punto equivalente 2D de uno 3D P en
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Figura 1.4: Foco de expansión en una carretera, las líneas epipolares convergen en el
punto hacía el cual se movió la cámara. Imagen extraída de [13].
la primera cámara (o primera posición), mientras que p′ᵀ es la transpuesta del equivalente
2D del mismo punto 3D P pero en la segunda cámara (o segunda posición).
l′ = F · p (1.7)
p′
ᵀ · F · p = 0 (1.8)
Un algoritmo como DLT permite que al conseguir varias equivalencias de puntos 2D
entre dos imágenes se pueda hallar la matriz F , por tanto las líneas epipolares, y con ella
el foco de expansión, permitiendo también, si se dispone de la matriz K, hallar la llamada
matriz esencial E, y con esta estimar los parámetros extrínsecos de la cámara.
1.2.8. Matriz esencial
La matriz esencial E se puede hallar a partir de la matriz F y la matriz K según lo
descrito en la Ecuación 1.9.
E = Kᵀ · F ·K (1.9)
A partir de esta matriz esencial y por medio de la descomposición en valores
singulares de la matriz, se pueden obtener estimaciones de la matriz de rotación y del
vector de rotación deseados, pues la matriz esencial cumple la Ecuación 1.10, donde R es
la matriz ortogonal de rotación, t el vector de traslación y [ ]x se corresponde con la
matriz antisimétrica.
E = [t]x ·R (1.10)
La descomposición da lugar a cuatro posibles soluciones, pues estima dos posibles
matrices de rotación, R1 y R2, y dos vectores de rotación, t y −t. Una de las combinaciones
de la matriz y el vector corresponden al escenario correcto, otra a este mismo escenario
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invertido 180◦ sobre la línea base de la cámara, y las dos restantes a las reexiones de estas
dos anteriores. Se puede deducir cual es la combinación de matriz de rotación y vector
de traslación correcta sabiendo que un punto del escenario captado por la cámara debe
estar en frente de esta (y por tanto no en una posición reejada o bajo su línea base). Por
ello, conociendo un único punto captado por la cámara se pueden obtener nalmente la
correcta matriz R y el vector −t, como se describe en [14].
1.2.9. Estimación del desplazamiento
Habiendo obtenido correctamente los parámetros extrínsecos R y t ya es posible estimar
el desplazamiento entre una foto y una posterior. Suponiendo que los parámetros fueron
obtenidos por medio de una primera foto sacada en el instante k− 1 y una posterior en el
instante k, los parámetros obtenidos se pueden renombrar como Rk y tk, respectivamente,
dando lugar a una matriz de pose Rtk.
Esta matriz de pose solamente contiene información sobre el desplazamiento realizado
entre los fotogramas en los que fue calculada (asociados al instante k). Para encontrar
la posición exacta de la cámara se debe considerar la pose en los instantes anteriores (si
los hubo). Por motivos matemáticos (para que pueda ser correctamente multiplicada),
a la matriz de pose se le debe añadir una cuarta la, que contenga al vector [0, 0, 0, 1],
volviéndola una matriz cuadrada equivalente. Tras añadir esta la podrá ser multiplicada
como indica la Ecuación 1.11, donde Mk−1 es la posición de la cámara en el instante
anterior. Este cálculo permitirá hallar la posición actual de la cámara, Mk, y servirá a su
vez para hallar la posición de la cámara en un instante posterior k + 1, si se hallase una
matriz de pose para ese instante.
Mk = Rtk ·Mk−1 (1.11)
El único problema adicional a resolver es el de realizar una estimación de la distancia
recorrida. Sin conocer esta distancia no es posible escalar la posición de la cámara a una
posición del mundo real. Para hallar la distancia existen diversos métodos: Con el uso
de ayudas externas se podría conocer la distancia directamente, pero si no es posible
se podría estimar a partir de la velocidad medida por una IMU (Unidad de Medición
Inercial), estimarla a partir de la distancia entre los focos si se usó una cámara estéreo,
o estimarla a partir de la altura de la cámara; Sin ayudas externas es necesario hacer
estimaciones de la profundidad de las fotos, como podría ser usando campos aleatorios
de Markov, como en [15], o el algoritmo de Levenberg-Marquardt, como utilizaron en el
método V-LOAM [16]; Entre otras maneras.
1.3. Sumario general
Como se verá en el Capítulo 2, hay una gran cantidad de métodos, y dentro de estos
muchos algoritmos y funciones distintas, que pueden ser de gran utilidad para la
odometría visual. Se concluyó que todavía es necesario desarrollar métodos de odometría
visual monocular que mantengan un nivel de efectividad en tiempo real más cercano a
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los métodos de odometría lídar y odometría visual estéreo, y que gracias a la relación
entre estos tres tipos de odometrías, este desarrollo puede realizarse en conjunto.
Al crear el programa descrito en el Capítulo 3, para rastrear las características en
una secuencia de imágenes, se tuvo la oportunidad de utilizar algunas de las ecuaciones,
detectores y ltros presentados en el Capítulo 2, conrmando su efectividad.
Para continuar y perfeccionar en gran medida el programa realizado en este proyecto, se
debe crear un programa que estime la trayectoria recorrida por la cámara. Para hacer
esta estimación, este nuevo programa debería utilizar el programa ya creado, realizando
el cálculo de los parámetros extrínsecos en función de la calidad de las trayectorias
detectadas. Para ello, y posiblemente lo más complicado de implementar, es también
necesario realizar una estimación de la distancia recorrida entre cada captura de la
cámara, para que el mapa predicho este correctamente escalado. Esta estimación de la
distancia también podría usarse para mejorar el programa creado en este proyecto,
mejorando el ltrado que realiza en base a la velocidad de las características.
Además, como dicho en el Capítulo 5, sería práctico crear un programa de aprendizaje
automatizado para que este encuentre los parámetros ideales a usar en el programa de
predicción de trayectorias creado. La enorme cantidad de parámetros vuelve muy difícil
para un humano encontrar la mejor combinación a base de probar repetidamente distintos
valores.
16 CAPÍTULO 1. MEMORIA
Capítulo 2
Métodos de odometría visual
Con el propósito de informarse sobre distintos mecanismos e utilidades de la odometría
visual se leyeron varios artículos sobre el tema, y en este capítulo se citarán algunos,
dando pequeñas explicaciones sobre ellos y su relevancia.
Un gran referente usado para obtener bibliografía sobre odometría es el proyecto KITTI
Vision Benchmark Suite [1], [4]. Los integrantes del proyecto dotaron a un automóvil con
dos cámaras de alta resolución, a color y en escala de grises, con un escáner láser de
Velodyne y con un sistema de localización GPS, para que el vehículo recopilase distintos
datos al circular por la ciudad de Karsruhe, en áreas rurales y autopistas.
Los datos recopilados incluyen 22 secuencias de vídeo en visión estereoscópica,
guardadas en formato png, que se pueden descargar libremente en la sección de
odometría de la página web del proyecto1. Estas secuencias se pueden utilizar para
intentar predecir, mediante odometría visual, las trayectorias recorridas por el
automóvil.
Esta página también incluye una clasicación que recopila distintos métodos usados
por distintas personas para intentar predecir dichas trayectorias. Para medir la ecacia
de cada método, estos aportan datos del error de traslación (en porcentaje) y de rotación
(en grados por metro) medios. Estos errores medios son medidos respecto a la referencia
medida por el vehículo, siguiendo la Ecuación 2.1 y la Ecuación 2.2 (extraidas de [4]),
donde F es un conjunto de fotogramas (i, j), p̂ es la pose (lo que determina su posición
en un determinado momento) estimada de la cámara, p la pose real de la cámara, 	 es
el operador composicional inverso [17] y ∠[ ] es el ángulo de rotación. Un extracto de esta












||(p̂j 	 p̂i)	 (pj 	 pi)||2 (2.2)
1http://www.cvlibs.net/datasets/kitti/eval_odometry.php [Accedido: 10 de marzo de 2019]
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Tabla 2.1: Nombre de los métodos usados para reproducir las trayectorias registradas
por el proyecto KITTI [1], sus errores de traslación y rotación, y sus tiempos de
ejecución. Actualizada a día 1 de julio de 2019.
Método Traslación Rotación Tiempo de ejecución
RLO [18] 0% 0 [deg·m−1] 0.05 s / GPU
V-LOAM [16] 0.56% 0.0013 [deg·m−1] 0.1 s / 2 núcleos
LOAM [19] 0.59% 0.0014 [deg·m−1] 0.1 s / 2 núcleos
SOFT2 [20] 0.65% 0.0014 [deg·m−1] 0.1 s / 2 núcleos
IMLS-SLAM [21] 0.69% 0.0018 [deg·m−1] 1.25 s / 1 núcleo
MC2SLAM [22] 0.69% 0.0016 [deg·m−1] 0.1 s / 4 núcleos
LG-SLAM [23] 0.82% 0.0020 [deg·m−1] 0.2 s / 4 núcleos
RotRocc+ [24], [25], [26] 0.83% 0.0026 [deg·m−1] 0.25 s / 2 núcleos
LIMO2_GP [27] 0.84% 0.0022 [deg·m−1] 0.2 s / 2 núcleos
GDVO [28] 0.86% 0.0031 [deg·m−1] 0.09 s / 1 núcleo
LIMO2 [27] 0.86% 0.0022 [deg·m−1] 0.2 s / 2 núcleos
CPFG-slam [29] 0.87% 0.0025 [deg·m−1] 0.03 s / 4 núcleos
SOFT [30] 0.88% 0.0022 [deg·m−1] 0.1 s / 2 núcleos
RotRocc [24] 0.88% 0.0025 [deg·m−1] 0.3 s / 2 núcleos
DVSO [31] 0.90% 0.0021 [deg·m−1] 0.1 s / GPU
LIMO [32] 0.93% 0.0026 [deg·m−1] 0.2 s / 2 núcleos
Stereo DSO [33] 0.93% 0.0020 [deg·m−1] 0.1 s / 1 núcleo
Elbrus [34] 0.98% 0.0023 [deg·m−1] 0.1 s / 1 núcleo
ROCC [35] 0.98% 0.0028 [deg·m−1] 0.3 s / 2 núcleos
cv4xv1-sc [36] 1.09% 0.0029 [deg·m−1] 0.145 s / GPU
VINS-Fusion [37] 1.09% 0.0033 [deg·m−1] 0.1s / 1 núcleo
MonoROCC [38] 1.11% 0.0028 [deg·m−1] 1 s / 2 núcleos
DEMO [39] 1.14% 0.0049 [deg·m−1] 0.1 s / 2 núcleos
ORB-SLAM2 [40] 1.15% 0.0027 [deg·m−1] 0.06 s / 2 núcleos
ElbrusFast [41] 1.15% 0.0032 [deg·m−1] 0.018 s / 1.5 núcleos
NOTF [42] 1.17% 0.0035 [deg·m−1] 0.45 s / 1 núcleo
S-PTAM [43], [44] 1.19% 0.0025 [deg·m−1] 0.03 s / 4 núcleos
S-LSD-SLAM [45] 1.20% 0.0033 [deg·m−1] 0.07 s / 1 núcleo
VoBa [46] 1.22% 0.0029 [deg·m−1] 0.1 s / 1 núcleo
STEAM-L WNOJ [47] 1.22% 0.0058 [deg·m−1] 0.2 s / 1 núcleo
LiViOdo [48] 1.22% 0.0042 [deg·m−1] 0.5 s / 1 núcleo
SLUP [49] 1.25% 0.0041 [deg·m−1] 0.17 s / 4 núcleos
STEAM-L [50] 1.26% 0.0061 [deg·m−1] 0.2 s / 1 núcleo
FRVO [51] 1.26% 0.0038 [deg·m−1] 0.03 s / 1 núcleo
MFI [52] 1.30% 0.0030 [deg·m−1] 0.1 s / 1 núcleo
TLBBA [53] 1.36% 0.0038 [deg·m−1] 0.1 s / 1 núcleo
2FO-CC [54] 1.37% 0.0035 [deg·m−1] 0.1 s / 1 núcleo
SuMa [55] 1.39% 0.0034 [deg·m−1] 0.1 s / 1 núcleo
ProSLAM [56] 1.39% 0.0035 [deg·m−1] 0.02 s / 1 núcleo
StereoSFM [57] 1.51% 0.0042 [deg·m−1] 0.02 s / 2 núcleos
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SSLAM [58], [59], [60] 1.57% 0.0044 [deg·m−1] 0.5 s / 8 núcleos
eVO [61] 1.76% 0.0036 [deg·m−1] 0.05 s / 2 núcleos
Stereo DWO [62] 1.76% 0.0026 [deg·m−1] 0.1 s / 4 núcleos
BVO [63] 1.76% 0.0036 [deg·m−1] 0.1 s / 1 núcleo
D6DVO [64], [65] 2.04% 0.0051 [deg·m−1] 0.03 s / 1 núcleo
PMO / PbT-M2 [66] 2.05% 0.0051 [deg·m−1] 1 s / 1 núcleo
SSLAM-HR [58], [59], [60] 2.14% 0.0059 [deg·m−1] 0.5 s / 8 núcleos
FTMVO [67] 2.24% 0.0049 [deg·m−1] 0.11 s / 1 núcleo
PbT-M1 [68], [69] 2.38% 0.0053 [deg·m−1] 1 s / 1 núcleo
VISO2-S [70] 2.44% 0.0114 [deg·m−1] 0.05 s / 1 núcleo
MLM-SFM [71], [72] 2.54% 0.0057 [deg·m−1] 0.03 s / 5 núcleos
GT_VO3pt [73] 2.54% 0.0078 [deg·m−1] 1.26 s / 1 núcleo
RMCPE+GP [74] 2.55% 0.0086 [deg·m−1] 0.39 s / 1 núcleo
VO3pt [3], [75] 2.69% 0.0068 [deg·m−1] 0.56 s / 1 núcleo
TGVO [76] 2.94% 0.0077 [deg·m−1] 0.06 s / 1 núcleo
VO3ptLBA [3], [75] 3.13% 0.0104 [deg·m−1] 0.57 s / 1 núcleo
PLSVO [77] 3.26% 0.0095 [deg·m−1] 0.20 s / 2 núcleos
BLF [78] 3.49% 0.0128 [deg·m−1] 0.7 s / 1 núcleo
CFORB [79] 3.73% 0.0107 [deg·m−1] 0.9 s / 8 núcleos
VOFS [80], [81] 3.94% 0.0099 [deg·m−1] 0.51 s / 1 núcleo
VOFSLBA [80], [81] 4.17% 0.0112 [deg·m−1] 0.52 s / 1 núcleo
CUDA-EgoMotion [82] 4.36% 0.0052 [deg·m−1] 0.001 s / GPU
BCC [78] 4.59% 0.0175 [deg·m−1] 1 s / 1 núcleo
EB3DTE+RJMCM [83], [84] 5.45% 0.0274 [deg·m−1] 1 s / 1 núcleo
VISO2-M + GP [70], [71] 7.46% 0.0245 [deg·m−1] 0.15 s / 1 núcleo
BLO [78] 9.21% 0.0163 [deg·m−1] 0.1 s / 1 núcleo
VISO2-M [70] 11.94% 0.0234 [deg·m−1] 0.1 s / 1 núcleo
OABA [85] 20.95% 0.0135 [deg·m−1] 0.5 s / 1 núcleo
2.1. Métodos en el proyecto KITTI
Se citarán a continuación parte de los métodos presentes en la clasicación del proyecto
KITTI, mencionando los más interesantes detalles de varios de estos. Cabe resaltar que
muchos de estos están enfocados para realizar la técnica SLAM (Simultaneous Localization
and Mapping [localización y mapeo simultáneos]), en la cual un agente intenta construir
un mapa de su entorno mientras mantiene conocida su posición. Los métodos citados están
separados en los tres tipos principales de odometrías usadas: lídar, estéreo y monocular.
2.1.1. Métodos con odometría lídar
Se puede denir la odometría lídar como la técnica para la estimación de la posición y
orientación de un sistema móvil respecto a su entorno, siendo un lídar un dispositivo que
permite medir la distancia a un objetivo, iluminando este con un láser de pulsos. Para
calcular la distancia se mide el tiempo en el que este láser rebota de vuelta al emisor. Con
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estas estimaciones de distancia se crean nubes de puntos, puntos en el espacio 3D, que
representan el espacio en el que se encuentra el sistema móvil.
De los varios métodos publicados en el proyecto KITTI, aquellos que utilizan estas
nubes de puntos poseen, en general, los menores errores de rotación.
Estrictamente hablando la odometría lídar no es odometría visual, al no necesitar
secuencias de imágenes. Pese a ello, se decidió incluirla en este documento, por su
presencia en el proyecto KITTI, su potencial y la capacidad de ser combinada con la
odometría visual pura.
Un método a destacar es RLO [18], que (a día 1 de julio de 2019) está clasicado como el
mejor método de odometría en la base de datos del KITTI, teniendo los menores errores
medios de traslación y de rotación. Según la página web del KITTI, estos errores serían
nulos, volviéndolo un método perfecto, al menos para las secuencias del proyecto. Según
el propio documento, quizás desactualizado, que describe el método, este tendría un error
de traslación del 0.57 % y de rotación de 0.0013 [deg·m−1].
Existe la posibilidad de que los errores descritos por la página del proyecto KITTI
sean erróneos, visto que todavía no están disponibles los mapas de trayectorias generados
por este método, y por lo tanto puede que los descritos en el propio documento sean
más exactos. Tampoco resulta inusual que en el documento que describe al método se
mencionen errores mayores de los presentes en la página del proyecto, sucede con varios
otros métodos en el proyecto, dando a entender que estos fueron mejorados desde su
publicación.
El método RLO intenta mapear el entorno del vehículo que graba las imágenes
mediante mapas de cuadrículas de ocupación, mapas que denen el entorno del vehículo
mediante un conjunto de cuadrículas (celdas), que pueden ser denidas como ocupadas
por un objeto o no ocupadas. Para determinar si una celda del mapa está o no ocupada
el método utiliza una fórmula que a su vez usa la inferencia bayesiana.
Para la estimación de pose (orientación y posición del vehículo) se asume que no hay
variación de altura, y se hace una estimación en el cambio de la rotación y de la
traslación de las características del mapa creado (este mapa gira al girar el vehículo) por
medio de la técnica POC (Phase-Only Correlation) [86].
Otro método a destacar es el V-LOAM (Visual-lidar Odometry and Mapping [odometría
y mapeo visual-lídar]) [16], una combinación de técnicas de odometría visual y de
odometría lídar, basado en el método LOAM [19]. Actualmente (a día 1 de julio de
2019) está clasicado como el segundo mejor método de odometría en la base de datos
del KITTI, teniendo los segundos menores errores medios de traslación y de rotación,
0.57 % y 0.0013 [deg·m−1] respectivamente.
Se menciona que los mapas creados con este método tanto como en ambientes de
interior y de exterior son sucientemente precisos sin necesidad de postprocesamiento,
además de presentar robustez frente a falta de iluminación. Los resultados de algunos
experimentos realizados con el método se pueden consultar en un vídeo de libre acceso.2
2https://www.youtube.com/watch?v=-6cwhPMAap8 [Accedido: 10 de marzo de 2019]
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El método usa la odometría visual para estimar la egomoción y para registrar nubes
de puntos, y usa la odometría lídar para renar los datos previamente recolectados por la
primera. Los procesos no operan a la misma velocidad, el proceso que usa la odometría
visual se realiza a una mayor frecuencia, a la misma que los fotogramas por segundo
(60Hz), y la lídar a una menor (1Hz), la misma velocidad a la que realiza un barrido.
Para la odometría visual, resultó interesante la manera que se utilizó para estimar la
distancia entre dos capturas de la cámara, cuando la distancia no es conocida la estiman
presentando un sistema de ecuaciones obtenidas a partir de la función de estimación de
movimiento, que resuelven usando el algoritmo de Levenberg-Marquardt, dando mayor
valor a algunas características detectadas que a otras y buscando iterativamente la
estimación de movimiento óptima.
Otro método que usa la odometría lídar en conjunto con la visual monocular es el LIMO
[32], que utilizá la parte visual para iniciar el llamado bundle adjustment, o ajuste de
haces, un método para intentar realizar VSLAM (Visual SLAM [SLAM visual]). En el
documento dedicado al método también se explica como se hace una estimación de la
profundidad con grupos de nubes de puntos detectados por el lídar, y además también
se comenta que los lídares no tienen tanta resolución vertical como la tienen horizontal.
Además, los autores dan libre acceso a los códigos usados para realizar el método.3
En el artículo sobre el método DEMO [39] comentan que asocian la profundidad de las
características detectadas visualmente con aquellas detectadas con el lídar. Mencionan
también la existencia de una librería de código abierto iSAM [87] que usan para realizar
el ajuste de haces que a su vez rena el movimiento predicho entre dos fotos. Su método
de rastreo de características usa el detector de Harris [88] con el método KLT
(Kanade-Lucas-Tomasi) [89], [90].
Otro método de odometría lídar es el IMLS-SLAM [21], en cuyo artículo se menciona que
se borra del escaneado lídar los objetos dinámicos, cosa que hacen eliminando los objetos
con un tamaño suciente para creer que lo sean. También se han de nombrar los métodos
STEAM-L WNOJ [47] y STEAM-L [50], que estiman la trayectoria mediante la técnica
lídar STEAM (Simultaneous Trajectory Estimation and Mapping [mapeo y estimación de
trayectorias simultaneos]) [91], y el método SuMa [55].
2.1.2. Métodos con odometría estéreo
La odometría estéreo es un tipo de odometría visual, con la distinción de que utiliza
cámaras estereoscópicas, que al usar dos objetivos pueden crear una imagen 3D,
simulando la visión humana. Una de sus mayores desventajas es su dependencia de una
calibración de parámetros extrínsecos precisa, como mencionan en [32], .
Un método a destacar es el SOFT2 (Stereo Odometry and Feature Tracking 2 [odometría
estéreo y rastreo de características 2]) [20], con un algoritmo basado en el rastreo de
3https://github.com/johannes-graeter/limo [Accedido: 10 de marzo de 2019]
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características captadas por las dos cámaras propias de la odometría estéreo. Actualmente
(a día 1 de julio de 2019) está clasicado como el mejor método de odometría estéreo y
el quinto mejor de odometría en la base de datos del KITTI, teniendo un error medio
de traslación del 0.65 % y un error medio de rotación del 0.0014 [deg·m−1]. Su método
esta principalmente enfocado para su uso en los UAV (Unmanned Aerial Vehicle [vehículo
aéreo no tripulado]) y para que funcione en estos en tiempo real. Hacen uso de una IMU
(Inertial Measurement Unit [unidad de medición inercial]) interna al dron, dispositivo
capaz de medir velocidad, rotación y fuerzas especícas de este, aunque como el proyecto
KITTI no proporciona datos de este tipo, puede resultar indiferente. El método es similar
a ORB-SLAM2 [40] (usando también el descriptor ORB [92]) pero se diferencia en que usa
odometría visual SOFT [30], además de dar resultados deterministas (en cada ejecución
siempre dará la mismos resultados) en el mapeo SLAM.
El método realiza dos procesos en paralelo, y no secuenciales el V-LOAM, uno de
odometría visual y otro de mapeo SLAM, que fusionan su información tras sus ejecuciones.
El IMU no es indispensable, pero ayuda a estimar la pose, seleccionando un radio para el
rastreo de características en cada imagen.
Las características son detectadas con reconocimiento de regiones y de esquinas. Para
buscar las correspondencias entre imágenes se usa el mismo procedimiento propuesto en
Geiger et al., 2011 [70], para métodos estéreo: Considerando dos intervalos de tiempo, uno
actual y uno anterior, cada uno con dos imágenes izquierdas y derechas, se examinan las
características en la imagen izquierda actual, luego se compararan con la imagen izquierda
anterior, luego con la derecha anterior, luego en la derecha actual y de nuevo en la imagen
izquierda actual; Si la característica fue correctamente rastreada en todas las imágenes,
se considera válida.
A la hora de elegir las características se aseguran que estas estén uniformemente
distribuidas en la imagen, como también realizaron Kiti et al., 2010 [76], y se van
quedando con las características consideradas más fuertes, pero asegurándose de dejar
entrar también a las más nuevas aunque no sean tan fuertes, procedimiento realizado en
el método SOFT [30]. Los puntos analizados son después ltrados con el algoritmo
RANSAC [93], haciendo que este escoja entre 1 y 5 puntos aleatorios según el entorno
del vídeo usado (con las secuencias del proyecto KITTI usaron 1 punto). También
utilizan un ltro de Kalman [94] para renar la estimación de rotación del giroscopio de
la IMU.
Cabe destacar una alternativa al algoritmo RANSAC apodada MASOR, contenida en el
método ROCC [35], RotRocc [25] y RotRocc+ [26], que en lugar de coger un mínimo de
puntos aleatorios del conjunto de detectados, eligen el máximo para intentar hacer un
cálculo del movimiento. Los métodos dieron resultados con errores de traslación
inferiores al 1%.
En el artículo dedicado a GDVO [28] se comenta que el rastreo de características está
limitado, no pudiendo usar todo el contenido de la imagen y siendo incapaz de hacer una
reconstrucción 3D completa, para lo que sugieren un método de odometría visual estéreo
directa usando una optimización mediante jacobianos.
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El método StereoDSO [33] realiza un rastreo de características usando alineamiento
directo de ventanas [100].
El método MonoROCC [38] pese a estar considerado un método estéreo por la página
ocial del KITTI, parece aplicable odometría monocular, usando el ujo óptico para
guiarse y proponiendo un método para la detección de valores atípicos en este.
En el método S-PTAM [43], [44], para la extracción de características se usó el
descriptor BRIEF [95] y el algoritmo de detección de Shi-Tomasi [96], el cual aunque se
menciona que es más lento que el FAST [97], asegura una buena distribución espacial de
los puntos seleccionados en la imagen.
En el método SLUP [49] optimizan la estimación de la posición gracias a puntos de
referencia en el terreno, como señales de tránsito.
En el método MFI [52] y TLBBA [53] se realiza la detección de características con el
algoritmo SIFT [98], pero acelerándola con una GPU (Graphics Processing Unit [unidad
de procesamiento gráco]) de C. Wu [99].
El método GT_VO3pt [73] puede resultar interesante en caso de que se tenga la necesidad
de reconstruir estructuras subacuáticas en 3D.
2.1.3. Métodos con odometría monocular
La odometría monocular es un tipo de odometría visual, con la distinción de que utiliza
una única cámara con un solo objetivo, consiguiendo con ella imágenes en 2D. Presenta
desventajas frente a las cámaras estereoscópicas, especialmente por la dicultad de
averiguar la escala de los objetos de la imagen, la cual se puede averiguar fácilmente en
una cámara estereoscópica, sabiendo la distancia entre los dos objetivos. Una cámara
molocular se tiene que valer de la altura a la que esta sobre el suelo, como mencionado
en [101] y [71], la cual no da resultados tan ecientes, pues la medida puede no ser
totalmente exacta según el terreno.
Un método a destacar es el DVSO (Deep Virtual Stereo Odometry) [31], que actualmente
(a día 1 de julio de 2019) está clasicado como el mejor método de odometría monocular
entre los métodos con artículos publicados referenciados por la base de datos del KITTI y
como el vigesimotercer mejor método de odometría, teniendo un error medio de traslación
del 0.9 % y un error medio de rotación del 0.0021 [deg·m−1]. Los resultados del uso del
método se pueden consultar en un vídeo de libre acceso.4
El método usa redes neuronales con aprendizaje semisupervisado, algo que en
entornos muy diferenciados le da más ventaja que los aprendizajes totalmente
supervisados. Para reducir el esfuerzo de obtener más datos para entrenar la red, la
entrenan para el reconocimiento de la fotoconsistencia de imágenes estéreo. Mencionan
4https://www.youtube.com/watch?v=sLZOeC9z_tw&feature=youtu.be [Accedido: 30 de marzo de
2019]
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que la estimación de profundidad monocular con el uso de aprendizaje profundo (deep
learning) supervisado tiene mucho éxito, y proponen un modelo semisupervisado para
ello.
Otro método monocular como el MLM-SFM [71], [72] presenta una manera para
predecir la altura de la cámara con eciencia en ambientes de conducción, a diferencia
de métodos como el VISO2-S, VISO2-M y VISO2-M + GP, que la estiman por medio
detección de características, cosa que se calica como poco práctica vista la
irregularidad del terreno. La solución del método para hacer la estimación correcta usa
modelos entrenados con datos.
Existen otros métodos como BLF, BCC y BLO [78] que también usan redes neuronales.
En el método CUDA-EgoMotion [82] se propone un algoritmo para el rastreo de píxeles,
y en caso de que estos no estén visibles (por culpa de oclusiones) el método usa rastreo
de características.
2.2. Comentarios generales
Como se ha podido ver en los métodos citados y también por el orden de los métodos
en la Tabla 2.1, que coloca aquellos de menor error de rotación primero, en general los
métodos de odometría lídar presentan una mayor ecacia que los de odometría estéreo, y
estos a su vez son más ecaces que los de odometría monocular, a costa de incrementar el
coste del diseño, por necesitar más componentes para recopilar más información que de
lugar a las distintas odometrías.
La presencia de redes neuronales en métodos de odometría monocular resultó
desalentadora, pues no permitiría crear algoritmos totalmente funcionales en tiempo real
y en entornos desconocidos. Afortunadamente, el método DVSO da expectativas
favorables a que con un enfoque semisupervisado los algoritmos puedan funcionar en
multitud de escenarios sin preparación especíca. Aunque los creadores del método
también mencionan que deben hacer más pruebas en distintas zonas.
Se ha podido ver también que gran cantidad de métodos se basan en la contribución
entre odometría visual y lídar, y que parte de los métodos de odometría estéreo pueden
usarse con odometría monocular, y viceversa, haciendo que ambas áreas puedan crecer
en conjunto.
También es importante notar que la mayor, y más eciente, en cuanto a error de
traslación, parte de los métodos, están realizados en lenguaje C/C++, siendo el método
BVO el de menor error de traslación que usa lenguaje Python (error del 1.76%) y el
método CUDA-EgoMotion el de menor error de rotación que usa lenguaje Matlab (error
del 4.36%).
En la Figura 2.1 se muestra el desempeño del segundo mejor método (mejor si no se
tiene en cuenta al método RLO) de odometría lídar, V-LOAM, el mejor de odometría
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estéreo, SOFT2, y el mejor de odometría monocular, DVSO, en distintas secuencias. Es
curioso notar que V-LOAM no es absolutamente mejor a los demás métodos, como puede
observarse en las parte superior del trayecto de la Figura 2.1b, donde SOFT2 tiene un
mejor desempeño, al predecir una trayectoria más el a la real que la predicha por V-
LOAM. Esto es una muestra más de que hasta el actual (a día 1 de julio de 2019) mejor
(o segundo mejor) método en la página web del KITTI puede ser mejorado, al menos
juntando estos algoritmos presentados.
(a) Secuencia 11.
(b) Secuencia 12.




Figura 2.1: Mapas con trayectorias recorridas aproximadas por odometría visual, con los
métodos V-LOAM (izquierda), SOFT2 (centro) y DVSO (derecha), en distintas
secuencias de imágenes del proyecto KITTI [1]. Estas trayectorias aproximadas están
coloreadas de azul, las realmente recorridas por el vehículo que registró las imágenes
están coloreadas de rojo. El cuadrado negro marca el inicio del recorrido.
Capítulo 3
Programa de estimación de trayectorias
Con el objetivo nal de crear un programa capaz de predecir la trayectoria que siguió
una cámara que a su vez registró una secuencia de imágenes, parámetro de entrada al
programa, se decidió crear un programa capaz de rastrear las trayectorias recorridas por
ciertos elementos en una secuencia de imágenes. La futura realización del primer
programa depende del segundo, el programa creado, cuyas características se
mencionarán en este capítulo.
Para crear este programa, se usó OpenCV [5], una librería de funciones de visión por
computador escrita en lenguaje C++, pero también accesible con lenguaje Python [6]. Por
la facilidad de implementación que presenta Python, se prerió hacer la implementación
en este lenguaje, lo que dio lugar a un programa más lento que uno implementado en
C++, sobretodo por la gran cantidad de bucles utilizados.
Varias funciones de OpenCV dependen de la librería NumPy [7], librería que facilita
notablemente cálculos matriciales en Python. Por esto último, y debido a que las
imágenes son matrices de puntos, también fue utilizada en el programa fuera de las
funciones de OpenCV. Todo el código usado en este proyecto fue ejecutado usando la
versión 3.6.7 de Python, la versión 3.4.3 de OpenCV y la versión 1.15.3 de NumPy.
Las imágenes utilizadas en las pruebas de este proyecto provinieron de dos vídeos grabados
por la cámara de un teléfono móvil propio y, principalmente, de las secuencias de imágenes
tomadas de las páginas del proyecto KITTI [1].
A la hora de procesar las imágenes, el color de estas no se consideró de importancia,
pero sí su intensidad. Por esto, todas las imágenes procesadas fueron pasadas a escala de
grises, reduciendo así cómputos matemáticos del programa.
Como se ha explicado en la Sección 1.2, se puede predecir el movimiento de una cámara
entre dos imágenes grabadas por esta, conociendo los puntos correspondientes entre las
imágenes (un mismo punto de un objeto presente en ambas). Para esto es importante
detectar adecuadamente los puntos entre las dos imágenes, haciendo una detección y luego
rastreo de las características de las imágenes. A medida que pasan distintas imágenes de la
secuencia, un mismo punto se va moviendo de posición en ellas, creando una trayectoria.
Antes de presentar el programa creado como parte del proyecto, se ofrecerá unos
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pequeños comentarios sobre detectores de características y buscadores de
correspondencias, enfocándose en destacar los elementos que fueron utilizados por el
programa realizado.
3.1. Detección de características
La detección de características es un campo en el que todavía se necesitan muchas mejoras,
como se comenta en [39], especialmente para entornos de colores homogéneos y entornos
de interior. Con el deseo de conseguir un rastreo eciente de características se realizaron
distintas pruebas para ver si se podían encontrar métodos de detección de características
ecientes.
OpenCV tiene una sección dedicada a de detección de características [102], algunas
de las cuales fueron usadas para distintas pruebas. De las pruebas realizadas se destaca
el detector de Hough [103], implementado en OpenCV como una de sus variantes, [104];
Y, el detector de bordes de Canny [105], que podían presentar utilidad para la detección
en escenarios muy concretos.
También se destaca al detector incluido en el descriptor ORB y al detector de Harris,
en general más ecientes que los anteriormente nombrados. A continuación se aporta una
descripción del detector de Harris.
3.1.1. Detector de Harris
En una imagen los puntos que habitualmente son más fáciles de identicar son aquellos
que corresponden a esquinas, y por tanto son los puntos ideales para intentar localizar en
distintas secuencias. Un conocido detector de esquinas es el llamado Detector de Harris,
presentado por primera vez en 1988 por C. Harris y M. Stephens [88], del cual se tiene
constancia de que ha sido empleado para intentar que una plataforma móvil se ubicase
por medio de odometría visual, como en [2], [39], [46], [54], [75] y [82].
El detector de Harris está implementado en la librería OpenCV como la función
cornerHarris, función que es a su vez usada dentro de otra función, llamada
goodFeaturesToTrack, la cual realiza una selección de los mejores puntos captados por
la primera siguiendo el criterio de selección características propuesto por J. Shi y
C. Tomasi [96] (del cual también se tiene constancia de que ha sido utilizado en otros
proyectos, como en [44]). En lugar de cornerHarris la función goodFeaturesToTrack
puede también usar internamente la función cornerMinEigenVal, que implementa un
detector similar al de Harris. Un ejemplo de la efectividad de goodFeaturesToTrack
puede observarse en la Figura 3.1. Se concluyó que esta función y sus dos modos de
funcionamiento son ecientes para el rastreo de características.
3.2. Búsqueda de correspondencias
Para poder predecir la egomoción y pudiendo realizar una detección de características en
una imagen de una secuencia, deben poderse encontrar esas mismas características en una
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Figura 3.1: Esquinas detectadas mediante la función de OpenCV
goodFeaturesToTrack, con la opción cornerHarris coloreadas de verde y con la
opción cornerMinEigenVal coloreadas de azul.
de las imágenes siguientes de la secuencia. Esto es hacer una búsqueda de correspondencias
de características entre dos imágenes.
3.2.1. Flujo Óptico
Una manera de encontrar la correspondencia entre dos imágenes, es usando métodos
relacionados con el ujo óptico, la percepción del movimiento entre un observador móvil
y la escena que observa. También se tiene constancia de que ha sido empleado para
intentar que una plataforma móvil se ubicase por odometría visual, como en [38].
OpenCV mantiene implementadas varias funciones de detección de ujo óptico. La más
interesante para este proyecto fue la función calcOpticalFlowPyrLK, basada en el
algoritmo presente en [106], una versión del rastreador de Lucas-Kanade [89]. Esta
función es capaz de predecir el movimiento de unos puntos presentes en una imagen a
una segunda, sin necesidad de hacer una detección de características en la segunda
imagen.
Un ejemplo de la efectividad de calcOpticalFlowPyrLK se puede observar en la
Figura 3.2, donde tras hacer una detección de puntos con goodFeaturesToTrack en
una primera imagen de una secuencia, se halló el ujo óptico entre esta, su secuencia
consecutiva y una posterior.
Como se puede observar, las correspondencias parecen correctas cuando no hay una
gran distancia entre las imágenes de la secuencia, como en la Figura 3.2b, pero puede dar
lugar a muchos errores cuando hay cierta separación, como en la Figura 3.2c en la que no
se pudo hacer ni una sola detección correcta.
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(a) Detección de puntos en la primera imagen de una
secuencia mediante goodFeaturesToTrack.
(b) Flujo óptico detectado entre la primera imagen
de una secuencia y su consecutiva.
(c) Flujo óptico detectado (incorrectamente) entre
la primera imagen de una secuencia y una posterior.
Figura 3.2: Flujo óptico entre la primera imagen de una secuencia e imágenes posteriores
mediante la función de OpenCV calcOpticalFlowPyrLK. Los puntos detectados en la
primera imagen de la secuencia están coloreados de azul y están unidos con una línea
roja a los correspondientes en las imágenes posteriores.
3.2.2. Descriptores
Un descriptor visual es un elemento que contiene descripciones de elementos de una
imagen, por ejemplo las formas o los colores que tiene. Son especialmente útiles para la
búsqueda de correspondencias, pues los elementos que rodean a un punto en una imagen
son generalmente los mismos que rodearán al punto equivalente en una imagen sucesiva.
Teniendo dos puntos correspondientes, sus descriptores deberían similares, o iguales.
3.2.2.1. Descriptor de intensidad de color
Existen descriptores basados en la intensidad de color de los píxeles alrededor de las
correspondencias detectadas. Con estos descriptores dos puntos serían considerados
idénticos si su entorno también es idéntico, o muy parecido. Por ejemplo, si un punto fue
detectado alrededor de una zona de color totalmente blanco, y se teoriza que su
correspondiente está en una zona totalmente negra, la correspondencia se consideraría
inválida, descartándose, pues las intensidades de los colores son muy distintas entre sí.
3.2.2.2. Descriptor ORB
Otro descriptor usado para el proyecto fue el detector ORB [92], una alternativa veloz
a los descriptores SIFT [98] y SURF [107], y que está implementando en OpenCV en la
clase ORB_create. La clase contiene un método que realiza detección de puntos en
una imagen, por lo que a diferencia del primer descriptor mencionado, puede trabajar
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independientemente. También se tiene constancia de que el descriptor ORB ha sido usado
para intentar que una plataforma móvil se ubicase por medio de odometria visual, como
en [20], [40] y [79].
3.2.3. Suma de diferencias absolutas (SAD)
La suma de diferencias absolutas o SAD (Sum of Absolute Dierences) es una manera de
medir que tan parecidos son dos partes de una imagen, midiendo que tan distintos son
sus píxeles. Para ello, se realiza una sustracción entre los valores de cada uno los píxeles
correspondientes de una parte y la otra, se calcula el valor absoluto de cada una de estas
sustracciones y al nal cada uno de estos valores es sumado.
Este método es útil para vericar si dos puntos distintos pueden ser considerados
correspondientes, a partir de realizar la SAD entre sus descriptores. Si el resultado de esta
SAD es considerado demasiado grande, implicaría que hay muchos píxeles dispares entre
cada descriptor, por lo que la correspondencia quedaría descartada.
3.2.4. Estimación de la distancia entre correspondencias
Una manera de estimar la probabilidad de que dos puntos sean correspondientes es
midiendo la distancia entre píxeles de estos. Si esta distancia es demasiado grande la
correspondencia se podría desecharse. Considerándose una velocidad constante en todo
el trayecto, la distancia máxima admitida entre correspondencias sería siempre la misma
si la correspondencia fue encontrada en tomas consecutivas, si hubo una oclusión entre
estas tomas la distancia máxima admitida será dos veces la original, si hubiesen dos
oclusiones sería tres veces la original, y así sucesivamente hasta el máximo de oclusiones
permitidas. Sin embargo, considerar una velocidad constante para los puntos es, en este
caso, muy propenso a errores, por lo que para este proyecto no se eligió una distancia
máxima muy restrictiva.
3.2.5. Filtro de Kalman
Para mejorar la calidad de las correspondencias detectadas, o incluso para poder establecer
estas mismas correspondencias, se puede utilizar un ltro de Kalman [94] (una descripción
más supercial del ltro se puede encontrar en [108]), ltro que permite realizar una
estimación de lo próximo que va a hacer un sistema, si conoce los parámetros que rigen a
este sistema y las salidas que este ha ido dando.
Por ejemplo, se podría modelar un sistema con una única posición descrita en un
momento k por la coordenada xk. Para predecir el valor de la coordenada en un instante
futuro, k + 1, es necesario que el ltro sepa que esta posición depende de su posición y
velocidad en el instante anterior, xk y vk (se podría complicar este ejemplo estableciendo
otras dependencias adicionales, como la aceleración, según lo requiera el sistema). La
dependencia debe ser descrita a la hora de modelar el ltro mediante la matriz de
transición, junto a otras matrices de ruido que describen la incertidumbre de la medida,
y el ltro podrá realizar una estimación de la posición en el instante k + 1. La predicción
será todavía más exacta si el ltro va conociendo la posición en la que realmente se
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estuvo en los instantes anteriores.
En este proyecto, el ltro de Kalman se intentó utilizar para mejorar la calidad de las
correspondencias detectadas, utilizándose para seguir las distintas trayectorias de cada
punto detectado en la imagen (cada punto detectado sigue una trayectoria hasta su
desaparición de la imagen, cada posición en la trayectoria es una correspondencia). En
principio, el programa creado juntaba la posición estimada por el ltro de Kalman junto
con la detectada por los buscadores de correspondencias, para encontrar una
correspondencia que formase parte de una trayectoria mas suavizada.
Para implementar el ltro de Kalman se utilizó la clase KalmanFilter de OpenCV
y sus métodos, modelando el sistema con dos variables de posición, x e y, dependientes
únicamente de ellas mismas y de una velocidad, considerada constante, propia de cada
coordenada (vx y vy). También se hicieron varias pruebas usando el ltro de Kalman
implementado por la librería pykalman [109].
Tras hacer pruebas con el ltro de Kalman utilizado, se prerió desarrollar un ltro
parecido a este, pero capaz de ajustar más cómodamente sus parámetros durante la
ejecución del programa, este ltro es descrito en la Subsubsección 3.3.1.3.
3.3. Programa de rastreo de trayectorias
Se dispuso de un programa que, a partir de un vídeo realiza una detección de características
en sus fotogramas, para luego establecer cuales de los puntos (características) detectados
corresponden entre sí. A la vez de buscar estas correspondencias, el programa las almacena,
para registrar todas las posiciones (puntos) en las que estuvo una misma característica
en las distintas tomas de la imagen. Un pseudocódigo del programa original se puede
consultar en el Algoritmo 1.
Algoritmo 1 Programa original
Detecta puntos en el primer fotograma
Guarda los puntos detectados en un array de puntos
for Cada fotograma del vídeo salvo el primero do
Detecta puntos en fotograma actual
for Cada array de puntos de fotogramas anteriores do
Establece las correspondencias entre los puntos actuales y anteriores
Actualiza las trayectorias con las nuevas correspondencias
if La trayectoria va a superar las oclusiones máximas permitidas then
Elimínala
Guarda los puntos sin correspondencias del fotograma actual en el array de puntos
Este programa original realiza detecciones de puntos en los fotogramas de las
secuencias por medio de la función de OpenCV goodFeaturesToTrack, y luego les
otorga un descriptor de intensidad de color. La búsqueda de correspondencias es
realizaba mediante la SAD a estos descriptores. El programa también realiza un cálculo
3.3. PROGRAMA DE RASTREO DE TRAYECTORIAS 33
de la velocidad entre cada correspondencia (distancia entre las correspondencias divida
entre el número de tomas que las separaban) para así ltrar aquellas que estén
demasiado alejadas unas de otras. Aquellos puntos que permanecen muchos fotogramas
sin que se les encuentre correspondencias (superasen un parámetro de oclusiones
máximo), son eliminados.
La utilidad nal de este programa, no implementada, es de estimar los parámetros
extrínsecos y con ello la trayectoria recorrida por la cámara. Para hacer esta estimación,
el programa debería usar las correspondencias entre distintas tomas del vídeo, contenidas
en las trayectorias de los puntos detectados.
Sin embargo, el programa carece de un indicador de la calidad de estas trayectorias,
algo que permitiría elegir las más ecientes (aquellas que conllevasen menos errores)
para calcular los parámetros extrínsecos. Un indicador de calidad también podría indicar
el momento ideal en el que hacer el cálculo, aquel en el que este todas las trayectorias
alcanzasen un cierto nivel de calidad. El programa también da lugar a falsas
correspondencias, resultado de usar casi exclusivamente la SAD para detectarlas. Por
ello, fue necesario crear un segundo programa, que también intentaría solucionar varios
problemas del primero.
3.3.1. Programa de rastreo de trayectorias mejorado
El programa creado, con base el anterior (llegando a seguir la misma estructura que el
Algoritmo 1), dejó de usar el detector de la función goodFeaturesToTrack,
sustituyéndolo por una función basada en el descriptor ORB, ORBPointDescriptor,
función que a su vez utiliza internamente varias funciones de OpenCV.
La búsqueda de correspondencias usando la SAD y los descriptores de intensidad de
color fueron sustituidas por una función, también basada en el detector ORB,
ORBMatching. Se añadió una función, CheckPointDistance, para eliminar las
correspondencias demasiado alejadas entre sí. Su funcionamiento es similar a la presente
en el programa original, pero esta toma en cuenta distintas distancias máximas según el
eje coordenado del punto, y no una única distancia para ambos ejes.
También se añadió una función para suavizar las trayectorias detectadas por el
programa, Filter (se ofrece una descripción más detallada de esta en la
Subsubsección 3.3.1.3), y otra función, CalculateQuality, para hacer un cálculo de la
calidad de las trayectorias, en base a la calidad de las correspondencias y las detecciones
que la conforman.
La implementación del detector y buscador de correspondencias realizada se basó en
unos códigos que a su vez usaban las clases de OpenCV que implementan el descriptor
ORB. Los códigos originales realizaban una detección de características, asignándoles a
estas unos descriptores ORB. Luego, realizaban una búsqueda de correspondencias a
partir de los descriptores detectados. Se modicaron estos códigos para que, además de
devolver las detecciones, los descriptores y las correspondencias, devolviesen los
parámetros de calidad de cada punto detectado y de cada correspondencia detectada.
Adicionalmente, también se evitó que se otorgase a un mismo punto dos
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correspondencias distintas, evento que sucedía en los códigos originales. La función de
detección desarrollada fue llamada ORBPointDescriptor y la función de búsqueda de
correspondencias fue llamada ORBMatching. En la Subsubsección 3.3.1.1 se ofrece
una descripción de la primera función, en la Subsubsección 3.3.1.2 de la segunda.
Es importante hacer notar que la documentación de OpenCV sobre el descriptor
ORB es, a día de hoy (1 de julio de 2019), extremadamente reducida, haciendo difícil
conocer detalles concretos de su funcionamiento sin investigar en el código fuente de su
implementación.
Los resultados de la creación de este programa frente al original se pueden consultar en
el Capítulo 4.
Se creó también un programa similar al presentado, que usaba el detector de ujo óptico
de Lucas-Kanade en lugar del descriptor ORB. Sin embargo, este programa no resultaba
tan viable pues este detector no funciona adecuadamente con fotogramas demasiado
distanciados entre sí, facilitando que se rompiesen las trayectorias de las características
de la imagen.
A continuación de mencionan algunas de las funciones más relevantes del programa.
3.3.1.1. Función ORBPointDescriptor
Esta función (más precisamente un método, al ser parte de una clase) recibe una imagen
en la cual realiza una detección de características, obteniendo de ella unos puntos y sus
descriptores.
La función crea una instancia de la clase de OpenCV ORB_create. Luego, usa su
método detect, dándole como parámetro de entrada una imagen, devolviendo unos
puntos clave en ella. Los puntos clave serán luego ltrados con la supresión de no-máximos
o NMS (Non-Maximum Supression), ltrado que sirve para asegurarse que una misma
característica solo sea detectada una vez, y que también sirve para asegurarse que se
elige el punto que dene de manera más destacable a la característica detectada. Para
hacer la supresión el programa ordena los puntos clave en base a su calidad, directamente
proporcional a su atributo response, y dene un área alrededor del punto clave de mayor
calidad en función de un parámetro de distancia; Todo punto que este dentro de ese área
será eliminado. Posteriormente los demás puntos que no fueron sido eliminados, también
ordenados en base a su calidad, establecerán también un área que irá eliminando a otros
puntos en ella. Esto acabará cuando todos los puntos hayan establecido su área o hayan
sido eliminados.
Tras este ltrado, se obtendrán los descriptores de los puntos restantes, usando el
método compute, que devolverá de nuevo una matriz con los puntos clave detectados
(alguno pudo ser eliminado por estar demasiado cerca del borde de la imagen) y otra
matriz con sus descriptores.
Posteriormente, la función iterará sobre la matriz de los puntos clave, vericando el
atributo response de cada punto clave, que si es menor que el umbral elegido hará
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que el punto clave sea descartado. En paralelo irá almacenando los valores del atributo
response en una matriz, que mostrará la calidad que tuvo cada punto al ser detectado.
Finalmente, el programa devolverá los puntos restantes, junto con sus descriptores y
calidades.
Un pseudocódigo de este método se puede consultar en el Algoritmo 2.
Algoritmo 2 PseudoORBPointDescriptor
Detecta los puntos clave de una imagen
. Comienza a realizar la NMS
Ordena los puntos de mayor a menor calidad
for Cada punto ordenado do
Elimina puntos cercanos a su área
. Se realizó la NMS
Obtén descriptores para los puntos
for Cada punto do
if La calidad de cada punto es menor del umbral then
Elimina el punto y su descriptor
else
Guarda el valor de calidad del punto
Devuelve los puntos, sus descriptores y sus calidades
3.3.1.2. Función ORBMatching
Esta función (más precisamente un método, al ser parte de una clase) recibe los puntos
y descriptores detectados por la función ORBPointDescriptor en un primer instante
(una imagen) y uno posterior a este (otra imagen), encontrando aquellos puntos que son
correspondientes.
La función crea una instancia de la clase de OpenCV BFMatcher. Luego, usa su método
match, dándole como parámetro de entrada los descriptores de los puntos en los dos
distintos instantes. Este método devuelve una matriz de variables que cuentan con el
atributo distance, que determinará de que tan buena calidad es la correspondencia
(mientras menor sea el atributo mejor calidad tendrá); Esas variables de la matriz también
cuentan con el atributo trainIdx, que determinará a que grupo de puntos le corresponde
la variable distance (la matriz viene ordenada en el mismo orden en el que venían los
primeros descriptores entregados, y estos a su vez en el mismo orden de los primeros
puntos, por lo que conociendo la posición en la matriz de la variable trainIdx y la
misma variable, es posible entender cuales son correspondientes).
La función itera a lo largo de la matriz de correspondencias, donde si la variable
distance es menor que un umbral elegido, es considerada una correspondencia válida,
por lo tanto, su variable distance es almacenada para poder ser usada para medir la
calidad de la detección, junto a trainIdx para poder identicar la correspondencia.
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Debido a que el buscador de correspondencias puede considerar correspondientes a
un mismo punto (asociado al primer descriptor entregado al método match) distintos
puntos (asociados al segundo descriptor), la función verica que la variable trainIdx no
se repita en ninguna correspondencia. En caso de que se repita un trainIdx, la función
solo considerará la correspondencia con una mayor calidad (menor valor de distance).
3.3.1.3. Función Filter
Esta función (más precisamente un método, al ser parte de una clase) estima a donde se
han movido unos puntos a partir de su posición y velocidad en un primer instante, y a
partir de su posición aparente en un segundo instante, posterior al primero.
La posición de un punto en el primer instante, pd, es la determinada por el detector de
características o por el detector de correspondencias. Su posición aparente en el segundo
instante, pm es la determinada por el buscador de correspondencias. La posición del punto
estimada por la velocidad, pv es la suma de pd al producto entre la velocidad estimada a la
que se llegó a ese primer instante, v, y entre el tiempo, n, que corresponde con el número
de imágenes de distancia entre el primer instante y el segundo instante considerado. Este
cálculo está presente en la Ecuación 3.1.
pv = pd + v · n (3.1)
Poseyendo estas dos posibles posiciones, pv y pm, el ltro las suma, dando a una más
peso que a la otra en función de una constante z, calculando un punto estimado pe. Esto
es reejado en la Ecuación 3.2, y este punto estimado es lo devuelto por la función
pe = pv ·z+ pm · (1−z) (3.2)
Adicionalmente, esta función permite dar distintos valores a la constante z, en
función de la longevidad de la trayectoria a la que pertenece el punto del cual se quiere
hacer la estimación.
Se puede observar un ejemplo del efecto del ltro, sobre puntos con nulas oclusiones entre
sí, en la Figura 3.3.
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Figura 3.3: Puntos de trayectorias suavizados mediante la función Filter (coloreados
de verde), a partir de su posición estimada por su velocidad (coloreada de rojo) y de su
posición indicada por el buscador de correspondencias ORB (coloreada de azul). Algunas
posiciones estimadas por el buscador ORB están tapadas por el propio punto suavizado.
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Capítulo 4
Resultados del programa mejorado
Este capítulo está dedicado a mostrar los resultados de la ejecución del programa creado,
descrito en el Capítulo 3, comparandolo con los resultados de la ejecución del programa
original (también descrito en el Capítulo 3), el cual se usó de base para este programa
modicado.
Este nuevo programa tiene de objetivo detectar las características (por ejemplo la
esquina de un objeto) en una secuencia de imágenes, y encontrar sus equivalentes (el mismo
objeto) en las imágenes sucesivas de la secuencia. Al encontrar los puntos equivalentes de
una característica, el programa acaba creando una trayectoria, compuesta de todas las
posiciones de la misma característica en distintos fotogramas. El programa original tenía
este mismo principio de funcionamiento.
Una ilustración de las trayectorias detectadas por el programa creado en una secuencia
de imágenes, se puede observar en la Figura 4.1, donde se asigna un color a cada trayectoria
que es dibujada sobre los fotogramas.
Un parámetro importante para entender el desempeño del programa es el del número
máximo de oclusiones. Este se reere a la separación de fotogramas máxima a partir de la
cual se deja considerar que un punto tendrá una correspondencia, y por tanto, haría que se
diese por terminada su trayectoria. Por ejemplo, considerando un máximo de 4 oclusiones,
si un punto es detectado en el fotograma 1 y no se le encuentra ninguna correspondencia
entre este fotograma y el 5, el punto sería descartado.
El programa solamente considerará como trayectoria a aquella característica a la que
se le haya encontrado como mínimo una correspondencia. También, el programa
considerará que una trayectoria tiene longitud de 1 si tiene dos puntos correspondientes,
indicando que ha pasado por dos fotogramas; Si tuviese una longitud de 2, signicará
que tiene tres puntos correspondientes y habría pasado por tres fotogramas; Si tuviese
una longitud de 3, habría pasado por cuatro fotogramas. . .
El programa creado demostró efectividad para alargar las trayectorias detectadas
respecto al programa original, siempre y cuando se considerase un bajo número máximo
de oclusiones. Para medir cierta efectividad del programa, y considerando el número
máximo de oclusiones, la manera de contar trayectorias y la manera de medir su
longitud ya mencionadas; Se muestra en la Tabla 4.1 el porcentaje de mejora (de
aumento de trayectorias, de su longitud media y de su varianza) del programa
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Figura 4.1: Trayectorias detectadas en una secuencia de imágenes mediante el programa
realizado, en orden de aparición (de izquierda a derecha y de arriba abajo). Nótese como
las trayectorias (que mantienen constante su color) intentan siempre apuntar al mismo
punto en todas las imágenes.
modicado respecto al original, en varias de las secuencias del proyecto KITTI [1]. En la
Tabla 4.2 se observan los datos concretos del número de trayectorias detectadas y de la
media y varianza de su longitud, considerándose un máximo de 4 oclusiones; En la
Tabla 4.3 considerándose un máximo de 20.
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Tabla 4.1: Cambio en el número de trayectorias, junto con la media y varianza de sus
longitudes, detectadas mediante el programa original y con su versión modicada en
secuencias registradas por el proyecto KITTI [1]. Los porcentajes están medidos como el
cambio del programa modicado frente al original.






















4 -43.25% 32.26% 123.47% -42.71% -9.9% 12.49%
6 -53.45% 19.44% 131.49% -54.02% -21.47% 48.03%
7 -31.11% 38.32% 100.69% -36.59% 15.42% 142.10%
11 -47.46% 43.14% 248.06% -49.39% -0.05% 61.64%
12 -60.07% 37.84% 135.38% -52.25% -10.18% 18.45%
13 -42.69% 29.55% 183.47% -48.31% -15.55% 28.11%
15 -48.55% 47.45% 244.04% -49.716% 5.89% 81.86%
18 -34.59% 33.413% 147.52% -38.72% 4.76% 83.64%
20 17.28% 28.83% 97.06% 142.9% -18.26% 143.99%
Tabla 4.2: Considerando un máximo de 4 oclusiones, número de trayectorias, junto con
la media y varianza de sus longitudes, detectadas con el programa original y con su
versión modicada en secuencias registradas por el proyecto KITTI [1].
4
oclusiones








4 14709 3.780 20.15 25917 2.858 9.017
6 44761 3.397 22.549 96166 2.844 9.741
7 59482 4.44 39.446 86349 3.21 19.655
11 43194 3.779 24.298 82213 2.64 6.982
12 40709 4.495 45.499 101951 3.261 19.933
13 164328 3.582 19.781 286731 2.765 7.804
15 92496 4.049 28.886 179787 2.746 8.396
18 95094 3.909 25.789 145381 2.930 10.419
20 45359 4.996 63.829 38677 3.878 32.391
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Tabla 4.3: Considerando un máximo de 20 oclusiones, número de trayectorias, junto con
la media y varianza de sus longitudes, detectadas con el programa original y con su
versión modicada en secuencias registradas por el proyecto KITTI [1].
20
oclusiones








4 15088 6.143 80.985 26337 6.818 71.929
6 46757 5.983 135.11 101696 7.619 91.274
7 60424 8.045 194.677 95302 6.97 80.412
11 44819 6.334 102.012 88549 6.337 61.959
12 41680 9.173 244.138 87295 10.213 206.115
13 170713 5.74 77.854 330276 6.797 60.77
15 95515 6.977 127.803 189954 6.589 70.276
18 99099 6.697 107.170 161712 6.393 58.359
20 44914 10.079 316.961 39322 8.536 129.905
Como se puede observar en las tablas, al considerar 4 oclusiones el programa realizado
detecta menos trayectorias, pero a cambio aumenta, aproximadamente, entre un 20% y
50% sus longitudes, y posiblemente con ello sus calidades.
La razón del posible aumento de sus calidades, respecto a las del programa original, es
debido a que la manera de hacer la búsqueda de correspondencias del programa original,
comparando las SAD de los descriptores de los puntos detectados, era muy susceptible a
errores. Por esto mismo, a pesar de que considerando 20 oclusiones el programa original
sea, generalmente, mejor que el primero en cuanto a número de trayectorias detectadas,
las trayectorias que el programa original detectaba no eran necesariamente muy correctas.
Un número de oclusiones tan alto (respecto a la velocidad de los fotogramas por segundo
de las secuencias del proyecto KITTI y la velocidad de movimiento usual del vehículo
que las registró) puede dar lugar a numerosos errores, pues una trayectoria de un objeto
desaparecido en la secuencia puede continuarse con uno recién aparecido, siendo esto una
falsa correspondencia.
Un aumento en las detecciones y la longitud de trayectorias con tantas oclusiones no
reeja necesariamente una mejora de calidad. Por esto los resultados con un número
bajo de oclusiones máximas pueden indicar mejor la calidad de los programas.
El aumento de varianza del programa modicado frente al original también puede ser
reejo de que este suele dar más falsas correspondencias, haciendo que estas sean más
homogéneas. Sin embargo, ambas varianzas parecen ser muy altas, producto de que
algunas trayectorias se alargan demasiado en el tiempo.
Como se ha mencionado anteriormente, que una característica esté presente por más
de 20 fotogramas en estas secuencias puede ser un indicio de que es una trayectoria
errónea. Además de errores, situaciones especícas presentes en las secuencias pueden
dar lugar a trayectorias muy largas, por ejemplo si el vehículo que grabó las secuencias
se detuvo, o si este grabó un vehículo en frente suyo continuamente (porque mantenía su
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misma velocidad y dirección), o si grabó continuamente una misma montaña en el
horizonte, por ejemplo. Estas situaciones justican ligeramente la alta varianza, pero no
excusan que es muy probable que haya varias trayectorias erróneas, demasiado largas, en
ambos programas.
Para ver mejor la proporción de trayectorias de una cierta longitud producidas por los
programas, se representan en la Figura 4.2 varios histogramas, para secuencias del
proyecto KITTI, que muestran el número de trayectorias detectadas frente a su
longitud. Una línea discontinua negra muestra la longitud media de las trayectorias en
cada histograma. Por motivos de visualización, aquellas trayectorias mayores de 40, que
son muy difíciles de ver en el histograma sin enfocar, han sido agrupadas en el límite
derecho de los histogramas, como trayectorias de longitud 41, estando separadas por una
línea roja.
Se puede observar que en todas las secuencias los histogramas mantienen una forma
similar, donde la mayor parte de las trayectorias son muy cortas, pues su número decae
junto con el aumento de su longitud. También se conrma que un número alto de
oclusiones puede aumentar el número de falsas correspondencias, pues en los
histogramas que consideran un máximo de 20 oclusiones el número de trayectorias con
longitud mayor de 40 aumenta notablemente frente a cuando solo se consideran 4
oclusiones. Se puede armar que una gran cantidad de estas trayectorias son erróneas,
por su excesiva longitud.
Uno de los defectos principales del programa creado es que es ligeramente (depende de
la secuencia y las oclusiones) más lento que el programa original, hecho que seguramente
podría ser mejorado realizando el programa en lenguaje C++, por la gran cantidad de
bucles que utiliza. Pese a que el lenguaje Python, y en particular la librería Numpy,
reducen muy notablemente la velocidad de algunos cálculos matriciales si estos se hacen
con ciertas funciones predenidas, a veces es inevitable usar bucles, que en Python no son
muy rápidos.
Las conclusiones nales y el trabajo futuro propuesto, continuación de este programa
realizado, se pueden consultar en el Capítulo 5.
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(i)
Figura 4.2: Histogramas con el número de trayectorias detectadas en las secuencias del
proyecto KITTI [1] frente a sus longitudes. La línea negra discontinua representa la
longitud media de las trayectorias. Las trayectorias de longitud 41 (tras la línea roja)
agrupan todas las trayectorias de longitud 41 o superior.
Capítulo 5
Conclusiones y trabajo futuro
Mediante las pruebas y el programa principal realizado, se ha podido comprobar la utilidad
del detector de Harris y su efectividad, con ella entendiéndose porque es tan ampliamente
usado. También se ha podido comprobar también la utilidad y efectividad del descriptor
ORB, entendiendo el porqué de su presencia en métodos recientes de odometría visual.
Además de estos, se llegaron a probar una gran cantidad de detectores y descriptores,
destacándose el detector de ujo óptico de Lucas Kanade. El hecho de no haber podido
encontrar un digno detector ni buscador de correspondencias alternativo a los utilizados
en distintos métodos de odometría visual resultó decepcionante, pero demostró que
aquellos usados más usualmente son utilizados precisamente por su buena calidad.
Queda pendiente realizar un programa de estimación de la trayectoria recorrida por una
cámara que utilice a su vez el programa de rastreo de trayectorias de puntos creado, y por
lo tanto que realice el cálculo de los parámetros extrínsecos en función de la calidad de
las trayectorias detectadas. Para ello, y posiblemente lo más complicado de implementar,
es también necesario realizar una estimación de la distancia recorrida entre cada captura
de la cámara, para que el mapa predicho esté correctamente escalado.
El conocer la distancia recorrida entre cada captura podría también utilizarse para
mejorar las predicciones de velocidad de los puntos detectados en las imágenes,
dejándola de considerar constante. Esto mejoraría el ltrado realizado por la función
Filter programada. También, conocer está velocidad ayudaría a volver más certera la
eliminación de las correspondencias con mucha distancia entre sí.
Realizar este programa de estimación de la trayectoria recorrida por la cámara
permitirá ver la utilidad real del programa realizado y mencionado en este documento,
dando a su vez lugar a un nuevo programa que podrá resultar de una gran utilidad para
cualquier plataforma móvil.
Adicionalmente, se debe destacar que para realizar todos los programas mencionados en
este documento se debieron elegir una cantidad muy grande de parámetros para cada
función usada. Es muy probable que la combinación de parámetros elegidos no sea
perfecta, pero la enorme cantidad de estos hace muy difícil encontrar la ideal a base de
ir probando repetidamente. Por ello, desarrollar un programa de aprendizaje
automatizado para encontrar los parámetros ideales sería extremadamente útil para
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perfeccionar los resultados obtenidos, dando gran precisión de su ubicación a la
plataforma móvil que use estos programas.
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