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We measured basic parameters such as the lifetime, mobility, and diffusion constant of trapped
paraexcitons in Cu2O at very low temperatures (below 1 K) using a dilution refrigerator. To obtain
these parameters, we observed the space- and time-resolved luminescence spectrum of paraexcitons
in strain-induced trap potential. We extracted the lifetime of 410 ns from the measurements of
the decay of the luminescence intensity. By comparing the experimental results and numerical
calculations, we found that the mobility and the diffusion constant increase as the temperature of
the paraexcitons decreases below 1 K. In particular, we obtained a mobility of 5.1 × 107 cm2/V·s at
the corresponding temperature of 280 mK. To the best of our knowledge, this value is the highest
exciton mobility that has been measured. These results show that the mean free path of the
paraexcitons reaches a size (∼ 300 µm) comparable to that of the cloud of trapped paraexcitons
(∼ 100 µm). From our analyses, we found that the spatial distribution of the paraexcitons can
reach a distribution that is defined by the statistical distribution function and the shape of the
three-dimensional trap potential at ultra-low temperatures (well below 1 K). Our survey shows that
the ultra-low temperature ensures that the Bose–Einstein condensation transition in a trap potential
can be investigated by examining the spatial distribution of the density of 1s paraexcitons.
I. INTRODUCTION
An exciton is a bound state of one electron and one hole
in a solid. Electrons and holes are classed as fermions
and, naively, excitons are considered bosons. Bose–
Einstein condensation (BEC) is expected to occur at high
densities and low temperatures.1,2 Consideration of the
BEC of photo-excited quasi particles is an illuminating
problem from a modern perspective, as these particles
essentially constitute a many-body system following non-
equilibrium quantum statistics.
The exciton BEC has been studied extensively since
the 1960s, both experimentally and theoretically.1–6 In
particular, 1s paraexcitons in cuprous oxide (Cu2O) are
regarded as one of the most promising candidates for re-
alization of the exciton BEC in bulk semiconductors.2,7
As we explain in the following section, 1s paraexcitons
have an extremely long lifetime7,8 because they are very
weakly coupled to the radiation field. Experimentally,
the BEC of 1s paraexcitons has been studied intensively
since the 1990s.9–13 However, as discussed below, the ex-
citon BEC has not been directly observed to date, and
attempts are ongoing.
Certain temperature and density regions were targeted
in earlier studies of the 1s paraexciton BEC. Initially,
searches for the exciton BEC were performed in Cu2O
by cooling these semiconductor samples to superfluid
temperatures (∼2 K.)5,10,11 Typically, nanosecond pulsed
lasers were used to achieve a critical density of approxi-
mately 1017 cm−3 at 2 K. However, no decisive evidence
of the BEC of paraexcitons was obtained despite con-
siderable effort, including careful line-shape analyses in
time-resolved experiments and absolute luminescence in-
tensity measurements.5,10,11 The physical reason why the
system did not cross the BEC phase boundary remained
unknown for 20 years. In the meantime, an experimental
method was developed in which the absolute exciton den-
sity could be measured using the hydrogen-like internal
transitions.14–16 Application of this method revealed that
the density-dependent decay of 1s paraexcitons through
two-body inelastic collisions between them is an impor-
tant obstacle to achieving the critical density.8 Specif-
ically, the effective lifetime becomes approximately 100
ps at the BEC transition density at 2 K, which is too
short for 1s paraexcitons to reach a thermal equilibrium
state.17,18 Therefore, to achieve the BEC of 1s paraexci-
tons, reduction of the critical density is required to in-
crease the effective lifetime. Since the 2010s, experiments
at temperatures below 1 K have begun, aiming to achieve
the BEC transition density of 1016 cm−3 or below.12,19,20
Two unique problems affect paraexcitons in Cu2O at
sub-Kelvin temperatures. First, the 1s paraexciton dif-
fusion enters a ballistic regime21,22 that hinders efficient
accumulation of the 1s paraexciton density. The other
problem is that the refrigerator cooling power decreases
as the temperature decreases. A solution to both prob-
lems is the creation of 1s paraexcitons in a trap potential
with moderate excitation power. The trap potential con-
fines the diffusive paraexcitons to a limited spatial region,
yielding a gas of dense paraexcitons with moderate exci-
tation power. The trap potential is created by applying
an inhomogeneous stress on a crystal,23,24 and the po-
tential is nearly harmonic in three dimensions; thus, the
system becomes sufficiently simple to be handled theo-
retically. In Ref. 12, a 3He-refrigerator was used to cool
1s paraexcitons to 800 mK and a phenomenon suggest-
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2ing BEC transition at 1016 cm−3 in a trap potential was
reported, although the condensate was unstable; this is
called the relaxation explosion. To obtain direct evidence
of the BEC transition and to increase the condensate
fraction, dilution refrigerators are now being used, and
the targets for the BEC excitons are being set to increas-
ingly low densities and temperatures (1015 cm−3 at 100
mK). Note that the loss rate induced by two-body in-
elastic collisions is decreased at reduced BEC transition
density. Recently, the energy distribution of 1s paraexci-
tons was confirmed to reach a classical thermal distribu-
tion at 97 mK20 and 450 mK19 (those researchers claimed
that the paraexciton temperature at the bottom of the
trap potential is 230 mK.25) Theoretical investigations
for paraexciton thermalization are also reported with the
assumption of certain values of the exciton-phonon scat-
tering rate and the two-body inelastic collision rate at
ultra-low temperatures.25,26
If 1s paraexcitons can be treated as ideal Bose parti-
cles in the trap potential, the paraexciton mass, tem-
perature, and trap potential shape are the only pa-
rameters determining the steady-state spatial distribu-
tion of the trapped exciton cloud. Moreover, condensa-
tion of distributions in both momentum space and real
space is expected at the BEC transition, as for atomic
BEC.27–29 However, it is not self-evident whether the spa-
tial distribution of 1s paraexcitons reaches the spatially
global thermal distribution of ideal Bose particles defined
by the statistical distribution function and the three-
dimensional trap potential shape. Indeed, this question
has already been raised in earlier studies.23,25 The steady
state of the spatial distribution is determined by the
paraexciton transport within the paraexciton lifetime. In
general, exciton transport is governed by phonon scatter-
ing at high temperatures30 and by impurity scattering
and local potential fluctuations at low temperatures, for
which the phonon population is very low. These scatter-
ings prevent the exciton spatial distribution from relax-
ation to the spatially global thermal distribution within
the limited exciton lifetime. Therefore, understanding of
the transport properties of 1s paraexcitons at ultra-low
temperatures is very important for experimental realiza-
tion and theoretical investigation of the exciton BEC.
To study the transport properties of paraexcitons in
Cu2O, space- and time-resolved measurements are re-
quired. Paraexciton transport at temperatures above 1.2
K in Cu2O has been studied previously.
21,22 It was con-
firmed both experimentally and theoretically that exciton
transport is determined by the interactions between the
excitons and phonons. Moreover, studies22 on 1s paraex-
citon transport in Cu2O in a trap potential have revealed
that the stress on the Cu2O changes the interactions be-
tween the 1s paraexcitons and phonons, with the trans-
port results depending on the degree of stress. However,
transport of 1s paraexcitons at dilution-refrigerator tem-
peratures has not been experimentally studied. We have
no knowledge of the change in the interaction between
1s paraexcitons and phonons at sub-1-K temperatures.
Furthermore, it is unclear whether the impurity scatter-
ing and local potential fluctuations become potentially
effective at ultra-low temperatures.
Therefore, this study investigates the unknown trans-
port properties of 1s paraexcitons and the cooling dy-
namics from initial excitation in a strain-induced trap
potential at sub-1-K temperatures. A dilution refrigera-
tor is used to cool the lattice to 40 mK. An intensified
charge-coupled detector (ICCD) camera is used to de-
tect the space- and time-resolved luminescence from the
1s paraexcitons. The time evolutions of the transport
properties and local temperature of the 1s paraexcitons
are successfully tracked from the initial generation. We
extract the diffusion constant and mobility at sub-1-K
temperatures for the first time by comparing the results
of the experiment and numerical calculations. Hence,
we investigate the time required for 1s paraexcitons to
reach a spatially steady state and compare the spatial
distribution with the distribution expected when assum-
ing thermal equilibrium in the trap potential.
Our study clarifies whether the system of 1s paraex-
citons realizes the spatially global thermal distribution
of ideal Bose particles defined by 100-mK temperature,
the chemical potential (the number of 1s paraexcitons),
and the trap potential, and whether we can treat 1s
paraexcitons as a system independent of phonon scatter-
ing and impurity scattering, which are present in most
cases. This work also contributes to theoretical investi-
gation of the spatial distribution of 1s paraexcitons with
the BEC transition, which may be affected by the in-
teractions between paraexcitons and phonons, impurity
scattering, or random potential.
The remainder of this paper is organized as follows.
We describe the basic properties of excitons in Cu2O
and our experiment setup in sections 2 and 3, respec-
tively. We report lifetime measurement at a sub-1-K
temperature in section 4, and spatio-temporal dynam-
ics measurements of the spatially resolved luminescence
spectra of 1s paraexcitons in a trap in section 5. In sec-
tion 6, we present numerical calculations that reproduce
the experimental results, and compare these results for
the spatio-temporal dynamics in section 7, extracting the
diffusion constant and mobility. Finally, we comment on
the future research outlook and present our conclusions
in section 8.
II. BASIC PROPERTIES OF EXCITONS IN
CUPROUS OXIDE
A. Excitons in Cu2O
Cu2O is a well-known host material for typical
Wannier–Mott excitons,31 because of the large binding
energy (∼150 meV) of the lowest exciton state, i.e., the
so-called “yellow series exciton state.” This is a bound
state of a spin 1/2 electron in the lowest conduction band
(Γ+6 ) and a hole in the highest valence band (Γ
+
7 ), and ex-
3hibits a hydrogen-like Rydberg energy series. The lowest
exciton level (principal quantum number n = 1) is split
into two states: a triply degenerate orthoexciton state
(Γ+5 ) and a nondegenerate paraexciton state (Γ
+
2 ). The
paraexciton energy level is 12 meV lower than that of
the orthoexcitons, and this 1s paraexciton state is the
ground state of a yellow series exciton. Direct recombi-
nation of paraexcitons (Γ+2 ) is optically forbidden for all
orders of transitions by the parity and spin selection rules
although paraexcitons are very weakly allowed through
phonon-assisted recombination processes. Further, when
stress is applied to the crystal, direct recombination of
paraexcitons becomes very weakly allowed because of the
coupling with an exciton state from the green series with
the finite strain field. The weakness of the coupling be-
tween the paraexcitons and radiation field is the source
of the exceptionally long paraexciton lifetime (typically
more than hundreds of nanoseconds).
B. Trap potential and transport properties of
paraexcitons in Cu2O
The stress dependence of the energy levels of the 1s
excitons in Cu2O was studied in detail.
32,33 The en-
ergy of 1s paraexcitons depends on the spatially depen-
dent strain tensor induced by the applied inhomogeneous
stress. Therefore, the inhomogeneous strain creates the
spatial distribution of the energy shift of the 1s paraexci-
ton level. In particular, a specific stress application called
“Hertzian contact”23,34,35 generates a specific strain pro-
file that acts as a three-dimensional harmonic trap po-
tential, the shape of which can be predicted from the
material properties of the round plunger, applied force,
and crystal orientation.
In general, the transport properties of excitons in
solids are dominated by their interactions with phonons.
Therefore, the paraexciton mobility is related to the
scattering rate with phonons and increases as the tem-
perature decreases because of reduction in the phonon
density. Furthermore, the energy-momentum conser-
vation law prohibits exciton–acoustic-phonon scattering
processes when the exciton momentum is below a specific
value, which is determined by the dispersion relations of
the excitons and phonons (so-called “freezing-out”). In
addition, the scattering rate between paraexcitons and
phonons is strain-dependent.22 Paraexciton transport in
a strain-induced harmonic trap potential at temperatures
of 1.2–10 K has been studied in detail.22 In those exper-
iments, the temperature dependence of the mobility was
observed at different stress regions (ranging from 1 to 3.2
kbar). Note that paraexcitons drift to the bottom of the
trap potential when they are generated at some distance
from the bottom.22 The paraexciton mobility can be ex-
tracted from time-resolved measurements of this drift.
The corresponding experiment results show that, in the
lowest-stress region (1 kbar), the mobility dependence on
the temperature (T ) is proportional to T−5/2, but pro-
portional to T−3/2 in the highest-stress region (3.2 kbar).
These results imply that (1) paraexciton transport is de-
termined by the interactions between the paraexcitons
and longitudinal acoustic (LA) phonons at low applied
stress (including zero stress) and (2) interactions between
paraexcitons and transverse acoustic (TA) phonons occur
when the applied stress is relatively high. Interaction be-
tween paraexcitons and TA phonons is prohibited on ac-
count of the symmetry requests in Cu2O. However, when
stress is applied to the crystal, the crystal symmetry is
lowered and interaction between the paraexcitons and TA
phonons is allowed. The sound velocity of TA phonons
(1.3 km/s) is lower than that of LA phonons (4.5 km/s).
Therefore, slow paraexcitons, which are prohibited from
emitting LA phonons, can still emit TA phonons. In-
teractions between paraexcitons and TA phonons change
the T−5/2 dependence of the exciton mobility to T−3/2.
In recent experiments, TA phonons under a finite strain
field have contributed critically to reduction of the exci-
ton temperature well below 1 K.20 However, the trans-
port properties of paraexcitons in a strain-induced trap
have not been studied at such low temperatures to date.
Experimental verification is required as to whether the
transport properties can be predicted through extension
of the known mechanism acting at temperatures exceed-
ing 1.2 K, or whether they are influenced by the impurity
scattering and local potential fluctuations. This work ad-
dresses this issue experimentally.
III. EXPERIMENT SETUP
A. Dilution refrigerator
The experiment setup for the lifetime and transport
properties of the paraexcitons is shown in Fig. 1(b).
We measured the space- and time-resolved luminescence
from the paraexcitons in a trap potential at a base tem-
perature of 40 mK. As described above, paraexcitons
in Cu2O are very weakly coupled to the radiation field.
Therefore, to obtain sufficient luminescence signal inten-
sity, we constructed an experiment setup that allows for
efficient paraexciton generation, high detection efficiency,
and long exposure time, which requires sufficient stabil-
ity. Below, we describe our dilution refrigerator, sample
setting, excitation configuration, and designs for paraex-
citon luminescence detection.
Our apparatus was based on a cryogen-free dilution
refrigerator (Oxford Instruments, DR-400, employed in
Ref. 20) having the following five unique features.
(1) Windows were attached in four directions, providing
optical access to the sample stage. We carefully chose
the appropriate window material to avoid input of excess
thermal radiation to the sample stage.
(2) The refrigerator had a high cooling power of 400 µW
at the base temperature of 100 mK. Even with careful
design for optical access, a finite amount of thermal radi-
ation is inevitable. The high cooling power compensated
4for this incoming heat and facilitated realization of the
lower temperature of 40 mK.
(3) The cryo-free system could run continuously for a
long period of time, which was an important prerequisite
for the experiment. We could routinely set the exposure
time for several hours depending on the signal strength.
(4) We set a collective lens (focal length: 15 mm, effec-
tive aperture: 3 mm) inside the refrigerator to observe
the luminescence from the trapped 1s paraexcitons. A
large solid angle for emitted light collection was achieved.
However, it was necessary to finely adjust the lens posi-
tion inside the refrigerator to realize imaging with a high
spatial resolution. We controlled the lens position using
a piezo-electric motor that was also attached to the re-
frigerator cold sample stage.
(5) The refrigerator was specially designed for reduced
sample stage vibration, which was experimentally con-
firmed to be sufficiently small (much less than our spa-
tial resolution of ∼10 µm) to facilitate high-resolution
imaging.
B. Sample
We used a Cu2O crystal identical to that in Ref. 20.
The sample was a naturally grown pure single crystal.
The sample surface consisted of the [100], [011], and
[011¯] crystal planes. The sample dimensions were 5.3 ×
5.3 × 8.0 mm. The excitation beam propagated along
the sample [011] axis. The collective lens was set along
the sample [011¯] axis. Sufficient thermal contact was
achieved between the mixing chamber and [100] crystal
surface to maintain a very low lattice temperature under
optical excitation. An inhomogeneous stress was created
along the [100] axis of the sample through Hertzian con-
tact to generate the spatial trap potential. The Hertzian
contact was established by contact between the flat sur-
face of the sample and a lens with a spherical surface
(BK7, radius of curvature = 15.57 mm), which was set in-
side the sample stage. The strain distribution created by
the Hertzian contact directed the maximum shear strain
away from the surface inside the sample, and the inho-
mogeneous strain field acted as the trap potential. A
piezo-electric motor pushed the lens against the sample
and controlled the amount of applied stress. We roughly
checked the magnitude of the applied strain by observing
the birefringence pattern in the crystal using a charge-
coupled device (CCD) camera.
C. Excitation light
We observed the paraexciton transport in our exper-
iment. Thus, a large number of paraexcitons were re-
quired to obtain sufficient luminescence intensity. How-
ever, as noted above, the paraexciton–radiation field cou-
pling is very weak and, thus, direct creation of paraex-
citons is inefficient. Therefore, we used the process for
(a)
(b)
FIG. 1. (a) Timing charts. (Upper row) ON/OFF
cycle of AOM driver, (middle row) ICCD exposure
duration, (lower row) ICCD gate. (b) Experiment
setup, with pump-laser optical path (orange solid line)
and electrical paths of controlled devices (blue dotted
lines). The red and blue arrows show the optical path of
the exciton luminescence and that for observation of the
birefringence pattern in the crystal. SMF, MMF, FB
system, PD, HWP, GLP, CCD, ND and FG:
single-mode fiber, multi-mode fiber, feedback system,
photodetector, half-wave plate, Glan laser polarizer,
CCD camera, neutral density filter, and function
generator, respectively.
converting orthoexcitons to paraexcitons as an efficient
means for creating paraexcitons. We generated orthoex-
citons via a longitudinal-optical (LO)-phonon-assisted
absorption process with a pump laser (Coherent Inc.,
899-21 Ring Dye laser, Rhodamine 6G). The dye laser
was pumped by a frequency-doubled Nd:YVO4 laser (Co-
herent Inc., Verdi-V10). We could select the dye-laser
oscillation wavelength within the range of 560–620 nm.
The resonant wavelength for the LO-phonon-assisted ab-
sorption varied with the position in the trap potential,
because the orthoexciton energy level varied with the
strain distribution. We chose a 606.7-nm wavelength to
selectively generate orthoexcitons around the bottom of
the trap potential. The dye-laser wavelength was mea-
5sured by a wavelength meter (Bristol Instruments, 771 se-
ries laser spectrum analyzer) through a multi-mode fiber
connection. The excitation beam was introduced to the
sample along the [011] axis and was focused on the trap
bottom through a focusing lens set outside the refriger-
ator. To perform the time-resolved experiments, it was
necessary to prepare pulsed excitation light emitted from
the continuous-wave (cw) laser. To simplify the numer-
ical analysis involving step-like changes in the intensity,
a buildup and intensity drop duration of the chopped
excitation laser shorter than the timescale of the trap
frequency and the paraexciton decay was preferable. We
used the first-order diffraction of an acousto-optic mod-
ulator (AOM) to modulate the cw beam intensity. The
chopping speed was determined by the AOM radio fre-
quency and the beam size; thus, an AOM with high res-
onance frequency (∼200 MHz, IntraAction Corp., ATM-
200C1) was selected. In addition, the following two pro-
cedures were essential for reliable experiments.
(1) We carefully constructed an AOM driving circuit to
realize a high extinction ratio for the chopped excitation
laser. If the extinction ratio is low, the residual light
causes continuous paraexciton feeding, yielding a lim-
ited dynamic range of paraexciton density undesirable
for precise lifetime measurements. To further improve
the extinction ratio, we controlled the excitation laser
intensity through polarization rotation using an electro-
optic modulator (EOM), a half wave plate, and a Glan
laser polarizer. Hence, the extinction ratio became ∼106.
(2) We also constructed a feedback system for the AOM
driving power to stabilize the excitation light intensity.
The AOM driving power determined its diffraction effi-
ciency and the excitation light intensity. Time-resolved
measurements require long data acquisition time of typ-
ically 1 h. Therefore, stabilization of the excitation light
intensity is important; this was monitored by a photode-
tector, the signal from which was received in the feedback
system.
D. Luminescence detection
We detected the space- and time-resolved luminescence
spectra via direct recombination of paraexcitons. We
used a 50-cm imaging spectrometer (Spectra Pro-500i,
Acton Research Corporation) to resolve the luminescence
energy. The maximum energy resolution of the spectrom-
eter was 50 µeV. We used an intensified CCD (ICCD, iS-
tar DH334T, Andor Technology) camera. The lumines-
cence signal was exposed within the gate applied to the
ICCD camera, allowing detection of the time- and space-
resolved luminescence. The gate pulse on the ICCD
camera was generated by a digital delay/pulse genera-
tor (DG535, Stanford Research Systems). The timing
chart is depicted in Fig. 1(a). The timing for chopping
the excitation light with the AOM was also controlled by
another electrical pulse from the DG535. The repetition
frequencies of these two pulses were identical. We deter-
mined the time evolution of the spatially resolved lumi-
nescence spectrum of the paraexcitons by varying the in-
terval between these two electrical pulses. Three types of
luminescence appeared in our spectral region of interest:
(1) Direct luminescence from orthoexcitons; (2) Phonon-
assisted luminescence from orthoexcitons; (3) Direct lu-
minescence from paraexcitons. We focused on the third
type.
IV. MEASUREMENT OF PARAEXCITON
LIFETIME AT SUB-KELVIN TEMPERATURES
We performed two types of experiment: the lifetime
measurement and measurement of the spatio-temporal
dynamics to estimate the mobility and diffusion constant
of paraexcitons. As discussed in section 2, these are un-
known parameters at 100 mK. We changed the excitation
configurations (the excitation intensity and positions) ac-
cording to the experiment type. For the lifetime mea-
surement, we observed the paraexciton luminescence de-
cay after deactivating the excitation light. The following
three points were important with regard to the excitation
configurations.
(A-1) The excitation laser intensity could not be exces-
sively high. A strong excitation laser generates high-
density paraexcitons. High paraexciton density (typi-
cally, >∼1014 cm−3) may yield density-dependent pro-
cesses such as two-body inelastic collisions, which com-
plicate the decay processes and lifetime analyses.
(A-2) The excitation power should not be too weak.
At low paraexciton density, the processes of trapping
paraexcitons to the impurity centers may complicate the
decay processes.
Therefore, we set the peak intensity of the quasi-cw ex-
citation light to 300 nW for the lifetime measurements.
The AOM repetition frequency was 500 Hz.
(B) We set the excitation position to the bottom of the
trap potential. Thus, the paraexciton drift process could
be ignored during the lifetime extraction.
The detection setup featuring the spectrometer and
ICCD camera is explained here. The time-resolved in-
tensity of the paraexciton luminescence is the only pa-
rameter required for the lifetime estimation, and was ob-
tained by spectrally resolving the three luminescence sig-
nals listed above, as shown in Fig. 2. However, a high
energy resolution was not required. Opening of the spec-
trometer slit decreases the energy resolution but increases
the collection efficiency. Therefore, we opened the spec-
trometer entrance slit to 1 mm. The energy resolution
was 400 µeV. The energy of the paraexciton luminescence
peak was approximately 2018.3 meV. We integrated the
signal spectrally over 1 meV to measure the paraexciton
luminescence intensity.
A typical lifetime measurement result is shown in Fig.
3. The ICCD gate width was set to 200 or 500 ns. The ex-
posure time was typically set to 1 h. The time origin was
set to the point where the luminescence intensity began
6FIG. 2. Typical space- and energy-resolved
luminescence image at 75-mK lattice temperature. The
excitation beam penetrated near the bottom of the
strain-induced trap potential. Excitation power: 300
µW; gate width: 100 ns; exposure time: 100 s;
accumulation number: 5; and spectrometer slit width:
30 µm, yielding a higher energy resolution (50 µeV)
than in the present experiment for measuring lifetime
(400 µeV). The luminescence (energy ∼2013.0 meV)
was the Γ3-phonon-assisted orthoexciton emission. The
signals at approximately 2018.3 and 2026.2 meV were
the paraexciton and orthoexciton direct emissions,
respectively.
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FIG. 3. Time-resolved measurement results of
luminescence intensity for paraexciton direct emission
at 2018.3 meV (lattice temperature: 42 mK). The
experiment setup and time origin measurement are
explained in the text. The blue circles, horizontal bar,
and green dashed line show the experiment data at each
gate, the gate width, and the fitting curve, respectively.
to decrease. We did not use the result for the gate con-
taining the time origin for fitting, because the seemingly
slow decay was an artifact of the time difference between
the excitation turn-off timing and gate start time. The
decaying part (delay time: 200–1000 ns) of the lumines-
cence intensity was fit with a single exponential function
considering the gate width. From the fitting, the paraex-
citon lifetime was determined to be 410 ± 8 ns. Further,
we found no nonlinear decay, showing that two-body in-
elastic collision processes were absent from this density
region. The measured lifetime is compatible with the re-
sults of experiments at temperatures above 1 K.8 Thus,
there are no physical processes that shorten the lifetime
at ultra-low temperatures below 1 K. In addition, the
obtained lifetime supports our previous assumption of a
300-ns paraexciton lifetime to reproduce the paraexciton
temperature of 100 mK.20 As discussed below, the life-
time is longer than the typical timescale associated with
the trap potential and, thus, the present system is ideal
for realizing the BEC.
V. EXCITON DYNAMICS MEASUREMENT
Next, we measured the spatio-temporal dynamics of
paraexcitons . We changed the excitation light inten-
sity, its position relative to the trap potential, the ICCD
camera gate setting, and the spectrometer slit width.
To obtain space- and time-resolved luminescence spec-
tra with a high signal-to-noise ratio, relatively strong
emission from paraexcitons is required. Therefore, we set
the excitation-light peak intensity to 30 mW to generate
relatively high paraexciton density of ∼1014 cm−3.
Secondly, to observe the paraexciton drift clearly, the
drift distance must be larger than the detection spatial
resolution (∼10 µm). Therefore, the excitation position
was intentionally shifted 170 µm from the bottom of the
trap potential along the sample [100] axis. Paraexcitons
generated at the position of the excitation drift to the
bottom of the trap potential as shown in Fig. 4(a).
For the mobility and diffusion constant measurements,
we focused on the buildup of the spatial distribution
of paraexcitons. We varied the delay time between the
ICCD gate pulse and the pulse for driving the AOM. We
controlled the two pulses as shown in Fig. 4(b). To ob-
tain sufficient signal intensity with a good signal-to-noise
ratio, a long gate width is required. However, the gate
width should be shorter than the trap frequency (∼10
MHz) of the potential. Therefore, we set the gate width
to 30 ns. We gradually varied the delay between the two
timing pulses in 30-ns steps. The pulse repetition fre-
quency was 500 Hz. The exposure time was typically
set to 1 h. The mixing-chamber temperature under the
optical excitation was 58 mK.
We observed not only the spatio-temporal dynamics,
but also the time evolution of the energy relaxation of the
paraexcitons in the trap potential. To achieve this, we set
a narrow spectrometer slit width (∼30 µm) to obtain the
maximum energy resolution. The longitudinal direction
of the slit was parallel to the drift direction.
We obtained six images each for the direct lumines-
cence from the paraexcitons and orthoexcitons, as shown
in Figs. 5(a–f) and 6(a–f). The time origin was set to the
appearance point of the paraexciton luminescence. The
following three points were noted from the results:
(1) When the orthoexciton luminescence signal appeared
7(a)
(b)
FIG. 4. Settings for spatio-temporal dynamics
measurements. (a) Schematic illustration of optical
excitation spatial configurations. The red circle shows
the excitation position in the trap potential along the
sample [100] axis. Paraexcitons drifted from the
excitation position to the bottom of the trap potential
(blue circle). The distance between the excitation
position and the trap potential bottom was set to 170
µm. (b) Timing chart of two electric pulses for
spatio-temporal dynamics measurements. (Upper row)
Timing chart of AOM driver control pulse. The pulse
duration varied with the excitation power. (Lower row)
Gate pulses sent to ICCD. We varied the delay time
between the control pulse and gate to observe the
spatio-temporal dynamics.
(t = 0 ns, Fig. 6(b)), the paraexciton luminescence
was very weak (Fig. 5(b)). At the next time gate,
the paraexciton luminescence appeared clearly. These
results suggest that the time scale of the orthoexciton-
to-paraexciton conversion process is of the same order
as the gate width (∼30 ns) at sub-Kelvin temperatures.
This time scale seems different from the orthoexciton-
to-paraexciton conversion time (a few nanoseconds) re-
ported previously,36–38 at a 2-K lattice temperature. Fur-
ther investigation is required to understand the physical
origin of the discrepancy.
(2) For t = 30–90 ns, Figs. 5(c) and 5(e) show that the
peak position of the paraexciton luminescence drifts to
the bottom of the trap potential over 170 µm. Thus,
we successfully observed paraexciton drift over a macro-
scopic range.
(3) For t = 90–120 ns, Fig. 5(e) shows that the peak
position is at the trap potential bottom, and the over-
(a) (b)
(c) (d)
(e) (f)
(g)
FIG. 5. (a–f) Time evolution of spatially resolved
luminescence spectra of paraexcitons after activation of
excitation light for time t of (a) –30, (b) 0, (c) 30, (d)
60, (e) 90, and (f) 120 ns. All signals in (a)–(e) were
normalized with the peak intensity in (f). (g) Spatially
resolved luminescence intensity of paraexcitons at each
t. The gray dotted line shows the trap potential shape.
all spatial distribution is almost identical to that in Fig.
5(f). This result shows that those spatial distributions
are of the paraexciton steady states, which are achieved
within 120 ns, which is considerably shorter than the
paraexciton lifetime.
Furthermore, we estimated the trap frequencies from
Fig. 5(e), as 13, 9, and 9 MHz in the directions of the
[100], [011], and [011¯] axes, respectively. Hence, the ap-
plied force was expected to be 170 N. The trap frequen-
cies were used for the numerical analysis reported in the
following section.
In addition, an interesting orthoexciton characteristic
can be deduced from Figs. 6(a–f). The overall spatial
distribution of the orthoexciton luminescence changed
between t = 90 and 120 ns (Figs. 6(e) and 6(f)), al-
though the overall spatial distributions of paraexcitons
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(c) (d)
(e) (f)
FIG. 6. (a–f) Time evolution of spatially resolved
luminescence spectra of orthoexcitons after excitation
light activation, for t of (a) –30 ns, (b) 0, (c) 30, (d) 60,
(e) 90, and (f) 120 ns. All signals in (a)–(e) were
normalized with the peak intensity in Fig. 5(f)
(paraexcitons).
in Figs. 5(e) and 5(f) were almost identical. Our re-
sults suggest that the spatial distribution of orthoex-
citons does not reach a steady state within the time
scale of the orthoexciton-to-paraexciton conversion pro-
cess, which dominates the orthoexciton lifetime. Further-
more, for t=120 ns, the orthoexciton density increases at
the peak position of the paraexciton distribution. There-
fore, this phenomenon implies that another source of or-
thoexciton generation appear after t = 90 ns, i.e., an up-
conversion process from paraexcitons to orthoexcitons.
This up-conversion process is expected to be an impor-
tant topic for future studies of high-density paraexcitons.
VI. NUMERICAL SIMULATION
To estimate the mobility and the diffusion constant
of paraexcitons, we compared the results of the spatio-
temporal dynamics measurements with numerical sim-
ulations of the paraexciton luminescence spatial distri-
bution along the sample [100] axis. The mobility and
diffusion constant values were used as fitting parameters
in the numerical calculations. We examined the exper-
imentally measured spatio-temporal dynamics for three
discrete time delays with finite gate time, reported in the
previous section. However, it was impossible to resolve
the dynamics within the gate time. Therefore, for the
calculation, we assumed that the diffusion constant and
mobility were unchanged within the gate time and un-
derwent step-like changes as the delay time proceeded,
with t values of 1) 0–30, 2) 30–60, and 3) 60–90 ns. We
considered the diffusion and drift terms and the paraex-
citon decay and generation in the numerical calculations.
The basic equation was based on the conventional dif-
fusion equation used for numerical calculations. We ob-
served the change of the luminescence intensity distribu-
tion along the sample [100] axis. To analyze this tempo-
ral evolution, we set a diffusion equation, which describes
the spatio-temporal dynamics of the paraexcitons in one
direction. The equation was expressed as
∂
∂t
N(z, t) =
∂
∂z
(µ(T (z, t))
∂V (z)
∂z
)N(z, t)
+
∂
∂z
D(T (z, t))
∂
∂z
N(z, t)
− 1
τp(z)
N(z, t) +G(z, t), (1)
where N(z, t) is the paraexciton density at position z and
time t, µ(z, T ) denotes the paraexciton mobility at z and
the paraexciton temperature T (z, t), V (z) is the poten-
tial energy of the trap potential at z, tp(z, t) denotes the
effective lifetime of paraexcitons at z and t, and G(z, t)
is the paraexciton generation rate at z. The static V (z)
was calculated independently according to the conven-
tional Hertzian contact problem. G(z, t) was calculated
from the excitation light intensity, actual absorption, and
excitation volume. We calculated the effective lifetime
while considering the two-body inelastic collision loss:
1
τp(z, t)
=
1
τ0
+A ·N(z, t), (2)
where τ0 and A are the lifetime extracted in section 4 (τ0
= 410 ns) and the two-body collision loss coefficient (set
to 10−16 cm3/ns),8 respectively.
We performed numerical calculations based on the
above equation, as follows.
(1) Our diffusion equation was nonlinear because the ef-
fective lifetime is dependent on the density distribution.
However, the density distribution time evolution within
the gate time is unknown. Here, we evaluated the time-
averaged density distribution as follows, and calculated
the position-dependent effective lifetime:
For 0 ≤ t < 30 ns, 30 ≤ t < 60 ns, and 60 ≤ t < 90 ns,
N(z, t) = N1(z, t) was estimated from the luminescence
distributions obtained from our measurements at t = 30,
60, and 90 ns, respectively.
(2) We set the time and space grid as
zi, ∆z = 1 µm, i = 1, 2, .., 500, (3)
tj , ∆t = 0.5 ns, j = 1, 2, .., 180. (4)
As a result of our approximation of the effective lifetime
by the time-averaged density, the time evolutions of the
distribution for paraexcitons generated at different times
were independent. Therefore, summation of the density
distribution at the end of the calculations was sufficient
9to obtain the final result. The density distribution calcu-
lation procedure was as follows: We defined nm(z, t) as
the density distribution of paraexcitons generated when
t = m ·∆t. For t < m ·∆t, nm(z, t) = 0; for t = m ·∆t,
nm(z, t) = G(z, t) ·∆t; and for t > m ·∆t,
nm(z, t+ ∆t) =
∂
∂z
(µm(z, t)
∂V (z)
∂z
)nm(z, t) ·∆t
+
∂
∂z
Dm(z, t)
∂
∂z
nm(z, t) ·∆t− ∆t
τp
nm(z, t) + nm(z, t).(5)
The total paraexciton density was calculated from
N(z, τ) =
m<τ/∆t∑
m=0
nm(z, τ). (6)
(3) The fitting parameters were the mobility and diffu-
sion constant, which are not linearly independent. We
assumed that these parameters were dependent on the
paraexciton temperature, as shown in Ref. 22.
µm(z, t) = µm(Tm(z, t)), (7)
Dm(z, t) = Dm(Tm(z, t)), (8)
where Tm(z, t) is the temperature of paraexcitons gen-
erated when t = m · ∆t at z and t. Moreover, the
temperature dependence of these parameters (as equa-
tions below shows) could be estimated from the stress
applied to the crystal (2.1 kbar). This estimation was
based on the results provided by Wolfe’s group paper,22
which considers interaction between the paraexcitons and
TA phonons. The interaction strength and parameter
temperature dependence are stress-dependent. We could
regard the stress as approximately constant in our obser-
vation area range.
µm(z, t) = kµ · T−1.73m , (9)
Dm(z, t) = kD · T−0.73m , (10)
where kµ and kD are constants.
We assumed that the cooling process was independent
of the interactions between paraexcitons. Therefore, the
temperature of the paraexcitons generated when m ·∆t
did not depend on N(z, t), but rather on (t − m · ∆t).
As mentioned above, in our analysis, we estimated the
diffusion constant and mobility from comparison of three
images with our numerical calculations. Therefore, we
again assumed average values of the paraexciton temper-
ature, diffusion constant, and mobility corresponding to
three time regions (t = 0–30 ns, t = 30–60 ns, t = 60–90
ns).:
For 0 ns ≤ t−m ·∆t < 30 ns,
Tm(t) = T1, µm(z, t) = kµ · T−1.731 ,
Dm(z, t) = kD · T−0.731 ;
For 30 ns ≤ t−m ·∆t < 60 ns,
Tm(t) = T2, µm(z, t) = kµ · T−1.732 ,
Dm(z, t) = kD · T−0.732 ;
For 60 ns≤ t−m ·∆t < 90 ns,
Tm(t) = T3, µm(z, t) = kµ · T−1.733 ,
Dm(z, t) = kD · T−0.733 .
(4) The signal detected by the ICCD camera was the
integrated luminescence intensity during the gate time.
To compare the numerical calculation and experiment re-
sults, integration of the varying density distributions was
required. Moreover, the efficiency of the paraexciton lu-
minescence was quadratically dependent on the stress39
at the paraexciton position and temperature. This tem-
perature dependence is based on our model,40 consider-
ing the local distribution function and momentum of the
photon emitted through direct recombination of paraex-
citons. Therefore, we calculated the integrated lumines-
cence intensity as follows:
I1(z) ∝
t=30 ns∑
t=0 ns
(
m=180∑
m=0
nm(z, t) · σ(z)2 · η(Tm(t))), (11)
I2(z) ∝
t=60 ns∑
t=30 ns
(
m=180∑
m=0
nm(z, t) · σ(z)2 · η(Tm(t))), (12)
I3(z) ∝
t=90 ns∑
t=60 ns
(
m=180∑
m=0
nm(z, t) · σ(z)2 · η(Tm(t))), (13)
where σ(z) is the strain at z and η(T ) is the luminescence
efficiency at T :
η(T ) = T−1.5 · exp (− (h¯kl)
2
2mpara
· 1
kBT
), (14)
where kl is the wavenumber of the photon emitted
through paraexciton direct recombination and mpara is
the paraexciton effective mass.
VII. DISCUSSION
We fit the results of our numerical calculations to each
spatially resolved luminescence intensity, which revealed
the paraexciton spatio-temporal dynamics. The fitting
results are shown in Fig. 7. We adopted the diffusion
constant and mobility as fitting parameters; these prop-
erties were estimated as functions of time, as shown in
Figs. 8(a) and 8(b). These figures show that these values
increased with time evolution. As expected, the increas-
ing tendency implies that the impurity scattering or local
potential fluctuations do not affect the transport prop-
erties of paraexcitons below 1 K. The diffusion constant
was found to be 650, 850, and 1230 cm2/s at t = 30,
60, and 90 ns, respectively. The mobility was found to
be 1.1, 2.1, and 5.1 × 107 cm2/V·s at t = 30, 60, and
90 ns, respectively. The mobility value obtained here is
the highest yet reported for excitons, to the best of our
knowledge.
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FIG. 7. Comparison of experiment and numerical
simulation results. The gray and red dotted curves
show the normalized trap potential shape and
normalized excitation-light intensity distribution,
respectively. The orange (green and blue) dashed curve
shows the luminescence distribution at t = 30 ns (60
and 90 ns) obtained in our experiment. The orange
(green and blue) solid curve shows the simulated spatial
distribution at t = 30 ns (60 and 90 ns).
To examine the results, we calculated the mean free
path L of paraexcitons from the diffusion constant and
corresponding the paraexciton temperature T . The
paraexciton temperature at each delay time was ex-
tracted as a parameter for the diffusion constant and
mobility from the fitting.
D =
1
3
vthL, vth =
√
3kBT
m
. (15)
Hence, we could evaluate L from the paraexciton dif-
fusion constant and thermal velocity, yielding L = 300
µm (t = 90 ns.) Thus, paraexcitons can travel over
the macroscopic range without collisions between exci-
tons and phonons after t = 90 ns. We also calculated
the mean collision time, which increased over time. The
estimated mean collision time at t = 90 ns was 400 ns,
almost identical to the paraexciton lifetime of ∼410 ns.
Thus, paraexcitons that reached the trap potential bot-
tom after t = 90 ns experienced only approximately one
collision within their remaining lifetime.
We next comment on the thermal relaxations of
paraexcitons. As explained above, the paraexciton tem-
perature at a given time was estimated by setting it as
the parameter for diffusion constant and mobility from
the fitting. The paraexciton temperature decreased dur-
ing the drift to the trap potential bottom, as shown in
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FIG. 8. Diffusion constant and mobility as functions of
time. (a, b) The green (blue) points show the diffusion
constant (mobility) value at each t, extracted from our
numerical calculations.
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FIG. 9. Time evolution of paraexciton temperature T .
The green points and line show the paraexciton T time
evolution, estimated at each t from numerical
calculations. The blue and black dashed lines show the
110-mK temperature of steady-state paraexcitons at 2.1
kbar estimated from our prior paper20 and the
mixing-chamber temperature of 58 mK, respectively.
Fig. 9. However, T does not reach below ∼100 mK as re-
ported in our prior study.20 This implies that, after t = 90
ns, the paraexciton cooling efficiency is limited and con-
firms that the predominant cooling mechanism at very
low temperature is the paraexciton–TA-phonon scatter-
ing, as mentioned in our previous study.20 In the previous
paragraph, we reported that, after t = 90 ns, paraexci-
tons experience approximately one collision within their
lifetime. This result is consistent with the observed cool-
ing process limitation after t = 90 ns.
Next, we checked how the experimentally measured
spatio-temporal dynamics differ from expectation based
on the conventional temperature region in the vicin-
ity of 1.2 K. We simulated the spatio-temporal dynam-
ics with the mobility and diffusion constant at 1.2 K,
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FIG. 10. Simulated spatial distribution with fixed
diffusion constant and mobility at 1.2 K. The gray and
red dotted lines show the trap potential shape and
normalized excitation-light intensity distribution,
respectively. The orange (green and blue) solid curve
shows the simulated luminescence distribution at t = 30
ns (60 and 90 ns). For comparison, the experimentally
measured spatially resolved luminescence intensities at
58-mK lattice temperature are indicated by the filled
regions.
as shown in Fig. 10. The results show that the ma-
jority of the created paraexcitons could not reach the
trap bottom at 1.2 K, although they do achieve this at
dilution-refrigerator temperatures. This is because the
paraexciton–LA-phonon scattering process was still ac-
tive and limited the paraexciton mobility in the trap po-
tential. This finding indicates that the spatial steady
state at 1.2 K clearly differs from the expected distribu-
tion assuming thermal equilibrium in the trap potential.
Therefore, it is important to cool paraexcitons well below
1 K to study the quantum statistical effects of accumu-
lated paraexcitons at the trap potential bottom.
It is important to determine whether the spatial dis-
tribution of the 1s paraexcitons reached the distribution
defined by the statistical distribution function and the
three-dimensional trap potential shape only. Thus, we
simulated the time evolution of the paraexciton distri-
bution, as shown in Figs. 11(a) and 11(b), under the
following conditions.
(1) We tracked the distribution of paraexcitons generated
by a pulsed excitation light with 1-ns duration to avoid
overlap of the distributions of paraexcitons generated at
various times.
(2) The time evolution of the paraexciton temperature
and the transport properties confirmed to the fitting re-
sults. That is, the diffusion constant was 650, 850, and
1230 cm2/s for t = 0–30, 30–60, and 60–90 ns, respec-
tively; and the mobility was 1.1, 2.1, and 5.1 × 107
FIG. 11. Simulated paraexciton distributions generated
by short pulse. The excitation pulse width was 1 ns and
the time origin was set to the paraexciton generation
time. (a) The red circles and solid line show the peak
position drift of the distribution. (b) The blue circles
and solid line show the time evolution of the spatial
distribution width. The vertical axis shows the
paraexciton T estimated from the spatial width (Full
width at half maximum). The green dashed line shows
the assumed time evolution of T , which we adopted as
the simulation parameter.
cm2/V·s for t = 0–30, 30–60, and 60–90 ns, respectively.
Moreover, T was 670, 470, and 280 mK at t = 0–30,
30–60, and 60–90 ns, respectively. We found that the
distribution peak arrived at the trap potential bottom
well within the paraexciton lifetime. Furthermore, the
distribution spatial width was in accordance with that
defined by the statistical distribution function and the
trap potential shape within 90 ns. Note that a period of
only ∼15 ns was required for the spatial width to accord
with that defined by the statistical distribution function
and the trap potential shape when T changed abruptly
from 470 to 280 mK. Therefore, we can expect that, af-
ter t = 90 ns, the spatial width almost instantaneously
accords with that defined by the statistical distribution
function and the trap potential shape, as the paraexci-
ton T decreases. This is a unique feature associated with
paraexcitons in the 100-mK temperature region.
As explained in the previous section, we considered
the two-body inelastic collision loss when performing the
numerical calculations, with the corresponding loss co-
efficient for the fitting of ∼ 10−16 cm−3/ns. This value
was reported previously.8 We examined the influence of
the two-body inelastic collision coefficient on the fitting
results, by fitting the experimental results with different
two-body inelastic collision loss coefficient values (10−15
and 10−17 cm−3/ns), as shown in Figs. 12(a) and 12(b).
These results show that the goodness of fit is clearly
dependent on the two-body inelastic collision loss co-
efficient. The goodness of fit in Fig. 7 is better than
that in Figs. 12(a) and 12(b) around the bottom of the
trap. Therefore, the adopted coefficient value is reason-
able. The coincidence of the collision coefficient with
those reported in previous works8 suggests that the two-
body inelastic collision coefficient is also temperature-
independent in the 100-mK temperature region.
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FIG. 12. Simulated spatio-temporal dynamics with
two-body inelastic collision rates of (a) 10−17 and (b)
10−15 cm−3/ns. The gray and red dotted lines show the
trap potential shape and the normalized excitation light
intensity distribution. The orange (green and blue)
solid curve shows the calculated luminescence
distribution at t = 30 ns (60 and 90 ns). The
experimentally measured spatially resolved
luminescence intensities are shown by the filled regions.
VIII. CONCLUSION
In conclusion, we observed basic parameters such as
the lifetime, mobility, and diffusion constant of paraex-
citons in a strain-induced trap at very low temperatures
below 1 K, which were achieved using a dilution refriger-
ator. These parameters are important because they de-
termine the paraexciton spatio-temporal dynamics, and
were obtained by observing the space- and time-resolved
luminescence spectrum of the paraexcitons in the trap
potential. We extracted a 410-ns lifetime from measure-
ments of the luminescence intensity decay. Moreover,
we observed the buildup of the paraexciton spatial dis-
tribution and compared this spatio-temporal dynamics
with the results of numerical calculations. We extracted
the diffusion constant and mobility (∼102 cm2/ns and
∼ 107 cm2/V·s, respectively), which were found to in-
crease with time. In particular, we obtained mobility of
5.1 × 107 cm2/V·s at a corresponding temperature of 280
mK. This value is the highest exciton mobility reported
to date, to the best of our knowledge.
From these analyses, we found that there is no physical
process that shortens the lifetime at ultra-low tempera-
tures below 1 K. We also revealed that impurity scatter-
ing and local potential fluctuations have no effect on the
paraexciton transport over 170 µm below 1 K, from the
temperature dependence of diffusion constant and mobil-
ity.
One of the aims was to determine whether the spatial
distribution of 1s paraexcitons reaches the distribution
defined by the statistical distribution function and the
three-dimensional trap potential shape. From our anal-
yses, we found that ultra-low temperatures of paraexci-
tons well below 1 K, along with a paraexciton density
that is not excessively high, are required to obtain the
spatial distribution of paraexcitons defined by the sta-
tistical distribution function and the shape of the three-
dimensional trap potential. We found that 1s paraexci-
tons can be treated as ideal Bose particles in the trap
potential at low temperatures below 300 mK. Condensa-
tion of distributions in both momentum space and real
space is expected at the paraexciton BEC transition, as
for atomic BEC. Therefore, further experiments on high-
density excitation of paraexcitons at low temperatures of
approximately 100 mK are valuable as regards realiza-
tion of the exciton BEC. Our experiments for realization
of the exciton are currently on-going.
We performed time-resolved luminescence measure-
ments at low temperatures below 1 K. Therefore, further
experiments can be conducted. For example, the conver-
sion process from orthoexcitons to paraexcitons in Cu2O,
as already briefly discussed in this paper, is an important
subject of study. The conversion rate at temperatures
above 2 K has been thoroughly studied, and several the-
oretical suggestions have been made as regards the con-
version process mechanism.36–38 However, the conversion
rates of the different theoretical models have different
temperature dependencies, and experiments are limited
at temperatures above 2 K. To identify the model that ex-
plains the conversion process mechanism, further study
of the conversion rate at temperatures below 1 K will
be helpful. Thus, our time-resolved luminescence spec-
troscopy using a dilution refrigerator may offer a unique
opportunity for direct measurement of the conversion
rate at the low temperatures.
Furthermore, measurement of spatio-temporal dynam-
ics below 1 K may contribute to an existing controversy.
Specifically, experimental observations of the exciton su-
perfluidity could be addressed. Fortin et al.41 studied
the spatio-temporal dynamics of excitons in a strain-free
Cu2O crystal using photovoltaic measurements. They
found that the time-resolved photovoltaic signal at 1.85
K changes from diffusive to ballistic motion with in-
creased density of paraexcitons, and attributed this sud-
den change to realization of the exciton superfluidity.
However, other researchers have claimed that the phonon
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wind model can explain this change.42 We note that
the two models of the change from diffusive to ballis-
tic motion differ significantly with regard to the temper-
ature dependence of the critical excitation intensity at
which the change occurs. Therefore, study of the spatio-
temporal dynamics at ultra-low temperatures below 1 K
may extend the temperature region to allow testing of
these models, thereby revealing which best describes the
peculiar spatio-temporal dynamics.
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