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GLAISHER COMBINATORICS OF REGULAR PARTITIONS
HIROSHI MIZUKAWA AND HIRO-FUMI YAMADA
Abstract. Extending the notion of r-(class) regular partitions, we define (r1, . . . , rm)-
class regular partitions. A partition identity is presented and described by making use
of the Glaisher correspondence.
1. Introduction
Partitions of natural numbers are ubiquitous in representation theory. Typically, they
label the ordinary irreducible representations of the symmetric groups. Turning to modu-
lar representations of the symmetric groups, some restrictions to the partitions naturally
arise. Namely, for a prime r, r-modular irreducible representations are labeled by the r-
regular partitions. On the other hand, the r-regular conjugacy classes correspond to the
r-class regular partitions. As Euler noticed, r-regular partitions of n are equinumerous to
the r-class regular partitions of n. The natural combinatorial bijection between these two
sets is called the Glaisher correspondence. One of the authors studied in [1] the graded
version of Glaisher correspondence and revealed an intimate role of the correspondence in
modular representation theory. We feel that the “Glaisher combinatorics” should possibly
be one of the keys in the investigation of the symmetric groups.
When we look at the r-modular (r ≥ 3, odd) representations of the covering of the
symmetric group. We need to handle the partitions which are 2-class regular and r-
class regular. In this note, motivated by the above, we define r-regular / r-class regular
partitions for a mutually coprime integral sequence r = (r1, . . . , rm). We give some
partition identities and generating functions.
The paper is organized as follow. In Section 2, we derive our main formula (Theorem
2.1) which is on multiplicities of parts in r-class regular partitions. Section 3 is devoted
to a rephrase of the formula in terms of the Glaisher correspondence. Although this is
an easy algorithm, we expect this gives a path to representation theory mentioned above.
In Section 4, the case r = r is discussed. We consider the r-regular character table of
the symmetric group and provide a proof of Olsson’s determinant formula [2, 3, 8]. We
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examine the transition matrices of the Hall-Littlewood symmetric functions and the Schur
functions.
2. r-class regular partitions
Let r = (r1, r2, . . . , rm) be a tuple of positive integers ≥ 2. Throughout the paper, we
assume that any two integers ri and rj (i 6= j) in r are coprime. If an integer n is not
divisible by r1, r2, . . . , rm, then we write n 6≡ 0 (mod r). A partition λ said to be r-class
regular if any parts of λ are not divisible by r1, r2, . . . , rm. Let CPr,n be the set of the
r-class regular partitions of n. We put
πk(q) =
∏
1≤i1<...<ik≤m
(1− qri1 ···rik ).
and
Φr(q) =


∏
n≥1
π1(q
n)π3(q
n) · · ·πm−1(q
n)
π2(qn)π4(qn) · · ·πm(qn)
1
1− qn
, m ≡ 0 (mod 2)
∏
n≥1
π1(q
n)π3(q
n) · · ·πm(q
n)
π2(qn)π4(qn) · · ·πm−1(qn)
1
1− qn
, m ≡ 1 (mod 2).
Then the inclusion-exclusion principle gives us
Φr(q) =
∏
n 6≡0 (mod r)
1
1− qn
=
∑
n≤0
|CPr,n|q
n.
We define, for j ≥ 1,
Vr,j,n =
∑
ρ∈CPr,n
mj(ρ) and Wr,j,n =
∑
ρ∈CPr,n
∣∣{i | mi(ρ) ≥ j}∣∣,
where mi(ρ) means the multiplicity of i in ρ.
Theorem 2.1. If j 6≡ 0 (mod r), then we have
Vr,j,n =
∑
k1,...,km≥0
W
r,r
k1
1 r
k2
2 ···r
km
m j,n
.
Before proving this theorem, we give an example.
Example 2.2. We take r = (2, 3) and n = 10. There are four (2, 3)-class regular parti-
tions of n = 10. The following table lists Vr,j,n and Wr,j,n of them:
j 1 2 3 4 5 6 7 8 9 10
Vr,j,n 18 0 0 0 3 0 1 0 0 0
Wr,j,n 6 4 3 2 2 1 1 1 1 1
.
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We have

Vr,1,10 = Wr,1,10 +Wr,2,10 +Wr,3,10 +Wr,4,10 +Wr,6,10 +Wr,8,10 +Wr,9,10,
Vr,5,10 = Wr,5,10 +Wr,10,10,
Vr,7,10 = Wr,7,10.
Proof. Let j 6≡ 0 (mod r). We have
Φr(q)
1− qj
1− tqj
=
∑
n≥0

 ∑
ρ∈CPr,n
tmj(ρ)

 qn.
Taking the t-derivative at t = 1, we obtain
Φr(q)
qj
1− qj
=
∑
n≥0
Vr,j,nq
n. (2.1)
Let ℓ 6≡ 0 (mod r) and j ≥ 1. We have∑
n≥0
|{ρ ∈ CPr,n | mk(ρ) ≥ j}|q
n = Φr(q)(1− q
ℓ)(qjℓ + q(j+1)ℓ + q(j+2)ℓ + · · · )
= Φr(q)q
jℓ
We take sum over ℓ 6≡ 0 (mod r) and obtain the generating function of Wr,j,n:∑
n≥0
Wr,j,nq
n = Φr(q)
∑
ℓ 6≡0 (mod r)
qjℓ
= Φr(q)
∑
ℓ≥1
{
qjℓ −
(
m∑
i1=1
qri1 jℓ
)
+
( ∑
1≤i1<i2≤m
qri1ri2 jℓ
)
− · · ·+ (−1)mqr1r2···rmjℓ
}
= Φr(q)
{
qj
1− qj
+
m∑
k=1
(
(−1)k
∑
1≤i1<i2<...<ik≤m
qri1ri2 ···rik j
1− qri1ri2 ···rik j
)}
.
We replace j by rk11 r
k2
2 · · · r
km
m j in the above and consider the sum
∑
n≥0
( ∑
k1,...,km≥0
W
r,r
k1
1 r
k2
2 ···r
km
m j,n
)
qn. (2.2)
Now we assume that just m′ (0 ≤ m′ ≤ m) entries of (k1, . . . , km) are not zero. Then we
see that the coefficient of q
r
k1
1 ···r
km
m j
1−qr
k1
1
···r
km
m j
is
(
m′
a
)
in
∑
k1,...,km≥0
( ∑
1≤i1<···<ia≤m
qri1ri2 ···riar
k1
1 r
k2
2 ···r
km
m j
1− qri1ri2 ···riar
k1
1 r
k2
2 ···r
km
m j
)
.
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Since
∑
a≥0(−1)
a
(
m′
a
)
= 0, we have
∑
n≥0
( ∑
k1,...,km≥0
W
r,r
k1
1 r
k2
2 ···r
km
m j,n
)
qn = Φr(q)
qj
1− qj
. (2.3)
From (2.1) and (2.3) we obtain the formula
Vr,j,n =
∑
k1,...,km≥0
W
r,r
k1
1 r
k2
2 ···r
km
m j,n
.

We put 
ar,n =
∏
ρ∈CPr,n
∏ℓ(ρ)
i=1 ρi,
br,n =
∏
ρ∈CPr,n
∏
i≥1mi(ρ)!.
Then the following theorem holds.
Theorem 2.3. We have br,n =
∏m
i=1 r
cri,n
i ar,n, where cri,n is given by
cri,n =
∑
j 6≡0 (mod r)
∑
k1,...,km≥0
ki Wr,rk11 r
k2
2 ···r
km
m j,n
.
Proof. Since Vr,j,n = 0 unless j 6≡ 0 (mod r), we have∏
ρ∈CPr,n
∏
i≥1
ρi =
∏
j≥1
jVr,j,n =
∏
j 6≡0 (mod r,)
jVr,,j,n .
We write ri = ri11 · · · r
im
m . On the other hand we compute∏
ρ∈CPr,n
∏
i≥1
mi(ρ)! =
∏
j≥1
jWr,j,n =
∏
j 6≡0 (mod r)
∏
i1,...,im≥0
(rij)
W
r,rij,n
=

 ∏
j 6≡0 (mod r)
∏
i1,...,im≥0
(ri)Wr,rij,n

×

 ∏
j 6≡0 (mod r)
∏
i1,...,im≥0
jWr,rij,n


=
m∏
i=1
r
cri,n
i
∏
j 6≡0 (mod r)
j
∑
i1,...,im≥0
W
r,rij,n
=
Thm.2.1
m∏
i=1
r
cri,n
i
∏
j 6≡0 (mod r)
jVr,j,n .

The generating functions of cri,n’s are given by the following theorem.
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Theorem 2.4. For 1 ≤ i ≤ m, we have
∑
n≥0
cri,nq
n = Φr(q)

∑
n≥0
qrin
1− qrin
+
m−1∑
k=1
(−1)k
∑
1≤l1<...<lk≤m
l1,...,lm 6=i
∑
n≥0
qrirl1 ···rlkn
1− qrirl1 ···rlkn


= Φr(q)
∑
n 6≡0 (mod r(i))
qrin
1− qrin
,
where r(i) = (r1, . . . , ri−1, ri+1, . . . , rm).
Proof. Without loss of generality, we can assume i = 1. We compute
∑
n≥0
( ∑
i1,...,im≥0
i1Wr,rij,n
)
qn =
∑
i1,...,im≥0
i1
(∑
n≥0
Wr,rij,nq
n
)
= Φr(q)
∑
i2,...,im≥0
∑
i1≥0
i1
{
qr
ij
1− qrij
+
m∑
k=1
(−1)k
∑
1≤l1<...<lk≤m
qrl1 ...rlkr
ij
1− qrl1 ...rlkr
ij
}
= Φr(q)
∑
i2,...,im≥0
{∑
i1≥1
i1
(
qr
ij
1− qrij
−
qr1r
ij
1− qr1rij
)
+
∑
k=1
(−1)k
∑
i1≥1
i1
∑
2≤l1<...<lk≤m
(
qrl1 ...rlkr
ij
1− qrl1 ...rlkr
ij
−
qr1rl1 ...rlkr
ij
1− qr1rl1 ...rlkr
ij
)}
= Φr(q)
∑
i2,...,im≥0
∑
i1≥1
{
qr
ij
1− qrij
+
m∑
k=1
(−1)k
∑
2≤l1<...<lk≤m
qrl1 ...rlk r
ij
1− qrl1 ...rlkr
ij
}
.
Now we take sum over j 6≡ 0 (mod r) to have the generating function of cr1,n as desired.
The second equality in the theorem follows from the inclusion-exclusion principle. 
3. Glaisher Combinatorics
Let RPr,n be the set of partitions whose parts are not divisible by ri for any i =
2, 3, . . . , m and the multiplicity of each part is less than r1. A partition λ ∈ RPr,n said to
be an r-regular. We rewrite Φr(q) as follows:
Φr(q) =
∏
n≥1
1− qr1n
1− qn
m∏
i=2
(1− qrin)
(1− qr1rin)
∏
i<j
(1− qr1rirjn)
(1− qrirjn)
· · ·
=
∏
n≥1
(
r1−1∑
k=0
qnk
)
m∏
i=2
1∑r1−1
k=0 q
rink
∏
i<j
(
r1−1∑
k=0
qrirjnk
)
· · ·
=
∑
n≥0
|RPr,n|q
n
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Therefore we have |CPr,n| = |RPr,n|. A concrete bijection will be described in this section.
The following proposition is a direct consequence of the generating function Φr(q).
Proposition 3.1. For any permutation s = (s1, . . . , sm) of r = (r1, . . . , rm), we have
|RPr,n| = |RPs,n|.
For example, the number of 2-regular, 3-class regular partitions of n is equal to the
number of 3-regular, 2-class regular partitions of n. This is also equal to the number of
partitions of n whose parts are of the form 6k ± 1 (k ≥ 0).
There is a natural bijection between the sets RPr,n and CPr,n. Take λ ∈ RPr,n. If λ has
a multiple of r1 as a part, say kr1, then replace kr1 by k
r1. By this step the length of the
partition increases by r−1. Repeat these steps until the partition has come to an element
gr1(λ) of CPr,n. The map gr1 : RPr,n → CPr,n is called the Glaisher correspondence, and
shown to be bijective.
The number of steps for obtaining gr1(λ) ∈ CPr,n from λ ∈ RPr,n equals
ℓ(gr1(λ))− ℓ(λ)
r − 1
.
Define for λ ∈ CPr,n and j 6≡ 0 (mod r1), yrkj = |{i ≥ 1 | mi(ρ) ≥ r
kj}, | and
Gj(λ) =
∑
k≥1
kyrk1 j(λ).
For example, if r1 = 3 and λ = (1
9), then G1(λ) = 3, G2(λ) = 1 and Gj(λ) = 0 otherwise.
Put G(λ) =
∑
j 6≡0 (mod r1)
Gj(λ). This is nothing but the times of Glaisher steps for
g−1(λ) 7→ λ, and also we have the following.
Proposition 3.2.
cr1,n =
∑
λ∈CPr,n
G(λ).
Proof. Proof is just by interchanging the order of the summation. 
4. case of r = r and regular character table
Throughout this section, we fix a positive integer r ≥ 2. Here we restrict our attention
to the case m = 1, i.e., r = r. We will relate the analysis of r-(class) regular partitions
with the character tables of the symmetric groups. It should be remarked that [3] already
proved Theorem 4.1. They give a bijective proof, and also sketch a proof using generating
functions. Here we supply the proof relying on the generating functions for the sake of
completeness.
For a partition λ = (λ1, λ2, . . .) and j ∈ {1, 2, . . . , r − 1}, we put
xr,j(λ) =
∣∣{i | λi ≡ j (mod r)}∣∣ and yr,j(λ) = ∣∣{i | mi(λ) ≥ j}∣∣.
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We define
Xr,j,n =
∑
ρ∈CPr,n
xr,j(ρ) and Yr,j,n =
∑
λ∈RPr,n
yr,j(λ).
Theorem 4.1. Xr,j,n − Yr,j,n = cr,n for j = 1, 2, . . . , r − 1.
Before proving this theorem, we give an example.
Example 4.2. We take r = 3 and n = 7. The following table lists the 3-class regular
partitions of n = 7:
ρ 7 52 512 421 413 231 2213 215 17 total
x3,1(ρ) 1 0 2 2 4 1 3 5 7 25
x3,2(ρ) 0 2 1 1 0 3 2 1 0 10
From the table above, we have X3,1,7 = 25 and X3,2,7 = 10. As for the 3-regular partitions
of 7, we have
λ 7 61 52 512 52 421 321 322 3212 total∏
i≥1mi(λ)! 1 1·1 1·1 1·21 1·1 1·1·1 21·1 1·21 1·1·21 −
y3,1(λ) 1 2 2 2 2 3 2 2 3 19
y3,2(λ) 0 0 0 1 0 0 1 1 1 4
From the second table, we have Y3,1,7 = 19 and Y3,2,7 = 4. Thus we see
X3,1,7 − Y3,1,7 = X3,2,7 − Y3,2,7 = 6.
On the other hand we have
Φ3(q)
∑
k≥1
q3k
1− q3k
= q3 + q4 + 2q5 + 4q6 + 6q7 + 9q8 + 13q9 + 19q10 + · · · .
Proof. First we will compute the generating function of Xr,j,n. For i 6≡ 0 (mod r), we
have
Φr(q)
1− qi
1− tqi
=
∑
n≥0
(
t
∑
ρ∈CPr,n
mi(ρ)
)
qn.
Taking the t-derivative at t = 1, we obtain
Φr(q)
qi
1− qi
=
∑
n≥0

 ∑
ρ∈CPr,n
mi(ρ)

 qn. (4.1)
Since xr,j(ρ) =
∑
k≥0mkr+j(ρ), we have the following generating function of Xr,j,n.∑
n≥0
Xr,j,nq
n = Φr(q)
∑
k≥0
qrk+j
1− qrk+j
.
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Second, we consider the r-regular partitions and the generating function of Yr,j,n. We put
Φr,j(q, t) =
∏
k≥1
(1 + qk + q2k + · · ·+ q(j−1)k + tqjk + tq(j+1)k + · · ·+ tq(r−1)k). (4.2)
Immediately we have
Φr,j(q, t) =
∑
n≥0

 ∑
λ∈RPr,n
tyr,j(λ)

 qn.
Taking the t-derivative at t = 1, we obtain
d
dt
Φr,j(q, t)
∣∣∣
t=1
=
∑
n≥0

 ∑
λ∈RPr,n
yr,j(λ)

 qn =∑
n≥0
Yr,j,nq
n.
As for the equation (4.2), we have
d
dt
Φr,j(q, t)
∣∣∣
t=1
= Φr,j(q, t)
∑
k≥1
qjk − qrk
1− qrk
.
The generating function of Yr,j,n reads∑
n≥0
Yr,j,nq
n = Φr(q)
∑
k≥1
qjk − qrk
1− qrk
.
To complete the proof, we compute
∑
n≥0
Xr,j,nq
n −
∑
n≥0
Yr,j,nq
n = Φr(q)
(∑
k≥0
(qrk+j + q2(rk+j) + q3(rk+j) + · · · )
−
∑
m≥1
(qjm + q(r+j)m + q(2r+j)m + · · · ) +
∑
k≥1
qrk
1− qrk
)
= Φr(q)
(∑
k≥0
∑
m≥1
qm(rk+j) −
∑
m≥1
∑
k≥0
q(kr+j)m +
∑
k≥1
qrk
1− qrk
)
= Φr(q)
∑
k≥1
qrk
1− qrk
=
∑
n≥0
cr,nq
n.

4.1. Hall-Littlewood symmetric functions at root of unity. Next, we apply The-
orem 4.1 to computations of some minor determinants of transition matrices and the
character tables of the symmetric groups. The Hall-Littlewood P - and Q- symmetric
functions ([6]) are a one parameter family of symmetric functions satisfying the orthogo-
nality relation:
〈Pλ(x; t), Qµ(x; t)〉t = δλµ,
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where the inner product 〈, 〉t is defined by 〈pλ(x), pµ(x)〉t = zλ(t)δλµ with zλ(t) = zλ
∏
i≥1(1−
tλi)−1. Let (a; t)n be a t-shifted factorial:
(a; t)n =

(1− a)(1− at) · · · (1− at
n−1) (n ≥ 1)
1 (n = 0).
The relation between P - and Q- functions is described as
Qλ(x) = bλ(t)Pλ(x),
where bλ(t) =
∏
i≥1(t; t)mi(λ).
4.2. Q′-functions. We are interested in the case that parameter t is a primitive r-th root
of unity ζ . The Hall-Littlewood symmetric functions at root of unity is studied at the
first time by [7]. We remark that {Qλ(x; ζ) | λ ∈ RPr,n} is a Q(ζ)-basis for the subspace
Λ(r) = Q(ζ)[ps(x) | s 6≡ 0 (mod r)] of the symmetric function ring Λ = Q(ζ)[ps(x) |
s = 1, 2, . . .]. This can be shown along the arguments in [6, Chap. 3-8], where the case
r = 2 is discussed. In [5], Lascoux, Leclerc and Thibon consider the dual basis (Q′λ) of
P -functions, relative to the inner product at t = 0. Namely P - and Q′- functions satisfy
the Cauchy identity: ∑
λ
Pλ(x; t)Q
′
λ(y; t) =
∏
i,j
(1− xiyj)
−1.
When t = ζ , the Q′-functions have the following nice factorization property.
Proposition 4.3 ([5]). Let ζ be a primitive r-th root of unity. If a partition λ satisfies
mi(λ) ≥ r, then we have
Q′λ(x; ζ) = (−1)
i(r−1)Q′λ\(ir)(x; ζ)hi(x
r).
Here hi(x
r) = hi(x
r
1, x
r
2, . . .) and λ \ (i
r) is a partition obtained by removing the rectangle
(ri) from the Young diagram λ.
We define an r-reduction for a symmetric function f(x) by
f (r)(x) = f(x)
∣∣
pr(x)=p2r(x)=p3r(x)=...=0
.
Proposition 4.3 leads us to the following lemma.
Lemma 4.4. Q′
(r)
λ (x; ζ) = 0 unless λ is an r-regular partition.
We set
Qλ(x; ζ) =
∑
ρ∈CPr,n
Qλρpρ(x) and Q
′(r)
λ (x; ζ) =
∑
ρ∈CPr,n
Q′
λ
ρpρ(x).
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Proposition 4.5. Let λ ∈ RPr,n and ρ ∈ CPr,n. We have
Q′
λ
ρ =
∏
i≥1
(1− ζρi)−1Qλρ .
Proof. We compute inner products at t = ζ and t = 0 for r-regular partitions λ and µ.
Namely, we see
δλµ = 〈Pλ(x; ζ), Qµ(x; ζ)〉ζ = bλ(ζ)
−1
∑
ρ∈CPr,n
QλρQ
µ
ρzρ(ζ)
and
δλµ = 〈Pλ(x; ζ), Q
′(r)
µ (x; ζ)〉0 = bλ(ζ)
−1
∑
ρ∈CPr,n
QλρQ
′µ
ρzρ.
Since {Pλ(x; ζ) | λ ∈ RPr,n} is also a basis of Λ
(r), we have the claim. 
We define Lλµ(t) by
sλ(x) =
∑
µ∈Pn
Lλµ(t)Q
′
µ(x; t),
where sλ(x) denotes the Schur function. Let Kλµ(t) be the Kostka-Foulkes polynomial
([6]). In other words, the matrix K(t) = (Kλµ(t))λ,µ∈Pn is the transition matrix M(s, P )
from the Schur functions to the Hall-Littelewood P -functions. It is known that K(t) is
an upper unitriangular matrix.
Lemma 4.6. For partitions λ and µ, we have Lλµ(t) = K
(−1)
µλ (t), the (λ, µ)-entry of the
matrix K(t)−1.
Proof.
Lλµ(t) = 〈sλ(x), Pµ(x; t)〉0 = 〈sλ(x),
∑
ν∈Pn
K(−1)µν sν〉0 = K
(−1)
µλ (t).

Example 4.7. We take ζ = −1 and n = 4. Then we have
s4(x) = Q
′
4(x;−1),
s31(x) = Q
′
31(x;−1) +Q
′
4(x;−1),
s22(x) = Q
′
22(x;−1) +Q
′
31(x;−1),
s211(x) = Q
′
211(x;−1) +Q
′
22(x;−1) +Q
′
31(x;−1) +Q
′
4(x;−1),
s1111(x) = Q
′
1111(x;−1) +Q
′
211(x;−1)−Q
′
22(x;−1) +Q
′
4(x;−1).
Lemma 4.4 and 4.6 give the following expansion formula.
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Proposition 4.8. Let λ ∈ Pn and µ ∈ RPr,n. We have
s
(r)
λ (x) =
∑
µ∈RPr,n
K
(−1)
µλ (ζ)Q
′(r)
µ (x; ζ).
In particular, (Lλµ(ζ))λ,µ∈RPr,n is a lower unitriangular matrix.
Example 4.9. By Proposition 4.8, we immediately see
s
(2)
4 (x) = Q
′(2)
4 (x;−1),
s
(2)
31 (x) = Q
′(2)
31 (x;−1) +Q
′(2)
4 (x;−1),
s
(2)
22 (x) = Q
′(2)
31 (x;−1),
s
(2)
211(x) = Q
′(2)
31 (x;−1) +Q
′(2)
4 (x;−1),
s
(2)
1111(x) = Q
′(2)
4 (x;−1).
From the first two equations above, we have
(Lλµ(−1))λ,µ∈RP2,4 =
(
1 0
1 1
)
.
We set
s(r) = {s
(r)
λ (x) | λ ∈ RPr,n}, Q
′(r) = {Q′
(r)
λ (x) | λ ∈ RPr,n}
and
p(r) = {pλ(x) | λ ∈ CPr,n}.
For u, v ∈ {s(r), Q′(r), p(r)}, we denote by M(u, v) the transition matrix from u to v. By
Lemma 4.4, we have that M(s(r), Q′(r)) is obtained by removing non r-regular rows and
columns from the transposed inverse of K(t).
Theorem 4.10. We have detM(Q′(r), p(r)) ∈ R and
detM(Q′(r), p(r)) = ±
1
rcr,n
∏
ρ∈CPr(n)
∏
i≥1 ρi
.
Proof. The orthogonality relation of Pλ(x; ζ) and Q
′
µ(x; ζ):
δλµ = 〈Pλ(x; ζ), Q
′(r)
µ (x; ζ)〉0 = bλ(ζ)
−1
∑
ρ∈CPr,n
QλρQ
′µ
ρzρ,
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and Proposition 4.5 give
detM(Q′(r), p(r))2 =

 ∏
ρ∈CPr,n
∏
i≥1
1
1− ζρi


2 ∏
λ∈RPr,n
bλ(ζ)∏
ρ∈CPr,n
zρ(ζ)
=
∏
λ∈RPr,n
bλ(ζ)∏
ρ∈CPr,n
zρ(
∏
ρ∈CPr,n
∏
i≥1 (1− ζ
ρi))
=
∏
λ∈RPr,n
∏
i≥1(1− ζ
mi(λ))∏
ρ∈CPr,n
zρ(
∏
ρ∈CPr,n
∏
i≥1 (1− ζ
ρi))
=
∏
λ∈RPr,n
∏r−1
j=1(1− ζ
j)yr,j(λ)∏
ρ∈CPr,n
zρ(
∏
ρ∈CPr,n
∏r−1
j=1 (1− ζ
j)xr,j(ρ))
=
∏r−1
j=1(1− ζ
j)Yr,j,n∏
ρ∈CPr,n
zρ
∏r−1
j=1 (1− ζ
j)Xr,j,n
=
1∏
ρ∈CPr,n
zρ
∏r−1
j=1 (1− ζ
j)Xr,j,n−Yr,j,n
=
1∏
ρ∈CPr,n
zρ
∏r−1
j=1 (1− ζ
j)cr,n
.
We apply Theorem 4.1 to the last equality above. By noticing
∏r−1
i=1 (1−ζ
i) = r and using
Theorem 2.3, we obtain the formula. 
4.3. Regular character tables of the symmetric groups. Let Tn = (χ
λ
ρ)λ,ρ∈Pn be
the ordinary character table of the symmetric group Sn. The orthogonality relation of
the characters implies
(det Tn)
2 =
∏
ρ∈Pn
zρ.
From James’s book [4, Corollary 6.5], this formula can be simplified as
(det Tn)
2 =
∏
ρ∈Pn
∏
i≥1
ρ2i .
Olsson considers the r-regular character table T
(r)
n = (χλρ)λ∈RPr,n
ρ∈CPr,n
and computes its deter-
minant. He proves the following theorem.
Theorem 4.11 ([8]).
det T (r)n = ±
∏
ρ∈CPr,n
∏
i≥1
ρi.
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Proof. Theorem 4.10 and Proposition 4.8 enable us to compute the determinant of the
regular character table as follows:
detM(s(r), p(r))2 = detM(s(r), Q′
(r)
)2 detM(Q′
(r)
, p(r))2
= 1×
1
r2cr,n
∏
ρ∈CPr,n
∏
i≥1 ρ
2
i
Since
detM(s(r), p(r))2 = (det T (r)n )
2 ×
∏
ρ∈CPr,n
z−2ρ =
Thm2.3
(det T (r)n )
2 × r−2cr,n
∏
ρ∈CPr,n
∏
i≥1
ρ−4i ,
we have
(det T (r)n )
2 =

 ∏
ρ∈CPr,n
∏
i≥1
ρi


2
.

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