Improvement of statistical learning models in order to increase efficiency in solving classification or regression problems is still a goal pursued by the scientific community. In this way, the support vector machine model is one of the most successful and powerful algorithms for those tasks. However, its performance depends directly from the choice of the kernel function and their hyperparameters. The traditional choice of them, actually, can be computationally expensive to do the kernel choice and the tuning processes. In this article, it is proposed a novel framework to deal with the kernel function selection called Random Machines. The results improved accuracy and reduced computational time. The data study was performed in simulated data and over 27 real benchmarking datasets.
Introduction
The application and development of statistical learning methods is currently an important and significant research field in science. The supervised machine learning techniques have numerous applications in classification tasks ranging from cancer diagnostics and prediction [1] , speech recognition [2] , text classification [3, 4] and financial fraud detection [5] . The variety of methods has been used in the field is huge, but one of them emerges, the Support Vector Machine (SVM). The SVM [6] is the youngest well established and successful in traditional learning methods. Smola [7] presented some good proprieties of this learning algorithm, including good generalization capacity, high efficiency in prediction tasks, beyond the convexity of the objective function which guarantees a global minimum. Some works present the superiority of the SVM when compared with other supervised learning benchmarking techniques, highlighting good accuracy results [8, 9, 10] .
At the same time, the ensemble methods have been gaining more strength as a tool to improve the accuracy in classification models. The combination of singular models can enhance predictive power and increase its generalization capacity [11] . There are two main classes of ensemble algorithms: bagging [12] that uses independent bootstrap samples to create multiple models and built a final classifier combining them, and boosting algorithms [13] that built sequential models in order to assign different weights relying on their performance.
The literature already proposed bagging methods jointly with the support vector machine algorithm [14] as a methodology of increasing its accuracy. Wang et al. [15] realized an empirical study of Bagged SVM and showed that the technique performs as well or better than other methods with a relatively higher generality. Moreover, different applications of bagged SVM are reported, e.g breast cancer prediction [16, 17] , credit score modelling [18] , gene detection [19] , spatial prediction of landslides [20] , bacterial transcription start sites prediction [21] , text speech recognition [22] and membership authentication [23] .
Despite the diverse number of works that present the bagging based on support vector machine classifiers, none of them presents an optimal framework to choose which kernel function will be used in the ensemble classifier. The choice of the kernel function, as their hyperparameters, has a crucial impact on the accuracy of the technique [24] . Generally, this selection is supported by a grid-search that runs all functions and their parameters combinations in order to select which one has the lowest generalization error rate. Random Search [25] is another approach to tuning the hyperparameters, where the parameters configurations are randomly chosen until a particular budget B is exhausted. Beside these, Tree-Structured Parzen Estimator [26] , and Simulated Annealing [27] are optimization structures used in tuning workflow too. However, all of them can be computationally expensive and slow, making it infeasible to use.
The kernel methods, e.g: Kernelized Support Vector Machines, could be considered as non parametric machine learning models which are useful to capture the non-linear behaviour, beyond their strong theoretical proprieties. However, they have some problems to be applied to large scale datasets since their time and memory demand, that is at least n 2 , where n is the the number of observations. Currently works, solve the problem of computational limitations through the use of Nyström method [28, 29] or random features. Both of them have their specific versions for support vector machine [30, 31] , and represents a solid advance in those techniques.
This work introduces a novel method that presents a solution for the choice of kernel function to be used in the bagged supported vector machine, in order to give an alternative to the open problem of hyperparameters' selection, with adequate computational time and robust accuracy power, hereafter, the Random Machines (RM). The method received this name because it uses random kernel choice for each model that composes the bagged support vector machine method, besides proposing weights to these classifiers, increasing the accuracy and lowering the correlation of the final model. The result was validated over simulation studies, and on 27 different benchmarking datasets.
The following paper is organized on the ensuing outline. The Section 2 presents a theoretical description about the support vector machine method, proposed by [6] ,the challenges on the selection of hyperparameters and some traditional kernel functions; Section 3 presents a general description of the bagging algorithm and bagged SVM; Section 4 presents how the proposed Random Machines (RM) approach works in detail, followed by the simulations studies in Section 5, as well as the applications in real data in Section 6. Section 7 shows an empirical justification of how the method works that proves the consistency of the technique. Finally, in Section 8, final considerations, regarding the improvements and limitations that could be explored in this novel approach.
Support Vector Machine
The support vector machines [6] , have been introduced for solving classification problems. The overall idea of the technique is to calculate a hyperplane which separates observations between two classes, maximizing the distance between the support vectors.
Supposing a database given by {x
where n is the number of observations. The y i = 1 represents that the observation belongs to a positive class, while y i = −1 the negative one.
Therefore, the hyperplane that accurately separate these two classes is given by
In order to find such hyperplane the estimation of w and b is made in order to maximize the distance between the support vectors [32, 6] , following the restrictions of y i (w · x i + b) ≥ 1, if y i belongs to the positive class y i = 1, and y i (w · x i + b) ≥ −1, otherwise y i = −1. These equations are expressed by
The distance is given by 2 ||w|| , to maximize it is necessary to solve a convex problem given by
following the constraints given by the Equation (2) . The cost function which will be minimized is defined by the Lagrangian Multipliers, in Equation (4).
where α i is the Lagrangian Multiplier.
There are cases where the training data cannot be separated without error, as pointed out by [6] . In such a case, it is needed to construct a soft margin separator by inputting slack variables (ε i ). Therefore, a transformation in the Equation (3) was needed [6] , and then, it becomes
where C ≥ 0 is a regularization parameter. The constraints become
And the cost function, which will be minimized, becomes
The solution, considering the Lagrangian Dual Optimization for the soft margin problem [33] , is given
This approach of SVM works well to linearly classification groups and problems. In the presence of non-linearity, it may be used trick kernels, based in Mercer's Theorem. Instead of considering the input space, it's considered higher feature spaces, where the observations could be linearly separable through the following function K(x i , x j ) = φ(x i ) · φ(x j ) that replaces the inner product in Equation (7) .
The functions K(x, y) = φ(x) · φ(y) are defined as the semidefinite kernel functions [34] . Several types of kernel functions are employed in different classification tasks. The choice of distinct kernels functions provide different nonlinear mappings, and the performance of the resulting SVM often depends on the appropriate choice of the kernel [24] . Some works that compare the efficiency for each kernel function, which is used for each classification model [35, 36] , demonstrating that select the kernel function is an important aspect of obtaining the best model. There are kernel functions in the general framework for SVM, which were used in this paper, that are considered the most common. They are presented in Table   1 . 
Kernel K(x,y) Parameters
Linear Kernel
Gaussian Kernel
Nevertheless, find out which is the best kernel by grid search, or other exhaustive methods, can be an expensive and appalling computational problem [37] . In order to deal with this issue, many works have tried to develop a methodology which can improve the selection of the best kernel function [24, 38, 39, 40, 41] . In this work we propose a novel approach which makes unnecessary to perform a grid search, or other tuning algorithm, to choose a single specific kernel function when using the trick kernel.
Bagging
Bagging is an abbreviation of Bootstrapping Aggregation, which was firstly proposed by Breiman [12] . Bagging is an ensemble method that can be used for different prediction tasks. In general, the Bootstrapping Aggregating generates datasets by random sampling with replacement from the training set with the same size n, also known as bootstrap samples. Then, each model h j (x i ) is trained independently for each bootstrapping sample j, ∀j ∈ {1, . . . , B}. The final bagging model, for binary classification tasks, is given by the following equation,
where h i (x) is the model generated to each bootstrap sample from i = 1, , . . . , B, and B is the number of bootstrap samples.
Another critical feature of Bagging classifier is the out of bag samples [12] . For each bootstrap sample, almost 1 3 of observations are not included. Therefore, those observations can be used as a test sample since they were not used to train the bootstrap models.
Bagging SVM
In the bagging classifier, the function h i (x) from (8) can be any model. One possibility is to use the SVM as the base classifier [14] in order to improve it is accuracy. As we already have seen, the applications of the bagged SVM for predictive tasks are wide, and empirical studies [15] demonstrated that the bagged version of the support vector machine algorithm increased the accuracy and it is generalization capacity.
Moreover, some of them already presented some modifications using the SVM in bagging context as [42] , and others implemented some libraries as EnsembleSVM, that make it shorten to use simple ensemble methods with SVM [43] .
Despite the numerous works using bagged SVM, none of them present a general framework to deal with the choice of the best kernel function, choosing it by trial evaluation or by a grid search. As this proceeding is computationally expensive [37] , this paper proposed a novel bagging approach that can overcome the difficult to choose the best kernel function, besides showing an improvement in the accuracy of classification models by combining several different SVM models by varying the kernel functions: the Random Machines, exposed in next section.
Random Machines
Given a training set Each model is validated for the test set {(x k , y k )} L k=1 , and the accuracy ACC r is calculated for each model, ∀r = 1, . . . , R, in which R means the numbers of kernel functions that will be used. Therefore, the probabilities, λ r , is given by the Equation (9) for each kernel function
with ∀r = 1, . . . , R.
Afterwards, is sampled B bootstrap samples from the training set. A support vector machine model g k is trained for each bootstrap sample, k = i, . . . , B and the kernel function that will be used for g k will be determined by a random choice with probability λ r , ∀r = 1, . . . , R. The probabilities λ r are higher if determined kernel function used in h r (x) predicted correctly observations from test set. Consequently, the kernel functions with higher accuracy will appear often when the random kernel selection for each bootstrap model is made. If any kernel function applied in h r (x) does not do better than a random choice, then ACC r is closer to 0.5 and the probability of select that kernel function is next to zero.
Subsequently, a weight w i is assigned to each bootstrap model calculated for g i ∀i = 1, . . . , B. The weight is given by the Equation (10).
where Ω i is the accuracy of model's prediction g i calculated on Out of Bag Sample (OOBG i ) obtained
The final classification is held in Equation (11).
All the modeling process is summed up in the pseudo-code exposed in Algorithm 1. 
Algorithm 1 Random Machines

Calculate G(x)
The entire Random Machines is schematically presented in Figure 1 , where it is designed all the steps used in all cases presented in this article. 
Artificial Data Application
In this section simulations studies were conducted in order to evaluate the efficiency of the RM applied 
Matthew's Correlation Coefficient (MCC): introduced by Matthews, 1975 [45] , is usually used to evaluate the predictions made from the model [46] and it is defined by,
It can be considered an accurate coefficient, since it penalizes the False Positive and False Negative predictions, besides being considered a better evaluator if the classes are of very different sizes [47] . It is range varies from [−1, 1], in which 1 represents a perfect prediction, 0 no better than a random choice, and −1 a complete reverse classification.
In order to compare directly with the accuracy, as the scales between the metrics are different, we proposed a modification to MCC. The transformation is given by uM CC = M CC+1 2 and results in a new evaluation metric: Uniform MCC (uMCC). The uMCC lies in the interval [0, 1], where 1 represents a perfect prediction, 0 no better than a random prediction.
The validation technique used was the repeated holdout with 30 repetitions with a split ratio of training-test of 70% − 30%. The result is summarized in Table 2 where all possible combination of kernel functions and datasets setups are presented. It is possible to see that in most cases, the RM surpasses or equals the other methods. For instance, in Dataset 3, where the nonlinear behavior is an essential characteristic from the data, we can observe the RM overcomes the other classifiers as the dimensionality of the data increases. 
Real Data Application
Our methodology was applied on 27 real-world datasets from the UCI Repository [48] to evaluate its performance. The datasets present a wide variety in the number of observations, dimensionality, and type of data. Although, all of them represent a binary classification task. Table 3 summarizes all datasets considered. The continuous features scaled to zero mean and unit variance, in the exception of the discrete features. The validation technique is also used was the repeated holdout with 30 repetitions with a split ratio of training-test of 70% − 30%. The Random Machines was compared with the bagged SVM using each single kernel function presented in Table 1 , and with the standard SVM with the same kernel functions. Without losing generality, the chosen parameters were: the cost parameter C = 1, the number of bootstrap samples B = 100, the degree of polynomial kernel d = 2, and the hyperparameter γ from the Laplacian and Gaussian kernel γ = 1. The result is summarized in the Figure 2 considering the accuracy and in the Figure 3 considering the uMCC. As shown in Figure 2 , the RM demonstrates higher accuracy than the other bagged support vectors using unique kernel functions. Comparing the RM with the traditional bagged SVM, it is beaten almost 80% of times considering the Kernel Linear Bagging, 81% for the Kernel Polynomial Bagging, 94% for the Gaussian Bagging, and 87% for the Laplacian Kernel Bagging. This outcome shows off that the random weighted choice of the kernels functions improved, generally, the accuracy of the predictions from the model. The difference is even more significant when the Random Machines is compared with the singular SVM, where the RM is more accurate 82% of times considering the Kernel Linear, 81% for the Kernel Polynomial, 94% for the Gaussian Bagging, and 84% for the Laplacian Kernel. The scheme also solves the problem of the selection of best kernel function, since is not necessary to perform a grid-search among all the different functions and define which is one has lower test error, which is general framework adopted. Therefore, it is appealing that the efficiency increasing and computational cost reduction given by the technique.
As the hyperparameter tuning is a remarkable question in the proceeding of the support vector machine vector, the value of γ was changed in order to study the variation and the behavior or Random
Machines when this change exists. The variation experiment relies on the interval of values γ =
The result is showed in Figure 4 and 5 in which it is possible to see that the RM surpassed the other bagging kernels all the times. As mentioned before the choice of these hyparameters, as the kernel function, has a direct impact on the model performance, and the results reinforce that RM gives a good and consistent result independent for all γ values. 
Performance and agreement evaluation
In this section, we justify the reason that the Random Machines is an ensemble method that can improve the predictive power for classification tasks. The main idea of the random selection of the kernel function is to select different functions that belong to a Reproducing Kernel Hilbert Space (RHKS). The reason for this choice is to aim a lower correlation between classifiers that compose the RM, and a high strength of them since these characteristics result in better results as is shown in [49] .
The idea of the strength of a model relies on how well a model correctly predicts an new observation, while the correlation between model consists of how much they are similar. A method to estimate the correlation between classification models is to calculate the area from decision boundaries that overlaps among them [50] .Ho, [51] defines the similarity, also called agreement, of two models as the number of observations that are equally labeled with the same class, and proposes that it can be estimated through a random sample with n observations, by the Equation (14).
where
This measure called, similarity or agreement can be used as a correlation metric between models.
In order to evaluate the correlation and strength of the RM in comparison with the traditional bagged version of SVM, the method was applied over the Circles database that was generated under the same configuration of Dataset 3 presented in Section 5. The similarity of each method was estimated using the average of the similarityŝ i,j , ∀i = j and i, j = 1, . . . , B, over fixed k points generated by a Monte
Carlo's simulation. The accuracy was used in order to measure the strength of the model.
The dataset was modified in three configurations, changing the dimension p in a range corresponding to p={2, 10, 30, 50}. The average similarity, that can also be called as agreeement of the model [51] , was calculated using k observations, where k=1000 × p. Both accuracy and agreement were calculated using a 30 Repeated Holdout validation set with split ratio of 70-30% training-test. The parameters of the methods were: B=100, γ = 1, C = 1.
One of the main results can be represented in the Figure 6 where the circles database with p=2 was used as example. In the Figure 6 It is clear that different kernel functions used in each SVM model produce diverse decision boundaries, and that difference implies in a reduction of the correlation, resulting at the decreasing of generalization error.
All the results are summarized in Table 4 where it is presented the mean accuracy and agreement for each dataset for all configurations of the circles.
In general, it is remarkable that the higher predictive capacity of the RM when compared to the other methods in all cases. Moreover, beyond the great accuracy, it is possible to see that the RM shows simultaneously a lower agreement when compared with the other methods that have an excellent performance. Although sometimes the BSVM.Lin and BSVM.Gau produce a desirable low agreement, they are considered weaker, since they have a lower accuracy when compared with the others. As [51] discuss, the accuracy of the models affects the agreement and vice-versa, and optimize both values simultaneously can be a challenging task. Generally, models with high accuracy also result in large agreement values, as we can see in the results exhibited in Table 4 . On another hand, small values of accuracy produce lower agreement measures among models. However, it is clear to notice that the Random Machines it is capable create a better classifier (low generalization error) with both characteristics: low correlation and reliable strength. These proprieties become better with higher dimensions as they can be observed in Table 4 . This difference is showed in Figure 7 that display the boxplots of the accuracy and agreement for each method, reinforcing even more than the RM has both better proprieties than the other ones. 
Final Considerations
The main contribution of this paper is to propose a novel learning method to do ensemble using Support Vector Machine models that can enhance the accuracy from the conventional BSVM, and solve the problem choosing the best kernel function that should be used. Through the Random Machines, the combination of different SVM using the different kernel functions states an approach that avoids the expensive computational cost of doing a grid search between the kernel functions, besides improve the accuracy. Furthermore, our results show a good behavior with different kernel hyperparameters in RM, that provides a bagged-weighted support vector model with free kernel choice. In this way, as SVM is one of the most important and an essential method in machine learning with high-performance capacity and power of generalization, the RM method can be viewed as an extension of traditional SVM, giving an alternative solution to the hyperparameters choice problem. This methodology can be explored in many other contexts, as well as be applied to any practical machine learning problem. Future theoretical studies may be done regarding computational cost, comparison with other traditional machine learning methods, and the use of other and more kernel functions as well as other weights in the bagging phase.
