Introduction and statement of the main result
A dilation of a CP-map (a completely positive mapping) S between C * -algebras A and B is a homomorphism j from A to another C * -algebra D containing B and a conditional expectation P : D → B such that S is recovered as S = P • j.
A j ' ' P P P P P P P P P P P P P P P Remark 1.1 The name weak dilation is borrowed from Bhat and Parthasarathy [BP94] . They consider the case when A = B and when j factors through a (usually unital) endomorphism ϑ of D (i.e. j = ϑ • id B ) such that a simultaneous dilation is obtained for the whole semigroup (S n ) n∈N 0 to the semigroup (ϑ n ) n∈N 0 of (unital) endomorphisms of D. Such a dilation is then a weak dilation in the sense of [BP94] and, in particular, it is a weak dilation in the sense above.
Gohm [Goh03, Goh02] worked with weak tensor dilations, where the "big" algebra D is just a tensor product B ⊗ C, and where the conditional expectation is obtained from a state on the second factor. (We give immediately the version for von Neumann algebras, because our main result holds in that case. The tensor product is, therefore, that of von Neumann algebras.) Definition 1.2 Let A, B, C be von Neumann algebras. Let S : A → B be a normal (unital) CP-map. A normal homomorphism j : A → B ⊗ C (not necessarily unital) is a weak tensor dilation, if there is a normal state ψ on C such that S = P ψ • j, where P ψ : B ⊗ C → B denotes the conditional expectation determined by P ψ (b ⊗ c) = b ψ(c).
O O Remark 1.3 Evidently, this is not a weak dilation, because the embedding of B into D = B ⊗ C is unital. The possibility of a unital embedding of B is due to the simple tensor product structure and should be considered as a benefit rather than an obstruction. We shall stay with the term weak tensor dilation, because it is always possible to modify C (making it bigger) such that the unital embedding B → B ⊗ C may be substituted by a nonunital one B → B ⊗ p ψ , where p ψ is a suitable projection in the bigger C, such that P = 1I ⊗ p ψ • 1I ⊗ p ψ does the job. (For instance, if the GNSconstruction of ψ is faithful, then we identify C as a subset of B(K) where K is the GNS-Hilbert space. Then ψ(c) = k, ck for a cyclic vector k ∈ K. Enlarging C such that the rank-one projection p ψ = |k k| is contained, actually means setting C = B(K). The argument may be modified suitably, if the GNS-representation is not faithful.) In this way we can also reinterpret unital tensor dilations, extensively studied by Kümmerer in [Küm85] , as weak tensor dilations. Note that in Kümmerer's setting, where all mappings are required unital and all states are required faithful, it is known that such dilations do not always exist, see [Küm85] , 2.1.8.
The following existence theorem for weak tensor dilations, our main result, confirms that weak tensor dilations are a useful tool in the study of completely positive mappings. A proof of Theorem 1.4 in the case A = B(F ) and B = B(G) using the Stinespring representation and the form of normal representations of algebras B(H) is rather plain and well-known. In Section 2 we prove Theorem 1.4 by using von Neumann modules as considered in Skeide [Ske00] . In Section 3 we illustrate the construction in a simple finite-dimensional example. Von Neumann modules, in our context, are a different way to look at the Stinespring construction. Recent results by Muhly, Skeide and Solel [MSS03, Ske02] show that the methods of quasi orthonormal systems used here, can, in fact, be considered as equivalent to the representation theory of general von Neumann algebras; see Remark 4.3. Therefore, we can say that also the general form of Theorem 1.4 is a consequence of the Stinespring representation and the representation theory of von Neumann algebras.
In Section 4 we report more systematically the methods of [MSS03] and apply them to the following context. A result from [Goh03, Goh02] asserts that, when A ⊂ B(F ) and B ⊂ B(G) such that S transforms a vector state into another, then the completely positive extensions of S to mappings Z : B(F ) → B(G) with the same transformation property are in one-to-one correspondence with weak tensor dilations (up to suitable equivalence) of the dual CP-map S ′ : B ′ → A ′ . See also Section 4 for details. As explained in [Goh03] , this has applications in the theory of noncommutative Markov processes and in particular in Kümmerer-Maassen scattering theory [KM00] . By applying the methods of [MSS03] for a reconstruction of this result we put the latter into a new perspective. Combining the correspondence of dilations and extensions with the existence of weak tensor dilations given by Theorem 1.4, we infer an existence result for extensions (Proposition 4.10), as well.
Proof of Theorem 1.4
Von Neumann modules can be characterized as self-dual Hilbert modules over von Neumann algebras. In this algebraic and intrinsic form the characterization is suitable also for modules over W * -algebras. For these our essential tool here, existence of complete quasi orthonormal systems, was proved already by Paschke [Pas73] . We put, however, emphasis on considering a von Neumann algebra B acting (always non-degenerately) as a concrete strongly closed subalgebra of operators on a Hilbert space G and, following Skeide [Ske00], we consider von Neumann B-modules E as concrete strongly closed submodules of operators between Hilbert spaces G and H. Once the identifying representation of B on G is fixed, the construction of H and of the embedding E → B(G, H) is canonical.
We start by recalling the definition and basic properties of von Neumann modules as introduced in [Ske00] . For a more detailed account we refer the reader to Skeide [Ske01] and Muhly, Solel and Skeide [MSS03] .
Let B ⊂ B(G) be a von Neumann algebra. Furthermore, let E be a Hilbert B-module. Then the (interior) tensor product (over B) H = E ⊙ G of the Hilbert B-module E and the Hilbert B-C-module G is a Hilbert Cmodule, i.e. a Hilbert space, with inner product x⊙g,
In other words, we may and, from now on, we will identify a Hilbert module over a von Neumann algebra B ⊂ B(G) as a submodule of B(G, H) with the natural operations.
An (adjointable and, therefore, bounded) operator a ∈ B a (E) gives rise to an operator x ⊙ g → ax ⊙ g in B(H). We, therefore, may and will identify the C * -algebra B a (E) as a subalgebra of B(H).
It is immediate that in this case B a (E) is a von Neumann subalgebra of B(H).
The basic tool in establishing the criterion from [Ske00, Ske01] that E is a von Neumann module, if and only if it is self-dual (i.e. every bounded right linear mapping E → B has the form x, • for a unique x ∈ E) was the construction of a quasi orthonormal system. (See, however, Skeide [Ske03] for new quick proof without using quasi orthonormal systems based on methods from [MSS03] .) Definition 2.2 A quasi orthonormal system is a family e i , p i i∈I of pairs consisting of an element e i ∈ E and a non-zero projection p i ∈ B such that e i , e i ′ = p i δ ii ′ .
We say the family is orthonormal, if p i = 1 for all i ∈ I.
In particular, the e i are partial isometries and the net of projections
is increasing in B a (E) over the finite subsets I ′ of I and converges, therefore, to an element p I ∈ B a (E). Obviously, p I is the projection onto the von Neumann B-submodule of E generated by e i i∈I .
Definition 2.3 A quasi orthonormal system e i , p i i∈I is called complete,
Of course, e i , p i i∈I is a complete quasi orthonormal system for p I E. Existence of a complete quasi orthonormal system follows now as a standard application of Zorn's lemma. In particular, a complete quasi orthonormal system can be chosen such that it contains a given quasi orthonormal system.
Proposition 2.4 Every von Neumann B-module is isomorphic to the (von Neumann module) direct sum
of right ideals p i B for some complete quasi orthonormal system e i , p i i∈I . It is, therefore, isomorphic to a complemented submodule of i∈I B = B ⊗ K where K is a Hilbert space with orthonormal basis k i i∈I and B ⊗ K is the strong closure of the (right) B-submodule of B(G, G ⊗ K) generated by the
Explicitly, an element e i b ∈ E corresponds to p i b ⊗ k i ∈ B ⊗ K and is represented by the mapping g → p i bg⊗k i in B(G, G⊗K). Clearly, e i , p i i∈I is still a quasi orthonormal system (in general, not complete, of course) for B ⊗ K and p I is the projection onto E. Definition 2.5 Let A be another von Neumann algebra. A von Neumann A-B-module is an A-B-module and a von Neumann B-module such that the left action defines a normal (unital, because the action of A is unital) representation of A on H.
Remark 2.6 Let S : A → B be a normal CP-map. Then the strong closure of the GNS-module E of S (that is the unique Hilbert A-B-module generated by a single element ξ which fulfills ξ, aξ = S(a); see Paschke [Pas73] ) is a von Neumann A-B-module; see Bhat and Skeide [BS00] and [Ske01] .
Observe that A → B(H) is the Stinespring representation and that ξ * aξ = S(a).
Proof of Theorem 1.4. Let S : A → B be a unital CP-map and let E be its GNS-module with cyclic vector ξ. Since S is unital, ξ is a unit vector, i.e. ξ, ξ = 1I. Let e i , p i i∈I be a complete quasi orthonormal system which contains ξ = e 0 and identify E as a submodule of B ⊗ K as described in Proposition 2.4.
In other words, (j, k 0 , •k 0 ) is a weak tensor dilation of S (to B ⊗ B(K)).
Remark 2.7 The result can be saved partly, if S is not unital. Then ξ is not a unit vector, but it posesses a polar decomposition ξ 0 |ξ| with |ξ| = ξ, ξ . In this case, ξ 0 , ξ 0 = p 0 is a projection. We do the same construction and may express S as (|ξ|
An example
The following example illustrates the construction of the preceding section. We consider the stochastic matrix S = 
In particular, there are no non-trivial vectors of zero length. With this formula we can also check that
is a complete quasi orthonormal system for E. In fact, its B-linear span is E and we have e 0 , e 0 = 1I, e 1 , e 1 = p 1 , e 2 , e 2 = p 2 and e i , e j = 0 for i = j.
Now let K be a 3-dimensional Hilbert space with ONB {k 0 , k 1 , k 2 } as in Proposition 2.4, so that E can be identified with the module p I (B ⊗ K) for
According to Theorem 1.4 and its proof, we can now construct a weak tensor dilation j : A → B ⊗ B(K) by j(a) := a p I , where we use the left action of A on E ⊂ B ⊗K. Let us compute explicitly the matrix of j(a) for a = a 1 a 2 ∈ A with respect to the B-module basis
and with
Thus, for example,
By similar computations we get
Weak tensor dilations and extensions of CPmaps revisited
In this section we want to reconstruct the duality theory for dilations and extensions of [Goh03, Goh02] in terms of von Neumann modules. In the end, we will deal with a pair of CP-maps S : A → B and S ′ : B ′ → A ′ which, under certain conditions, are related by a duality. Extensions to mappings B(F ) → B(G) of S correspond, then, to weak tensor dilations of S ′ . For the sake of clarity, however, we introduce at each step only as much structure as is necessary to make the argument work. Let B ⊂ B(G) be a von Neumann algebra and let E be a von Neumann B-module. As in Section 2, we identify E as a subset of B(G, H) with H = E ⊙ G and xg = x ⊙ g. A new ingredient comes from the observation that there is an associated normal unital representation ρ ′ of the commutant B ′ of B ⊂ B(G) on H = E ⊙ G where ρ ′ (b ′ ) lets act an element b ′ ∈ B ′ in the natural way on x ⊙ g as id E ⊙b ′ . (Since b ′ is a bilinear operator on the B-C-module G, the operator ρ ′ (b ′ ) is well-defined, and it is routine to check that ρ ′ is normal.) Remark 4.1 In the case when E is the (strong closure of the) GNS-module of a CP-map (see Remark 2.6), thus, H is the representation space of the Stinespring construction, this representation of B ′ is known as commutant lifting from Arveson [Arv69] .
We recover E as the intertwiner space
To see this, we observe that C B ′ (B(G, H)) is a von Neumann B-module which, clearly, contains E. On the other hand, the complement of E is {0}, since span EG = H. In analogy with Hilbert spaces, a submodule of a von Neumann module with zero-complement is strongly total (see [Ske00, Ske01] ), and since E is strongly closed it must be all of C B ′ (B(G, H)). (In other words, for a given representation ρ ′ of B ′ on H there is at most one von Neumann B-submodule E of B(G, H) such that H = E ⊙ G = span EG and ρ ′ is the commutant lifting.) Very recent is the observation from Muhly, Skeide and Solel [MSS03] (announced in [Ske02] ) that every normal unital representation ρ ′ of B ′ on a Hilbert space H gives rise to a von Neumann B-module E = C B ′ (B(G, H) ).
(The crucial point is a lemma from Muhly and Solel [MS02] which asserts that span C B ′ (B (G, H) )G = H.) In other words, von Neumann B-modules and normal unital representations of B ′ are two ways to speak about the same object.
Remark 4.2 It is not difficult to see that B a (E) is the commutant of ρ ′ (B ′ ) in B(H).
In fact, the correspondence E ⊂ B(G, H) ↔ (ρ ′ , H) extends to a functor which sends the morphisms a ∈ B a (E 1 , E 2 ) to the morphisms a ⊙ id G ∈ B bil (H 1 , H 2 ) and back. 
Additionally, we can say that p I = i∈I p i ⊗ |k i k i | is diagonal in the basis of K. By an observation from [MSS03] nobody prevents us from exchanging the roles of A and B ′ . In other words, we can construct the intertwiner space
Now suppose E is a von Neumann
which is a von Neumann A ′ -module and which inherits a left action of B ′ via ρ ′ . In other words, there is a duality between von Neumann A-B-modules and von Neumann B ′ -A ′ -modules. We call E ′ the commutant of E. (The notion of commutant of B is contained when E is the von Neumann B-Bmodule B.) Clearly, E ′′ = E and there is also the analogue of von Neumann's double commutant theorem. So far, we have a duality, the commutant, between von Neumann A-B-modules E ⊂ B(G, H) and von Neumann B ′ -A ′ -modules E ′ ⊂ B (F, H) . Now suppose that S is a normal unital CP-map from a von Neumann algebra A ⊂ B(F ) to a von Neumann algebra B ⊂ B(G). Furthermore, let E be a von Neumann A-B-module that contains a vector ξ such that S(a) = ξ, aξ . (That is, the von Neumann A-B-submodule of E generated by ξ is the (strong closure of the) GNS-module of S.) We ask, whether we can extend the duality between the modules E and E ′ to a duality between (unital normal) CP-maps S : A → B and S ′ : B ′ → A ′ . In other words, given E with the unit vector ξ, can we construct in a "reasonable" way a unit vector ξ ′ ∈ E ′ (defining a unital normal CP-map S ′ = ξ ′ , •ξ ′ )? Can we apply the construction to ξ ′ ∈ E ′ such that it gives back ξ completing the duality? Such a construction is possible but needs for additional structure in either direction. Let us start with the assumptions for the construction of ξ ′ ∈ E ′ from ξ ∈ E. So, as before, let E be a von Neumann A-B-module with commutant E ′ and with a unit vector ξ ∈ E so that S = ξ, •ξ defines a normal unital CP-map A → B. Furthermore, suppose that f and g are unit vectors in F and G such that the vector states ϕ f = f, •f and ϕ g = g, •g are covariant for S, i.e. ϕ f = ϕ g • S. Finally, suppose that f is cyclic for A. Then, with the help of the vector ξ ∈ E, we can define an isometry ξ ′ : F → Hby setting
By definition ξ ′ intertwines the actions of A and, therefore, is a unit vector in E ′ . Using ρ ′ (b ′ )ξ = ξb ′ , we obtain the following result.
Proposition 4.5 The mapping S ′ :
Moreover, exchanging the roles of A and B ′ , if also g is cyclic for B ′ , then S ′′ = S so that we obtain a true duality S ↔ S ′ .
Remark 4.6 For faithful states and from a different point of view this duality was introduced by Albeverio and Hoegh-Krohn in [AHK78] .
Remark 4.7 If, under the cyclicity conditions for f and g, the vector ξ is cyclic for E, i.e. if E is the GNS-module of S, then ξ ′ is cyclic for E ′ , i.e. E ′ is the GNS-module of S ′ . Indeed, ξ is cyclic for E, if and only if span AξG = H (because then the orthogonal complement is {0}). Likewise, ξ ′ is cyclic for E ′ , if and only if span B ′ ξ ′ F = H. By (4.1) we find
so that cyclicity of f for A, cyclicity of ξ for E and cyclicity of g for B ′ imply cyclicity of ξ ′ for E ′ .
Remark 4.8 What happens, if the conditions are weakened? If, for instance, S is not unital, i.e. if ξ is not a unit vector but S still satisfies the covariance condition, then (4.1) still defines an isometry. That is for the backwards direction (g assumed cyclic for B ′ ) we will never get back ξ.
On the other hand, if f is not cyclic for A we can still use (4.1) to define a (unique) partial isometry with cokernel Af resulting in a possibly non-unital CP-map S ′ . Also we may, in general, not hope to recover ξ without g being cyclic for B ′ . So, partly, the constructions work also under more general assumptions, but they do not yield as nice structures.
Now we can construct the duality between weak tensor dilations of S ′ and extensions of S for certain covariant vector states ϕ f and ϕ g . Every direction involves the construction of that mapping (S or S ′ ) that is is not given in the beginning. Correspondingly, every direction needs only one of the cyclicity conditions for the duality between S and S ′ .
Let us start with a weak tensor dilation (j :
In other words, we have identified
We are now in the situation as described after Remark 4.4. In particular, we have the von Neumann A-B-module
(with left multiplication via ρ) and, supposing that g is cyclic for B ′ , we get an isometry ξ : Goh02] ξ is called the isometry associated with the dilation j and with g.) Summarizing, the weak tensor dilation of S ′ provides us with a larger space F ⊗ L and with corresponding embeddings of our objects and cyclicity of g for B ′ provides us with the dual CP-map S of S ′ . The following observation is now easily checked: The mapping Z : F ) and B(G); see [BS00, Ske01] .) Let E denote the strongly closed A-B-submodule of B(G, F ⊗ L) generated by ξ. Clearly, E is the GNS-module of S and ξ is the cyclic vector. More precisely, H = span(A ⊗ id L )ξBG = E ⊙ G and ξ = p H ξ. Therefore, on H there is the commutant lifting ρ ′ of B ′ which we can use to define a (usually non-unital)
and, in particular,
Therefore, ξg is in the range f ⊗ L of the projection |f f | ⊗ id L and ℓ = ( f | ⊗ id L )ξg is the unique unit vector in L such that ξg = f ⊗ ℓ. Define ϕ ℓ = ℓ, •ℓ . Supposing now that f is cyclic for A, we define S ′ as the dual CP-map of S. We find
Since f is cyclic for A, it follows that (id
In other words, (j, ϕ ℓ ) is a weak tensor dilation of S ′ .
Remark 4.9 While in the direction Z → j (f cyclic) the module E is the GNS-module of S (hence, if g is also cyclic, then by Remark 4.7 E ′ is the GNS-module of S ′ , too), in the opposite direction j → Z (g cyclic) the situation is more general in that here E ′ need only to contain the GNS-module of S ′ . If E ′ is the GNS-module of S ′ (and if g and f are cyclic), then it is easy to check that the construction Z → j applied to the result of j → Z gives back the same weak dilation we started with. The difference between E ′ ⊃ GNS S ′ and E ′ = GNS S ′ is the same as the difference between an arbitrary weak tensor dilation and its minimal version. Under a suitable notion of equivalence for weak tensor dilations (where every weak tensor dilation is equivalent to its unique minimal version) the correspondence between extensions and dilations is, indeed, one to one. The relation between this subtle equivalence relation among weak tensor dilations (finer than just unitary equivalence, because all minimal weak dilations are unitarily equivalent) and a certain "subconvex" structure among the expansion coefficients with respect to some QONB (Kraus decomposition of S) will be investigated elsewhere. These correspondences between completely positive extensions of S and weak tensor dilations of S ′ (under the conditions that f is cyclic for A for the one direction and that g is cyclic for B ′ for the other direction) are the main results of the first chapter of [Goh03] . We recover them here by more module orientated methods and put them into perspective with the recent developments in [MSS03] .
The following result can be obtained by combining the constructions in this section with Theorem 1.4. Proof. We have the duality S ↔ S ′ . By Theorem 1.4 there exists a weak tensor dilation for S ′ . Now the construction j → Z above or its analogue in [Goh03, Goh02] applies and yields an extension Z with the required properties.
