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Abstract
Several systems can be modeled as sets of interdependent networks where each network contains
distinct nodes. Diffusion processes like the spreading of a disease or the propagation of information
constitute fundamental phenomena occurring over such coupled networks. In this paper we pro-
pose a new concept of multidimensional epidemic threshold characterizing diffusion processes over
interdependent networks, allowing different diffusion rates on the different networks and arbitrary
degree distributions. We analytically derive and numerically illustrate the conditions for multilayer
epidemics, i.e., the appearance of a giant connected component spanning all the networks. Further-
more, we study the evolution of infection density and diffusion dynamics with extensive simulation
experiments on synthetic and real networks.
Keywords: Multilayer Networks, Interdependent Networks, Information Diffusion, Epidemic
Threshold
1. Introduction
Information diffusion events like the spreading of rumours and behaviors or the coverage of
news headlines through different weblogs represent an important class of dynamical processes on
networks. However, while the study of diffusion processes over single networks has received a great
deal of interest from various disciplines for over a decade [1], real diffusion phenomena are seldom
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constrained inside a single network. A typical example is represented by the diffusion of epidemics
propagated by human beings traveling via multiple transport networks (airplanes, trains, etc.).
Therefore, a great deal of interest has been recently devoted to the study of diffusion processes on
multilayer networks [2, 3, 4, 5].
While most works on diffusion in multilayer networks have focused on a specific type of network
often called multiplex, where the same nodes are present on all networks [6, 7, 8, 9], less attention
has been devoted to diffusion processes on systems of interdependent networks with distinct nodes
on the different layers. For brevity, we will refer to these as disjoint interdependent networks.
To the best of our knowledge, the only work focusing on this kind of multilayer networks is [10].
Specifically, in this work it has been shown that in the case of diffusion over pairs of interconnected
Erdo˝s-Renyi networks a mixed phase can occur, where the diffused items are mainly spread only
on one of the networks.
This result is interesting because it highlights the roles of the internal layer structures and of
their interconnections in diffusion processes. However, it is based on some strong assumptions:
networks are assumed to belong to the Erdo˝s-Renyi family, which is rarely observed in real cases,
and a single diffusion rate for all inter- and intra-layer connections is set. As an example reusing
a motivating scenario introduced in [10], this last assumption would state that the diffusion of a
disease between two people living in the same city (here modeled as a citizen network) has the same
probability to be transmitted between two people from different cities.
In this work we relax these assumptions and provide a more general treatment of the problem
of information diffusion over disjoint interdependent networks, allowing for different network struc-
tures and different diffusion rates for inter- and intra-layer connections. We introduce the concept
of multidimensional epidemic threshold and analytically extract the conditions of epidemics map-
ping the original network to a colored degree-driven random graph (CDRG) [8]. We then present
simulation results on synthetic and real interdependent networks to validate our analytical findings
and to study the behavior of other variables typically used to describe diffusion processes.
2. Preliminaries and Definitions
Figure 1 summarizes the main factors governing a diffusion process across a set of disjoint
interdependent networks. The condition for the occurrence of an epidemic is influenced by the
interplay between the general properties of the information diffusion process (i.e., the diffusion
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Figure 1: The main factors in the dynamics of information diffusion over interdependent networks.
model and its parameters), the structural properties of each network and the coupling strength
between pairs of networks.
In this article we use SIR (susceptible-infected-recovered) as our general model of diffusion,
following several other works on the modeling of diseases and influence on multilayer networks
[6, 7, 8, 10, 11, 12, 13, 14, 15]. As a very quick reminder of this model, in SIR it is assumed
that the diffusion process starts with an initial set of infected1 nodes called seeds. An infected
node can propagate its status to a susceptible neighbor with diffusion rate β. In the version of the
SIR model used in this article, infected nodes recover after time τ from the moment of infection.
The transmissibility of the network, i.e., the probability that an infected node propagates to a
susceptible neighbor before recovery time, can be computed as R = 1− (1− β)τ [16].
The aforementioned parameters can be utilized to compute the epidemic threshold [15], which is
one of the key values used to characterize a diffusion process. This indicates a value of infection rate
above which the diffusion network (i.e., the actual nodes and links traversed during the diffusion
process) constitutes a giant connected component (gcc) with respect to the underlying network. By
definition, a gcc contains a finite fraction of nodes in the limit of large network sizes.
Let κ be the average degree of a randomly chosen end vertex of a randomly chosen edge [17].
1Terms like infection and epidemic are normally used to refer to a wide range of processes with similar macroscopic
behaviors, including information diffusion. While we are critical towards the indiscriminate usage of this terminology
to describe general diffusion processes not involving viruses, we adopt it in this paper to simplify references to the
literature.
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To diffuse information over all nodes in an arbitrary (connected) network, each infected node must
infect on average at least one of its neighbors. Then, for large single networks the epidemic threshold
can be computed as [10]:
βc = 1− [1− (κ− 1)−1]1/τ (1)
Eq. (1) is based on the assumption that the diffusion rate is the same for all links in the
underlying network. Therefore, assuming the same diffusion rate β for all the networks and for all
their interconnections one can directly utilize this equation to compute the epidemic threshold for
an arbitrary interdependent network, where κ is calculated over the entire coupled network (i.e.,
including all intra- and inter-layer links) [10]. When different diffusion rates are considered for inter-
and intra-layer links, this equation can no longer be used and the concept of a single threshold no
longer captures the complexity of the process.
As an example, consider Figure 2(a): we have two networks L1 and L2 with interconnection
layer L3 (that is, L3 contains connections between nodes in L1 and nodes in L2). Let us call the
diffusion rates on L1, L2 and L3 respectively β1, β2 and β3. Then, it is worth noticing that there is
no longer a single possible threshold. For example, if the interconnection layer L3 is characterized
by a high infection rate, a giant connected component can be generated just having the diffusion
happening on the inter-layer links, with nodes in L1 iteratively infecting nodes on L2 and viceversa
(Figure 2(b)). However, even in case of a lower inter-layer diffusion rate that would not be enough
alone to generate an epidemic, a giant component could still emerge thanks to additional infections
inside L1 and L2 (Figure 2(c)). As an example, the two tuples (0, 0, 0.22) and (0.02, 0.02, 0.15) can
both represent values above which β1, β2, β3 generate an epidemic, while no epidemic might occur
with (β1, β2, β3) = (0.01, 0.01, 0.16).
Following these considerations we introduce the concept of multidimensional threshold:
Dominance: A tuple t1 in [0, 1]
n dominates a tuple t2 if ∀i ∈ [1, n] : t1(i) ≤ t2(i) ∧ ∃l : t1(l) <
t2(l). We then write t1  t2
Multidimensional epidemic threshold: Let 0 6 βi 6 1, i ∈ [1, n] be diffusion rates on single
layers or between two layers, and N = [0, 1]n be the set of all possible tuples. The multidimensional
epidemic threshold of information diffusion over an interdependent network is a set M ⊂ N such
that (i) ∀t′ ∈ N, t ∈ M, t  t′ a gcc on the whole network is generated with high probability and
(ii) ∀t ∈M @t′ ∈ N such that t′ both dominates t and determines the emergence of a gcc.
In terms of the amount of information spreading over the entire network and its layers, one can
4
Figure 2: (a) An interdependent network with two disjoint layers (L1 and L2) and an interconnection layer (L3),
(b) an epidemic spreading through inter-layer links and (c) a different diffusion process exploiting a combination of
intra- and inter-layer links.
define three different states for an interdependent network [10]: (i) infection-free; where there is no
epidemic in any of the layers (i.e., there is no gcc), (ii) mixed; where a gcc appears only in some of
the layers, and (iii) epidemic; where the gcc appears in all layers.
3. Analytical Results
In this section we analytically study the relation between epidemic threshold and diffusion rates
in the general case of disjoint interdependent networks with different intra- and inter-layer rates.
To this end, we map our problem into the framework of inhomogeneous random graphs, also
called colored degree-driven random graphs (CDRG) [18, 19, 20]. Recently, the CDRG framework
was used in [8] to study information diffusion over multiplex networks. Here we extend it to an
arbitrary set of interdependent networks.
In this framework each edge between two vertexes u and v is characterized by two colors, one
on the u side and another on the v side. More in detail, the framework defines: (i) a colour space
[1, . . . , C]; (ii) a colored degree distribution p, where p(x1, . . . , xC) denotes the probability for a
vertex to have xi adjacent edges of colour i; (iii) a real, symmetric C × C matrix T = {Tij ≥ 0},
called color preference matrix and indicating the relative abundance of edges on color pairs i, j.
The matrix is normalized, so that ∀i ∑Cj=1 Tij〈xj〉 = 1, where 〈xj〉 indicates the mean of the degree
distribution on color j.
The mapping from a set of interdependent networks to a CDRG is straightforward. First we
put all the vertexes from the different networks together. We remind the reader that the vertex sets
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in different networks are disjoint. Then, we associate a different color to each network and to each
pair of networks. As an example, a two-layer interdependent network G is mapped to a graph with
three edge colors, one for the edges between vertexes originally in layer 1, one for the edges between
vertexes originally in layer 2, and one for edges between one layer and the other. Notice that (i) we
focus on undirected edges, (ii) every edge has the same color at its two ends (no bi-colored edges
exist), and (iii) in the general case a network with L layers is mapped to a graph with L+ L(L−1)2
colors.
The mapping allows us to use the following result, proved in [20] for CDRGs: Let J be the
Jacobian matrix defined by J=TE, where E is defined as Eij = ∂zi∂zjH and H(z1, . . . , zC) is the
multivariate generating function of the colored degree distribution p. If the largest eigenvalue of
J(1) is larger than 1, then there is a high probability that a giant component exists.
Therefore, we need to compute J(1)=TE(1) on the graph obtained after the mapping. We
show the details for the case of two coupled networks. In our case there are no edges between
different colors, so T is a diagonal matrix with Tii = 1/〈xi〉 (please notice that this is true for
any number of networks, not just two). Moreover, let H(z1, z2, z3) =
∑
i
∑
j
∑
k p(i, j, k)z
i
1z
j
2z
k
3 be
the multivariate generating function of the degree distribution p(x1, x2, x3), where x1, x2 and x3
indicate node degrees respectively on the two networks and on the interconnection layer. Then, the
multivariable combinatorial moments can be written as:
Eij = ∂zi∂zjH(z1, z2, z3) =
∑
i
i
∑
j
j
∑
k
p(i, j, k)z
(i−1)
1 z
(j−1)
2 z
k
3 (2)
Eii = ∂zi∂ziH(z1, z2, z3) =
∑
i
i(i− 1)
∑
j
∑
k
p(i, j, k)z
(i−2)
1 z
j
2z
k
3 (3)
Assuming that the degree distributions on different colors are probabilistically independent, we
can conclude that at z1 = 1, z2 = 1, z3 = 1 we have:
Eij(1, 1, 1) = ∂zi∂zjH(1, 1, 1) = 〈xi(xi − 1)〉 (4)
Eii(1, 1, 1) = ∂zi∂ziH(1, 1, 1) = 〈x2i − xi〉 (5)
We can finally write J computed at point (1) as:
J(1)=TE(1)=

〈x21−x1〉
〈x1〉
〈x1x2〉
〈x1〉
〈x1x3〉
〈x1〉
〈x2x1〉
〈x2〉
〈x22−x2〉
〈x2〉
〈x2x3〉
〈x2〉
〈x3x1〉
〈x3〉
〈x3x2〉
〈x3〉
〈x23−x3〉
〈x3〉
 (6)
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Now we want to express the same matrix using the original degree distributions on the input
networks, which is not the same as in the colored graph. For example, in Figure 2(a) the degree
distribution on color x1, i.e, only considering edges in L1, is: {1, 3, 2, 3, 2, 1, 0, 0, 0, 0, 0, 0}. The
nodes in L2 also contribute to this distribution, each with a 0. To express the condition for an
epidemic based on the structure of the original networks we want to rewrite x1 using the original
degree distribution on L1, that is, {1, 3, 2, 3, 2, 1}, only considering nodes in L1. Notice that this
distribution, that we call y1, has a higher average than x1.
More in general, let ni and n be respectively the number of nodes in layer i and the number of
nodes in the entire network (n =
∑
i=[1..C] ni, where C is number of colors in the CDRG framework
and C = L+ L(L−1)2 where L is the number of networks). Then, for i 6= j we have:
〈xi〉 = ni
n
〈yi〉 (7)
〈xixj〉 = ninj
n2
〈yiyj〉 (8)
〈x2i − xi〉 = (
ni
n
)2〈y2i − yi〉 (9)
Since n3 = n1 + n2 = n, we can rewrite the Jacobian matrix as
J(1) =

(n1n )
〈y21−y1〉
〈y1〉 (
n2
n )
〈y1y2〉
〈y1〉
〈y1y3〉
〈y1〉
(n1n )
〈y2y1〉
〈y2〉 (
n2
n )
〈y22−y2〉
〈y2〉
〈y2y3〉
〈y2〉
(n1n )
〈y3y1〉
〈y3〉 (
n2
n )
〈y3y2〉
〈y3〉
〈y23−y3〉
〈y3〉
 (10)
The matrix we have obtained so far corresponds to the whole colored graph, so the aforemen-
tioned condition on its largest eigenvalue only tells us about the existence of a giant component in
the network. Now we are ready to study what happens on the diffusion network, that is, when only
some of the links are used to propagate an infected status according to diffusion rates β1, β2, and
β3 (for intra- and inter-layer links). In practice, we want to substitute the degree distributions yi
with new distributions y′i obtained by removing some links.
Along the same line as in [8], we maintain the occupied links in each layer by removing the
type-1, type-2, and type-3 links. As said in Section 2, the transmissibility for each of these kinds
of links is defined as:
Ri = 1− (1− βi)τ (11)
where τ is recovery time. As shown in [16, 8], the probability generating function gi of yi is obtained
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from the probability generating function gi of yi as follows:
gi(z) = gi(1 +Ri(z − 1)) (12)
From these probability generating function we can finally obtain the averages of yi and y
2
i to replace
the corresponding values in Eq. (10):
〈yi〉 = Ri〈yi〉 (13)
〈y2i 〉 = Ri2(〈yi2〉 − 〈yi〉) +Ri〈yi〉 (14)
We thus obtain:
J(1) =

(n1n )R1
〈y21〉−〈y1〉
〈y1〉 (
n2
n )R2〈y2〉 R3〈y3〉
(n1n )R1〈y1〉 (n2n )R2 〈y
2
2〉−〈y2〉
〈y2〉 R3〈y3〉
(n1n )R1〈y1〉 (n2n )R2〈y2〉 R3 〈y
2
3〉−〈y3〉
〈y3〉
 (15)
In summary, if the largest eigenvalue θ of the Jacobian matrix of Eq. (15) is larger than unity,
θ > 1, with high probability there exists a giant component in the diffusion network.
Given this result, the pseudocode to compute a multidimensional epidemic threshold is presented
in Algorithm 3.1. Given a disjoint interdependent network G mapped to n colors (i.e., individual
networks and interconnection layers), the output of this algorithm is a set M of tuples (β1, β2, ..., βn)
which constitute the multidimensional epidemic threshold. Notice that the algorithm cannot be
directly executed, because the set N contains an infinite number of tuples, but it is sufficient to
sample N to obtain an approximate multidimensional threshold of arbitrarily high precision. Other
algorithms can be used to explore the solution space in a more efficient way, but this lies outside
the scope of this article.
Algorithm 3.1: MultiEpiThr(G)
M = {}
N = [0, 1]n
for each t′ ∈ N
do

if @t ∈M such that t′ dominates t
then
if θ > 1then M ∪ {t′}
return (M)
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The above results have been obtained for an interdependent network with arbitrary degree
distributions. Next we address two following specific cases.
Case (i) - ER-ER-ER: First, we assume that all the layers are generating using an Erdo˝s-
Renyi (ER) model with random Poissonian degree distributions. For a random Poissonian degree
distribution with average degree 〈y〉, we know that its second moment 〈y2〉 equals 〈y〉(〈y〉 + 1).
Then, we can rewrite the Jacobian matrix in Eq. (15) using the following equation:
〈y2i 〉 − 〈yi〉
〈yi〉 = 〈yi〉 (16)
Case (ii) - SF-ER-SF: Here, we assume to have two scale-free networks coupled with an ER
inter-layer network. The degree distribution of both scale-free networks follows a power-law with
exponent γ:
p(y) = cy−γ , Ymin ≤ y ≤ Ymax (17)
where c = (γ − 1)Y γ−1min is a normalization constant, Ymin is the smallest possible connectivity, and
the maximum degree Ymax, called the natural upper cut-off, is chosen so that there is at most one
node whose degree is higher than Ymax. The m-th moment of such power-law degree distribution
can be written as:
〈yn〉 =
∫ Ymax
Ymin
ynp(y)dy = c
Y n−γ+1max − Y n−γ+1min
n− γ + 1 (18)
Then, to rewrite the Jacobian matrix for this case, we use following equations (for i = {1, 2}) in
the Jacobian matrix of Eq. (15):
〈yi〉 = (γi − 1)Y γi−1min
Y 2−γimax − Y 2−γimin
2− γi (19)
〈y2i 〉 − 〈yi〉
〈yi〉 = [(
2− γi
3− γi )
Y 3−γimax − Y 3−γimin
Y 2−γimax − Y 2−γimin
]− 1 (20)
For the interconnection layer (i = 3) we use Eq. (16).
4. Simulation Results
To verify the analytical findings obtained in the previous section, here we present our simulation
results. In the simulations we consider both synthetic and real disjoint interdependent networks.
We execute an SIR model with 0 < β ≤ 1 and 0 < α ≤ 1 as intra- and inter-layer information
diffusion rates, respectively. The recovery time is set to 5 steps. The simulation results are averaged
over 100 realizations.
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4.1. Networks
In the experiments we have used the following kinds of networks.
Erdo˝s-Renyi: In these experiments we generated two interdependent networks using the Erdo˝s-
Renyi model for both the networks and their interconnections [21]. n labeled nodes are connected
with m randomly placed links. In the experiments we set n = 10000 and added a varying number
m of links to obtain different average degrees (computed as 〈x〉 = 2m/n).
Scale-free: For most real scale-free networks the degree exponent γ is between 2 and 3 [22],
therefore for these experiments we generated two random graphs with 1500 nodes and power-law
degree exponents γ1 = 2.9 and γ2 = 2.1 for layer 1 and 2, respectively. Since the average degree is
larger for a smaller exponent, layer 2 is always denser and has a lower epidemic threshold.
Real-world: We use the following datasets as real interdependent networks:
(i) Polblog [23]: This is a two-layer network of hyperlinks between the political weblogs related
to different communities: (1) liberal (as layer 1) with 759 nodes and 7303 links (2) conservative (as
layer 2) with 735 nodes and 7841. There are 1575 inter-layer links.
(ii) Flickr [24]: It includes 35313 users and 3017530 friendship links between them, with their
joined groups. We selected two groups (from 200 existing groups) of size 518 and 521 (as layers 1 and
2, respectively) and the links between them (as interconnection layer). The number of intra-layer
links is 6340 for layer 1 and 18051 for layer 2, and there are 343 inter-layer links.
4.2. Main outcomes
First, we study the infection density, i.e., the ratio of the number of infected nodes in each layer
(or the entire network) to the size of giant connected component in that underlying layer (or entire
network). For simplicity, we assume β = β1 = β2 and α = β3 as intra- and inter-layer diffusion
rates. In Figure 3 we have reported some selected simulation results (as heat maps) obtained for
different values of β and α in which darker colors indicate higher infection density. Along the same
line as in [10], we consider weakly- and strongly-coupled cases in the experiments on ER networks,
for example L1/Strongly shows the diffusion dynamic in layer 1 of a strongly-coupled network or
L1L2/Strongly represents the results for entire network in a strongly-coupled case
2.
2According to Eq. (3) in [10], for 〈y1〉 = 1.5 and 〈y2〉 = 6.0 in the case of ER-ER-ER, 〈y3〉 > 1.23 generates a
strongly connected network and 〈y3〉 < 1.23 leads to a weakly-coupled case.
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To compare between analytical calculations and simulation results, the region boundaries of
different states (infection-free, mixed and epidemic) derived analytically (for entire network in ER-
ER-ER and SF-ER-SF scenarios) are displayed in this figure against heat maps. Moreover, Figure
3(a) shows with more details the infection densities in each layer of strongly-coupled case (similar
results have been obtained for other networks). The lower straight boundary line shows the epidemic
threshold for layer 2, which is the layer with lower epidemic threshold (the epidemic threshold for
an individual layer can be computed by Eq. (1)). The region below this line demonstrates the
infection-free state where the infection remains limited to the neighborhood of the initial infected
nodes. Moreover, the upper boundary line represents the two-dimensional epidemic threshold (It
can be calculated by Algorithm 3.1). The region above this line shows the epidemic state where
the infection spreads throughout the entire network. Furthermore, the region between these lines
is the mixed state where the infection can be seen to become epidemic only in layer 2.
Comparing these region boundaries and the intensity of colors in heat maps shows agreement
between the patterns observed in analytical studies and numerical simulations. For example, as we
can see in Figure 3(a), the color of the heat map in the region corresponding to the mixed state
of L2 is darker than for L1. This shows that the infection first enters the epidemic phase in this
region and diffuses across L2 while the infection density in L1 remains negligible. Moreover, above
the two-dimensional epidemic threshold the infection density in L1 increases, showing that for this
region the entire network is in the epidemic state.
Moreover, a comparison of the strongly- and weakly-coupled cases (Figures 3(a) and 3(b), re-
spectively) shows how increasing the coupling strength (i.e., 〈y3〉) makes the role of the inter-layer
diffusion rate more important in determining the epidemic threshold of the entire network. This also
decreases the epidemic thresholds of the layers and consequently the area of mixed state. However,
we can observe a mixed state even for strongly connected networks.
Furthermore, for the scale-free network in Figure 3(c) and the real datasets in Figure 3(d-e) the
epidemic threshold is close to 0: most of the points have dark colors, indicating an epidemic state.
As expected from the theory, our boundary lines show that the infection-free state for scale-free
networks is very small. In Figure 3(c) we can see a small discrepancy between the simulation results
and the expected boundary. While this difference is emphasized by the large scale used for the X
and Y axes and practically affects only a small range of input values (note that the actual scale of
these axes are proportional to 10−3).
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In addition, we find that a smaller difference between the epidemic thresholds of the coupled
layers leads to a smaller area where a mixed state occurs. This shows that the appearance of a
mixed state depends either on the coupling strength between layers or on the structure of the layers
(in particular, the difference between the layers’ epidemic thresholds). Therefore, there is no mixed
state in an interdependent network where the different layers are equal (i.e., there is no difference
between the epidemic thresholds in these layers) for both weakly- and strongly-coupled cases.
In Figure 4 we show diffusion dynamics, in particular the number of infected nodes in time.
In each plot the six curves correspond to six different settings of β and α — refer to the legend
in Figure 4(a). This figure can be used to check if any of these six tuples (β, α) can lead to a
mixed state or not. In particular, if in layer 2 (as the layer with lower epidemic threshold) we
observe significant peaks for a tuple, this means that the entire network is in mixed state for that
tuple. In the weakly-coupled case a mixed state can be observed for (β = 0.30, α = 0.05) and
(β = 0.30, α = 0.30). This result is in line with the one obtained in Figure 3.
The region where a mixed state is expected is instead very small when scale-free and real
networks are involved, because of the very small epidemic thresholds associated to these network
structures. In this case the multidimensional case is thus not significantly different from single-
network behaviors, and in fact we cannot observe this state for any settings of (β, α). For scale-free
and real networks we have only shown results concerning layer 2 in Figures 4(g-i) — similar patterns
have been obtained for layer 1 and for the entire network.
12
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Figure 3: Heat maps of infection densities recovered from simulation results against the region boundaries derived analytically. Please, notice the different scales
used in different figures: (a-b-c) present a close view of the multidimensional threshold, and higher values of X and Y are not shown as not interesting (as expected,
infection density quickly increases to high values). (a-b) ER networks: using 〈y1〉 = 1.5, 〈y2〉 = 6.0, we show results obtained for different values of intra-layer
(Y axis) and inter-layer (X axis) diffusion rates in the two cases of weakly-coupled (〈y3〉 = 0.1) and strongly-coupled networks (〈y3〉 = 1.5). Plot (a) also shows
different states (infection-free, mixed and epidemic) in each layers of strongly-coupled case. The number of nodes in each layer is 10000. (c) Scale-free networks:
number of nodes in each layer = 1500; power-law exponents: γ1 = 2.9 and γ2 = 2.1; average degree of inter-layer links 〈y3〉 = 6.0. (d-e) Real networks.
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Figure 4: Diffusion dynamics, i.e. the evolution of the number of infected nodes in time. (a-f) ER networks: setting 〈y1〉 = 1.5 and 〈y2〉 = 6.0, we show
the results obtained for different values of β and α (as intra- and inter-layer diffusion rates, respectively) for two cases of weakly-coupled (〈y3〉 = 0.1) and
strongly-coupled networks (〈y3〉 = 1.5). 〈x1〉 = 1.5, 〈x1〉 = 6.0, and 〈x3〉 < 1.23 indicate the weakly-coupled case studied in [10]. The number of nodes in each
layer is 10000. (g) Scale-free networks: number of nodes in each layer = 1500; power-law exponents: γ1 = 2.9 and γ2 = 2.1; average degree of inter-layer links
〈y3〉 = 6.0. (h-i) Real networks.
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5. Related Work
The study of multilayer networks is a rapidly evolving research area with many challenging
research issues. For a survey on different aspects of multilayer networks we refer to [3, 4] and refer-
ences therein. A comprehensive review of diffusion processes over multilayer networks is available
in [5]. In this section we mainly focus on disjoint interdependent networks, object of this article.
In [10] the authors address the impact of interaction (or coupling) strength between layers on
the dynamics of disease spreading in an interdependent network. In this work the parameter κ (also
used in our article) is used as a measure of coupling strength. A two-layer interdependent network
is defined as strongly-coupled if κT is larger than both κA and κB , where κT is calculated over the
entire coupled network and κA and κB are computed over the individual networks A and B. In
addition, a network is defined as weakly-coupled if κB > κT and κT > κA. The authors find that
a mixed phase can happen in a weakly-coupled network, where the disease is epidemic on only one
layer (i.e., layer A). As another measure of interaction strength, the inter-layer link density (i.e.,
the ratio of the existing inter-layer links between two layers to the total number of possible such
links) is utilized in [11] to study the effects of inter-layer links on information spreading in two-layer
interdependent networks. The authors show that more inter-layer links leads to a larger number of
infected nodes. Moreover, the infection peak occurs in the two layers at different times when they
are sparsely interconnected.
The impact of different diffusion rates is not considered in any of these works [10, 11]. In [6], the
authors study the effect of layer-switching cost (defined as difference between intra- and inter-layer
diffusion rates) on diffusion processes over multiplex networks. They find that larger differences
between intra- and inter-layer diffusion rates lead to larger epidemic thresholds. Moreover, different
intra- and inter-layer diffusion rates have been considered in some recent studies on various applied
scenarios [7, 8, 9]. The authors of [7] define different speeds for information spreading over each
layer of a physical-social network. They show that an epidemic state can occur in the whole network
even when the information does not propagate inside a particular layer. The authors of [8] studied
the impact of clique structures on the speed of information diffusion. They show that propagation
of information when large cliques are present is faster. In [9], the same authors show that, in a
social-physical network, increasing the size of the online social network could even decrease the
number of infected nodes. However, the focus of all these works is on multiplex networks.
To the best of our knowledge, our work is the first to study information diffusion over disjoint in-
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terdependent networks with arbitrary degree distributions and considering different diffusion rates.
6. Conclusion
Diffusion processes on multilayer networks are intrinsically multidimensional and studying them
using a single parameter for all networks cannot provide an accurate description of real propagation
events. Therefore, we studied both analytically and by simulation the relation between epidemic
threshold and diffusion rates in the general case of interdependent networks with different diffusion
rates.
The existence of a multidimensional threshold tells us that the structure of the networks and
of their interconnections in combination with different diffusion rates can determine alternative
propagation patterns. Propagation can follow different paths, enabling the emergence of epidemics
on networks that would otherwise be characterized by a very high mono-dimensional epidemic
threshold, and we have shown that in theory a mixed phase can occur even when the two networks
are strongly coupled by setting specific diffusion rates.
However, at the same time our extension of previous results to generic degree distributions has
shown that in real cases it is unlikely to observe these complex patterns, and diffusion processes
are expected to conquer quickly the multiple networks without showing significant differences. This
result is not unexpected, and motivates the development of more realistic models to study real
phenomena, as the one presented in this work. In the future, with the increasing availability of
high-quality data on disjoint interdependent networks and more in general multilayer networks it
will be interesting trying to identify if some of the other less likely scenarios predicted by our model
can be observed in real data.
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