we wish to adopt a more comprehensive approach by lation code for stimulus location appears to be the quantifying and comparing the information transmitted time of single neurons' first poststimulus spikes-a by both within-cell and cross-cell spike patterns to that fast, robust coding mechanism that does not rely on conveyed by the spikes individually. "synergy" in crossneuronal spike patterns.
Introduction ronal coding as synergistic or redundant. A synergistic code conveys its message only at the level of a spike It is widely accepted that sensory events are encoded ensemble, and the information transmitted by a set of in cortex by numerous spikes distributed across large spikes is greater than the summated information transnumbers of neurons. This makes the neural population mitted by the constituent spikes independently. Neural code highly complex, so that it has been difficult to detercoding cannot be synergistic unless spike patterns are mine systematically which components of neuronal acinformation bearing (either within cells or across cells). tivity constitute the basic units for carrying information.
On the other hand, in a redundant code, different spikes Two fundamental questions can help guide the inquiry. convey similar messages: the information transmitted by First, do neuronal populations convey messages by the set of spikes is less than the summated information spike timing with millisecond precision or by spike transmitted by the constituent spikes independently. counts accumulated over periods that are long comSynergy has the advantage of high capacity, whereas pared to the typical interspike interval? Second, are the redundancy affords simplicity and robustness. basic information units of the neural code independent
The present evaluation of population coding mechaspikes or spike patterns? Answering these questions nisms could also improve our understanding of the funcwill also reveal whether the functional unit is the single tional significance of cortical columns. Visual, auditory, neuron, or the neuronal ensemble.
and somatosensory areas consist of repeating modules, In the present report, we have tried to address these each of which contains several thousand neurons sensitwo questions using the rat somatosensory cortex as a tive to similar stimuli. Because cortical columns are genmodel. Our inquiry builds upon the considerable progerally regarded as the information processing modules ress that has been made in recent years in understandof the cerebral cortex (Mountcastle, 1997), we hope to ing neural coding. With regard to the first question, there elucidate whether they function as ensemble encoding is now evidence that single neuron spike timing on the units, or whether the constituent neurons convey information in an independent fashion. Rat somatosensory cortex offers several advantages ). This analysis did not address the potenically defined and have a one-to-one relationship with tially important effect of spike timing across multiple the whiskers on the rat's snout (Woolsey and Van der neurons. Our first aim was therefore to uncover the role Loos, 1970; Welker, 1971) , allowing the columnar locaof spike timing at the level of multiple neurons. While tion of each neuron to be identified. Another important our earlier work was able to examine timing within a 40 feature is that neurons tend to fire few spikes per trial. ms response window with a bin size as small as 5 ms, This restricts the potential complexity of the code, inclusion of two neurons allowed the current analysis allowing the experimenter to reliably estimate the inforto test for temporal resolution as fine as 10 ms. This mation conveyed by the spike trains Figure 1a . At the left, the spike play in neural coding. Studying the coding of stimulus times relative to stimulus onset are shown for each of 50 location, we have quantified the role of spike timing within deflections of whiskers D1 and D2. Both cells responded and across neuron pairs, and assessed whether the mode strongly and rapidly to the principal whisker D2, but of processing is redundant or synergistic. Under our conweakly and with greater delay to nonprincipal whisker ditions, precise spike timing of single neurons signifi-D1. This observation is consistent with the well-known cantly increases the quantity of information available, functional properties of barrel cortex: in general, nonbut spike timing does not appear to be exploited to principal whiskers evoke spikes in a cortical barrel colgenerate synergistic patterns across neurons. These umn at longer latencies than does the principal whisker findings suggest a robust population coding mechanism (Armstrong-James and Fox, 1987). These properties are whose advantage-in comparison to complex synerreflected in the poststimulus time histograms (PSTHs) gistic coding-may be to ensure that each cortical colto deflection of D2 and each of the eight surrounding umn rapidly distributes the same message to multiple whiskers (middle panel However, by 40 ms, there was 25% additional informaOnly pairs where each cell was recorded at a different tion in spike timing. Clearly, one factor contributing to electrode were considered. In 52 cases, both neurons the additional information in spike timing was that differwere located in barrel column D2. In other cases, the ent whiskers elicited spikes at different latencies (left two neurons were located in different barrel columns:
and middle panels), a code that is "washed out" in the 80 D1-D2 pairs, 93 D2-D3 pairs, and 39 D1-D3 pairs.
spike count. Later, we consider whether a second factor Vibrissae C1, C2, C3, D1, D2, D3, E1, E2, and E3 were could be precisely timed spike patterns. stimulated one at a time in order to study how popula- Figure 1b illustrates a pair of cells recorded from diftions of cortical neurons encode stimulus location. The ferent barrel columns: one neuron was located in barrel stimulus was an up-down step function of 80 m amplicolumn D2, the other in barrel column D1. The spike tude and 100 ms duration, delivered once per second, times relative to stimulus onset for 50 deflections of 50 times for each vibrissa. Stimulus onset was defined whiskers D1 and D2 (left panel) and the PSTHs for the as time ϭ 0 ms. nine whiskers of interest (middle panel) again reveal that To find out the time scale at which neurons transmit both neurons yielded the strongest and shortest latency information, we measured the neuronal response in response to their respective principal whiskers; nonprinterms of both spike count and spike timing. The spike cipal whiskers elicited fewer spikes at longer latencies. count of a neuron on a given trial was the number of Stimulus-dependent latency differences contributed to spikes emitted in the time interval [0-T] ms. To evaluate a large (50%) advantage for spike timing. spike timing, this interval was subdivided into a seTo show that this advantage of spike time coding quence of dt ms bins, each containing 0 or 1 spikes, compared to spike count coding was a general finding, and the response on a given trial was the one out of Figure 2a gives results averaged over all pairs of cells. these 2 T/dt sequences that occurred. For each pair of For cell pairs in barrel column D2 (left panel), the informasimultaneously recorded cells, the two spike counts and tion in spike timing and spike count at 20 ms poststimuthe two spike sequences emitted on a given trial were lus was similar, 0.27 Ϯ 0.09 bits (mean Ϯ SD) and 0.25 Ϯ considered. We measured the mutual information con-0.08 bits, respectively. However, by 40 ms poststimulus, tained in each type of response about stimulus location, D2 cell pairs conveyed 0.31 Ϯ 0.10 bits by spike timingusing the series expansion method (Panzeri et al., 1999; 25% more than by spike count. The information in spike timing described in the previous section could be generated in two ways. The simplest is obtained by considering a resolution of 5 ms was even greater for pairs located in different barrel columns: for if all the information were coded by stimulus-dependent differences in the timing of individual spikes, within-trial D1-D2 pairs, information increased from 0.27 Ϯ 0.11 bits for 20 ms bins to 0.36 Ϯ 0.15 bits for 5 ms bins; for D2-correlations between spike times not being informative. In this case, information can only be coded by variations D3 pairs, it increased from 0.22 Ϯ 0.11 bits to 0.30 Ϯ 0.12 bits; for D1-D3 pairs, it increased from 0.24 Ϯ 0.12 in the PSTH structure across stimuli. The second way is if particular spike patterns were to occur within the bits to 0.36 Ϯ 0.14 bits. Thus, the precision of the spike timing code was at least 5 ms, and the 25%-52% advansame trial, which could code information even in the absence of stimulus-dependent PSTH structure. The setage for spike timing compared to spike count might be even larger at smaller time bins. These results show that ries expansion method permits us to quantify the relative contribution of these two mechanisms. As detailed in spike timing is important for the population coding of stimulus location, extending the observations made earExperimental Procedures, the expansion expresses the In each of these examples, signal correlations are positive whereas the sign of noise correlation differs. In the middle panel, noise correlation is zero, and stimulus-independent patterns exert no effect on the total information. When noise correlation is positive (left panel), responses to the stimuli are less discriminable and stimulus-independent spike patterns cause a redundant effect. When noise correlation is negative (right panel), responses are more discriminable and the contribution of stimulus-independent spike patterns is thus synergistic. In general, if signal and noise correlations have the same sign, the effect of stimulus-independent patterns is redundant, if they have opposite signs, it is synergistic. different cells. In the terminology of Gawne and Richpendent patterns (dotted line) for 12 Ϯ 14%. Similar results were obtained for pairs of neurons located in mond (1993), this joint probability is known as the noise correlation. In the case of cross-cell synchrony, different barrel columns: D1-D2 pairs (middle panel) conveyed 17 Ϯ 6% by spike patterns (stimulus-depenfor example, the noise correlation will be greater than expected from the PSTHs. In the case of within-cell dent and stimulus-independent patterns considered together), D2-D3 pairs (not shown) conveyed 15 Ϯ 7%, refractoriness, where the presence of a spike in one bin predicts the absence of a spike in the next bin, D1-D3 pairs (right panel) conveyed 18 Ϯ 6%. Thus spike patterns conveyed about 15%-18% of the total informathe noise correlation will be less than that expected from the PSTH.
tion in the population spike train, and we will analyze them below in more detail. Then, we will examine the The amount of information conveyed by stimulus-depencomponent of the neuronal response which carried the dent spike patterns depends, analogously to the PSTH most information about stimulus location-individual information, on how much the noise correlations (norspike timing. malized by firing rate) vary across the stimulus set: the greater the diversity, the greater the information available. This effect is quantified by Equation 6. Nature of the Spike Pattern Information As detailed in Experimental Procedures, we split the • Stimulus-independent spike patterns: even if not stiminformation components into separate within-cell and ulus dependent, spike patterns can exert an effect cross-cell parts, and these are plotted in Figure 4 . The on the neuronal code through a subtle interaction left panel shows results averaged over all pairs located between signal correlation and noise correlation. In within D2 barrel column, evaluated at 40 ms poststimucontrast to stimulus-dependent patterns, this less inlus. The major finding was that within-cell spike patterns tuitive coding mechanism has received little attention gave a significant positive contribution to the informain experimental work-it has been noted in theoretical tion in the population code (0.07 Ϯ 0.04 bits), and this papers by Snippe (1996) stimulus location: the net contribution of spike patterns uent spikes independently; it is redundant if the information is less than that conveyed independently. The picto the population code was almost entirely attributable to within-cell patterns. Since stimulus-independent ture is complicated by the fact that some spike patterns produced by a neuron pair can be synergistic, while spike patterns within individual neurons transmitted a significant quantity of information, we carried out addiothers are redundant. In the series expansion, the first order term, Equation 3, is precisely the information contional analyses to determine the nature of these spike patterns. As noted above, the information conveyed by veyed by spikes independently. Therefore, to evaluate whether the coding of stimulus location is synergistic stimulus-independent spike patterns depends on the relationship between signal correlations and noise coror redundant, we evaluated the sum of the three higher order terms-Equations 4, 5, and 6. To examine the relations. To find out which of the three modes of interaction illustrated in Figure 3 applied, for each cell pair, origin of the synergy/redundancy in more detail, we split these terms into separate within-cell and cross-cell we plotted the (Pearson) signal correlation coefficient (averaged over time bin combinations) against the noise components. Figure 6 shows that neuron pairs in the same barrel correlation coefficient (averaged over both time bin combinations and stimuli). tion. We characterize this as a simple, spike-time popu-expansion method permitted us to identify which aspects of neuronal activity carry sensory informationindividual spikes, single cell spike patterns, or crosscell spike patterns. The timing of individual spikes accounted for 82%-85% of the total information transmitted by neuron pairs, whereas the remaining 15%-18% was almost entirely due to within-cell, but not cross-cell, spike patterns. The contribution of individual spikes could be accounted for primarily (87%-91%) by the times of the first spikes following whisker deflection, later spikes being redundant. Since these initial, information-rich spikes could also occur at long latencies (note the response of the D2 neurons to whisker D1 in Figure 1) , the information grew progressively across poststimulus time (Figures 1 and 2) : for D1-D2 neuron pairs, the available information was 127% greater at 40 ms than at 10 ms. Our analysis shows the amount of information that is redundancy is likely in this case. We suggest that redundant coding is a general characteristic of columnar proInformation Transmission in Columnar Systems cessing. As compared to synergy, redundancy might Given that nearly all the information in the entire spike seem to be an inefficient coding mechanism, causing train is already present in the first poststimulus spike, we thousands of neurons to produce a similar message, argue that the efficiency of cortical processing of stimulus with little gain in accuracy. But its benefits could include location is enhanced by mechanisms that suppress (1) robustness and (2) transmission of the same message subsequent, redundant spikes. One such mechanism is to multiple targets. represented by the powerful GABAergic intracortical inhibitory input that quickly curtails the excitatory dis- Here MS ai ϭ ͗n ais ͘ s is the average of the PSTH over stimuli for time bin i of cell a; CS aibj ϭ ͗n ais n bjs ͘ s is the signal correlation between Information Analysis time bin i of cell a and bin j of cell b; ECS aibj ϭ MS ai MS bj is the To evaluate the mutual information using the direct (or "brute force") expected value of CS aibj for PSTHs that are uncorrelated across method, the key step is to estimate the conditional probability P(n|s) stimuli. I tta is always negative or zero: it corrects I t for any redundancy of each possible response n, given each of the possible stimuli s.
between spikes. I tta and I t together express any information that the n can be a single cell response, or a cell pair response and either population conveys purely by the timing of individual spikes (timea spike count or a spike sequence. The stimulus-average response varying firing rate). probability P(n), and the stimulus probability P(s) must also be estiThe influence of multi-spike patterns is expressed by the remated. The mutual information can be written (Shannon, 1948 
1997). Considering pairs of neurons, stimulated with 50 trials, response "words" of length not exceeding 2 can be considered using I ttc is positive or zero and captures the effect of any stimulus-depenthe direct method. The direct method is not, therefore, useful for dent structure in the normalized noise correlations CN/ECN. studying coding by spike timing in neuronal populations.
Note that the relative contribution of within-neuron and crossThe variety of possible spike sequences, and hence the potential neuron spike patterns can be assessed simply by considering sepacomplexity of the neural code, increases rapidly with the number rately the a ϭ b and a ϶ b components in Equations 4, 5, and 6. of spikes emitted per trial; conversely, low firing rates limit the complexity. Since typical firing rates in the barrel cortex are just 0-3 Estimating Synergy/Redundancy spikes per whisker deflection, the mutual information can be well
The total synergy in the response of a neuronal population is the approximated by a second order power series expansion in the time total information it conveys by spike timing less that conveyed by window T, which depends only on PSTHs and pairwise correlations the constituent spikes independently; if the total synergy is negative, between spikes at different times (Panzeri et al., 1999 ; Panzeri the code is redundant. In the series expansion, the information and Schultz, 2001). These quantities are far easier to estimate from conveyed by spikes independently is precisely the first order term limited experimental data than are the full conditional probabilities I t . Thus the total synergy S is simply the sum of the second order required by the direct method. Hence the series expansion method terms: is less susceptible to sampling bias and, for a given number of trials, permits information to be estimated at greater temporal resolution.
S ϭ I tta ϩ I ttb ϩ I ttc (7) In the present case, words of length 4 per cell in a pair could be The series expansion also allows us to express the total synergy in analyzed. Most of the results reported here are for the time window terms of a within-cell part S w and a cross-cell part S c . S w is the sum 0-40 ms, divided into 10 ms bins. However, we checked that the of the same cell (a ϭ b) components of the second order terms and basic pattern of results was similar at small bins, by considering measures the net effect of within-cell spike patterns. S c is the sum smaller response intervals.
of the cross-cell (a ϶ b) ones, and measures the net effect of crossThe series expansion approximation for the information conveyed cell spike patterns. by spike timing (Panzeri and Schultz, 2001) consists of one first order, and three second order terms:
Checking the Method I(S,R) ϭ I t ϩ I tta ϩ I ttb ϩ I ttc (2) We performed several analyses to check that the series expansion approximation was accurate. In the following, results are given for (There is also a series expansion for spike counts-see Panzeri et D2-D2 cell pairs; those for cross-columnar pairs were similar. First, al. [1999] ). An important feature of the method is that the contribution we verified that the formal mathematical assumptions of the method of individual spikes (I t and I tta ) is evaluated separately from that of were satisfied: the stimulus-average firing rate in any time window spike patterns (I ttb and I ttc ). The first order term is: must be less than one; correlations between spike times must have finite precision; the ratio CS abij /ECS abij must not diverge at any time resolution dt. Second, we estimated the response entropy in spike
͗ n ais log 2 n ais ͗n aisЈ ͘ sЈ ͘ s (3) timing for each cell pair, both directly with the "brute force" method and using the series expansion ). For dt ϭ 10 ms and T ϭ 40 ms, these estimates differed by 1.3% averaged n ais is the response in time bin i of cell a to stimulus s on a particular trial. The bar means an average over trials, thus n ais is simply the over pairs. Third, we compared information in the spike count, estimated using the series expansion, to that estimated using the direct corresponding PSTH. The angle brackets ͗…͘ s denote an average over stimuli, weighted by the stimulus probabilities P(s). 
