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Rengers, Francis K. (Ph.D., Geological Sciences)
The Influence of Transient Perturbations on Landscape Evolution: Exploring Gully and Post-
Wildfire Erosion.
Thesis directed by Prof. Gregory E. Tucker
The power of water shapes landscapes, redistributes sediment on the earths surface, and
creates natural hazards that have an enormous impact on the natural and built environment.
In quasi-equilibrium landscapes, slope angles balance water erosion and sedimentation processes.
However, after major disturbances such as wildfire or drought rapid landscape evolution can result,
causing massive landscape reorganization. How do these disturbances propagate through a land-
scape? What is the imbalance in sediment mass conservation that creates catastrophic erosion or
deposition? These questions are dependent on how landscapes respond to transient perturbations,
and they are important for understanding both long-term landscape evolution and short-term haz-
ards. In this research I focus on two transient deviations that interrupt landscape steady-state
equilibrium: gully and post-wildfire erosion.
To understand gully erosion I relied on a natural laboratory in a semi-arid grassland. I
instrumented a watershed with rain gages, soil-moisture sensors, a flume to measure water discharge,
and time-lapse cameras. This instrumentation allowed me to track the hydrologic drivers of erosion.
I measured the short-term erosion response in gullies with repeat terrestrial LiDAR surveys on a sub-
annual basis. Combining LiDAR data with field hydrology data, I found that most erosion occurs
during times of high soil moisture, which are present during summer thunderstorms and winter
snowmelt. To put this erosion into a long-term context, I used optically stimulated luminescence
dating to identify past episodes of gully erosion and deposition.
Additionally, I studied the landscape response following a wildfire by using terrestrial LiDAR
to map evolving erosion patterns over a period of two years following a wildfire. To date, it has
been difficult to assess which morphologic units on a landscape are most susceptible to erosion after
iv
wildfire, but this approach made it possible to document where erosion occurred in a catchment
after a wildfire. I found that although deep erosion within channels is visible to any observer, the
majority of eroded sediment comes from shallow hillslope erosion. Additionally, I showed that the
first summer thunderstorms after a wildfire created the most geomorphic change, because of an
abundance of available sediment. Over time, subsequent storms of a similar magnitude generated
less erosion because available sediment on the landscape decreased. Therefore, this work identified
patterns that would be difficult to assess without high-precision equipment.
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Chapter 1
Introduction
This research investigates how landscapes evolve when subjected to transient perturbations.
I specifically focus on the transient phenomena of gullies in semi-arid grassland settings and land-
scapes subjected to wildfire. This work seeks to illuminate the dominate geomorphic processes in
these settings, landscape evolution, and the long-term topographic legacy of transient landform
adjustments. To achieve a greater understanding of these specific perturbations, several novel tools
are exploited to derive high-fidelity measurements that were not available to researchers in previous
decades. These tools include terrestrial and airborne LiDAR and optically stimulated luminescence
dating. Additionally, I use numerical modeling to test hypotheses based on field observations. This
research ultimately answers several fundamental questions pertaining to gully and post-wildfire
erosion, such as ‘What are the primary processes driving erosion in these settings?’, ‘What are the
process rates and magnitudes?’, and ‘What is the morphological outcome?’.
1.1 Two case studies of rapidly evolving landscapes
The concept of steady state was introduced in geomorphology with the condition known as the
graded stream [Davis, 1902]. This idea refers to slopes that are “delicately adjusted” [Mackin, 1948]
to transport incoming sediment and that systematically adjust over time [Davis, 1902]. Steady state
is a useful device when investigating geomorphic processes that are relatively constant in time, but
steady-state assumptions cannot be used to predict landscape properties such as a channel slope
when landscapes are rapidly adjusting to a transient perturbation [Whipple and Tucker, 2002].
2Case studies of transient phenomena are required to understand how hillslopes and channels adjust
to deviations from the steady-state condition.
In chapter two I explore the transient phenomenon of post-wildfire erosion (Figure 1.1).
Wildfire increases soil erodibility [Moody et al., 2005], and can increase erosion by several orders
of magnitude above normal erosion rates [Shakesby and Doerr, 2006]. The increased erosion that
occurs after wildfire negatively impacts downstream water supplies and stream ecology [Graham,
2003]. How does a landscape respond to this change in erosion? Do hillslopes and channels erode
at a similar rate, or is there preferential erosion within the landscape? How does the increased
ability for erosion affect overall landscape morphology? These questions are critical for mitigation
after wildfire and hazard prediction.
To investigate post-wildfire erosion, research was conducted in a first-order catchment in the
Fourmile Canyon, 12 km west of Boulder, CO. The field site was established within weeks of the
Fourmile Canyon wildfire (contained on September 13, 2010) and was primarily maintained by
researchers at the United States Geological Survey, who focused on detailed measurements of the
site rainfall, runoff, and soil moisture [Ebel et al., 2012a,b; Ebel, 2013]. This highly constrained
hydrology made the location an ideal natural experiment. The work presented in this dissertation
builds on these hydrologic observations through the use of repeat terrestrial LiDAR surveys, which
were used to monitor the erosion and sedimentation change between large rainfall events.
A second case study in chapters three through five is focused on gully erosion. Gullies incise
valleys, which steepen hillslopes and liberate large volumes of sediment that must be re-worked
by channels [Poesen et al., 1998]. Gullies are typically driven by a headcut that migrates in
the upstream direction. Understanding the rate of upstream headcut erosion is vital for landuse
decision-making, especially in terms of infrastructure. If a house or bridge is built upstream of
gully headcut, how long will it take before the headcut affects the infrastructure stability? Will the
headcut move upstream as a step or will it diffuse, such that the threat to infrastructure will be
avoided? Additionally, in order to establish effective methods to prevent gully erosion, it is vital to
understand the key processes that are driving the erosion. Current techniques for gully prevention
3Figure 1.1: View of the burned catchment in Fourmile Canyon, CO used in this study. (Photo by
author)
include riprap and geotextile application, which are proven strategies for preventing channel scour
[Annandale, 2006]. However, gullies appear to migrate upstream despite these measures (Figure
1.2) [Tucker et al., 2006] suggesting that channel scour is not the sole driver for gully retreat or it is
so intense that it can overwhelm current mitigation techniques. What are the controlling factors for
gully extension? Finally, gullies erode valuable agricultural land (Figure 1.3). How much sediment
is removed by gullies?
In this dissertation I will address these questions related to gully erosion by using a field
site that serves as a natural laboratory to observe gully migration. On the high plains of eastern
Colorado, I have set up a field observatory at the West Bijou Creek site, which is owned by the
Plains Conservation Center and has a conservation easement that protects the area as a wild prairie
site in perpetuity. At this site I have installed a network of rain gages, a flume to measure water
discharge, volumetric water content probes to measure soil moisture, and time-lapse cameras. I
measured changes in gully headcut topography using repeat terrestrial LiDAR surveys, and the
catchment-scale topography was measured in 2007 with an airborne LiDAR survey. This wealth
of data is used in conjunction with geochronologic dating and numerical modeling to explore gully
processes and morphology change over time.
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unchanneled valley segment will tend to have 
negligible bedload concentration, because any 
coarse sediment entrained from an upstream 
incised segment will tend to come to rest near or 
above the termination of the channelized reach, 
where channel widening leads to a reduction in 
boundary shear stress. Thus, fl ow entering the 
head of an incised reach will tend to have a high 
transport capacity for coarse sediment. Sediment 
concentration will rapidly increase where the 
fl ow crosses an actively eroding/retreating head 
scarp, and the resultant reduction in excess trans-
port capacity—together with downstream chan-
nel widening and the consequent reduction in 
boundary shear stress—will further inhibit scour 
downstream. This interpretation is supported by 
the observation in our study areas that gravel bars 
containing locally derived sediment commonly 
drape the channel bed within meters to tens of 
meters below an active scarp or channel head.
This conceptual model suggests the follow-
ing necessary and suffi cient conditions for the 
formation of incised ephemeral channels con-
taining one or more headward-propagating 
segments. A resistant surface layer overlying a 
weaker substrate sets up an instability in which 
erosional perturbations can grow by positive 
feedback. High fl ow variability (e.g., an ephem-
eral channel subject to occasional fl ash fl oods) 
allows for vegetation growth between fl ood 
events, while providing erosive fl oods with great 
enough frequency to maintain a valley form. 
Moderate to high substrate cohesion (on the 
order of several kPa or higher; Istanbulluoglu 
et al., 2005) is necessary to prevent a growing 
erosional perturbation from being rapidly dissi-
pated by bank collapse and channel widening. 
A high volume fraction of fi ne-grained material 
allows for signifi cant, long-distance removal of 
sediment away from the zone of focused erosion 
(Kirkby and Bull, 2000), while the presence of 
a minor but not negligible coarse (bedload) frac-
tion tends to inhibit further sediment entrain-
ment and channel incision downstream of an 
active headcut.
Role of Convective Storms and 
Implications for Long-Profi le Evolution
Our observations of recent fl ash-fl ood events 
show that despite the low relief and gentle valley 
gradients in the study areas, convective summer 
storms are able to generate tens to hundreds of 
pascals of shear stress, depending on channel or 
valley morphology and local gradient. In locally 
steep and/or constricted channel reaches, fairly 
common (3–5 yr) events appear to be able to 
locally exceed the signifi cant erosion thresholds 
associated with grassland vegetation (~200–
300 Pa; Table 1). On the other hand, the analysis 
in Figure 13 suggests that even very large and 
rare (100 yr) events are generally incapable of 
generating widespread incision of open, essen-
tially unchanneled valley segments. Thus, valley 
incision appears to be driven primarily by epi-
sodic retreat of channel heads and within-chan-
nel knickpoints.
The limited footprint of most convective 
storms has important implications for the style 
of valley evolution. The core of a convective 
cell may cover only several square kilometers 
(Fig. 2; Goodrich et al., 1997; Bull et al., 1999). 
Below their source area in the storm core, fl ash 
fl oods will also attenuate due to in-stream infi l-
tration; for example, the Big Arroyo fl ash fl ood 
of 2003, which produced an estimated peak 
fl ow of 50 m3/s of rainfall in its middle reaches 
(see rainfall pattern in Fig. 2), generated a peak 
fl ow of less than 1 m3/s at the catchment outlet 
(D. Sharps, 2003, personal commun.). Thus, 
the common assumption in landscape evolu-
tion models that channel-forming discharge is 
proportional to basin area is inapplicable in this 
type of setting. However, although fl ood mag-
nitude will tend to diminish rather than increase 
downstream (outside of the storm core), fl ood 
frequency will still increase with basin area. 
This downstream increase in fl ood frequency 
is a likely explanation for the upward concav-
ity of channel profi les (Fig. 6), for the follow-
ing reason: Over time, and in the absence of 
strong local forcing (e.g., an active fault), there 
is a natural tendency for the long-term rate of 
incision to equilibrate along a channel network 
(e.g., Hack, 1960; Snow and Slingerland, 1986; 
Willgoose, 1994). In a  convective-dominated 
A B
TABLE 5. ESTIMATED RECURRENCE INTERVALS OF FLASH FLOODS, 
1999–2003
Location Date Peak rainfall rate (mm/hr):
15 min / 30 min / 60 min
Recurrence interval
(yr)
Sullivan Park 4 August 1999 61 / 42 / 22 1.3 / 1.3 / 1.1
Sullivan Park 13 July 2001 78 / 60 / 34 2.3 / 3.4 / 2.8
Burson Well 8 August 2003 86 / 70 / 36 3.1 / 5.0 / 3.3
Figure 12. (A) Gully carved in check-dam spillway by convective storm in August 1999. The spillways had recently been worked on, so that 
the turf mat was weaker than a mature cover (B. Goss, 2005, personal commun.). (B) Damage to a boulder- and geotextile-lined spillway 
by convective storm on 13 July 2001.
Figure 1.2: Failed attempts to prevent gully erosion using riprap and geotextiles. Figure obtained
and modified from [Tucker et al., 2006].
Figure 1.3: Gully erosion into agricultural lands near Maywood, Nebraska. (Photo by author)
In my case studies of transi nt landscapes, there are several key questions. This research
endeavors to explain the driving forces in gully and post-wildfire erosion. By understanding the
geomorphic processes at work, I can explain the morphologic response.
51.2 Chapter Summaries
Chapter two presents research on post-wildfire erosion studies at the Fourmile Canyon study
site. Chapters three through five document studies on the semi-arid grasslands at the West Bijou
Creek study site. Because each chapter was prepared for submission as a single journal article,
there are some overlapping descriptions of the study sites.
1.2.1 Chapter 2
In Chapter 2, I looked at the geomorphic legacy of post-wildfire erosion. I used terrestrial
LiDAR to measure post-wildfire erosional changes at the Fourmile Canyon field site. Because the
LiDAR data are high resolution, I could map the spatial distribution of erosion on the landscape
with centimeter-scale resolution. I found that the highest volume of erosion came from hillslopes
rather than the channel. High erosion correlated strongly with areas of deep soil and low surface
roughness. In addition, the erosion rate was not constant, but diminished with time after the
wildfire. I found that the site armored over time, which was important in reducing the erosion rate.
This chapter has been submitted for review in the Journal of Geophysical Research-Earth Surface.
It is co-authored with Greg Tucker and John Moody.
1.2.2 Chapter 3
Chapter 3 uses numerical modeling to investigate the controls on gully headcut retreat. I
found that the rate of headcut migration is strongly controlled by the upstream drainage area, and
therefore as headcuts move into smaller tributaries the retreat rate will decline. Model experiments
were able to reproduce a concave-upward, predominantly aggradational channel profile observed
in gullies at the West Bijou Creek field site. I showed that this profile can be maintained under
a unique set of conditions in which the top of the headcut is protected by vegetation, the face of
the headcut erodes via weathering, sediment deposited immediately downstream of the headcut is
removed by fluvial processes, and the rest of the channel profile downstream aggrades gradually
6through fluvial deposition. This chapter was published in the Journal of Geophysical Research-
Earth Surface with Greg Tucker [Rengers and Tucker, 2014].
1.2.3 Chapter 4
In Chapter 4 I explored the hydrologic processes that control gully headcut retreat and I
showed how these processes directly influence headcut planform morphology. Topographic change
at the gully headcut was observed using ten terrestrial LiDAR surveys conducted over a period
of three years. This produced topographic measurements with centimeter-scale resolution, which
I differenced to identify the magnitude and spatial extent of erosion. Hydrologic measurements
were further used to help constrain the potential drivers for erosion. The primary driver of head-
cut erosion at my field site is mass-failure through soil saturation, which occurred as a result of
snowmelt, direct wash over the headcut, and infiltration via rainfall and channelized flow. Plunge
pool erosion contributed to headcut instability, but this appears to be through wetting via water in
the plunge pool rather than scour due to a plunging jet. I found that the zone most prone to failure
was the apex of the headcut, where soil moisture accumulates, and this leads to the oft observed
amphitheater headcut shape in planform. I plan to submit a modified version of this chapter for
publication in a journal such as Earth Surface Processes and Landforms. It is co-authored with
Greg Tucker.
1.2.4 Chapter 5
In Chapter 5, I explore the primary geomorphic processes that are active on a semi-arid
grassland landscape on the high plains of Colorado, USA. This research showed that gully and
hillslope erosion are the dominant active processes in this landscape. The cause of gully initiation
is a fundamental question to gully evolution, and several possible mechanisms have been identified
in different settings [Graf, 1983]. This study tested the possibility that a base-level drop driven by
climate change is the primary cause of gully initiation. I found that gully initiation is not limited to
base-level drops and can result from headcut formation within an existing gully channel. Moreover,
7I observed that gully headcut incision is a major contributor of overall watershed sedimentation. I
plan to submit a modified version of this chapter for publication in a journal such as the Geological
Society of America Bulletin. It is co-authored with Greg Tucker.
1.2.5 Chapter 6
Chapter 6 serves as a summary of the lessons learned from the research in this dissertation.
In this chapter I look at future work that would naturally lead from the work presented in the
previous chapters.
Chapter 2
Illuminating Wildfire Erosion and Deposition Patterns with Repeat Terrestrial
LiDAR
2.1 Abstract
Erosion following a wildfire is much greater than background forest erosion due to wildfire-
induced changes in soil erodibility and water infiltration. While many previous studies have docu-
mented post-wildfire erosion with point measurements, the typical distribution of post-fire erosion
patterns remains largely unexplored. Here we report the first use of terrestrial LiDAR to measure
post-wildfire erosional changes in the Rocky Mountains. LiDAR images were collected periodically
in a small, first-order drainage basin over a period of two years following a wildfire. Successive
scans were subtracted from one another to obtain digital maps of topographic change between
scans. The results show a hysteresis in the geomorphic change, such that the erosional response
after rain storms was strongly influenced by the previous erosional events and pre-existing site mor-
phology. Over the entire study period, the volume of sediment eroded from hillslopes was nearly
twice as high as erosion from convergent areas. From a detailed understanding of the spatial loca-
tions of erosion, we can make inferences regarding the processes driving erosion. It appears that
hillslope erosion is controlled by rainsplash and rain-flow, with the sites of highest erosion corre-
sponding to locations with the deepest soil. By contrast, in convergent areas we find erosion caused
by channelized flow that is locally interrupted by immobile objects such as boulders, bedrock, or
tree trunks.
92.2 Introduction
Field studies show that landscapes burned by wildfire are often vulnerable to increased runoff
and erosion [Imeson et al., 1992; DeBano, 2000; Robichaud, 2000; Benavides-Solorio and MacDon-
ald, 2001; Moody et al., 2005; Sheridan et al., 2007; Robichaud et al., 2010]. These increases are
attributed to the combustion of soil litter and duff and to the effects of heat on soil properties.
Litter and duff normally absorb rainfall and provide roughness elements that reduce overland flow
velocities. The destruction of this layer increases the amount of bare soil and the amount of rain
transformed into runoff. It also increases overland flow velocities by reducing hillslope surface
roughness and thus flow resistance at the small scale (1 mm-1 cm, [Moody and Ebel, 2013]).
Because combustion can substantially enhance runoff, many different types of erosion arise
after wildfires [Shakesby and Doerr, 2006]. Combustion of vegetation can remove hillslope barriers
with stored colluvium [DiBiase and Lamb, 2013] and generate dry ravel, which promotes sediment
availability in channels [Moody et al., 2013]. Increases in the amount of bare soil after a fire
augments the erosional effects of rain splash detachment [Shakesby et al., 1993; Gabet and Dunne,
2003] and rain-flow transport [Moss, 1988]. Heat impacts on soil [DeBano, 2000] can alter infiltration
rates and soil erodibility [Moody et al., 2005], which increases overland flow [Sheridan et al., 2007]
and rill erosion [Robichaud et al., 2010]. The decay of burned plant roots causes a decrease in soil
shear strength [Schmidt et al., 2011], and therefore landslides and slope failures become common in
burned terrain with saturated soils [Gabet and Mudd, 2006; Jackson and Roering, 2009]. Finally, in
steep terrain with high sediment availability, landslides or progressive sediment bulking can trigger
debris flows [Cannon et al., 2003; Gabet, 2003a; Nyman et al., 2011].
The magnitude and duration of increased erosion following wildfire can vary markedly among
different settings [Shakesby and Doerr, 2006]. In order to understand the factors responsible for
these variations, and ultimately perhaps predict them, it is necessary to understand the mechanisms
at play. Deciphering the mechanisms requires knowledge of the spatial patterns of erosion. For
example, sediment might derive mainly from erosional “hot spots” such as low-order channels and
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other topographically convergent areas (where runoff tends to concentrate), or it might originate
mostly from broadly distributed overland-flow erosion on hillslopes (which typically constitute the
majority of a catchment’s surface area).
Much previous research has been done to measure erosion after wildfires [Moody and Martin,
2001; de Dios Benavides-Solorio and MacDonald, 2005; Shakesby and Doerr, 2006]. These methods
typically involve collecting sediment eroded from a contributing area (using silt fences, reservoirs
as traps, and suspended sediment measurement) or point measurements (using erosion pins, cross-
sectional change, radionuclide depletion) [Moody et al., 2008]. While these techniques show the
integrated change over an area, none of these conventional methods reveal the spatial distribution
of erosion from wildfire erosion at the scale of erosional change (1-10 cm).
Those few studies that have focused on pinpointing sediment sources have shown that the
patterns vary from case to case. For example, using fallout radionuclide measurements, Owens
et al. [2012] found that the majority of eroded material originated from channelized areas, with a
much smaller contribution from hillslopes. A similar observation was made by Moody and Martin
[2001]. Other researchers have documented an opposite finding, with distributed hillslope erosion
contributing more sediment than channelized erosion [Wilkinson et al., 2009; Smith et al., 2011].
These diverse findings highlight the need for new and more efficient methods to document the
detailed spatial distribution of post-wildfire erosion, as a necessary precursor to explaining when
and why the erosional response varies from site to site.
Terrestrial LiDAR surveying (TLS) represents a promising new technology for rapid, detailed
measurement of post-wildfire erosion patterns and changes in surface roughness. Because the
data acquisition process is relatively efficient, non-invasive, and suitable for steep terrain, repeated
surveys over a period of weeks to years should make it possible to detect centimeter changes in
topography over time following a wildfire without disturbing the study site. Preliminary studies in
the relatively open countryside of the San Gabriel mountains, California, have demonstrated the
potential of ground-based LiDAR to quantify post-fire morphologic change resulting from debris
flows [Schmidt et al., 2011]. However, steep, heavily forested environments present additional
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challenges because burned sites typically contain numerous standing tree trunks, and much of the
erosion may be considerably shallower than the typical one-to-several meter depth of debris flow
scour observed in rugged dryland settings such as the California Transverse Ranges.
This paper describes the first use of TLS to quantify post-wildfire erosion in a forested,
upper montane environment. Five LiDAR surveys were conducted over a period of 20 months at a
study site in the Colorado Front Range that was severely burned during the 2010 Fourmile Canyon
fire. Erosion and deposition were monitored using the morphological method, whereby repeat
measurements of topography substitute for the direct measurement of sediment flux [Brasington
et al., 2000]. Using measurements of soil bulk density, we are able to convert changes in topographic
volume to the mass of erosion between surveys. In addition to net erosion, TLS also allows us to
quantify site attributes such as roughness, which is typically difficult to measure over large areas
and plays an important role in runoff and erosion process. Finally, the changes monitored with TLS
were combined with measurements of rainfall and runoff to relate erosional change to hydrologic
drivers.
With this unique dataset of topography, soil properties, and hydrology we explored erosional
patterns in distinctive morphologic units on the study site. The data were used to explore the
following questions: (1) which morphologic units are the primary sources of sediment? (2) does the
rate of erosion, relative to rainfall input, change over time? (3) do the locations of erosion change
over time? (4) are there systematic changes in surface roughness as erosion progresses? (5) is there
a correlation between erosion depth and surface roughness that might reflect variations in sediment
availability? (6) does erosion increase predictably with shear stress? and (7) can LiDAR guide us
toward inferences of the dominant erosional processes in morphologic units? Overall, the results
demonstrate that it is indeed possible to answer these questions, and to document the geomorphic
legacy of wildfire, through the use of repeated terrestrial LiDAR surveys.
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2.3 Background
2.3.1 Study Site
The study site is located in the foothills of the Colorado Front Range, approximately 12 km
west of Boulder, Colorado, and was burned in the Fourmile Canyon Fire (September 6-13, 2010).
The site is a mesic first-order drainage basin (5500 m2) that transitions from a ridge-top to a
concave hillslope with a colluvial channel (Figures 4.1 and 2.2). This location was chosen because
it falls within a high burn severity zone (Figure 4.1c).
The site is underlain by the Boulder Creek granodiorite, and prior to the wildfire it was
forested with Rocky Mountain species Douglas fir (Pseudotsuga menziesii subspecies glauca),
limber pine (Pinus flexilis), and aspen (Populus tremuloides) [Ebel et al., 2012b]. The mean
annual precipitation (500 mm) falls in three distinct precipitation regimes: snowfall in the winter
(November – March), cyclonic rain storms (April–May; September–October), and monsoonal con-
vective rain storms (July – August) [Ebel et al., 2012b]. Snowmelt contributes 60–75% of the water
flux to the subsurface, and the snowpack at the study location typically lasts weeks to months [Ebel
et al., 2012a].
Soil at the field site is collovium/residuum derived from the granodiorite bedrock, which
forms a gravelly sandy loam (part of the Allen’s Park member of the Fern Cliff-Allens Park-Rock
outcrop complex) [Moreland and Moreland, 1975]. The soils are formally classified as frigid Lamellic
Haplustalfa and frigid Typic Haplustalfa [Ebel et al., 2012b]. The texture is coarsest in the surface
layer (0-0.5 cm) with 17-33% gravel (2-32 mm), 50-71% sand (0.063-2 mm), 9-18% silt and clay
(<0.063 mm) (Moody and Nyman [2013], see their Table 2).
Immediately after the fire, the soil was covered by a layer of ash, which profoundly influences
post-wildfire hydrology [Ebel et al., 2012b]. An ash survey showed that the mean ash depth was
1.8 cm, with minimum and maximum values of 0.1 cm and 8.0 cm, respectively [Ebel et al., 2012b].
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Figure 2.1: (a) Site location in Colorado, USA. (b) Oblique view of study site, with gray shaded
relief polygon delineating the study area. (c) Change in normalized burn ratio (∆ NBR) values
[Key and Benson, 2004] for study site (courtesy of Sheila Murphy, USGS). Green represents low
burn severity, yellow represents medium, and red represents high burn severity. Note that the study
site, outlined in black, is primarily high burn severity.
2.4 Methods
2.4.1 LiDAR Collection Methods
The morphological method was employed at our study site using five terrestrial LiDAR
surveys over a period of two years (Table 2.1). The first survey was undertaken 24 days after the
wildfire was contained. The second survey was conducted 11 days later (following a rainstorm),
and these two surveys covered the entire study area (see shaded relief in Figure 2.2). A survey
on July 12, 2011 obtained data from half of the site before being interrupted by a rainstorm, and
therefore a survey on July 15, 2011 covered the same half-site survey area as July 12. The entire
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Figure 2.2: (a) Shaded relief map of the terrestrial LiDAR data with watershed outline (grey line).
Downhill is in the north direction. The black point represents an east-west trending trail across the
site. The gray point inside a white ring represents where channelization begins. Rain gages (RG)
are the white circles, and flumes are the black triangles. (b) Slope profile, where the average slope
is labeled for three zones. The black and gray dashed lines correspond to the respectively colored
points in the shaded relief map.
site was resurveyed on May 1, 2012.
For each terrestrial LiDAR survey, we used a tripod-mounted Riegl VZ-400 LiDAR scanner.
This system functions by sending a light pulse from the scanner to a surface being scanned, and
then measuring the time until the light pulse returns to the scanner. The travel time is converted
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Table 2.1: LiDAR Surveys
Date Area
Scanned
m2
Oct. 7, 2010 5500
Oct. 18, 2010 5500
July 12, 2011 1900
July 15, 2011 1900
May 1, 2012 5500
to the distance from the scanner, and all the points obtained from this process are amalgamated to
create a 3D point cloud. The scanner operates in a near-infrared wavelength (800-1000 nm), and
the maximum scanner range varies from 60–600 m, depending on object brightness. The scanner
accuracy (i.e., the difference between the “true” value and measured value) is ± 5 mm, and the
precision, or repeatability, is ± 3 mm [Riegl, 2012].
During each terrestrial LiDAR survey we set up the tripod and scanner at 9–14 separate
scan positions. We used many scan positions because at any location on the study site, the ground
surface was partially obscured by standing tree trunks. To establish reference points, we placed
over 100 reflective targets on trees at the site. Four georeferenced benchmarks were established
on rock outcrops at the corners of the site. The real-world coordinates of these benchmarks were
obtained using a differentially corrected TopCon GPS.
2.4.2 LiDAR Data Processing
At our field location, dead, burned trees were still standing during the surveys, and these
needed to be removed from the point cloud in order to construct a DEM. We used the software
Terrascan (version 011.018) to classify points within each point cloud as ground, low-debris (such
as loose rocks and fallen logs), or high vegetation (standing trees). To identify trees, a user specifies
the steepest allowable slope of the ground terrain. Points steeper than the threshold slope were
automatically classified as “high vegetation.” In the early scans we used points that were classified
as both ground and low-debris in DEM generation, and therefore the DEMs include fallen logs and
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small boulders (Figure 2.3). However, in the May 1, 2012 scan there was a non-negligible amount
of herbaceous ground vegetation that had emerged earlier that spring. During point classification,
this vegetation was classified as low-debris and removed from the point cloud. Low-debris removal
from the point cloud was confirmed through visual assessment.
Figure 2.3: Bare ground digital elevation model (DEM) showing micro-topography such as a boulder
field on the east side of the watershed. Downslope is to the north-north east. (a) Close-up view
shows standing trees are filtered out, but some fallen trees, boulders, and tree stumps are left in
the DEM. (b) Southwest view upslope of LiDAR points with the boulder field on the left side (May
1, 2012). (c) Southern view upslope of LiDAR points (May 1, 2012). LiDAR points show exposed
cobbles and boulders on the upper hillslope surrounded by erodible soil.
2.4.2.1 Point Cloud Interpolation
After a LiDAR point cloud was processed to remove vegetation, we converted the data to a
triangulated irregular network (TIN), and subsequently interpolated the TIN to a Digital Elevation
Model (DEM) in ArcGIS 10.1 with the Tin to Raster tool and a linear interpolation method. We
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chose the DEM pixel size based on an analysis comparing the number of raw data points per pixel
with the pixel size (Figure 2.4). An inappropriate DEM pixel size can cause interpolation errors
[Lane et al., 2003], but there is no universal methodology for choosing pixel dimensions [Hengl,
2006]. The choice of pixel size was based on two competing considerations: (1) pixels interpolated
from many points give less weight to erroneous points, but (2) large pixels can misrepresent land-
scape features [Brasington et al., 2000]. We found that a 15 cm pixel size provided a reasonable
compromise, with only 2.5% of the pixels having 1 point per pixel (as compared to 22% for a 5 cm
grid).
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Figure 2.4: Number of points per pixel versus the cumulative percent of pixels within an entire
raster grid.
2.4.3 Uncertainty Analysis
DEMs derived from the point clouds were differenced to show sediment redistribution pat-
terns. The resulting grid is referred to as a DEM of difference (DoD). The level of detection (LoD),
which is the smallest measurable elevation change between two surveys, is set by the uncertainty in
topographic measurements [Brasington et al., 2000; Wheaton, 2008]. The LoD determines whether
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an elevation difference between two DEM pixels is considered to be real erosion or measurement
uncertainty.
We quantified LiDAR survey uncertainty using a spatially distributed approach. To deter-
mine the maximum uncertainty between two LiDAR surveys, Collins et al. [2012] proposed the idea
of empirical error, which is the uncertainty of two point clouds from some immovable object such
as a large rock outcrop (i.e., maximum point offset in any x, y, or z direction). At our field site,
several large unchanging rock outcrops were used to calculate an empirical error. The maximum
point offset in any direction (x, y, and z) on the rock outcrops was 2 cm. Consequently, this value
was used as the maximum uncertainty between surveys. However, many portions of the point cloud
fit better than the maximum uncertainty, and therefore we used the methods outlined by Wheaton
et al. [2010] to calculate a spatially distributed uncertainty.
Uncertainty in point measurement and point processing is associated with certain variables
in topographic surveys including: high slope angles [Hodgson and Bresnahan, 2004], high local
terrain roughness (LTR) [Milan et al., 2011], wet areas in fluvial environments [Lane et al., 2003],
point density, and 3D GPS point quality [Wheaton, 2008]. Wheaton [2008] developed an efficient
method for estimating the uncertainty contributed by several of these variables to each pixel within
a DEM using a fuzzy inference system (FIS). We developed a FIS based on slope, point density,
and local terrain roughness (LTR). Here we define LTR as the difference between maximum and
minimum height within a circular window of radius 0.5 m. For each pixel in a DEM, the FIS assigns
an uncertainty value, σpix (m), to each pixel in a DEM. Values of σpix ranged between 0.005 m
(scanner accuracy) and 0.02 m (the empirical error), with the highest uncertainty in pixels with a
steep slope (> 27◦), high LTR (> 0.5 m), and low point density (< 24 points per pixel). The lowest
uncertainty value was assigned to pixels with a gentle slope (< 20◦), low LTR (< 0.37 m), and a
high point density (> 300 points per pixel). These values were based on the quartiles for each of
the variables, such that high values were larger than 75% of the variable range, and the low values
were less than 25% of the variable value range. The total elevation uncertainty in each pixel of a
DoD is determined as [Wheaton, 2008]:
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δ =
√
(σnewpix)2 + (σoldpix)2 (2.1)
where δ is the combined uncertainty based on two surveys, and σpix is the estimated uncertainty
at a single pixel in the DEM corresponding to survey time old or new. This combined uncertainty
was used to determine the probability of actual change using the t-statistic [Wheaton, 2008]:
t =
|Znewpix − Zoldpix|
δ
(2.2)
where t is the t-statistic and Zpixel is the pixel elevation from the new and old DEMs. Using the
t-statistic, a 95% confidence interval for the LoD can be obtained from t. Any elevation change
less than the LoD is ignored. We applied equations 2.1 and 2.2 to our DEMs using the Geomorphic
Change Detection (GCD) tool version 5.2.0.0, developed by J. Wheaton at Utah State University.
2.4.4 Net Erosion and Deposition
After incorporating uncertainty into a DoD, it is possible to estimate the net erosion and
deposition between surveys. The erosional or depositional depth of a pixel is multiplied by the
pixel area to determine a volume of change (Table 2.2). This volume can be multiplied by a bulk
density of the soil to estimate the total mass of sediment removed. Bulk density measurements
of soil from the field site are summarized in Table 2.3. We used a bulk density of 0.86 g/cm3
to determine the mass of erosion between the first two surveys, when ash composed part of the
eroded material. For the rest of the surveys we used a bulk density of 1.51 g/cm3, which is the
average from all the sites collected in 2011 (Table 2.3). Finally, we estimate erosion per unit area
rather than sediment yield. Sediment yield is usually expressed in terms of mass per area per year.
Because the timing of erosion is related to the duration of water flow, normalizing the mass per
area per year may lead to misconceptions about the continuity of erosion or deposition processes.
Consequently, we use the definition of erosion per unit area (Tons/ha), which is comparable to
erosion as documented in other studies (e.g. Shakesby and Doerr [2006]).
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Table 2.2: Erosional volume, net elevation change, and erosion per unit area within each morpho-
logical unit between LiDAR surveys.
Morphologic Unit Convergent Boulder
Field
Lower Hills-
lope
Divergent Planar Slope Upper
Hillslope
Mean Slope (degrees) 26 28 24 26 28 20
Area half-site (m2) 219.5 263.4 474.3 235.4 685.2 N/A
Total
7-Oct-10 to
18-Oct-10
Volume (m3) -0.30 -0.39 -0.60 -0.47 -1.1 N/A -2.9
Net Elevation Change
(cm)
-0.13 -0.15 -0.13 -0.20 -0.16 N/A -0.77
Erosion/Area
(Tons/ha)
-11 -13 -11 -17 -13 N/A -65
18-Oct-10 to
12-Jul-11
Volume (m3) -3.3 -2.0 -2.1 -0.35 -3.5 N/A -11
Net Elevation Change
(cm)
-1.5 -0.74 -0.44 -0.15 -0.51 N/A -3.3
Erosion/Area
(Tons/ha)
-220 -110 -66 -22 -77 N/A -500
12-Jul-11 to
15-Jul-11
Volume (m3) -0.61 0.17 -1.0 0.15 0.08 N/A -1.2
Net Elevation Change
(cm)
-0.28 0.06 -0.21 0.06 0.01 N/A -0.36
Erosion/Area
(Tons/ha)
-42 9.8 -32 9.7 1.8 N/A -53
15-Jul-11 to
1-May-12
Volume (m3) -0.42 -1.8 -0.75 -0.29 -0.35 N/A -3.6
Net Elevation Change
(cm)
-0.19 -0.69 -0.16 -0.12 -0.05 N/A -1.2
Erosion/Area
(Tons/ha)
-17 -60 -14 -11 -4.3 N/A -105
Area full-site (m2) 562.99 339.53 635.70 235.37 831.37 2903.75
7-Oct-10 to
1-May-12
Volume (m3) -6.7 -1.9 1.4 -0.01 -2.8 -7.8 -18
Net Elevation Change
(cm)
-1.2 -0.6 0.2 -0.002 -0.30 -0.30 -2.2
Erosion/Area
(Tons/ha)
-180 -83 34 -0.40 -51 -41 -320
Table 2.3: Characteristics of eroded sediment.
Date Flume Morphologic
Unit
Bulk density
of in situ sur-
face soil (0-
0.5 cm)1
Bulk
density
of eroded
soil
D50 D84 D16 Gravel Sand Silt
and
Clay
(g/cm3) (g/cm3) mm mm mm % % %
12-Oct-10 3-1 Convergent – 0.86 0.30 1.13 0.07 11.0 79.0 10.1
22-Oct-10 3-1 Convergent – 1.36 0.39 2.01 0.12 18.5 76.8 4.8
20-Jun-11 1-1 Boulder field – 1.50 0.77 2.99 0.21 30.1 66.9 3.1
1-2 Lower hillslope 1.13-1.33 1.43 0.5 2.48 0.15 23.8 72.9 3.3
1-3 Upper hillslope 0.84-0.99 1.65 0.46 1.03 0.21 6.5 92.5 1.0
3-1 Convergent – 1.59 0.73 5.66 0.24 36.1 63.2 0.7
7-Jul-11 1-1 Boulder field – 1.47 0.65 1.27 0.32 8.7 90.7 0.6
1-2 Lower hillslope 1.13-1.33 1.51 0.39 1.26 0.12 12.3 83.6 4.1
1-3 Upper hillslope 0.84-0.99 1.62 0.53 1.32 0.17 12.6 84.8 2.5
3-1 Convergent – 1.47 0.39 1.01 0.17 7.0 91.8 1.2
12-Jul-11 1-1 Boulder field – 1.49 0.49 1.13 0.21 6.6 92.3 1.1
1-2 Lower hillslope 1.13-1.33 1.45 0.41 1.41 0.13 15.9 81.3 2.8
1-3 Upper hillslope 0.84-0.99 1.31 0.26 0.67 0.09 3.0 91.7 5.3
3-1 Convergent – 1.42 0.33 1.09 0.13 10.2 87.0 2.8
13-Jul-11 1-1 Boulder field – 1.48 0.55 1.31 0.17 12.1 85.4 2.5
1-2 Lower hillslope 1.13-1.33 1.59 0.53 2.06 0.17 21.0 76.6 2.4
1-3 Upper hillslope 0.84-0.99 1.54 0.32 0.69 0.14 2.7 95.2 2.1
3-1 Convergent – 1.55 0.6 1.27 0.28 10.3 89.1 0.6
1. From Moody and Nyman [2013]
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2.4.5 Local Terrain Roughness
We examined the roughness evolution over time for the first four surveys within the small
(half-site) survey area of the July 12 and 15, 2011 surveys (Figure 2.5). During the digital tree
removal using Terrascan, trees were cut off at 40 cm above the ground. This arbitrarily skews the
roughness distribution. However, because the technique was consistent on all point clouds, relative
changes in roughness can be observed.
LTR on the study site affects different processes depending on the scale. Small scale roughness
effects overland flow velocities on hillslopes [Moody and Ebel, 2013]. At medium scales (1 cm-1 m)
roughness affects depression storage and infiltration rates [Eitel et al., 2011]. At large scales (1-10
m) LTR represents form roughness on hillslopes that determines the connectivity of flow paths and
the flow resistance in channels [Eitel et al., 2011; Moody et al., 2013]. One study has shown a
delay in runoff in soils with higher roughness [Darboux and Huang, 2005]. Additionally, modeling
experiments suggest that when the height of roughness elements is less than or equal to variations
in topography due to slope, then the overall slope dictates the direction of water flow [Darboux
et al., 2002]. By contrast, when roughness elements are larger than the change in height due to
slope then water flow direction is strongly controlled by the roughness [Darboux et al., 2002]. This
suggests that hillslope roughness due to cobbles, boulders and trees on the site, which are larger
than the height difference created by the slope, will play an important role in routing overland flow.
Finally, a high LTR in channels represents hydraulic roughness and primarily serves to dissipate
energy in channelized flow [Eitel et al., 2011].
2.4.6 Site Measurements
Rainfall and infiltration data were collected for cyclonic and convective rainstorms at the
study site [Ebel et al., 2012b; Moody and Ebel, 2013]. Rainfall was measured with three recording
tipping-bucket rain gages (model R2, Onset Corp.) maintained during rainfall months (approxi-
mately April to October) (locations shown in Figure 2.2). These rain gages were used to determine
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Figure 2.5: Cumulative fraction of roughness height in the channel. Note the 5 cm difference in
median roughness height between the October 2010 and July 2011 scans.
the cumulative rainfall between LiDAR surveys (Figure 2.6) and rainfall intensities (Table 2.4).
Water discharge (Ls−1) was measured in micro-drainages on the hillslope and at the outlet
of the first-order channel (Figure 2.2a). Three, 1-inch modified Parshall flumes [Ebel et al., 2012b]
were deployed on the hillslopes and one (Figure 2.2a) 3-inch modified Parshall flume was deployed
in the channel (Table 2.4). Ultrasonic sensors (M5000, Massa Products Corp, Hingham, Mass.
[Ebel et al., 2012b]) were mounted over the throat of each flume to measure water depth every 10
seconds. Sediment was sometimes deposited in the flume during the falling limb of the hydrograph,
but often the peak discharge was recorded (Table 2.4).
To examine the relationship between soil depth and roughness, measurements of both quan-
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Table 2.4: Peak rainfall characteristics and peak runoff discharge during the study period.
Rainfall Characteristics Peak discharge
Date Average
Dura-
tion
Average
rainfall
intensity
Average
peak
5-min
rainfall
intensity
Average
peak
10-min
rainfall
intensity
Boulder
field
Flume 1-
1 (0.069
ha)
Lower
hillslope
Flume 1-
2 (0.207
ha)
Upper
hillslope
Flume 1-
3 (0.116
ha)
Convergent
Flume 3-
1 (0.844
ha)
(min) (mm
hr−1)
(mm
hr−1)
(mm
hr−1)
(Ls−1)
12-Oct-10 183 2.7 5.5 6.1 – – – 1.2
22-Oct-10 67.7 5.8 10.7 10.6 – – – 1.4
19-Jun-11 90.4 5.9 22.3 15.2 2.4 > 3.6 0.87 42
30-Jun-11 10.7 19.8 33.9 16.7 0.0071 0.012 0.085 0.0015
5-Jul-11 15.7 16.1 33.9 19.8 no runoff
7-Jul-11 22.5 46.3 79.8 72 > 3.3 > 3.3 > 45
10-Jul-11 31.8 13.8 37.3 25.9 3.5 3.6 3.6 46
13-Jul-11 13.7 46.6 76.9 51 sediment filled flume
14-Jul-11 25.2 11.1 29.1 13.5 sediment filled flume
14-Jul-11 23.0 17.9 29.3 18.3 sediment filled flume
16-Jul-11 26.6 7.9 30.0 0.0081 0.063 0.033 0.076
19-Jul-11 47.0 8.3 27.5 22.0 3.5 3.6 3.2 –
19-Aug-11 12.4 6.7 7.7 8.8 no runoff
7-Sep-11 376.2 2.4 10.5 12.0 3.1 3.5 4 29
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Figure 2.6: Rainfall depths measured from a recording, tipping–bucket rain gage. The dates of
LiDAR scans are plotted on the top axis showing the rainstorms that occurred between LiDAR
surveys.
tities were collected along a 60-m, slope-parallel transect near the upper end of the hillslope shown
in Figure 2.2. Every 2 m along the transect a 1 meter square sampling grid was placed on the
ground. Within the sampling grid, the soil depth was estimated from a 1.5 m rod driven to refusal,
and the roughness was estimated from the b-axis of the maximum particle size within the sampling
grid.
2.4.7 Estimating Overland Flow Shear Stress
Erosion by overland flow depends on the excess boundary shear stress. To explore the major
driver of sediment erosion on the study site, we test the hypothesis that erosion is proportional to
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the shear stress. We estimated the maximum shear stress for every pixel in our study area using the
largest measured runoff rate during the monitoring period (July 10, 2011 46 Ls−1). We assumed
that runoff was uniform across the site. The predicted maximum shear stress was determined using
a similar approach to that of Dietrich et al. [1993]:
τmax = ρghS (2.3)
where τmax is the maximum theoretical shear stress, ρ (kg m
−3) is water density, g (m s−2) is
gravitational acceleration, h (m) is the water depth, S is sinα, and α is the local slope angle. The
shear stress used here approximates the excess boundary shear stress (total shear minus form drag)
that actually moves sediment particles. If we consider the standard formulation for Manning’s
equation and substitute water depth for the hydraulic radius we obtain:
V =
h
2
3S
1
2
n
(2.4)
where V (m s−1) is depth-averaged flow speed and n is Manning’s roughness coefficient. We
measured n on the hillslopes at four locations and the average value was 0.21 ± 0.07 m−1/3 s−1,
which was used for the entire DEM. We convert the flow speed to unit discharge by multiplying
equation 2.4 by the water depth, h. Rearranging to solve for h we obtain:
h =
q
3
5n
3
5
S
3
10
(2.5)
where q is the discharge per unit width. Substituting equation 2.5 into equation 2.3, we find:
τ = ρgq
3
5n
3
5S
7
10 (2.6)
Equation 2.6 was applied on a pixel by pixel basis, with qi for the i
th pixel defined as:
qi =
AiQmax
bAflume
(2.7)
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where Ai (m
2) is the drainage area contributing to the pixel, Qmax (Ls
−1) is the maximum discharge
measured at the outlet of the drainage basin, b is the pixel width, and Aflume is the drainage area
at the flume.
The drainage area was determined from a DEM of the entire drainage area of the site using
the D-infinity method in the tauDEM software (version 5.1.1 Tarboton [1997]). Within the study
drainage basin, a small area of topography near the basin margins was not captured by terrestrial
LiDAR surveys. Consequently, we used airborne LiDAR data from August 2010 to fill in data
gaps of the unsurveyed areas. The airborne LiDAR was combined with the terrestrial LiDAR data
from the May 1, 2012 survey, which most accurately captures the final drainage pattern. These
data were joined to create a DEM with a 0.9 m grid pixel, which best represents the airborne
LiDAR point density and also prevents small-scale boulder or tree features from dominating the
shear-stress calculation by creating very steep slopes (Figure 2.7).
2.4.8 Morphologic Units
The site was divided qualitatively into a set of distinct morphological units based on slope,
curvature, and drainage area (Figure 2.7). The hillslope was separated into a lower hillslope (average
slope angle 24◦) and an upper hillslope that is less steep, with an average slope angle of 20◦. The
convergent unit was identified by sharp changes in planform curvature and a high drainage area.
Slopes perpendicular to the convergent unit channel were classified as “planar hillslope,” whereas
convex-upward areas between channel-like features were classified as “divergent units.” Finally,
an area that contained an unusually dense and prominent collection of boulders was classified as
“boulder field.” Areas outside the TLS survey footprint to the east were occupied by a rocky
outcrop, and to the south a ridge with relatively smooth topography (Figure 2.7). These regions
are not included in the analysis of morphologic units because there are no TLS data in those areas.
27
Legend
 
Shear Stress (Pa)
Value
High : 332
Low : 0.06
¯ 0 10 20 Meters
Upper Hillslope
Lower 
Hillslope
Planar
Hillslope
Divergent
Convergent 
Boulder
Field
Planar
Hillslope
Divergent 
Convergent
Morphologic Unit
Figure 2.7: Spatial distribution of maximum shear stress predicted by equation 2.6 using the peak
runoff rate from July 10, 2011. Linear patterns indicate the flow lines. Morphologic units within
the area of TLS data acquisition are labeled. The southern unlabeled region is a ridge, and the
eastern unlabeled region is occupied by a rock outcrop. These areas fall outside of the TLS data;
the elevation values are derived from airborne LiDAR.
2.5 Results
2.5.1 Uncertainty
The incorporation of uncertainty into LiDAR change detection allows us to detect true erosion
and deposition within a 95 % confidence interval. In general, uncertainty increases downslope as the
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gradient increases, and remains low in areas toward the upper slope where roughness is low (Figure
2.8). These trends are modulated by variations in point density, which also affect uncertainty but
do not vary consistently in space.
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Figure 2.8: Spatial distribution of elevation uncertainty (in meters) across the study site using the
slope, LTR, and point density data from the LiDAR survey on October 7, 2010.
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2.5.2 Net Erosion and Deposition in Morphological Units
Over the entire survey period (October 7, 2010 to May 1, 2012) the upper hillslope generated
the most erosion in volumetric terms. The next largest erosion volume was derived from the
convergent unit (Table 2.2). If the convergent unit is considered as the area of potential channelized
erosion and the remaining morphological units function as contributing hillslope, then the total
hillslope erosion volume was nearly twice as large as erosion in the convergent unit. However, the
net erosion (eroded volume per unit area) from the convergent unit was still greater than the net
erosion from the hillslope morphological units. The measured net erosion using terrestrial LiDAR
(Table 2.2) fall within the range of values determined from point measurements of post-wildfire
erosion in other settings (0-414 Tons/ha) [Shakesby and Doerr, 2006]. Note that the LiDAR study
area does not encompass an entire watershed, so the total volume of sediment erosion measured
between surveys can incorporate incoming sediment from sources outside of the LiDAR survey
areas.
The variability in erosion between morphologic units changes over time. During the first
period (7 Oct. 2010 to 18 Oct. 2010) net erosion was similar, and had substantially less variability
between morphologic units (coefficient of variation, COV = 0.18) than the variability between
morphological units for the later three time periods (COV = 0.76, 0.90, and 1.06, respectively).
2.5.3 Patterns of Erosion and Deposition
Our LiDAR surveys bracketed several significant rain storms, between which we observed a
change in the location of erosion and deposition over time. For example, the convergent unit erodes
1.6 times the volume of the boulder field after the first summer thunderstorms in 2011 (Table 2.2).
However, the last DoD shows four times the erosional volume from the boulder field compared to
the convergent unit (Table 2.2). This is mostly due to a decrease in erosion from the convergent
unit rather than an increase in erosion from the boulder field.
From our DoDs we observe an evolving pattern of erosion and deposition within each mor-
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phologic unit. The pattern of erosion detected by the DoD after the first rainstorm on October
12, 2010 was discontinuous, relatively minor, and primarily concentrated within the upper hillslope
with little deposition (blue pixels in Figure 2.9a). By contrast, erosion between October 18, 2010
and July 12, 2011 was concentrated primarily in the convergent unit (red pixels in Figure 2.9b)
resulting from substantial runoff during thunderstorms on June 19, 2011 and July 7, 2011 (Figure
2.6 and Table 2.4).
Several convective storms took place between July 12 and 14, 2011, with peak 10-minute
rainfall intensities of 39 mm/hr and 51 mm/hr (Table 2.4). Unlike the previous thunderstorms
that caused concentrated erosion, the DoD between July 12, 2011 and July 15, 2011 shows patchy
erosion (Figure 2.9c). Field observations and photos reveal that these patches represent erosion
between boulders, cobbles, and tree stumps. Deposition is most prominent within the western
planar hillslope unit. The pattern of erosion over about a year between July 15, 2011 and May
1, 2012 (Figure 2.9d) indicates essentially no concentrated erosion but moderate erosion in the
boulder field and in the lower hillslope unit. Erosion during this time is observed to occur between
roughness elements. Note that in the time between the July 15, 2011 and May 1, 2012 surveys,
pioneer shrubs and grass had taken root on the site, which also may have limited erosion.
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The pattern of net erosion and deposition during the entire study period is illustrated in a
DoD between the first and last LiDAR surveys (October 7, 2010 and May 1, 2012) (Figure 2.10b).
Major areas of erosion are concentrated on the upper hillslope, the convergent slopes, and the
boulder field. The average erosion depth was 10.4 cm along the longitudinal profile of the main
channel (Figure 2.10a). Little deposition is seen in the longitudinal profile, indicating that sediment
is transported out of the watershed, and not stored in the channels. A time-sequence of channel
change along a cross-section (Figure 2.10c) shows that most erosion occurred in the first summer
after the wildfire, and that the channel underwent smaller adjustments during subsequent storms.
2.5.4 Local Terrain Roughness
The median LTR shows an increase in roughness between October 18, 2010 and July 12, 2011
in most morphologic units (Table 2.5). To understand the change in form and hydraulic roughness
we divided the half-site study area into two categories: hillslope (dominated by form roughness)
and channel (dominated by hydraulic roughness). The channel was defined by a sharp change in
slope curvature and hillslope represented the survey area outside of the channel. The channel in
this analysis is a subunit of the convergent unit, with clearly defined channel banks.
The median roughness in both the channel (Figure 2.5) and the hillslope (Table 2.5) areas
shows a distinct increase between October 18, 2010 and July 12, 2011. This period included four
relatively big rainstorms on June 19 and 30, 2011, and on July 7 and 10, 2011 (see rainfall intensities
in Table 2.4). Little change was detected between July 12 and 15, 2011, despite the fact that this
short interval included one of the most intense rainstorms (I5 = 79.8 mm hr
−1, July 13, 2011). The
median site roughness values in the channel and on the hillslopes both increased by approximately
5 cm after the June 19 and July 7, 2011 storms, but little change occurred between July 12 and
15, 2011.
The correlation between roughness and erosion was analyzed by dividing the LTR grid of
the first survey (entire site area) into five roughness categories between 0 and 40 cm (Figure 2.11).
This first survey (October 7, 2010) represents the initial roughness conditions after the wildfire and
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Figure 2.10: (a) Channel change along the longitudinal profile, with a mean of 10.4 cm. (b) DoD
between the first and last LiDAR surveys. (c) Cross-sections showing channel change over time.
before any erosion. Low-roughness areas occur primarily in the upper hillslope unit, and more than
50% of the upper hillslope unit is occupied by pixels in which erosion is > 1.8 cm (the average
ash depth measured immediately after the wildfire). A comparison of soil depth (measured with a
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Table 2.5: Median local terrain roughness by morphologic unit.
Date Convergent Boulder
Field
Lower
Hills-
lope
Divergent Planar
Slope
Channel-
Only (hy-
draulic
roughness)
Hillslope-
Only (form
roughness)
(m) (m) (m) (m) (m) (m) (m)
Oct. 7, 2010 0.49 0.61 0.48 0.51 0.52 0.58 0.53
Oct. 18, 2010 0.49 0.62 0.48 0.50 0.52 0.58 0.52
Jul. 12, 2011 0.51 0.62 0.53 0.52 0.59 0.63 0.57
Jul. 15, 2011 0.51 0.63 0.52 0.52 0.60 0.64 0.58
rod driven to refusal) and maximum surface rock size (maximum b-axis) measured along a slope
transect (Figure 2.2) shows that areas with low roughness correspond to deeper soils (R2=0.36).
2.5.5 Shear Stress
A simple relation between erosion depth and shear stress was not evident from the raw data
(Figure 2.12). To unravel the nature of this relationship, we divided the data into four categories.
First we used the mean ash depth of 1.8 cm (see horizontal dash line, Figure 2.12) to separate
possible ash erosion from soil erosion. This data cutoff is similar to the median value of all erosion
data (2 cm). Second, we separated the shear stress into high and low values based on a flume
study by Moody and Nyman [2013]. Using soil cores from our study site, they show that the
median detachment rate of soil from the site corresponds to a shear stress of 17 Pa (see vertical
dash line, Figure 2.12). While this criterion does not represent a system threshold, it corresponds
with the median shear stress (15 Pa) calculated on the site (Figure 2.7). The four categories
are therefore: low shear stress/low erosion depth, low shear stress/high erosion depth, high shear
stress/low erosion depth, and high shear stress/high erosion depth.
The majority of the landscape (62%) is composed of areas of low shear stress and low erosion
depth (Figure 2.12). These appear to be well connected (Figure 2.13) within the upper hillslope
unit. The areas of high shear stress and high erosion depth delineate the zones of concentrated
flow, and are located primarily in the convergent unit and boulder field. Areas of high shear stress
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Figure 2.11: Spatial distribution of local terrain roughness. Within the low roughness areas, the
total pixels representing erosion > 1.8 cm have been identified.
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Figure 2.12: Predicted maximum shear stress versus measured erosion depths for DoD (May 1,
2012 - Oct 7, 2010). Vertical dashed line represents a boundary between high and low shear stress
at 17 Pa based on soil detachment measurements Moody and Nyman [2013]. Horizontal dashed
line represents the average ash depth of 1.8 cm.
and low erosion depth are observed throughout the lower portions of the site, and likely correspond
to places where cobbles, boulders, bedrock, stumps, or tree roots prevent erosion. A few areas of
low shear stress and high erosion depth exist throughout the site with a concentrated area on the
upper hillslope.
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Table 2.6: Proportion of shear stress and total erosion depth within each morphologic unit.
Morphologic Unit
(MU)
High Shear
Stress/High
Erosion Depth
High Shear
Stress/Low
Erosion Depth
Low Shear
Stress/High
Erosion Depth
Low Shear
Stress/Low
Erosion Depth
% Erosion in
MU
% Erosion in
MU
% Erosion in
MU
% Erosion in
MU
Convergent Slope 20.9 41.8 7.4 29.9
Boulder Field 11.5 23.8 10.6 54.1
Upper Hillslope 1.1 5.2 14.7 79.0
Lower Hillslope 5.4 37.6 5.4 51.7
Divergent Slope 7.6 60.5 5.2 26.8
Planar Hillslope 7.1 38.4 9.5 44.9
2.6 Discussion
2.6.1 Sediment Availability
Sediment availability has two properties: the volume of sediment, and the erodibility of
sediment. Either can affect the net erosion. At our field site, we can show that the majority of
eroded sediment (volumetrically) was derived from relatively shallow erosion on hillslopes rather
than from convergent areas (Table 2.2). This suggests that the sediment availability is greater on
the hillslopes. Additionally, the rate of erosion is not constant with respect to rainfall intensity.
Rather, erosion evolves over time as the sediment erodibility changes with time. Initial erosion in
October 2010 was quasi-uniform in space (11.5-17.0 T ha−1, Table 2.2) and relatively high (1.3-2.1
Tha−1/mmhr−1) when the net erosion for each morphological unit are normalized by the average
5-min rainfall intensity of 8.1 mmhr−1 (Table 2.4). This is because the sediment composition was
mostly ash, as indicated by the bulk sediment densities (0.86-1.36 g cm−3, Table 2.3). Removal
of the ash layer exposed an uncohesive soil layer affected by the wildfire (bulk density 1.31-1.62 g
cm−3, Table 2.3) with a high erodibility (see Table 5 in Moody and Nyman [2013]). Later erosion by
high intensity rainfall (average =41.4 mm hr−1 for 19 June–10 July 2011, Table 2.4) had normalized
erosion rates for the morphological units that ranged from 0.5 to 5.4 Tha−1/mmhr−1 (18 October
2010 to 12 July 2011). The soil erodibility again changed as the easily eroded soil was exhausted,
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Figure 2.13: Spatial distribution of high and low shear stress, and high and low erosion.
and the normalized erosion rates from 12-15 July 2011 decreased to 0.7-0.9 Tha−1/mmhr−1 for
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soil with bulk densities (1.48-1.59 g cm−3). Final normalized erosion rates were also low (0.2-0.9
Tha−1/mmhr−1) except in the boulder field where the rate was 3.2 Tha−1/mmhr−1. Boulder field
erosion rates may represent additional scour between boulders by the runoff from relatively intense
rainfall on 16 and 19 July 2011 (Table 2.2-2.4).
2.6.2 Effects of Roughness
The changing erosion volume corresponds with a change in the erosion distribution in the
morphologic units on the landscape (Figure 2.9 and Table 2.2). This appears to be in part due to
changes in surface roughness (Figure 2.5) because the highest erosion depths outside of channels
correspond to low-roughness areas where more sediment is available (Figure 2.11).
Both the channels and the surrounding hillslope increased their median roughness by approx-
imately the same amount (5 cm) after the thunderstorms between June 19 and July 12, 2011 (Table
2.4). If large clasts were moving from the hillslope to the channel, the channel should coarsen and
the hillslope should appear finer. However, the fact that the hillslopes and channel increased in
roughness similarly suggests that fine material was exported simultaneously from the channels and
hillslopes, which exposed large particles from the subsurface, resulting in armoring.
2.6.3 Erosion and Shear Stress
Erosion does not predictably increase with shear stress (Figure 2.12), which indicates that
downstream increasing overland flow discharge is not the sole factor that explains variations in sur-
face erosion at the study site. However, there is a clear visual association between flow convergence,
high shear stress, and deep erosion (Figure 2.13). We interpret these two results as indicating that
there is indeed a relationship between shear stress and erosion, but that the correlation is obscured
by one or more additional contributing factors that we consider subsequently.
A comparison of the calculated shear stress in relation to measured erosion (Figures 2.12
and 2.13) reveals two kinds of anomaly: areas with high shear stress but low erosion depth, and
areas that show substantial erosion depth despite low shear stress. We interpret the first type
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of anomaly as primarily reflecting the presence of essentially immobile materials such as large
boulders, bedrock, and tree stumps. All three are common at the study site, and are found on
hillslopes within the convergent units (Figure 2.14).
There are at least two potential explanations for the second anomaly (areas that show high
erosion depth despite having low shear stress). It may be that erosion in these morphologic units
was caused by processes other than overland flow erosion. Alternatively, the observed variations in
erosion depth within areas of low shear stress may reflect variations in sediment erodibility discussed
in Section 5.1. Regarding the first explanation, five common post-wildfire hillslope-erosion processes
are: landsliding, dry ravel, biogenic creep, frost heave, and rainsplash/rainflow. However, all but
one of these can be ruled out as substantial contributors to erosion at the site during the monitoring
period. No signs of landslides or other forms of mass movement have been observed at the site.
It is possible to rule out the influence of dry ravel because this typically requires slopes greater
than 33◦, a typical angle of internal friction [Gabet, 2003b]; the areas occupied by slopes greater
than 30◦ on the entire study site represent less than 7% of the total area. In addition, negligible
erosion was observed by biogenic or freeze-thaw processes over the two-year observation period.
The fifth process, rainsplash and/or rain-flow (rain-flow is rainsplash in shallow water depths 2-3
raindrop diameters deep [Moss, 1988]) likely dominated erosion in regions with low drainage area
and limited overland flow. The possible erosion processes within each morphologic unit are explored
subsequently.
2.6.3.1 Upper Hillslope Unit
On the upper hillslope, most of the erosion was in the low shear stress/low erosion depth
category (Table 2.6). Because the erosion in these areas is comparable to or less than the mean
thickness of the post-wildfire ash layer, much of this erosion was probably due to the ash removal.
The LTR shows that 72% of the high erosion (e.g. > 1.8 cm depth) on the upper hillslope occurred
within low-roughness areas (Figure 2.11). Given the relationship between low roughness and high
soil depth in the site transect measurements, some of the deeper erosion on the upper hillslope
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may reflect a combination of high sediment availability and high erodibility (Figure 2.11). Soil
cores collected from this morphologic unit demonstrate relatively high erodibility (see Moody and
Nyman [2013] data for Fourmile Canyon-North Burned, clusters A, B, and C, in their Table 5).
The pattern of erosion within the upper hillslope unit shows contiguous areas of low shear
stress and high erosion depth (∼ 1-5 m in length). However, there are no long connected areas
oriented in the down slope direction indicating rill erosion, even though existing flow paths would
encourage this result (Figure 2.7). This suggests that rill erosion was absent in this unit. Therefore
the likely erosional drivers are rainsplash and rain-flow detachment.
2.6.3.2 Planar Hillslope Unit
On the planar hillslopes, 9.5% of the area fell in the low shear stress high erosion depth
category. Unlike the upper hillslope, the planar hillslope unit areas shows less continuity and does
not coincide with the low-roughness zones. The patchy erosional pattern is likely related to the
high density of trees on the planar hillslope. Because of the high form roughness on the planar
hillslope, and the lack of convergent areas for overland flow to accumulate into channels, it is likely
that rainsplash and rain-flow erosion dominated this unit. There are few linear patterns oriented
along flow lines that would suggest rilling or channelized erosion (Figure 2.13).
2.6.3.3 Lower Hillslope Unit
The lower hillslope was the only morphologic unit to undergo more apparent net deposition
than erosion during the 20-month study period (Table 2.2). The lower hillslope is steeper than the
upper hillslope (Table 2.2), which might suggest transport rather than deposition. However, the
lower hillslope has a high density of large roughness features (Figure 2.11), which may have trapped
sediment during downslope movement. This interpretation is supported by field observations of
fresh deposits behind fallen logs.
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2.6.3.4 Divergent Unit
The divergent morphologic unit underwent the lowest net erosional change during the study
period (elevation change and erosion per unit area). This is likely due to a low contributing
drainage area and corresponding lower shear stress than the adjacent channels and other hillslope
units (Figure 2.7 and Table 2.2). Patches of low shear stress with high erosion indicate possible
rain-flow erosion with limited extent (Figure 2.13).
2.6.3.5 Convergent Unit
The convergent slopes experienced the second highest volumetric erosional change between
the first and last survey, after the upper hillslope (Table 2.2). Linear patterns associated with
channelized erosion are clearly observed in the high shear stress/high erosion areas of the convergent
unit (Figure 2.13). Some 42% of the convergent unit experienced high shear stress but low erosion
(Figure 2.13 and Table 2.6). These areas appear to be associated with immobile obstructions to
erosional force (such as boulders, bedrock, and tree trunks). Only 7.4% of the convergent slope
area had anomalously high erosion and low shear stress, which may result from the channel bank
erosion. For example, channel erosion could have caused localized slumping of the channel banks
resulting in high erosion without the need for high shear stress.
2.6.3.6 Boulder Field Unit
The boulder field was primarily erosional over the study period. Areas of both high shear
stress/high erosion depth and high shear stress/low erosion depth are primarily aligned with the
convergent unit that is broken up by the boulder field (Figure 2.13). This suggests the process of
overland flow erosion. Areas of low shear stress and high erosion depth are concentrated away from
the convergent unit. This suggests rainsplash or rain-flow processes. Despite the erosion within the
boulder field, there is relatively little change in the roughness over time (Table 2.5), indicating the
transport of stored sediment from between boulders.
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2.6.4 Geomorphic Evolution
The geomorphic evolution of the site was evaluated through analysis of the repeat LiDAR sur-
veys and hydrologic observations. Site observations suggest that minimal erosion took place before
the first summer thunderstorms (0.13-0.2 cm, Table 2.2). The initial high-intensity thunderstorms
(June 19 and July 12, 2011) produced deep channel erosion (0.15-1.48 cm, Table 2.2). Later storms
of a similar magnitude (July 13-14, 2011) generated relatively little erosion and minor deposition
in some morphologic units (Figure 2.9 and Table 2.2). This suggests that the threshold for erosion
changed after the first thunderstorms. We interpret this change in threshold over time as reflecting
changes in such controlling factors as the removal of fine sediment, exposure of effectively immobile
boulders, and consequent armoring. This view is supported qualitatively from site photographs
(Figure 2.14) and quantitatively by LiDAR data that show a change in surface roughness (Figure
2.5 and Table 2.5). We find a systematic increase in roughness in most morphologic units, excluding
the boulder field, after the first thunderstorms (Table 2.5).
Resistant 
Boulder
Tree root
C
hannel
A B
Figure 2.14: Photos from the bottom of the field site before and after the July 7, 2011 rainfall
event. (a) Photo from November 5, 2010. White arrows indicate boulders that are similar in both
photos. (b) Photo from July 8, 2011. Dark grey ash present in November 2010 has been eroded by
July 8, 2011 leaving larger cobbles in-place. Objects such as embedded boulders and tree roots in
the channel are resistive to erosion. (Photo Credit: Brian Ebel).
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The geomorphic response at our study site appears to depend partly on the site characteristics
before the wildfire, and in particular on the relative proportions of fine sediment, boulders, bedrock,
and immobile woody debris across the site surface. Many wildfire sites experience extensive rilling
during initial rainstorms [DeBano, 2000]. No such rilling was observed at our study site, even
after the first rainstorm (Figure 2.9). We attribute the paucity of rill erosion at our site to the
coarse surface soil texture (see Background section; [Ebel et al., 2012a; Moody and Nyman, 2013])
and the ubiquitous immobile obstacles (cobbles, boulders and tree trunks) that create high surface
roughness, a factor known to reduce rilling [Rieke-Zapp et al., 2007]. Moreover, the higher erosion
on hillslopes relative to convergent units may be related to the drainage density. The stream density
at our study site is 7.8 km−1. This is less than stream densities for other burned landscapes in
the region (21-48 km−1) in which channel erosion composed 80% of the total erosion and hillslope
erosion only 20% [Moody and Martin, 2001].
Moreover, no debris flows or landslides were triggered at the site, and this is partly due to
the site conditions prior to the wildfire. Mass failures can occur over a range of conditions, but
they are primarily driven by the gravitational forces overcoming material resistance [Iverson et al.,
1997]. Therefore, steep slopes and high saturation conditions, which reduce material resistance,
are favorable conditions for mass failure. Debris flow studies in nearby counties in the Front
Range of Colorado found that slopes > 32◦ were typically required for debris flow initiation [Godt
and Coe, 2007]. Mean slopes within the first-order basin ranged from 20◦-28◦ (Table 2.2), and
maximum soil water content was always less than saturation during 2011 (0.49 cm3 cm−3, [Moody
and Ebel, 2013; Ebel, 2013]). Consequently, pre-wildfire conditions were insufficient for debris-flow
or landslide initiation.
Finally, the observed post-wildfire erosion leaves a geomorphic legacy, which will influence
the future site evolution. Scour has deepened the channel so that as vegetation density increases,
hillslope creep will probably replace overland flow as the major erosional process, and the channel
should refill with sediment. On most of the site, and especially the boulder field, erosion of the fine
soil matrix has left boulders and cobbles more exposed, leading to an armored hillslope. The loss
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of soil combined with the high burn severity throughout the study area will require time for new
soil development.
2.7 Conclusions
This study demonstrates that terrestrial LiDAR can be used to measure the erosional response
in time and space after a high-severity wildfire. Erosion was not a simple function of overland flow
shear stress, but involved different erosional processes and sediment availability. We found that the
highest volume of erosion occurred on hillslopes, which contributed nearly twice as much sediment
loss as convergent areas. However, the erosion per unit area was higher in channelized areas, which
led to channel deepening relative to the surrounding hillslopes. Moreover, the greatest hillslope
erosional response occurred in areas with relatively low surface roughness and deeper soils. The
correspondence between erosion depth, sediment particle size, and roughness suggests that the
post-wildfire erosional response was conditioned in part by the availability of erodible sediment.
Additionally, terrestrial LiDAR makes it possible to observe the geomorphic evolution of
the site. The first summer thunderstorms on the study site generated channel incision, and led
to hillslope and channel coarsening. Subsequent thunderstorms of a similar magnitude had a
limited further effect on channel erosion as available sediment was depleted and channel roughness
increased. This suggests that progressive channel armoring led to a decline in erosion over the
20-month study period. Adjacent hillslopes armored to a similar degree. This indicates that large
clasts did not move from the hillslope to the channel, but were exposed in-situ as fine sediment
was eroded from the hillslopes and the channels. Continued erosion on the site was driven by the
export of fine sediment from between roughness elements such as tree trunks and boulders, which
was observed as discontinuous patches of erosion on the site.
The geomorphic legacy after wildfire erosion at our study site shows an overall hillslope and
channel coarsening, channel deepening, and an export of fine material. This state reflects the post-
fire hydrology and pre-existing site conditions. The pre-existing soil sediment-size distribution and
immobile obstacles were sufficiently coarse to prevent rill development and allow for relatively rapid
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surface armoring. Moreover, slope angles at the site were insufficient for mass failure and dry ravel
erosion. The future geomorphic processes expected at the site are soil development, diffusion of soil
from hillslopes to fill the incised channels, and sediment anchoring from new vegetation growth.
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Chapter 3
Analysis and modeling of gully headcut dynamics, North American high plains
3.1 Abstract
Gullies are dynamic fluvial features that can be the primary driver for landscape dissection
and sediment production in many settings. This research exploits a well-constrained field area near
West Bijou Creek, Colorado, U.S., in order to develop a natural experiment in which we explore
gully headcut erosion rates, the controls on gully headcut height, and the morphology of gully
longitudinal profiles. Analysis of headcut retreat using aerial photography and lidar imagery indi-
cates that headcut retreat rates correlate with the square root of drainage area, approximately. We
investigate how a drainage area control on headcut retreat translates into the longitudinal profile
morphology over time using a simple numerical model. The model combines fluvial erosion, depo-
sition, and headcut retreat to identify the necessary and sufficient conditions needed to reproduce
longitudinal profiles observed in the field. Field profiles are typically concave-upward, predomi-
nantly aggradational channel profiles with retreating headcuts whose height varies with catchment
position. Systematic variation of environmental parameters in the model, showed that the most
successful model was achieved when highly- resistant vegetation is applied throughout the channel,
excluding a bare soil zone downstream of the headcut. This model scenario maintained an abrupt
headcut over hundreds of model years, and produced a realistic longitudinal profile that aggrades
downstream of the headcut over time. The vegetation pattern used in the best model fit is observed
at the field site, where easily erodible, sparsely vegetated soil downstream of the headcut grades
into a more resistant grassy channel downstream.
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3.2 Introduction
Gullies are common features in dryland areas, and they are major contributors of sediment
erosion [Poesen et al., 2003], supplying 0—94% of the total sediment yield in some watersheds.
Within gullies, headcuts play a special role. Headcuts are near-vertical steps that erode the valley
network by migrating upstream over time [Bull and Kirkby, 2002] and add mobile sediment to gully
channels downstream [Tucker et al., 2006]. The origins of headcuts are debated, with formation
variously attributed to locally steep channel reaches [Patton and Schumm, 1975; Bull, 1997; Tucker
et al., 2006], areas of weak vegetation [Bull, 1997; Graf, 1979; Tucker et al., 2006; Yetemen et al.,
2010], the combination of overland flow and subsurface flow exceeding a critical drainage-area and
slope threshold [Montgomery and Dietrich, 1989; Dietrich and Dunne, 1993; Poesen et al., 2002],
or an abrupt base level drop [Berlin and Anderson, 2007].
Considerable experimental work has been performed to understand how headcuts behave
once they have been initiated. Flume experiments suggest that headcut propagation depends on
the balance between erosion at the headcut lip and undercutting at the headcut base [Stein and
Julien, 1993]. Headcut growth and burial are less well understood in field settings at decadal
timescales, however. Some field investigations have documented particular failure mechanisms that
lead to headcut retreat [Bradford and Piest, 1980; Montgomery, 1999], but little investigation has
been done linking headcut retreat processes to watershed characteristics such as drainage area and
vegetation type [Istanbulluoglu et al., 2005]. Moreover, the long-term morphological influence of
headcut retreat on gully longitudinal profiles remain unclear. What is the geomorphic legacy of
headcut retreat How is the longitudinal profile shape influenced by the vegetation and discharge in
nature What factors determine whether a headcut will grow, shrink, or maintain a constant height
as it migrates upstream
The objective of this study is to answer these questions at a field site in eastern Colorado,
U.S., where headcuts are actively incising into a gully network. Digital elevation model (DEM)
analysis and historic aerial photography are used to examine the rate of headcut migration, and how
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this rate changes as a function of upstream drainage area. Additionally, we use field observations of
headcut failure and morphological characteristics from airborne light detecting and ranging (lidar)
data to formulate a numerical model of headcut retreat. The model is used to investigate the
relationship between headcut erosion and long-term longitudinal profile development.
3.3 Background
3.3.1 Headcuts and Knickpoints
Knickpoints are steep, near-vertical channel segments [Hayakawa and Oguchi, 2006] fre-
quently found in bedrock-floored channels that correspond to waterfalls. Generally, headcuts have
been referred to in the literature as near-vertical steps in rills or gullies that are formed in sediment
and often located at the initiation point of a rill/gully. Because the processes driving knickpoint
retreat parallel those involved in headcut retreat, in the following literature review we reference
knickpoint studies as relevant corollaries for understanding headcut retreat.
3.3.2 Potential Mechanisms for Headcut Migration
Mechanisms thought to be responsible for headward migration of channel steps include plunge
pool erosion, mass wasting, and seepage erosion. We briefly review each of these processes.
Many researchers have observed plunge pool erosion as a cause of headcut retreat through
undercutting. A jet of water plunging over a headcut can be very erosive if it contacts the base
of the plunge pool bed, but if the jet diffuses in the standing water of the plunge pool, erosion is
diminished [Stein et al., 1993]. Often plunge pool erosion exploits layered strata that comprise a
resistant top layer overlaying weaker layers [Gilbert and Hall, 1907; Gardner, 1983; Wohl et al.,
1994; Frankel et al., 2007], but it can also occur in uniform soils [Bennett, 1999]. Plunge pools
reach a stable equilibrium depth when erosive shear stress equals resisting strength in the pool
[Stein et al., 1993]. Flume experiments performed by Bennett et al. [2000] revealed that once equi-
librium depth is achieved, there is relatively little change in headcut/plunge pool geometry as the
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headcut migrates upstream. Flores-Cervantes et al. [2006] used models and observations developed
from plunge-pool erosion experiments [Stein et al., 1993; Stein and Julien, 1993, 1994; Bennett,
1999; Alonso et al., 2002] to incorporate plunge pool erosion into the Channel-Hillslope Integrated
Landscape Development model (CHILD) [Tucker et al., 2001], a three-dimensional numerical model
of landscape evolution.
Mass failure at the headcut has also been identified as a key process in extending a gully
network and generating sediment [Bull and Kirkby, 2002; Montgomery, 1999]. Several modes of
mass failure have been observed in field settings, including deep-seated failure to bedrock, slab
failure, base or pop-out failure, and overhang slab failure [Bradford and Piest, 1980]. Mass -failure
increases as weathering processes weaken soil [Robinson et al., 2000]. Istanbulluoglu et al. [2005]
and Montgomery [1999] conceptualized a headcut as a fracture-bound 3-D slab of sediment subject
to Coulomb failure, such that a fractured slab at the headcut face will remain upright until soil
weight plus the hydrostatic pressure force exceed the resisting force of soil cohesion. Lamb and
Dietrich [2009] suggested an alternative mode of headcut failure for fractured bedrock, in which
fluid flow across the lip of the headcut causes sufficient torque to counteract the partially immersed
weight of the fracture-bounded block, leading to rotational failure.
In contrast, several researchers have proposed that seepage erosion is the key to headcut
retreat [Abrams et al., 2009; Laity and Malin, 1985; Dunne, 1980]. Howard and McLane [1988] de-
veloped an analytical model for headcut migration due to seepage erosion in noncohesive sediment.
This model assumes that the differential pressure at the interface between a saturated headcut and
the atmosphere will allow for the movement of sediment grains away from the face of the headcut.
Numerical modeling further suggests that seepage erosion leads to a parabolic planform at headcuts
[Pelletier and Baker, 2011]. However, Lamb et al. [2006] note that there is little definitive evidence
of seepage erosion as the primary driver of headcut erosion in consolidated material such as basalt.
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3.3.3 Headcut Migration Rate
In addition to the specific processes that cause headcut retreat, several researchers have
explored the relationship between drainage area and the retreat rate of headcuts in bedrock rivers
[Begin, 1988; Rosenbloom and Anderson, 1994; Weissel and Seidl, 1998; Stock and Montgomery,
1999; Crosby and Whipple, 2006; Berlin and Anderson, 2007]. Generally, these studies assume that
the rate of vertical channel erosion correlates with either shear stress or stream power. Such a
correlation can be expressed with an erosion equation of the following form [Howard and Kerby,
1983]:
E = KAmSn , (3.1)
where E = −∂z∂t is the erosion rate; z is elevation; t is time; A is the upstream drainage area (a
surrogate for water discharge); S = −∂z∂x is the local slope; x is distance downstream; K is a factor
that amalgamates information about material properties, hydrology, and other effects [Whipple
and Tucker, 1999]; and m and n are exponents that can be manipulated to make this equation
equivalent to an excess shear stress law or an excess stream power law [Whipple and Tucker, 1999].
Headcut migration can be modeled as n = 1, which assumes that the headcut will retreat as a
linear kinematic wave [Tucker and Whipple, 2002]. With this assumption, equation (3.1) can be
rearranged [Rosenbloom and Anderson, 1994] to get
dx
dt
= KAm. (3.2)
Equation (3.2) has the form of a wave celerity equation [Whipple and Tucker, 2002; Tucker
and Whipple, 2002].
Although equation (3.2) provides a reasonable empirical description of observed headcut
retreat rates, it lacks mechanical basis when flow over the headcut is mostly unsteady, nonuniform,
and not necessarily in contact with the bed. For this reason, when formulas like equation (3.2) are
used to describe headcut migration, they are best viewed simply as indicating a general correlation
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between retreat rate, basin area, and the average power or stress.
3.4 Study Site
The existing studies on headcut retreat illustrate a variety of mechanisms for headcut failure
and propagation, but most of the previous studies were done in laboratory flume settings [Gardner,
1983; Stein et al., 1993; Stein and Julien, 1993, 1994; Bennett, 1999; Alonso et al., 2002; Lamb and
Dietrich, 2009; Howard and McLane, 1988] with the notable exception of Montgomery [1999]. We
explore headcut dynamics at a field site on the eastern plains of Colorado, U.S., in the Great Plains
physiographic province (Figure 3.1). We use the principles of headcut erosion from the previous
models and field observations to develop a conceptual model for headcut erosion in section 3.5 and
a numerical model in section 3.7.
3.4.1 Geology and Climate
The site lies along an escarpment that forms the western edge of the West Bijou Creek
drainage basin in eastern Colorado, U.S. The underlying rocks are subhorizontal sedimentary de-
posits of the Denver Basin, which is a foreland basin east of the Front Range containing strata
emplaced during the Laramide orogeny [Barclay et al., 2003]. The late Cretaceous (70–80 Ma)
to Eocene age (35–55 Ma) Denver Formation is composed of sandstone, mudstone, and lignite
[Barclay et al., 2003]. Most rock on the site is fissile and weakly resistant to erosion. The soils on
the site are typically loam or clay-loam, and an X-ray diffraction analysis of six soil samples from
headcuts showed that smectite, a shrink-swell clay, composed 20% of the clay minerals identified
in the soil.
The West Bijou Creek site has a semiarid climate with an average annual precipitation on
the order of 300—450 mm, the majority of which (70—80%) falls between April and September
[Doesken et al., 2011]. The winter storms are typically low-intensity frontal rainstorms and snowfall.
Summer precipitation comes from convective thunderstorms, which can deliver 100 mm of rain in
a few hours [Doesken et al., 2011].
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Figure 3.1: (a) Site location shown as black star on map of U.S. (b) Shaded relief image gener-
ated from a 1 m lidar DEM (based on airborne laser-mapping data acquired on 23 April 2007).
Highlighted watersheds are used for modeling the relationship between drainage area and headcut
migration. White star indicates location of photo. (c) Photo of typical gully headcut.
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3.4.2 Gully Networks
A low-relief surface occupying the western portion of our site is incised by gullies cutting down
toward West Bijou Creek (Figure 3.1b). The gullies show signs of cut/fill cycles resembling the
discontinuous ephemeral channels described by Bull [1997]. These signs include abandoned alluvial
terraces and headcuts that primarily cut into alluvial fill that was deposited during a previous fill
cycle. Headcuts at our site fit the morphologic description of abrupt channel heads [Montgomery
and Dietrich, 1989] (Figure 3.1c), and often, two or three such steps occur in a series along the same
valley. Typical gully longitudinal profiles show overall upward concavity but local convexity at the
headcut lip and just downstream of the headcuts (Figure 3.2). The convex reaches downstream of
headcuts are similar to the in-channel fan deposits described by Montgomery [1999], where much
of the sediment eroded from the headcut is stored. In flume experiments, Bennett [1999] showed
that regardless of the slope upstream, sediment deposited downstream of the headcut had a slope
of 0.024. At our study site the first 10 m downstream of a headcut tend to be much steeper than
the average slope from the headcut to the drainage basin outlet (Figure 3.2).
3.4.3 Hydrology
Qualitative observations of the hydrologic drivers of headcut erosion were obtained from
monthly site visits and three time-lapse cameras, which take photos every hour during daylight
hours, annually. Two time- lapse cameras are located 10 m from the headcuts, and one is positioned
within 2 m of a headcut face. Overland flow within valley bottoms was only observed during
brief periods following heavy convective rainstorms during the summer and autumn. These flows
typically last for one to a few hours. We have never observed seepage flow at the base of headcuts
during our monthly visits to the study area.
3.4.4 Observed Headcut Failure
Centimeter- to decimeter-scale fractures lace the alluvium and bedrock exposed in headcuts
and gully side walls. The dominant fracture orientation is subparallel to the walls. These sub-
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Figure 3.2: (a) Four tributaries of a gully network overlain on a 2006 aerial photo. Square pixels
define stream paths to each headcut location (circles). (b) Longitudinal profiles of tributary streams
shown in Figure 3.2a. The headcuts correspond to the same terrace level (black line) which is
mapped from the terrace in the main valley. An apparent offset is simply an artifact of projecting
the data in 2-D. Three of these headcuts cluster near longitudinal distances of 300 m, and the fourth
headcut (with a much smaller drainage basin) is at 200 m. A headcut from an older generation
(with a higher matching terrace level) is at 380 m. The upper limit of each profile is the drainage
divide (not visible in Figure 3.2a). Profiles were obtained from a 1 m DEM generated from filtered
airborne laser swath mapping data flown in 2007.
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parallel fractures commonly delineate decimeter-scale slabs of material. Fracture-bounded slabs
occasionally slide or topple from the walls, leaving heaps of debris along the base, which is also
observed by Istanbulluoglu et al. [2005] and Montgomery [1999]. Time- lapse photography reveals
examples of slab failures that are variously correlated with summer flash floods (Figure 3.3a), winter
snowmelt (Figure 3.3b), and prolonged summer dry periods (Figure 3.3c).
Although fracturing results in uneven blocks of soil on the headcut face, headcut erosion is
not random. Rather, there is a typical erosional sequence observed at our field site and by other
researchers [Bradford and Piest, 1980; Montgomery, 1999]. Slab failures occur along the face of the
headcut below the root zone, leaving behind an overhanging block retained by grass roots along
the headcut rim. Overhang failure follows when the block weight exceeds the grass root strength.
Sediment from both types of mass-failure event is stored at the headcut base until overland flow
removes the sediment (Figure 3.4).
Based on field observations shortly after flash floods, relatively little erosion occurs immedi-
ately upstream of headcuts due to a dense vegetative mat of native grasses, such as blue gramma
(Bouteloua gracile), green needle grass (Stipa viridula), and buffalo grass (Buchloa dactyloides).
In the first several meters downstream of headcuts, the soil tends to be mostly bare, with sparse
Canada thistle (Breea arvense) and sunflower (Helianthus annuus). These species are known to
thrive in wet and disturbed soils, indicating that erosion events frequently uproot or bury plants
in this zone (L. Gilligan, Colorado Natural Heritage Program, personal communication, 2013).
The area of sparse vegetation varies in length from 0 to 10 m and grades into more dense veg-
etation downstream. In the aftermath of flash floods, one commonly observes fresh deposits of
sediment eroded from the sparse vegetation zone and deposited on top of fluvially matted grass
stems downstream.
3.5 Conceptual Model
The observations of gully morphology and dynamics at West Bijou Creek suggest the following
conceptual model (Figure 3.5). Gully headcuts and sidewalls retreat primarily by weathering and
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Figure 3.3: Headcut block failure under different soil moisture conditions. (top) Prefailure surface
image, and (bottom) postfailure image (arrows indicate location of failure). (a) Failure following a
thunderstorm with channelized overland flow (headcut height 3 m). (b) Failure following snowmelt
(headcut height 2 m). (c) Failure during dry period of 11 days without precipitation (headcut
height 3 m).
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Figure 3.4: (a) Wall pop-out failure leaving an overhang (indicated by arrow). (b) Overhang failure.
(c) Fluvial erosion moves sediment away from the headcut base on 17 June 2011. This headcut is
approximately 3 m tall.
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collapse of exposed soil, sediment, and bedrock. Similar to findings by Montgomery [1999], we
observe that drying of these materials between storms leads to contraction as the smectite clays
dehydrate, which forms networks of fractures and creates fracture-bounded blocks subparallel to
gully heads and walls. These blocks then collapse either when crack propagation proceeds past
the point where the cohesion force can support the block’s weight, or when temporary near-surface
saturation adds pore pressure [Istanbulluoglu et al., 2005; Montgomery, 1999] and reduces apparent
cohesion. Winter block detachment may also occur through ice-lens growth and subsequent melting.
The detached material accumulates along the base of the walls and headcut. Debris delivered to the
base of the headcut is remobilized during summer flash floods, and redeposited further downstream.
These processes contribute to the upstream migration of the headcut as well as widening of the
valley downstream of the headcut, as walls gradually retreat from the valley centerline.
In laboratory headcuts with a relatively small ratio of height to flow depth, plunge- pool
scour plays an important role in undermining the step face. For headcuts with a large ratio of
height to flow depth, such as those shown in Figure 3.4, we hypothesize that the direct influence
of plunge- pool scour is relatively minor. For example, following a plunge- pool erosion event in
June 2011, we observed that the center of the plunge pool was located 1.5 m from the headcut
face, with an approximate diameter of 0.5 m and a depth of 0.3 m. Because the margins of the
pool were separated from the face, the plunging jet had limited contact with the wall face and was
fully aerated. Moreover, similar to Montgomery [1999], we saw no evidence of undercutting of the
headcut from either a plunging jet or turbulence from a plunge- pool. Therefore, we assume that
jet impingement erosion is negligible.
One implication of this conceptual model is that headcut height is set by the competition
between sediment delivery to the headcut base by wall collapse, and sediment evacuation by flash-
flood erosion. If indeed headcut retreat is driven primarily by the generation and episodic release
of fracture-bounded blocks, then the retreat rate must be set by the rate of fracture propagation
(presumably by clay shrinkage [Montgomery, 1999]), by the frequency of headcut saturation events
sufficient to destabilize the blocks, or both. Moreover, it is beneficial to understand if saturation is
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primarily influenced by local processes (e.g., rain and snowmelt) or water discharge arriving from
upstream during flash floods. We can assess the relative control of local or upstream discharge on
headcut saturation by determining the degree of correlation between retreat rate and drainage-basin
area, a surrogate for water discharge.
3.6 Relation Between Headcut Retreat Rate and Drainage Area
To determine whether headcut retreat rate correlates with upstream drainage area, as in
equation (3.2), we compare the positions of headcuts in four tributaries of the gully network shown
in Figure 3.2. We studied headcuts that have a common point of initiation through field mapping of
a paired terrace, which extends downstream from all of the headcuts to a main valley (Figure 3.6).
This terrace is also observed in longitudinal profiles from the airborne lidar (Figure 3.2b). The
common terrace at each headcut shows that as the central headcut moved upstream, it bifurcated
at each tributary junction. Headcuts on the larger tributaries appear to have migrated further
upstream than those on smaller tributaries, as has been found in studies of bedrock knickpoint
propagation [Crosby and Whipple, 2006; Berlin and Anderson, 2007] (but see Weissel and Seidl
[1998] for a counterexample). And while the location of some bedrock knickpoints can result from
a channel incision threshold, this is clearly not the case for the headcuts in this study, which are
actively migrating.
To analyze headcut migration patterns, we used airborne lidar that was collected by the
National Center for Airborne Laser Mapping (NCALM) on 23 April 2007 over our field location,
resulting in a 1 m resolution digital elevation model (DEM) of the site. We identified headcut
locations by calculating the topographic curvature in the profile direction from the 1 m DEM.
Locations in the DEM with curvature less than -−15 cm−1 effectively highlight topographic con-
vexities. From these areas of negative curvature we select DEM cells with a drainage area greater
than 5000 m2 to exclude any steep cliffs on channel or valley walls (Figure 3.7). Headcuts identified
by these thresholds correspond to headcuts observed in the field, and no headcuts visible in aerial
photos were missed by the algorithm.
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Figure 3.5: Conceptual model of the processes occurring at the headcut.
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Figure 3.6: Series of time steps showing how headcuts migrate upstream into an alluvial filled valley
and leave behind terraces.
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Figure 3.7: Identification of headcut locations based on curvature. Dashed circles outline the
location where large drainage area (> 5000 m2) crosses with negative curvature (< −15) to identify
the headcut pixel.
64
We selected a set of four headcuts that can be identified in both a 2006 and a 1957 aerial
photograph of the site (Figure 3.2). Using these image pairs, we estimated the total migration
distance of each headcut over the 49- year period between images. These measurements were
then used to calibrate values of K and m in equation (3.2). To accomplish this, we modeled the
upstream migration of each headcut along flow paths delineated from the DEM using a steepest-
descent routing algorithm (Figure 3.2). The headcut transit time across each cell, dt, is given by
inverting equation (3.2):
dt =
dx
KAm
, (3.3)
where dx is the distance between cells (either 1 m or
√
2 m, depending on whether the
flow path direction is orthogonal or diagonal). The total predicted transit time (Tp) is then the
sum of the individual cell travel times. The best fitting parameters were found by repeating the
calculations with different values of K and m and calculating the misfit for each parameter pair as
the sum of the position differences between modeled and observed headcuts:
E = (Tk − Tp)2, (3.4)
where E is the misfit, Tk is the known time of retreat (49 years), and Tp is the predicted
time of retreat. The resulting best- fit values are m = 0.57 and K = 0.0021 m−0.14 yr−1. These
parameters result in an error (E) of ± 3 years. A 10% change in either the m or K value results
in error ranging from ±7 to 42 years. The roughly square- root dependence on drainage area is
consistent with a study of bedrock knickpoint retreat [Berlin and Anderson, 2007]. Additionally,
this analysis assumes uniform K values in a watershed, which is not unreasonable considering the
similar soils throughout the study area.
We applied the calibrated model in three watersheds by finding headcuts that had moved up
tributaries and originated from a single headcut on the main stream of the channel (Figure 3.1).
We ensured that headcuts used in our analysis had a common origin through field mapping of
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paired terraces and only applied the model on watersheds with limited anthropogenic interference.
If equation (3.3) is accurate, then each headcut in a given watershed should have the same total
transit time Tp. As might be expected, Tp varies somewhat among the various headcuts, but in
each case it fell within 35% of the mean transit time for headcuts within the same watershed
(Table 3.1). This suggests that equation (3.2) provides a reasonable description of the relationship
between migration rate and drainage area, and from this we can infer that saturation from overland
flow may play a role in headcut migration, as speculated in section 3.5. This analysis implies that
it has been 150-400 years since the headcuts in each basin diverged from a single headcut in the
main channel. We also compare the total travel distance of a headcut to the summation of the
drainage area at each cell along a headcut path (Figure 3.8). Because headcuts originate at larger
drainage areas and have faster retreat rates early in time, the summation of drainage area accurately
accounts for the full migration path of the headcut. A simple regression between drainage area at
the current headcut location and travel distance does not account for changes in retreat rate, and
therefore a poor relationship is observed (Figure 3.8).
Table 3.1: Time for Headcut Propagation in Three Watersheds.
Watershed Predicted Time1 Residual Time Normalized Time
Tp abs(Tp-Tp) Residual/Tp
Years Years
WS8 246 20.25 7.61%
WS8 279 12.75 4.79%
WS8 273 6.75 2.54%
WS8 267 0.75 0.28%
WS6 344 33.5 12.58%
WS6 350 27.5 10.33%
WS6 407 29.5 11.08%
WS6 409 31.5 11.83%
WS5 267 69.5 35.18%
WS5 128 69.5 35.18%
WS2 211 4.3 2.10%
WS2 168 38.6 18.71%
WS2 241 34.3 16.61%
1. Predicted times are determined from the summation of equation 3.3, and an average time Tp is
determined for each watershed independently.
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Figure 3.8: (a) Total travel distance from a point of headcut initiation in relation to the accumulated
drainage area from each pixel within the path of the headcut as it moves upstream. A best- fit power
law trend line obtains an exponent that approximates the square root of accumulated drainage area.
(b) A weak relationship between drainage area and travel distance is obtained when the accumulated
drainage area is not taken into account.
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3.7 Numerical Model
We have identified a strong relationship between headcut retreat and drainage area (Fig-
ure 3.8), and we would like to know how the processes involved in headcut retreat influence the
overall gully longitudinal profile. We hypothesize that gully morphology arises from a relatively
simple interaction between weathering, mass wasting, and water-driven sediment transport. To test
this hypothesis, we have formulated and solved numerically a model of gully profile evolution. The
model expresses the conceptual view (Figure 3.5) in mathematical terms, using process equations
that are amenable to field and/or laboratory testing. The model is based on water and sediment
mass conservation with steady, nonuniform discharge, headcut weathering, and fluvial sediment
transport. The hydrology of each year is treated the same, with a single rainfall value that is
assumed to be representative of the natural sequence of storms and droughts. Moreover, we model
headcut retreat as the integral of annual weathering, rather than individual events. These model
equations are described next, and specific parameter values are noted in section 3.8.
3.7.1 Conservation of Mass: Water
For overland flow, we assume steady- state discharge per unit width specified by
q =
(P − I)
B
A, (3.5)
where P is precipitation rate, I is infiltration rate, B is the bottom width of the channel
(uniform), and A is drainage basin contributing area. Basin area is calculated from downstream
distance along the valley profile, x, using Hack’s law [Hack, 1957]:
A = fxH , (3.6)
with the values f = 0.19 and H = 2.3, which were derived from the DEM of the study
catchment. The flow depth h is calculated using a modified form of the Manning roughness equation
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that uses unit discharge and where hydraulic radius is replaced by the flow depth (a valid assumption
in this model where the median flow depth is 0.17 m),
h =
( qnm
S1/2
)3/5
, (3.7)
where nm is the Manning’s roughness coefficient (Table 3.2) and S is the channel bed slope
dht
dx .
3.7.2 Conservation of Mass: Sediment
To model sediment transport, we use an equation that explicitly represents the entrainment of
particles from the bed into the flow (either through suspension or bedload transport) and resettling
of particles back onto the bed, with a continuity of mass equation expressed as:
∂hT
∂t
=
d− e
(1− φ) , (3.8)
where hT is bed elevation (defined as the immobile interface below the active bed), d is the
deposition flux (volume per unit time per unit bed area) of sediment settling from the water column
and active bed layer onto an immobile channel boundary, e represents the erosion flux from the
immobile channel boundary into the active bed layer and water column, and φ is the porosity of
sediment on the bed. When combined with mass conservation for the water column, defined below,
this formulation allows for a lag in the flow hydraulics and can be simplified into the Exner equation
if the length scale of sediment transport approaches zero [Davy and Lague, 2009]. The erosion flux
is modeled using a generic excess-shear stress equation [Howard and Kerby, 1983; Sanford and Maa,
2001],
e = k(τ − τc), (3.9)
where k is the erodibility constant, τ is the bed shear stress, and τc is a critical shear stress
below which no erosion occurs. Bed shear stress for steady, uniform, wide-channel flow is
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τ = ρghS, (3.10)
where ρ is water density, and g = gravitational acceleration. The deposition rate depends
on the product of settling velocity and sediment concentration. Following Davy and Lague [2009],
this can be expressed as
d = d∗csνs (3.11)
cs =
qs
q
, (3.12)
where d∗ is a dimensionless parameter representing the ratio of near-bed sediment concentra-
tion to the vertically averaged concentration, cs is the vertically averaged total sediment concentra-
tion in the water column, νs is the settling velocity, and qs is the sediment discharge per unit width
derived from the stream bed. We account for the coarse and fine grain- size fractions separately
by using different d∗ and νs values for different grain- size classes. Consequently, the values of d∗
and νs are large for the coarse sediment in the active layer near the bed and small for the small
particles occupying the suspended and wash load (see Appendix A for a detailed description).
In addition to fluvial sediment, we also route the sediment derived from headcut wall retreat.
The headcut is treated as a local source of sediment with a volume flux per unit valley width:
Vr = RHc, (3.13)
where Vr is the rate of sediment eroded per unit valley width, R is the retreat rate, and Hc
is the height of the headcut. Motivated by the observation that slump deposits tend to accumulate
within a few meters of the main headcut face, we describe the depositional pattern of headcut-
derived sediment using an exponential pattern that decays downstream from the headcut face:
dhc(l) =
Vr
l∗
e
−l
l∗ , (3.14)
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where dhc is the deposition rate due to wall collapse downstream of the headcut, l is the
distance downstream of the headcut, and l∗ is a characteristic length scale for wall- collapse deposits.
This rule mimics the observation that the thickness of slump deposits tend to taper downstream
over a distance of one to several meters.
We combine equations (3.8)–(3.14) to obtain an equation for bed evolution:
∂hT
∂t
=

qs
q
νs−k(τ−τc)
1−φ +RHc
1
l∗ e
−l
l∗ if τ > τc;
qs
q
νs
1−φ +RHc
1
l∗ e
−l
l∗ if τ <= τc.
(3.15)
Equation (3.15) necessitates an expression for the sediment discharge, qs. To provide this,
we look at the continuity of mass (sediment) undergoing active transport in the water column.
Sediment concentration in the water column is a function of any erosion or deposition from the
stream bed, the net flux of sediment in transport, and the incoming sediment from lateral sources.
In one dimension, this can be expressed as
∂csh
∂t
= e− d− ∂qs
∂x
+ qslat, (3.16)
where qslat represents the sediment flux (volume per bed area per time delivered to the water
column from tributaries and hillslopes (qslat = 1×10−3 m/yr). We assume a quasi-steady sediment
concentration with time such that ∂(csh)∂t = 0 and solve for qs to obtain
qs(x) =
∫ x
0
(e(x)− d(x) + qslat) dx. (3.17)
Equations (3.17) and (3.15) are then solved numerically.
3.7.3 Headcut Erosion
The final ingredient in the model is the upstream migration of the headcut. The observed
relation between headcut retreat rate and drainage area could be due to a variety of erosional
processes. Here we consider two alternative hypotheses: retreat rate is a function of (1) discharge
(which varies directly with drainage area (equation (3.5)) or (2) headcut height, which may vary
71
autogenically with drainage area. These hypotheses will be formulated in relation to a constant
retreat rate, which is derived from aerial photo observations. The headcut is treated as a discrete
step in the solution space, and it moves upstream with a prescribed velocity. The constant retreat-
rate is Rc = 0.5 m/yr, based on the average retreat rate (0.48 m/yr)) for four headcuts measured
between aerial photos from 1957 and 2006 (note that this may not reflect the average value of all
gullies in the study region).
We define a discharge-dependent retreat rate rule as
Rw = a
√
qh, (3.18)
where Rw is the water discharge retreat rate, a = η
Rc√
q0
, q0 is discharge at the gully outlet,
and qh is the discharge at the headcut. All discharge at the headcut is normalized by q0, which
represents the maximum flow in the watershed. Because discharge is a function of drainage area
(equation (3.5)), equation (3.18) mimics our lidar observations showing that headcut retreat goes
approximately as the square root of drainage area. Additionally, we multiply the fraction qhq0 by a
factor of η = 2 (a model assertion) so that when
√
qh is half of
√
q0, Rw will achieve the average
retreat rate observed in the photos. In studies which show that headcut migration is driven by
upstream drainage area, the variable of drainage area is typically used as a proxy to describe water
discharge e.g., [Burkard and Kostaschuk, 1997; Vandekerckhove et al., 2001]. Consequently, equa-
tion (3.18) allows us to test whether field-observed relationships between headcut migration and
water discharge can produce realistic topography in our model. Mechanistically, water discharge in-
fluences headcut migration through processes such as headcut saturation mass- failure and removal
of sediment buttressing the headcut [Montgomery, 1999].
A height-dependent retreat rule is formulated as
Rh = bhh, (3.19)
where Rh is the height -dependent retreat rate, b = ζ
Rc
hmax
, hh is the height of the headcut,
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hmax is the maximum expected headcut height (based on the maximum field -observed height),
and we assign ζ = 2. This rule linearly scales the observed average retreat rate as a function of
headcut height relative to a maximum headcut height. Empirical observations show that headcut
height is related to retreat rate [Vandekerckhove et al., 2001], and modeling shows that as headcut
height increases, stability decreases, leading to headcut failure [Istanbulluoglu et al., 2005]. Be-
cause mechanical erosion from tension crack weathering [Montgomery, 1999] or local soil saturation
from snowmelt are not influenced by upstream drainage area, this retreat equation provides an
alternative hypothesis to discharge- dependent migration. Consequently, this formulation enables
us to explore whether headcut retreat would autogenically decrease with upstream drainage area,
without explicitly specifying this condition.
3.7.4 Numerical Model Setup
The numerical model is implemented using an explicit finite-difference solution in which the
longitudinal profile is divided into cells of length ∆x. The initial model longitudinal profile is
an idealized version of an actual field slope, with a 2 m drop representing a headcut near the
downstream end of the model domain. The total length of the profile is 469 m, which is the
distance between a drainage divide and a channel outlet at our field site. To implement upstream
headcut migration, the headcut is initially positioned at the boundary between two cells. During
each model time- step, its horizontal position is updated. To accommodate this motion, the length
of the downstream cell is increased while that of the upstream cell is shortened. When the length
of the downstream cell reaches 1.5∆x, the cell geometry switches such that the headcut becomes
the boundary between the next pair of cells upstream. The length of the original downstream
cell returns to its original value (∆x), while the length of the new headcut cell pair is adjusted
to accommodate their new position. In this manner, the headcut migrates “through” the array
of cells that represents the longitudinal profile. In addition, the cell immediately upstream of the
headcut is treated as an internal boundary by assigning it a slope value equal to that of its upstream
neighbor. The slope for the rest of the profile is determined using S =
−hTi+1−hTi
∆x . This method
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Table 3.2: Table of Parameter Values.
Parameter Value
k 1.4× 10−6 sm2kg
n for Grass 0.05
n for Bare Soil 0.022
τc for Grass 140 Pa
τc for Bare Soil 6.2 Pa
l∗ 1 m
Rc 0.5 m/yr
B 1 m
νs 3.47× 10−3 m/s
φ 0.5
prevents the model from treating the headcut as a steep ramp.
3.8 Model Experiments and Results
3.8.1 Sensitivity Analysis
To map out the behavior of the model and isolate the role of each of its components, we
performed sensitivity experiments that introduce elements of reality one by one. The first model
run represents a case with a constant rate of headcut migration (equation (3.13), Rc = 0.5 m/yr)
and exponential downstream deposition (equation (3.14)) but without additional fluvial erosion
above or below the headwall (Figure 3.9a). The basal deposit length scale, l∗, is assigned a default
value of 1 m, comparable to the scale of wall- collapse deposits in the field. With this scale of
deposition and without fluvial erosion, the initial headcut accumulates debris at its base each time
it moves back, becoming shorter until a step no longer exists (Figure 3.9a, inset). This behavior
contrasts with the pattern of evolution when l∗ = 100 m. This case represents a situation in which
the transport distance of slump deposits is much greater than the height of the headcut. Although
l∗ = 100 m is physically unrealistic, the fact that it creates a more realistic profile indicates that
sustained headcut retreat requires evacuation of sediment from the headcut face.
The model run shown in Figure 3.9b introduces fluvial erosion and deposition. Here, the
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Figure 3.9: Model calculations showing valley longitudinal profile evolution. Rate of headcut retreat
is constant in each case. (a) Deposition from headcut retreat using l∗ = 1 m and l∗ = 100 m,
with no fluvial processes. Inset shows close-up of l∗ = 1 m. (b) Fluvial erosion and uniform
discharge. Slope surface is clay-loam soil. (c) Fluvial erosion and uniform discharge. Slope surface
is grass upstream of the headcut, and bare clay- loam soil downstream. (d) Fluvial erosion and
downstream-increasing discharge (equations (3.5) and (3.6)). Slope surface is grass upstream of
the headcut, and bare clay-loam soil downstream. (e) Fluvial erosion and downstream-increasing
discharge. Slope surface is entirely grass. (f) Fluvial erosion and downstream-increasing discharge.
Slope surface is grass excluding a 4 m clay-loam soil zone downstream of the headcut.
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discharge has a constant value of 0.1 m2/s, which is consistent with discharge estimates for typical
flash floods in the study catchment. The substrate is assumed to consist of bare soil; the critical
shear stress τc and erodibility coefficient k are based on field experiments on clay-loam soil [Elliot
et al., 1989] (Table 3.2). For completeness, the model simulates erosion upstream and downstream
of the headcut. Fluvial erosion downstream of the headcut is sufficient to transport sediment eroded
from the headcut, and therefore the headcut grows in height until upstream erosion causes headcut
lip lowering. The easily erodible bare soil upstream of the headcut results in a much different profile
from model runs where upstream erosion is limited by highly resistant vegetation.
Active gullies in the field area usually have a vegetated valley surface upstream of the headcut
and a bare, actively scoured channel downstream. Figure 3.9c illustrates an analogous case in
which the upstream valley floor has a resistant vegetation carpet, represented by a high critical
shear stress [Prosser and Dietrich, 1995] and a higher roughness (Table 3.2). In this case (using a
constant discharge), erosion is concentrated downstream of the headcut, so that the headcut height
grows through time as it migrates upstream.
In Figure 3.9d, discharge increases downstream according to Hack’s law (equations (3.5)–
(3.6)). The upstream boundary condition for discharge is set by the drainage area of the first
cell (0.0075 m2), and discharge increases downstream according to equations (3.5)–(3.6). The
precipitation used in this model is 35 mm/h, and infiltration is 20 mm/h. The corresponding
downstream increase in shear stress is sufficient to exceed the high erosion threshold along a portion
of the grass-covered valley upstream of the headcut, creating a slope break. This has the additional
effect of eroding the headcut lip.
The unrealistically tall headcut heights achieved in Figures 3.9c and 3.9d suggest that another
process is needed to prevent such deep incision downstream of the headcut; thus, in Figure 3.9e
we show a model where the entire profile has the resistance of grass. This inhibits fluvial erosion
of material deposited during headcut weathering. Consequently, the headcut rapidly dwindles as
wall- collapse deposits accumulate at its base.
In Figure 3.9f, we introduce a frequently observed vegetation pattern at our field site, which
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is a bare soil zone that extends four meters downstream from the base of the headcut that grades
into dense grass further downstream. This model shows deposition extending downstream from
the bare soil-grass zone interface, which produces a local convexity downstream of the headcut.
Deposition overpowers erosion downstream of the headcut because (1) the erosive shear stress near
the headcut is weak due to the low slope, and (2) downstream vegetation retards erosion.
Figure 3.9f also shows a dynamic headcut height adjustment. The headcut height starts
at 2 m. At the downstream end of the model, erosion capacity is higher than deposition from
headcut weathering, and so the headcut height increases to more than 3 m. As the headcut moves
upstream, erosion capacity declines, but headcut weathering remains the same, resulting in a final
headcut height of 2 m. Among the sensitivity experiments illustrated in Figure 3.9, it is this
scenario (Figure 3.9f) that most closely resembles gullies at our study site. Key similarities include
relatively limited change in step height as the headcut migrates upstream, aggradation within the
valley downstream of the headcut, and a subtle convexity in the longitudinal profile downstream
of the headcuts, near the transition from erosion to deposition (Figure 3.2).
Among the sensitivity tests, we also varied the bottom channel width with the relationship
B = kwA
0.5. However, we found little change in the model results, which are not shown because
they are nearly identical to those shown in Figure 3.9. In this system, where the maximum channel
widths are tens of meters across, we found that changing channel width did not significantly alter
the longitudinal profile. In this case, doubling the channel width results in approximately halving
of the water depth, which cuts the shear stress by a similar factor. By contrast the effective critical
shear stress (vegetated versus unvegetated) can vary over two orders of magnitude. We suspect,
therefore, that in a grassland environment like that of our study area, channel- width dynamics
are subservient to vegetation dynamics. We acknowledge that undulating narrow and wide channel
reaches could affect erosion and deposition patterns; however, we did not add this complexity into
the model.
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3.8.2 Headcut Migration Rate
Figure 3.10 compares the longitudinal profile evolution in cases with (1) constant headcut
migration rate, (2) a migration rate that depends on discharge (equation (3.18)), and (3) a migration
rate that depends on headcut height (equation (3.19)); the remaining parameters are the same as
in Figure 3.9f. The three different migration rates are shown at two model times, 250 years
and 700 years. At all times, the constant retreat rate moves the headcut further upstream than
either the discharge or height -dependent retreat rates. This result is specific to the chosen value
for constant retreat. After 250 years the height-dependent headcut is retreating faster than the
discharge- dependent headcut. The change in retreat rates over model time can be compared using
a nondimensional number, herein referred to as the retreat ratio, RR =
RHc
νsl∗ (Figure 3.11). The
retreat ratio expresses the balance of sediment derived from headcut weathering versus sediment
settling from fluvial erosion. Finally, the height-dependent rule does show an autogenic decrease in
headcut height with upstream drainage area (Figure 3.12).
3.8.3 High Versus Low Rainfall
Comparison of models with low or high precipitation intensity (Figure 3.13) illustrates the
importance of flash- flood discharge for gully morphology and evolution. The low rainfall intensity
scenario shows a headcut becoming buried as it moves upstream because there is not enough water
discharge to move sediment away from the base of the headcut (Figure 3.13). The higher
rainfall intensity scenario can move more sediment away from the base of the headcut, so
initially it creates a larger headcut. However, the larger rainfall can also erode through the grass
upstream of the headcut and therefore it begins to cut down the headcut lip which ultimately
decreases headcut height (Figure 3.13). Note that these models use a constant headcut migration
rate, discharge increases downstream according to Hack’s law, and full grass cover excluding a 4 m
zone downstream of the headcut, as done in the Figure 3.9f scenario.
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Figure 3.10: Discharge-dependent and height-dependent weathering rates compared to a constant
weathering rate of 0.5 m/yr. Model profiles shown for t = 250 years and t = 700 years.
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Figure 3.12: Comparison of a field longitudinal profile (HC1 in Figure 3.2) with modeled profiles.
This model uses a bare- soil zone of 4 m, variable discharge, and precipitation = 35 mm/h. (a)
Model result using the height-dependent retreat rate. Total model time shown is 500 years. (b)
Model result using the discharge-dependent retreat rate. Total model time shown is 400 years.
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Figure 3.13: Models showing the change in longitudinal profile with variations in rainfall. Aside
from precipitation, all model parameters are the same as in Figure 3.9f. (a) Rainfall intensity =
22 mm/h. (b) Rainfall intensity = 45 mm/h.
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3.8.4 Model-Field Comparison
When the variable retreat rate models are run with the combination of processes and param-
eters shown in Figure 3.9f, the computed longitudinal profile downstream of the headcut bears a
strong resemblance to the longitudinal profile of the study catchment (Figure 3.12). The models
retain a distinct headcut, and the slope downstream from the headcut shows a gently concave-
upward profile. The models also produce a short convex-up reach directly downstream of the
headcut where sediment is deposited from headcut weathering. This feature is similar to the subtle
convex-up in-channel fans 1–10 m downstream of the headcuts observed at our field site. The
discharge-dependent retreat model slows as it retreats upstream (Figure 3.12), which better fits the
field observations (Figure 3.8).
3.9 Discussion
We find that headcut retreat rate is related to drainage area at our field site, which agrees
with existing gully research [Burkard and Kostaschuk, 1997; Vandekerckhove et al., 2001; Radoane
et al., 1995]. In fact, for equation (3.2) the best- fit exponent of 0.57 is comparable with statistical
models of the same form [Burkard and Kostaschuk, 1997; Vandekerckhove et al., 2001], and bedrock
knickpoint retreat [Berlin and Anderson, 2007]. Perhaps headcuts with greater drainage area
migrate faster because more water discharge is available for headcut saturation, accelerating slab
failure [Istanbulluoglu et al., 2005]. Alternatively, it may point toward a cross-correlated variable
such as headcut height, which could influence retreat rate by, for example, allowing for deeper
tension cracks that destabilize headcuts and increase retreat. At present, our data do not permit
us to distinguish among these possibilities. Because equation (3.2) is not sufficient to explain all
of the processes that contribute to headcut migration, we developed a numerical model to isolate
the competing factors.
We explored the controls on headcut morphology with the numerical model. We found that
a headcut will grow, shrink, or remain relatively constant in height from the competition between
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headcut weathering and fluvial erosion, largely influenced by the channel critical shear stress. A
substrate of bare soil downstream of the headcut (low critical shear stress) is vulnerable to fluvial
erosion, which increases headcut height (Figure 3.9c). Headcut height decreases when deposition
outpaces fluvial transport of material from the headcut base (Figure 3.9e). A nearly constant
headcut height is maintained when debris from headcut failure can be eroded by fluvial processes,
but the downstream channel is relatively resistant to fluvial erosion (high critical shear stress)
(Figure 3.9f).
The numerical model was, likewise, helpful in identifying the necessary and sufficient condi-
tions required to maintain a near-vertical headcut, a key morphological feature of headcuts observed
at our field site. Even in our model in which vertical and migrating headwalls are imposed, we
found that in the absence of fluvial erosion sediment will accumulate immediately downstream of
the headcut eliminating the abrupt slope discontinuity (Figure 3.9a), as conceptualized by Mont-
gomery [1999]. Consequently, fluvial erosion is necessary to preserve a near-vertical drop, by moving
sediment away from the headcut base. Additionally, the role of fluvial erosion in maintaining a
sharp headcut is modified by the substrate erodibility. When sediment downstream of the headcut
is bare soil, a stepped headcut can be achieved (Figure 3.9c), but if the substrate is covered by
hard- to-erode grasses, fluvial erosion is insufficient to keep a headcut from becoming a graded slope
(Figure 3.9e).
Gullies observed at our field site have an overall concave profile. The numerical model helps
to explain how to achieve this profile while maintaining a migrating headcut. A steep convex-up
channel is generated if sediment downstream of the headcut is easily eroded and sediment does not
accumulate downstream of the headcut (Figure 3.9c). Overall channel concavity is achieved with a
short bare- soil zone downstream of the headcut and grass throughout the rest of the channel. This
allowed for continuous aggradation but not so much that it buried the headcut (Figure 3.9f). The
precipitation rate influences channel concavity by affecting the rate of fluvial incision (Figure 3.13).
Numerical model simulations show that the key to reproducing a realistic channel profile is
the pattern of vegetation. A model run with a grass- lined channel, excluding a 4 m vegetation-free
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zone downstream of the headcut, produced the closest match to the longitudinal profile of our field
site (Figure 3.12). This configuration allows fluvial erosion to remove wall- collapse debris, which
maintains headcut height. Material scoured from the bare- soil zone is deposited downstream,
aggrading the channel. Consequently, the numerical model reveals that both headcut height and
the downstream slope evolution are largely controlled by the vegetation pattern. These data confirm
the conceptual model proposed by Montgomery [1999] for abrupt channel headcut evolution.
The controls on vegetation growth at the field site appear to be related to the frequency of
disturbance by both fluvial and headcut failure. Site monitoring shows that in the early spring
vegetation may grow back near the headcut, but headcut failure often buries this new sprouting
vegetation. Moreover, because the zone immediately downstream of the headcut is sparsely vege-
tated, fluvial erosion is especially active near the base of the headcut. Vegetation reestablishment
would thus require a rare scenario; cessation of headcut sedimentation, a hiatus from fluvial erosion,
and sufficient soil moisture to nourish seedlings. Consequently, as observed in the numerical model,
the bare soil zone creates a feedback that helps to maintain headcuts.
Although both the height-dependent and discharge-dependent retreats can reproduce the
observed topography (Figure 3.12), numerical modeling supports the hypothesis that total discharge
influences headcut retreat rate. Model runs with a height-dependent retreat rate show little decrease
in migration speed as the headcut moves upstream in the first 500 years (Figure 3.11). By contrast,
calculations with a discharge-dependent retreat rate predict that migration should slow as drainage
area shrinks (Figure 3.11), similar to the patterns observed at the field site. The numerical model
and field observations (Figure 3.8) point toward the importance of total discharge flowing over a
headcut as a primary control governing headcut retreat.
This research highlights the long-term geomorphic consequences of headcut migration and
fluvial erosion in gullies. Continuous upstream headcut migration without periods of headcut re-
burial result in paired terraces on either side of the gully channel, which are observed at our field
site. The concave-up longitudinal profile results from fluvial erosion that increases in the down-
stream direction, but is not strongly influenced by headcut deposition. Moreover, the vegetation
85
pattern found in the study channel proves to be important in controlling the headcut height and
the downstream slope.
3.10 Conclusions
This study uses remotely sensed field observations and numerical modeling to explore the
controls on headcut retreat, headcut height, and channel slope downstream from a headcut. We
show that a simple headcut retreat equation (equation (3.2)) can explain headcut positions within a
watershed, suggesting that headcut retreat diminishes with decreasing drainage area. A numerical
model with a physically- based rule set is developed to better understand the effects of headcut
erosion and deposition on a channel profile. The model results match the morphology observed
in natural gullies such as in-channel fans and channel concavity. The model runs most closely
resembling the field observations indicated that headcut height and channel slope downstream of
the headcut are controlled by the pattern of vegetation within a gully channel.
In this section, we justify the use of a single “effective” value of the adjusted sediment
deposition-rate coefficient ¯d∗vs. We derive an expression for ¯d∗vs under the assumption that there
are N grain- size fractions, and that the proportional concentration of each fraction in the flow is
constant.
Sediment deposition in our numerical model is described by equation (3.11). In order to
account for the deposition of different size fractions, we consider that the total sediment concen-
tration is the sum of the individual concentrations of sediment in each size fraction. Therefore,
equation (3.11) can be represented as
d =
1
N
n∑
i=1
csiνsid∗i (3.20)
where N is the number of grain- size categories, csi is the concentration of sediment for a
grain- size category i, νsi is the settling velocity for a grain- size category i, and d∗i is the near-bed
sediment enrichment factor d∗, calculated according to Davy and Lague [2009] for a grain- size
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category i. The fraction of each concentration in a grain- size category can be expressed as
fi =
csi
csTotal
(3.21)
where fi is the fraction of the sediment concentration within a grain- size category, and csTotal
is the total sediment concentration. We assume that the volumetric proportion, fi, of each size
fraction i is constant. Substituting the fractional concentration into equation (A.3), we obtain
d =
csTotal
N
n∑
i=1
fiνsid ∗i . (3.22)
Given the relationship
¯d∗vs =
1
N
n∑
i=1
fivsid∗i (3.23)
we simplify equation (A.3) to obtain:
d = csTotal ¯d∗vs (3.24)
Consequently, this approach takes into account the variety of grain- sizes within the fluvial
system. Some grain sizes will be prone to wash load, therefore they will experience d∗ values close
to unity, and low settling velocities. By contrast, sediment moving as bed load will have high d∗
values and high settling velocities.
To estimate ¯d∗vs for our study site, we averaged six grain size distributions obtained from
sediment samples in the gully channel (Table A.1). Although we only report the average values here,
the relative proportions are similar among the six samples. We determined the settling velocity for
each size fraction according to the following equation [Ferguson and Church, 2004]:
νs =
RgD2
C1ν + (0.75C2RgD3)0.5
, (3.25)
where R is the submerged specific gravity (assumed to be 1.65, representing quartz in water),
D is the representative diameter of the grain, C1 is 18, and C1 is 0.4. Therefore, using the values
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Table 3.3: Grain Size Distribution
Grain Size Category Representative Grain Size Settling Velocity d∗ Fraction of Grain Size
µm m/s
very coarse sand 1500 2.4x10−1 6968 0
coarse sand 750 1.32x10−1 133 0.0019
medium sand 375 5.76x10−2 8.5 0.016
fine sand 187.5 1.95x10−2 2.1 0.053
very fine sand 93.75 5.57x10−3 1.2 0.108
silt > 34 µm 48.25 1.55x10−3 1.1 0.133
silt < 34 µm 19 2.46x10−4 1.0 0.374
clay 4 1.1x10−5 1.0 0.311
in Table A.1 and equation (A.3), we account for the different deposition rates of different grain
size categories that are entrained by water. The data in Table A.1 result in a value of 5.78 × 10−3
for ¯d∗vs.
3.11 Notation
A drainage area, m2
a ratio used in the discharge-dependent headcut retreat rule
B Channel width, m
b ratio used in the height-dependent headcut retreat rule
cs sediment concentration
d deposition flux m/s
d∗ parameter representing the ratio of near-bed sediment to suspended sediment
dhc deposition rate of wall collapse, m
2/s
e erosion flux m/s
E erosion rate, m/yr
f Coefficient for hack’s law
g gravitational acceleration, m2/s
H exponent for hack’s law
Hc headcut height, m
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h water depth, m
hh headcut height, m
hmax maximum headcut height, m
hT elevation of immobile bed, m
I infiltration, mm/hr
K erosion/hydrology factor
k erodibility constant
l∗ length scale for wall collapse, m
l distance downstream of the headcut, m
m drainage area exponent
n slope exponent
nm manning n
P precipitation, mm/hr
q unit discharge, m2/s
qsLat annual sediment flux applied to channel bed, m
2/yr
qh unit discharge at the headcut, m
2/s
q0 unit discharge at the gully outlet, m
2/s
qs unit sediment discharge, m
2/s
R retreat rate, m/s
Rh height-dependent headcut retreat, m/s
Rc constant headcut retreat, m/s
Rw discharge-dependent headcut retreat, m/s
S slope
t time, s
Tk known retreat time measured from aerial photos
Tp predicted retreat time from the summation of equation 3.3 in a headcut path
Vr volume headcut retreat per time and valley width, m
2/s
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x distance in the upstream direction, m
z elevation, m
η coefficient in the discharge-dependent headcut retreat rule
ρ water density, kg/m3
φ porosity
τ shear stress, Pa
τc critical shear stress, Pa
νs settling velocity, m/s
ζ coefficient in the height-dependent headcut retreat rule
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Chapter 4
Headcut Erosion Observed and Explained with High Resolution Topography
4.1 Abstract
We present observations and analysis of headcut erosion, which differ from previous headcut
studies in both spatial and temporal detail. Using ten terrestrial LiDAR surveys conducted over a
period of three years, we mapped headcut erosion with centimeter-scale detail on a sub-annual basis.
Erosional change is observed through point cloud differencing, which expands on previous studies
of headcut retreat rate by revealing the evolution of the headcut morphology. Headcut retreat
observations are combined with hydrologic measurements to explore the mechanisms and controlling
factors of erosional retreat. We find that direct wash over the headcut, mass failure, and plunge pool
erosion all contribute to headcut retreat. A commonality in each of these mechanisms is the presence
of high volumetric water content. The highest water content tends to be concentrated along the
headcut apex. Moisture concentration leads to more rapid erosion at the headcut apex as compared
to the headcut sidewalls, resulting in a semi-ellipsoidal plan view morphology that is maintained
despite multiple erosional drivers (snowmelt, rainfall, overland flow, desiccation cracking).
4.2 Introduction
Sediment erosion creates societal costs by decreasing agricultural land productivity [Pimentel
et al., 1995], threatening infrastructure [Annandale, 2006], and damaging downstream water sup-
plies [Verstraeten et al., 2003]. Understanding sediment erosion from a watershed can be a challenge
because over time the total sediment yield can remain relatively constant while the erosional sources
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and sinks change dramatically [Trimble, 1999]. In order to appropriately account for the erosional
mass-balance of an entire landscape, it is vital to understand the landscape features that operate
as erosional sources and sinks.
Here we focus on headcut erosion, a major source of erosion within gully catchments. Head-
cut erosion drives upstream gully incision and strongly influences downstream sedimentation by
releasing large amounts of sediment in discrete pulses. Many studies have explored the annual rate
of upstream headcut migration through surveys of headcut geometry (e.g., Vandekerckhove et al.
[2001]; Frankl et al. [2012]). However, it is unclear how retreat rates and spatial variability in
headcut erosion change in response to individual storm events. For example, does the face retreat
uniformly or is more erosion focused in different areas of a headcut? Here, we report results from
a three-year monitoring study of headcut migration in a gully system on the high plains of eastern
Colorado. Measurements of rainfall, runoff, and soil moisture at the site are compared with ero-
sion rates and patterns to develop insight into the controlling factors of headcut erosion. We have
expanded the precision of existing headcut retreat studies by monitoring retreat with terrestrial
LiDAR scanning (TLS), a technology that makes it possible to detect centimeter-scale changes in
headcut morphology. In addition, we performed sub-annual TLS surveys to more closely observe
erosion between precipitation events throughout a year. A major advantage of this approach is
that it allows one to examine the spatial and temporal variability in headcut erosion, as opposed
to an average retreat rate over a period of years.
A benefit of understanding retreat rate is further insight into the complex set of mechanisms
governing headcut erosion, for which there is still no consensus. Many studies monitoring headcut
erosion have found a strong correlation between drainage area (a proxy for water discharge) and
headcut retreat rate [Burkard and Kostaschuk, 1997; Vandekerckhove et al., 2001; Frankl et al.,
2012; Saxton et al., 2012]. In some cases the correlation is stronger when the product of drainage
area and another factor such as precipitation [Rieke-Zapp and Nichols, 2011] or slope [Saxton
et al., 2012] is compared to retreat rate. Despite this progress the mechanistic relationship between
drainage area and headcut erosion remains unclear. Is it primarily the magnitude of overland flow
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that influences erosion at headcuts or is there some corollary such as converging shallow groundwater
that causes erosion? At least one study has shown that the number of flow events is much more
highly correlated with headcut erosion than the magnitude of water flow [Osborn and Simanton,
1986].
In this paper we explore the retreat rates, mechanisms, and controls on headcut erosion over
a three-year period using ten repeat TLS surveys of a single gully headcut. Topographic data are
used to quantify retreat rates through time, and to document the spatial variability of erosion on a
headcut face. Measurements of erosional change are combined with measurements of rainfall, water
discharge, and soil moisture to explore the mechanisms and controls on headcut retreat. In addition,
time-lapse photographs are used to obtain visual observations of headcut change between surveys.
These data illuminate how short-term erosion processes contribute to forming the amphitheater
headcut morphology. Moreover, the results help to constrain possible causes of headcut migration,
which could provide insight into gully migration on other planets, such as Mars [Hobbs et al., 2014].
4.3 Background
4.3.1 Study Site
The study site lies on the high plains of eastern Colorado, USA (Figure 4.1) where gully
headcuts are actively eroding. The bedrock geology is composed of weakly cemented sequences of
shales and sandstone [Barclay et al., 2003], which weather into soils that are primarily clay-loam
with up to 20% shrink-swell clays. The climate is semi-arid with the majority of the precipitation
occurring in the summer months [Doesken et al., 2011].
Valleys occupied by gullies on the study site drain to West Bijou Creek, which sets the local
base level (Figure 4.1). These valleys are primarily grass-lined and either stable or aggradding,
with the exception of short reaches occupied by headcuts. Headcuts erode headward, with heights
ranging from less than 1 m to nearly 4 m. The gully valleys are typically composed of weak bedrock
overlain by alluvial fill, and headcuts at the study site are eroding into both of these layers such
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that it is common to see both the underlying bedrock and alluvial fill exposed at a headcut face.
Headcut erosion appears to be the most active erosional mechanism within the gully watersheds.
Figure 4.1: (a) Location of study site. (b) Shaded relief of field site from airborne LiDAR with
monitoring instruments and LiDAR headcut labeled. Black box indicates an area of 3 km2. All
gullies incising the landscape drain toward West Bijou Creek. (c) View of a headcut at the site.
4.3.2 Retreat Rates
Researchers have long sought to determine rates of gully headcut erosion [Ireland et al., 1939].
Work throughout the 20th century has helped to catalogue headcut retreat in areas around the
world, and erosion rates as high as 18 m yr−1 have been recorded [Balling Jr and Wells, 1990].
Many studies have monitored upstream headcut retreat with historic aerial photos [Balling Jr and
Wells, 1990; Burkard and Kostaschuk, 1997; Tucker et al., 2006; Saxton et al., 2012; Campo-Besco´s
et al., 2013] or conventional surveying [Radoane et al., 1995; Vandekerckhove et al., 2001; Frankl
et al., 2012]. More recently GPS surveys [Brooks et al., 2009], airborne LiDAR [Rieke-Zapp and
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Nichols, 2011] and high-resolution digital photogrammetry [Marzolff and Poesen, 2009] have been
used to measure short-term (e.g. less than 10 year) retreat rates. Most of the published rates of
headcut erosion fall in a range between 0.1 m yr−1 [Vandekerckhove et al., 2001] and 3.6 m yr−1
[Burkard and Kostaschuk, 1997]. At our study site, historical photo analysis reveals an average
headcut retreat rate of 0.48 m yr−1 between 1957 and 2006 [Rengers and Tucker, 2014].
One limitation of headcut retreat studies to date is that they provide no information about
the spatial variability of erosion on the headcut face itself, especially in areas where overhanging
material obscures the headcut face during surveying. Moreover, few studies have captured headcut
erosion rates over time periods of less than a single year. Consequently, to better understand the
three-dimensional sub-annual spatial change at headcuts we have employed TLS.
4.3.3 Possible Failure Mechanisms
Through understanding retreat rates of headcuts it is possible to derive additional insight
into some of the mechanisms that control headcut erosion. Field observations at the study site
suggest there are several plausible mechanisms, which are not mutually exclusive. These include
(1) piping erosion, (2) seepage erosion, (3) direct wash erosion over headcut walls, (4) mass failure,
and (5) plunge-pool erosion through undercutting. In cases 1-3 the main control is excess water,
which would suggest a correlation between erosion rate and drainage area. The factors influencing
erosion in cases four and five are more complex and will be explored subsequently.
4.3.3.1 Mass Failure
There is a strong theoretical basis for understanding the controls on mass failure at a vertical
face using a force balance. Multiple authors have considered the interacting forces that result in
headcut failure in terms of the Coulomb equation [Bradford and Piest, 1980; Dietrich and Dunne,
1993; Montgomery, 1999; Istanbulluoglu et al., 2005], using a conceptual model first articulated by
Terzaghi [1943]. This can be expressed using the geometry and formulation of Istanbulluoglu et al.
[2005] (Figure 4.2):
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Figure 4.2: Conceputal headcut showing interacting forces.
FS =
CLp + (W cosα− U − V sinα) tanφ
W sinα+ V cosα
(4.1)
where FS is the factor of safety, C is soil cohesion, α is the angle of the failure plane, and φ is the
angle of internal friction. The remaining variables are defined as:
W = Vtρmg (4.2)
where W is the weight of the block, ρm is the material density, g is the acceleration due to gravity. Vt
is the block volume per unit width and can be determined using the block surface area 0.5Lc(H+yc).
Lc = (H − yc)/ tanα (4.3)
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where Lc is the length of the top of the block, H is the block height and yc is the total crack depth,
estimated as 0.5H [Bradford and Piest, 1980].
V = 0.5ρwg(hw)
2 (4.4)
where V is the hydrostatic pressure, ρw is the density of water, hw is the height of water in the
bounding crack.
U = 0.5ρwg(hw)Lp (4.5)
where U is the hydrostatic uplift force per unit width.
Lp = (H − yc)/ sinα (4.6)
where Lp is the length of the failure plane. According to this model, water influences the stability of
a vertical, crack-bounded slab in four ways: through pore pressure in the block-boundary fracture
(V), hydrostatic pressure along the failure plane (U), apparent cohesion (a component of C), and
block weight (W).
4.3.3.2 Mass Failure Controlling Factors
Using the Columb Equation as a framework for understanding mass-failure erosion, we can
see several of the factors controlling the force balance. One of the key factors resisting headcut
failure is soil cohesion, which varies with soil moisture, wetting/drying history, rate of wetting, and
temperature. Maximum cohesion occurs at intermediate soil moisture, where capillary tension is
sufficient to pull soil particles in contact with each other such that ions and molecules move into
low energy bonding positions [Kemper et al., 1987]. In experiments with clay-loam soils, Rajaram
and Erbach [1999] found that cohesion was less than 0.5 kPa for dry soils with soil moisture near
10%, peaked at 4 kPa for soil moistures of 28%, and decreased back to 2.2 kPa as soil moisture
approached 40%. Additionally, laboratory tests of clay-loam soils show that when subjected to
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continuous cycles of wetting and drying, soil particles autogenically restructure in a way that favors
increased soil strength [Rajaram and Erbach, 1999]. Rapid wetting of soil traps air in some soil
pores and creates differential swelling within the soil, which causes structural instability [Kemper
and Rosenau, 1984]. Finally, cool soils regain cohesion more slowly after wetting than warm soils
[Kemper et al., 1987].
Another important control on mass failure is the role of the soil weight W . When calculating
the factor of safety (equation 4.1) previous authors have used the dry weight of a headcut block W
during failure (e.g. Istanbulluoglu et al. [2005]). However, saturation will increase the soil weight
and this can induce failure.
4.3.3.3 Plunge Pool Erosion
The potential erosion at a plunge pool can be described through a balance between the shear
stress of a jet at the base of a plunge pool and the resistance of bed material in the plunge pool
[Stein et al., 1993]:
dz
dt
= kd (τjet − τc)p (4.7)
where kd and p are constant values derived from experiments, τjet is the shear stress of the jet at
the base of a plunge pool, and τc is the shear stress threshold required to begin erosion. The shear
stress of a diffused versus non-diffused jet can be expressed as [Stein et al., 1993]:
τjet =

CfρU
2
jet if J ≤ Jp (diffused);
C2dCfρU
2
jet
y0
J if J > Jp (non-diffused).
(4.8)
where Cf is a coefficient of friction, ρ is water density, and Ujet is the velocity of the jet at the
base of the pool, Cd is the dimensionless diffusion coefficient, y0 is the jet thickness, J is distance
between the erodible bed and the jet entry point in the plunge pool, and Jp is the jet potential core
length in the plunge pool.
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Equations 4.7 and 4.8 highlight the resistive shear stress (τc) as a controlling factor in plunge
pool erosion. One might intuit that an easily erodible material would lead to deeper erosion over
time. However, the depth of a plunge pool tends toward an equilibrium depth for which the erosive
forces are in balance with the resistive forces [Stein et al., 1993]. Once equilibrium depth is achieved,
there is relatively little change in headcut/plunge pool geometry as a headcut migrates upstream
[Bennett, 1999]. At many headcuts there is a resistant top layer overlying weaker material [Gilbert
and Hall, 1907; Gardner, 1983; Wohl et al., 1994]. In this scenario, it is not uncommon for a plunge
pool to cause undercutting of a headcut [Stein and LaTray, 2002].
In addition to erodibility, another controlling factor for plunge pool erosion is jet hydraulics
in the plunge pool. A deeper pool causes diffusion of a plunging jet, while a shallow plunge pool
allows a jet to impinge directly on the soil, which drives faster erosion [Stein et al., 1993]. The
retreat rate of a headcut with a plunge pool in a jet diffusion state is only sensitive to discharge,
whereas in a non-diffusion state the headcut migration rate is sensitive to headcut height and
discharge [Flores-Cervantes et al., 2006].
4.4 Methods
4.4.1 Field Measurements
We used a network of five Onset HOBO data logging rain gages (RG3-M) at the field site to
monitor rainfall (see Figure 4.1 for location), where each bucket tip represents 0.2 mm of water.
Rainfall measurements were converted into a 30-minute rainfall intensity by summing the total
rainfall depth over discretized 30-minute periods, dividing the that rainfall sum by the 30-minute
interval. An average rainfall intensity was calculated by taking the average 30-minute intensity
from each of the five rain-gages at the study site.
Water discharge was measured with a 9-inch modified Parshall flume (see Figure 4.1 for loca-
tion). The flume was constructed using the design of Kilpatrick and Schneider [1983]. Water depth
in the Parshall flume was measured every 60 seconds with a Solinst Levellogger pressure trans-
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ducer. Additional measurements of barometric pressure were obtained using a Solinst Barologger,
and these data were used to adjust the water depth measurements to remove the influence of
barometric pressure. Water depth measurements were converted to discharge using a calibration
equation developed for the Parshall flume [Kilpatrick and Schneider, 1983]. Measurements of dis-
charge were only recorded from April through November because there is no evidence of substantial
overland flow occurring during winter months (verified through field observations and time lapse
photos). The Parshall flume is located on a single tributary stream downstream of a headcut. We
assumed that due to the small contributing area upstream of the flume, whenever overland flow
was detected at the flume then flow was also occurring at larger drainage areas, which accumulate
more flow.
Soil moisture data were recorded using four Campbell Scientific Water Content Reflectometers
(see Figure 4.1 for location). This method uses the travel time of an electromagnetic pulse between
two electrodes to measure the water content of soil. Volumetric water content (VWC) was measured
at probes located at a depth of 15 cm and 95 cm in a headcut face, and at two additional probes
located 2 m directly upstream from the headcut at a depth of 15 cm and 40 cm. In our analysis we
display data only from the 40 cm deep probe. This probe was the least susceptible to disturbance
(the headcut probes fell out sometimes as the face eroded) and it reflects the shallow subsurface
water flow. All of the probes show similar seasonal patterns. In order to avoid disturbing the
headcut that is monitored with laser scans, the moisture probes were installed in and near a
different headcut located about 600 m away (Figure 4.1). Given the uniform soils at our field site
and the small watershed area, we assume that VWC measurements at one location are a good
approximation for the VWC conditions at other headcuts at the field site.
Infiltration data were obtained at the study site using a double-ring infiltrometer. The
infiltrometer was filled with water, and the rate of water infiltration was measured at a time
interval that varied with the speed of infiltration. The water reservoir was refilled whenever the
water level dropped below 1 cm from the starting position. Measurements were recorded until a
near-constant infiltration rate was achieved.
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Table 4.1: Block Volume Distribution.
Survey 1 4/13/10 6/9/10 7/14/10 4/26/11 6/22/11 11/28/11 4/13/12 6/21/12 5/30/13
Survey 2 6/9/10 7/14/10 4/26/11 6/22/11 11/28/11 4/13/12 6/21/12 5/30/13 10/7/13
Max 30-min Rain
intensity (mm/hr)
10.6 58.8 13.1 16 21.5 12 21.6 14.4 37.8
Max Qw (m
3/s) n/a n/a n/a 0.091 0.098 0.000 0.019 0.000 0.185
Max VWC n/a n/a n/a 0.35 0.44 0.33 0.32 0.36 0.43
Mean VWC n/a n/a n/a 0.32 0.25 0.26 0.27 0.21 0.27
Min VWC n/a n/a n/a 0.27 0.18 0.18 0.24 0.14 0.22
Erosional Volume
(m3)
0.14 1.63 0.09 0.15 0.19 0.37 0.14 0.57 2.37
Erosion per unit
area (m)
0.11 0.26 0.069 0.092 0.079 0.065 0.087 0.15 0.26
Erosional mass
(kg)
180 2120 120 200 250 480 190 740 3080
Median block vol
(m3)
8.1× 10−5 1.8× 10−4 1.4× 10−4 9.8× 10−5 8.2× 10−5 4.2× 10−5 6.1× 10−5 1.1× 10−4 3.9× 10−5
Max block
vol/median
700 8800 300 480 1310 7300 680 4200 50200
Soil shear strength (kPa) at the headcut was measured using a Soiltest Inc. pocket torvane
(total range = 0-96 kPa; diameter = 2.5 cm, vane blade height = 0.5 cm). Six points were measured
along a moist vertical transect of the headcut every 0.15 cm.
4.4.2 LiDAR Collection Methods
Terrestrial LiDAR scanning was used to monitor the erosional changes that occurred at a
single gully headcut (Figure 4.1) from April 13, 2010 to October 7, 2013 (Figure 4.3 and Table 4.1).
For each terrestrial LiDAR survey, we used a tripod-mounted Riegl VZ-400 LiDAR scanner. The
LiDAR unit sends a light pulse from the scanner to a surface and receives a portion of that light
back at the scanner. The time duration between light pulse emission and reception is converted into
the distance between an object and scanner. Consequently, each light pulse records a point with
a 3D position (x, y, z) in relation to the scanning unit. During each terrestrial LiDAR survey we
set up the tripod and scanner at three to five separate scan positions to fully capture the headcut
topography from multiple vantage points. To merge points from each of the scan positions into a
single point cloud, we used approximately seven reflectors set up on tripods encircling the headcut.
The point cloud was georeferenced into a real-world coordinate system using a static GPS survey
with TopCON GPS units positioned on three of the reflector-target tripods. The LiDAR scanner
records approximately 40,000 points per second; therefore, each survey generated a point cloud
with >100 million survey points.
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Figure 4.3: Two different views of the LiDAR survey sequence. (a) Close-up view of LiDAR scanner
near the headcut. (b) LiDAR scan position far-away from the headcut.
4.4.3 LiDAR Change Detection
We used the Multiscale Model to Model Cloud Comparison (M3C2) algorithm developed by
Lague et al. [2013] to track the erosional change between two point clouds. M3C2 works in two
steps. First, a surface normal is calculated for a set of specified core points within the point cloud,
where core points are defined as a subset of the topography in a defined interval. We used core
points with a 1 cm spacing. Next a cylinder with a specified diameter, D is fit to the surface
normal, which circumscribes a circle around each of the core points so that a mean position can be
calculated from the points of the initial and subsequent point clouds. Therefore, a subset of points
from the initial point cloud is compared with points of the second point cloud, which determines a
local change in the surface-normal direction relative to the first point cloud. The standard deviation
of change from the point clouds can be used to calculate a confidence interval of true change [Lague
et al., 2013]. The output data is a point cloud, wherein each point retains an x, y, and z position
(from the second point cloud) and contains meta-data showing the surface change from the first
point cloud.
The headcut we monitored was generally devoid of vegetation, but the top lip of the headcut
and to some extent the floor was occupied by grass and small herbaceous vegetation. We removed
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any points from the headcut associated with vegetation using the CANUPO software v1.2 developed
by Brodu and Lague [2012] (Figure 4.4).
We account for measurement uncertainty using an approach similar to that of Barnhart and
Crosby [2013] with the equation:
U =
√
E2GPS + E
2
scanner + E
2
reg (4.9)
where U is the total uncertainty, EGPS is the GPS uncertainty, Escanner is the equipment
measurement uncertainty, and Ereg is the scan registration uncertainty (Table 4.2). Any posi-
tion change of magnitude smaller than the uncertainty (U) is considered negligible. Point-cloud
differences that are calculated in three dimensions can be displayed as points projected onto a
two-dimensional surface.
Figure 4.4: Comparison of the points identified as vegetation (green points in image at left) and a
photo of the vegetation (right).
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Table 4.2: Sources of uncertainty
GPS Uncertainty Scanner Uncertainty Registration Uncertainty Total Uncertainty
0.017 m 0.005 m 0.015 m 0.023 m
4.4.4 Spatial Distribution of Erosion
We explored the spatial patterns of erosion between LiDAR surveys by converting the (x, y,
z) point clouds to raster grids. Using ArcGIS 10.1, the difference point clouds were triangulated
to a TIN and then linearly interpolated to a raster with a cell size of 2 cm. The orientation of
the raster is such that each cell “elevation” value represents the horizontal distance that the wall
protrudes from an arbitrary datum in the direction normal to the headcut face.
Using the rasterized point-cloud differences, we investigated the spatial continuity of erosion
at the headcut. We used the raster data to identify erosional areas on the headcut that represent
contiguous block failures (Figure 4.5). Erosional blocks were identified by applying a grouping rule
such that if any two adjacent cells were erosional they would be included in the same contiguous
block. From the identified blocks, it was possible to show the total area and volume of erosion from
each block on the headcut.
Rasterized data were further used to explore how undulations in the headwall geometry
influence erosion. Each raster was categorized into areas that are either depressions or protrusions,
where depressions are concave features relative to the surrounding topography, and protrusions
are convex. These features were identified by comparing headcut topography (in the horizontal
direction) from each of the LiDAR surveys with a smoothed raster that approximates the actual
headcut topography (Figure 4.6). We generated a smoothed raster using a polynomial interpolation
of each point cloud using the trend tool in ArcGIS 10.1. The polynomial surface is a best-fit
approximation, such that some points fall exactly on the surface, some are above, and some are
below. A conceptual diagram shows how this works when fitting topography with a second degree
polynomial (Figure 4.7).
We used a six-degree polynomial to fit a smooth surface to the point data representing headcut
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Figure 4.5: Example of point-cloud difference image showing the automatic identification of ero-
sional blocks on a headcut. This is the difference between April 13, 2010 and June 9, 2010.
topography, and this was sufficient to identify local relief (Figure 4.6). This trend surface was
selected after testing polynomials of degree ranging from three to ten, and choosing the surface with
the lowest root-mean square error that adequately identified headcut undulations. We subtracted
the raster of the real topography from the smoothed topography and thus were able to identify
depressions and protrusions in the headcut topography.
4.4.5 Probability of Erosion based on Location
A probability analysis was used to determine whether certain parts of a headcut were more
likely to erode between surveys. For example, if a block protrudes, is it more likely to fall by the
next survey than a depressed portion of the headcut wall? For each survey difference, raster cells
can be classified as showing either erosion, outward motion (toward the observer), or negligible
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Figure 4.6: Three-dimensional alignment of the best-fit trend grid and the headcut topography.
Protrusions and depressions are headcut areas that deviate from the smooth trend surface.
(undetectable) change. Interestingly, as shown below, most surveys revealed a large fraction of
points that showed net outward surface motion, possibly indicating bulk soil expansion. What is
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Figure 4.7: Example of the trend method for fitting a smooth line through data using a second
degree polynomial.
the probability that areas of the raster identified as showing outward motion will become erosional
the next time the headcut is surveyed? This was determined with the relative frequency approach
to probability, by calculating the number of times something occurred divided by the total times
it was measured:
P =
x
n
(4.10)
where P is the probability, x is the number of occurrences of the observed condition, and n is the
total number of difference surveys. Thus for all the cells classified as showing outward motion, we
can determine whether they became erosional in the next survey, and using all of the surveys (n)
we can obtain a probability (P ). A mean probability can then be determined based on tens of
thousands of raster cells measured in eight survey differences. Note that the first survey is not used
because it has a much smaller spatial domain than the following surveys and thus would limit the
area that could be used to explore probabilities.
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4.5 Results
4.5.1 Hydrology and Soil Cohesion
Time-series data on rainfall, water discharge, and volumetric water content of soil between
LiDAR surveys are displayed in Figures 4.8 and 4.9. Discharge data reveal that overland flow
occurs a few times each year when rainfall intensities are greater than ∼10 mm/hr (Figure 4.8).
Volumetric water content in the soil tends to increase during early spring snowmelt and low intensity
long duration rainfall, which results in high plateaus of VWC. During summer months soil water
content has a tendency to decrease over time, but increases rapidly after large rainfall events (Figure
4.9).
Double-ring infiltrometer tests in grassy zones of the gully valley similar to that above the
headcut, reached equilibrium at an infiltration rate of 50 mm/hr. This infiltration rate does not
represent watershed-scale infiltration rate, which includes surfaces covered by vegetation, bare soil,
and rock outcrops.
Torvane results showed an average cohesion of 19.5 kPa in moist alluvial fill at the headcut,
with a range between 14 and 26 kPa. Underneath the alluvial fill, hard shale was so cohesive that
a torvane test could not be performed. However, laboratory tests show that the shale rock will
breakdown to weak mud when submerged in water for approximately 15 min.
4.5.2 LiDAR Change Detection
LiDAR differencing reveals a variety of headcut erosion patterns that would be difficult to
observe without high resolution data (Figures 4.10 and 4.11). For example, the vertical headcut
not only erodes, but sometimes blocks of sediment on the headcut show outward motion. This
result is not obvious from casual observation, but time-lapse photos confirm the LiDAR data
showing forward motion over a series of hours to days (see supplemental video). Moreover, in some
differences there is an erosion pattern that occurs below the grass root zone (top 20–40 cm), which
creates an overhang (Figures 4.10c, e). Failure of the overhang is observed in other surveys (Figures
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Figure 4.8: Discharge measured with a Parshall Flume and the 30-minute rainfall intensity average
from 5 rain gages. Open circles represent dates of LiDAR surveys.
4.10a, b, d, 4.11f, h). Finally, detailed topography shows that erosion typically occurs in contiguous
blocks (Figures 4.10 and 4.11).
4.5.3 Chronology of Hydrology and Erosion
From the LiDAR monitoring and hydrologic instrumentation we can observe how hydrologic
events correspond with erosion. For example, a large erosion event between June 2010-July 2010
is coincident with the largest rainfall intensity in our record. By contrast, the period between July
2010 and April 2011 had little rainfall and relatively limited erosion. Between April 2011 and June
2011 we installed the water content reflectometer (May 17, 2011) and a Parshall flume to measure
water discharge (May 25, 2011). The water content reflectometer reached a peak of 0.35 on May
25, 2011, and the VWC declined from May 25, 2011 until July 12, 2011 despite a 16 mm/hr
rainstorm on June 17, 2011, which caused overland flow with a discharge of 0.091 m3/s. This flow
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Figure 4.9: Volumetric Water Content and the 30-minute rainfall intensity average from 5 rain
gages. Open circles represent dates of LiDAR surveys.
event corresponded to field observations of a plunge pool at the scanned headcut. The majority of
erosion during this period manifested as localized patches on the wall (Figure 4.10d).
Between June 2011 and November 2011 a large portion of the erosion occured near the base
of the headcut (Figure 4.10e). This time period included the plunge pool erosion event on June
17, 2011. A 16.7 mm/hr rainstorm on July 6, 2011 had relatively little effect on the VWC and
produced a runoff of only 0.0044 m3/s in the adjacent drainage, but subsequent storms in the
following days, including a thunderstorm on July 13, 2011 with a rainfall intensity of 21.5 mm/hr,
brought the VWC up to 0.31 from a low point of 0.24 on July 12, 2011. The VWC peaked at 0.44
on July 15, 2011, and steadily drained to 0.24 by September 2, 2011.
The time between November 2011 and April 2012 showed VWC greater than 0.25 for 56
days from December 31, 2011 to February 25, 2012, then between 0.25 and 0.33 for another 47
days before the survey in April 2012. This was correlated with an overall strong erosional signal
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Figure 4.10: M3C2 results part 1. The first and second survey dates are identified by number.
Color scale shows surface-normal change in meters.
111
Ve
rti
ca
l D
is
ta
nc
e 
(m
)
-4 -3 -2 -1 0 1 2 3
Horizontal Distance (m)
f
g
h
i
1: Nov. 28, 2011 
2: Apr. 13, 2012
1: Apr. 13, 2012
2: Jun. 21, 2012
1: Jun. 21, 2012
2: May 30, 2013
1: May 30, 2013
2: Oct. 7, 2013
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at the headcut, with erosion distributed relatively uniformly around the headcut (Figure 4.11f).
Relatively little erosion occurred between April 13 and June 21, 2012 (Figure 4.11g). A rainstorm
with a peak intensity of 21 mm/hr took place on June 8, 2012, but the corresponding overland flow
was small (0.019 m3/s). VWC during this period began high, but steadily declined and did not
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respond to the rainstorm. The large erosional change between June 2012 and May 2013 (Figure
4.11h) does not correspond to the highest rainfall intensity or the highest volumetric water content
of the monitor period, but it does correspond to the largest number of days with a volumetric
water content greater than 0.29 (75 days between March 15 and May 29, 2013). The second-largest
rainfall intensities occurred during rainstorms from September 9 to 12, 2013, which caused regional
flooding throughout the Colorado Front Range and adjacent plains. The occurrence of this rainfall
is correlated with substantial erosion of the headcut face and walls observed between the LiDAR
surveys on May and October 2013 (Figure 4.11i).
4.5.4 Hydrologic Influence on Headcut Erosion
Table 4.1 summarizes the relationships between the hydrologic data and the total erosion
at the headcut observed through LiDAR surveys. From these data we explored the correlations
between erosion (normalized by area) and different hydrologic variables (Table 4.3). A strong
correlation is found between erosion and rainfall intensity (r2=0.72) and the cumulative discharge
between surveys (r2=0.57). Because of the long time periods between LiDAR surveys, we used
time-lapse photos to better constrain the exact time of failure. While it is not possible to extract
the erosional volume from these photographs, they nonetheless indicate that most erosion occurs in
a single event between LiDAR surveys. One can therefore examine the correlation between erosion
volume and hydrologic variables at the inferred date and time of failure, rather than using averages
across the entire scan period. Rainfall intensity at the time of failure (r2=0.59) and discharge at
the time of failure (r2=0.007) are less strongly correlated with erosion than is volumetric moisture
content (r2=0.92) (Figure 4.12). This strong degree of correlation with VWC is especially striking
in view of the distance between the headcut and moisture probes.
The role of hydrology in headcut erosion is further illustrated by the pattern of planform
headcut retreat (Figure 4.13a). Most erosion occurs along the apex of the headcut, where overland
flow and soil moisture concentrate. During the period of observation there were three large advances
in headcut erosion along the headcut apex. These erosional events occurred during times of high
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Table 4.3: Relationship between total erosion and hydrologic variable.
Hydrologic variable R2 value with erosion per unit area (m)
Rainfall Intensity 0.72
Discharge 0.41
Volumetric water content (max) 0.25
Volumetric water content (mean) 0.02
Volumetric water content (min) 0.002
Cumulative rainfall in period 0.27
Cumulative discharge in period 0.57
Figure 4.12: Volumetric Water Content near the time of erosion observed in time-lapse photos.
rainfall intensity (June 2010–July 2010 and May 2013–October 2013) or an extended period of
high VWC (June 2012–May 2013). The total change experienced at the headcut wall is displayed
by adding the erosion from all of the raster data of LiDAR differences (Figure 4.13b). As with
the planform analysis of erosion, the map of total erosion across the headcut face shows that the
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maximum erosion occurs along the apex.
4.5.5 Distribution of Block Volume
A comparison of erosional block volumes from each TLS survey pair reveals similar median
volumes among the survey pairs (Figure 4.14). The block volumes are not normally distributed;
a Mann-Whitney U test indicates that the median of block-volume distributions are statistically
different from one another. However, the maximum block volume is quite variable between each
survey pair. The maximum block volume is 300 to 50,000 times the size of the median block volume
(Table 4.1). Although hydrology and runoff do not appear to correlate with the median value of the
block-volume distribution (Figure 4.14), the maximum block volume shows the same correlations
with hydrologic factors as the total erosion.
4.5.6 Probability of Failure
Using the observed change in topography at the headcut over time, it was possible to explore
how previous conditions influenced future erosion. At every cell in the headcut raster we considered
the probability of erosion given a precondition. If a cell was erosional, the average probability that
it would erode again was 10%. If a cell was moving outward from the headwall, the average
probability that it would erode by the next survey is merely 2%. Cells that experienced neither
erosion or outward motion had a 19% average probability of eroding by the next survey. We also
considered the probability that a cell would erode if it were located on a block protruding from the
headwall. Cells on protrusions showed a 17.2% probability of erosion, whereas cells in depressions
had a 16.5% probability of erosion.
4.6 Discussion
4.6.1 Hydrologic Influence on Erosion
Our measurements reveal that headcut erosion is elevated during periods of increased VWC,
and VWC recharge appears to peak during 1) high intensity rainfall events, and 2) winter snowmelt
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Figure 4.13: (a) Plan view slice of the LiDAR point cloud between 1.4 and 1.401 m in elevation,
showing the semi-ellipsoidal headcut shape. This is approximately 2/3 the distance above the
headcut base. (b) Map of the total erosional change at the headcut over a 42-month period. The
most erosion occurs in the center of the headcut where the upstream fluvial channel is focused.
Less erosion occurs on the side walls, and some deposition is observed at the foot of the headcut.
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Figure 4.14: Box and Whisker plot of the volume distribution for each identified block that eroded
from the headcut. The bottom and top of the box represent the first and third quartiles of the
distribution, and the grey line in the middle of the box represents the second quartile (the median).
The whiskers represent data in that is 1.5 times the interquartile range. Plus signs outside of the
whiskers represent outliers.
or long-duration, low-intensity storms, which generate long periods of high VWC. High water
contents are associated with the two highest intensity rainfall events on July 7, 2010 and September
12, 2013, which coincide with the greatest erosion volumes observed. Low-intensity long-duration
spring rainfall and winter snowmelt lead to high VWC maintained over one to several months, and
these conditions also correlate with erosion. The least headcut erosion occurs during decreasing
VWC conditions in the summer months (Figures 4.10 and 4.11). These hydrologic observations
inform the observed correlation between drainage area and headcut retreat by other researchers.
The correlation between drainage area and headcut retreat can be interpreted as a link between
overland flow shear stress and headcut retreat. However, drainage area also correlates with increased
VWC, and at our field site it appears that VWC strongly correlates with erosion.
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It is important to note that although time periods with low VWC conditions show relatively
little headcut change, erosion during these times is not negligible. We have observed small block
failures during dry conditions that we attribute to shrinking of clay material [Rengers and Tucker,
2014]. However these erosional events are on the order of 10% of the erosion that occurs during
wet conditions.
4.6.2 Spatial Pattern of Headcut Erosion
We find that headcut erosion is typically dominated by the largest blocks. Given the ob-
servation that the headcut surface undulates, with areas that are locally protruding or depressed,
protruding areas should be more gravitationally unstable than depressions. Thus one might ex-
pect preferential erosion due to blocks falling from headcut protrusions. However, we find that
the probability of erosion at a protrusion is nearly identical to that of a depression (∼17%). This
unexpected result occurs because areas near the headcut apex erode preferentially regardless of the
local protrusion or depression geometry (Figure 4.13).
4.6.3 Process Mechanics and the Role of Water
What leads to more erosion at the headcut apex than along the walls? An understanding of
the mechanisms that occur at headcuts presented in the Background Section helps us to evaluate
the controls on headcut erosion. There is little evidence at the field site of either piping or seepage
erosion. Piping erosion can be readily identified by large macropore conduits in headcut walls
[Verachtert et al., 2010], and these features have not been observed at our study site. Seepage
erosion refers to grain-by-grain erosion by an outward-directed pressure gradient at a seepage face
[Howard and McLane, 1988]. At the field site, the regional groundwater table is 10s of meters below
the surface, and we have never observed a groundwater expression at the surface. Thus the only
way to achieve saturation is through water input at the surface. As a consequence, saturation is
always coupled with overland flow and therefore it is impossible to separate seepage erosion from
the erosional effects of water directly flowing over the soil surface.
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Direct water washing over the vertical headcut wall is a potential source of erosion [DeLong
et al., ress], and photos after overland flow suggest this occurs (Figure 4.15b). In order to retain
water in direct contact with the wall in areas that are vertical or overhanging, water would follow
the dynamics of thin film flow [Craster and Matar, 2009]. We assume that flow in direct contact
with the face will be thin (order of millimeters) because otherwise it would break into jet flow.
Consider a scenario in which the force of a parcel of water flowing vertically is balanced by the
frictional forces, such that the friction stress equals the weight of water per unit force area:
ρLHWg = τWL (4.11)
where ρ is the density of water, L is the length of the water parcel, H is the thickness of the water
parcel, W is the width of a water parcel, g is the acceleration due to gravity, and τ is a frictional
stress. The frictional shear stress will be a function of the thickness of water flowing across the
wall:
τ = ρHg (4.12)
If we consider a range of flow thicknesses from 1 mm to 1 cm, we find that the frictional shear stress
ranges from 9.8 to 98 Pa. This is larger than the resistive stress of clay-loam soils (approximately
6.2 Pa) [Elliot et al., 1989], and therefore direct wash is a possible source of headcut erosion. This
process is most likely during the low-flow conditions at the beginning and waning stage of overland
flow. Photographic evidence suggests that peak flow over the headcut is often aerated and not in
direct contact with the headcut (Figure 4.15c).
4.6.3.1 Mass Failure
In addition to direct wash erosion, mass failure appears to be a persistent form of erosion
at the headcut. Using time-lapse photography we found that headcut saturation is concentrated
at the headcut apex. The added water weight after rainfall or snowmelt may cause failure (Figure
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4.16). At the headcut, each block has a porosity, Φ, which is occupied by a combination of air and
water. W can thus be expressed as:
W = (1− Φ)Vtρmg + ΦVt(θρw + (1− θ)ρa)g (4.13)
where θ is the fraction of soil pore space occupied by water, and ρa is the density of air. Two
end-members of block weight are the field-capacity case (θ = 0.27 [Rajaram and Erbach, 1999]),
and the fully saturated soil case (θ = 1). The porosity of soils at the field site is ∼ 50%. These
end-member cases correspond to about a two-fold difference in the factor of safety, when cohesion is
held constant (Figure 4.17). Moreover, saturated blocks would suffer further reductions in stability
due to the drop in cohesion that occurs in clay-loam soils at high soil moisture [Rajaram and
Erbach, 1999].
We further explored a hypothetical scenario in which soil remains at field capacity, but the
crack behind the block was either mostly dry (e.g. 10% full) or fully saturated. Crack saturation
reduced the factor of safety calculation by an average of 8.4% over the range of headcut heights
displayed in Figure 4.17, with a maximum change of 13% and a minimum change of 5.6%. In all
cases this was insufficient to reduce the factor of safety to less than 1. Therefore in a scenario of
rapid crack filling, the risk of mass failure would increase, but crack filling of water alone would be
unlikely to trigger failure without a simultaneous increase in VWC.
Considering the fact that mass failure is more likely as soil increases in moisture, how could
this influence greater erosion at the headcut apex? At the field site we see no evidence that the
groundwater table ever intersects the headcut. Therefore, soil saturation occurs from infiltration
of rain, melting snow, and overland flow. During overland flow events, water is concentrated in
a small channel at the apex of the headcut (Figure 4.15). Some portion of the channel flow will
infiltrate into the soil below [Blasch and Ferre, 2004].
We can quantify the magnitude of difference in infiltration volume that may be experienced
at the headcut apex due to overland flow versus the sides of the headcut that only experience
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rainfall infiltration. Double-ring infiltrometer measurements show that the saturated infiltration
rate in the grassy area at the headcut is approximately 50 mm/hr[Mosley et al., 2011]. The highest
measured 30-minute rainfall intensities at our site range from 10 mm/hr to 40 mm/hr, and the
duration of measured rainstorms range from 14 min to 2 hours (excluding the historic rainfall event
in September 2013 that lasted 19 hours). Because the highest rainfall rates are less than than the
maximum infiltration rate near the headcut, all of the rain applied to the sides of the headcut
should infiltrate. The depth of this wetting front over the time of a typical summer thunderstorm
can be calculated using two equations:
IT = Pt (4.14)
DI =
IT
φ− θ0 (4.15)
where IT is the total infiltration during a rainstorm (mm), P is the rainfall intensity (mm/hr), t
is the storm duration (hr), DI is the depth of infiltration (cm), φ is the soil porosity, and θ0 is the
initial moisture content of the soil. Assuming that the soil begins at field capacity (θ0 = 0.27), a
rainfall intensity of 15 mm/hr, and a typical summer thunderstorm duration of 40 min, the depth
of infiltration will be 3.8 cm.
The infiltration rate at a headcut apex during overland flow will be higher due to surface
saturation and extra pressure head. A detailed calculation of the infiltration rate would require a
full solution to the Richards equation, and is beyond the scope of this paper. However, if we make
the conservative assumption that infiltration under the flowing water will infiltrate at the measured
infiltration capacity of 50 mm/hr, then the depth of water infiltration during a 40 minute flow event
would be 12.8 cm due only to overland flow infiltration and excluding any prior rainfall infiltration.
Consequently, the depth of saturation at the apex should be several times greater than in areas
that only experience rainfall. Moreover, because of the stability in the upper few centimeters of
the headcut created by fibrous grass roots, saturation below the root zone is more likely to lead to
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headcut failure.
Additional water input to the face of the headcut may occur by direct infiltration of sur-
face water. Time-lapse photos reveal that during periods of low-discharge overland flow (such as
snowmelt), water flowing over the headcut remains in contact with the headcut surface (Figure
4.16c). This surface wetting is concentrated at the headcut apex.
4.6.3.2 Plunge-Pool Erosion
In addition to mass failure, it is also possible that plunge-pool erosion influences headcut
erosion. After a heavy rainfall event on June 17, 2011, a plunge pool developed approximately 1.5
m downstream of the headcut. The long distance between the plunge pool and the headcut suggests
that the jet was aerated. Aeration is relatively common at the headcut because grassy vegetation
at the top of the headcut is more resistant than underlying alluvium, which contributes to a small
overhang that encourages an aerated jet that plunges away from the base of the headcut. This
geometry makes it unlikely that the plunging jet is directly undercutting the headcut. It is possible
that water can pond and back up to the headcut, weakening the base through saturation. From
field evidence alone, there is no apparent notching from plunge pool undercutting, nor is there
a permanent plunge-pool feature downstream from the headcut. The lack of undercut features
suggests that when plunge pools do occur, much of the erosion is focused on removing material
that has already failed from the headcut. Moreover, the base of the study headcut is eroded into
bedrock. This bedrock is weak and will degrade within tens of minutes after being saturated by
water. Thus plunge-pool formation likely adds to headcut failure through strength reduction and
mass failure. This plunge pool was eventually buried by material falling from the headcut, which
demonstrated the ephemeral nature and cyclicity of plunge pools at the study site.
4.6.4 Erosion as Author of Morphology
Observations of preferential erosion at the headcut apex illuminate the observed headcut
morphology. Large block failures explain the undulating headcut surface topography. However, if
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erosion occurred preferentially at prominent protruding blocks, then erosion would not be focused
at the apex and over time the headcut face would develop a semi-circular planform geometry. In-
stead, erosion primarily occurs at the headcut apex, and this encourages an amphitheater headcut
shape in planform. The amphitheater headcut is semi-ellipsoidal, where the radius is elongated in
the direction parallel to the channel. Thus, despite a non-uniform erosion rate across the headcut
(Figures 4.10 and 4.11), the headcut maintains a self-similar planform geometry over time (Fig-
ure 4.13a). Consequently, both the morphology and evolution of the headcut are explained by
preferential wetting at the headcut apex.
4.7 Conclusions
Through detailed topographic and hydrologic analysis, we have expanded upon the common
observation that headcut retreat in gullies is correlated with upstream drainage area. We identify
two erosional mechanisms that appear to contribute to erosion: mass failure and direct wash over
the headcut. Mass failure appears to be the dominant mechanism activated by high volumetric
water content in headcut fill material. Plunge-pool erosion occurs at the headcut, but the hydraulic
scour from the plunging jet occurs so far from the headcut, that it does not appear to have a
direct impact. The pool itself likely contributes to mass failure through weakening of bedrock.
The common controlling factor for these erosional mechanisms is high volumetric water content,
a factor influenced by upstream drainage area. Soil moisture accumulates preferentially at the
headcut apex during snowmelt and overland flow runoff, which encourages more erosion than on
the headcut sidewalls. The concentrated erosion at the headcut apex produces an amphitheater
planform geometry. This morphologic pattern is maintained despite seasonal spatial heterogeneity
of erosion.
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Figure 4.15: (a) Water flowing over the apex of the headcut during a rainstorm on 06/17/2011.
The width of the plunging flow is approximately 150 cm. (b) Grass-roots aligned by direct flow
over the headcut wall. (c) Close-up view of aerated jet flowing over the headcut on September 10,
2013.
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Figure 4.16: (a) Far view of headcut before and after snowmelt. Dashed line indicates area that will
become wet in the close-up photo. Star indicates position of time-lapse camera close to headcut.
(b) Headcut from close time-lapse camera. From left to right with snow, snowmelt trickling down
the wall, and subsequent erosion located in darker shadow, respectively. (c) Full view of headcut
erosion after snowmelt-triggered erosion.
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Figure 4.17: Factor of safety for block failure due to either a fully saturated block or a dry block.
Chapter 5
Processes and rates of landscape evolution in a semi-arid grassland
environment: A case study from the Colorado High Plains, USA
5.1 Abstract
In this study we present research from a field site on the semi-arid high plains of Colorado
in which we document the principal erosional processes responsible for geomorphic change. This
study takes advantage of a natural laboratory on the high plains where it is possible to constrain
geomorphic processes at several different temporal and spatial scales. We present a comprehensive
database that can be used as a resource for understanding geomorphic change in semi-arid grass-
land environments. To understand erosional drivers, we tracked the modern rainfall and runoff
processes at the watershed scale. We explored the hillslope and watershed-scale erosional response
to rainfall-driven erosion over decadal time-scales using geochronologic dating and man-made ponds.
Additionally, we investigated gully initiation and evolution processes at the centennial to millennial
time-scale. This research reveals that gully headcuts are not simply initiated after a local base-level
drop, but they can form within an existing gully. Moreover, we find that gully erosion manifested
by the upstream migration of headcuts makes up at least 50% of the total sediment yield in water-
sheds at our study site. Finally, hillslope erosion contributes to the total watershed erosion, and
micro-topography plays an important role in the delivery of sediment from hillslopes to channels.
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5.2 Introduction
Semi-arid regions are defined as areas where water is a limiting factor for plant growth, and
they represent approximately 15% of the global land surface [Fensholt et al., 2012]. The geomorphic
processes in semi-arid regions are particularly important because these regions are prone to changes
in ecology; for example, many semi-arid grasslands are transitioning into scrublands [Okin et al.,
2006]. This change in vegetation has important effects on landscape evolution because erosion is
elevated in shrub-dominated areas compared to grasslands [Abrahams et al., 1995]. Moreover, semi-
arid regions are characterized by highly variable precipitation resulting in long periods of relative
stability (decadal) followed by short periods of intense erosion (days to months) that cause massive
landscape instability [Mulligan, 1998]. Consequently, the dynamism of semi-arid regions creates a
need to understand landscape evolution in these environments.
In this study we present a natural experiment in a semi-arid, low-relief grassland setting on
the High Plains of eastern Colorado. The study site offers data records for most of the important
geomorphic processes that occur in semi-arid landscapes. In particular, we have collected data on
the erosional drivers (rainfall and runoff) as well as the erosional response (hillslope and channel
erosion/sedimentation). Additionally, the regional climate during the late Pleistocene and Holocene
is well constrained, and therefore can be exploited to interpret the long-term geomorphic record
[Muhs et al., 1996, 1999; Nordt et al., 2007]. We pay special attention to gully erosion in this
research. Gully erosion is documented as a major source of sediment loss in semi-arid landscapes
around the world, including Australia [Prosser and Slade, 1994], Africa [Frankl et al., 2012], Central
Asia [Cheng et al., 2006], and North America [Tucker et al., 2006]. This work expands on numerous
studies investigating climate and gully response in the neighboring Colorado Plateau [Balling Jr
and Wells, 1990; Hereford and Webb, 1992; Waters and Haynes, 2001; Hereford, 2002], which is
slightly more arid than the Great Plains.
We are particularly interested in gully initiation. Despite over one hundred years of research
into the formation and erosion of gullies [Graf, 1983], the scientific community is still unable to
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predict with certainty the drivers of gully initiation. We know that gullies initiate when the shear
stress of flowing water overcomes the resistive force of vegetation/soil to form an entrenched channel
[Graf, 1979; Tucker et al., 2006]. However, the trigger for this stress imbalance can have many origins
including: land use changes [Montgomery, 1999], climate [Bull, 1964; Waters and Haynes, 2001], or
simply crossing an internal geomorphic threshold [Patton and Schumm, 1975].
Once a gully is initiated it can greatly enhance sediment erosion. Sediment eroded from
gullies can make up 8-94% of the total soil loss on a landscape [Poesen et al., 2003]. Gullies
produce erosion primarily through incision. Moreover, gullies have a high network connectivity,
and therefore gullied landscapes tend to show enhanced sediment production compared to non-
gullied areas [Poesen et al., 2002]. In addition to channel erosion, gullies can trigger additional
erosion processes such as mass failure [Poesen et al., 2003]. Gullies also tend to be long-lived. In
agricultural areas where gullies are filled in by tillage, the new fill material has been observed to
erode again as gullies re-form [Poesen et al., 2003].
Because semi-arid environments are always at risk of insufficient water to maintain the veg-
etative community, it has long been assumed that ecological changes driven by climatic shifts can
change the balance of erosion and sedimentation [Bryan, 1941]. However, our understanding of
how these systems respond is hindered by the paucity of empirical erosion and sedimentation ob-
servations. We present this research as a case-study to provide data and context for the major
geomorphic processes that occur in these fragile semi-arid regions.
5.3 Background
Semi-arid climates typically develop as a result of dry descending air in regions of anti-
cyclones or in the lee of large mountain ranges [Bailey, 1979]. For a few months each year there
is usually enough moisture to support grass and shrub vegetation [Bailey, 1979]. In contrast to
the less variable precipitation patterns of eastern North America, the High Plains in the western
U.S. exhibit high precipitation variability due to climatic patterns such as the El Nin˜o Southern
Oscillation (ENSO). Moreover, it has been shown that highly variable precipitation patterns can
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generate more erosion than climates with steady precipitation if runoff thresholds are significant
and if erosion is non-linearly related to discharge [Tucker and Bras, 2000]. For example, Mulligan
[1998] shows that over a 53-year period in the Mediterranean, a series of large storms over a single
month caused erosion that was roughly equivalent to that experienced during some contiguous
10-year periods. High erosional periods are thus enhanced by the variable precipitation regime in
semi-arid climates.
In addition, erosion in semi-arid climates governs variability in vegetation growth. On the
Great Plains, since the mid-Holocene drought cycles have occurred with centennial-scale cyclicity
and they inhibit vegetation growth and enhance erosion [Clark et al., 2002].
5.3.1 Gully Initiation
Since gully initiation requires the shear stress of water to overcome the resistance of vegeta-
tion/soil, and this phenomenon can be achieved via numerous means, it should not be a surprise
that several causes for gully initiation have been proposed. Early studies in the American Southwest
emphasized the role of land-use change, in particular, the introduction of cattle, as the primary
cause for gully initiation [Graf, 1983]. While this explanation is justified in some cases [Montgomery,
1999], it is not sufficient to explain all gully initiation.
Gullies have also been shown to initiate due to climatic perturbations in the absence of
anthropogenic influence [Waters and Haynes, 2001]. During the 20th century several studies on the
Colorado Plateau have shown that gully incision occurs during periods of increased precipitation
and high-intensity rainfall, and gully filling correlates with periods of drought and lower rainfall
intensities [Balling Jr and Wells, 1990; Hereford and Webb, 1992]. Hereford [2002] suggests that
large floods are the causal mechanism. During periods without large floods, such as the medieval
warm period (∼ 1000 – 1400) gullies aggraded, while gully cutting took place during periods of large
flood activity such as the Little Ice Age (∼ 1400 – late 1800s) [Ely, 1997]. This pattern appears
to be regionally consistent in the semi-arid Colorado Plateau throughout much of the Holocene as
a result of El Nin˜o (wet) and La Nin˜a (dry) cyclicity [Waters and Haynes, 2001]. An additional
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mechanism suggested to explain this phenomenon is that during dry periods vegetation dies off and
sediment moves from hillslopes into channels, filling gullies [Waters and Haynes, 2001]. As climate
shifts back toward wet conditions gullies incise the fill material [Waters and Haynes, 2001].
Land-use changes and climate fluctuations both represent extrinsic changes. However, Schumm
and Hadley [1957] show that intrinsic geomorphic thresholds can also lead to gullying. For exam-
ple, when valley slopes aggrade over time, eventually they can become too steep resulting in gully
incision [Patton and Schumm, 1975]. Many studies have expanded on this, investigating where
gullies begin on a hillslope in terms of a critical threshold in slope as a function of drainage area
(e.g. S = aA−b, where S is a threshold slope value, above which gullying occurs, A is drainage
area, and a and b are best-fit parameters) [Poesen et al., 2003]. As Poesen et al. [1998] point out,
the results of these studies are quite variable depending on the climatic region of the study, the
measurement method, and whether the study area was under agricultural cultivation or not (agri-
cultural areas sustain gullies at lower slopes). Vandekerckhove et al. [2000] further show that the
slope-area threshold for gully initiation is more sensitive to vegetation resistance than to climate.
Finally, a drop in base level can also trigger a headcut that propagates upstream to incise gullies
[Schumm and Parker, 1973; Cooke and Reeves, 1976].
5.3.2 Gully Morphology
Once initiated, what is the characteristic morphology of gully channels? The upstream extent
of a gully is typically delineated by a headcut, downstream of which an entrenched channel resides.
The headcut retreats upstream over time, extending the gully channel [Poesen et al., 2003], or
relaxes over time, evolving into a steep slope [Gardner, 1983]. The gully channel is characterized
by a low width to depth ratio. It has been shown that this characteristic entrenchment is related to
the amount of silt/clay in the channel and banks [Schumm, 1960]. In order to sustain an entrenched
form, gullies must continue to erode faster in the vertical direction than laterally at the channel
banks. Otherwise, if the width to depth ratio becomes too large, a braided channel will result
[Parker, 1976]. At the downstream end of gullies, entrenchment is typically reduced where gully
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slopes decrease and sediment deposition occurs [Poesen et al., 2003].
5.3.3 Gully Evolution
Gully evolution occurs both upstream to downstream, and in cross-section over time. In
the longitudinal direction, Graf [1977] proposed that the rate of gully extension upstream would
decrease exponentially as a function of time. Nachtergaele et al. [2002] expanded on this, showing
that in the Belgian Loess Belt the product of slope and upstream drainage area (a proxy for gully
extension) declines exponentially as a function of time. Therefore, these studies are pointing toward
rapid upstream migration of gullies immediately after initiation, followed by a subsequent decline
in upstream migration rate over time.
In the cross-sectional direction, a series of stages have been proposed for gully evolution
[Schumm and Parker, 1973]. Schumm and Parker [1973] show that as a headcut migrates upstream,
the channel will initially incise as a result of the passing headcut. This incision is then followed by
aggradation as upstream sediment supply infills the downstream cross-section. The cross-section
will widen and become braided until channel instability promotes re-incision of the channel. Using
a numerical model, Arnold [2006] demonstrates how this autogenic cyclicity plays out over an entire
watershed. Some reaches remain aggradational for long periods of time until a threshold steepness
is reached, after which rapid incision ensues.
5.3.4 Field Site
The field site resides on the High Plains of Colorado in the rain shadow of the Rocky Moun-
tains. The climate is semi-arid with an annual rainfall of 300-400 mm and a mean annual tem-
perature range of 7 − 12◦ C [Madole, 1995]. Most of the precipitation (70-80%) occurs as rainfall
beginning in April and ending in September [Madole, 1995]. Site geology is dominated by highly
erodible shale and sandstone sequences [Barclay et al., 2003], overlain by clay-loam and loam soils.
The majority of vegetation on the site is blue grama (Bouteloua gracilis) and buffalo grass (Buchloe
dactyloides).
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The site geomorphology is dominated by West Bijou Creek, which serves as a trunk stream
to which many gullies drain, descending from a flat surface approximately 100 m in elevation above
the creek (Figure 5.1b). Tributary gullies at the field site demonstrate discontinuous patterns of
aggradation and erosion. Active erosion is occurring at headcuts in the gullies. Site headcuts are
typically 0.5–4 m in height and often reveal alluvium overlying weak and fractured bedrock (Figure
5.1c). Upstream of a headcut the gully is often stable, whereas downstream of the headcut the gully
is actively aggrading. Gully headcuts erode at our field site due to desiccation cracking, saturation
from snowmelt and rainfall, and freeze-thaw erosion [Rengers and Tucker, 2014]. Erosional debris
from gully headcuts accumulates at the toe of the headcut until overland flow transports the
material further downstream [Rengers and Tucker, 2014]. Additionally, within each gully there
are commonly multiple headcuts; consequently, there is not a single wave of erosion migrating
upstream, but many waves.
5.3.5 Regional Climatology near the Field Site
Several studies on the Great Plains offer insight into climatic trends over the late Pleistocene
and Holocene that might have influenced gully incision at our field site. In the late Pleistocene
(∼ 20,000 years ago) during the last glacial maximum the climate of northeastern Colorado was
drier and cooler than at present [Muhs et al., 1999]. Using carbon isotope compositions Muhs et al.
[1996] suggest that this area of Colorado would have had a climate similar to the current climate in
southern Alberta, Canada. Furthermore, Muhs et al. [1996] indicate that the vegetation in the late
Pleistocene would resemble a sparsely vegetated cool steppe prairie, similar to the current ecosystem
in central Canada. Throughout the early Holocene (11,700 - 8,000 B.P.) the temperature of the
Great Plains was approximately 2− 3◦ C lower than the present temperature [Nordt et al., 2007].
During the mid-Holocene thermal maximum (∼ 6500–4300 B.P.), Great Plains temperatures rose
to 1◦ C higher than present [Nordt et al., 2007]. A warm period occurred on the Great Plains from
2,600 - 1,000 B.P., which overlaps with the Medieval warm period (∼ 1,300 - 900 B.P.), causing
an increase in temperature of approximately 0.3◦ C, while the Little Ice Age, which follows the
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Cs-137 Reference site
Cs-137 Hillslope Profile
Figure 5.1: (a) Site Location. (b) Shaded relief topography showing gullies incising toward West
Bijou Creek. (c) Headcut in a gully demonstrating incision into bedrock (dashed line) and alluvial
fill above the bedrock.
Medieval warm period, decreased temperatures by a similar amount [Nordt et al., 2007].
Punctuated dune activity during the early, mid, and late-Holocene [Dean et al., 1996] indicates
decreased vegetation during these times [Muhs et al., 1996]. In addition, the mid-Holocene has been
associated with gully channel filling on the High Plains of Colorado [Arnold et al., 2007; Tucker
et al., 2006]. However, the role of climate on gully incision on the High Plains of Colorado is
nuanced. Tucker et al. [2006] note that although the mid-Holocene was warmer and drier than at
present, climate reconstructions also suggest a stronger monsoon than present. Thus we cannot
simply correlate gully filling to periods of decreased vegetation because additional climate factors
also influence erosion.
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5.4 Methods
5.4.1 Approach and Scope
The approach of this research is to quantify the rates and/or magnitude of the primary land-
scape forming geomorphic processes in a semi-arid grassland environment, with a special emphasis
on gully formation and evolution. The goal is to provide a comprehensive database that can be
used as a starting point for the future development of geomorphic transport laws in these settings.
5.4.2 Hydrology
Rainfall measurements were collected from a network of five rain gages. We used the Onset
HOBO data logging rain gage RG3-M, which has a 0.2 mm tipping bucket to record rainfall. From
the rate of bucket tips we are able to calculate rainfall intensities by determining the total number
of bucket tips over a 30-minute time interval.
5.4.3 Topography
Airborne LiDAR data were obtained for the field site on April 23, 2007 by the National Center
for Airborne Laser Mapping (NCALM). The LiDAR data were converted into a 1 m resolution
digital elevation model (DEM).
We performed a slope-area analysis using the LiDAR data for three gully watersheds. A
longitudinal profile was extracted from the LiDAR data following gully valleys in each watershed,
starting at the most upstream valley location and ending at the confluence with West Bijou Creek.
Where man-made dams blocked the gully valley, we digitally breached the dams to re-create the
natural flow pathways of the gullies. After each drop in elevation equal to 2 m, the slope of the
longitudinal profile segment was recorded and compared with the drainage area of the segment.
The drainage area of each gully watershed was extracted with the tauDEM software (version 5.1.1
Tarboton [1997]).
We also investigated the shear stress distribution in the same gully channels to explore how
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shear stress generated by runoff during a typical summer storm changes in the downstream direction.
We begin with an equation for shear stress assuming steady, uniform, and wide-channel flow,
τmax = ρghS (5.1)
where τmax is the maximum theoretical shear stress, ρ [kg m
−3] is water density, g [m s−2] is
gravitational acceleration, h [m] is the water depth, S is sinα, and α is the local slope angle. In
order to estimate h we use Manning’s equation and substitute water depth for the hydraulic radius:
V =
h
2
3S
1
2
n
(5.2)
where V [m s−1] is depth-averaged velocity and n is Manning’s roughness coefficient. Here we
assume that n = 0.16 m−1/3 s−1, a value for medium to dense brush [Chow, 1959]. Velocity is
converted to unit discharge by multiplying equation 5.2 by the water depth, h:
h =
q
3
5n
3
5
S
3
10
(5.3)
where q is the discharge per unit width. We substitute equation 5.3 into equation 5.1 to obtain:
τ = ρgq
3
5n
3
5S
7
10 (5.4)
Equation 5.4 is applied along the longitudinal profile. We assume a maximum discharge of
Qmax = 0.2 m
3/s at the most downstream location in the profile, which we normalize by channel
width b. We obtained this value by taking one of the high flow discharges measured at the flume
(located in the middle of the watershed), and we doubled the value as a way to estimate the flow
at the bottom of the watershed. The discharge along the profile is treated as a fraction of the
maximum discharge, which is determined by the contributing drainage area as in:
qi =
AiQmax
bAmax
(5.5)
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where Ai [m
2] is the drainage area contributing at any point i in the longitudinal profile, Qmax
is the maximum discharge at the outlet, b is the pixel width, and Amax is the drainage area at
the basin outlet. We estimated the channel width in the downstream direction using the hydraulic
geometry equation:
b = cA0.5i (5.6)
We chose a value of c = 0.02, which gives realistic width values and falls in the range observed by
Montgomery and Gran [2001].
5.4.4 Optically Stimulated Luminescence dating
We collected sediment samples for optically stimulated luminescence (OSL) dating from head-
cuts near the bedrock-alluvium interface in order to isolate sediment that was deposited directly on
top of bedrock. By dating the sediment directly on top of the bedrock contact, we can determine
the time when the most recent headcut passed a location (Figure 5.2). Using airborne LiDAR
topography we selected headcuts in neighboring watersheds at approximately the same upstream
distance from West Bijou Creek for OSL dating. If sediment at approximately the same distance
from West Bijou Creek (the local base-level) is approximately the same age (within error), then
this would provide evidence for headcut initiation following incision at the trunk stream.
Erosion of 
DepositionBedrock
Alluvium
Old Headcut
New Headcut
Sediment 
from deposition 
of old headcut
Old Headcut
Figure 5.2: Conceptual model of headcut erosion and deposition. Star represents the alluvium-
bedrock interface location where OSL sample were taken.
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OSL samples were obtained by pounding a light-impenetrable PVC tube into a head-cut
above the bedrock-alluvium contact. After sampling, the PVC tubes were sealed in light-proof
photographic bags to protect the samples from any light penetration. Bulk sediment samples were
collected proximal to the sample location to determine the environmental dose rate. In addition,
the latitude, longitude, elevation, and depth from the surface were recorded for estimating the
cosmic dose rate [Prescott and Hutton, 1994].
The dose rate was determined by measuring concentrations of potassium, thorium, uranium
in the bulk sediment. These results were obtained with high resolution gamma spectrometry using
a high purity germanium (HPGe) detector following the protocol described by Snyder and Duval
[2003]. Bulk samples were dried and homogenized by hand crushing and then packed into sealed
containers. Samples were weighed and stored for 21 days to allow radon to reach radioactive
equilibrium. Measurements with a high relative error (> 25%) were excluded from dose rate
calculations. The water content of the sample in the field as well as saturated conditions (i.e.
“field-capacity”) was determined by weighing wet and dried samples under laboratory conditions.
The estimated water content was then used to attenuate the dose rate following the methods of
Mahan et al. [2007].
Field and OSL samples were processed at the USGS Luminescence Geochronology Laboratory
in Denver, Colorado. To extract pure quartz grains for OSL analysis, the sample was treated with
a series of chemical and mechanical separations. First, the outermost ends of the sample tube
were discarded to avoid sunlight-bleached material. The remaining sample was leached in a 5N
HCl solution to remove carbonates and then a 35% H2O2 solution to remove any organic matter.
Subsequently, the sample was sieved to isolate fine-grained sand in the 90–180 µm range. Magnetic
grains were removed from the sample using a Franz magnetic separator. Feldspar was removed using
a heavy-liquid separation with lithium sodium polytungstate (LST) (ρ = 2.58 g/cm3). Finally, the
remaining sample was subjected to a 49% solution of HF acid to remove the outer 10% of quartz
grains to avoid the alpha contribution to luminescence and to dissolve any remaining feldspar
inclusions or grains.
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We used a continuous wave (CW-OSL), blue-light stimulation, and a modified single aliquot
regeneration (SAR) protocol to determine the equivalent dose for each sample (Murray and Wintle
2003). This was done with a Riso TL/OSL-DA-15A/B Reader and detection was obtained from
Hoya 2U340 and Schott BG-39 filters coupled to an EMI 9635 QA photo-multiplier tube. An
equivalent dose growth curve was obtained for each sample, and components of exponential and
linear fits to the data were used to determine the equivalent dose of the natural OSL signal. The
veracity of the data obtained from the SAR protocol was subjected to multiple tests to ensure
reproducibility of the results. The tests used were: the recycling ratio, recuperation, IR repeat
ratio, dose recovery, preheat plateau, and De(t) distribution tests [Duller, 2008]. Data that failed
any of these tests (at a greater than 10% variance) displayed unstable OSL signals (i.e., heightened
thermal transfer or elevated decay curves), were rejected following standard luminescence dating
community standards protocol [Murray and Wintle, 2003; Duller, 2008]. The final sample ages were
determined by dividing the equivalent dose (Gy) by the environmental dose rate (Gy/ka) (Table
5.1).
5.4.5 Cs-137 Collection
We sampled for Cs-137 along a hillslope transect crossing a ridge and bounded by gully
channels on either side (Figure 5.1). The hillslopes were planar on either side of the ridge, which
allowed us to consider sediment transport in the downstream-only direction. Moreover, samples on
both sides of a ridge allow for a replicate sample by which to understand two hillslopes.
A stable location at the field site was used as a control for comparison with the hillslope
samples (Figure 5.1). The stable sample site is flat and in an area isolated from human and biogenic
activity, thereby minimizing any erosional processes. We integrated the total Cs-137 activity from
hillslope soil cores and compared each hillslope sample to the integrated radioactivity from the
sample site. This comparison shows either erosion or deposition at locations along a hillslope
profile.
At each sample location we pounded a cylindrical-PVC tube into the soil, and then dug out
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the tube containing the sample (Figure 5.3a-b). Soil cores were obtained using a slide hammer
with a metal sampling core (12 in long, 2 in diameter). A plastic liner was placed inside the metal
corer, so that each soil sample could be removed, and kept intact. Following core recovery, the slide
hammer was cleaned with isopropyl alcohol to remove any Cs-137 contamination before taking the
next sample.
a b
c
d
Figure 5.3: a. Using a slide hammer to obtain a soil core. b. Digging out a soil core. c. Sub-
sampling the soil core in a laboratory setting. d. Oven drying the soil core sub-samples.
In a laboratory setting, soil cores were sub-sampled every 6 cm (Figure 5.3c), which resulted in
six sample slices for each core. In cases where the core had undergone compression, the sub-sample
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length was corrected to obtain all six samples from the total core. Sub-samples were weighed and
put into a drying oven at 60◦ C for 48 hours, and then re-weighed after drying. Finally, the samples
were disaggregated with a mortar and pestle and any vegetation or particles larger than 2 mm were
removed. These sub-samples were sent to the University of Iowa and the Cs-137 radioactivity was
measured with gamma spectrometry.
5.4.6 Erosion rates
To better understand basin-wide erosion rates at the field site we used topographic extrapo-
lation. We know that a stock pond on the site was built in 1960 by constructing a dam across a
gully valley. The stock pond rarely holds water, but has accumulated a great deal of sediment. We
estimated the volume of sediment in the stock pond using a series of trapezoids (Figure 5.4). The
area of each trapezoid (Atrap [m
2]) was calculated with the standard equation:
Atrap =
(BBottom +BTop) ∗ h
2
(5.7)
where BTop [m] is the top width, BBottom [m] is the bottom width, and h is the height of sediment.
A constant top width of 60 m was used, which is the average pond width. To calculate h we
estimated the maximum height difference between the current longitudinal profile (2007 LiDAR
data) through the dam, and an extrapolated profile simulating the topography prior to the dam
for every meter downstream (Figure 5.4c). The bottom width was calculated as:
BBottom = BTop − 2h
Sside
(5.8)
where Sside is the side slope of the current pond. We used an average value of Sside = 0.11, which
was determined from 5 cross-sections. The volume of each tranche was obtained by multiplying the
trapezoidal area by a unit width (w) of 1 m, and the total volume is the sum of the trapezoidal
tranches (Figure 5.4b). From this calculation we can determine the volume of sediment from both
hillslope and gully erosion since pond construction.
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Based on the mass of sediment stored in the pond, we determined a basin-wide erosion rate
(Dero [m]). First, the total volume of sediment in the stock pond (Vdep [m
3]) can be converted into
the mass of deposited sediment (Mdep [kg]) with the following equation:
Mdep = Vdepσ(1− φdep) (5.9)
where σ is the material density [kg m−3] and φdep [] is the porosity of the material deposited in the
pond. The basin-wide mass of eroded material (Mero [kg]) in terms of (Dero) is then,
Mero = DeroAσ(1− φero) (5.10)
where A [m2] is the contributing drainage area and φero [] is the porosity of the soil material being
eroded. Finally, it is possible to solve for the basin-wide erosion rate by setting equation 5.9 equal
to equation 5.10 and re-arranging to find Dero:
Dero =
Vdep(1− φdep)
A(1− φero) (5.11)
The basin-wide erosion rate thus strongly depends on the values of φdep and φero. If these
two values are equal then the erosion rate will be equivalent to the sediment volume divided by
the contributing drainage area. However, if the soil porosity was half the value of the depositional
porosity, then the basin-wide erosion rate would decrease by 2/3. Thus uncertainty in the basin-
wide erosion rate is related to estimates of the soil and depositional material porosity.
The basin-wide erosion rates can be compared to the erosion rate of a singular gully headcut.
Historical aerial photos from 1957 show the prior locations of gully heads. We estimated the
erosional volume of one prominent gully headcut using the 2007 LiDAR DEM. At our field site,
as gully headcuts retreat up-valley they only incise a central portion of the valley, leaving behind
paired terraces. The 1957 photo can be used to establish the gully headcut position in the valley.
Using the the paired terraces in the 2007 LiDAR DEM, we estimated the elevation of the valley
prior to gully incision. From these data we “filled” the 2007 DEM where headcut erosion took place
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Figure 5.4: (a) Shaded relief topography showing the contributing drainage area of gullies to a
stock pond. (b) Trapezoidal tranches used estimate the sediment volume in the stock pond. (c)
Longitudinal profile of the gully valley through the stock pond.
between 1957 and 2007. We subtracted the estimated 1957 DEM from the 2007 DEM to determine
the approximate volume of material removed from the valley during this time.
5.5 Results
5.5.1 Rainfall
Rainfall at the study site is a function of the regional semi-arid climate. Two major types
of rainfall can be observed at the field site: low-intensity, long-duration cyclonic storms, and high-
intensity, short-duration thunderstorms (Figure 5.6). These different storm types tend to occur
during the spring/fall and summer, respectively. For example, in the spring of 2011 between April
27, 2011 and May 24, 2011, 108 mm of rain fell on the site in a series of storms with 30-minute
rainfall intensity values less than 10 mm/hr. By contrast, two short thunderstorms on July 13,
2011 (21 mm/hr) and July 14, 2011 (19 mm/hr) delivered 50 mm of rainfall (Figure 5.5). Overland
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flow runoff is most frequent during high-intensity short-duration summer thunderstorms exceeding
approximately 10 mm/hr (Figure 5.6). Negligible runoff occurs due to snowmelt during the winter
months (verified with time-lapse photos).
Figure 5.5: Cumulative rainfall compared to 30-minute rainfall intensity. The summer months are
defined as those between June 1 to September 1.
During a typical summer thunderstorm the spatial distribution of rainfall varies across the
study site. Figure 5.7a shows rainfall intensity during the middle of a thunderstorm on September
10, 2013. The rainfall pattern shifts during the waning stages of the same storm 45 minutes later
as the storm moves to the southeast (Figure 5.7b).
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Figure 5.6: Rainfall intensity compared to water runoff discharge.
5.5.2 Topographic Analysis
A few key trends are observed from the topographic analysis. For example, the overall slope
of gully channels is concave up, aside from local convexity at gully headcuts (Figure 5.8 and 5.9).
The calculated shear stress tends to be dominated by the locally steep portions of the longitudinal
profile. Additionally topographic analysis allows us to investigate the concavity index of the gully
channels.
It has been shown that the slope-area relationship for rivers often follows a power law scaling
of the form [Flint, 1974; Tarboton et al., 1989; Whipple and Tucker, 2002]:
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Figure 5.7: Variations in rainfall intensity values as a storm moves across the study site. White
circles are rain gage locations, and numerical values indicate the 30-minute rainfall intensity. (a)
Rainfall Intensity on September 10, 2013 at 5:21 pm. (b) Rainfall Intensity on September 10, 2013
at 6:06 pm.
S = ksA
−θ (5.12)
where S is the channel gradient, ks is the steepness index, A is the contributing drainage area, and
θ is the concavity index. The concavity indices obtained in our analysis of three gully channels
on the site are 0.44, 0.48, and 0.53 (Figure 5.8). The concavity index for rivers typically falls in
the range (0.35< θ < 0.6) [Tucker and Whipple, 2002], and detachment limited fluvial systems are
observed to have θ =∼ 0.5 [Whipple and Tucker, 1999].
5.5.3 OSL
OSL dates offer a quantitative method to explore whether the headcuts in several adjacent
watersheds originate from a base-level drop along West Bijou Creek (Table 5.1). The age of alluvial
fill is not strongly correlated with distance from the creek as might be expected if the headcuts
originated at the same base-level and time (Figure 5.9). Nor is there a strong correlation between
age and other variables such as elevation or accumulated drainage area (Figure 5.10).
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Figure 5.8: (a) Longitudinal profile of a typical gully channel from near the ridge to base-level.
Shear stress is plotted on the right y-axis. (b) Slope-Area plot for the same gully.
5.5.4 Hillslope Erosion
The peak period of Cs-137 deposition from atmospheric nuclear weapons testing was in 1963–
64 (U.S. ERDA, 1977). Therefore, Cs-137 allows us to track sediment movement over a ∼ 50 year
Table 5.1: OSL Dates.
Sample Name Elevation OSL Date Regional Climate
12WB04 1690 m 3200 ± 170 Slightly cooler than modern Stage
VIII [Nordt et al., 2007]
12WB05 1678 m 540 ± 30 Little Ice Age
WS3c 1684 m 8610 ± 380 −2◦ C cooler than modern Stage VI
[Nordt et al., 2007]
WS3d 1674 m 9010 ± 370 −2◦ C cooler than modern Stage VI
[Nordt et al., 2007]
WS3e 1675 m 1570 ± 100 Medieval Warm Period
WS4a 1695 m 1120 ± 200 Medieval Warm Period
WS4b 1682 m 890 ± 70 Medieval Warm Period
148
Figure 5.9: (Top) Location of OSL samples and ages in years. (Bottom) Longitudinal profiles
showing location of OSL sample and age.
time period. We sampled at three different locations within a 30 m radius that appeared to be
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Figure 5.10: Relationship between OSL ages and basin characteristics that would influence migra-
tion.
stable in order to establish a reference site. However, the Cesium-137 activity with depth varied
between each of the three references (Figure 5.11).
We will assume that the reference site 2010A (Figure 5.11) is correct and that erosion has
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2010 A
2010 B
2011C
Figure 5.11: Different values of Cs-137 at sites that appear to be stable.
occurred at the other sites we considered using as reference sites. The proportion of Cs-137 in each
sample along the hillslope transect was compared to this reference site, which is assumed to be
stable. We compared the integral of all Cs-137 activity at the 2010A reference site (2990 mBq) to
the integral of all Cs-137 radioactivity measured at each hillslope sample site. Thus by comparison
our results show that overall, the hillslope is erosional (Figure 5.12a). The proportion of Cs-137
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Figure 5.12: (a) Hillslope cross-sectional profile with the relative proportion of Cs-137 activity
at different parts on the slope (stars). Numbers correspond to the sample locations. (b) Survey
location for Cs-137 hillslope transect.
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relative to the reference was compared with the local slope (Figure 5.13). A correlation is observed
between slope and Cs-137, indicating that steeper slopes have eroded more (Figure 5.13).
r2 = 0.25
Figure 5.13: Correlation between slope and relative amount of Cs-137 compared to a non-erosional
reference.
5.5.5 Erosion rates
The total volume of sediment estimated in the stock pond was 6100 m3. When this volume
is normalized according to equation 5.11 (assuming that φero = φdep) and the time between dam
construction and aerial LiDAR (2007), we obtained a basin-wide erosion rate of 0.3 mm/yr .
The estimated volume of material removed by the gully headcut is 630 m3. This represents
10% of the total stock pond volume. Because the total watershed contains many headcuts with
sizes as small as 0.2 m we do not have a topographic dataset with the precision to determine the
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total proportion of watershed erosion caused by every gully headcut in the watershed. However,
as there are at least 5 headcuts of comparable size to the measured headcut, gully headcut erosion
can conservatively account for at least 50% of the total watershed erosion.
5.6 Discussion
5.6.1 Gully Initiation at the Field Site
The OSL dates reflect the date of deposition from a passing headcut. In our conceptual model
as a headcut migrates upstream and erodes into bedrock, the new material deposited downstream
of the headcut should be bleached from sunlight. Therefore, the OSL date of sediment directly
overlying bedrock reflects the date of passage of the last headcut. If headcuts were triggered by a
single, climate-driven base level drop in West Bijou Creek, then one would expect alluvial sediment
overlying bedrock to have a similar age at a similar drainage area upstream from the creek. This
assumes that headcuts move upstream at a rate that correlates with drainage area [Burkard and
Kostaschuk, 1997; Radoane et al., 1995]. The OSL dates, however, reveal a broad range of ages
that show little apparent correlation with height above the creek, stream wise distance from the
creek, or local drainage area (Figure 5.10). Moreover, the date of alluvium deposition does not
correspond with a particular type of climate (Table 5.1).
One possible reason for the large differences in alluvium dates is that the OSL ages do not
reflect the actual date of the sediment deposition because the sampled sediment was only partially
bleached. This occurs when only a small portion of sediment receives sunlight and is reset, while
the rest of the sediment retains an age from the previous time(s) it was reset. However, our OSL
data does not indicate partial bleaching. Partial bleaching is observed in OSL data when there are
two age populations, an older non-bleached population and a younger bleached population. Our
data show a single age population. Finally, OSL has been shown to work well in systems on the
High Plains because of the frequent sunlight exposure [Arnold et al., 2007].
Another potential explanation for differing ages of gully alluvial sediment is that headcut
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erosion could be triggered by the crossing of intrinsic geomorphic thresholds, in which case a headcut
could initiate anywhere in a gully, not just at the local trunk stream. Field evidence from a large
overland flow event in September 2013 suggests that this might be the case. After the flooding
we observed that the flow dynamics isolated discrete bunches of grass surrounded by sediment in
the gully channels (Figure 5.14). A new headcut was observed in the channel (approximately 40
cm deep and 80 cm wide) after this flow event (Figure 5.15). The headcut is not apparent in the
2007 LiDAR image (5-30 cm vertical accuracy), despite the fact that the feature is large enough
to be detectable had it been present. Therefore it must have been initiated after that year. Field
observations in this channel did not show any sign of the headcut prior to the September 2013 flow
event, but a fresh headcut escarpment was observed immediately after those rainstorms. It is likely
that the headcut was created by exploiting the loose sediment areas between discrete bunches of
grass. Prior work has shown that the sediment between grassy root wads is more susceptible to
erosion than the sediment bounded by fibrous roots [Annandale, 2006].
If headcuts can be initiated within a gully channel, there is no reason to expect alluvial
sediment deposited from headcut migration to correlate in age across adjacent gully systems. This
finding does not preclude the possibility of multiple headcuts triggered at the same time during a
base-level drop at the trunk stream. However, these data suggest that base-level headcut initiation
is not sufficient to describe the origin of all headcuts. Headcut initiation may be due to crossing
an intrinsic geomorphic threshold, as suggested by Patton and Schumm [1975], although in a large
flood event where weaknesses in a channel can be exploited there may be a stochastic aspect to
headcut initiation. A portion of the channel where grass roots have been weakened by burrowing
animals or exposed sediment can be exploited by water flow to create suitable conditions for headcut
initiation. Consequently, while thresholds in slope or drainage area may initiate a headcut, it is
also possible that a randomly weak portion of a grass-lined channel could nucleate a headcut during
a large flow event, and subsequent flows could continue to encourage growth.
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Figure 5.14: (a) Grassy channel after overland flow, where the grass clumps are isolated with
exposed soil in-between. White arrow points to a cobble-sized block of soil that was eroded from
an upstream source and transported as bed load. (b) Close-up view of grass in the channel after a
flow event. Exposed soil surrounds the grass root-ball. 15 cm ruler is used for scale.
Figure 5.15: Longitudinal profile from the 1 m LiDAR topography, obtained in 2007. (a) View of
new headcut with 15 cm ruler for scale. (b) View of a headcut downstream that existed prior to
the September 2013 flow event. The backpack used for scale is approximately 60 cm for scale.
5.6.2 Gully Evolution at the Field Site
From field observations, we infer that headcuts can evolve into different forms after they
initiate. Some headcuts become potholes and remain in place (Figure 5.16). Headcuts that form
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a single scarp and migrate upstream fall into two end-members: those that accumulate debris and
remain in place and those where debris is removed creating a tall steep slope discontinuity (Figure
5.17). The continued growth or stabilization of a headcut is set by the rate of headcut erosion to
fluvial erosion [Rengers and Tucker, 2014].
Pothole
Headcut
Headcut
Figure 5.16: Inter-gully incision that has developed into a pothole instead of a migrating headcut.
Lighter colored grass, indicated the width of the flow strip in the channel.
5.6.3 Hillslopes
Hillslopes on the site have a higher shrub density with more continuous bare patches than
the grassy valley floors. Because of the sediment exposure, the dominate erosional processes on
hillslopes at the site are overland flow and rill erosion. As would be expected, the Cs-137 data
indicate that hillslope erosion increases as a result of sharp changes in slope. This suggests that
micro-topography plays an important role in hillslope response on the decadal time-scale.
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Figure 5.17: (a) Headcut that has accumulated debris downslope, which is covered with grass. (b)
Headcut with little deposition immediately downstream.
5.7 Conclusions
In this study we explore the primary geomorphic processes that are active in a semi-arid
landscape setting. At our field site the dominant landscape forming processes are gully and hillslope
erosion. We find evidence for intrinsic threshold controls on gully headcut initiation rather than
climatic controls. Dating shows that headcuts at our field site do not originate from a single base-
level drop. Modern field observations suggest that headcut initiation results from exploitation of
weak areas in a grassy channel bed. Moreover, gullies at our field site are persistent features that
can last for hundreds to thousands of years, and can contribute at least 50% of the total sediment
in a watershed. Some headcut formation, however, stalls as either a pothole or becomes buried. As
hillslopes respond to gully cutting, it appears that their response is discontinuous as some sediment
is stored in micro-topographic depressions. Both gully and hillslope erosion are strongly influenced
by overland flow, and this is a thresholded phenomena at our field site, occurring only during
rainfall intensities exceeding 10 mm/hr.
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Chapter 6
Summary and Conclusions
6.1 Gully and Post-wildfire Erosion: New insights
A major goal of this research was to understand the processes involved in gully and post-
wildfire erosion, as well as the relationship between these processes and landscape morphology.
This was achieved by using the natural laboratories at the Fourmile Canyon and West Bijou Creek
field sites. By leveraging field sites with tightly constrained hydrology and topographic change, it
was possible to make progress in understanding: post-wildfire landscape evolution, gully initiation
processes, gully retreat processes, and the morphologic legacy of gully erosion. These insights are
crucial in helping to make predictions of landscape change in these rapidly evolving landscapes.
6.2 Landscape evolution resulting from a wildfire perturbation.
Wildfire is known to create conditions where erosion is much higher than background levels.
This research has helped to show that erosion is not spatially uniform within a small catchment.
I found that hillslope erosion was nearly twice as large as channel erosion. In addition, I observed
a strong hysteresis in the pattern of geomorphic adjustment. Early large rainfall events generated
high erosion that stripped the hillslope and channel surfaces of fine material, leaving behind a
coarse surface armor. Subsequent high rainfall events accomplished relatively little erosion. Prior
to this research, it was known that the effects of wildfire diminish over time as soils regain pre-fire
infiltration capacities. This work expands on that observation by showing that erosional effects can
also decrease over time due to geomorphic changes in surface material, and changes in sediment
160
availability. Consequently, the catchment evolution was a function of external forces (rainfall) and
the internal forces (existing sediment size distribution and the topographic slope).
6.2.1 Gully Initiation: How do gullies begin
I tested a hypothesis that gullies are triggered by a baselevel drop. I found that this was
neither necessary to describe gully headcut origination at my field site. Optically stimulated lu-
minescence dating showed that gully headcuts were triggered at many different times during the
Holocene. Consequently, these results suggest that headcut initiation is not related to a specific
climatic perturbation and a base-level drop is not required for headcut initiation. Moreover, I
found evidence that gullies can initiate within an existing channel when the channel is subjected
to sufficient shear stress.
6.2.2 Gully Retreat: Processes, rates, and morphology.
Once a gully is initiated, what controls headcut retreat in the upstream direction? Many
studies have observed a relationship between upstream drainage area and the retreat rate of gully
headcuts, but this correlation does not indicate the specific causal mechanism. At the West Bijou
Creek field site, I observed that headcut retreat was primarily determined by extremes in soil
moisture. High soil moisture conditions triggered headcut failure through a loss of soil cohesion
and added weight. Low soil moisture conditions also resulted in headcut failure (though to a
much smaller degree) through desiccation and crack expansion. A low water table exists at the
field site, which excluded the possibility of seepage erosion. High soil moisture was caused by (1)
shallow subsurface flow via snowmelt and rainfall, and (2) overland flow. Both of these mechanisms
are correlated with upstream drainage area, consequently these observations help to more clearly
explain the hydrologic processes that are the fundamental causes of the observed correlation between
headcut retreat and drainage area.
Headcut morphology is a direct result of the processes causing headcut erosion. The high soil
moisture that causes headcut erosion tends to be concentrated at the headcut apex. This creates
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preferential erosion at the headcut apex in relation to the channel walls. The natural result of
these processes is the characteristic amphitheater headcut morphology observed in many headcuts.
Consequently, through observations of headcut erosion controls, I was able to explain the headcut
morphology.
As headcuts migrate upstream through erosion of the headcut face, a variety of downstream
slope forms could result. It would be possible for headcut erosion to produce enough debris that
the headcut eventually becomes buried and stops migrating upstream. Another extreme would be
a headcut that grows in height continually as it moves upstream. The numerical model of headcut
retreat described in Chapter 3 provided a quantitative way to understand the competing forces
at work to produce the gully channel profile downstream of a migrating headcut. I found that a
headcut could become buried if fluvial erosion were insufficient to remove material deposited from
the headcut. Moreover, if fluvial erosion becomes too large it could result in a headcut continually
increasing in height. Through modeling, I discovered that the key factor modulating fluvial erosion
is vegetation. Consequently, the channel slope downstream of an actively migrating gully headcut
is a function of the headcut erosion and fluvial processes, and the ultimate channel form is dictated
by the erodibility characteristics of channel vegetation.
In summary, this research not only helps to explain how gullies begin, but it reveals the
environmental controls on retreat rate and can explain the resulting gully headcut and channel
morphology. Thus this research has advanced the current state of knowledge regarding gully erosion
in semi-arid grassland settings.
6.3 Future work
This research has provided a more detailed set of data than many studies of gully or wildfire
erosion to date. This work logically points to several follow-up research questions. Future studies
of post-wildfire erosion would benefit from further investigations into the controls on the spatial
distribution of erosion. Are the observations of erosion patterns observed in my first-order catch-
ment study scale-dependent, or do they apply to larger catchments? Moreover, the post-wildfire
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erosion patterns found at the Fourmile Canyon study site were strongly related to underlying ma-
terial which had a large proportion of cobbles that were not easily transported. Similar studies
in different settings that have have more easily transported material would help to contextualize
the results. Finally, the role of hydrology should be explored further. If larger storms with higher
runoff would have hit the study site, would the erosion patterns have differed? Computational
modeling could be a useful tool to investigate how different hypothetical rainfall-runoff scenarios
would impact catchment-scale erosion and sedimentation patterns after wildfires.
A more detailed investigation of gully initiation at the field scale would be a beneficial. Since
the pioneering work of Patton and Schumm [1975], many researchers have been interested in the
idea of a threshold slope required to generate shear stress and cause gully initiation, but a deeper
mechanical investigation should be performed. My field observations in a grassy channel suggest
that initiation might begin due to preferential scour of weak sediment between grass root wads,
however, detailed research should be conducted to investigate this hypothesis. Is slope the critical
factor in initiation, or is it local weakness in the channel bed where erodible material can be
preferentially scoured? My work relied on estimates of the critical shear stress in grassy channels;
however, this is a difficult attribute to measure and further studies that help to establish critical
shear stress values of vegetation would benefit gully erosion research.
Headcut erosion is another area that would benefit from further focused study. I have shown
that headcuts at the West Bijou Creek study site are particularly susceptible to erosion when
subjected to high soil moisture. A more tightly controlled study should investigate (1) a soil
moisture threshold for failure, (2) the rate of headcut saturation during snowmelt and rainfall
induced overland flow, and (3) the characteristic length-scale induced by cracking during periods
of low soil moisture. This work would result in better estimates of the timing of headcut erosion.
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Appendix A
Sediment Deposition Assumptions for the Headcut Retreat Model
In this section, we justify the use of a single “effective” value of the adjusted sediment
deposition-rate coefficient ¯d∗vs. We derive an expression for ¯d∗vs under the assumption that there
are N grain-size fractions, and that the proportional concentration of each fraction in the flow is
constant.
Sediment deposition in our numerical model is described by equation 3.11. In order to account
for the deposition of different size fractions we consider that the total sediment concentration is
the sum of the individual concentrations of sediment in each size fraction. Therefore, equation 3.11
can be represented as:
d =
1
N
n∑
i=1
csiνsid∗i (A.1)
where N is the number of grain-size categories, csi is the concentration of sediment for a grain-size
category i, νsi is the settling velocity for a grain-size category i, and d∗i is the near-bed sediment
enrichment factor d∗, calculated according to Davy and Lague [2009] for a grain-size category i.
The fraction of each concentration in a grain-size category can be expressed as:
fi =
csi
csTotal
(A.2)
where fi is the fraction of the sediment concentration within a grain-size category, and csTotal is the
total sediment concentration. We assume that the volumetric proportion, fi, of each size fraction
i is constant. Substituting the fractional concentration into equation A.3, we obtain:
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d =
csTotal
N
n∑
i=1
fiνsid∗i (A.3)
Given the relationship:
¯d∗vs =
1
N
n∑
i=1
fivsid∗i (A.4)
We simplify equation A.3 to obtain:
d = csTotal ¯d∗vs (A.5)
Consequently, this approach takes into account the variety of grain-sizes within the fluvial
system. Some grain sizes will be prone to wash load, therefore they will experience d∗ values close
to unity, and low settling velocities. By contrast, sediment moving as bed load will have high d∗
values and high settling velocities.
To estimate ¯d∗vs for our study site, we averaged six grain size distributions obtained from
sediment samples in the gully channel (Table A.1). Although we only report the average values here,
the relative proportions are similar among the six samples. We determined the settling velocity for
each size fraction according to the following equation [Ferguson and Church, 2004]:
νs =
RgD2
C1ν + (0.75C2RgD3)0.5
(A.6)
where R is the submerged specific gravity (assumed to be 1.65, representing quartz in water), D
is the representative diameter of the grain, C1 is 18, and C1 is 0.4. Therefore, using the values
in Table A.1 and equation A.3, we account for the different deposition rates of different grain size
categories that are entrained by water. The data in Table A.1 result in a value of 5.78 × 10−3 for
¯d∗vs.
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Table A.1: Grain Size Distribution
Grain Size Category Representative Grain Size Settling Velocity d∗ Fraction of Grain Size
µm m/s
very coarse sand 1500 2.4x10−1 6968 0
coarse sand 750 1.32x10−1 133 0.0019
medium sand 375 5.76x10−2 8.5 0.016
fine sand 187.5 1.95x10−2 2.1 0.053
very fine sand 93.75 5.57x10−3 1.2 0.108
silt > 34 µm 48.25 1.55x10−3 1.1 0.133
silt < 34 µm 19 2.46x10−4 1.0 0.374
clay 4 1.1x10−5 1.0 0.311
