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Abstract
As the resolution of digital images increase significantly, the processing of images becomes
more challenging in terms of accuracy and efficiency. In this paper, we consider image segmenta-
tion by solving a partial differentiation equation (PDE) model based on the Mumford-Shah func-
tional. We develop a new algorithm by combining anisotropic mesh adaptation for image represen-
tation and finite element method for solving the PDE model. Comparing to traditional algorithms
solved by finite difference method, our algorithm provides faster and better results without the
need to resizing the images to lower quality. We also extend the algorithm to segment images with
multiple regions.
Keywords. image segmentation, anisotropic mesh adaptation, metric tensor, Mumford-Shah functional, Chan-
Vese model
1 Introduction
In computer vision, image segmentation is the process of segmenting the image into different regions (sets of
pixels/voxels). In other words, it is the process of information detection and extraction from image data for
certain regions that share similar features throughout the image [1, 2]. The result of this process is either a
set of segments that all together cover the whole image, contours extract of the image, or separate objects that
are saved to separated image files. During this process the image is classified to different sets of pixels/voxels
belonging to two categories: similar and adjacent regions. The pixels/voxels that belong to similar region
contain similar properties with respect to texture, intensity or color while adjacent regions are significantly
different with respect to those characteristics.
The goal of image segmentation is to locate a certain object with similar pixels/voxels, and simplify the
image so it is easier to analyze [3]. Image segmentation is also used to locate the edges or boundaries of
certain objects of an image [2]. There are many important applications for image segmentation such as medical
imaging (locating tumors, measuring tissue volumes, surgery planning) [4, 5], object detection (pedestrian
detection, face detection, satellite image detection) [6], recognition tasks (face, finger, and iris recognition),
and traffic control system (video surveillance) [7].
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Various methods and algorithms have been developed for image segmentation that can be categorized into
two groups: local segmentation and global segmentation. Local segmentation deals with segmenting the pix-
els/voxels of specific parts of the images while global segmentation deals with the entire image [8,9]. Segmen-
tation methods can also be classified according to their approaches, including region approach, edge approach,
and boundary approach. Region approach such as region growing method performs generally better at noise
resistance than edge detection method, but it is very costly when it comes to computation [2]. Boundary or
edge approach such as edge detection method works well with images containing high regional and boundary
disparity, but not with images containing blurred edges or noises [10]. One of the most well-known and com-
monly used method worth mentioning is the thresholding method that does not require formal knowledge of
the images. Segmentation is applied based on the intensity level of image pixels. This method is fast, sim-
ple to implement, and has less computational cost. However, it only works well with images that have good
background to foreground contrast, so the segmentation may lack object coherency (i.e. may have holes or
irrelevant pixels) [2,10]. Other methods include structural method that requires a formal knowledge, stochastic
method that is based on pixel values, and hybrid method that combines both features of structural and stochastic
methods [11, 12].
In recent years, partial differential equation models (PDEs) and variational methods have been widely applied
to image segmentation due to their well-established mathematical fundations. The main idea is to find the
minimization cost of functionals by evolving a curve to approach the lowest potential cost of the function.
Mumford-Shah functional [13] is one of the commonly used variational methods. Although many mathematical
theories have been developed, there is still a lack of efficient computational methods. For example, the Chan-
Vese algorithm is one of the well-known algorithms used to solve a simplified model based on the Mumford-
Shah functional [14] for segmentation. It needs many iterations before converging to its final solution [15].
On the other hand, some models that are easier to solve numerically encounter other difficulties. For example,
active contour models can be greatly influenced by noise, hence Gaussian smoothing methods are needed
to decrease the effect of noise. However, the boundaries will also be smoothed, which makes it difficult to
distinguish the edges. Perona-Malik anisotropic diffusion method was proposed to smooth the pixels inside the
regions rather than on the boundaries [16]. Although the method performs well in general, the mathematical
problem is ill-posed in the sense that a weak solution is not guaranteed [17].
The goal for this paper is to develop a computational method for image segmentation that improves the
computational efficiency comparing to the Chan-Vese algorithm as well as reduces the effect of noise. We will
focus on two-dimensional images in this paper. Application to three-dimensional images can follow the similar
procedures.
Our method is based on the anisotropic mesh adaptation (AMA) method. We firstly represent the image
using an anisotropic triangular mesh with fewer points than the pixels in the original image [18] and denote the
representation as the AMA image. Secondly, we solve the PDE segmentation model (12) using finite element
method with the AMA image as the input. Finally, we reconstruct the segmented image from the finite element
solution obtained on the anisotropic triangular mesh. By applying the AMA method, segmentation of high
resolution images can be performed much faster than the classic Chan-Vese algorithm, without rescaling the
images to lower qualities.
The outline of this paper is as follows. Section 2 is an introduction to the Mumford-Shah Functional as
well as the Chan-Vese model. Section 3 describes our AMA image segmentation framework. Some numerical
results are presented in Section 4 and some conclusions are drawn in Section 5.
2
2 Mumford-Shah Functional and Chan-Vese model
In this section, we briefly describe the Mumford-Shah functional and the Chan-Vese model. More details
can be found in [13, 15]. Mumford-Shah functional is one of the most famous mathematical approaches in
image processing and is the mathematical foundation for the well-known Chan-Vese model. Mumford-Shah
functional is a differential geometric technique that treats the image as a compact space for the process of a
piecewise smooth segmentation. The minimization of the functional is formulated as follows.
argmin
u,C
µ ·Length(C)+λ
∫
Ω
(( f (x)−u(X))2 dx+
∫
Ω/C
|∇u(X)|2 dx, (1)
where f is a grayscale image on a domain Ω ⊂ R2, C is an edge curve set, µ and λ are positive parameters,
and u :Ω→R is the segmented solution that is allowed to be discontinuous on Ω. The first term in (1) ensures
regularity of boundary curve C, the second term enforces u to be close to f , and the third term makes sure that
u is differentiable on Ω/C.
In practice, a simplified version of the Mumford-Shah model is usually considered
argmin
u,C
µ ·Length(C)+λ
∫
Ω
(( f (x)−u(X))2 dx, (2)
where C is a closed set and u is required to be constant on each connected component of Ω/C. The above
formula is considered as a piecewise constant formulation. The existence of solution for (2) is proved by
Mumford and Shah [13].
Various methods have been developed to solve the minimization problem (2), such as variational method
[19], elliptic approximation method [20], and curve evolution method [21, 22]. The curve evolution method is
shown to be stable [23, 24], with the well-known Chan-Vese model as a particular example [15]. Chan-Vese
model further simplifies the Mumford-Shah functional by allowing u to take only two values and adding a
penalty term using the enclosed area. The value of u is represented as follows.
u(x) =
{
c1, where x is inside C
c2,where x is outside C
, (3)
where C is the boundary of a closed set and c1, c2 are the values of u inside and outside of C, respectively. The
Chan-Vese model is formulated as follows.
argmin
u,C
µ ·Length(C)+ν ·Area(inside(C))+ λ1
∫
inside(C)
| f (x)− c1|2dx+ λ2
∫
outside(C)
| f (x)− c2|2dx. (4)
The first term in (4) controls the curve length, the second term controls the size of the enclosed area C. The
third and fourth terms in (4) control the difference between the piecewise constant model u and the image value
f . The segmentation is obtained by finding a local minimizer of the Chan-Vese model (4). The existence of
solution for (4) is proved in [25].
To solve the Chan-Vese model (4), we use one of the curve evolution methods - level set method [15, 26].
Here we introduce the level set function ϕ(x) to represent the enclosed curve C as follows [27]. A sketch of the
representation is shown in Figure 1.
C =
{
x ∈Ω⊂ R2 : ϕ(x) = 0}
inside curve C =
{
x ∈Ω⊂ R2 : ϕ(x)> 0}
outside curve C =
{
x ∈Ω⊂ R2 : ϕ(x)< 0}. (5)
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Figure 1: Level set function for a curve C inside domain Ω.
Representing C by the level set function is beneficial because level set method adapts better to automatic
topological changes and allows for cusp corners. Any level set function that satisfies (5) (or similar) can be
consider as a valid representation for the curve C.
Let H and δ denote the Heaviside function and its derivative, receptively, and use H(ϕ) as the indicator of
the level set function as follows.
H(ϕ) =
{
1 where ϕ ≥ 0
0 where ϕ < 0
, δ =
d
dϕ
H(ϕ). (6)
Then the first two terms of (4) can be written as
Length(C) = Length(ϕ = 0) =
∫
Ω
δ (x)|∇ϕ(x)|dx,
Area(ϕ ≥ 0) =
∫
Ω
H(ϕ(x))dx.
(7)
Hence Chan-Vese model (4) can be rewritten as follows.
arg min
c1,c2,ϕ
µ
∫
Ω
δ (x)|∇ϕ(x)|dx+ν
∫
Ω
H(ϕ(x))dx+λ1
∫
inside(C)
| f (x)− c1|2H(ϕ(x))dx
+λ2
∫
outside(C)
| f (x)− c2|2 (1−H(ϕ(x)))dx,
(8)
where c1 and c2 are chosen as the region averages
c1 =
∫
f (x)H(ϕ(x))dx∫
H(ϕ(x))dx
, c2 =
∫
f (x)(1−H(ϕ(x)))dx∫
(1−H(ϕ(x)))dx . (9)
In our computations, H(ϕ) is regularized as
H(ϕ) =
1
2
(
1+
2
pi
arctan
(ϕ
ε
))
, (10)
for some parameter ε > 0. Hence, we have
4
δε(ϕ) =
d
dϕ
H =
ε
pi(ε2+ϕ2)
. (11)
Keeping both c1 and c2 fixed, the solution of the Chan-Vese model (8) can be obtained by solving its Euler-
Lagrange equation
∂ϕ
∂ t = δε(ϕ)
[
µ ∇ ·
(
∇ϕ
|∇ϕ|
)
− ν − λ1 ( f (x)− c1)2+ λ2 ( f (x)− c2)2
]
in Ω (12)
δε (ϕ)
|∇ϕ|
∂ϕ
∂ #»n = 0 on ∂Ω, (13)
where t is an artificial time parameterizing for the descent direction, and #»n is the outward normal on the image
boundary.
3 AMA image segmentation framework
In this section, we describe the AMA image segmentation framework, including AMA method for image
representation, the finite element method (FEM) in numerical computation, and our algorithm for image seg-
mentation.
3.1 AMA representation
Anisotropic mesh adaptation (AMA) has been successfully applied in numerical computations to improve the
efficiency and accuracy [28–34]. Recently, Li applied AMA for image representation [18] and developed
GPRAMA method that provides better representation quality than other methods of comparable computational
cost. In this subsection we briefly describe the AMA representation method that will be used in our computa-
tions. More details can be found in [18, 30, 35].
Our AMA method takes the M-uniform mesh approach while the mesh is generated based on a metric
tensor M=M(x) that is required to be symmetric and positive definite. The metric tensor M provides specific
information related to mesh elements include size, shape, and orientation necessary to the mesh generation [35].
The anisotropic physical mesh is viewed as a uniform mesh in the metric specified by M.
Let Ω be a 2D domain and Th be a triangular mesh in Ω. Denote FK : Kˆ→ K as the affine mapping from the
reference element Kˆ to a triangular element K ∈ Th. The reference element Kˆ is chosen to be equilateral and
unitary in area. It is shown that an M-uniform 2D triangular mesh Th generated by metric tensor M =M(x)
satisfies the following two conditions [35]
|K|
√
det(MK) =
σh
N
, ∀K ∈Th, (14)
1
2
tr
(
(F ′K)
TMKF ′K
)
= det
(
(F ′K)
TMKF ′K
) 1
2 , ∀K ∈Th, (15)
where F ′K is the Jacobian matrix of FK , |K| is the area of the element K, N is the number of mesh elements, and
MK =
1
|K|
∫
K
M(x)dx, σh = ∑
K∈Th
|K|
√
det(MK). (16)
Conditions (14) and (15) are called the equidistribution condition and alignment condition, respectively. Equidis-
tribution condition determines the size of element K, and alignment condition regulates the shape and orienta-
tion of K.
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There are different formulations for metric tensors. In this paper, we choose two forms of metric tensors for
AMA representation. One is developed in [36] and denoted as Manios, the other is MDMP developed in [30].
Let HK denote the value of the Hessian matrix H at the center of element K, ‖ · ‖F be the Frobenius matrix
norm. The metric tensor Manios,K is defined over a triangular element K as follows
Maniso,K = ρK det
(
I+
1
αh
|HK |
)− 12 [
I+
1
αh
|HK |
]
, (17)
where ρK is the density function defined as
ρK =
∥∥∥I+ 1αh |HK |
∥∥∥ 12
F
det
(
I+
1
αh
|HK |
) 1
4
, (18)
I is the 2×2 identity matrix, αh is the regularization parameter and is defined implicitly through
∑
K∈Th
ρK |K|= 2|Ω|. (19)
With this choice of αh, roughly fifty percents of the triangular elements will be concentrated in large gradient
regions [36].
For our other choice of metric tensor, we consider a general anisotropic diffusion equation in the form of
ut −∇ · (D∇u) = g(u,x, t) in Ω (20)
with D = D(x) being the diffusion matrix that is symmetric and strictly positive definite on Ω. In this paper,
we choose D proposed in [37] as follows
D=
1
r(r−1)
 u2x + ru2y (1− r)uxuy
(1− r)uxuy u2y + ru2x
 , with r = 1+(∇u)T∇u. (21)
Then we define MDMP over K as
MDMP,K = D−1K , ∀K ∈ Th (22)
with
DK =
1
K
∫
K
D(x)dx. (23)
The mesh generated according to MDMP is called a DMP mesh. The linear finite element solution for (20)
using a DMP mesh is guaranteed to satisfy the discrete maximum principle (DMP) [30].
Once the metric tensor M is computed on the initial or current mesh, the free C++ code BAMG (bidimen-
sional anisotropic mesh generator) [38] is utilized to generate the triangular mesh according to M. Results
obtained using different metric tensors are presented in Section 4.
3.2 Finite Element Method
In this section, we consider the linear finite element solution for the PDE in (12) with boundary condition (13).
Denote
D=
µ
|∇ϕ| , and F(ϕ) =−ν − λ1 ( f (x)− c1)
2+ λ2 ( f (x)− c2)2. (24)
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Then equation (12) can be rewritten as
∂ϕ
∂ t
−δε(ϕ)∇ · (D∇ϕ) = δε(ϕ)F(ϕ). (25)
Let Ω⊂ R2 be a connected polygon which has the same size of the image dimension. Let {Th} be an affine
family of simplicial triangulations given on Ω. Denote U0 =
{
v ∈ H1(Ω) : v|∂Ω = 0
}
and let Uh0 ⊂ U0 be a
linear finite element space associated with mesh Th. Then a linear finite element solution ϕh(t) ∈Uh0 of (25) is
given as follows∫
Ω
∂ϕh
∂ t
vh dx +
∫
Ω
δε(ϕh)(∇vh)TD∇ϕh dx =
∫
Ω
δε(ϕh)F(ϕh)vh dx, ∀vh ∈Uh0 , t ∈ (0,T ]. (26)
Denote the number of vertices of Th by Nv, and let φ j be the linear basis function associated with vertex x j.
Then we can express the solution ϕh as
ϕh =
Nv
∑
j=1
ϕ j(t)φ j. (27)
Substituting (27) into (26) and taking vh = φi (i = 1, ...,Nv), we obtain the linear system
M
d~ϕ
dt
+A(ϕh)~ϕ =~b(ϕh), (28)
where ~ϕ = (ϕ1, ...,ϕNv)T is the unknown vector, M and A are the mass and stiffness matrices, respectively, and
~b is the right-hand side vector. The entries of M, A and~b are given as follows
mi j =
∫
Ω
φ jφi dx, i, j = 1, · · · ,Nv (29)
ai j =
∫
Ω
δε(ϕh)(∇φi)TD∇φ j dx, i, j = 1, · · · ,Nv (30)
bi =
∫
Ω
δε(ϕh)F(ϕh)φi dx, i = 1, · · · ,Nv. (31)
Regarding the time discretization, we denote the numerical solution at t = tn by ~ϕn. Applying the semi-
implicit scheme to (28), we get
M
~ϕn+1−~ϕn
∆tn
+ A˜ ·~ϕn+1 =~˜b, (32)
where ∆tn = tn+1− tn, and A˜ and~˜b are approximations of A and~b at tn.
3.3 AMA segmentation algorithm
Our AMA segmentation algorithm consists of three main stages: representing the image using an adaptive
mesh, solving the PDE model using FEM, and reconstruct the numerical solution back to an image. Details
of the first and third stages are described in [18]. The basic idea is to compute a metric tensor according to
the image gray values and generate an anisotropic mesh for the image, then finite element interpolation is used
to reconstruct the segmented image or evolving curve. Here, we focus on the second stage. Firstly, an initial
condition ~ϕo(x) is chosen as follows.
~ϕo(x) = sin(
pi
4
x1).sin(
pi
4
x2) (33)
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Given an image
Represent the
image using
anisotropic mesh
Solve the PDE
model
Reconstruct
using FEM
interpolation
Displaying
evolving
curve ϕ
Displaying
segmented
regions
Figure 2: A sketch of the procedures for image segmentation using anisotropic mesh adaptation.
Then, the values of the parameters are computed such as the Heviside function H as in (10), its derivative δ as in
(11), and c1, c2 as in (9). Finally, the linear system (32) is assembled and solved. The sketch of the procedures
is shown in Figure 2. Note that anisotropic mesh adaptation is only performed for AMA representation and the
corresponding mesh is used when solving the PDE model with finite element method.
The above procedures work for an image with one region of interest, i.e, containing only one object and
background. For images containing multi-regions, minor changes have been adapted to the above procedures
based on the similar idea in [22]. The key is to divide the values of the resulted evolving curve ϕ into two parts:
inside (ϕ > 0) and outside (ϕ < 0). Then the AMA segmentation algorithm is applied again for the inside
and outside regions, respectively. This set of segmentation for the inside and outside regions will be called
second level segmentation and the whole process will be called two-level segmentation. This procedure can be
repeated a few times depending on the number of interested regions, for example, three-level segmentation.
4 Numerical results
In this section we present some results obtained using our AMA segmentation method and compare them with
those obtained by standard finite difference schemes (FDS). If not stated otherwise, the following values are
used for parameters in (12): λ1 = λ2 = 1, ν = 0, ε = 1. Two values are used for µ in the computations for
different images, one is µ = 0.0001 and the other is µ = 0.01. Larger µ value produces smoother boundary
while smaller value produces faster segmentation (see [15]). For the diffusion term defined in (24), a regularized
form, D= µ1+ |∇ϕ| , is used in the computation.
The following notations are also used to describe the results. Iterations is the number of iterations needed
for the evolving curve to converge to the solution. Adaptive-time is the time needed for mesh adaptation in
the stage of AMA representation. Total-time is the total time needed to finish the computation including mesh
adaptation. Adaptive-time and Total-time are both measured using tic and toc functions in MATLAB. dt is the
time step used in the discretization of time domain, and sd is the sample density used to represent the original
image with anisotropic mesh.
Example 4.1. For the first example, we demonstrate the effectiveness of AMA segmentation method on an
image with 10 circles which we call image Circles (taken from [15]). The image has resolution of 1600×1600
and has only one region of interests, that is, the circles. We compare two different metric tensors, MDMP
and Maniso, for AMA segmentation, and denote the corresponding results as MDMP segmentation and Maniso
segmentation, respectively. Note that the metric tensors are used only in the AMA representation stage. Once
the AMA mesh is generated according to the corresponding metric tensors in AMA representation stage, the
mesh will be fixed and provided as the initial mesh for solving the PDE model. The results are also compared
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with those obtained using finite different scheme (FDS). dt=1000 and µ = 0.0001 are used in the computations
for this example.
Fig. 3(a) shows the original image Circles. Fig. 3(b) displays the evolving curve of MDMP segmentation,
and Fig. 3(c) shows the corresponding results. The computational times are Adaptive-time=11.5s and Total-
time=12.5s. Fig. 3(d) display the results of Maniso segmentation. The computational times are Adaptive-
time=11.3s and Total-time=12.2s. For both MDMP segmentation and Maniso segmentation, two iterations are
sufficient for the evolving curve to converge. On the other hand, FDS needs many more iterations to achieve
reasonably good results. The segmentation obtained using FDS after 50 iterations is shown in Fig. 3(e), and
the computational time is Total-time=53s.
(a) (b)
(c) MDMP segmentation (d) Maniso segmentation (e) FDS
Figure 3: Example 4.1. One-level AMA Segmentation of image Circles (taken from [15]) with resolution
1600× 1600, dt=1000, sd=0.001, µ = 0.0001. (a) original image, (b) evolved curve, (c) MDMP
segmentation, Iterations=2, Total-time=12.5s, Adaptive-time=11.5s, (d) Maniso segmentation, Itera-
tions=2, Total-time=12.2s, Adaptive-time=11.3s, (e) FDS, Iterations=50, Total-time=53s.
The results clearly show that our AMA segmentation improves computational efficiency significantly over
the traditional FDS. Furthermore, the results obtained using metric tensorsMDMP andManiso in AMA segmen-
tation are comparable.
Comparing the results in Fig. 3(c), Fig. 3(d), and Fig. 3(e), we observe that MDMP segmentation has
smoother edges for the segmented regions than Maniso segmentation and FDS. Figure 4 shows the comparison
between MDMP segmentation and Maniso segmentation in more details, where Ne denotes the number of ele-
ments in the mesh. Figure 4(a) and 4(b) show that more elements concentrate around the edges in MDMP mesh
than in Maniso mesh.
On the other hand, mesh adaptation inMDMP segmentation takes a little more computational time thanManiso
segmentation. Overall, the two AMA representation methods are comparable. In our computation, we choose
the Maniso segmentation which provides good results most of the time. If smoother edges are desired, we will
9
(a) Maniso mesh, Ne = 6036 (b) MDMP mesh, Ne = 6090
(c) Maniso segmentation (d) MDMP segmentation
Figure 4: Example 4.1. AMA Segmentation using different metric tensors for image Circles. (a) Maniso mesh,
(b)MDMP mesh, (c) enlarged view ofManiso segmentation, (d) enlarged view ofMDMP segmentation.
choose MDMP segmentation.
Example 4.2. In this example, we perform segmentation on more complex real life images including image
Bacteria (taken from [39]) with resolution 1024× 1024 and image Bear (taken from [40]) with resolution
2048×2048. Figures 5 and 6 show the results for image Bacteria and image Bear, respectively. The results are
similar to those from image Circle.
For image Bacteria, FDS does not converge when using large time step, therefore, smaller time step dt = 0.5
is used in the computations. It takes 400 iterations and 186s total computational time to obtain a reasonably
good result using FDS. While,Maniso segmentation only needs 3 iteration and 7.1s computational time to obtain
a better result than FDS. MDMP segmentation only takes 1 iteration to converge, but the result is not as good as
that from Maniso segmentation.
For image Bear, dt = 1000 works for both FDS and AMA segmentation algorithms. Again, FDS needs more
iterations to converge and thus takes more computational time. The segmentation results are comparable for
this case.
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(a) (b)
(c) MDMP (d) Maniso (e) FDS
Figure 5: Example 4.2. One-level AMA Segmentation of image Bacteria (taken from [39]) with resolution
1024×1024, dt=1000, sd=0.002, µ = 0.0001. (a) original image, (b) evolved curve, c) MDMP seg-
mentation, Iterations=1, Total-time=5.4s, Adaptive-time=5.1s, (d) Maniso segmentation, Iterations=3,
Total-time=7.1s, Adaptive-time=6.2s, (e) FDS, Iterations=400, Total-time=186s, dt=0.5.
Overall, the results confirm that our AMA segmentation algorithm works both faster and better than FDS.
Example 4.3. In this example, we perform segmentation on an noisy image denoted as image Noise (see
Figure 7(a)). The resolution of the image is 2048×2048. dt = 1000 is used for both FDS and AMA algorithms.
The results are shown in Figure 7.
The evolved curve of AMA segmentation shown in Figure 7(b) was based on the MDMP segmentation. The
segmentation result is shown in Figure 7(c). The computational time is Total-time=32.5s. Maniso segmentation
takes a little less time with Total-time=27.7s and the result is displayed in Figure 7(d). Figure 7(e) shows the
result from FDS after Total-time=250s, and the solution still does not converge. In fact, FDS does not converge
even after more iterations or with different initialization curves. However, after downscaling the image to lower
resolution, for example, 512×512, FDS provides a good representation after 500 iterations.
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(a) (b)
(c) MDMP (d) Maniso (e) FDS
Figure 6: Example 4.2. One-level AMA Segmentation of image Bear (taken from [40]) with resolution 2048×
2048, dt=1000, sd=0.001, µ = 0.01, (a) original image, (b) evolved curve, (c) MDMP segmentation,
Iterations=3, Total-time=24.5s, Adaptive-time=21.1s, (d) Maniso segmentation, Iterations=3, Total-
time=20.6s, Adaptive-time=22.9s, (e) FDS, Iterations=30, Total-time=62s.
(a) (b)
(c) MDMP (d) Maniso (e) FDS
Figure 7: Example 4.3. One-level AMA Segmentation of image Noise with resolution 2048×2048, dt=1000,
sd=0.002, µ = 0.01. (a) original image, (b) evolved curve, (c) MDMP segmentation, Iterations=4,
Total-time=32.5s, Adaptive-time=22.4s, (d) Maniso segmentation, Iterations=4, Total-time=27.7s,
Adaptive-time=22.8s, (e) FDS, Iterations=100s, Total-time=250s.
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The results demonstrate that our AMA segmentation works much better than FDS for segmentation of high
resolution noisy images. While the results from MDMP segmentation (Figure 7(c)) and Maniso segmentation
(Figure 7(d)) are comparable, MDMP segmentation performs better in terms of denoising and smoothing of the
noisy image.
Example 4.4. To extent our exploration, we consider images with multi-regional segments in this example.
Two images are chosen for this study: image Duck (Figure 8(a), taken from [41]) and image Rings (Figure 9(a),
taken from [42]), both are of resolution 1080×1080. The images have at least two or more regions besides the
background. In order to obtain the segmentation for multiple regions, we adapt our AMA scheme to perform
multi-level segmentations. Metric tensor Maniso is used for this example. The results are shown in Figures 8
and 9, respectively.
Two-level AMA segmentation is performed for image Duck (Figure 8(a)). The time step is the same for
both levels, that is, dt = 1000. Two iterations are sufficient for the first level, and six iterations are used for the
second level. The total computational time is Total-time=15.1s. The results are shown in Figures 8.
(a) (b) (c)
(d) first-level (e) second-level
Figure 8: Example 4.4. Two-level AMA segmentation of image Duck (taken from [41]) with resolution 1080×
1080, dt=1000 (for both levels), sd=0.004, µ = 0.01, Iterations=2 (first level), 6 (second level), Total-
time=15.1s, Adaptive-time=8.6s. (a) original image, (b) evolved curve for the first level, (c) evolved
curve for the second level, (d) first-level segmentation, (e) second-level segmentation.
The first-level AMA segmentation only provides results for the right half of the duck, see Figures 8(b) and
(d). Then the second-level AMA segmentation provides results for the left half of the duck, see Figure 8(c).
Figure 8(e) shows the result after the second-level segmentation where both regions are combined together. As
can be seen from Figure 8(e), the middle part of the duck was treated as background due to its gray value being
very close to the background.
For image Rings (Figure 9(a)), the regions are defined by the 6 curves (circles). Three-level AMA segmen-
tation is performed to catch all the curves, and dt = 1000 is used in all levels. Two iterations are sufficient for
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the first level, four iterations are needed for the second level, and seven iterations are used for the third level.
The total computational time is Total-time=57s. The results are shown in Figure 9.
(a) (b) (c)
(d) (e) (f)
Figure 9: Example 4.4. Three-level AMA Segmentation of image Rings (taken from [42]) with resolution
1080× 1080, dt=1000, sd=0.0085, µ = 0.0001, Iterations=2 (first level), 4 (second level), 7 (third
level), Total-time=57s, Adaptive-time=16.6s. (a) original image, (b) evolved curve for the first level,
(c) evolved curve for the second level (inside region), (d) evolved curve for the second level (outside
region), (e) evolved curve for the third level (inside Region), (f) evolved curve for the third level
(outside region).
The first-level segmentation provides result for two evolved curves as shown in Figures 9(b). The second-
level segmentation shows two additional evolved curves from outside region (Figure 9(d)), while evolving
inside does not provide any new curve. The third-level segmentation provides two additional evolved curves,
one from inside region (Figure 9(e)) and one from outside region (Figure 9(f)). After three levels, we are able
to catch all the circles (curves).
5 Conclusions and comments
Partial differential equation (PDE) methods have become a popular method in image segmentation due to its
solid mathematical foundation and numerical stability. However, their numerical computations are usually
time intensive. Anisotropic mesh adaptation has been successfully used in solving PDEs by many researchers.
In this paper, we have introduced a framework of anisotropic mesh adaptation methods (AMA) for image
segmentation with the main purpose of improving computational efficiency as well as accuracy.
In our AMA segmentation method, we first represent the image with fewer points (pixels) than the original
image using an anisotropic triangular mesh. Then we use the corresponding mesh along with finite element
method to solve the PDE model (12) and (13) derived from the minimization of the Mumford-Shah functional.
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We have applied the AMA segmentation algorithm to a few test images, and compared the results with those
obtained using traditional finite difference schemes (FDS). Images in Examples 4.1 and 4.2 do not have noise
and the main features are in one region. Thus one-level AMA segmentation has been performed, and the results
are better than those obtained using FDS. Our AMA segmentation scheme is also much faster than FDS.
We have also considered segmentation for a noisy image in Example 4.3. Traditional FDS does not converge
unless the image is downscaled to lower resolution. However, our AMA segmentation converges after 4 iter-
ations and takes less than 35s to complete the task. Furthermore, MDMP segmentation deals with noise better
than Maniso segmentation.
Our AMA segmentation algorithm is also adapted to perform multi-level segmentation for images contain-
ing multiple regions. The results from Example 4.4 demonstrate the effectiveness of the multi-level AMA
segmentation.
In summary, we have introduced an AMA segmentation method that has significant advantage over tradi-
tional finite difference schemes in terms of both computational efficiency and segmentation results. AMA
segmentation can also deal well with noisy images and images with multiple regions. The method has potential
applications in other areas such as medical image segmentation.
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