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The problem of best uniform approximation by polynomials with restricted 
ranges of some of their derivatives to functions not satisfying the same restric- 
tions is treated. Results concerning the number of alternations of the best 
approximating polynomial are derived, and the impossibility of approximating 
arbitrarily closely functions with one derivative outside the range is proved. 
INTRODUCTION 
The problem of best approximating a given function by polynomials with 
restricted ranges of some of their derivatives (“restricted-derivative approx- 
imation”-R.D.A.) is studied in [l, 4, 81, where characterization, unique- 
ness, and alternation properties are treated. These results hold for any 
function, the derivatives of which do not necessarily satisfy the same restric- 
tions imposed on the approximating polynomials. In [7] there are Jackson- 
type results for approximation by polynomials with restrictions of the above 
type (“monotone approximation”). The theorems proved and cited there are 
valid for functions which satisfy the same restrictions as those imposed on the 
polynomials. 
The purpose of this paper is to investigate the special case of R.D.A. to 
functions having at least one derivative outside the corresponding range. We 
show that the degree of approximation of such functions is bounded from 
below by a positive constant which in several important cases is explicitly 
given. 
In Section 1, notations and known results to be used later are mentioned. 
Section 2 includes the main theorem which gives a lower bound for the degree 
of approximation and the simple form it has for monotone approximation. 
Moreover, results concerning the number of alternations of the polynomial of 
best approximation (p.b.a.) are derived. The results of this section are used 
in Section 3 to show that it is impossible to approximate arbitrarily closely by 
polynomials with restricted derivatives a function with one derivative outside 
786 
Copyright Q 1976 by Academic Press, Inc. 
All rights of reproduction i  any form reserved. 
“RESTRICTED DERIVATIVES" APPROXIMATIOS 787 
the range on any subinterval. On the other hand, we prove a IVeierstrass- 
type theorem for approximation by polynomials satisfying interpolator! 
constraints on their derivatives to functions not necessarily satisfying the 
same constraints. 
1. PRELIMINARIES AND NOTATIONS 
Let 
K, = {p ! p E 7r,-l ) l&) < p(Q(s) < u&), a :< .Y < b, i = 0, l)...) s> 
(1.1) 
where n+r , is the set of all polynomials of degree <n - 1, 0 = R, < k, < 
... < K, < n - 1 are fixed given integers, and (Zj(x)}~=, , {ui(zc)}LO are 
fixed extended real valued functions defined on [a, 61 with the following 
properties. 
(a) l:(x) < z+(X), a 5: .v < b, i = 0, l,..., s. 
(b) Ii(x) [Z+(X)] may take the value -00 [+a] on an open subset 
sj- [X-] of [a, b]. 
(c) On [a, b] - X-[[a, b] - Xi+], &(x) [ui(X)] is continuous. 
We assume that K, is nonempty, that there is a p E K,, for which 
Zj(.v) < pfka)(x) < ui(x), a ,( x < b, i = 0, I ,..., S, and that 
With each p E K, we associate the following classes [8]. 
E_ = E+(p) = {x I s E [a, b], f(x) - p(x) = ~,f - p ‘1. (1.3) 
E- = Em(p) = {s 1 .\‘ E [a, b], f(x) - p(x) = -‘if - p ~;, (1.4) 
E-1 = E+‘(p) = {x I .r E [a, b], ~(~.‘)(.t.) = f,(x): i == 0, l,..., 5 (14 
Em’ = E-i(p) = {x ( x E [a, b], p(“)(x) = z+(x)). i -=I= 0, l,..., S (1.6) 
K,t” = K,,O(p) = (p. / p. E nnP1 , p,f’*‘(x) 2 0 on E-.i(p), 
pFi’(x) < 0 on ETi(p), i = 0, 1 ,..., sj. (1.7) 
The function u(x) is defined on E+ U E- U E-O U E-O as 
U(X) = sign(f - p)(.v) = + 1, XEE, u E,O 
(1.8) 
~ 1, -- ,\’ E E- u E-O. 
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We say that f - p “has t alternations ” if there exist t points a < x1 < 
x2 < .-- < xt < b, xi E E, v E- v E+O v E-O (i = l,..., t) where 
IJ(x~+~) = -u(xi), i = I,2 ,..., t - 1. 
One of the important specific forms of the class (1.1) is 
Mn = {p 1 p E 7rnml , •~p(~.‘)(x) > 0, a < x < b, i = 1, 2 ,..., s}, (1.9) 
where ci are + 1 or - 1 and 0 < K, < K, < ... < k, < n - 1. 
The approximation problem by polynomials from n/r, is known as “mono- 
tone approximation.” This problem, which motivated the general form of 
R.D.A., is extensively treated in the literature. For a review see [7]. 
A Kolmogorov-type theorem to be used later is 
THEOREM A [B]. Let f~ C[a, b] and p E K, . Then p is the polynomial of 
best approximation (p.b.a.) to f from K, if and onb ;ffor each pO(x) E K,O(p) 
(1.10) 
2. RIAIN RESULTS 
The results of [4, 81 hold for any function satisfying Z,,(x) <f(x) < u,,(x), 
the derivatives of which are not necessarily inside the corresponding ranges. 
Here we investigate the properties of the p.b.a. to f from K, for those 
functions which satisfy for at least one V, 1 < v < S, 
f (h ) ‘” (x) 2 u,(x), a<x<b, 
or 
f (pv)(x) < L(x), a<x<b. 
Without loss of generality we restrict ourselves to case (2.1). 
(2.1) 
(2.2) 
THEOREM 2.1. Let f(x) satisfr (2.1) for some jixed V, 1 < v < s, and let 
p(x) be the p.b.a. to f from K, . Then f(x) - p(x) has t alternations where 
&+I \(t<hK,+l. (2.3) 
Proof. By (2.1) and the definition of K, , for each p E K, , 
f’““‘(X) - p’““(x) >, 0, a<x<b. (2.4) 
If t > k, + 2 then f - p has at least k, + 1 sign changes since by (1.2) 
f - p # 0 at each alternation point. A repeated application of the Rolle 
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theorem yields the existence of at least one change of sign of (f - p)uJ in 
contradiction to (2.4). Thus t < k, + 1. 
On the other hand, if t < K, it is possible to construct a nontrivial poly- 
nomial p,(x) E xlil-r which has exactly t - 1 zeros and satisfies 
sign p&s) = -sign(f(x) - p(x)) for x E E, v E- u E,” u E-‘I. 
This is shown by arguments similar to those used in proving the necessity 
of the alternation property in the general case (no side conditions). Since 
POW E Tkl-l 9 it satisfies p$r(x) = 0 for j = 1, 2,..., s, and hence belongs to 
&O(p), a contradiction to Theorem A. 
COROLLARY 2.1. If f(x) sutisj&?s pqx) > z&c), then f(x) - p(x) has 
exactly k, f 1 alternations. 
The case f(“l)(x) 3 q(x) is the only case known until now for which the 
exact number of alternations off - p can be determined from the structure 
of K,n . But even here (as mentioned in [4]) the alternation property is not a 
sufficient condition for p to be a p.b.a. to f from K, . In fact, f - p - q has 
k, + 1 alternations for any p E K,, and q the p.b.a. to f - p from the class 
(e- 1 v E xf&l ) I, - p < v < uo - p}. 
Remark 2.1. The result t > k, + 1 was obtained in [4] as a special case 
of more general lower bounds for t. 
Following [2] we call an isolated zero of g E C[a, b] in (a, 6), where g does 
not change sign, a nonnodal zero. All other isolated zeros of g including those 
at a and b are called nodal zeroes. The number of isolated zeroes of g in [a, h] 
where nodal zeros are counted once, and nonnodal twice, is designated by 
Q). 
The following lemmas are generalizations of known properties of PO&.- 
nomials for functions having a certain derivative of constant sign. 
LEMMA 2.1. Let g(x) E Cli[u, b] sati& <g(“)(x) 3 0 on [a, b] for k > 1 and 
E = 1 or E = - 1. Then .5(g) < k, and ifg(x) has two zeros such that g(x) G 0 
between them, then g(x) has or+ isolated zeros. 
Proof. To show that Z(g) < k, suppose to the contrary that Z(g) >, k + 1. 
Then the Rolle theorem guarantees the existence of at least k + 1 - v sign 
changes of gfy)(x) in (a, b), v = 1, 2 ,..., k. In particular g”)(x) changes sign at 
least once in (a, b), which is in contradiction to the assumption cgfk)(x) 2 0. 
Thus, since g(x) has a finite number of isolated zeros, any nonisolated zero 
of g(x) is contained in a subinterval [ar, j?] on which g(x) E 0. Suppose now 
that g(x) has at least two zeros such that g(x) + 0 between them, and that 
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one of them is nonisolated. Then there exists a proper subinterval of [a, b] 
on which g(x) = 0 and a point y outside this interval where g(y) = 0, e.g., 
Then, by the Rolle theorem and the fact that g(p) =g’(& = *a. = 
gu-l)(fl) = 0, g(“)(x) has at least one sign change in (8, y) for v = 1, 2,..., k, 
which contradicts the assumption Egtb)(x) > 0. The case a < y < OL < /3 < b 
can be treated similarly. 
Therefore, if g(x) + 0 has zeros in [a, b], then either all of them are 
isolated zeros with g(g) < k; or g(x) vanishes on exactly one proper sub- 
interval of [a, b] and is different from zero elsewhere. 
LEMMA 2.2. Let K > 1 and g(x) E C*[a, b] satisfy cg”“)(x) > 0 on [a, b] 
for c = 1 OY E = -1. If Z(g) = k on [a, b] then cg’(b) > 0 and <g(b) >, 0. 
Proof. By Lemma 2.1 and the assumption Z(g) = k 3 2 it follows that all 
the zeros of g(x) are isolated. Moreover, by the Rolle theorem g(“)(x) has at 
least k - v changes of sign in (a, b) for v = 1, 2 ,..., K - 1. Lemma 2.1 
applied repeatedly to gcy)(x), v = 1, 2,..., k - 2, implies that gfV)(x) has 
exactly K - v 3 2 nodal zeros located in (a, b) at 
a < xt’ < Jv) < 2 --. < xkiv < b. 
By the same arguments, g’“-l)(x) h as exactly one sign change in (a, b), which 
is either an isolated nodal zero or a proper subinterval of (a, b) on which it 
vanishes identically. In both cases, there exist a < OL <. /3 < b such that 
g’“-l’(x) . g’-(y) < 0, x E [a, 4, Y E (8, bl 
and g(x) E 0, 01 < x < /3. In particular, g’“)(b) # 0, v = 1,2 ,..., k - 1, and 
,I3 < xp-*’ < ... < xe2 < x:21 < b. 
Now, if <g’(b) < 0, then since g”(x) is of constant sign in (~21~ , b] it follows 
that <g’(x) is decreasing in this interval, and thus <g”(x) < 0 in (xk?a, b]. 
Continuing this argument inductively, we conclude that <g(“)(x) < 0 for 
x E (xk’” , b], v = 1,2 ,..., k - 2, and that cg’k-l)(x) < 0 for x E (/3, b]. 
But the last inequality together with the fact that g(““)(fi) = 0 implies that 
cg(“) < 0 in (/?, /3 + S), where 6 is small enough, in contradiction to 
cg’“‘(x) > 0. Th us, cg’(b) > 0, and moreover cg’(x) > 0 for xpli < x < b. 
“RESTRICTED DERIVATIVES” APPROSIhIATION 791 
Since by the Rolle theorem the greatest zero of g(r) in [a, 61, .vk, satisfies 
.xI; 2 .x~~, , therefore <g(b) > 0. 
THEOREM 2.2. Suppose that (2.1) is satisfied for some fixed v and that there 
is a function g(x) such that g(“v)(x) SE u,(x) on [a, b]. Let q(x) be the p.6.a. to 
f - g from rk PI . Then Y 
Ilf-g-d <IIf-him (2.5) 
for every function h E Ck$u, b], h # g + q which satisfies 
hckU’(x) < u&x), a < .Y :s; b. (2.6) 
Proof. In case of identical equality in (2.1) then f - g E rrkv.i and 
jlf-g-411=0, while for any hfgfq, f--h#f-g-q, and 
11 f - h Ij > 0, which is the claim of the theorem. If h + g + q is a function 
which satisfies (2.6) with identical equality, then h - g - q = ij, q E =2v-1 , 
p & 0, and by the unicity of the p.b.a. to f - g from rrk,-r , I/ f - h il = 
lltf - d - (n + 4)/l > Il(f - g) - q II . Th us we assume in the following that 
f (k”)(.Y) 2 u,(s), f(k”)(.v) + U”(N), a -; .v :< b, (2.7) 
and 
h(‘+) ,( u,(x), h(k+) $ u,(x), a < s /< b. (2.8) 
From (2.7) and the fact that q’““)(x) = 0 it follows that 
(f -g - q)‘“i”)(&x) = f yx) - u,(x) > 0, a <x .<b, (2.9) 
and that f - g $ xk,-i . Thus from the definition of q(x) there exist at least 
k, + 1 alternation points 
such that 
(f - g - q)(d = (- 1 Y (f - g - 4)(%)9 i = 1, 2,..., R” 
I(f-g-q)@& =l!f-g--III >o. 
(2.10) 
In case k, = 1, q = const., and since (f - g - q)’ ;: 0, there are exactly 
two alternations necessarily at a and 6, such that 
-(f-g-q)(a)=+(f-g-q)(b)>@ 
If there is a function h E P[a, b], h’ ,< u1 , h # g + q, which satisfies 
409/54/3-12 
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Ilf - h ]/ < Ilf - g - q/I, then the function h - g - q = ((f -g - 4) - 
(f - h)) satisfies 
(h - g - 4) (4 < 0, (h - g - q)(b) 2 0, 
while (h - g - 4)’ = h’ - g’ = h’ - ur < 0. Thus h - g - q = 0 or 
h = g + q, a contradiction. 
For k, > 1 it follows from (2.10) thatf - g - q has at least k, > 2 changes 
of sign in (a, b). Therefore by (2.9) and Lemma 2.1 all the zeros off - g - q 
are isolated, Z(f - g - q) = K, , and f - g - q has exactly k, + 1 alterna- 
tions. Since to each of the alternation points, x1 < xa < ... < .Y,+ , there 
corresponds a change of sign of (f - g - q)‘, (2.9) and Lemma 2.1 applied 
to (f - g - q)’ lead to the conclusion that this function has exactly k, - 1 
changes of sign in (a, b), and thus x,, = a, 3ck Y = b, and 
(f - g - 4)’ (4 f 0, (f - g - d’ lb) f 0. 
Now, applying Lemma 2.2 to f - g - q we get 
and since x,;, = 6, 
(f - g - q)’ (4 > 0 (2.11) 
(f - g - 4) (4 > 0. (2.12) 
Let h f g + q be any function satisfying (2.8), and let q be the p.b.a. to 
f - h from xk -r . 
Then obviYously (h + ,)tkJ (x) < U,(X), a < x < b, I/f - h 11 3 
IIf - h - q11, and it is enough to prove that lif - h - 411 > IIf -g - qj/. 
By the same arguments applied above to f-g - q, we conclude that 
f - h - 4 has exactly k, + 1 alternations, two of them at a and b, and that 
(f-h-q)(b)=Ilf-A-qqli>o. 
If Ij f - h - 411 < 11 f - g - q 11, then for the function F(x) = 
(f - g - q) (4 - (f - h - 4) (4 = (h - g + 4 - 4) (49 
sign F(q) = sign(f - g - q)(xi), 
sign F(q) = 0 
or 
i = 0, I,... , K, ) (2.13) 
and 
z+)(x) = h’““‘(X) - u,(x) < 0. (2.14) 
(By (2.8) F’“J $ 0.) 
In case signF(xJ = 0 for at least one index i, then F(a) = F(b) = 0 
(a and b are extremal points of both f - g - q and f - h - 4, and of the 
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same kind), while ifF(xi) + 0, i = 0 ,..., K, , thenF(x) has at least K, > 2 sign 
changes in (a, b). In both cases it follows from Lemma 2.1 that all the zeros 
of F(X) are isolated and that 
H(F) < k, . (2.15) 
Moreover, by (2.13), each interval [xi-i , xi], i = l,..., k, , contains at least 
one zero of F(x), and if F(xi) = 0 for a < xi < b, xi is counted twice in I(F) 
since F’(xJ = 0 too. (The xi are local extrema of both f - g - 4 and 
f - h - 4 in this case.) Therefore 
H(F) = k, ) (2.16) 
and F(x) cannot vanish at two successive points of the sequence a = x,, < 
x1 < .” < &,-I < xk, = b. Thus by (2.12) and (2.13) either F(b) > 0, or if 
F(b) = 0 then F(x~~-~) < 0, F(x) + 0, x~,-~ < x < 6, and hence F’(b) > 0. 
But from (2.14), (2.16), and Lemma 2.2, F’(b) < 0, F(6) < 0, a contra- 
diction. 
Remark 2.2. The quantity jlf - g - 4 jj is independent of the choice of 
the function g, since the difference between any two functions which satisfy 
guu)(.r) = u, is a polynomial of degree <.kU - 1, and thus they have the 
same degree of approximation by polynomials from rk -1 . 
Moreover, the sharp inequality in (2.5) and the un&eness of the p.b.a. 
from the class 7rke-i mply the uniqueness of g + q as the best approximation 
toffrom the class {h j h E W[u, b], h(“‘u)(x) < U,(X), a < x < 6). 
If the function g + q, defined in Theorem 2.2, belongs to k;, , then by 
this theorem it is the unique p.b.a. to f from K,, . Indeed, for v = 1 and for 
-I,(X) > AJ, z+,(x) > As, &’ large enough, we have the following results: 
COROLLARY 2.2. If u1 E ~~~~~~~ , 1, < u:~v-‘~’ < u, , Y = 2, 3 ,..., s, and 
f ‘A(l) 3 u1 ) then the p.b.a. to f from K,, , is the p.6.a. to f from the class 
{p 1 p E 7rtz-1 ,p(k,) = s}. 
The special case of monotone approximation falls into the above category. 
COROLLARY 2.3. The p.b.u. from M,, (defined in (1.9)) to f satisfying 
Elf tBl)(x) < 0 on [a, b] is the p.b.a. to f from rkl+ . 
In the last two corollaries the kith derivative of the p.b.a. to f from K, or 
Al,, equals z+(x). If g + q is not in K, , still for k, = 1 we can show that the 
first derivative of the p.b.a. is closest to ui in a certain sense. 
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THEOREM 2.3. Let h, = 1, f(x) satisfyf’(x) > q(x) on [a, b], and let p be 
the p.b.a. to f from K, . Then p’ is the p.b.a. to u1 (OY f ‘) in the L,[a, b] norm 
from the class 
D = {p 1 FE 7rIT,ep , 1, < j+,-l) < II, , v = 1, 2 I..., s}. 
Proof. By Corollary 2.1 f - p has exactly two alternations. For large 
enough ICI, these alternations are extremal points of f - p, and since 
f’ - p’ > 0 they are located at a and b, so that 
iif - P II = 4 lb (f’ -p’) dx, while [If - q jl 2 3 lb(f) - 4’) dx, q E K, . 
a a 
Therefore p is a polynomial which minimizes the expression c ( f’ - p’) dx 
among all polynomials in K, . Since 
I-b if’ -P’ 1 dx = inb (f’ -p’) dx = Jh” If’ - u1 / ds +I; j uI -p’ I &, 
and ~~Ifr--uu,Idx= const, p’ is the p.b.a. to ur or f’ in the L, norm on 
[a, b] from D. 
The following example gives a simple illustration of the last results. 
EXAMPLE 2.1. Let f E Cl[u, b] satisfy f’(x) 3 0 on [a, b], and let 
M,, = {p I p E T,+~ , p’(x) < 0, a < x < b}. Then by Corollary 2.3 
p = a[ f (a) + f (b)] is the p.b.a. to f from M, for every 71 > 1, since p is the 
p.b.a. to f from rr,, . Its derivative p’ = 0 is indeed the best approximation 
to f’ in the L, norm, among all the nonpositive polynomials on [a, b]. 
3. LOWER ESTIMATES FOR THE DEGREE OF APPROXIMATION 
The degree of approximation of a real function f E C[a, b] by functions 
from a space P is 
E(f, p) = E(fv p)[,.b1 = $ iif - I’ ha.bl - (3.1) 
It is well known that lim,,, E(f, rr,) = 0 and there are many results con- 
cerning the rate of convergence of E(f, 7rfl) and its connection with the prop- 
erties of f (Jackson-type theorems). There are works generalizing these 
theorems to approximation from M, [7] w h ere the set of restrictions is fixed 
and the degree of the polynomials is increasing. Although the convergence of a 
sequence of polynomials to a function does not imply the convergence of the 
sequence of derivatives to the corresponding derivatives of the function, yet 
“RESTRICTED DERIVATIVES” APPROXIMATION 195 
in all the works evaluating the rate of convergence of E(f, M,J it is assumed 
that f and its derivatives are inside the ranges. This assumption is essential 
to the method of proof but its necessity for convergences is nowhere 
mentioned. The results of Section 2 imply that without such assumptions 
there is no convergence of E(f, K,) to 0. The following theorem, which is an 
immediate consequence of Theorem 2.2, gives lower bounds for E(f, I;,) in 
case f(.~) has at least one derivative not satisfying the corresponding restric- 
tions. 
THEOREM 3.1. Let f(x) satisfy f’“u)(x) > u,(x) for a jixed v, 1 < v < s, 
and x E [a, ,671 C [a, 61, and let g(x) be such that 
g’““(x) .I u,(x) on [a, PI. (3.2) 
Then, for any n 3 k,$ , such that K, is nonempty, 
Qf, mra,bl 2 E(f -g, %,,-db31 . (3.3) 
For the case of monotone approximation, in view of Corollary 2.3, the 
last result becomes 
-qf* ~~fnkJ,,l 3 E(fT %,.--lh,Rl . (3.4) 
In case [a, fi] = [a, b] and v = 1 th ere is equality in (3.4) for each 11 13 k,< .
In fact, if f o+)(x) and U,(X) are continuous functions at x0 E (a, b), then the 
inequality f (kJ(XO) > 11,(xa) implies f (kv)(x) > 24,(x) on [X0 - E, X0 + 61 for 
small enough E > 0, and by the last theorem, E(f, K,) = O(1). This leads 
to the following question. Is it possible to approximate f(x) arbitrarily 
closely by polynomials some of the derivatives of which are fixed at certain 
points but do not necessarily attain the values of the derivatives of f(x)? 
These restrictions are known as “Hermite-Birkhoff” (H.B.) interpolation 
conditions. Approximation by polynomials satisfying such side conditions is 
studied in [3], where characterization and uniqueness are treated. In [lo] it 
is mentioned (without proof) that for f (.x) satisfying all the H.B. interpolatory 
constraints imposed on the polynomials 
where -4, is a constant independent of n with A,-+ cc as 6 4 0 and B, C n,, 1 
is the set of approximating polynomials. 
Here we prove a Weierstrass-type theorem for functions whose derivatives 
attain different values from those of the approximating polynomial’s 
derivatives at a finite set of points. 
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For our limited purposes we use the following simple notation for the set 
B 78. 
B, = {p 1 p E z-,ml, p’““(&) = ai , i = 1, 2 ,..., I}, 
where a < f1 < & < ... < & < b (Y < n), and {~~}~=r are integers satis- 
fying 0 < pi < n - 1, i = l,..., r, and {ai}~zl are real numbers. 
We assume that the interpolatory constraints determining B, are linearly 
independent on T,+~ (conditions for such linear independence are discussed 
in [3]), and therefore B, is nonempty for any set {ai}L1. Obviously, the 
above conditions are also linearly independent on rrzel for any 1 > n, and we 
denote by m (I < m < n) the minimal integer with this property. 
THEOREM 3.2. Let f(x) E C[a, b] satisfy 
f([J = ai for each 1 < i < r such that pi = 0. (3.7) 
Then, given any E > 0, there is an N such that for any n > N 
E(f, B,) < l . 
Proof. It is possible to construct a function g(x) E C(+l)[a, b] with the 
following properties. 
dti) = f (Ed9 i = 1, 2 )..., r, (34 
gtui’(ti) = ai , i = 1, 2 ,..., r, (3.9) 
If@) -&)I < El P a<x<b. (3.10) 
By (3.7) there is no inconsistency in the overlapping conditions of (3.8) and 
(3.9). 
Let {qn} be a sequence of polynomials satisfying 
iz II PnW - &)ll = 0 
and 
‘,z 4k’)(ti) = ,f’““(ti), i = I,..., r. 
(Such, for example, are the Bernstein polynomials of the function g(x) [5].) 
Thus for any z1 > 0 there is an n sufficiently large such that 
and 
I g(“‘)(&) - 4Y(&)l < 9 , i = l,..., Y, (3.11) 
II g@) - 4&)ll < 61 * (3.12) 
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For this value of n let h E n,,,-i be a polynomial which solves the following 
interpolation problem. 
/pqci) = g(U’)(&) - q’n”i’(&), i =Lr I,...) r. 
This polynomial can be written as 
h(s) = i pi(x)[g’“~‘(~J - q$‘(&)], 
i=l 
(3.13) 
(3.14) 
where (pi(x)ji=t are fised polynomials from TT,,,-r satisfying 
pl”J’gj) = sjj ( i,j = l,..., Y. 
Therefore by (3.1 I) 
(3.15) 
where .i is a fixed constant independent of II and j(.v). By (3.9) and (3.13) 
4n - h, EB,; and by (3.10), (3.12) and (3.16), 
f - qrr - h 11 < I!f - g/I + j/g - qn 1; + ; II II ::: (-4 J- 2) El . 
Since 
E(f, B,) c; 1 f - q.n - h ; for 1 ‘?; tz, 
the claim of the theorem is confirmed by taking or == c/(A + 2) and N = n. 
In conclusion, it should be noted that the main result of this work is not 
limited to approximation by polynomials, as is implied by Theorem 2.2. 
In other words, any set of functions with restricted derivatives cannot 
approximate arbitrarily closely a function the derivatives of which are not 
inside the same ranges. 
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