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ABSTRACT
Altering the content of an image with photo editing tools is a tedious task for an inexperienced
user. Especially, when modifying the visual attributes of a specific object in an image without
affecting other constituents such as background etc. To simplify the process of image manipu-
lation and to provide more control to users, it is better to utilize a simpler interface like natu-
ral language. Therefore, in this paper, we address the challenge of manipulating images using
natural language description. We propose the Two-sidEd Attentive conditional Generative Ad-
versarial Network (TEA-cGAN) to generate semantically manipulated images while preserving
other contents such as background intact. TEA-cGAN uses fine-grained attention both in the
generator and discriminator of Generative Adversarial Network (GAN) based framework at dif-
ferent scales. Experimental results show that TEA-cGAN which generates 128 × 128 and 256
× 256 resolution images outperforms existing methods on CUB and Oxford-102 datasets both
quantitatively and qualitatively.
1. Introduction
Large availability of image capturing devices and storage platforms has increased end-users interest in creation
and storage of images. These platforms also help users to share their images allowing modifications that match their
needs such as making them look better. Consequently, the demand for manipulating images online or offline is increas-
ing. However, manipulation of images is non-trivial for non-experts who do not have apprehension about underlying
principles of both photo-editing tools and image processing techniques.
To simplify the process of image manipulation, automatically changing various aspects of images is an interesting
direction to explore. In earlier research, different ways of automatic image manipulation are examined . Initially, ap-
proaches transformed grayscale into a color image Zhang, Isola and Efros (2016) or transferred their style Gatys, Ecker
and Bethge (2016) matching numerous well-known artworks. Few approaches Liang, Zhang and Xing (2017) took the
desired object category in an image as input and then learned to change the object by modifying their appearance or
geometric structure. There has been also another direction of interest Zhu, Krähenbühl, Shechtman and Efros (2016)
shown to manipulate images by projecting them onto an image manifold with various user’s scribbles as input. It has
been further extended to handle various domains in the context of paired Isola, Zhu, Zhou and Efros (2017) and un-
paired Zhu, Park, Isola and Efros (2017) image-to-image translation without hand-engineering loss functions. There
also exist some more variations of image manipulation, more details can be referred from the recent surveys Mogadala,
Kalimuthu and Klakow (2019).
Although earlier mentioned research has achieved promising results, manipulation of images according to user
intention becomes more difficult as those methods allow minimal or no control on the image generation. To address it,
recent approaches have leveraged text-to-image generation Reed, Akata, Yan, Logeswaran, Schiele and Lee (2016b)
techniques and manipulated images using natural language description Dong, Yu, Wu and Guo (2017); Nam, Kim
and Kim (2018). To be specific, the focus is on modifying visual attributes of an object in an image, where the
visual attributes are characterized by the color and the texture of an object. Figure 1 outline the goal of the task by
showing samples of the manipulated images using different models. Nevertheless, current natural language based
image manipulation approaches still suffer from several problems.
• First, they fail to properly attend on locations that need to be modified and alter basic structure in the image (e.g.,
layout and pose of the object) during generation.
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Image Manipultation with Natural Language
This particular bird has a white belly and
an orange neck.
This bird has a blueish grey breast with
a yellow belly and a black cheek patch.
Original (a) (b) (c) (d)
Figure 1: Samples of the output images by manipulating input images using natural language description. Existing methods
(a) SISGAN Dong et al. (2017) and (b) TAGAN Nam et al. (2018) produce reasonable results, but fail to preserve text-
irrelevant contents. Our methods (c) Single-scale and (d) Multi-scale accurately manipulates images according to the text
while preserving the background.
• Second, they generate lower resolution images (e.g., 64 × 64 or 128 × 128), while recent works Karras, Aila,
Laine and Lehtinen (2017) show that higher resolution images (e.g., 256 × 256) are preferred by humans due to
their improved quality and stability.
Therefore, in this paper, we overcome the limitations of earlier approaches by proposing a novel Two-sided Atten-
tive Conditional Generative Adversarial Network (TEA-cGAN) for generating manipulated images while preserving
other contents such as the background. Particularly in our generator, we compute a matching score between every
sub-region in an image and the word in the natural language description. To be specific, a attention map consisting
of matching scores is constructed to be used along with the image input features. This helps local word-level features
(i.e., fine-grained) to attend a specific type of visual attribute and detach text-relevant areas in the image from irrelevant
ones. Similarly, the discriminator decides whether the image is real or fake by accumulating fine-grained matching
scores with attention. Using the feedback from the discriminator, our generator adapts itself to generate manipulated
images.
To the best of our knowledge, none of the previous works propose attention over conditional Generative Adversarial
Network (cGAN) in a generator for fine-grained image manipulation with natural language. However, attention has
been used for text-to-image generation Xu, Zhang, Huang, Zhang, Gan, Huang and He (2018) or applied only to the
discriminator Nam et al. (2018).
The summary of the main contributions in this work is listed as follows.
• We proposed the novel architecture TEA-cGAN for image manipulation with natural language by leveraging
fine-grained attention on conditional GAN both in the generator and discriminator.
• We have built the generator with two different scales to support the generation of sharper and higher resolution
images.
• We thoroughly evaluate our approach on two datasets containing a different type of images.
2. Two-sided Attentive Conditional Generative Adversarial Network (TEA-cGAN)
Let 퐈,퐓, 퐓̂ denote an image, a positive natural language descriptionmatching the image, and amismatch description
that does not correctly describe the image, respectively. Given an image 퐈 and a target mismatch text 퐓̂, our aim is
to manipulate 퐈 according to 퐓̂ so that the visual attributes of the manipulated image 퐈̂ match the description of 퐓̂
while preserving other information (e.g., background). We use Generative Adversarial Network (GAN) Goodfellow,
Pouget-Abadie, Mirza, Xu,Warde-Farley, Ozair, Courville and Bengio (2014) as our framework, in which the generator
is trained to produce 퐈̂ given 퐺(퐈, 퐓̂). In the following, we describe the generator, discriminator, and objective of our
TEA-cGAN in detail.
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Figure 2: The architecture of our Single-scale generator. It has an encoder-decoder structure, the text is injected into the
image generation process using an attention mechanism.
2.1. Generator
The generator is an encoder-decoder architecture with attention inspired by the plain text-to-image generation
approach Xu et al. (2018). We design two different variants of it (i) Single-scale and (ii) Multi-scale. In the following,
details about each of them are presented separately.
2.1.1. Single-scale
We first encode the input image to a feature representation with an image encoder. Further, only the final output
representation of the image encoder is used in combination with the fine-grain word-level features arising from the
natural language description. This is done to focus and modify only the text-relevant regions in an image and leaving
other regions untouched. The structure of our Single-scale model is shown in the Figure 2.
Image encoder is designed using a convolutional network which has a representation of 퐈 defined by a tensor
푉 = (푣1… 푣푁 ) ∈ ℝ푀×푁 , where M denotes the number of feature maps and N denotes the spatial dimension 1.The natural language description encoder generates a representation of 퐓̂ (or 퐓), denoted by 푊 ∈ ℝ퐷×퐿, using a
bidirectional long short-term memory (LSTM) Hochreiter and Schmidhuber (1997) where 푤푖 ∈ ℝ퐷 represents the
푖-th word in the description obtained by concatenating forward and backward LSTM hidden layers. 퐿 is the length of
the description.
We jointly process both 푉 and 푊 to compute a matching score between 푣푖 and 푤푗 for generating different sub-regions of the image conditioned on the relevant words corresponding to those sub-regions.
푤′푗 = 푤푗 (1)
Where푤′푗 represents a bilinear projection of푤푗 into the 푣푖 space with a projection matrix ∈ ℝ푁×퐷. Further, we use
푤′푗 to make the final classification decision by adding word-level attentions to reduce the impact of less relevant words.
Our attention is a Softmax across 퐿 words and is computed by Equation 2. Word-context feature (푣′푖) is computed byits linear combination with 푤′푗 given by Equation 3.
훼푖푗 =
푒푥푝(푣푇푖 푤
′
푗)∑퐿
푘=1 푒푥푝(푣
푇
푖푘푤
′
푗푘)
(2)
푣′푖 =
퐿∑
푗=1
훼푖푗푤
′
푗 (3)
1A spatial dimension normally consists of a height퐻 and a width푊 , we use푁 = 퐻 ×푊 for simple notation
D.Zhu, A.Mogadala and D.Klakow: Preprint Page 3 of 15
Image Manipultation with Natural Language
Conv
Block
Conv
Block
Conv
Block
Attn
Fusion
Attn
Fusion
Attn
Fusion Concat
Res
Block
Res
Block
Conv
Block
Conv
Block
Conv
Block
This particular bird
has a white belly
and an orange neck.
Text
Encoder
 
    
 
Concat ConvBlock
NN
UP
 
 
 
ℎ
 −1
ℎ
 
Attention Fusion (AttnFusion)
Figure 3: The architecture of our Multi-scale generator. We utilize image features of different scales while generating
images. For each scale, the text information is injected into the network by an attention mechanism as shown in AttnFusion.
Here, 푉 ′ = (푣′1,… , 푣′푁 ) denote the word-context features of the entire image. Finally,  and  ′ will be concate-nated and fed into several residual blocks for further processing. The processed feature will be further transformed
into an image using the image decoder.
2.1.2. Multi-scale
The main issue with the Single-scale architecture is that it may fail to focus on the right locations in images. We
understand that 푣푖 encodes the information of a sub-region in an image and the size of it depends on the receptivefield of the last convolutional layer. If the receptive field is too small, 푣푖 may fail to provide necessary informationfor computing a matching score used for the attention. However, if the receptive field is too large, the corresponding
sub-regions may contain irrelevant features for the attention. Considering an extreme case that the size of the receptive
field equals the size of the image, then the attention does not make much sense. Hence, we are motivated to utilize
features from different scales. The structure of our Multi-scale model is shown in the Figure 3.
To be specific, we use a set of tensors (푉푚,… , 푉1) 2 constituting image 퐈 features of different scales extracted bythe different convolutional layers and a embedding matrix푊 consisting of word embeddings in the natural language
description (the same 푊 as defined in the single-scale model). We starts by computing the word-context feature푎푡푡푛(푉1) using the image feature (푉1) obtained by the last convolutional layer. This is done in the same manner asthe Single-scale model. It is further upsampled spatially using nearest neighbor upsampling. The resulting feature
is treated as our first hidden state ℎ0. Furthermore, we develop an attention fusion (AttnFusion) module to fuse theattention information from different scales for generating new hidden states. The structure of the attention fusion
module is shown in the sub-box of Figure 3. Specifically, the hidden states (ℎ푖) are computed as follows:
ℎ0 = 푁푁↑(푎푡푡푛(푉1,퐖)) (4)
ℎ푖 = 퐴푡푡푛퐹푢푠푖표푛(ℎ푖−1, 푉푖,푊 )
= 푁푁↑(퐶표푛푣(푎푡푡푛(푉푖,푊 )◦ℎ푖−1)) (5)
Where 푁푁↑ denotes the nearest neighbour upsampling and ◦ represents the spatial concatenation between twofeature tensors. Note 푎푡푡푛 needs to be adapted accordingly to fit the spatial dimension of 푉푖. Further, the final hiddenstate is concatenated with visual features and they are fed into residual blocks for further processing. Finally, an image
decoder will generate the processed feature back to an image.
2we intentionally use the reversed order of indexing for simple notation in the following equations.
D.Zhu, A.Mogadala and D.Klakow: Preprint Page 4 of 15
Image Manipultation with Natural Language
Architecture-wise the convolutional operations in the generator do not have biases and we do not apply batchnorm
to the output layer of the generator. Also, in the Multi-scale generator, we move the last convolutional layer in the
residual blocks to the second layer in the image encoder as it improves the quality of image generation.
2.2. Discriminator
The main aim of our research is to incorporate attention into the generator. Hence, for both the Single-scale and
the Multi-scale model we apply a discriminator in line with Nam et al. Nam et al. (2018). However, we do fine-tuning
of the discriminator. Similarly to the generator, all convolutional operations do not have biases and we do not apply
batchnorm to the discriminator input layer. We use the conditional and unconditional score in discriminator, where
the conditional score is influenced by both the input image and the description while the unconditional score is only
influenced by the input image.
2.3. Objective
Let 퐷(퐼, 푇 ) denote the output (score) of the discriminator by considering both the image quality of image 퐼 and
the matching between 퐼 and a text description 푇 . Higher score indicates higher image quality and a good matching 3.
In addition, inspired by Zhang, Xu, Li, Zhang, Wang, Huang and Metaxas (2018), we also introduce the unconditional
score 퐷(퐼) to purely assess the image quality. We use a factor 훾1 to balance the influence between the conditional andunconditional loss. The discriminator’s objective 퐷 is defined as follows:
퐷 = 피퐈∼푝푑푎푡푎 [log퐷(퐈)]
+ 피퐈∼푝푑푎푡푎 [log (1 −퐷(퐺(퐈)))]
+ 피퐈,퐓∼푝푑푎푡푎 [훾1 log퐷(퐈,퐓)]
+ 피퐈,퐓̂∼푝푑푎푡푎 [훾1 log (1 −퐷(퐺(퐈, 퐓̂), 퐓̂))]
(6)
The mismatch text 퐓̂ is randomly sampled from a dataset regardless of 퐈. Similar to text-to-image task, we feed both
positive and negative examples ((퐈,퐓) and 퐺(퐈, 퐓̂), respectively) to the discriminator to make it not only judge image
quality but also the matching. Note that we want to maximize this objective. In training, we minimize −퐷. Further,the generator objective (퐺) is defined as follows:
퐺 = 피퐈∼푝푑푎푡푎 [log퐷(퐈)]
+ 피퐈,퐓̂∼푝푑푎푡푎 [훾1 log퐷(퐺(퐈̂, 퐓̂), 퐓̂)]
+ 훾2퐿푅
(7)
where 훾2 is a hyperparameter that controls the influence of the auxiliary losses. We wish the generator to keep thebackground intact while manipulating the image as descriptions only target to the main objects in the images. In other
words, we want the generator to do minimum change to the input images. Hence, we add the image reconstruction
loss 퐿푅. For positive pairs, i.e. an image 퐼 and a matched text 푇 the generator should reconstruct 퐼 , changes on theoriginal image will be penalized. We use the 퐿1 loss (Equation 8) in training.
퐿푅 = ‖I − 퐺(I,T)‖ (8)
Our TEA-cGAN is trained by alternatively minimizing both the discriminator and the generator objectives.
3. Experimental Setup
3.1. Datasets
We evaluated our approaches by conducting experiments with the modified versions of the Caltech-200 bird dataset
(CUB) Wah, Branson, Welinder, Perona and Belongie (2011) and Oxford-102 flower dataset Nilsback and Zisserman
(2008). Each image in the original dataset was crowdsourced by Reed, Akata, Lee and Schiele (2016a) to collect 10
captions for describing the colors of different parts of birds or flower. More details about the datasets are given in the
Table 1 and Table 2.
3Generally, the score is normalized to [0, 1]
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Table 1
Splits of “Oxford-102” dataset with image descriptions.
Split Images Captions per Image Classes
Training 5,878 10 82
Validation 1,156 10 20
Test 1,155 10 20
Total 8,189 10 102
Table 2
Splits of “CUB” dataset with image descriptions.
Split Images Captions per Image Classes
Training 8,855 10 150
Test 2,933 10 50
Total 11,788 10 200
3.2. Evaluation
Automatic evaluation of GAN approaches is tricky. Although Inception Score Salimans, Goodfellow, Zaremba,
Cheung, Radford and Chen (2016) and Fréchet Inception distance (FID) Heusel, Ramsauer, Unterthiner, Nessler and
Hochreiter (2017) are used as a quantitative measure for evaluation of generated images, it cannot be used for our
case since generated images do not have any ground truth labels (more detail in section 4.5). Similar to earlier ap-
proaches Dong et al. (2017); Nam et al. (2018), we will conduct a human evaluation to rank our proposed approaches
and existing models on two different aspects:
• Accuracy: Do the generated images match the description while preserving the background of the input image?
• Naturalness: Do the generated images look realistic?
We also calculate the reconstruction losses (L1 and L2) per pixel to determine the error attained in reconstructingback the input image while keeping the background intact.
3.3. Implementation
We implemented our proposed approaches using PyTorch 1.1.04. Initially, word embeddings of the natural lan-
guage descriptions are initialized with the fastText5 vectors and data augmentation is applied to the input images by
random flipping and cropping. The weight 훾2 of the reconstruction loss is set to 2 for Single-scale generator and 3 forthe Multi-scale generator (for all resolutions), while weight 훾1 is set to 10. A batch-size of 128 is used for generatingimages of resolution of 128 × 128, and a batch-size of 32 is used for generating images with a resolution of 256 × 256.
We trained all our models for 600 epochs with an Adam Optimizer Kingma and Ba (2014) having a learning rate of
0.0002 and a momentum of 0.5. The learning rate is decayed by 0.5 for every 100 epochs.
4. Experimental Results
We conducted experiments at different levels to evaluate our proposed models. First, a quantitative analysis is
performed by calculating reconstruction losses. To further validate our results, we conducted a human study on the
“CUB” dataset to comprehend Accuracy and Naturalness of generated images by ranking the best models. We then
provide qualitative results of the generated images comparing different methods6 and also higher resolution images
from our Multi-scale model. Later, we show visualizations of the attention for Multi-scale model and further analyze
the impact of text interpolation and the contributions from components of the model.
4https://pytorch.org/
5https://github.com/facebookresearch/fastText
6We use 128 × 128 to have a fair comparison with other methods.
D.Zhu, A.Mogadala and D.Klakow: Preprint Page 6 of 15
Image Manipultation with Natural Language
Table 3
L1 and L2 Loss (pixel-level) on CUB and Oxford-102 test dataset. Lower the better.
CUB Oxford-102
Method L1 L2 L1 L2
SISGAN Dong et al. (2017) 0.51 0.20 0.53 0.19
TAGAN Nam et al. (2018) 0.46 0.15 0.48 0.16
TEA-cGAN-Single-Scale (Ours) 0.37 0.1 0.5 0.17
TEA-cGAN-Multi-Scale (Ours) 0.25 0.05 0.33 0.07
Table 4
Accuracy and Naturalness average ranking values evaluated by users on CUB test dataset.
Lower the better.
CUB
Method Accuracy Naturalness
SISGAN Dong et al. (2017) 3.94 3.97
TAGAN Nam et al. (2018) 2.4 2.6
TEA-cGAN-Single-Scale (Ours) 1.97 1.94
TEA-cGAN-Multi-Scale (Ours) 1.69 1.49
Table 5
Cross comparison the models. Accuracy.
Model Accuracy
(푝-value)
SISGAN & Multi-scale 2.49 × 10−148
TAGAN & Multi-scale 3.95 × 10−29
Single-scale & Multi-scale 2.77 × 10−11
SISGAN & Single-scale 2.04 × 10−151
TAGAN & Single-scale 1.14 × 10−19
4.1. Quantitative Results
To compare the model’s ability to keep the text irrelevant content preserved (e.g., background), we first calculate
the reconstruction loss using the image along with their natural language description from both “CUB” and “Oxford-
102” datasets. In the Table 3, we see our TEA-cGAN-Multi-Scale model has the lowest reconstruction losses (L1 andL2) indicating that our Multi-scale model is the preferred choice for keeping the content of the original image intact.We then perform a human evaluation on the CUB dataset by ranking images generated by different models based
on (i) Accuracy and (ii) Naturalness. For the evaluation, we randomly selected 8 images and 8 texts from the test set
and produced 64 outputs from the CUB dataset for each method. We resized all output images to 128 ×128 to have
a fair comparison and prevent the users from evaluating the images based on different resolutions. Table 4 shows the
results from the study where results are shown as average ranking values.
To further verify the study results, we conducted a Chi-Square test. We want to test whether the models and the
ranking are dependent. The null hypothesis is that these two variables are independent. We compared our TEA-cGAN-
Multi-scalemodel with all othermodels. We also compare our TEA-cGAN-Single-scalemodel with the SISGANDong
et al. (2017) and TAGAN Nam et al. (2018). Accuracy and naturalness are tested separately. In total, we conducted 10
significance tests and all of them get a 푝-value smaller than 10−18. Even if we use Bonferroni correction the 푝-value is
much smaller than 5% thus we reject the null hypothesis. Table 5 and Table 6 presents all 푝-values computed with all
models used for evaluation i.e., SISGAN, TAGAN, TEA-cGAN-Single-scale (Single-scale) and TEA-cGAN-Multi-
scale (Multi-scale).
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Table 6
Cross comparison the models. Naturalness.
Model Naturalness
(푝-value)
SISGAN & Multi-scale 1.22 × 10−159
TAGAN & Multi-scale 1.52 × 10−69
Single-scale & Multi-scale 6.85 × 10−16
SISGAN & Single-scale 2.44 × 10−156
TAGAN & Single-scale 1.17 × 10−32
4.2. Qualitative Results
Figure 4 shows a qualitative comparison of our models with a strong baseline (i.e., TAGAN) that generates a 128
× 128 resolution. We observe that the baseline can generate an image matching the natural language descriptions.
However, the method fails to keep the content relevant to the text and is likely to generate a different image in contrast
to the original layout. However, our method preserves the background intact and helps in only transferring visual
attributes given in the text.
We further use our TEA-cGAN-Multi-scale model to generate higher resolution images i.e., 256× 256. In Figure 5,
we show TEA-cGAN-Multi-scale generated 128 × 128 and 256 × 256 resolution images side by side to show the
difference. In both resolutions our model effectively disentangles text irrelevant content such as background from
visual attributes that need to be changed.
4.3. Text Interpolation
To understand TEA-cGAN-Multi-scale model ability to generate images without memorizing the text and is gen-
eralizable, we conducted a text interpolation experiment for the generator. The idea here is to fix the input image and
select two sentences from the test set. Further, two sentences are encoded into embeddings to perform linear inter-
polation between them. However, in our case since we use individual word representations as opposed to a complete
sentence representation, we restrict the two sentences to the same length. Figure 6 shows that the TEA-cGAN-Multi-
scale model generates images of interpolated text while preserving the contents of the original image. This validates
our hypothesis of non-memorization of varied texts by inherently learning latent information useful for generalization.
4.4. Attention Visualization
Images generated with TEA-cGAN-Single-scale are visualized with heat maps in the Figure 7. We observe that for
some words, our model correctly attends to the corresponding locations in the images. Note that it is normal that not
all words are attended to a location in the image. First, stop words do not has their corresponding locations. Second,
for phrases like “white belly” refers to one visual attribute and the model does not need to attend to the corresponding
location twice. In such cases, our model tends to distribute the attention the word describing the color (white). We see
positive correlation between the attention quality and the image quality. For example, in simple scenes (Figure 7 top
picture), our model can attend to the object itself rather than the background and generated promising images. While if
the background is cluttered and the object that needs to be manipulated is invisible, then our model fails to alter visual
attributes (Figure 7 bottom picture).
4.5. Inception Score
Our task is similar to text-to-image generation Reed et al. (2016b); Zhang, Xu, Li, Zhang, Wang, Huang and
Metaxas (2017); Zhang et al. (2018), however we cannot use automatic evaluation measure such as inception score
Salimans et al. (2016) for estimating generated image quality. This is due its inappropriateness for our task. In the
following, we provide more details.
To calculate the inception score on a set of images, we basically need to apply an image classifier such as inception
network Salimans et al. (2016)) on the images. Inception score is designed on an assumption that if a generated image
looks realistic, the classifier should be able to classify it easily and accurately, i.e., the label distribution should have
a low entropy. However, this is only true if the generator tries to generate images belonging to classes seen by the
classifier. A text-to-image generation fulfills this requirement, for example, generating birds that look similar to birds
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This small bird has a
blue crown and
white belly.
This particular bird
with a red head and
breast and features
grey wings.
A bright yellow bird
with black and white
wings and black
legs.
Original TEA-cGAN-Single-Scale
TEA-cGAN-
Multi-ScaleTAGAN
This flower has petals 
that are pink and 
white in color.
This flower has white
petals as well as whie
steamen.
This flower has 
rounded brown center
and long thin pink
petals. 
Figure 4: Qualitative comparison of our proposed methods with the closest baseline TAGAN Nam et al. (2018). In many
cases, our proposed TEA-cGAN-Multi-scale method outperforms the baseline methods qualitatively.
in the CUB dataset. However, our generator modifies the bird and the resulting bird does not belong to any class in
the CUB dataset. For example, if our generator changes the color of a crow from black to red, then the resulting bird
cannot be classified. If we apply a classifier trained on the CUB dataset, it should fail to classify the modified images,
not matter how realistic they look. The resulting label distribution should have higher entropy which causes a low
inception score. However, it does not imply that the image quality is low.
To verify this claim, we compare the label distributions between real and generated images. As shown in the
Figure 8, we use our TEA-cGAN-Multi-scale model to generate three images based on an input image according to
different descriptions. We use the fine-tuned inception model 7 to classify the images. We observe that the model
classifies the input image correctly with high confidence (≈ 80%), which results in an unimodal distribution (refer
Figure 8 (b)). However, the model outputs a distribution that is similar to a uniform distribution when classifying
the generated image. This is reasonable as this non-existent bird does not belong to any class. In the Figure 8 (c),
we further show that it is the same case for different descriptions. Although for a human the generated images look
realistic, in our scenario the label distributions are more or less random. Therefore, the inception score is not consistent
with the human perception.
7https://github.com/hanzhanggit/StackGAN-inception-model
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This flower is orange in
color with petals that are
layered.
This flower has petals that
are pink and has yellow
and purple lines.
A medium sized bird with
brown grey breast and a
brown crown and bill.
This bird has wings that
are black and has a
white belly.
Original TEA-cGAN-Multi-Scale
256x256
TEA-cGAN-Multi-Scale
128x128
This bird is white and
brown in color with a gray
colored beak.
Dark purple and yellow
petal with the white and
yellow middle.
Figure 5: Samples of the 128 × 128 and 256 × 256 resolution images generated with our TEA-cGAN-Multi-scale model.
5. Related Work
We present related work from some of the closely aligned areas.
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Left: This small bird has a red crown and yellow belly.
Right: This small bird has a blue crown and white belly.
Figure 6: Text interpolation results with TEA-cGAN-Multi-scale. Upper left: the original image. Bottom: images
generated according to the linear interpolation of the two sentences. All generated images have 128 × 128 resolution.
This bird has wings
that are grey and has a
white belly.
      This           bird           has       wings          that           are            grey        and
     has             a           white         belly
Input Output
This bird is yellow and
brown in color with a
small sharp beak.
      This         bird             is         yellow        and        brown           in          color 
     with            a            small        sharp        beak
Figure 7: Attention visualization (Generator) of each word w.r.t the image with TEA-cGAN-Single-scale. Bright areas
indicates locations where the model is focusing on while generating the image. Top: Success case and Bottom: Failure
case.
5.1. Text-to-Image Generation
Initially, alignDRAWMansimov, Parisotto, Ba and Salakhutdinov (2015) was introduced to iteratively draw patches
on a canvas, while attending to the relevant words in the description. Further, visual concepts are translated from
characters to pixels Reed et al. (2016a) with a conditional GAN. It was further improved Reed et al. (2016b) by taking
instructions about what content to be drawn in which location achieving high-quality image generation. To generate
images with high resolution, several GANs are stacked together as stackGAN Zhang et al. (2018) using the global
sentence representation. This helped to generate images of different sizes. To over come the bottleneck of global-level
sentence representation, attention based GAN as AttGAN Xu et al. (2018) is introduced to capture the fine-grained
details at different sub-regions of the image. It pays attention to the relevant words in the natural language description.
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Input Image Gen. Image1
Gen. Image
2
Gen. Image
3
(a)
(b)
(c)
Figure 8: (a): Input image along with the three generated images according to different descriptions. (b) Label distributions
of the input image and the first generated image. (c) Label distributions of the three generated images.
Recently, ControlGAN Li, Qi, Lukasiewicz and Torr (2019) is proposed to effectively synthesise high-quality images
by controlling the parts of image generation according to natural language descriptions. Our work leverage ideas from
AttGAN, however, we use it in both the generator and discriminator for manipulating image semantically.
5.2. Image-to-Image Translation
Several ideas were explored to perform image-to-image translation. There are paired Isola et al. (2017), un-
paired Zhu et al. (2017) and style transfer Gatys et al. (2016) approaches proposed in the recent times based on GANs.
Paired approaches that use image pairs as training examples were applied to various tasks such as generating images
from sketches Sangkloy, Lu, Fang, Yu and Hays (2017). Unpaired approaches that do not use image pairs are learned
using Coupled GANs Liu and Tuzel (2016) and cross-modal scene networks Aytar, Castrejon, Vondrick, Pirsiavash
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and Torralba (2017) with a weight-sharing strategy for learning a common representation. Few approaches Yi, Zhang,
Tan and Gong (2017) also used unsupervised techniques for image-to-image translation. Our work differs from direct
image-to-image translation as we condition both image and natural language description in the generator for image
generation.
5.3. Interactive Image Manipulation
Instead of using a single natural language sentence to manipulate images, another interesting approach is to have an
interactive system that generates an image iteratively. A variation of it is the image manipulation via natural language
dialogue Cheng, Gan, Li, Liu and Gao (2018).
6. Conclusion and Future Work
In this paper, we proposed TEA-cGAN which can manipulate images with a natural language description. We
created two different scales of feature aggregation in the generator by leveraging attention. We found that it was
helpful to find the relevant contents in the original image according to the descriptions in a more fine-grained manner.
We showed in the experiments that our approach outperforms existing methods both quantitatively and qualitatively
on 128 × 128 resolution and even generates higher resolution images i.e., 256 × 256 for richer experience. In future,
we would like to alter images which contain multiple objects per image.
7. Acknowledgements
Aditya Mogadala is supported by the German Research Foundation (DFG) as part of SFB1102.
References
Aytar, Y., Castrejon, L., Vondrick, C., Pirsiavash, H., Torralba, A., 2017. Cross-modal scene networks. IEEE transactions on pattern analysis and
machine intelligence 40, 2303–2314.
Cheng, Y., Gan, Z., Li, Y., Liu, J., Gao, J., 2018. Sequential attention gan for interactive image editing via dialogue. arXiv preprint arXiv:1812.08352
.
Dong, H., Yu, S., Wu, C., Guo, Y., 2017. Semantic image synthesis via adversarial learning, in: Proceedings of the IEEE International Conference
on Computer Vision, pp. 5706–5714.
Gatys, L.A., Ecker, A.S., Bethge, M., 2016. Image style transfer using convolutional neural networks, in: Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 2414–2423.
Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Courville, A., Bengio, Y., 2014. Generative adversarial nets, in:
Advances in neural information processing systems, pp. 2672–2680.
Heusel, M., Ramsauer, H., Unterthiner, T., Nessler, B., Hochreiter, S., 2017. Gans trained by a two time-scale update rule converge to a local nash
equilibrium, in: Advances in Neural Information Processing Systems, pp. 6626–6637.
Hochreiter, S., Schmidhuber, J., 1997. Long short-term memory. Neural computation 9, 1735–1780.
Isola, P., Zhu, J.Y., Zhou, T., Efros, A.A., 2017. Image-to-image translation with conditional adversarial networks, in: Proceedings of the IEEE
conference on computer vision and pattern recognition, pp. 1125–1134.
Karras, T., Aila, T., Laine, S., Lehtinen, J., 2017. Progressive growing of gans for improved quality, stability, and variation. arXiv preprint
arXiv:1710.10196 .
Kingma, D.P., Ba, J., 2014. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980 .
Li, B., Qi, X., Lukasiewicz, T., Torr, P., 2019. Controllable text-to-image generation, in: Advances in Neural Information Processing Systems, pp.
2063–2073.
Liang, X., Zhang, H., Xing, E.P., 2017. Generative semantic manipulation with contrasting gan. arXiv preprint arXiv:1708.00315 .
Liu, M.Y., Tuzel, O., 2016. Coupled generative adversarial networks, in: Advances in neural information processing systems, pp. 469–477.
Mansimov, E., Parisotto, E., Ba, J.L., Salakhutdinov, R., 2015. Generating images from captions with attention. arXiv preprint arXiv:1511.02793 .
Mogadala, A., Kalimuthu, M., Klakow, D., 2019. Trends in integration of vision and language research: A survey of tasks, datasets, and methods.
arXiv preprint arXiv:1907.09358 .
Nam, S., Kim, Y., Kim, S.J., 2018. Text-adaptive generative adversarial networks: manipulating images with natural language, in: Advances in
Neural Information Processing Systems, pp. 42–51.
Nilsback, M.E., Zisserman, A., 2008. Automated flower classification over a large number of classes, in: 2008 Sixth Indian Conference on Computer
Vision, Graphics & Image Processing, IEEE. pp. 722–729.
Reed, S., Akata, Z., Lee, H., Schiele, B., 2016a. Learning deep representations of fine-grained visual descriptions, in: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pp. 49–58.
Reed, S., Akata, Z., Yan, X., Logeswaran, L., Schiele, B., Lee, H., 2016b. Generative adversarial text to image synthesis. arXiv preprint
arXiv:1605.05396 .
Salimans, T., Goodfellow, I., Zaremba, W., Cheung, V., Radford, A., Chen, X., 2016. Improved techniques for training gans, in: Advances in neural
information processing systems, pp. 2234–2242.
D.Zhu, A.Mogadala and D.Klakow: Preprint Page 13 of 15
Image Manipultation with Natural Language
Sangkloy, P., Lu, J., Fang, C., Yu, F., Hays, J., 2017. Scribbler: Controlling deep image synthesis with sketch and color, in: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pp. 5400–5409.
Wah, C., Branson, S., Welinder, P., Perona, P., Belongie, S., 2011. The Caltech-UCSD Birds-200-2011 Dataset. Technical Report CNS-TR-2011-
001. California Institute of Technology.
Xu, T., Zhang, P., Huang, Q., Zhang, H., Gan, Z., Huang, X., He, X., 2018. Attngan: Fine-grained text to image generation with attentional
generative adversarial networks, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 1316–1324.
Yi, Z., Zhang, H., Tan, P., Gong, M., 2017. Dualgan: Unsupervised dual learning for image-to-image translation, in: Proceedings of the IEEE
international conference on computer vision, pp. 2849–2857.
Zhang, H., Xu, T., Li, H., Zhang, S., Wang, X., Huang, X., Metaxas, D.N., 2017. Stackgan: Text to photo-realistic image synthesis with stacked
generative adversarial networks, in: Proceedings of the IEEE International Conference on Computer Vision, pp. 5907–5915.
Zhang, H., Xu, T., Li, H., Zhang, S., Wang, X., Huang, X., Metaxas, D.N., 2018. Stackgan++: Realistic image synthesis with stacked generative
adversarial networks. IEEE Transactions on Pattern Analysis and Machine Intelligence .
Zhang, R., Isola, P., Efros, A.A., 2016. Colorful image colorization, in: European conference on computer vision, Springer. pp. 649–666.
Zhu, J.Y., Krähenbühl, P., Shechtman, E., Efros, A.A., 2016. Generative visual manipulation on the natural imagemanifold, in: European Conference
on Computer Vision, Springer. pp. 597–613.
Zhu, J.Y., Park, T., Isola, P., Efros, A.A., 2017. Unpaired image-to-image translation using cycle-consistent adversarial networks, in: Proceedings
of the IEEE international conference on computer vision, pp. 2223–2232.
D.Zhu, A.Mogadala and D.Klakow: Preprint Page 14 of 15
Image Manipultation with Natural Language
A. Additional Results
We show additional qualitative results of the generated samples with different resolutions by our TEA-cGAN-
Multi-scale in Figure 9 and Figure 10.
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A bird with a orange ish belly
blue green wings and a long
skinny beak
A bright yellow bird with black
and white wings and black legs
A medium sized smooth bird
with a white body gray wings
and a short yellow bill
The bird has a golden body
and has a really thin beak
Bird with small beak light
brown throat and breast white
belly and abdomen and gray
wings
Original
Figure 9: More generated samples with 128 × 128 resolution using TEA-cGAN-Multi-scale
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A bird with a orange ish belly
blue green wings and a long
skinny beak
A bright yellow bird with
black and white wings and
black legs
A medium sized smooth bird
with a white body gray wings
and a short yellow bill
The bird has a golden body
and has a really thin beak
Bird with small beak light
brown throat and breast
white belly and abdomen and
gray wings
Original
Figure 10: More generated samples with 256 × 256 resolution using TEA-cGAN-Multi-scale
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