The isoperimeric spectrum consists of all real positive numbers α such that O(n α ) is the Dehn function of a finitely presented group. In this note we show how a recent result of Olshanskii completes the description of the isoperimetric spectrum modulo the celebrated Computer Science conjecture (and one of the seven Millennium Problems) P = NP and even a formally weaker conjecture.
algebraic rather than computational properties. (Note also that the groups constructed in [5, 2, 4, 3] , are given by very small presentations comparing to the groups in [10] and are subgroups of CAT(0) groups which is quite remarkable.) But the paper by Olshanskii [7] showed that the intersection of the isoperimetric spectrum with (2, 4) can be described in the same terms as in [10] .
Combining results of [10] and [7] we get:
Theorem 1 (The first part of Corollary 1.4 from [10] , and Corollary 1.4 from [7] ). If a number α ≥ 2 can be computed in time ≤ 2 c2 m for some c, then α belongs to the isoperimetric spectrum.
Notice that one needs to modify a little the proof of the first part of Corollary 1.4 from [10] to obtain the estimate ≤ 2 c2 m instead of ≤ 2 2 m . For this, one should take natural number d > log 2 c which is a power 2 k for some k and consider d-ary representations of numbers instead of binary representations as in [10] . Now we will prove the main result of the note.
Theorem 2. Provided P = NP, a number α is in the isoperimetric spectrum if and only if it can be computed in time ≤ 2 c2 m for some c ≥ 1.
Proof. Theorem 1 gives one part of Theorem 2.
To prove the other part, suppose that n α is the Dehn function of a finitely presented group. Then by [10, Theorem 1.1], n α is equivalent to the time function T (n) of some (non-deterministic) Turing machine M which recognizes the word problem in a finitely presented group.
As explained by Emil Jeřábek [6] , the following property follows from P = NP:
(*) There is a deterministic Turing machine M ′ computing a function T ′ (n) which is equivalent to T (n) and having time function at most T (n) d for some constant d.
Since α ≥ 2, for any n > 0
for some positive constants ǫ 1 ≤ 1 and ǫ 2 ≥ 1. Let number n 0 be such that 2 n > log 2 (ǫ 2 /ǫ 1 ) for every n ≥ n 0 . Let q = [α] + 1. Given this machine M ′ with, say, k tapes, consider the following Turing machine M ′′ which will calculate the first m digits of α (for every m). This machine has k + 3 tapes with tape k + 3 being the input tape. It starts with number m in binary written on tape k + 3 and all other tapes empty. Then it calculates the number n = 2 2 m+n 0 and writes it on tape k + 1 (using tape k + 2 as an auxiliary tape and cleaninig it after n is computed). Then M ′′ turns on the machine M ′ and produces T ′ (n) on tape k + 2.
Then it calculates p = [(log 2 T ′ (n) − log 2 ǫ 1 )/2 n 0 ] and writes it on tape k + 2. Notice that α log 2 n + log 2 ǫ 1 ≤ log 2 T ′ (n) ≤ α log 2 n + log 2 ǫ 2 . Therefore
Hence p = [α2 m ], so p/2 m a rational approximation of α which is within 1/2 m from α. From the construction of M ′′ , it is clear that the time complexity of M ′′ does not exceed 2 c2 m for some constant c.
As explained by Emil Jeřábek [6] , Property (*) follows also from the property E = Σ E 2 , which is not known to imply P = NP. Here E denotes the class of languages recognized by deterministic Turing machines in time 2 O(n) and Σ E 2 is the second level of the exponential hierarchy (with linear exponent). Thus in Theorem 2, one can replace P = NP by E = Σ E 2 .
