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Таким образом, полученные результаты доказывают возможность прак-
тического применения нейронных сетей для автоматизированной обработки 
разновременных ИК – изображений получаемых с ОЭС БпЛА при ведении воз-
душной разведки с классификацией объектов по ТФП материалов. 
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Одним из этапов проведения научно-технических конференций является 
контент-анализ и сбор научных публикаций, присылаемых авторами в адрес ор-
ганизаторов. Контент-анализ публикаций включает в себя их классификацию 
по тематическим секциям конференции. Как правило, секцию выбирает либо 
участник конференции, либо организаторы, что может вести к неточностям в 
составлении программы. В рамках данной работы предлагается автоматизиро-
вать процесс классификации научных публикаций. 
Для решения поставленной задачи применялись три вида нейронных се-
тей, наиболее часто применяющихся при решении задачи классификации [1]: 
 одномерная сверточная нейронная сеть CNN; 
 рекуррентная нейронная сеть LSTM; 
 рекуррентная нейронная сеть GRU. 
Моделирование и обучение выбранных нейронных сетей осуществлялось 
с помощью библиотеки Keras, написанной на языке Python [2]. 
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Набор данных для обучения и тестирования нейронных сетей составлен 
на основе сборников последних лет конференции «Перспективные информаци-
онные технологии», которые были подвергнуты предобработке: из исходного 
набора статей исключались все символы кроме кириллицы, затем в каждой ста-
тье выделялись ключевые слова с помощью библиотеки Rutermextract v. 0.3 [3]. 
В набор данных включены тексты, соответствующие следующим классам: ав-
томатизированные системы научных исследований, информационная безопас-
ность, интеллектуальные информационные системы, информационные техно-
логии высокопроизводительных вычислений, информационные технологии в 
медицине, информационные технологии на транспорте, моделирование и ана-
лиз сложных технических систем, методика обучения и компьютерные обуча-
ющие программы, философия искусственного интеллекта и трансгуманизм, 
цифровизация и управление в социальных системах. Таким образом, получен-
ный набор данных состоит из 873 научных публикаций, 200 из которых исполь-
зовались для тестирования. 
Сети обучались классификации в течении пяти эпох. После каждой эпохи 
проводилась оценка точности полученных результатов и измерялось время 
обучения сети. В качестве функции активации использовалась функция 
softmax [4]: 
( ) ∑ , 
где K – размерность исходного и конечного векторов,  – конечный вектор, z – 
исходный вектор. 
В таблице 1 представлены значения полученной точности результатов для 
каждой исследуемой сети, в таблице 2 представлено время обучения нейронных 
сетей. 




1 2 3 4 5 
CNN 0,130 0,145 0,231 0,310 0,301 
GRU 0,210 0,222 0,201 0,356 0,351 
LSTM 0,180 0,156 0,242 0,373 0,360 
 
Таблица 2 – Время обучения сетей 
Сеть CNN GRU LSTM 
Время обучения 4,42 мс 5,26 мс 5,24 мс 
 
На рисунке 1 показан график зависимости точности сетей от эпохи. 
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Рисунок 1 – Точность обученных сетей 
 
Таким образом, в результате данной работы собран и размечен набор 
данных на основе статей конференции «Перспективные информационные тех-
нологии»; обучены и проанализированы три вида нейронных сетей, позволяю-
щих решать задачу классификации научных публикаций. Наилучший результат 
по точности показала нейронная сеть LSTM с точностью 0,37, а по времени – 
CNN (4,42 мс). Столь невысокая точность классификации объясняется неболь-
шим набором данных для обучения. Полученные результаты планируется ис-
пользовать при разработке «Интегрированной автоматизированной системы 
интеллектуального анализа научных публикаций». 
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