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Abstract 
Prediction of machining induced surface integrity and microstructural changes using Finite Element modeling is challenging due to difficult to 
obtain material deformation models as well as models related to microstructure of the material. This study presents investigations on identifying 
microstructure model parameters by using experimentally measured microhardness and grain sizes and phase fractions in machining of Inconel 
100 nickel based alloy with uncoated and coated cutting tools. 3D customized finite element simulations have been performed to predict the 
average grain size by implementing modified temperature dependent flow softening based material and Johnson-Mehl-Avrami-Kolmogorov 
(JMAK) crystallization models. A sensitivity analysis on the JMAK model parameters has been performed and by using an optimization 
scheme the microstructure model parameters have been identified with genetic algorithms. Finally, simulation predictions using identified 
JMAK model parameter set on the average grain sizes, phase fractions, and resultant microhardness are compared against experimental 
measurements revealing good agreements.   
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1. Introduction 
Nickel-base alloys can considerably maintain their strength 
at high temperatures and long exposures; therefore they are 
preferred material for components in hot sections of the 
aircraft and gas turbine engines, nuclear reactors and rocket 
engines. Nickel-base alloys can be obtained through several 
different processing routes in the forms of wrought, forged, 
cast and in sintered i.e. powder metallurgy. Inconel 100 
(IN100) is a Ni-Co-Cr based super alloy which is used in the 
cast or powder metallurgy (PM) forms and powder processing 
provides structural uniformity, high strength, and toughness 
suitable for engine components operating at intermediate 
temperature regimes such as disks, spacers, and seals. 
Although high strength at elevated temperatures and good 
corrosion resistance is achieved, machining of IN100 alloy is 
highly difficult due to low thermal conductivity, high rigidity, 
high toughness, and chemical affinity with tool materials at 
elevated temperatures and microstructure related hard carbide 
particles [1].  
In addition, machining induced surface integrity and 
alterations to the subsurface microstructure so called “white 
layer” due to severe plastic deformation (SPD) and abusive 
thermal loading strongly affects the fatigue life of mission-
critical components [2,3]. Therefore, it is important to know 
the final state of the microstructure after the machining 
process and identify proper machining and tool parameters. 
Finite Element (FE) based numerical simulations can be used 
to predict the grain size and microstructure and machining 
performance [3-6]. Many different models exist for grain size 
prediction such as the Zener-Hollomon parameter based 
model [3] and the Johnson-Mehl-Avrami-Kolmogorov based 
recrystallization model [6].  
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Since dynamic recrystallization has been observed during 
machining of nickel-based alloys such as Inconel 100, the 
Johnson-Mehl-Avrami-Kolmogorov (JMAK) model together 
with 3D FE simulations will be utilized in this study. 
2. Machining experiments and grain measurements 
IN100 alloy disks used in the experiments are 
manufactured via powder metallurgy route with a chemical 
composition of 18.3% Co, 12.4% Cr, 3.2% Mo, 4.9% Al, 
4.3% Ti, 0.07% C, 0.02% B, 0.027 Zr and Ni balance.  
Machining experiments in face turning configuration were 
conducted to investigate the effects of machining and tool 
parameters on the hardness and microstructure of IN100 alloy. 
A constant depth of cut (a
p
 =1 mm), two cutting speed levels 
(v
c
 =12 and 24 m/min) and a constant feed (f=0.05 mm/rev) 
were used under dry (no-coolant) cutting conditions. Uncoated 
tungsten carbide in cobalt binder (WC/Co) cutting inserts with 
three different edge radii (r
β
) with r
β
=5±0.5 µm (sharp edge), 
r
β
=10±0.7 µm and r
β
=25±1.0 µm were used. TiAlN coated 
inserts (r
β
=10±0.7 µm) were also used. Cutting forces and 
residual stresses into the depth of the material under these 
experimental conditions were reported in earlier studies [5,7]. 
In this paper, investigations on machining induced 
microstructural changes have been performed by using finite 
element (FE) simulations of machining and JMAK 
microstructure model parameters have been identified for 
predicting grain sizes and phase fractions during machining. 
 
Nomenclature 
a
p
 depth of cut [mm] 
d
DRx 
average diameter of recrystallized grains [μm] 
d
avg
 average diameter of γ matrix grains [μm] 
d
1
 average diameter of primary γ’grains  [μm] 
d
2
 average diameter of secondary γ’grains [nm] 
d
3
 average diameter of tertiary γ’grains [nm] 
d
0
 initial average diameter of grains [μm] 
f feed [mm/rev] 
f
1
 volume fraction of primary γ’ phase 
f
2
 volume fraction of secondary γ’ phase 
f
3
 volume fraction of tertiary γ’ phase 
r
β
 tool edge radius [µm] 
v
c
 cutting speed [m/min] 
n
1
 initial grain size sensitivity exponent 
m
1
 strain rate sensitivity exponent 
c
1
 peak strain intercept 
a
1
 peak strain slope 
a
2
 critical strain ratio 
a
5
 ε
0.5
 slope 
c
5
 ε
0.5
 intercept 
h
5
 initial grain size sensitivity exponent in ε
0.5
 
n
5
 strain sensitivity exponent in ε
0.5
 
m
5
 strain rate sensitivity exponent in ε
0.5
 
a
8
 DRx constant 
k
d
 DRx exponent 
β
d
 DRx constant 
Q
act
 Activation energy [kJ/mole] 
X
DRx
 Volume fraction of recrystallized grains 
Microstructure of the machined surfaces has been 
investigated. Typically, microstructure of IN100 alloy 
consists of two phases i.e. γ and γ'. The face-centered-cubic 
austenitic γ phase consists of large grains (3-4 µm) that form 
the matrix in the material whereas precipitating γ' phase grains 
(<1.5 µm) are formed as a result of various processes [8]. 
Three sizes of γ' grains have been observed: primary γ' (1.25-
1.3 µm with 25% volume fraction), secondary γ' (~0.1 µm 
with 32% volume fraction) and tertiary γ' (~20 nm with 0.24% 
volume fraction) [9,10].  It is widely reported that the 
machining process, in which high temperatures combined 
with high strain-rate large plastic deformations are generated, 
affects microstructure and grain size [3,4]. Therefore dynamic 
recrystallization occurs in the regions of sufficient exposure to 
those processing conditions at about 0.2-0.5 × T
m
 (T
m
 = 
1320°C for IN100).  
IN100 alloy disk specimens were prepared for 
microstructure analysis by electro-polishing. Scanning 
Electron Microscopy (SEM) imaging together with a 
proprietary image processing code written in MATLAB has 
been utilized for analysis of grain sizes. Measured grain sizes 
(d
1
 primary γ’, d
2
 secondary γ’) and volume fractions (f
1 
primary γ’, f
2
 secondary γ’) were determined from these SEM 
images as given in Table 1. Measured primary and secondary 
γ’ grains for machining with TiAlN coated and uncoated 
WC/Co tools are shown in Figs. 1 and 2.  
Table 1:  Measured grain sizes. 
Tool vc 
[m/min] 
f 
[mm/rev] 
Measured primary 
γ’ 
Measured 
secondary γ’ 
d1 [µm] f1 d2 [nm] f2 
WC/Co 
rβ=5µm 
12 0.05 0.83 0.114 135 0.28 
24 0.05 0.94 0.106 163 0.28 
TiAlN 
rβ=10µm 
12 0.05 0.88 0.145 154 0.24 
24 0.05 0.73 0.060 167 0.27 
WC/Co 
rβ=10µm 
12 0.05 0.92 0.111 140 0.26 
24 0.05 0.78 0.107 167 0.27 
WC/Co 
rβ=25µm 
12 0.05 0.97 0.092 141 0.28 
24 0.05 0.82 0.065 150 0.30 
3. Finite Element simulations 
3D FE simulations for face turning have been conducted for 
selected experimental conditions using DEFORM
TM
-3D 
Machining software similar to the previous studies [5,7]. In 
the 3D FE simulations, curved workpiece geometry was 
modelled as viscoplastic. A higher mesh density was used in a 
1 mm-long section behind the chip to better resolve the 
temperature and strain fields that are necessary for the 
microstructure calculations on the machined surface as shown 
in Fig. 3.  
The friction between the tool and the workpiece was 
described with a hybrid model including shear friction and 
Coulomb friction along the rake and flank faces of the tool 
(see Table 2). Friction coefficients (μ) were determined by 
matching the experimental forces with 3D FE simulations 
[11]. A shear friction factor of m=0.9 was used in all 
simulations. A very high heat transfer coefficient (h=1.0×10
5
 
kWm
-2
K
-1
) between tool and workpiece was used to allow 
temperature field to reach its steady-state in a short period of 
time. 
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Figure 1: Microstructure and measured grain sizes with histograms on TiAlN 
coated WC/Co tool machined IN100 subsurface. Grains are marked in red. 
 
 
Figure 2: Microstructure and measured grain sizes with histograms on 
WC/Co tool machined IN100 subsurface. Grains are marked in red. 
 
 
Figure 3: 3D FE simulation model for turning IN100 alloy. 
All 3D simulations were run until a fully grown chip 
formation occurred at a fixed cutting length at respective 
cutting speeds. Simulation results on predicted grain sizes 
were extracted from DEFORM
TM
-3D Machining software, 
and processed in MATLAB software over a selected volume 
(extending up to 3 mm behind the chip in the machined zone) 
for each simulation using normalized element volumes as 
weights to accurately represent the given volume. 
Table 2: FE simulation parameters. 
Length [mm] Number of 
elements 
Friction coefficient 
Workpiece Cutting Tool Work Rake Flank 
3.5 2.6 120,000 100,00 μ=0.8 
WC/Co 
μ=0.6 
WC/Co 
μ=0.6 
TiAlN 
μ=0.5 
TiAlN 
A material constitutive model with modification to the 
Johnson-Cook (JC) model to represent temperature-dependent 
flow softening behaviour of high temperature alloys has been 
used. The modified model is given with Eq. (1) where flow 
stress, σ, is being represented in terms of strain, ε, strain rate 
ε
ᵜ
, and temperature and where ε
ᵜ
0
 is the reference strain rate, 
T
0
 is the ambient temperature, and T
m
 is the melting point of 
the material. 
    

	

   




   
  



 




     	


  




(1) 
    	 





  





 
This model includes the JC model parameters (A, B, C, n, m) 
and modification parameters (a, b, d, r, s) that are used to 
describe temperature-dependent flow softening. These model 
parameters have been determined for IN100 alloy by 
matching experimental and simulated forces through 
iterations in 3D FE simulations [11] and are given in Table 3. 
Temperature-dependent physical, mechanical, and thermal 
properties of IN100 alloy along with tool material and coating 
used in FE simulations are given in Table 4. 
Table 3: Material flow stress model parameters for IN100 alloy [12]. 
A B n C m A b d r s 
1350 1750 0.65 0.017 1.3 1.5 10 0.01 1.5 -0.4 
Table 4: Temperature-dependent material properties [5]. 
Property WC/Co (Ti,Al)N IN100 
E [GPa] 5.6×10
5
 6.0x10
5
 72×T+217000 
α [1/°C] 4.7×10
-6
 9.4x10
-6
 1.1×10
-5
 
λ [W/m×°C] 55 0.0081T+11.95 10.3×e
0.008*T
 
cp [N/mm
2
°C] 5×10
-4
T+2.07 0.0003T+0.57 3.62×e
0.0004*T
 
In 3D FE simulations, the Johnson-Mehl-Avrami-
Kolmogorov (JMAK) model also known as Avrami model, 
which defines the transformation kinetics in a material, was 
used. The JMAK model calculates the recrystallized volume 
fraction inside the material as a function of temperature, 
strain, and strain rate, and then uses initial grain size 
information to model the microstructure evolution. In this 
model, isothermal JMAK equations describe the volume 
fraction of the transformed material as a function of 
temperature and time. Arrhenius type equations can be used to 
describe model variables with respect to temperature, strain 
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and strain rate obtained from the FE solution at a given step 
[6]. According to the JMAK model, dynamic recrystallization 
generally occurs when a critical strain ε
c
=a
2
(ε
p
) is reached, 
where the peak strain, ε
p
, is defined as: 


 










	


⁄  


(2) 
The dynamic recrystallization and subsequent fraction of 
dynamically recrystallized grains is defined with the Avrami 
equation as given with:  


    


  





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

	
 (3) 
where ε is the strain, ε
p
 is the peak strain, X
DRx
 is the fraction 
of dynamically recrystallized material. The ε
0.5
 symbolizes the 
strain value for X
DRx
= 0.5 and is given as: 
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where R is the universal gas constant. The dynamically 
recrystallized grain size is then given with: 


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
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

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The average grain size is calculated from the mixture: 


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In general, experimental microstructure results under hot 
deformation conditions are used to determine the constants for 
recrystallized fraction and grain size [6]. In this study, the 
JMAK model parameters have been identified using Genetic 
Algorithm based optimization on the FE simulations to 
minimize the difference with predicted and measured average 
grain size for primary γ’ grains under machining conditions. 
In simulations, an activation energy of Q
act
 =348000 J/mol 
[8], and initial grain sizes of d
0
= 3.5 μm for γ matrix grains 
and d
0
= 1.28 μm for primary γ’ grains [10] were used.  
4. Microstructure model parameter identification 
JMAK microstructure model parameters used in FE 
simulations can be optimized to achieve a better match 
between FE predicted grain sizes and actual grain sizes. By 
utilizing the mean grain sizes obtained from SEM 
measurements at different cutting conditions, the accuracy in 
predictions of the recrystallization model can be increased. 
The proposed optimization scheme will be applied to IN100 
alloy material, to primary γ` grains. The original JMAK 
parameters determined for γ matrix grains in the previous 
work can be supplied as the initial population to the genetic 
algorithm. Moreover, certain parameters such as the activation 
energy can be selected to remain constant via equality 
constraints, while others can be bound by inequality 
constraints at reasonable ranges. 
In order to determine initial IN100 γ-matrix parameters, a 
sensitivity analysis sweep was run based on Waspaloy [5] and 
IN718 parameters. Further analysis was performed using 
Mathematica in order to obtain reasonable ranges by looking 
at effects of parameters on the equations. Table 5 shows the 
existing JMAK parameters in the DEFORM
TM
-3D Machining 
software database for nickel-base alloys IN718 and Waspaloy. 
These parameters served as a basis for the parameter search. 
Table 6 shows the different sets of parameters that were used 
in the analysis.  
Furthermore, a sensitivity analysis has been performed on 
the parameter a
8
. Figure 4 shows the results obtained from 
SEM measurements, and three different simulation sets that 
have been run with four different cutting conditions. The 
nonlinear response of different tools to cutting speed 
motivated us to perform a heuristic search on the JMAK 
model parameters by utilizing the genetic algorithm.  
Table 5: JMAK Parameters for IN718 and Waspaloy. 
Parameters IN718-DEFORM Waspaloy [5] IN100
Q
act
468000 Q
act
=348000
P
e
a
k
 
S
t
r
a
i
n
 
a
1
 0.004659 0.0005375 0.2 ≤ a
1
 ≤ 0.4 
n
1
0 0.54 0.1 ≤ h
1
≤ 0.5
m
1
 0.1238 0.106 0.01 ≤ m
1
 ≤  0.1
Q
1
 49520 49610 Q
1
=Q
act 
m
1
 
c
1
 0 0 c
1 
= 0 
a
2
 0.83 0.83 0.1 ≤ a
1
 ≤ 0.5 
D
R
X
 
K
i
n
e
t
i
c
s
 
a
5
294 0.1449 0.1 ≤ a
5
≤ 0.5
h
5
 340 0.32 h
5
=0.48732 
n
5
 512 0 n
5
=0 
m
5
 593 0.03 m
5
=0.03 
Q
5
 600 14040 Q
5
=Q
act 
m
5
 
c
5
0 0 c
5
=0
β
d
 0 0.693 β
d
 =0.693 
k
d
 0 3 k
d
 =3 
a
10
 0 0 a
10
=0 
D
R
X
 
G
r
a
i
n
 
S
i
z
e
 
a
8
 4.85  10
10
8103 5000 ≤ a
8
 ≤ 
h
8
0 0 h
8
=0
n
8
 -0.41 0 0.1 ≤ n
8
 ≤ 0.5 
m
8
 -0.028 -0.16 -0.5 ≤ m
8
 ≤ -0.1
Q
8
 -240000 -74880 Q
8
=Q
act 
m
8
 
c
8
 0 0 c
8
=0 
 
Figure 4: Sensitivity analysis on parameter a8 with different cutting 
conditions. 
Model parameter identification is performed by 
minimizing the difference in measured and predicted average 
grain sizes on primary γ’ grains using FE simulations of 
machining IN100 alloy. The methodology can be summarized 
in three steps. 
• Step 1: Select model parameters to be identified (a
1
, h
1
,
 
m
1
,
 
a
2
, a
5
,
 
h
5
, a
8
, n
8
) together with their constraints (e.g. 
a
1,min
  ≤  a
1
  ≤  a
1,max
). 
• Step 2: Develop optimization schemes for obtaining the 
set of model parameters heuristically as explained in later 
sections. FE simulations have been run repeatedly until a 
certain criterion is met. 
• Step 3: Analyze the results and identify a suitable set of 
JMAK model parameters. 
The optimization problem for minimizing the difference 
of measured and predicted grain sizes for a particular cutting 
condition with JMAK model parameters is solved by using 
the model parameter constraints listed in Table 6 and by using 
the genetic algorithm in MATLAB software. 
0.2
0.4
0.6
0.8
1
1.2
G
r
a
i
n
 
S
i
z
e
 
d
a
v
g
 
[
μ
m
]
 
 
TiAlN
v
c
=12
[m/min]
TiAlN
v
c
=24
[m/min]
Sharp
v
c
=12
[m/min]
Sharp
v
c
=24
[m/min]
Measured
OriginalParam
a8-10000
a8-5000
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Table 6: Different JMAK parameter sets used in the sensitivity analysis study. 
Peak Strain DRx Kinetics DRx Grain Size
a1 n1 m1 Q1 c1 a2 a5 h5 n5 m5 Q5 c5 βd kd a10 a8 h8 n8 m8 Q8 c8 
0.000538 0.54 0.106 49610 0 0.83 0.1449 0.32 0 0.03 14040 0 0.693 3 0 8103 0 0 -0.16 -74880 0 
0.000538 0.54 0.106 49608 0 0.8 0.145 0.32 0 0.03 14040 0 0.693 3 0 8103 0 0 -0.16 -74880 0 
0.004659 0 0.1238 49520 0 0.83 294 340 512 593 600 0 0 0 0 4.85 10
10
0 -0.41 -0.028 -240000 0 
0.000538 0 0.106 36888 0 0.8 0.1449 0.32 0 0.03 10440 0 0.693 3 0 8103 0 0 -0.16 -55680 0 
0.000538 0 0.106 36888 0 0.8 0.1449 0.32 0 0.03 10440 0 0.693 3 0 8103 0 0 -0.16 -55680 0 
2.9910
-7
0 0.106 36888 0 0.8 0.1449 0.32 0 0.03 10440 0 0.693 3 0 8103 0 0 -0.16 -55680 0 
3 10
-7
 0.5 0.01 3480 0 0.8 0.05 0.2 0 0.03 10440 0 0.693 2 0 8103 0 0 -0.16 -55680 0 
0.3 0.5 0.01 3480 0 0.8 0.05 0.2 0 0.03 10440 0 0.693 2 0 8103 0 0 -0.16 -55680 0 
0.3 0.5 0.01 3480 0 0.8 0.05 0.2 0 0.03 10440 0 0.693 2 0 8103 0 0 -0.16 -55680 0 
2 0 0.006 1308 0 0.8 1.2110
-5
0.13 0 0.04 8720 0 0.693 2 0 150 0 0 -0.03 -6540 0 
2 0 0.006 2088 0 0.8 1.2110
-5
0.13 0 0.04 13920 0 0.693 2 0 150 0 0 -0.03 -10440 0 
0.293 0 0.0102 3549.6 0 0.8 0.145 0.32 0 0.03 10440 0 0.693 3 0 8103 0 0 -0.16 -55680 0 
0.293 0 0.0102 3549.6 0 0.8 0.145 0.32 0 0.03 10440 0 0.693 3 0 8103 0 0 -0.16 -55680 0 
0.293 0 0.0102 3549.6 0 0.8 0.145 0.32 0 0.03 10440 0 0.693 3 0 4000 0 0 -0.1 -34800 0 
 
The final set of JMAK model parameters for IN100 alloy 
has been identified after running parameter optimization 
simulations by initially basing off the JMAK parameters for 
Waspoloy [6] as shown in Table 7.
Table 7:  The JMAK model parameters for IN100 alloy. 
a1 h1 m1 c1 a2 βd 
0.293 0.34 0.039 0 0.38 0.693 
a5 h5 m5 n5 c5 kd 
0.145 0.48 0.03 0 0 3 
a8 h8 m8 n8 c8 a10 
8103 0 -0.16 0.43 0 0 
5. Prediction of microstructural changes 
3D FE simulations for IN100 alloy have been conducted by 
using the microstructure model given in the previous section. 
Thermal-mechanical transformation kinetics including 
dynamic recrystallization have been predicted and resultant 
field variables such as temperature, peak strain, dynamic 
recrystallized volume fraction, DRx grain size, and average 
grain size including the recrystallized grains have been 
extracted. Their volume weighted averages for all of these 
process variables have been calculated in MATLAB and their 
histograms together with mean and standard deviations have 
been obtained. These predicted field variables and measured 
average grain sizes are given in Table 8.  
Dynamic recrystallized volume fraction is found about 30-
35% for both γ matrix and primary γ' grains in IN100 alloy. 
Both γ matrix and primary γ' grain sizes become smaller 
(<2.0 µm and <0.9 µm respectively) in all machining 
conditions indicating that the recrystallized grains contribute 
to resultant smaller average grain size hence machining 
affected microstructure caused by severe plastic deformation 
and excessive thermal loading [3]. It should be noted that 
grain growth is not being considered due to rapid cooling 
rates of the machined surfaces. The ranges of measured grain 
sizes are in the ranges of predictions made with FE 
simulations. A comparison plot for predicted and measured 
average grain size for primary gamma prime (γ') grains is 
given in Fig. 5 indicating mostly reasonable agreements. 
Table 8: Predicted field variables and measured grain sizes. 
Tool vc 
[m/min]
f 
[mm/rev]
Predicted field variables Measured
T [°C] γ matrix primary γ’  d1  
[µm] XDRx   dDRx   davg   XDRx   dDRx d1
WC/Co
rβ=5µm
12 0.05 383 0.35 0.21 2.01 0.35 0.14 0.78 0.83 
24 0.05 552 0.30 0.27 2.33 0.30 0.16 0.89 0.94 
TiAlN 
rβ=10µm
12 0.05 359 0.36 0.22 1.99 0.36 0.15 0.79 0.88 
24 0.05 524 0.31 0.26 2.28 0.32 0.16 0.88 0.73 
 
 
Figure 5: Comparison of predicted and measured (primary γ') average 
grain size (mean and standard deviation) on IN100 alloy subsurface. 
In addition, 3D FE simulation outputs of average grain sizes 
of both γ matrix and primary γ' grains for machined surfaces 
using uncoated WC/Co and TiAlN coated tools are shown in 
Fig. 6. 
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(a)   
(b)   
(c)   
(d) 
Figure 6: Predicted grain size fields: (a) TiAlN coated tool, vc=12 m/min, (b) vc=24 m/min, (c) WC/Co tool rβ=5μm, vc=12 m/min, (d) vc=24 m/min. 
 
6. Conclusions 
In this study, machining induced surface integrity and 
microstructural change in IN100 alloy has been 
investigated. 3D FE simulations and microstructure 
modeling using JMAK (Avrami) model are used in 
predicting dynamic recrystallization (volume fraction and 
DRx grain size) and resultant average grain sizes of gamma 
(γ) and gamma prime (γ
’
) phases in machining of IN100 
alloy. Substantial recrystallization with dynamic 
recrystallized volume fraction of 30-35% has been 
predicted and resultant average grain sizes (<0.9 μm) have 
been compared with measured grain sizes indicating 
reasonable agreements. A sensitivity analysis on the JMAK 
model parameters has been performed and by using an 
optimization scheme the microstructure model parameters 
have been identified with genetic algorithms. Finally, 
simulation predictions using identified JMAK model 
parameter set on the average grain sizes, phase fractions, 
and resultant microhardness are compared against 
experimental measurements revealing good agreements. 
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