CMS collaboration to process and analyze the fast growing LHC collision data set. A software performance suite of tools has been developed and integrated in CMSSW itself to keep track of CPU time, memory footprint and event size on disk. These three metrics are key constraints in software development in order to meet the requirements considered in the planning and management of the CMS computing infrastructure. The performance suite allows the measurement and tracking of the performance across the framework, storing the results in a dedicated database. A web application is deployed to publish the results, making them easily accessible to software release managers and allowing for automatic integration in CMSSW release cycle quality assurance. The performance suite is also available to individual developers for dedicated code optimization and the web application allows historic regression and comparisons across releases. The performance suite tools and the performance of the CMSSW framework during the first LHC collisions years are described in this paper.
I. INTRODUCTION
T HE Large Hadron Collider (LHC) [1] at CERN has successfully delivered a large number of collisions at the highest center of mass energies ever achieved by an accelerator. The Compact Muon Solenoid (CMS) experiment [2] is one of the four large detectors designed to investigate the LHC collision data set, exploring a rich physics program. The CMS SoftWare framework (CMSSW) is used to simulate Monte Carlo (MC) events, reconstruct LHC collision events and analyze them. In this paper, we will present the tools developed to measure and track the performance of CMSSW in terms of CPU performance, memory footprint and event size on disk. These key metrics affect directly the ability of CMS to fulfill its research goals while meeting its computing requirements [3] - [5] . The performance measurements are an integral part of the CMSSW development cycle. During the first LHC collision 978-1-4673-0120-6/11/$26.00 ©20 11 IEEE 108
years a large amount of CMSSW performance data was collected, and these measurements have steered the development process, guiding optimization. The CMSSW performance data are made readily available so that software release managers, developers, offline software and computing managers in CMS can exploit this information, each in their respective task. The application used to access the performance data will be described, together with a summary of the results of such measurements, from the first LHC collisions of 2009 to the latest high luminosity collisions of 2011.
II. THE CMSSW PERFORMANCE SUITE
The CMSSW framework has built-in services designed to provide simple and non-intrusive profiling of CPU time and of memory footprint as the application is run. It also provides a detailed analysis of the event contents stored in the Event Data Model (EDM) output files. Examples of these are the CPU time and memory framework services, which are unsophisticated and provide essential tools for monitoring performance. In order to pursue detailed investigations, more comprehensive tools, such as IgProf [6] - [7] and Valgrind [8] [11] are used. These profiling tools provide more information than the built-in services, at the expense of a penalty in terms of execution time. A detailed description of all profilers is available [12] .
A. Implementation
Both the built-in and the external pro filers are integrated into a performance suite of tools, called PerfSuite, which facilitates their use, allowing automated procedures, simple customization and straightforward access to the measurement results. The goal of the CMSSW PerfSuite is to offer a clean and user-friendly interface that allows great flexibility in the profiling execution while granting easy access to the results.
In assessing the performance of a High Energy Physics (HEP) experiment software framework, it is important to note how such performance varies dramatically with the physics process and the processing step under consideration. For this reason the PerfSuite can profile all processing steps both individually and combined in such a way to mimic the experiment data operations workflows. A set of standard, representative physics processes, referred to as samples in the following, is chosen among the Release Validation [l 3] (RelVal) set of samples, to exercise several aspects of the code, from Event Simulation to Reconstruction and Trigger. The RelVal samples are used to check the physics performance of the framework and they are the basis for release comparison. The PerfSuite design allows addition and modification of extra samples including the extension to actual collision and cosmic ray data.
The measurement process is fully configurable. The user can select samples, profilers and number of events to be run . This number is generally chosen to reduce statistical fluctuations while keeping the processing time within the constraints of release cycle testing.
B. Use cases
The three main PerfSuite use cases are:
Both Release Validation and Integration Building are part of the CMSSW software development and validation cycle. While RelVal has a weekly cycle designed to test only main CMSSW releases, both for physics and software performance, the IB cycle is shorter, typically 12hrs long, and it is the process used to continuously integrate new code in the framework. For each of them, there are several release series being developed in parallel with various differences (architecture, open release for new features, production releases for reconstruction, simulation and analysis, etc.). Currently we have 5 such release series running in parallel. For each of them several performance tests are automatically
In RelVal profiling, two MC samples are used. The first, minimum bias (MinBias) is a less complex event to reconstruct, but the most common topology in LHC collisions. The second, top-antitop (TTbar) events is a complex event that exercises all aspects of event reconstruction. To reflect the complexity of real LHC collision data, simulated event pile-up collisions were added to the main TTbar process (TTbar PU), matching the low luminosity conditions with an average of 7 pile-up events.
The RelVal workflows mimic the data operations workflow for Monte Carlo simulation (Step 1), event reconstruction (Step2) and fast simulation (FastS 1M). It also includes a separate High Level Trigger (HLT) workflow, since this part of the framework, by design, has to be the most performing and profiling it together with other processing steps would make it difficult to monitor. Table I and Table II show the tests and the number of events that are executed in RelVal profiling. The number of events used in the Stepl workflow, reported in Table I , is much lower in all other steps, reported in Table II, since Monte Carlo simulation is by far the most cpu-intensive task for the framework.
Finally, for the individual developer use case, tests are usually run to evaluate the performance implications of a newly developed piece of CMSSW code or to investigate further a performance effect observed in the RelVal or IB performance results. In the latter case users can easily re-run RelVal tests varying number of events, steps or conditions. 
III. PERFORMANCE RESULTS PUBLICATION
A great challenge in the software performance profiling of a large software framework is to integrate it in the development and validation cycle, while making the resulting huge amount of performance data easily accessible and usable.
The RelVal and IB use cases produce a wealth of performance measurements, given the large number of automatic tests and the multiple release cycles that characterize the rapid evolution of CMSSW. The performance information is gathered and analyzed, and the relevant information is then formatted in XML format and transferred to a dedicated relational database, for easy retrieval and comparison. A sophisticated web interface to the database has been set up, called PerfSuiteGUI [14] , which is the main portal to all the software performance information related to CMSSW. This solution makes it easy for coordinators and developers to monitor and track the software performance in one place, both for general overview and for investigation of specific details.
An exhaustive presentation of all PerfSuite functionalities and results (more than 2000 profiling jobs, spanning over 150 CMSSW releases in two years) goes beyond the scope of these proceedings, so only a few examples of the type of information available will be given, with an emphasis on performance results. Fig. I shows an example of the CPU time profiling information for reconstructing TTbar events in CMSSW version 3.3.6, the release used for the very first LHC collision data taken in late 2009. While the plots of Fig. 1 are already quite informative on the overall CPU time per event performance, more detailed information is provided. An interactive table shows the CPU time usage in terms of CMSSW modules, i.e. linking the CPU time information to specific parts of the framework. This table allows sorting by average, minimum, maximum, RMS, first event and by fraction of the total event CPU time. For each framework module in the table, it is possible, by clicking on its name, to link to the information on the average amount of disk space per event produced by that module in the EDM output file. The performance suite also aggregates, for the reconstruction processing step, the information into "sequences", allowing developers to monitor the performance of sets of modules designed to perform a particular task, such as charged particle tracking or electron reconstruction. Finally, the CPU time results from the IgProf profiling are linked from the PerfSuiteGUI for in-depth analysis. These features enable developers and managers to spot the source of any CPU time performance deterioration or improvement, helping in the development and release cycle of the software.
Since the CPU time performance depends on the hardware on which CMSSW is profiled, the use of CPU time seconds is meaningless when comparing results obtained on different machines. The performance suite allows the user to toggle between CPU time seconds and HS06 seconds, using the HS06 [15] benchmarking score of the machine used for the profiling. HS06 seconds are calculated as:
Machme's number of cores
This feature is particularly important not only when looking at the performance regression across releases, but also in the estimation of the collaboration CPU resources needs, since HEP computing CPU infrastructure pledges are nowadays based on the HS06 benchmarking metric. The perfSuite was actually used to establish and validate the HS06 benchmark in the HEPiX CPU benchmarking group [16] .
Plots for virtual memory size (V SIZE) and for resident set size (RSS) per event, equivalent to the CPU time ones, are dynamically produced by the web application. Fig. 2 shows an example of VSIZE per event for the same TTbar events in CMSSW 3.3.6 shown in Fig. 1 . The plot in Fig. 2 gives a quick idea of how memory allocation is proceeding: one expects VSIZE to initially increase with event number until all containers have been initialized and filled, after that it should reach a plateau. Memory leaks are usually quite apparent in such a plot, with either a continuous leak (slow but constant increase in the top plot of Fig. 2) , or a large jump upwards not followed by a jump downwards from de-allocation. Besides this type of plot, the other two memory-related types of results, IgProf Mem and Valgrind Memcheck, are also included in the PerfSuiteGUI application. A table with the collected IgProf Mem results allows the user to glance over the main features of the tests, and then access detailed information to track any memory increase to the actual C++ method in the CMSSW framework. For Valgrind Memcheck, the total number of memory errors is reported, together with a link to the full ASCII log, where memory errors can be analyzed. The file size on disk is reported in several ways: the physical size of the CMSSW EDM output root files, the file size of the EDM products stored in the output files organized by the CMSSW modules that produced them, or the same file size of the EDM products but aggregated by CMSSW event content type, i.e. by the chosen type of event output to write on disk. This information is reported in tabular form that, similarly to the CPU time one, can be interactively sorted, but also as pie charts that show, for example in Fig. 3 , the compressed and uncompressed file size on disk per event content type. This graphical representation helps spotting large changes in the event contents, while the tables help find the actual source of the observed file size change, linking it to individual CMSSW modules.
A. Regression Features
The most important feature of result publication is the possibility to show regression plots and tables for the basic software performance metrics. The PerfSuiteGUI application offers an advanced interface to navigate all the available tests in the performance database. Once the user has chosen the releases, steps, samples and conditions of interest, she or he can choose between a one to one comparison between two specific releases, or a summary table with an arbitrarily large number of releases, jobs and tests. Fig. 4 shows, for example, the CPU time comparison between CMSSW version 4.2.8.p7 and CMSSW version 4.4.1 for the reconstruction of TTbar events with low luminosity event pile-up. This comparison of two releases produces also an interactive CPU time table that highlights changes of the order of 10% to 20% in yellow and the ones of the order of 20% or more in red. Besides this direct regression, only available between given tests, it is possible to compare in a table an arbitrarily large number of tests over several CMSSW releases, samples, steps and conditions. This helps users that are looking for a long-term trend to get a quick overview, before delving into the details for one or two specific sets of sample, step and CMSSW version. For the same TTbar events and CMSSW releases, Fig. 5 . shows the RSS memory regression plots. These plots are of key importance since a serious increase in the RSS peak footprint could imply the systematic failure of CMSSW jobs on the grid, when running on grid sites that only comply with the minimum amount of memory per node specified in the CMS computing requirements. For file size on disk the regression simply shows the average file size per event for the jobs being compared, compressed and uncompressed and runs a quick validation against the total output files.
IV. CMSSW PERFORMANCE REsULTS
In order to give an overview, from the first LHC collisions years, the basic metrics results for the event reconstruction processing step are shown in Tables III-IV. Each table shows Table III shows the CPU time evolution measured in HS06 seconds, the values are per event and they are averaged over 8000 events per test. Constant improvement over the years is observed, notwithstanding the increased physics performance of the algorithms. In Table IV , the VSIZE memory peak over 8000 events jobs is reported. Here one can observe the expected deterioration in terms of VSIZE memory footprint between CMSSW release 3.8.6 and 4.2.8.p7, due to the switching from the 32-bit to the 64-bit architecture. Version 4.4.l already shows encouraging signs of decrease for VSIZE peak. (0) VSIZE expressed in MB, reporting the peak allocation over 8000 events. Table V shows the evolution of the file size on disk per event. A jump is noticeable again between CMSSW version 4.2.8.p7 and 3.8.6: this is due to optimization in the event contents in the output file. A few container classes have been optimized, in order to handle the larger output files due to the expected higher event pile-up in the latest LHC collisions. 
V. CONCLUSIONS
The CMSSW performance suite is an integral part of the CMS framework and of its release cycle. A large amount of performance data has been accumulated in the first LHC collision years, via automatic performance profiling in the CMSSW Release Validation and Integration Building process. Individual developers and software managers can access, both automatically and individually produced, in-depth performance results and regression information, boosting the performance improvement in the development process. Both the PerfSuite and PerfSuiteGUI have proven precious and flexible in monitoring the fast code evolution of CMSSW.
The CMS software framework has handled excellently the first LHC collision data and the harsh Monte Carlo production requirements. CMSSW developers have improved the physics performance of the code, while maintaining and improving the overall software quality in terms of CPU time, memory usage and file size on disk.
