We find sufficient conditions for the solution of the equation u'(t) + i'E-i kial{t-s)u(s)ds = 0, w(0) = 1, to satisfy /0°° sup^...^>,(^1 + ---+ kn)~1'2 x u'(t,k\,...,k")dt < oo. Our results generalize the case n = 1. Applications to a related equation in Hilbert space are given.
The functions a,-, i -1satisfy • i / ./o a,(t)dt < oo, a, is nonconstant, nonnegative, nonincreasing, ^ â nd convex on (0,oo), i=l,...,n.
( 1.4) We study the question: When is u'(t) integrable uniformly with respect to the parameters ki,...,knl In particular when is it true that the function v(t,k\,...,kn) -u'(t,ki,...,kn)(ki + • • • + kn) '/2 (1) (2) (3) satisfies oo (i) / sup v(t,k\,...,k") dt < oo, Jo a 1 (ii) lim sup v{t,k\,...,kn) = 0.
A">1
For the example a,(?) = e~', i = 1(1.1) in a Hilbert space H. Here {Eis a fixed resolution of the identity in H. The requirement that the have spectral decompositions with respect to a common resolution of the identity {E^} greatly restricts the applicability of the results for (1.7), but see [7] for applications. For example, results on the asymptotic behavior of solutions to the following problems may be obtained. with selfadjoint boundary conditions. See [7] for details.
Included in [11] is the result that roc sup \u(t, Aj,..., A")| dt < oo (1 where A(t) = /0' a\(s) H ha"(s) ds, a condition stated in terms of the Fourier transform of the functions a,, i = and a mild technical condition. In [7] , (1.8) is
shown for functions a, that are completely monotonic on (0, oo), ((-1 )ja\j\t) > 0, j = 0,1,2,3,...) and satisfy conditions that are similar to (1.10) and the transform condition used in [11] . By contrast in Theorems 1.2 and 1.3 and in the corollary, no condition like (1.10) is used to prove (1.4). Condition (1.8) implies that
Our results (1.4) (i) and (ii) imply, respectively,
The function V also appears in the alternate resolvent formula (1.12)
Assuming ( Jo of ak is continuous, and 4>k{x) and 9k(z) are nonnegative for t > 0, k -1 ,...,n (see [4] ). Formally, the Fourier transform of + • • • + A")'/2v is (A, + ■ -+ ... A) = + " ,+/;y+r" ■ C-13) so u(-, A],... ,kn) Ll(R+) if the denominator equals zero for some r. By [4] , 0,-( t) > 0; moreover, </>,(t) > 0 (t > 0) unless a,(?) is piecewise linear with changes of slope only at integral multiples of a fixed number t0 (taken as large as possible) and r is an integral multiple of 2n/to{i = 1,..., n). If 0,(r) > 0 for some i, then the denominator of (1.12) is nonzero, the hypotheses of [12, Theorem 2] hold, v(-,Aj,... ,X") e L](R+) and (1.13) holds. Throughout this paper, we will restrict ourselves to this case by assuming that for some j, 4>j{t)>0, t > 0.
(1.14)
As in [1] , the equation h\ 9\ (co) + • ■ • + An0n(co) =1 (1.15) defines a continuous function co = co(Ai,...,A") for Ai,...,k" > A0 (some Ao > 0), that is strictly increasing as a function of each A, > Ao, i -1,..., n. We extend co to [1,oo) Our next theorem uses a condition which is only slightly stronger than (1.16) to conclude that (1.4) (i) holds. For the proof, we employ the mild technical condition that roc tJ2ai(t)dt> 5.
(1.17) i For results on the problem (1.1) n = 1, with applications, see [1, 2, 5, 6, 9, 10] . We finish this section with the conjecture that (1.10) is not needed to conclude that (1.8) holds.
Conjecture. If each a,, i = 1satisfies (1.2) and (1.9) then (1.8) holds.
2. Proofs. Most of the proofs go through just as in [2] , with obvious changes made because the current problem has n parameters instead of one. We will therefore only give outlines of our proofs and give full details where our proof differs from [2] ,
The proof of Theorem 1.2 (ii) is obtained by using the representation (see [2]) •tE, W -D2 nu' = Re | \ e" t> 0,
where D = D(t,X1,.. ,,X") = A,a,(r) + zr, and estimating the integrand to obtain (1.4) (ii). Theorems 1.2 (i) and 1.3 rely on estimates on u' obtained by using (2.1) as well as an estimate on u' obtained directly from (1.1). These estimates are then combined to obtain (1.4) (i). Now we will outline the proof of Theorem 1.2 (i). Following [2] we need to introduce two auxiliary functions. Define a = a(X\,.. YshMa, < ZXMco) < 12 j^X.Aia, (^) ,
where Alai(x) = ra,(r)dr. The proofs of these are exactly like those in [2] with obvious modifications.
These functions are used to estimate the integrand in the representation (2.1), as was done in [2, pp. 470, 471 ] to obtain i t. . , .. M \u'{t,Xx,...,X")\ < - f Jo I where s is a positive constant. This inequality, and its use in the estimates below, is where the proof differs from that in [2] . We write the integral in (2.1) as /J''' + Then we have nu' = Re<[ -I I " + I \ldt\, (2.8) where I is the integrand in (2.1). We need the following inequalities (see [ The estimates for (1 /t2) J + K di are done exactly as in [2] , Thus, for t > l/e, we have u'{t,X\,...,Xn) < G(t), where G{t) is some function in L'(l/e,oo).
Combined with the result (2.6), (1.4) (i) follows. This completes the proof of Theorem 2.1 (i).
The proofs of Theorem 1.3 and the corollary are the same as the analogous theorems in [2] , with obvious changes, and will be omitted.
