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(a) Ask appropriate host
(b) return appropriate host
(c) Job request
(d) Disk I/O request
(e) Return I/O result

































































































































































convert -resize 5% input.jpg output.jpg
???????????????????????





























 mount????????????? VM????? checkin?????????????
NFS?????????? exec??????????????????????????
??VM???????????????








































































mount <mount point> VM???????
file {plain,base64} <mode> <filename> ???????????





























































































CPU Intel Core i7-3770 @3.40GHz
RAM 32GB
Network 1GbE
GPU AMD Radeon HD 6930
??????????
OS CentOS 6.4





























? 5.2: ????? VM??
Environment VM CPU clock VM Memory Network throughput
A 500MHz 1GB 100Mbps
B 500MHz 1GB 1000Mbps
C 1GHz 1GB 100Mbps
D 1GHz 1GB 1000Mbps
20
5.2 fio????? I/O???????
?????????????VM?????????Virtual Hard Disk; VHD????????
?????????????????
1. VM????? VHD????? NFS????
2. VM???? NFS????????? VHD????? VM???
3. VM? VHD??????????????????????????

















































? 5.2.1: VM??? I/O??
5.3 ????? 1?????????
VM???????????????????????????????????? 5.1.2??












??? ????? ??????? ????????? D ??????
blur5x5 10000x10000 6307KB 778.1 5.8
blur10x10 10000x10000 5219KB 810.3 7.6
blur20x20 10000x10000 4379KB 806.4 11.1
resize5p 500x500 90KB 28.6 1.7
resize10p 1000x1000 238KB 26.1 7.6


















































????????? 100?????????? 3-4?????????????? ImageMagick













































































































Offloading by multiple VMs
































































The number of simultaneous job requesting VMs













































The number of simultaneous job requesting VMs






???????????? blur5x5? resize5p? 2?????????????????????
????? 10???????????? 5.6.1,5.6.3??????????????? 5.6.2,5.6.4
??????????????????????VM????????????????????
1????????????????































The number of simultaneous job requesting VMs
Execution time (1host) Execution time (2hosts)
? 5.6.3: ??????????????????blur5x5?


































The number of simultaneous job requesting VMs
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????????????? CloudStack???????????? [23]??????? A.2.1
??????VM??? 4??????????? 1?????????????????VM?
HDD????? NFS??? NAS????????????CloudStack? KVM???????













mount -t nfs 10.40.0.253:/primary /mnt/primary





















gpgcheck=0" > /etc/yum.repos.d/CloudStack.repo 
????NFS?????????????? NFS???????????????????
???? NAS??????? VM? HDD????? NFS?????????????? 
yum install ntp
service ntpd start




























binlog-format = 'ROW' 
???????????????????????????????????????????


























mdns_adv = 0" 
???????????? libvirtd??????????????libvirt? Xen? KVM???
????????????????????????????????????? 
sed -i -e 's/#LIBVIRTD_ARGS="--listen"/LIBVIRTD_ARGS="--listen"/g'\
/etc/sysconfig/libvirtd

















































mount -t nfs 10.40.0.253:/primary /mnt/primary
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