Computations with integro-differential operators are often carried out in an associative algebra with unit and they are essentially non-commutative computations. By adjoining a cocommutative co-product, one can have those operators perform on a bialgebra isomorphic to an enveloping algebra. That gives an adequate framework for a computer-algebra implementation via monoidal factorization, (pure) transcendence bases and Poincaré-Birkhoff-Witt bases.
Introduction
The shuffle product first appeared in 1953 in the work of Eilenberg and Mac Lane [17] . As soon as 1954, Chen used it to express the product of iterated (path) integrals [8] and Ree, building on Friedrichs' criterion, proved that the non-commutative series of iterated integrals are exponentials of Lie polynomials, thus connecting the Lie polynomials with the shuffle product [37] . In 1956, Radford proved that the Lyndon words form a (pure) transcendence basis of the shuffle algebra [36] . The latter result is now well understood through the duality between bialgebras and enveloping algebras (see for example [38] ), of which the construction in 1958 of the Poincaré-Birkhoff-Witt 1 -Lyndon basis by Chen, Fox and Lyndon [10] and of its dual basis by Schützenberger, via monoidal factorization [39, 38] , gave a striking illustration. This pair of dual bases enabled to factorize the diagonal series in the shuffle bialgebra and, consequently, to proceed combinatorially with the Dyson series [21] or the transport operator [20] , which play a leading role in the relations between special functions involved in quantum field theory [26] and in number theory [6] . In 1973, that is within twenty years of the introduction of the shuffle product, Knutson defined the quasi-shuffle in [27] , where it shows up as the inner product of symmetric groups 2 . This product is very similar to the Rota-Baxter operator introduced by Cartier in 1972, in his study of the so-called Baxter algebras [7] . Although the analogue of Radford's theorem was pointed out by Malvenuto and Reutenauer [30] , the factorization of the diagonal series in the quasi-shuffle bialgebra, initiated in [23, 24] , has not yet been carried over to more general bialgebras.
Schützenberger's factorization [38] and its extensions have since been applied to the renormalization of the associators [23, 24] , to which matter they turned out to be central 3 . The coefficients of these power series are polynomial at positive integral multiindices of Riemann's zeta function 4 [28, 42] and they satisfy quadratic relations [6] which Lyndon words help explain. The latter relations can be obtained by identifying the local coordinates on a bridge equation connecting the Cauchy and the Hadamard algebras of polylogarithmic functions, and by using the factorization of the non commutative generating series of polylogarithms [22] and of harmonic sums [23, 24] . That bridge equation is mainly a consequence of the isomorphisms between the algebra of non commutative generating series of polylogarithms and the shuffle algebra on one hand, between the algebra of non commutative generating series of harmonic sums and the quasi-shuffle algbra on the other hand.
As for the generalization of Schützenberger's factorization to more general bialgebras, the key step, and the main difficulty thereof, is to decompose orthogonally such bialgebras into the Lie algebra generated by its primitive elements and the associated orthogonal ideal, as Ree was able to achieve in the case of the shuffle bialgebra [37] , and to construct, whenever possible, the respective bases. In favorable cases, it is to be hoped that those bialgebras are enveloping algebras, so that the Eulerian projectors are convergent and other analytic computations can be performed.
To make that decomposition possible, one first needs to determine the Eulerian projectors by taking the logarithm of the diagonal series and second to insure their convergence. A key ingredient is the fact that the diagonal series are grouplike and give a host of group-like elements by specialization, so one can use the exponential-logarithm correspondence to compute within a combinatorial Hausdorff group.
To that effect, the present work generalizes the recursive definitions of the shuffle and quasi-shuffle products given, respectively, by Fliess [19] and Hoffman [25] , to introduce the ϕ-deformed shuffle product, where ϕ stands for an arbitrary algebra law. Recent studies on these structures can be found in [14, 32, 33] .
These ϕ-shuffle products interpolate between the classical shuffle and quasishuffle products for ϕ ≡ 0 and ϕ ≡ 1, respectively, and allow a classification of the associated bialgebras.
This paper is devoted to the combinatorics of ϕ-deformed shuffle algebras and to the effective constructions of pairs of dual bases. Its is organized as follows:
• Section 2 is a short reminder of well-known facts about the combinatorics of the q-stuffle product [2] , which encompasses the shuffle [38] and the quasi-shuffle products [23, 24] .
• In Section 3, we thoroughly investigate algebraic and combinatorial aspects of the ϕ-deformed shuffle products and explain how to use bases in duality to get a local system of coordinates on the (infinite dimensional) Lie group of group-like series.
Throughout the paper, we have a particular concern for Lie series and their correspondence with the Hausdorff group.
A survey of shuffle products
For standard definitions and facts appertaining to the (algebraic) combinatorics on words, we refer the reader to the classical books by Lothaire [29] and Reutenauer [38] .
Throughout the paper, K stands for a (unital, associative and commutative) Q-algebra containing a parameter q. In this section, we review the known combinatorics of bases in duality and local coordinates on the infinite dimensional Lie group of group-like series (Hausdorff group). The parameter q allows for a unified treatment between shuffle (q = 0) and quasi-shuffle (q = 1) products.
Let Y = {y i } i≥1 be an alphabet, totally ordered by y 1 > y 2 > · · · . The free monoid and the set of Lyndon words over Y are denoted by Y * and LynY , respectively. The unit of Y * is denoted by 1 Y * . We also write [2] , which interpolates between the shuffle [37] , quasi-shuffle [30] (or stuffle) and minus-stuffle products [9] , for q = 0, 1 and −1, respectively, is defined as follows:
or its dual co-product, as follows, for any y s , y t ∈ Y and u, v ∈ Y * ,
We now turn to the study of the combinatorial q-stuffle Hopf algebra, which we do by stressing the importance of the Lie elements 5 studied by Ree [37] , and show how Schützenberger's factorization extends to this new structure.
The q-stuffle is commutative, associative and unital. With the co-unit defined by ǫ(
which are mutually dual bialgebras and, in fact, Hopf algebras because they are N-graded by the weight.
Let D Y be the diagonal series over H q , i.e.
Then
where π 1 is the extended Eulerian projector over H q , defined by [2] 
Let {Π l } l∈LynY be defined by,
Then it forms a basis of the Lie algebra of primitive elements of H q [2] . Let {Π w } w∈Y * be defined by, for any w ∈ Y * such that w = l
5 Following Ree [37] , the Lie elements contain the non-commutative power series which are Lie series (as the Chen non-commutative generating series of iterated integrals), i.e. they are group-like for the co-product of the shuffle.
Then, by the PBW theorem, the set {Π w } w∈Y * is a basis of K Y [2] .
Let {Σ w } w∈Y * be the family dual 6 to {Π w } w∈Y * in the quasi-shuffle algebra. Then {Σ w } w∈Y * freely generates the quasi-shuffle algebra and the subset {Σ l } l∈LynY forms a transcendence basis of (K Y , q , 1 Y * ). The Σ w can be obtained as follows [2] :
and
In the second expression of (10), the sum (!) is taken over all subsequences {k 1 , . . . , k i } ⊂ {1, . . . , k} and all Lyndon words
, where * ⇐ denotes the transitive closure of the relation on standard sequences, denoted by ⇐ (see [2] ).
In this case, since {Π w } w∈Y * and {Σ w } w∈Y * are multiplicative, then we get the q-extended Schützenberger's factorization as follows [2] :
This series, in the factorized form, encompasses the most part of the combinatorics of Dyson's functional expansions in quantum fields theory [15, 31] . It is the infinite dimensional analogue of the theorem of Wei-Norman [40, 41] .
Algebraic aspects of ϕ-shuffle bialgebras
From now on, we will work with an alphabet Y = {y i } i∈I with I an arbitrary index set 7 , which needs not be totally ordered unless we write it explicitly.
First properties
Let us consider the following recursion in order to construct a map
where ϕ is an arbitrary mapping defined by its structure coefficients
The following proposition guarantees the existence of a unique bilinear law on K Y satisfying (Init) and (Rec).
Proposition 1 ([3]). The recursion (Rec) together with the initialization (Init) defines a unique mapping
which can, at once, be extended by multilinearity as a law
The space K Y endowed with the law ϕ is an algebra (with unit 1 K Y by definition). It will be called the ϕ-shuffle algebra. In full generality, this algebra need not be associative or commutative if ϕ is not so. In the next example, we give a table of well known laws which can be defined after this pattern (in which ϕ is reasonable).
Example 1. Below, a summary table of ϕ-deformed cases found in the literature.
The last case (infiltration product) comes from computer science (see [34, 35, 13] )
Now, we cope with the first properties of ϕ (see [18] ) : associativity, commutativity and dualizability. 
Proof. (sketch) We use the following lemma
The theorem follows by application of points 1. and 2. above.
If ϕ is associative (which is fulfilled in all cases of the table 1), we extend ϕ to Y + by the universal property of the free semigroup Y + ,
and we extend the definition of the structure constants accordingly: for
Note that the fact that ϕ is dualizable can be rephrased as
In this case, it can be checked immediately that, for an arbitrarily fixed N ≥ 1,
but, by no means, we have in general
This condition (21) is strictly stronger than (19) as the example of any group law on Y , with |Y | ≥ 2 and finite, shows.
Definition 2. An associative law ϕ on KY will be said moderate if and only if it fulfils condition (21).
Let us now state the structure theorem [3] . 3. For all y ∈ Y , the following series is a polynomial
Theorem 2 ([3]). Let us suppose that ϕ is dualizable and associative. We still denote its dual co-multiplication by
∆ ϕ : K Y −→ K Y ⊗ K Y . Then B ϕ = (K Y , conc, 1 Y * , ∆ ϕ , ε) is(P ) y + l≥2 (−1) l−1 l x 1 ,...,x l ∈Y y | ϕ(x 1 . . . x l ) x 1 . . . x l .
ϕ is moderate.
Proof. (sketch) 4 =⇒ 3) Obvious 3 =⇒ 2) One first constructs an endomorphism of (K Y , conc, 1 Y * ) sending each letter y ∈ Y to the polynomial form (P ) and prove that it is an automorphism of AAU 9 which sends (K Y , conc,
9 Abbreviation for associative algebra with unit.
Example 2.
1. The muffle product (see Table 1 ), which determines the product of Hurwitz polyzetas with rational centers and correspond to ϕ(x i , x j ) = x i.j for i, j ∈ Q * + , is not dualizable (γ 1 n,1/n = 1 for all n ≥ 1). Table 1 ) has its origin in computer science [34, 35] and appears as a generic solution in [13] . It provides a bialgebra 
The q-infiltration bialgebra (see again
H q−inflitr = (K Y , conc, 1 X * , ∆ ↑q , ǫ) (q ∈ K) based on a ϕ,S(x) = −x 1 + qx
Structural properties
We only assume that ϕ is associative. The bialgebra
is a Hopf algebra because it is conilpotent 10 . Its antipode can be computed by 10 The law ∆ conc , dual to the concatenation is, of course, defined by
from which it is clear that ∆
Due to the finite number of decompositions of any word u 1 . . . u k = w ∈ Y + into factors u 1 , . . . , u k ∈ Y + , we can, at this very early stage define an endomorphism
associated to any univariate formal power series S = a 1 X + a 2 X 2 + a 3 X 3 + . . .. The case of
will be of particular importance. It reads here in the style of formula (23) .
Thisπ 1 ∈ End(K Y ) has an adjoint π 1 ∈ End(K Y ) which reads
It is an easy exercise to check that the family in the sums of (27) is summable 11 . It is easy to check that the dominant term of all terms in a ϕ product is the corresponding ⊔⊔ product, this explain why we still have the theorem of Radford. Proof. One checks that
the result follows.
The theorem of Radford is important in the classical cases because it is the left hand side of Schützenberger's factorization in which one has the move PBW → Radford, see [11] for a discussion of the converse.
Lemma 2 (ϕ-extended Friedrichs criterion). We denote
12 by
the dual of ϕ applied to series, i.e. defined by
Let now S ∈ K Y , one has 13 , if and only if, for any u and v ∈ Y + , one has S | u ϕ v = 0. 14 , if and only if, for any u and v ∈ Y * , one has S | u ϕ v = S | u S | v . 12 As in the classical case, ∆ ϕ is a conc-morphism as can be seen by transposition of the fact that ∆ conc is a ϕ -morphism. 13 Tensor products of linear forms ; 1 Y * being the counit P → P | 1 Y * . 14 idem
If
Proof. The expected equivalences are due respectively to the following facts Proof. Since ∆ ϕ and the maps T → T ⊗ 1 Y * , T → 1 Y * ⊗ T are continuous homomorphisms, then if log S is primitive, then (see Lemma 2 (1))
and since log S ⊗ 1 Y * and 1 Y * ⊗ log S commute then we get successively
This means, with S | 1 Y * , that S is group-like. The converse can be obtained in the same way.
In fact, Lemma 3 establishes a nice log-exp correspondence for the Lie group of group-like series.
Lemma 4.
The group-like series form a group (for the concatenation).

The space Prim(K Y ) is a Lie algebra (for the bracket derived from concatenation).
For any
and one has the usual formulas log(exp(h)) = h and exp(log(1
Proof. As in the classical case.
We extend the transposition process in the same way as in lemma 2 and note, for n ≥ 1
the dual of (n−1) ϕ applied to series, i.e. defined by
We will use several times the following lemma which gives the combinatorics of products of primitive series (and the polynomials).
Lemma 5 (Higher order co-multiplications of products). Let us consider the language M over the alphabet
and the morphism
where S 1 , . . . , S m are primitive series in K Y . Then
Proof. (Sketch) Let S = (S 1 , · · · , S m ) be this set of primitive series and for
setting w i = (a 1 a 2 . . . a m ) [I], one gets the expected result.
Lemma 6 (Pairing of products). Let S 1 , . . . , S m be primitive series in K Y and let P 1 , . . . , P n be proper 16 polynomials in K Y . Then one has in general
In particular, we have the following exhaustive list of circumstances
If n = m then
P 1 ϕ . . . ϕ P n | S 1 . . . S n = σ∈Sn n i=1 P i | S σ(i) .
If n < m then one has the general form in which every product in the sum
contains at least a factor
Proof. It is a consequence of Lemma 5 through the equality
We assume that ϕ is associative and dualizable. Now, we have the following two structures.
which are mutually dual 17 bialgebras. The bialgebra H ϕ need not be a Hopf algebra, even if ∆ ϕ is cocommutative (see Example 2.2). Now, let us consider
where
Remark 1. At this stage (ϕ not necessarily moderate), it can happen that
Prim(H ϕ ) = {0}. This is the case, for example with the q-infiltration bialgebra on one letter at q = 1
and, more generally, when q is not nilpotent.
We can also endow End(K Y ), the K-module of endomorphisms of K Y , with the convolution product defined by
Then End(K Y ) becomes a K-associative algebra with unity (AAU), its unit being
It is convenient to represent every f ∈ End(K Y ) by its graph, a double series which reads
This representation is faithful and, by direct computation, one gets
where the multiplication of double series is performed by the stuffle on the left and the concatenation on the right.
Definition 3. Let t be a real parameter. Let us define
We assume that ϕ is associative, commutative and dualizable.
Lemma 7. (π 1 is a projector on the primitive series) The endomorphism π 1 is a projector, the image of which is exactly the space of primitive series, Prim(K Y ).
Proof. (sketch) The proof follows the lines of [38] with the difference that π 1 (w) might not be a polynomial and the operator defined in Lemma 2 is not a genuine co-product. The diagonal series D Y (when considered as a series in (K Y ) Y , the coefficient ring, K Y , being endowed with the ϕ product) is group-like in the sense of lemma 2. Then using
(which can be established by summability of the family (w ⊗ π 1 (w)) w∈Y * , but remember that the π 1 (w) are, in general, series 18 ), one gets that, for all w, π 1 (w) is a primitive series. Now, from
In the remainder of the paper, we suppose that ϕ is moderate (and still dualizable, associative and commutative). . 18 In more details, this equality amounts to checking the summability of the family
(which is immediate) and rearranging the sums. 19 The series below are summable because the family (I ⋆n + ) n≥0 is locally nilpotent (see [3] for complete proofs). Note that this definition gives the same result as the computation of the adjoint ofπ 1 given in Eq. 27.
It follows immediately that
where e = 1 K Y • ǫ is the orthogonal complement of I + and neutral for the convolution product. The π n so obtained is called the n-th eulerian projector.
Lemma 8.
The endomorphismπ 1 defined in Eq. 26 is the adjoint of π 1 . One haš
Proof. Immediate.
Proposition 2. (Graph of π 1 , values and its exponential as resolution of unity)
For all Y and ϕ (moderate, associative, commutative and dualizable), one has
2. Let P ∈ K Y be a primitive polynomial, for ∆ ϕ . Then
One has
is a resolution of identity with mutually orthogonal summands.
We have
Proof. The only statement which cannot be proved through an isomorphism with the shuffle algebra is the first equality of the point 4. The fact that P ∩ I = {0} comes from Friedrichs criterion and P + I = K + Y is a consequence of the fact (seen again through any isomorphism with the shuffle algebra) that
Remark 2.
The first equality of Proposition 2.4, i.e.
is known as the theorem of Ree [37] .
2. The projector on P parallel to I is not in general in the descent algebra (see [16] ). This proves that, although they are isomorphic, the spaces I and ⊕ n≥2 π n (K Y ) are, in general, not identical. 
In particular π 1 (1 Y * ) =π 1 (1 Y * ) = 0 and, for any y ∈ Y,π 1 (y) = y and 
whereπ n is the adjoint of π n . These are given by
2. For any w ∈ Y * , we have
In particular, for any y s ∈ Y , we have y s =π 1 (y s ) and
Proof. Direct computation.
Applying the tensor product 20 of isomorphisms of algebras 21 α ⊗ Id Y to the diagonal series D Y , we obtain a group-like element and then computing the logarithm of this element (or equivalently, applying α ⊗ Id Y to Haus Y ) we obtain S which is, by Lemma 3, primitive :
Lemma 9. For any w ∈ Y + , one has π 1 (w) ∈ Prim(K Y ).
Proof. Immediate from lemma 7.
A primitive projector, π : K Y −→ K Y , is defined in the same way as a Lie projector by the three following conditions:
For example, π 1 defined in Definition 4 (see also proposition 2) is a primitive projector which will be used to construct bases of P and its enveloping algebra (see Theorem 5 below). Another example of a primitive projector is the orthogonal projector on P attached to the decomposition in Remark 2. Now, for the remainder of the paper, let Y = {y w } w∈Y + (resp. Y 1 = {y x } x∈Y ) be a copy of Y + (resp. Y ). Let us then equip K Y and K Y 1 with • (the concatenation so denoted to be distinguished from the concatenation within Y + ) and ⊔⊔ (or equivalently by ∆ • and ∆ ⊔⊔ ).
Thus, the Hopf algebras
) are connected, N-graded, non-commutative and cocommutative bialgebras and hence enveloping bialgebras (in fact, they are free algebras but specially indexed to match our purpose). Now we can state the following Proof. The fact that ψ π is surjective is due to π(K Y ) = P and any enveloping algebra (here H ϕ ) is generated by its primitive elements. The fact that ψ π is a Hopf morphism is due to a general property of enveloping algebras : if a morphism of AAU between two enveloping algebras sends the primitive elements of the first into primitive elements of the second, then it is a Hopf morphism..
Let now (p i ) i∈J be an ordered (J is endowed with a total ordering ≺ J ) basis 22 of P = Prim(K Y ) and let us recall that J = J 1 + J 2 denotes the two sided ideal generated by the elements J i being generated by S i , i = 1, 2. First, we remark that the elements of S 1 ∪ S 2 are in the kernel of ψ π 1 , and then J ⊂ ker ψ π 1 .
On the other hand, for u 1 , u 2 , . . . , u n ∈ Y + , one has
(in fact they are even equivalent mod J 1 ) which amounts to say that K Y = J + ⋖P⋗ where ⋖P⋗ is the space "generated by P", in fact, generated by 
where σ ∈ S n is such that σ(i 1 ) ≻ J σ(i 2 ) ≻ J . . . ≻ J σ(i n ) (large order reordering). Let C be the space generated by the elements
by (44) and (45), we get J + C = K Y . Now, thanks to the PBW theorem, the family of images
is a basis of K Y which proves that Φ π 1 | C : C → K Y is an isomorphism and completely proves the claim.
We now suppose that the alphabet Y is totally ordered.
Definition 5.
1. Let {Π l } l∈LynY and {Π w } w∈Y * be the families of elements of P and K Y respectively, obtained as follows due to the fact that for a group-like S, (S⊗Id) is compatible with the law of the double algebra and then 23 , applying the operator (S⊗Id) to (50), we get S = (S⊗Id)(
which is the perfect analogue of the theorem of Wei-Norman for the Hausdorff group (group of group-like series).
