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En este trabajo se hae un estudio aera de la Teoría de perturbaión de operadores
disipativos para probar la existenia de soluiones de un sistema aoplado de KdV Lineal
en un intervalo aotado on disipaión loalizada. Para tal nalidad haemos uso de la
Teoría de Semigrupos, estimativas de energía, ténias multipliativas y Propiedad de
Continuaión Únia, demostrando el deaimiento exponenial de la soluión.
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In this work we use Semigroup Theory and Perturbation Theory of dissipative opera-
tors in order to prove the existene and uniquess of a solution of a oupled linear system
of the Korteweg-de Vries equations in a bounded interval with loalized damping, we
use multiplier tehniques, energy estimates. Finally, we apply the Unique Continuation
Property to prove the exponential deay of solutions.
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Introduión
En este trabajo se hae uso de la Teoría de perturbaión de operadores disipativos
para probar la existenia de soluión de un sistema aoplado de Korteweg-de Vries
Lineal en un intervalo aotado on disipaión loalizada.
El estudio se realiza on relaión a un sistema aoplado de dos Euaiones KdV
Lineal en un dominio aotado, dependiendo de un parámetro a > 0, on la presenia
de una disipaión loalizada dada por la funión λ = λ(x). Así estamos interesados en
obtener una soluión (u, v) del sistema
ut + uxxx + avxxx + λ(x)u = 0, en Ω× R+
vt + vx + vxxx + auxxx + λ(x)v = 0, en Ω× R+ (1)
on ondiiones de frontera
u(0, t) = u(L, t) = 0 , ∀t > 0
v(0, t) = v(L, t) = 0 , ∀t > 0 (2)
ux(L, t) = vx(L, t) = 0, ∀t > 0
y ondiiones iniiales
u(x, 0) = u0(x), v0(x, 0) = v0(x), ∀x ∈ Ω, (3)
donde Ω = {x ∈ R |0 < x < L} y t > 0.
Cuando λ ≡ 0 el sistema (1) fue estudiado por Gear y Grimshaw [7] omo un modelo
para desribir interaiones entres dos ondas largas en un uido estratiado. Observe
que el modelo tiene la estrutura de un par de Euaiones de KdVs on términos de
aoplamiento lineales.
En (1), asumiremos que a ∈ R, tal que
0 < a < 1 (4)
y la funión λ = λ(x) satisfae λ ∈ L∞ (Ω) y λ(x) ≥ λ0 > 0 en .t.p de ω, (5.1)
donde ω ⊂ (0, L) es un subonjunto abierto no vaío. (5.2)
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Denotemos por E = E(t) la energía total asoiada al modelo (1), la ual es , dada
por
E(t) =
1
2
Lˆ
0
(u2(x, t) + v2(x, t)) dx. (6)
Multipliando la primera euaión de (1) por u, la segunda por v, integrando por
partes en Ω, y por las ondiiones de frontera tenemos
d
dt
E(t) ≤ −
Lˆ
0
λ(x)(u2(x, t) + v2(x, t))dx− (1− a)
2
[u2x(0, t) + v
2
x(0, t)] (7)
para todo t > 0.
La desigualdad (7) muestra que los términos λ(x)u y λ(x)v atúan omo meanismos
de ontrol en un subonjunto de Ω. Por eso abe preguntarse si las soluiones del modelo
onvergen para ero uando t → ∞ y en aso de ser así es pertinente, determinar la
tasa de deaimiento. Por otro lado, uando λ(x) ≥ λ0 en todo el dominio, se veria o
relativa failidad que E(t) deae para ero exponenialmente. Además se observa que en
el aso λ ≡ 0 la energía es no reiente, lo que nos indue a onjeturar que E(t) −→ 0,
uando t→∞. Sin embargo, el efeto disipativo produido por los términos de frontera
ux(0, t) y vx(0, t), no son los suientemente fuertes para estabilizar la energía. Este
heho fue observado por Miu y Ortega en [20] y por Miu, Ortega e Pazoto en [21]
donde se onstató que las soluiones del sistema lineal orrespondiente no onvergen
a ero para algunos valores de L. Los resultados obtenidos en esos trabajos fueron
motivados por el análisis desarrollado por Rosier en [24] para la euaión de Korteweg-
de Vries. En [24] , se probó que uando la medida L del intervalo Ω pertenee a un
onjunto numerable de la forma
F ={ 2pi√
3
√
k2 + kl + l2, k y l son números enteros positivos},
(8)
existe una soluión de la Euaión de Korteweg-de Vries para la ual la energía es
onservativa. Para estabilizar la energía del modelo, Menzala, Vasonellos y Zuazua
[19] introdujeron un término disipativo de la forma de la funión λu on λ = λ(x)
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omo en las ondiiones de (5.1) y ω = (0, δ) ∪ (L− δ, L) , para δ > 0 suientemente
pequeño. El aso general, el aso en que ω satisfae (5.2) fue probado por Pazoto en
[22].
En los trabajos itados anteriormente, el deaimiento exponenial de la energía fue
obtenido ombinando las ténias multipliativas introduidas por Rosier en [24] y el
argumento de Compaidad-Uniidade (para mayores detalles ver [31]).
En nuestro aso, motivados por los trabajos [2],[14] y [22], probar el deaimiento
exponenial de la energía es reduido a probar que toda soluión del sistema (1)− (3),
tal que umpla on la ondiión:
ux(0, t) = vx(0, t) = 0, ∀t > 0 e u = v = 0 en ω × (0, T ) (9)
es identiamente nula, lo que exige la apliaión de una Propiedad de Continuaión
Únia (PCU) la ual fue probada en [14] .
La organizaión de este trabajo está distribuida de la siguiente manera:
Capítulo 1: se presenta los resultados lásios que seran utilizados para desarrollar el
trabajo.
Capítulo 2: se disute dos apliaiones de la teoría de perturbaión de operadores
disipativos a Euaiones Difereniales Pariales.
Capítulo 3: se prueba la existenia y uniidad de soluión para el problema lineal
asoiado al modelo. El resultado de existenia es obtenido utilizando la teoría de
semigrupos y un resultado de teoría de perturbaión de operadores disipativos. Se
onluye este apitulo probando el deaimiento exponenial de la soluión.
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CAPITULO I
Resultados Preliminares
1.1 Resultados Básios
Los resultados que enuniaremos, así omo sus demostraiones pueden ser enontrados
en [4] y [8].
Deniión 1.1.1 (Suesión de Cauhy) Una suesión{xn}n∈N en un espaio nor-
mado X es llamada de Cauhy uando para ada ε > 0, existe un número natural N ,
tal que
‖xn − xm‖X< ε, para todo n,m > N.
Deniión 1.1.2 (Espaios de Banah y Hilbert) El espaio vetorial normado X
es un espaio de Banah si es ompleto, esto es, si toda suesión de Cauhy en X es
onvergente en X. Además, X es un espaio de Hilbert si es un espaio vetorial on
produto interno 〈., .〉 y es ompleto on respeto a la norma ‖.‖ = 〈., .〉1/2.
Deniión 1.1.3 Sean X y Y espaios de Hilbert tal que Y es subespaio de X
(Y ⊂ X). La inmersión Y →֒ X es llamada ompata si
1. ‖u‖X ≤ C ‖u‖Y , ∀u ∈ Y
2. Cada suesión aotada {un}n∈N en Y posee una subsuesión {unk}k∈N la ual es
onvergente en X .
Teorema 1.1.1 Sea X un espaio de Hilbert, {xn}n∈N una suesión en X . {xn}∈Nque
onverge débilmente a x ∈ X si y sólo si 〈xn, z〉 −→ 〈x, z〉, para todo z ∈ X.
Notaión: xn ⇀ x ⇔ 〈xn, z〉 −→ 〈x, z〉 , para todo z ∈ X.
Teorema 1.1.2 En un espaio de Hilbert toda suesión aotada posee una subsuesión
que onverge débilmente.
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Teorema 1.1.3 Sea H un espaio de Hilbert y {hn}n∈N una suesión en H , tal que
hn ⇀ h en H, uando n −→∞. Entones,
‖h‖H ≤ lim infn→∞ ‖hn‖.
Corolario 1.1.1 (Conseuenia del Teorema de Hahn-Banah) SeaX un espaio
normado y sea x0 6= 0 elemento de X entones existe un funional lineal f sobre X tal
que
‖f‖ = 1, f(x0) = ‖x0‖
Corolario 1.1.2 (Conseuenia del Teorema de Hahn-Banah) SeaX un espaio
normado no trivial, Y un subespaio errado propio de X , entones dado x0 ∈ X \ Y
existe f ∈ X∗ tal que:
1. ‖f‖ = 1
2. f(y) = 0, ∀y ∈ Y
1.1.1 Operador Adjunto
Sean X e Y espaios de Banah y A : X −→ Y un operador lineal on dominio
D(A) denso en X.
Denimos el operador A∗ tal que D(A
∗) = { y∗ ∈ Y ∗ : ∃x∗ ∈ X∗tal que 〈y∗, Ax〉 = 〈x∗, x〉 ∀x ∈ D(A)}
A∗ (y∗) = x∗
Armo que A∗ esta bién denido.
En efeto sean x∗1, x
∗
2 ∈ X∗ tal que satisfaen la ondiión 〈x∗1, x〉 = 〈x∗2, x〉, ∀x ∈
D(A) entones x∗1 = x
∗
2 en X pues D(A) = X.
Luego se tiene
〈y∗, Ax〉 = 〈A∗y∗, x〉 , ∀x ∈ D(A), y∗ ∈ D (A∗)
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Teorema 1.1.4 Sea A : X −→ Y un operador lineal densamente denido. Entones el
adjunto de A, denotado por A∗ es un operador errado.
Deniión 1.1.4 Sea X un espaio de Hilbert y A : X −→ X un operador densa-
mente denido. Se die que A es simétrio si D(A) ⊂ D(A∗) y A = A∗ en D(A).
Equivalentemente
(y, Ax) = (Ay, x) ∀x, y ∈ D(A)
Se die que este operador simétrio es autoadjunto si D(A) = D(A∗).
Deniión 1.1.5 Sea X un espaio de Banah, A un operador lineal de X en X . El
onjunto de los valores de λ ∈ C para los uales el operador lineal λI −A es inversible
y su inverso es aotado y tiene dominio denso en X es llamado onjunto resolvente de
A y es representado por ρ(A).
Teorema 1.1.5 Si A es simétrio y Im(λ0I − A) = X para algún λ0 real tal que
λ0 ∈ ρ(A), entones A es autoadjunto.
1.2 Distribuiones
Los resultados que se enunian, así omo sus demostraiones pueden ser enontrados
en [16].
Deniión 1.2.1 Para failitar el análisis introduiremos las siguientes notaiones:
α = (α1, α2, ..., αn) ∈ Nn,
x = (x1, x2, ..., xn) ∈ Rn
y
|α| :=
n∑
αi;
i=1
xα := xα11 x
α2
2 ...x
αn
n ;
Dα :=
(
∂
∂x1
)α1
...
(
∂
∂xn
)αn
.
para α = (0, 0, ..., 0) dene D0u = u para toda funión u. Para i = 1, 2, ..., n se repre-
senta por Di a la derivada parial
∂
∂xi
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Sea Ω un abierto de Rn y Γ su frontera. Fijamos en Ω la medida de Lebesgue.
Sea u una funión real denida en Ω⊂ R , u medible , y sea (Oi)i∈I una família de
todos los subonjuntos abiertos Oi de Ω, tales que u = 0 asi siempre en Oi. Consid-
érese el subonjunto abierto O = ∪i∈IOi, entones, u = 0 asi siempre en O y omo
onseuenia, se dene el soporte de u, que será denotado por supp u, omo siendo el
subonjunto errado relativo a Ω
supp u = Ω/O.
Deniión 1.2.2 Se denota por C∞0 (Ω) al onjunto de funiones u : Ω −→ R uyas
derivadas pariales de todos los ordenes son ontínuas y uyo soporte es un subonjunto
ompato de Ω. Los elementos de C∞0 (Ω) son llamados funiones prueba.
Naturalmente, C∞0 (Ω) es un espaio vetorial sobre R on las operaiones usuales de
suma de funiones y multipliaión por un esalar.
Noión de Convergenia en C∞0 (Ω)
Deniión 1.2.3 Sean {ϕk}k∈N una suesión en C∞0 (Ω) y ϕ ∈C∞0 (Ω). Se die que
ϕk −→ ϕ si:
1 . ∃ K ⊂ Ω, K ompato, tal que suppϕk ⊂ K, para todo k ∈ N
2. Para ada α ∈ Nn, Dαϕk(x) −→ Dαϕ(x) uniformemente en Ω
Deniión 1.2.4 El espaio vetorial C∞0 (Ω), on la noión de onvergenia espeial
denida anteriormente es denotado por D(Ω) y es llamado Espaio de funiones prueba.
Deniión 1.2.5 Una distribuión sobre Ω es un funional lineal denido en D(Ω) y
ontínuo en relaión a la noión de onvergenia denida en D(Ω).
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El onjunto de todas las distribuiones sobre Ω es denotado por D′(Ω). De este
modo,
D
′(Ω) = {T : D(Ω) −→ R es lineal y ontínuo}
Observemos que D
′(Ω) es un espaio vetorial sobre R.
Si T ∈ D′(Ω) y ϕ ∈ D(Ω) denotaremos por 〈T, ϕ〉 el valor de T apliado al elemento ϕ.
Noión de onvergenia en D
′(Ω)
Deniión 1.2.6 Diremos que Tk −→ T en D′(Ω) si 〈Tk, ϕ〉 −→ 〈T, ϕ〉, para toda
ϕ ∈D(Ω) .
1.3 Espaios Lp(Ω)
Las demostraiones de los resultados de este parágrafo pueden verse en [4℄.
En este trabajo, tanto las funiones medibles envueltas omo las integrales realizadas
sobre Ω son en el sentido de Lebesgue .
Deniión 1.3.1 Sea Ω un onjunto medible y 1 ≤ p ≤ ∞. Denotamos por Lp(Ω) al
onjunto de las funiones medibles f :Ω −→ R, tales que ‖f‖Lp(Ω) <∞, donde
‖f‖Lp(Ω) =
(ˆ
Ω
|f(x)|p dx
)1/p
si 1 ≤ p <∞
e indiamos por L∞(Ω) al onjunto de las funiones medibles f :Ω −→ R, y esenial-
mente aotadas, esto es,
supess x∈Ω |f(x)| <∞.
La norma en L∞(Ω) es denida por
‖f‖L∞(Ω) = supessx∈Ω |f(x)| = inf{C : |f | ≤ C asi siempre}.
Los espaios Lp(Ω), 1 ≤ p ≤ ∞, son Espaios de Banah, siendo L2(Ω) un espaio
de Hilbert on el produto interno usual. Además de eso, para 1 < p < ∞, Lp(Ω) es
reexivo.
Teorema 1.3.1 C∞0 (Ω) es denso en L
p(Ω), 1 ≤ p <∞.
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Deniión 1.3.2 Sea 1 ≤ p <∞. Indiamos por Lploc(Ω) el onjunto de las funiones
medibles f : Ω −→ R, tales que fXK ∈ Lp(Ω), para todo K ompato de Ω, donde XK
es la funión araterístia de K.
Observaión 1.3.1 Lploc(Ω) es llamado el espaio de las funiones loalmente inte-
grables.
Para u ∈ Lploc(Ω) onsideramos el funional T = Tu :D(0, T ) −→ K denido por
〈T, ϕ〉 = 〈Tu, ϕ〉 =
ˆ
Ω
u(x)ϕ(x)dx,
que dene una distribuión sobre Ω.
Lema 1.3.1 (Du Bois Reymond) Sea u ∈ L1loc(Ω). Entones, Tu = 0 si, y sólo si,
u = 0 asi siempre en Ω.
Teorema 1.3.2 (Teorema de Convergenia Dominada de Lebesgue). Sea {fn}n∈N
una suesión de funiones Lp(Ω), p ≥ 1. Suponga que
a) fn(x) −→ f(x), uando n→∞, asi siempre en Ω, donde f es una funión medible.
b) Existe una funión g ∈ Lp(Ω), tal que, para ada n ∈ N , |fn(x)| ≤ g(x) asi siempre
en Ω.
Entones, f ∈ Lp(Ω) y ‖fn − f‖Lp(Ω) −→ 0, uando n→∞.
Teorema 1.3.3 (Teorema de Hausdor-Young) Si u ∈ Lp(Rn) y 1 ≤ p ≤ 2
entones uˆ ∈ Lq(Rn), tal que 1
p
+
1
q
= 1 y
‖uˆ‖Lq(Rn) ≤ (2π)n(
1
2
− 1
p) ‖u‖Lp(Rn).
Observaión 1.3.2 Como onseuenia del Lema 1.3.1, la apliaión
L1loc(Ω) 7−→ D′(Ω)
u −→ Tu
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es lineal, ontínua e inyetiva. Como resultado de esto, es omún identiar una dis-
tribuión Tu on la funión u∈ L1loc(Ω). En ese sentido, se tiene que L1loc(Ω) ⊂ D′(Ω).
Como Lp(Ω) ⊂ L1loc(Ω), tenemos que toda funión de Lp(Ω) dene uma distribuión
sobre Ω, esto es, toda funión de Lp(Ω) puede ser vista omo una distribuión.
Deniión 1.3.3 Sean T ∈ D′(Ω) y α ∈ Nn. La derivada de orden α de T , denotada
por DαT , es denida por
〈DαT, ϕ〉 = (−1)|α| 〈T,Dαϕ〉, ∀ϕ ∈ D(Ω).
Con esta deniión, se tiene que si u ∈ Ck(Ω) entones DαTu = TDαu, para todo
|α| ≤ k, dondeDαu india la derivada lásia de u. Si T ∈ D′(Ω), entonesDαT ∈ D′(Ω)
para todo α ∈ Nn.
1.4 Espaios de Sobolev
En [1] y en [4] se pueden ver los resultados itados en este aápite.
Sea p tal que 1 ≤ p ≤ ∞ y m ∈ N. Cuando Dαu es denida por una funión de
Lp(Ω) se dene un nuevo espaio denominado espaio de Sobolev denotado porWm,p(Ω)
el ual es denido por
Wm,p(Ω) = {u ∈ Lp(Ω);Dαu ∈ Lp(Ω)∀ |α| ≤ m siendo Dαu la derivada en el sentido de
las distribuiones}
Este espaio tiene la estrutura de espaio vetorial on las operaiones usuales.
Para ada u ∈ Wm,p(Ω) se dene el funional
‖u‖m,p = (
∑
0≤|α|≤m
‖Dαu‖pLp(Ω))1/p, 1 ≤ p <∞,
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‖u‖m,∞ = max
0≤|α|≤m
‖Dαu‖L∞(Ω)
El ual en ada aso, es una norma en Wm,p(Ω) para 1 ≤ p ≤ ∞
Los espaios normados (Wm,p(Ω),‖.‖m,p) son denominados espaios de Sobolev.
Deniión 1.4.2 Sea Ω ⊂ Rn y 1 ≤ p <∞, denimos el espaio Wm,p0 (Ω) omo siendo
la erradura de C∞0 (Ω) en W
m,p(Ω).
Notaiones:
1. Cuando p = 2 se esribe Hm0 (Ω) en lugar de W
m,p
0 (Ω) .
2. Se denota Wm,2(Ω) por Hm(Ω).
3. El dual topológio de Hm0 (Ω) es representado por H
−m(Ω).
Observaión 1.4.1
1.
(
Wm,p(Ω), ‖.‖m,p
)
es un espaio de Banah.
2. Cuando p = 2 el espaio de Sobolev Wm,p(Ω) se onvierte en un espaio de Hilbert
on produto interno dado por
(u, v)Wm,2(Ω)=
∑
0≤|α|≤m
(Dαu,Dαv)L2(Ω), u, v ∈ Wm,2(Ω).
3. Si Wm,p0 (Ω) = W
m,p(Ω) entones el omplemento de Ω en Rn posee medida de
Lebesgue igual a ero.
4. Hm(Ω) es reexivo y separable.
5. Wm,p0 (R
n) = Wm,p(Rn).
1.5 Inmersiones de Sobolev
Los resultados que enuniaremos, así omo sus demostraiones, pueden ser enontrados
en [1], [4] y [17] .
Teorema 1.5.1 (Teorema de Sobolev) Sean Ω ⊂ Rn un onjunto abierto de lase
Cm, aotado y m ≥ 1 y 1 ≤ p <∞.
1 . Si
1
p
− m
n
> 0, entones Wm,p(Ω) ⊂ Lq(Ω); 1
q
=
1
p
− m
n
.
2. Si
1
p
− m
n
= 0, entones Wm,p(Ω) ⊂ Lq(Ω); q ∈ [p,∞).
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3. Si
1
p
− m
n
< 0, entones Wm,p(Ω) ⊂ L∞(Ω),
siendo las inmersiones arriba ontínuas.
Teorema 1.5.2 (Teorema Rellih) Sea Ω un subonjunto abierto y aotado de Rn
on frontera suave. Entones, la inmersión H1(Ω) →֒ L2(Ω) es ompata.
Observaión 1.5.1 Como onseuenia del Teorema de Rellih, se tiene que la inmer-
sión del espaio H10 (Ω) en el espaio L
2(Ω) es ompata; y omo orolario del mismo,
se tiene que la inmersión de H2(Ω) en el espaio H1(Ω) es ompata.
1.6 Interpolaión de Espaios de Sobolev
Los resultados que enuniaremos, así omo sus demostraiones, pueden ser enontrados
en [12] .
Deniión 1.6.1 Diremos que dos espaios vetoriales topológios normados X y Y
son ompatibles si existe un espaio vetorial topológio separable U tal que X y Y son
subespaios de U.
Consideramos el par (X, Y ) de espaios ompatibles luego podemos denir su suma,
denotada por∑
(X, Y ) = X + Y = {u : u ∈ U, u = x+ y, x ∈ X y y ∈ Y }
on la norma
‖u‖∑(X,Y ) = inf {‖x‖X + ‖y‖Y , u = x+ y}
y
△(X, Y ) = X ∩ Y
on la norma
‖u‖△(X,Y ) = max {‖x‖X , ‖y‖Y }
Sean S = {z : z ∈ C, 0 ≤ Re(z) ≤ 1} y S0 = {z : z ∈ C, 0 < Re(z) < 1}.
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Denimos F(X, Y ) omo siendo un onjunto de funiones ontinuas en S que satisfaen
1. f : C −→∑(X, Y ) analítia en S0;
2. ‖f(z)‖∑(X,Y ) ≤M, ∀z ∈ S;
3. t −→ f(it) ∈ X, siendo ontínua y nula en el innito;
4. t −→ f(1 + it) ∈ Y siendo ontínua en el innito
on la norma
‖f‖F(X,Y ) = max (supt ‖f(it)‖X , supt ‖f(1 + it)‖Y )
Lema 1.6.1 El espaio F(X, Y ) es un espaio de Banah.
Deniión 1.6.2 Denimos [X, Y ]θ omo siendo
[X, Y ]θ = {u : u ∈
∑
(X, Y ), u = f(θ), para algun; f ∈ F(X, Y )}
on la norma
‖u‖[X,Y ]θ = inf{‖f(θ)‖F(X,Y ) : u = f(θ), f ∈ F(X, Y )}
Observaión 1.6.1
1. El espaio [X, Y ]θ es un espaio de Banah.
2. △(X, Y ) ⊂ [X, Y ]θ ⊂
∑
(X, Y )
Teorema 1.6.1 Sean X , Y dos espaios de Banah, 1 ≤ p0, p1 < ∞, 0 < θ < 1.
Entones
[Lp0(0, T ;X), Lp1(0, T ; Y )]θ = L
p(0, T ; [X, Y ]θ)
donde
1
p
= (1− θ) 1
p0
+ θ
1
p1
on normas equivalentes. Si 1 ≤ p0 <∞, tenemos
[Lp0(0, T ;X), L∞(0, T ; Y )]θ = L
p(0, T ; [X, Y ]θ)
donde
1
p
= (1− θ) 1
p0
on normas equivalentes.
1.7 Espaios Lp(0, T ;X) y Distribuiones Vetoriales
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Los resultados que enuniaremos, así omo sus demostraiones, pueden ser enontrados
en [6℄, [12] y [13].
Sea X un espaio de Banah real on la norma ‖.‖X , T un número real positivo
y 1 ≤ p < ∞. Se representa por Lp(0, T ;X) el espaio de Banah de funiones u :
(0, T )−→ X , tales que (u(t), ξ)X×X es medible ∀ ξ ∈ X y ‖u(t)‖X ∈ Lp(0, T ), on la
norma
‖u‖Lp(0,T ;X) =
 Tˆ
0
‖u(t)‖pX dt
1/p .
Cuando p = 2 y X = H es un espaio de Hilbert, el espaio Lp(0, T ;H) es un espaio
de Hilbert uyo produto interno es dado por
(u, v)Lp(0,T ;H) =
Tˆ
0
(u(s), v(s))Hds .
Por L∞(0, T ;X) representaremos el espaio de Banah de las (lases de) funiones
u :(0, T ) −→ X tales que (u(t), ξ)X×X es medible ∀ ξ ∈ X y esenialmente aotadas,
esto es,
supess 0<t<T ‖u(t)‖X <∞.
La norma en L∞(0, T ;X) es denida por
‖u‖L∞(0,T ;X) =supess 0<t<T ‖u(t)‖X <∞.
Si X es reexivo y separable y 1 < p <∞, entones Lp(0, T ;X) es un espaio reexivo
y separable, uyo dual topológio se identia omo el espaio de Banah Lq(0, T ;X∗)
donde p y q son tales que
1
p
+
1
q
= 1. En el aso p = 1, el dual topológio del espaio
L∞(0, T ;X) se identia on el espaio L1(0, T ;X∗).
Deniión 1.7.1 Una funión u : (0, T )−→ X es diha integrable de Bohner en (0, T )
si t 7−→ (u(t), ξ)X×X es medible ∀ ξ ∈ X y la funión real t −→ ‖u(t)‖X fuese integrable
en el sentido de Lebesgue en (0, T ).
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La integral de Bohner de la funión u en (0, T ) es el vetor de X denotado por
Tˆ
0
u(t)dt araterizado por la siguiente propiedad:
〈
f,
Tˆ
0
u(t)dt
〉
X′×X
=
Tˆ
0
〈f, u(t)〉X′×X dt , ∀f ∈ X ′
Lema 1.7.1 Sean X , Y Espaios de Banah y A : X−→ Y una apliaión lineal y
ontínua. Se tiene que, si f ∈ L1(I;X), donde I es un intervalo de la reta, entones
A(
ˆ
I
f(s)ds) =
ˆ
I
Af(s)ds.
Sea v ∈ Lp(0, T ;X), donde X es un espaio de Hilbert separable y ϕ∈D(0, T ). La
integral en X
Tˆ
0
v(s)ϕ(s)ds
existe, siendo un vetor de X (esta integral es entendida omo una integral de Bohner
en X ). Así, dado v ∈ Lp(0, T ;X), la apliaión
Tv : D(0, T ) −→ X
ϕ 7−→ 〈Tv, ϕ〉 =
Tˆ
0
v(s)ϕ(s)ds
está bien denida, es lineal y ontínua.
Se denota por D
′(0, T ;X) al espaio de las distribuiones vetoriales sobre (0, T ) on
valores en X , es deir, el espaio de las apliaiones lineales y ontínuas de D(0, T ) en
X . De este modo, Tv ∈ D′(0, T ;X) y se demuestra que Tv esta univoamente denida
por v. Luego, identiando la funión v on la distribuión Tv, se puede armar que
Lp(0, T ;X) ⊂ D′(0, T ;X).
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Deniión 1.7.2 Sea T ∈ D′(0, T ;X). La derivada de orden n de T es denida omo
siendo una distribuión vetorial sobre (0, T ) on valores en X y es dada por〈
dnT
dtn
, ϕ
〉
= (−1)n
〈
T,
dnϕ
dtn
〉
.
Se onluye, de este heho que toda v ∈ Lp(0, T ;X) posee derivadas de todas las ordenes
en el sentido de las distribuiones vetoriales sobre (0, T ).
Por C([0, T ];X), 0 < T < ∞, se representa el espaio de Banah de las funiones
ontínuas u : [0, T ] −→ X , on la norma de onvergenia uniforme
‖u‖C([0,T ];X) = maxt∈[0,T ] ‖u(t)‖X .
Lema 1.7.2 Sean V y H espaios de hilbert, tales que V →֒ H es una inmersión
ontínua. Si u ∈ Lp(0, T ;V ) y u′ ∈ Lp(0, T ;H) donde 1 ≤ p ≤ ∞ y T > 0, entones
u ∈ C([0, T ];H).
Teorema 1.7.1 (Aubin-Lions) Sean B0, B1 y B tres espaios de banah, tales que B0
y B1 son espaios reexivos, B0 →֒ B es una imersión ompata y B0 →֒ B →֒ B1 son
inmersiones ontínuas. Sea W (0, T ) = {u ∈ Lp0(0, T ;B0); u′ ∈ Lp1(0, T ;B1)}, donde
0 < T <∞ y 1 < p0, p1 <∞ on norma denida por
‖u‖W = ‖u‖Lp0 (0,T ;B0) + ‖u‖Lp1 (0,T ;B1) .
Entones, W es un espaio de Banah y la inmersión W →֒ Lp0(0, T ;B) es ontínua y
onpata.
Observaión 1.7.1 Sean I = (0, T ) y f ∈ Lp(I,X). Tenemos los seguientes resultados.
• Si p <∞, entones C∞0 (I,X) es denso en Lp(I,X).
• f : I −→ X es una funión medible que pertenee a Lp(I,X) si, y solamente si,
existe g ∈ Lp(I), tal que ‖f‖ ≤ g en asi todo punto de I.
1.8 Desigualdades Importantes
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Los resultados que enuniaremos, así omo sus demostraiones, pueden ser enontrados
en [1], [4] y [8℄.
Lema 1.8.1 (Desigualdad de Poinaré-Friedrihs) Sea Ω ⊂ Rn un abierto aotado
en una direión. Entones vale la siguiente desigualdad
‖u‖Lp(Ω) ≤ Cp ‖∇u‖Lp(Ω) , ∀u ∈ W 1,p0 (Ω)
donde ‖∇u‖Lp(Ω) =
(
n∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣p
Lp(Ω)
) 1
p
y Cp es la onstante de Poinaré.
Lema 1.8.2 (Desigualdad de Young) Sean a, b onstantes positivas y p > 1 y sea
q, tal que
1
p
+
1
q
= 1. Entones,
ab ≤ a
p
p
+
bq
q
.
Teorema 1.8.1 (Desigualdad de Holder Generalizada) Sea ui ∈ Lpi(Ω), 1 ≤ i ≤ k
y
k∑
i=1
1
pi
≤ 1.
Entones deniendo
1
p
:=
k∑
i=1
1
pi
.Se tiene que:
u1.u2...uk ∈ Lp(Ω) y ‖u1.u2...uk‖Lp(Ω) ≤ ‖u1‖Lp1 (Ω) ‖u2‖Lp2(Ω) ... ‖uk‖Lpk (Ω)
Teorema 1.8.2 (Desigualdad de Interpolaión) Si u ∈ Lp1(Ω) ∩ Lp2(Ω) on 1 ≤
p1, p2 ≤ ∞ para todo número real que satisfae la ondiión p1 ≤ r ≤ p2. se tiene que
u ∈ Lr(Ω) y si 1
r
=
α
p1
+
1− α
p2
, 0 ≤ α ≤ 1 entones
‖u‖Lr(Ω) ≤ ‖u‖αLp1 (Ω) ‖u‖1−αLp2 (Ω) .
Teorema 1.8.3 (Desigualdad de Gagliardo-Niremberg) Sea u ∈ H10 (Ω) entones
existe c > 0 tal que
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‖u‖L∞(Ω) ≤ c ‖u‖
1
2
L2(Ω) ‖ux‖
1
2
L2(Ω) .
1.9 Semigrupos de Operadores Lineares
Los resultados que enuniaremos, así omo sus demostraiones, pueden ser enontrados
en [8], [9℄ y [23].
Deniión 1.9.1 Sean X un espaio de Banah y L(X) una álgebra de los operadores
lineales y aotados de X. Se die que una apliaión S : R+ −→ L(X) es un semigrupo
de operadores lineales aotados de X si
1. S(0) = I, donde I es el operador identidad de L(X),
2. S(t+ s) = S(t)S(s), ∀ t, s ∈ R+.
Se die que el semigrupo S es de lase C0 si
3. limt−→0+ ‖(S(t)− I)x‖ = 0, ∀x ∈ X.
Proposiión 1.9.1 Todo semigrupo de lase C0 es fuertemente ontínuo en R
+
, esto
es, si t ∈ R+, Entones
lims→tS(s)x = S(t)x, ∀x ∈X.
Deniión 1.9.2 Sea S un semigrupo de lase C0 . Si ‖S(t)‖ ≤ 1, ∀t ≥ 0 entones
deimos que S es un semigrupo de ontraiones de lase C0.
Deniión 1.9.3 El operador A:D(A) −→ X denido por
D(A) = {x ∈ X | limh→0+ S(h)− I
h
x existe}
Ax = limh→0+
S(h)− I
h
x, ∀x ∈ D(A)
es llamado generador innitesimal del semigrupo S.
Proposiión 1.9.2 El generador innitesimal de un semigrupo de lase C0 es un op-
erador lineal, errado y su dominio es un espaio vetorial denso en X .
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Teorema 1.9.1 Sea S(t) un Semigrupo de lase C0 en un espaio de Banah X y A
su generador innitesimal. Entones, la apliaión u := S(t)x0 es la únia soluión del
problema de Cauhy abstrato ∣∣∣∣∣ dudt = Auu(0) = x0
on regularidad u ∈ C([0,∞);X), si x0 ∈ X
u ∈ C([0,∞);D(A))∩C1([0,∞);X), si x0 ∈ D(A).
Deniión 1.9.4 Sea S un semigrupo de lase C0 y A su generador innitesimal.
Coloando A0 = I, A1 = A y suponiendo que Ak−1 este denido, vamos a denir Ak
por  D(A
k) = {x ∈ D (Ak−1) : Ak−1x ∈ D(A)}
Akx = A(Ak−1x), ∀x ∈ D(Ak).
Proposiión 1.9.3 Sea S un semigrupo de lase C0 y A su generador innitesimal.
Entones,
1. D(Ak) es un subespaio de X y Ak es un operador lineal de X ;
2. Si x ∈ D(Ak), entones S(t)x ∈ D(Ak) , ∀t ≥ 0 y
dk
dtk
S(t)x = AkS(t)x = S(t)Akx, ∀k ∈ N;
3.
∞∩
k=1
D(Ak) es denso en X.
Lema 1.9.1 Sea A un operador lineal errado de X . Tomando para ada x ∈ D(Ak)
|x|k =
k∑
j=0
‖Ajx‖ ,
el funional |.|k es una norma en D(Ak). Por lo que D(Ak) es un espaio de Banah
on diha norma.
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Deniión 1.9.5 La norma arriba es llamada la norma del gráo. El espaio de Ba-
nah que se obtiene uniendo D(Ak) de la norma arriba será representado por
[
D(Ak)
]
.
1.9.1 Teorema de Lumer-Phillips
Sea X un espaio de Banah, X∗ el dual de X y 〈., .〉 la dualidad entre X y X∗.
Para ada x ∈ X , denimos
J(x) = {x∗ ∈ X∗ | 〈x∗, x〉 = ‖x‖2 = ‖x∗‖2}.
Por el Teorema de Hanh-Banah, J(x) 6= ∅, ∀x ∈ X.
Deniión 1.9.6 Una apliaión dualidad es una apliaión j : X −→ X∗, tal que
j(x) ∈ J(x), ∀x ∈ X.
Observe que ‖j(x)‖ = ‖x‖ .
Deniión 1.9.7 Se die que el operador lineal A : X −→ X es disipativo si, para
alguna apliaión dualidad j,
Re 〈Ax, j(x)〉 ≤ 0, ∀x ∈ D(A).
Teorema 1.9.2 Un operador lineal A es disipativo si y solo si
‖(λI − A)x‖ ≥ λ ‖x‖ ∀x ∈ D(A) y λ > 0.
Teorema 1.9.3 (Lumer-Phillips) Si A es el generador innitesimal de un semigrupo
de ontraiones de lase C0, entones
1. A es disipativo;
2 . Im(λI − A) = X , ∀ λ > 0.
Reiproamente, si
1 . D(A) es denso en X ;
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2. A es disipativo;
3. Im(λ0I − A) = X , para algún λ0 > 0,
entones A es el generador innitesimal de un semigrupo de ontraiones de lase C0.
Corolario 1.9.1 Sea A un operador lineal errado, densamente denido y tal que D(A)
y la imagen de A esten denidos en un espaio de Banah X . Si A y su operador dual
A∗ son ambos disipativos, entones A genera un semigrupo de ontraiones de lase
C0.
Demostraión.-
Por el Teorema de Lumer-Phillips es suiente probar que Im(I − A) = X. Y
omo A es disipativo y errado Im(I − A) es también un subespaio errado de X.
Si Im(I − A) 6= X entones por el Corolario 1.1.2 existe x∗ ∈ X∗, x∗ 6= 0 tal que
〈x∗, x−Ax〉 = 0 para x ∈ D(A). Esto implia x∗ − A∗x∗ = 0. Y omo A∗ es también
disipativo sigue del Teorema 1.9.2 que x∗ = 0, ontradiiendo la onstruión de x∗.
Teorema 1.9.4 ( Teorema de Stone) Un operador lineal A de un espaio de Hilbert
X es el generador innitesimal de un grupo de lase C0 si y solo si A
∗ = −A.
1.9.2 Teoría de la Perturbaión
Para simpliar el lenguaje, vamos a esribir A ∈ G(M,ω) para deir que A es el
generador innitesimal de un semigrupo S(t), de operadores lineales aotados de lase
C0, que satisfae la ondiión ‖S(t)‖ ≤ Meωt , ∀t ≥ 0.
Proposiión A− ωI ∈ G(M, 0) si y sólo si A ∈ G(M,ω)
Teorema 1.9.5 Sean A ∈ G(1, 0) y B un operador disipativo relativamente a alguna
apliaión dualidad. Si D(B) ⊃ D(A) y existen onstantes a y b on 0 ≤ a < 1 y b ≥ 0,
tales que
‖Bx‖ ≤ a ‖Ax‖+ b ‖x‖, ∀x ∈ D(A), (1)
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entones A+B ∈ G(1, 0).
Demostraión.-
Como A∈ G(1, 0), A es disipativo relativamente a toda apliaión dualidad. Sea B
disipativo relativamente a j. Entones A + B es disipativo relativamente a j. Además
de esto, D(A+B) = D(A) es denso en X. Por tanto, por el Teorema de Lumer Phillips,
para demostrar que A+B ∈ G(1, 0) es suiente demostrar que Im(λI−(A+B)) = X ,
para algún λ > 0. Pero, omo D(A) ⊂ D(B) tenemos que λ ∈ ρ(A) paraλ > 0, luego
se tiene que:
Im(λI − (A +B)) = Im(λI − (A +B)(λI −A)−1) = Im(I −B(λI − A)−1)
= Im(I −BR(λ,A)),
para ualquier λ > 0, luego es suiente demostrar que I − BR(λ,A) es inversible en
L(X) y por tanto, que ‖BR(λ,A)‖ < 1. Pero, por (1)
‖BR(λ,A)x‖ ≤ a ‖AR(λ,A)x‖+ b ‖R(λ,A)x‖ ‖x‖
= a ‖[λR(λ,A)− I]x‖+ b ‖R(λ,A)x‖
≤
(
2a +
b
λ
)
, ∀x ∈ X
Sea a<
1
2
. Entones, para λ suientemente grande, 2a+
b
λ
< 1, así ‖BR(λ,A)‖ < 1.
Por tanto si (1) fuese satisfeha para a <
1
2
, entones A+B ∈ G(1, 0), esto quiere deir
que el Teorema es válido en ese aso partiular. Para demostrar el aso general, sea α
un número tal que 0 ≤ α ≤ 1 e sea x ∈ D(A). Tenemos
‖(A+ αB)x‖ ≥ ‖Ax‖ − α ‖Bx‖ ≥ ‖Ax‖ − ‖Bx‖≥ (1− a) ‖Ax‖ − b ‖x‖
y si el entero n es tal que
a
n
<
1− a
4
,entones:∥∥∥∥ 1nBx
∥∥∥∥ ≤ an ‖Ax‖+ bn ‖x‖ ≤ (1− a)4 ‖Ax‖+ bn ‖x‖ ≤ 14 ‖(A+ αB)x‖+
(
b
n
+
1
4
)
‖x‖
Por tanto, por lo que ya fue demostrado, si A + αB ∈ G(1, 0) lo mismo suede on
A + αB + (
1
n
)B. Pero omo A ∈ G(1, 0), entones por el resultado arriba tenemos
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A+
1
n
B ∈ G(1, 0), luego por el mismo argumento tenemos A+ 2
n
B ∈ G(1, 0) y de este
modo ese argumento repetido n vees nos da A +B = A+ (
n
n
)B ∈ G(1, 0).

Teorema 1.9.6 Si A ∈ G(1, 0) y B ∈ L(X), entones
A +B ∈ G(1, ‖B‖).
Demostraión.-
Para ada apliaión dualidad, j se tiene:
Re 〈(B − ‖B‖ I)x, j(x)〉 = Re 〈Bx, j(x)〉 − ‖B‖ ‖x‖2 ≤ ‖B‖ ‖x‖2 − ‖B‖ ‖x‖2 = 0
entones B − ‖B‖ I es disipativo. Como ‖(B − ‖B‖ I)x‖ ≤ 2 ‖B‖ ‖x‖, ∀x ∈ D(A),
A y B − ‖B‖ I satisfaen las hipótesis del teorema anterior on a = 0 y b = 2 ‖B‖.
Luego sigue que A+B − ‖B‖ I ∈ G(1, 0) luego tenemos que A+B ∈ G(1, ‖B‖).

Lema 1.9.2 Si A ∈ G(M, 0), entones existe una norma, |.| , en X tal que
‖x‖ ≤ |x| ≤M ‖x‖ en la ual A ∈ G(1, 0).
Demostraión.-
Si S es el semigrupo generado por A tenemos
‖S(t)‖ ≤M, ∀t ≥ 0
Denamos |x| = sup
t≥0
‖S(t)x‖
Es inmediato que |.| es una norma en X ; además de esto,
‖x‖ = ‖S(0)x‖ ≤ sup
t≥0
‖S(t)x‖ = |x|
luego
|x| = sup
t≥0
‖S(t)x‖ ≤ sup
t≥0
‖S(t)‖ ‖x‖ ≤M ‖x‖ ,
lo que demuestra la desigualdad pedida.
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Luego en el espaio X on la norma |.| , S(t) es una ontraión ∀t ≥ 0 pues
|S(t)x| = sup
τ≥0
‖S(τ)S(t)x‖ = sup
τ≥0
‖S(τ + t)x‖ ≤ sup
t≥0
‖S(t)x‖ = |x| ,
A ∈ G(1, 0) onsiderando X on la norma |.| .
Teorema 1.9.7 Si A ∈ G(M,w) e B ∈ L(X), entones A+B ∈ G(M,w +M ‖B‖)
Demostraión.-
Sea S semigrupo generado por A y onsideremos el semigrupo S˜ = e−wtS. Su gen-
erador innitesimal es dado por A˜ = A− wI. Luego A˜ ∈ G(M, 0). Luego por el Lema
anterior existe una norma |.| en X tal que
‖x‖ ≤ |x| ≤M ‖x‖ ∀x ∈ X e A˜ ∈ G(1, 0)
Así las normas |.| y ‖.‖ son equivalentes, B ∈ L(X) onsiderando X on la norma |.| .
Luego por la proposiión anterior, A˜+B ∈ G(1, |B|) de donde A˜+B − |B| I ∈ G(1, 0)
esto es A+B − (w + |B|)I ∈ G(1, 0) , luego A+B ∈ G(1, w + |B|).
Luego
‖R(λ,A+B)nx‖ ≤ |R(λ,A+B)nx|,
≤ |R(λ,A+B)n| |x| ≤ M ‖x‖
[λ− (ω + |B|)]n ∀λ > w + |B|,∀x ∈ X.
Luego
‖R(λ,A+B)nx‖ ≤ M ‖x‖
[λ− (ω + |B|)]n ∀λ > w + |B| (2)
De
|Bx| ≤M ‖Bx‖ ≤ M ‖B‖ ‖x‖ ≤M ‖B‖ |x|
resulta |B| ≤M ‖B‖ y por tanto, de λ > w + |B, | se tiene por (2) que
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‖R(λ,A+B)n‖ ≤ M
[λ− (w +M ‖B‖)]n , ∀λ > w + ‖B‖
entones A+B ∈ G(M,w +M ‖B‖).

1.10 Propiedad de Continuaión Únia
Los resultados que enuniaremos, así omo sus demostraiones, pueden ser enontrados
en [5].
Deniión 1.10.1.- Sea O un onjunto abierto de Ω ⊂ R2 diniremos la omponente
horizontal de O en Ω omo Oh ={(x, t) ∈ Ω : ∃x′ ∈ R, (x′, t) ∈ O}. Se die que una
euaión diferenial Lu = 0, de dominio Ω, satisfae la Propiedad de ontinuaion Únia
Horizontal, denotada por P.C.U.H. si u ≡ 0 en Oh es la únia soluión que se anula en
O.
Teorema 1.10.1.- Sea T > 0 y Ω = (0, 1) × (0, T ). Supongamos fi ∈ L∞(Ω), i =
1, 2, 3, 4. Si U =
 u
v
 ∈ L2(0, T ;H3(0, 1)×H3(0, 1)) es soluión de la euaión:
b1Ut + AUxxx +B1Ux = 0
donde
A =
(
b1 b1a3
b2a3 1
)
, B1 =
(
b1f1 b1f2
b2f2 f4
)
y
a1, a2, a3, b1, b2 ∈ R, b1, b2 > 0 on b1a23 < 1 y b2a23 < 1.
tal que U ≡ 0 en un onjunto abierto O de Ω, entones U ≡ 0 en la omponente
horizontal Oh de O en Ω.
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CAPITULO II
2.1 Algunas apliaiones de Perturbaión
Proposiión 2.1 (Euaión de la onda en la reta) Sea el problema:
∣∣∣∣∣ utt − αuxx + βu = 0, x ∈ Ru(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ R
donde α, β son onstantes positivas y u0 ∈ H2(R), u1 ∈ H1(R). Entones el problema
posee una únia soluión.
Demostraión.-
Transformaremos la euaión a una euaión de primer orden (en el tiempo t). Haiendo
ut = v, tenemos  u
v

t
=
 0 I
α(.)xx − βI 0

︸ ︷︷ ︸
A:=
 u
v

i.e. ∣∣∣∣∣ Ut = AUU(0) = U0
donde U0 =
 u0
u1

donde D(A) = H2(R)×H1 (R)⊂X = H1(R) × L2(R) y estamos onsiderando la sigu-
iente norma en X :
∥∥∥∥∥∥
 v
u

∥∥∥∥∥∥
2
X
= α
ˆ
R
|vx|2 dx+ β
ˆ
R
|v|2 dx+
ˆ
R
|u|2 dx
Dado F ∈ X, sea (λI −A)U = F la euaión del resolvente, queremos enontrar
U ∈ D(A) tal que verique diha euaión. i.e.
λu− v = f ∈ H1 (R) (2.1)
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λv − αuxx + βu = g ∈ L2(R) (2.2)
Tomando la transformada de Fourier tenemos:
λuˆ− vˆ = fˆ ∈ H1(R)
λvˆ+(αξ2 + β)uˆ = gˆ ∈ L2(R)
Resolviendo el sistema tenemos:
uˆ =
λfˆ − gˆ
λ2 + ξ2α + β
vˆ =
λgˆ − fˆ(ξ2α+ β)
λ2 + ξ2α + β
Para λ > 0, luego tenemos que la euaión del resolvente tiene una únia soluión
U ∈ D(A). Así, R+ ⊂ ρ(A). Multipliando la euaión (2.1) por −αuxx y βu, respeti-
vamente obtenemos:
λ
ˆ
R
αu2xdx− α
ˆ
R
vxuxdx = α
ˆ
R
fxuxdx
λβ
ˆ
R
u2dx− β
ˆ
R
vudx = β
ˆ
R
fudx
Multipliando la euaión (2.2) por βv, obtenemos:
λ
ˆ
R
αv2dx− α
ˆ
R
uxvxdx+ β
ˆ
R
uvdx =
ˆ
R
gvdx
sumando las identidades arriba y usando Holder tenemos
λ ‖U‖2X = α
ˆ
R
fxuxdx+ β
ˆ
R
fudx+
ˆ
R
gvdx
≤ ‖√αfx‖L2(R)‖
√
αux‖L2(R) +
∥∥√βf∥∥
L2(R)
∥∥√βu∥∥
L2(R)
+ ‖g‖L2(R) ‖v‖L2(R)
≤ ‖F‖X ‖U‖X
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Luego, para λ > 0 tenemos, ‖U‖X ≤ 1λ ‖F‖X , luego omo U = R(λ,A)F tenemos
‖R(λ,A)‖ ≤ 1
λ
. Siendo A un operador errado on dominio denso en X, el Teorema de
Hille Yosida nos die que A es el generador innitesimal de un semigrupo de ontraión.

Cuando β = 0, usaremos un resultado de perturbaión en la prueba de existenia de
soluión.
Proposiión 2.2 (Euaión de la onda aso β = 0) Sea el problema:
∣∣∣∣∣∣ utt − αuxx = 0, x ∈ Ru(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ R
donde α es una onstante positiva y u0 ∈ H2(R), u1 ∈ H1(R). Entones el problema
posee una únia soluión.
Demostraión.-
Transformaremos la euaión a una euaión de primer orden (en el tiempo t). Haiendo
ut = v, tenemos  u
v

t
=
 0 I
α(.)xx− 0

︸ ︷︷ ︸
A0:=
 u
v

i.e. ∣∣∣∣∣∣ Ut = A0UU(0) = U0
donde U0 =
 u0
u1

donde X = H1(R)× L2(R) y observamos que
A0 = A+B
donde
A :=
 0 I
α(.)xx − βI 0
 , B :=
 0 0
βI 0

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Del resultado anterior, sabemos que A es el generador innitesimal de un semigrupo de
lase C0 de ontraión en X = H
1(R)× L2(R).
Por otro lado el operador B es lineal y ontinuo en X. En efeto,
‖BU‖X = ‖βu‖L2(R) = |β| ‖u‖L2(R) ≤ β ‖U‖X
donde D(A0) = D(A) ∩D(B) = D(A) = H2(R)×H1(R).
Entones por un resultado de perturbaión onluimos que A0 es el generador in-
nitesimal de un semigrupo de lase C0. Así, si U0 ∈ D(A0) entones
u ∈ C(0,∞;H2(R)) ∩ C1(0,∞;H1(R)) ∩ C2(0,∞;L2(R))

Proposiión 2.3 (Euaión de Shrodinger) Consideremos la euaión de Shrodinger
en L2(Rn)
∣∣∣∣∣∣∣
1
i
∂u
∂t
= △u− qu
u(x, 0) = u0(x)
donde △ es el Laplaiano, q es una funión real medible en Rn . u0 ∈ H2(Ω) entones
el problema posee una únia soluión.
Demostraión.-
Consideremos el espaio X = L2(Ω)
Denamos los operadores A1 y Mq lineales y ontinuos en X de la siguiente manera
 A1u = i△u,D(A1) = H2(Rn)
y  Mqu = qu,D(Mq) = {u ∈ L2(Rn); qu ∈ L2(Rn)}
i.e. la euaión de Shrodinger puede ser esrita omo:
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∣∣∣∣∣ ut = A1u −iMuu(0) = u0
Armamos que los operadores −iA1 y −Mq son simétrios,
En efeto,
Observamos que −iA1 esta densamente denido, pues H2(Rn) es denso en L2(Rn)
luego tenemos que
(−iA1u, v) = (△u, v) = (u,△v) = (u,−iA1v) , ∀u, v ∈ D(A1)
entones −iA1 es simétrio (por deniión 1.1.4), por tanto D(iA1) ⊂ D((iA1)∗) y
(iA1)
∗u = (iA1)u, ∀u ∈ D(iA1).
Ahora veamos que Mq este densamente denido, denamos En := {x ∈ Ω : |q(x)| ≤
n, n ∈ N}. Si u ∈ L2(Rn) tenemos que
ˆ
Rn
|quXEn|2 dµ ≤ n2
ˆ
Rn
|u|2 dµ <∞
entones quXEn ∈ X así uXEn ∈ D(Mq) , para ada n ∈ N y omo limn→∞uXEn = u en
.t.p de Rn por el Teorema de Convergenia Limitada tenemos que limn→∞ ‖uXEn − u‖L2(Rn) =
0. Luego D(Mq) es denso en L
2(Rn).
Ademas si u, v ∈ D(Mq) se tiene (Mqu, v) = (qu, v) = (u, qv) = (u,Mqv) y entones
Mq es simétrio (por deniión 1.1.4), por tanto D(Mq) ⊂ D(M∗q ) y M∗q u = Mqu,
∀u ∈ D(Mq).
Luego −iA1 y −Mq son simétrios.
Observemos que se umple:
(−iA1u, u) = (△u, u) = (∇u,∇u) = −‖∇u‖2, ∀u ∈ D(A1)
Entones −iA1 es didipativo.
Ahora on la ayuda del Teorema 1.9.4(Teorema de Stone) demostraremos que la
euaión de Shrodinger tiene una únia soluión u on valor iniial u0 ∈ H2(Ω) tal que
u ∈ C([0,∞], H2(Rn)) ∩ C1([0,∞), X).
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Nos restringiremos a los tres asos siguientes:
a) q(x) = 0 ∀x ∈ Rn
b) q∈ L∞(Rn)
) q ∈ Lp(Rn), on p > n
2
y p ≥ 2 y q ≥ 0 asi siempre en Rn
Primero neesitamos probar que que L2(Rn) = Im(λ0I − (−iA1 −Mq)) para algún
λ0 ∈ ρ (−iA1 −Mq) y que −iA1 −Mq es simétrio (para esto último bastará probar
que H2(Rn) ⊂ D(Mq)) .
En efeto:
a) Tenemos Mq = 0, de donde D(Mq) = L
2(Rn) entones H2(Rn) ⊂ D(Mq) y omo
−iA1 es disipativo por el Teorema 1.9.2 tenemos que ‖(I − (−iA1))u‖ ≥ ‖u‖, ∀u ∈
D(A1) entones I−(−iA1) es inyetiva luego es inversible así (I − (−iA1))−1 es aotado
entones 1 ∈ ρ(−iA1) pero omo la euaión u−△u = v ∈ L2(Rn) tiene una soluión
en H2(Rn) entones Im(I − (−iA1)) = L2(Rn).
Así, Im(I − (−iA1 −Mq)) = Im(I − (−iA1)) = L2(Rn) tomando λ0 = 1, tenemos que
λ0 ∈ ρ(−iA1) = ρ(−iA1 −Mq).

b) Si u ∈ L2(Rn) entones Mqu = qu ∈ L2(Rn) pues
‖Mqu‖L2(Rn) =
(´
Rn
|Mqu|2 dx
) 1
2 =
(´
Rn
|qu|2 dx) 12 ≤ ‖q‖L∞(Rn) ‖u‖L2(Rn)
Así, D(Mq) = L
2(Rn) entones H2(Rn) ⊂ D(Mq).
Ademas tenemos que Im(I− (−iA1)) = L2(Rn) y omo −iA1 esta densamente denido
y es disipativo, se sigue del Teorema Lumer- Phillips que −iA1 ∈ G(1, 0). Luego por
el Teorema 1.9.6 y omo Mq es un operador lineal aotado tenemos que −iA1 −Mq ∈
G(1, ‖Mq‖L2(Rn)) de donde obtenemos que −iA1 −Mq − ‖Mq‖L2(Rn) I ∈ G(1, 0) luego
por el Teorema de Lumer-Phillips tenemos que
Im(λI − (−iA1 −Mq − ‖Mq‖L2(Rn) I)) = L2(Rn), ∀λ > 0
Por lo tanto tenemos
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Im(λ0I − (−iA1 −Mq)) = L2(Rn) on λ0 = λ+ ‖Mq‖L2(Rn) ∈ ρ(−iA1 −Mq)

) Si , q ∈ Lp(Rn), q ≥ 0 asi siempre en Rnon p > n
2
y p ≥ 2
Primero probaremos que H2 (Rn) ⊂ D(Mq)
En efeto sea u ∈ H2(Rn) denamos v(x) := u(x
ρ
), ρ > 0. Se obtiene que v ∈ H2(Rn),
donde la funión
(
1 + |x|2) vˆ(x) ∈ L2(Rn) y de p > n
2
resulta que la funión
(
1 + |x|2)−1
pertenee a Lp(Rn) (demostraión en [17℄). Luego tomando s =
2p
p+ 2
por tanto ten-
emos que
1
s
=
1
p
+
1
2
y teniendo en uenta que vˆ(x) = (1 + |x|2)−1(1 + |x|2)vˆ(x) por la
desigualdad de Holder Generalizada se tiene que vˆ ∈ Ls(Rn) y se umple que:ˆ
Rn
|vˆ(x)|s dx

1
s
≤ C
ˆ
Rn
(
1 + |x|2)−p dx

1
p
ˆ
Rn
∣∣(1 + |x|2) vˆ(x)∣∣2 dx

1
2
Pero omo
(
1 + |x|2) vˆ(x) = ̂v(x)−△v(x) por el Teorema de Panherel tenemos:ˆ
Rn
∣∣(1 + |x|2) vˆ(x)∣∣2 dx

1
2
=
ˆ
Rn
|v(x)−△v(x)|2 dx

1
2
= ‖v −△v‖L2(Rn)
≤ ‖v‖L2(Rn) + ‖△v‖L2(Rn)
luego deniendo ap,n = C
ˆ
Rn
(
1 + |x|2)−p dx

1
p
se tiene ‖vˆ‖Ls(Rn) ≤ ap,n
(
‖△v‖L2(Rn) + ‖v‖L2(Rn)
)
.
Sea r tal que 1 =
1
r
+
1
s
. Como 1 ≤ s ≤ 2 , por el Teorema 1.3.3 resulta que ˆˆv ∈ Lr(Rn)
y
‖v‖Lr(Rn) =
∥∥∥ˆˆv∥∥∥
Lr(Rn)
≤ (2π)n( 12− 1p) ‖vˆ‖Ls(Rn)
Entones
‖v‖Lr(Rn) ≤ a1p,n
(
‖△v‖L2(Rn) + ‖v‖L2(Rn)
)
.
donde a1p,n es una onstante que depende de n y p.
Luego obtenemos
‖u‖Lr(Rn) = ρ−
n
r ‖v‖Lr(Rn) ≤ ρ−
n
r a1p,n
(
ρ
(n−2)
2 ‖△u‖L2(Rn) + ρ
n
2 ‖u‖L2(Rn)
)
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de donde esogiendo ρ onvenientemente obtendremos 0 ≤ a < 1 y b ≥ 0 tal que:
‖u‖Lr(Rn) ‖q‖Lp(Rn) ≤ a ‖△u‖L2(Rn) + b ‖u‖L2(Rn)
Además por la desigualdad arriba y omo
1
p
+
1
r
=
1
2
obtenemos que qu ∈ L2(Rn) por la
desigualdad de Holder Generalizada y por tanto H2 (Rn) ⊂ D(Mq) que es el resultado
que estábamos busando demostrar.
Luego se umple que:
‖Mq‖L2(Rn) = ‖qu‖L2(Rn) ≤ ‖q‖Lp(Rn) ‖u‖Lr(Rn) ≤ a ‖△u‖L2(Rn) + b ‖u‖L2(Rn) (2.3)
Como en este aso estamos onsiderando q ≥ 0, resulta que −Mq es disipativo, omo
−iA1 ∈ G(1, 0) y usando la desigualdad (2.3) por el Teorema 1.9.5 se tiene que −iA1−
Mq ∈ G(1, 0). Luego Im(λ0I − (−iA1 −Mq)) = L2(Rn) para algún λ0 > 0 y por tanto
λ0 ∈ ρ (−iA1 −Mq).

Luego deH2(Rn) ⊂ D(Mq) tenemos que esta densamente denido entones−iA1−Mq
es simétrio pues −iA1 y −Mq son simétrios , y omo Im(λ0I−(−iA1−Mq)) = L2(Rn)
para algún λ0 > 0 tal que λ0 ∈ ρ (−iA1 −Mq) entones por el Teorema 1.1.5 tenemos
que el operador −iA1−Mq es autoadjunto y lo mismo suede on el operador iA1+Mq
entones por el Teorema 1.9.4 el operador A1 − iMq genera un grupo unitario de lase
C0 luego para ada u0 ∈ H2(Rn) la euaión de Shrodinger tiene una únia soluión u
on valor iniial u0 tal que u ∈ C([0,∞], H2(Rn)) ∩ C1([0,∞), X).

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CAPITULO III
El Sistema Lineal
3.1. Existenia y Uniidad
En esta seión estamos interesados en probar la existenia y uniidad del siguiente
problema
ut + uxxx + avxxx+λ(x)u = 0 , en Ω× R+
vt + vx + vxxx + auxxx+λ(x)v = 0, en Ω× R+
u(0, t) = u(L, t) = 0, ∀t > 0 (3.1)
v(0, t) = v(L, t) = 0, ∀t > 0
ux(L, t) = vx(L, t) = 0, ∀t > 0
u(x, 0) = u0(x), v(x, 0) = v0(x), ∀ x ∈ Ω
donde Ω = {x ∈ R |0 < x < L} y
λ ∈ L∞ (Ω), λ(x) ≥ λ0 > 0 asi siempre en ω (3.2)
siendo ω un subonjunto abierto no vaio de Ω.
3.1.1 Caso λ≡ 0
En este aso, (3.1) se redue al modelo
ut + uxxx + avxxx = 0, en Ω× R+
vt + vx + vxxx + auxxx = 0, en Ω× R+
u(0, t) = u(L, t) = 0, ∀t > 0 (3.3)
v(0, t) = v(L, t) = 0 , ∀t > 0
ux(L, t) = vx(L, t) = 0, ∀t > 0
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u(x, 0) = u0(x) ,v(x, 0) = v0(x) , ∀ x ∈ Ω.
La existenia y uniidad serán obtenidas utilizando la Teoría de Semigrupos. Observe
que multipliando la primera euaión por u, la segunda por v y luego integrando de 0
a L podemos, formalmente, veriar que
Lˆ
0
(utu+ uxxxu+ avxxxu)dx +
Lˆ
0
(vtv + vxv + vxxxv + auxxxv)dx = 0.
Integrando por partes y utilizando las ondiiones de frontera, se obtiene
Lˆ
0
uxxxudx=uxxu |L0 −
Lˆ
0
uxxuxdx=
Lˆ
0
(
u2x
2
)
x
dx = −u
2
x
2
|L0=
u2x
2
(0, t)
Lˆ
0
vxxxvdx=
v2x
2
(0, t)
Lˆ
0
vxxxudx=vxxu |L0 −
Lˆ
0
vxxuxdx = −
Lˆ
0
vxxuxdx
Lˆ
0
uxxxvdx=−
Lˆ
0
uxxvxdx.
Sumando las identidades arriba, deduimos que
d
dt
Lˆ
0
(
u2 + v2
2
)
dx+
1
2
(u2x(0, t) + v
2
x(0, t))− a
Lˆ
0
(vxxux + uxxvx)dx = 0.
Como
Lˆ
0
(vxxux + uxxvx)dx =
Lˆ
0
(vxux)xdx = −vx(0, t)ux(0, t),
obtenemos la siguiente desigualdad
d
dt
Lˆ
0
(
u2 + v2
2
)
dx ≤(a− 1)
2
(v2x(0, t) + u
2
x(0, t))≤ 0,
pues 0 < a < 1. Luego,
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12
Lˆ
0
(u2(x, t) + v2(x, t))dx ≤ 1
2
Lˆ
0
(u20(x) + v
2
0(x))dx.
Por tanto, onsideramos el espaio
H = L2(Ω)× L2(Ω)
y denotamos por A y B las siguientes matries
A =
 0 0
0 1

y B =
 1 a
a 1

.
Con la notaión arriba, introduimos el operador M
Mz = −Bz′′′ −Az′
D(M) = {z = (z1, z2) ∈ H3(Ω)×H3(Ω) : z(0) = z(L) = zx(L) = 0}.
Así, (3.3) puede ser reesrito omo una euaión en H∣∣∣∣∣∣∣∣∣∣
dz
dt
= Mz
z(0) =
 u0
v0
 = z0
Proposiión 3.1.1 En las ondiiones anteriores, tenemos que M genera un semigrupo
de ontraiones de lase C0 en H .
Demostraión.-
Iniialmente, demostraremos que D(M) es denso en H , en seguida que M y M∗ son
disipativos y nalmente que M es errado.
(i) D(M) es denso en H
Como D(Ω) = L2(Ω), entones D(Ω)×D(Ω) = H y omo D(Ω)×D(Ω) ⊆ D(M)
tenemos que D(M) = H .
(ii) M y M∗ son disipativos
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Sea z ∈ D(M). Entones,
〈Mz, z〉H =
〈 −z′′′1 − az′′′2
−z′2 − z′′′2 − az′′′1
 ,
 z1
z2
〉
H
= −
Lˆ
0
z1(z
′′′
1 + az
′′′
2 )dx−
Lˆ
0
z2(z
′
2 + z
′′′
2 + az
′′′
1 )dx
= −
Lˆ
0
(z1z
′′′
1 + az1z
′′′
2 + z2z
′′′
2 + az2z
′′′
1 )dx−
Lˆ
0
(
z22
2
)
x
dx
= −
Lˆ
0
(z1z
′′′
1 + az1z
′′′
2 + z2z
′′′
2 + az2z
′′′
1 )dx.
Tenemos las siguientes identidades:
Lˆ
0
z1z
′′′
1 dx = z1z
′′
1 |L0 −
Lˆ
0
z′1z
′′
1dx = −
Lˆ
0
(
(z′1)
2
2
)
x
dx = −
(
(z′1)
2
2
)
|L0=
(z′1(0))
2
2
Lˆ
0
z2z
′′′
2 dx =
(z′2(0))
2
2
Lˆ
0
z1z
′′′
2 dx = z1z
′′
2 |L0 −
Lˆ
0
z′1z
′′
2dx = −
Lˆ
0
z′1z
′′
2dx
Lˆ
0
z2z
′′′
1 dx = z2z
′′
1 |L0 −
Lˆ
0
z′2z
′′
1dx = −
Lˆ
0
z′2z
′′
1dx.
Sumando las identidades de arriba miembro a miembro, se obtiene:
〈Mz, z〉H = −
(z′1(0))
2
2
− (z
′
2(0))
2
2
− a
Lˆ
0
(z′1z
′
2)x dx
= −(z
′
1(0))
2
2
− (z
′
2(0))
2
2
+ az′1(0)z
′
2(0)
≤ −1
2
(
(z′1(0))
2 + (z′2(0))
2)+ a
2
(
(z′1(0))
2 + (z′2(0))
2)
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=
(a− 1)
2
(
(z′1(0))
2 + (z′2(0))
2)≤ 0,
pues 0 < a < 1. Luego M , es disipativo.
Ahora, sea z ∈ D(M) y w = (w1, w2) ∈ H un elemento a ser determinado. Tenemos
que
〈Mz,w〉H =
〈 −z′′′1 − az′′′2
−z′2 − z′′′2 − az′′′1
 ,
 w1
w2
〉
H
= −
Lˆ
0
(z′′′1 + az
′′′
2 )w1dx−
Lˆ
0
(z′2 + z
′′′
2 + az
′′′
1 )w2dx.
Si asumimos que w1(0) = w1(L) = w
′
1(0) = 0, se obtiene:
Lˆ
0
z′′′1 w1dx= −
Lˆ
0
z′′1w
′
1dx = −
z′1w′1 |L0 − Lˆ
0
z′1w
′′
1dx

=z1w
′′
1 |L0 −
Lˆ
0
z1w
′′′
1 dx = −
Lˆ
0
z1w
′′′
1 dx,
pues z ∈ D(M). Análogamente,
Lˆ
0
z′′′2 w1dx = −
Lˆ
0
z2w
′′′
1 dx.
Ahora, si asumiéramos que w2(0) = w2(L) = w
′
2(0) = 0, deduimos que
Lˆ
0
z′′′1 w2dx = −
Lˆ
0
z1w
′′′
2 dx y
Lˆ
0
z′′′2 w2dx = −
Lˆ
0
z2w
′′′
2 dx,
Lˆ
0
z′2w2dx = z2w2 |L0 −
Lˆ
0
z2w
′
2dx = −
Lˆ
0
z2w
′
2dx.
Combinando las identidades arriba, obtenemos
〈Mz,w〉H×H =
Lˆ
0
z1w
′′′
1 dx+ a
Lˆ
0
z2w
′′′
1 dx
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+Lˆ
0
z2w
′
2dx+
Lˆ
0
z2w
′′′
2 dx+ a
Lˆ
0
z1w
′′′
2 dx
=
Lˆ
0
z1(w
′′′
1 + aw
′′′
2 )dx+
Lˆ
0
z2(aw
′′′
1 + w
′
2 + w
′′′
2 )dx
=
〈 z1
z2
 ,
 w′′′1 + aw′′′2
aw′′′1 + w
′
2 + w
′′′
2
〉
H
=
〈
z,
 w′′′1 + aw′′′2
aw′′′1 + w
′
2 + w
′′′
2
〉
H
.
Así, el adjunto de M es denido por
M∗(w) = Aw′ +Bw′′′
D(M∗) = {w = (w1, w2) ∈ H3(Ω)×H3(Ω) : w(0) = w(L) = w′(0) = 0}.
Demostremos que M∗ es disipativo.
Sea w ∈ D(M∗). Entones,
〈M∗w,w〉H =
〈 w′′′1 + aw′′′2
aw′′′1 + w
′
2 + w
′′′
2
 ,
 w1
w2
〉
H
=
Lˆ
0
w1(w
′′′
1 + aw
′′′
2 )dx+
Lˆ
0
w2(aw
′′′
1 + w
′
2 + w
′′′
2 )dx.
Tenemos las siguientes identidades
Lˆ
0
w1w
′′′
1 dx = w1w
′′
1 |L0 −
Lˆ
0
w′1w
′′
1dx
= −
Lˆ
0
(
(w′1)
2
2
)
x
dx = −(w
′
1)
2
2
|L0= −
(w′1(L))
2
2
Lˆ
0
w2w
′′′
2 dx = −
(w′2(L))
2
2
Lˆ
0
w1w
′′′
2 dx = w1w
′′
2 |L0 −
Lˆ
0
w′1w
′′
2dx = −
Lˆ
0
w′1w
′′
2dx
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Lˆ0
w2w
′′′
1 dx = w2w
′′
1 |L0 −
Lˆ
0
w′2w
′′
1dx = −
Lˆ
0
w′2w
′′
1dx.
Luego,
〈M∗w,w〉H = −
1
2
(
(w′1(L))
2 + (w′2(L))
2)− a Lˆ
0
(w′1w
′′
2 + w
′
2w
′′
1)dx
= −1
2
(
(w′1(L))
2 + (w′2(L))
2)− a Lˆ
0
(w′1w
′
2)x dx
= −1
2
(
(w′1(L))
2 + (w′2(L))
2)− aw′1(L)w′2(L)
≤ −1
2
(
(w′1(L))
2 + (w′2(L))
2)+ a
2
(
(w′1(L))
2 + (w′2(L))
2)
=
(a− 1)
2
(
(w′1(L))
2 + (w′2(L))
2)≤ 0 ,
pues 0 < a < 1. Así M∗ es disipativo.
(iii) M es errado
Como M∗ es un operador lineal densamente denido por el Teorema 1.1.4 basta
demostrar que M∗∗ = M . Para eso, alulemos M∗∗.
Sea w ∈ D(M∗) y z a ser determinado. Si asumiéramos que z(0) = z(L) = z′(L) = 0
tendríamos que
〈M∗w, z〉 =
〈 w′′′1 + aw′′′2
aw′′′1 + w
′
2 + w
′′′
2
 ,
 z1
z2
〉
H
=
Lˆ
0
(w′′′1 z1 + aw
′′′
2 z1)dx+
Lˆ
0
(aw′′′1 z2 + w
′
2z2 + w
′′′
2 z2)dx.
Como
Lˆ
0
w′′′1 z1dx = −
Lˆ
0
w1z
′′′
1 dx
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Lˆ0
w′′′2 z1dx = −
Lˆ
0
w2z
′′′
1 dx
Lˆ
0
w′′′1 z2dx = −
Lˆ
0
w1z
′′′
2 dx
Lˆ
0
w′2z2dx = −
Lˆ
0
w2z
′
2dx
Lˆ
0
w′′′2 z2dx = −
Lˆ
0
w2z
′′′
2 dx,
obtenemos
〈M∗w, z〉H = −
Lˆ
0
w1z
′′′
1 dx− a
Lˆ
0
w2z
′′′
1 dx
−a
Lˆ
0
w1z
′′′
2 dx−
Lˆ
0
w2z
′
2dx−
Lˆ
0
w2z
′′′
2 dx
= −
Lˆ
0
w1(z
′′′
1 + az
′′′
2 )dx−
Lˆ
0
w2(az
′′′
1 + z
′
2 + z
′′′
2 )dx
= −
〈 w1
w2
 ,
 z′′′1 + az′′′2
az′′′1 + z
′
2 + z
′′′
2
〉
H
=
〈
w,
 z′′′1 + az′′′2
az′′′1 + z
′
2 + z
′′′
2
〉
H
.
Así, M∗∗ es denido por
M∗∗z = −Az′ − Bz′′′
D(M∗∗) = {z ∈ H3(Ω)×H3(Ω) : z(0) = z(L) = z′(L) = 0}.
Por tanto, M∗∗ = M.
Luego por el Corolario 1.9.1 onluímos queM genera un semigrupo de ontraiones
de lase C0.
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Corolario 3.1.1 Para ada z0 ∈ H , el problema (3.3) posee una únia soluión
z ∈ C ([0,∞), H). Si z0 ∈ D(M), entones z ∈ C ([0,∞), D(M)) ∩ C1 ([0,∞), H).
Demostraión.-
El modelo (3.3) puede ser reesrito omo∣∣∣∣∣∣∣∣∣∣
dz
dt
= Mz
z(0) =
 u0
v0
 = z0
Luego, por la Proposiión 3.1.1 tenemos que M genera un Semigrupo de Contra-
iones S˜ de lase C0 y por el Teorema 1.9.1 tenemos que z(t) = S˜(t)z0 es una únia
soluión de (3.3). Además de eso, por el Teorema 1.9.1, tenemos que si z0 ∈ D(M)
entones z ∈C ([0,∞), D(M)) ∩ C1 ([0,∞), H). Si z0 ∈ H , entones z ∈ C([0,∞);H).

3.1.2 Caso λ > 0
Observemos que el modelo (3.1) puede ser reesrito omo∣∣∣∣∣∣∣
dz
dt
= Mz + Pz
z(0) =
(
u0
v0
)
= z0
donde P es dado por
P :H −→ H
z 7−→ −λ(x)z.
Así, para demostrar queM+P genera un semigrupo de lase C0 y onseuentemente,
que (3.1) posee soluión, basta demostrar que P ∈ L(H). En efeto, omo
‖ Pz ‖2H=
Lˆ
0
|λ(x)z|2 dx≤‖ λ ‖2L∞(Ω)
Lˆ
0
(z21 + z
2
2)dx =‖ λ ‖2L∞(Ω)‖ (z1,z2) ‖2H ,
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entones
‖ Pz ‖H≤‖ λ ‖L∞(Ω)‖ z ‖H .
luego
‖ P ‖L(H)≤‖ λ ‖L∞(Ω).
Así, por el Teorema 1.9.6, M + P es el generador innitesimal de un semigrupo S
de operadores lineales aotados de lase C0.
Teorema 3.1.1 Si z0 ∈ D(M), el problema (3.1)-(3.2) posee una únia soluión z ∈
C([0,∞);D(M))∩C1([0,∞);H). Si z0 ∈ H , el problema (3.1) posee una únia soluión
débil z ∈ C([0,∞), H). Ademas de eso,
z ∈ C([0, T ];H) ∩ L2(0, T ;H10(Ω)×H10 (Ω)) ∩H1(0, T ;H−2(0, L)×H−2(0, L)).
Demostraión.-
De la misma manera omo en el Corolário 3.1.1, el resultado de existenia sigue de la
Teoría de Semigrupos. Mostraremos la ganania de regularidad de la soluión uando
z0 ∈ H.
Como D(M) = H existe una suesión {z0,n}n∈N ⊂ D(M), tal que z0,n −→ z0 en H ,
uando n → ∞. Para ada n , sean zn = (un, vn) ∈ C([0, T ];D(M)) ∩ C1([0,∞);H)
y z = (u, v) ∈ C([0,∞);H) la únias soluiónes de (3.1) on ondiiones iniiales
z0,n = (u0,n, v0,n) y z0 = (u0, v0) respetivamente dadas por el Teorema 1.9.1. Para
simpliar las notaiones denotaremos un = u , vn = v, u0,n = u0 y v0,n = v0.
Sea q ∈ C∞([0, L] × [0, T ]). Multipliando la primera euaión de (3.1) por qu, la
segunda por qv, integrando en (0, L)× (0, T ) y luego sumando las identidades, tenemos
Tˆ
0
Lˆ
0
qu(ut+uxxx+avxxx+λ(x)u)dx+
Tˆ
0
Lˆ
0
qv(vt+ vx+ vxxx+auxxx+λ(x)v)dx = 0.
Observemos que
Tˆ
0
Lˆ
0
quutdxdt =
Tˆ
0
Lˆ
0
q
(
u2
2
)
t
dtdx =
Lˆ
0
q
2
(
u2 |T0
)− Tˆ
0
qtu
2
2
dt
 dx
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=Lˆ
0
q
2
(u2(x, T )− u2(x, 0)) dx−
Lˆ
0
Tˆ
0
qtu
2
2
dtdx
Tˆ
0
Lˆ
0
quuxxxdxdt =
Tˆ
0
quuxx |L0 − Lˆ
0
(qxu+ qux) uxxdx
 dt
= −
Tˆ
0
Lˆ
0
qxuuxxdxdt−
Tˆ
0
Lˆ
0
quxuxxdxdt
= −
Tˆ
0
qxuux |L0 − Lˆ
0
(qxxu+ qxux)uxdx
 dt− Tˆ
0
Lˆ
0
q
2
(u2x)x dxdt
=
Tˆ
0
Lˆ
0
(qxxu+ qxux)uxdxdt−
Tˆ
0
q
2
u2x |L0 dt+
Tˆ
0
Lˆ
0
qxu
2
x
2
dxdt
=
Tˆ
0
Lˆ
0
qxx
2
(u2)x dxdt+
Tˆ
0
Lˆ
0
qxu
2
xdxdt+
Tˆ
0
q(0, t)u2x(0, t)
2
dt+
Tˆ
0
Lˆ
0
qxu
2
x
2
dxdt
= −
Tˆ
0
Lˆ
0
qxxxu
2
2
dxdt+
3
2
Tˆ
0
Lˆ
0
qxu
2
xdxdt+
Tˆ
0
q(0, t)u2x(0, t)
2
dt.
Tˆ
0
Lˆ
0
quvxxxdxdt =
Tˆ
0
quvxx |L0 − Lˆ
0
(qxu+ qux)vxxdx
 dt
= −
Tˆ
0
Lˆ
0
qxuvxxdx−
Tˆ
0
Lˆ
0
quxvxxdxdt
= −
Tˆ
0
qxuvx |L0 − Lˆ
0
(qxxu+ qxux) vxdx
 dt− Tˆ
0
Lˆ
0
quxvxxdxdt
=
Tˆ
0
Lˆ
0
qxxuvxdxdt+
Tˆ
0
Lˆ
0
qxuxvxdxdt−
Tˆ
0
Lˆ
0
quxvxxdxdt.
Tˆ
0
Lˆ
0
quλ(x)udxdt =
Tˆ
0
Lˆ
0
qλ(x)u2dxdt.
Análogamente,
52
Tˆ0
Lˆ
0
qvvtdxdt =
Lˆ
0
q
2
(v2(x, T )− v2(x, 0))dx−
Lˆ
0
Tˆ
0
qtv
2
2
dtdx.
Tˆ
0
Lˆ
0
qvvxdxdt =
Tˆ
0
Lˆ
0
q
2
(v2)x dxdt =
Tˆ
0
qv2
2
|L0 −
Lˆ
0
qxv
2
2
dx
 dt
= −
Tˆ
0
Lˆ
0
qxv
2
2
dxdt.
Tˆ
0
Lˆ
0
qvvxxxdxdt = −
Tˆ
0
Lˆ
0
qxxxv
2
2
dxdt+
3
2
Tˆ
0
Lˆ
0
qxv
2
xdxdt+
Tˆ
0
q(0, t)v2x(0, t)
2
dt.
Tˆ
0
Lˆ
0
qvuxxxdxdt =
Tˆ
0
Lˆ
0
qxxvuxdxdt+
Tˆ
0
Lˆ
0
qxvxuxdxdt−
Tˆ
0
Lˆ
0
qvxuxxdxdt.
Tˆ
0
Lˆ
0
qvλ(x)vdxdt =
Tˆ
0
Lˆ
0
qλ(x)v2dxdt.
Esogiendo q = 1, obtenemos
Lˆ
0
(u2(x, T ) + v2(x, T ))
2
dx−
Lˆ
0
(u20(x) + v
2
0(x))
2
dx+
Tˆ
0
(u2x(0, t) + v
2
x(0, t))
2
dt
−a
Tˆ
0
Lˆ
0
(uxvx)xdxdt+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt = 0,
o sea,
1
2
Lˆ
0
(u2(x, T ) + v2(x, T )) dx =
1
2
Lˆ
0
(u20(x) + v
2
0(x)) dx−
1
2
Tˆ
0
(u2x(0, t) + v
2
x(0, t)) dt
+a
Tˆ
0
ux(0, t)vx(0, t)dt−
Lˆ
0
λ(x)(u2 + v2)dx
≤1
2
Lˆ
0
(u20(x) + v
2
0(x)) dx+
(a− 1)
2
Tˆ
0
(u2x(0, t) + v
2
x(0, t)) dt
.
Como 0 < a < 1,
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12
Lˆ
0
(u2(x, T ) + v2(x, T )) dx ≤ 1
2
Lˆ
0
(u20(x) + v
2
0(x)) dx
Retornando a nuestra notaión iniial, tenemos:
1
2
Lˆ
0
(u2n(x, T ) + v
2
n(x, T )) dx ≤
1
2
Lˆ
0
(
u20,n(x) + v
2
0,n(x)
)
dx, ∀ T > 0.
Como zn(t) = S(t)z0,n −→ z(t) = S(t)z0 y z0,n −→ z0 en H , uando n → ∞, por
[23] obtenemos la siguiente desigualdad
1
2
Lˆ
0
(u2(x, t) + v2(x, t)) dx ≤ 1
2
Lˆ
0
(u20(x) + v
2
0(x)) dx. (3.4)
Entones,
‖ (u, v) ‖C([0,T ];H)≤‖ (u0, v0) ‖H . (3.5)
Ahora, esogiendo q(x, t) = x resulta que
3
2
Tˆ
0
Lˆ
0
(u2x + v
2
x) dxdt = −
1
2
Lˆ
0
x (u2(x, T ) + v2(x, T )) dx+
1
2
Lˆ
0
x (u2(x, 0) + v2(x, 0)) dx
−2a
Tˆ
0
Lˆ
0
uxvxdxdt+ a
Tˆ
0
Lˆ
0
x (uxvxx + vxuxx) dxdt
+
1
2
Tˆ
0
Lˆ
0
v2dxdt−
Tˆ
0
Lˆ
0
xλ(x) (u2 + v2) dxdt,
o sea,
Tˆ
0
Lˆ
0
(u2x + v
2
x) dxdt = −
1
3
Lˆ
0
x (u2(x, T ) + v2(x, T )) dx+
1
3
Lˆ
0
x (u2(x, 0) + v2(x, 0)) dx
−4
3
a
Tˆ
0
Lˆ
0
uxvxdxdt+
2
3
a
Tˆ
0
Lˆ
0
x (uxvx)x dxdt
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+
1
3
Tˆ
0
Lˆ
0
v2dxdt− 2
3
Tˆ
0
Lˆ
0
xλ(x) (u2 + v2) dxdt
≤ 1
3
Lˆ
0
x (u20(x) + v
2
0(x)) dx+a
Tˆ
0
Lˆ
0
(u2x + v
2
x) dxdt+
1
3
Tˆ
0
Lˆ
0
v2dxdt.
Por tanto,
(1− a)
Tˆ
0
Lˆ
0
(u2x + v
2
x) dxdt ≤
1
3
Lˆ
0
x (u20(x) + v
2
0(x)) dx+
1
3
Tˆ
0
Lˆ
0
v2dxdt,
de donde obtenemos que
Tˆ
0
Lˆ
0
(u2x + v
2
x) dxdt ≤
1
3(1− a)
Lˆ
0
x (u20(x) + v
2
0(x)) dx+
1
3(1− a)
Tˆ
0
Lˆ
0
(u2 + v2) dxdt.
Retornando a la notaión original y usando la desigualdad (3.4), obtenemos
‖ (un, vn) ‖2L2(0,T ;H10 (Ω)×H10 (Ω))≤
L
3(1− a)
Lˆ
0
(
u20,n(x) + v
2
0,n(x)
)
dx
+
T
3(1− a)
Lˆ
0
(
u20,n(x) + v
2
0,n(x)
)
dx
≤ (L+ T )
3(1− a) ‖(u0,n, v0,n)‖
2
H . (3.6)
Luego,
‖ (u, v) ‖2
L2(0,T ;H10 (Ω)×H10 (Ω))≤ C(T ) ‖(u0, v0)‖
2
H . (3.7)
donde C(T ) =
(L+ T )
3(1− a)
En efeto, la desigualdad (3.6) nos die que {zn}n∈N es una suesión de Cauhy. Por
tanto, existe una funión w ∈L2(0, T ;H10(Ω)×H10 (Ω)), tal que zn −→ w en L2(0, T ;H10(Ω)×
H10 (Ω)) uando n → ∞ . Además de eso, sigue de (3.5) que w ∈ C([0, T ], H) y que
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z es una soluión débil de (3.1). Luego, por [34] y por la uniidad de la soluión
w = z = (u, v) = S(.)(u0, v0).
Armo que z = (u, v) ∈ H1(0, T ;H−2(0, L)×H−2(0, L)). En efeto,
omo
un,t = −un,xxx − avn,xxx − λ(x)un,
vn,t = −vn,x − vn,xxx − aun,xxx − λ(x)vn,
(3.8)
Y tenemos que:
‖un,x‖L2(0,T ;H−2(Ω)) ≤ c ‖un,x‖L2(0,T ;L2(Ω)) = c ‖un‖L2(0,T ;H10 (Ω))
también
|〈un,xxx(t), ϕ〉|H−2(Ω)×H20 (Ω) = |〈un,x(t), ϕxx〉|L2(Ω)×L2(Ω)
≤ ‖un,x(t)‖L2(Ω) ‖ϕxx‖L2(Ω) ≤ c ‖un(t)‖H10 (Ω) ‖ϕ‖H20 (Ω)
luego se obtiene
‖un,xxx‖L2(0,T ;H−2(Ω)) =
 Tˆ
0
‖un,xxx(t)‖2H−2(Ω)dt

1
2
≤ c
 Tˆ
0
‖un(t)‖2H10 (Ω)dt

1
2
= c ‖un‖L2(0,T ;H10 (Ω))
haiendo álulos análogos a los hehos arriba para los vn obtenemos:
‖vn,xxx‖L2(0,T ;H−2(Ω)) ≤ c ‖vn‖L2(0,T ;H10 (Ω))
y omo {un}n∈N y {vn}n∈N están aotados en L2(0, T ;H10(Ω)) resulta por (3.8) que,
{un,t}n∈N y {vn,t}n∈N están aotados en L2(0, T ;H−2(Ω)) entones sigue de las onsid-
eraiones arriba que:
un,t ⇀ ut en L
2(0, T ;H−2(Ω)) y vn,t ⇀ vt en L2(0, T ;H−2(Ω))

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3.2 Deaimiento Exponenial
Lema 3.2.1 Sea U=(u, v) la soluión del problema (3.1) obtenido en el teorema 3.1.1.
Sea 0 < T <∞ entones existe una onstante positiva C = C(T ) tal que :
‖u0‖2L2(Ω)+‖v0‖2L2(Ω) ≤ C

Tˆ
0
(u2x(0, t) + v
2
x(0, t)) dt +
Tˆ
0
Lˆ
0
λ(x)
(
u2(x, t) + v2(x, t)
)
dxdt
+ ‖u0‖2H−3(Ω) + ‖v0‖2H−3(Ω)
}
(3.9)
Demostraión.-
Antes de probar el resultado, demostraremos que para la lase de soluiones onsider-
adas los términos
Tˆ
0
u2x(0, t)dt y
Tˆ
0
v2x(0, t)dt están bien denidos.
Proediendo análogamente omo en el Teorema 3.1.1, obtenemos una suesión de
soluiones {Un}n∈N = {(un, vn)}n∈N ⊂ C([0,∞);D(M)), tal que Un(x, 0) = (u0,n(x), v0,n(x)) =
Un0 (x) ∈ D(M) y Un0 −→ U0 = (u0, v0) en H , uando n→∞. Además de eso,
d
dt
E
(
un
vn
)
(t)+
1
2
[un,x(0, t)
2 + vn,x(0, t)
2]
+aun,x(0, t)vn,x(0, t) +
Lˆ
0
λ(x) (u2n + v
2
n) dx = 0
donde
E
 un
vn
 (t) = 1
2
[
‖ un(., t) ‖2L2(Ω) + ‖ vn(., t) ‖2L2(Ω)
]
.
Integrando la identidad arriba de 0 a T y usando que 0 < a < 1, se obtiene:
E
 un
vn
 (T ) + (1− a)
2
Tˆ
0
[un,x(0, t)
2 + vn,x(0, t)
2] dt
+
Tˆ
0
Lˆ
0
λ(x) (u2n + v
2
n) dxdt ≤ E
(
un
vn
)
(0). (3.10)
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Claramente,
E
 un
vn
 (T )− E
 un
vn
 (0) −→ E
 u
v
 (T )− E
 u
v
 (0), uando n→∞,
pues S(t)u0,n −→ S(t)u0, donde S(t) es el semigrupo generado por M.
Armamos que podemos extraer una subsuesión de {(un,x(0, t), vn,x(0, t))}n∈N , tal
que
un,x(0, t) ⇀ ux(0, t) en H
−1(0, T ) (3.11)
vn,x(0, t) ⇀ vx(0, t) en H
−1(0, T ), (3.12)
donde ⇀ denota onvergenia débil. En efeto, por (3.6), tenemos que:∥∥∥∥( unvn
)∥∥∥∥2
L2(0,T ;H10 (Ω)×H10 (Ω))
≤ L+ T
3(1− a)
∥∥∥∥( u0,nv0,n
)∥∥∥∥2
H
. (3.13)
Ahora, reesribimos el sistema (3.1) omo
DUnxxx = −Unt −QUnx − λ(x)Un, (3.14)
donde
Un =
(
un
vn
)
, D =
[
1 a
a 1
]
y Q=
[
0 0
0 1
]
.
Por otro lado, omo onseuenia de (3.11), tenemos que
{Unx }n∈N es aotada en L2(0, T ;H) (3.15)
{Unt }n∈N es aotada en H−1(0, T ;H). (3.16)
Luego, de (3.13), (3.14), (3.15) y (3.16) deduimos que {DUnxxx}n∈N es aotada en
H−1(0, T ;H), entones {Un}n∈N es aotada en H−1(0, T ;H3(Ω)×H3(Ω)) también de-
duimos que U = (u, v) ∈H−1(0, T ;H3(Ω) ×H3(Ω)), así para ada t ∈ (0, T ) tenemos
que ux(., t), vx(., t) ∈ H2(Ω) →֒ C([0, L]) entones podemos denir ux(0, t) y vx(0, t)
luego retornando a (3.10) deduimos que
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{un,x(0, t)}n∈N y {vn,x(0, t)}n∈N son aotadas en L2(0, T )
En partiular,
{un,x(0, t)}n∈N y {vn,x(0, t)}n∈N son aotadas en H−1(0, T )
Así, podemos obtener una subsuesión {(un,x(0, t), vn,x(0, t))}n∈N, aún denotada por el
mismo indie n, tal que
un,x(0, t) ⇀ ux(0, t) en H
−1(0, T )
vn,x(0, t) ⇀ vx(0, t) en H
−1(0, T ),
La desigualdad (3.10) arriba garantiza que, nuevamente, podemos extraer una subsue-
sión que será onvergente, en el sentido débil, en L2(0, T ) y juntamente on la disusión
anterior se muestra que
un,x(0, .)⇀ ux(0, t) en L
2(0, T ), uando n→∞ (3.17)
y
vn,x(0, .)⇀ vx(0, t) en L
2(0, T ), uando n→∞. (3.18)
Esto prueba que ux(0, t) y vx(0, t) existen y pertenen a L
2(0, T ). Además de eso,
de (3.10) tenemos
Tˆ
0
[|ux(0, t)|2 + |vx(0, t)|2] dt ≤ limn→∞inf Tˆ
0
[∣∣∣∣∂un(0, t)∂x
∣∣∣∣2 + ∣∣∣∣∂vn(0, t)∂x
∣∣∣∣2
]
≤ 2
(1− a)E
 u0
v0

.
(3.19)
Ahora probaremos la siguiente desigualdad
Lˆ
0
(u20(x) + v
2
0(x))dx ≤ C1(T )
 Lˆ
0
Tˆ
0
(u2 + v2)dtdx+
Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt
+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt
 . (3.20)
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Nuevamente, haremos los álulos para soluiones regulares y onluiremos el resul-
tado por un argumento de densidad. Multipliamos la primera euaión de (3.1) por
(T − t)u, la segunda por (T − t)v e integramos sobre (0, L)× (0, T ). Sumando las dos
identidades, obtenemos
Tˆ
0
Lˆ
0
(T − t) d
dt
(
u2 + v2
2
)
dxdt +
Tˆ
0
Lˆ
0
(T − t)
(
v2
2
)
x
dxdt+
Tˆ
0
Lˆ
0
(T − t)uuxxxdxdt
+
Tˆ
0
Lˆ
0
(T − t)vvxxxdxdt+ a
Tˆ
0
Lˆ
0
(T − t)uvxxxdxdt+
Tˆ
0
Lˆ
0
(T − t)vuxxxdxdt
+
Tˆ
0
Lˆ
0
λ(x)(T − t)(u2 + v2)dxdt = 0.
Como
Tˆ
0
Lˆ
0
(T − t) d
dt
(
u2 + v2
2
)
dxdt=
T
2
Lˆ
0
(u20(x) + v
2
0(x))dx+
1
2
Lˆ
0
Tˆ
0
(u2 + v2)dtdx
Tˆ
0
Lˆ
0
(T − t)
(
v2
2
)
x
dxdt =
Tˆ
0
(T − t)v
2
2
∣∣∣∣∣∣
L
0
dt = 0,
Tˆ
0
Lˆ
0
(T − t)uuxxxdxdt =
Tˆ
0
(T − t)[uuxx |L0 −
Lˆ
0
uxuxxdx]dt
= −
Tˆ
0
(T − t)
 Lˆ
0
(
u2x
2
)
x
dx
 dt
=
1
2
Tˆ
0
(T − t)u2x(0, t)dt,
Tˆ
0
Lˆ
0
(T − t)vvxxxdxdt =
Tˆ
0
(T − t)
vvxx |L0 − Lˆ
0
vxvxxdx
 dt
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= −
Tˆ
0
(T−t)
 Lˆ
0
(
v2x
2
)
x
dx
 dt = 1
2
Tˆ
0
(T−t)v2x(0, t)dt,
Tˆ
0
Lˆ
0
(T − t)uvxxxdxdt =
Tˆ
0
(T − t)
uvxx |L0 − Lˆ
0
uxvxxdx
 dt
= −
Tˆ
0
Lˆ
0
(T − t)uxvxxdxdt,
Tˆ
0
Lˆ
0
(T − t)vuxxxdxdt =
Tˆ
0
(T − t)
vuxx |L0 − Lˆ
0
vxuxxdx
 dt
= −
Tˆ
0
Lˆ
0
(T − t)vxuxxdxdt,
sigue que
T
2
Lˆ
0
(u20(x)+v
2
0(x))dx =
1
2
Lˆ
0
Tˆ
0
(u2+v2)dtdx+
1
2
Tˆ
0
(T − t)(u2x(0, t)+v2x(0, t))dt
−a
Tˆ
0
(T − t)
Lˆ
0
(uxvx)xdxdt
+
Tˆ
0
Lˆ
0
λ(x)(T − t)(u2 + v2)dxdt
=
1
2
Lˆ
0
Tˆ
0
(u2+ v2)dtdx+
1
2
Tˆ
0
(T − t)(u2x(0, t)+ v2x(0, t))dt
+a
Tˆ
0
(T − t) [ux(0, t)vx(0, t)] dt
+
Tˆ
0
Lˆ
0
λ(x)(T − t)(u2 + v2)dxdt.
Conseuentemente,
Lˆ
0
(u20(x) + v
2
0(x))dx ≤
1
T
Lˆ
0
Tˆ
0
(u2 + v2)dtdx+
(1 + a)
T
Tˆ
0
(T − t)(u2x(0, t) + v2x(0, t))dt
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+
2
T
Tˆ
0
Lˆ
0
λ(x)(T − t)(u2 + v2)dxdt
≤ C1(T )
 Lˆ
0
Tˆ
0
(u2 + v2)dtdx+
Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt
+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt
 ,
donde C1(T ) = max
{
1
T
, 2
}
.
Retornando a la notaión original, tenemos
Lˆ
0
(u20,n(x) + v
2
0,n(x))dx ≤ C1(T )
 Lˆ
0
Tˆ
0
(u2n + v
2
n)dtdx+
Tˆ
0
(u2n,x(0, t) + v
2
n,x(0, t))dt
+
Tˆ
0
Lˆ
0
λ(x)(u2n + v
2
n)dxdt
 .
Luego, proediendo omo en la demostraión del Teorema 3.1.1, sigue que
Lˆ
0
(u20(x) + v
2
0(x))dx ≤ C1(T )
 Lˆ
0
Tˆ
0
(u2 + v2)dtdx+
Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt
+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt
 . (3.21)
Lˆ
0
Tˆ
0
u2dxdt ≤
Tˆ
0
 Lˆ
0
12dx

1
2
 Lˆ
0
u4dx

1
2
dt=
√
L
Tˆ
0
‖u‖2L4(Ω)dt
≤ √L
 Tˆ
0
12dt

1
2
 Tˆ
0
‖u‖4L4(Ω) dt

1
2
=
√
LT ‖u‖2L4(0,T ;L4(Ω))
Lˆ
0
Tˆ
0
v2dxdt ≤
Tˆ
0
 Lˆ
0
12dx

1
2
 Lˆ
0
v4dx

1
2
dt=
√
L
Tˆ
0
‖v‖2L4(Ω)dt
≤ √L
 Tˆ
0
12dt

1
2
 Tˆ
0
‖v‖4L4(Ω) dt

1
2
=
√
LT ‖v‖2L4(0,T ;L4(Ω))
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entones ahora tenemos :
Lˆ
0
(u20(x)+v
2
0(x))dx ≤ C˜1(T )
‖u‖2L4(0,T ;L4(Ω)) + ‖v‖2L4(0,T ;L4(Ω)) +
Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt
+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt
 . (3.22)
Con el objetivo de probar (3.9) es suiente probar que para ualquier T > 0 existe
una onstante C = C(T ) tal que
‖u‖2L4(0,T ;L4(Ω))+‖v‖2L4(0,T ;L4(Ω)) ≤ C

Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt
+ ‖u0‖2H−3(Ω) + ‖v0‖2H−3(Ω)
}
. (3.23)
Demostraremos esto por ontradiión. Supongamos que (3.23) no se umple en-
tones, existe una suesión de soluiones {(un, vn)}n∈N del sistema (3.1)-(3.2), donde
(un, vn) ∈ L∞(0, T ;L2(Ω)× L2(Ω)) ∩ L2(0, T ;H10(Ω)×H10 (Ω)), tal que:
‖un‖2L4(0,T ;L4(Ω))+‖vn‖2L4(0,T ;L4(Ω)) >n

Tˆ
0
(un,
2
x(0, t) + v
2
n,x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2n + v
2
n)dxdt
+ ‖u0,n‖2H−3(Ω) + ‖v0,n‖2H−3(Ω)
}
.
(3.24)
Denamos
σn :=
(
‖un‖2L4(0,T ;L4(Ω)) + ‖vn‖2L4(0,T ;L4(Ω))
) 1
2
y onsideremos  φn(x, t)
ψn(x, t)
 = 1
σn
 un(x, t)
vn(x, t)

;∀n ∈ N
(3.25)
(φn, ψn) es soluión del sistema (3.1)-(3.2) on ondiión iniial φn(x, 0) =
1
σn
un(x, 0)
y ψn(x, 0) =
1
σn
vn(x, 0) luego tenemos que
‖φn‖2L4(0,T ;L4(Ω)) + ‖ψn‖2L4(0,T ;L4(Ω)) = 1 (3.26)
por (3.24) tenemos que:
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limn→∞
 Tˆ
0
(φn,
2
x(0, t) + ψ
2
n,x(0, t))dt+
+
Tˆ
0
Lˆ
0
λ(x)(φ2n + ψ
2
n)dxdt+ ‖φ0,n‖2H−3(Ω) + ‖ψ0,n‖2H−3(Ω)
 = 0
(3.27)
por (3.27), (3.26), (3,23) y (3.22) las suesiones
{φn(x, 0)}n∈Ny {ψn(x, 0)}n∈N son aotadas en L2(Ω), (3.28)
luego por (3.13)
{φn}n∈N y {ψn}n∈N son aotadas en L2(0, T ;H10 (Ω)), (3.29)
por (3.4)
{λφn}n∈N y {λψn}n∈N son aotadas en L∞(0, T ;L2 (Ω)), (3.30)
por (3.28) y (3.29) tenemos que
las suesiones {φn,t}n∈N y {ψn,t}n∈N son aotadas en L2(0, T ;H−2(Ω)) (3.31)
y wn,t satisfae
wn,t = −Qwn,x −Dwn,xxx − F (x)wn en D′(0, T ;H−2(Ω)×H−2(Ω))
donde
wn =
 φn
ψn
 D =
 1 a
a 1

, Q =
 0 0
0 1

y F (x) = λ(x)I.
Ahora demostraremos que:
Existe s > 0 tal que {φn}n∈N y {ψn}n∈N son aotados en L4 (0, T ;Hs (Ω)) y se umple
que la inmersión Hs(Ω) →֒ L4(Ω) es ompata.
En efeto, omo {φn}n∈N y {ψn}n∈N son aotadas en L2(0, T ;H10 (Ω))∩L∞ (0, T ;L2(0, L))
por interpolaión podemos deduir que {φn}n∈N y {ψn}n∈N es aotado en
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[L2(0, T ;H10 (Ω)), L
q (0, T ;L2(Ω))]θ = L
4 (0, T ; [H10 (Ω) , L
2 (Ω)]θ)
donde
1
4
=
1− θ
2
+
θ
q
y 0 < θ < 1. Por Lions−Magenes [12] sabemos que
[H10 (Ω) , L
2 (Ω)]θ = H
s
0 (Ω) si s = 1− θ 6=
1
2
y por el Teorema de Rellih-Kondrahov obtenemos que
Hs (Ω) →֒
c
L4 (Ω) si
1
4
>
1
2
− s
1
, on 2s < 1
esto es
1
2
> s >
1
4
y onseuentemente
1
2
< θ <
3
4
. Eligiendo q = 8 y θ =
2
3
, la
armaión sigue on s =
1
3
:
[H10 (Ω) , L
2 (Ω)] 2
3
= H
1
3
0 (Ω) = H
1
3 (Ω)(pues si s ≤ 1
2
entones Hs0(Ω) = H
s(Ω))
y la inmersión H
1
3 (Ω) →֒ L4 (Ω) es ompata. Luego usando (3.31) tenemos que
{φn}n∈N y {ψn}n∈N perteneen y estan aotadas en
℘ =
{
w ∈ L4
(
0, T ;H
1
3 (0, L)
)
;
dw
dt
∈ L2 (0, T ;H−2 (Ω))
}
.
Entones por el Lema de Aubin-Lions, podemos extraer una subsuesión de {(φn, ψn)}n∈N
que seguiremos denotando por el mismo indie n, tal que
(φn, ψn) −→ (φ, ψ) fuertemente en L4(0, T ; [L4 (Ω)]2) uando n→∞, (3.32)
(φn, ψn) ⇀ (φ, ψ) en L
2(0, T ; [H10 (Ω)]
2
) uando n→∞, (3.33)
(φn, ψn) ⇀ (φ, ψ) en L
2(0, T ; [H−2(Ω)]2) uando n→∞, (3.34)
entones por (3.26) tenemos que:
‖φ‖2L4(0,T ;L4(Ω)) + ‖ψ‖2L4(0,T ;L4(Ω)) = 1 (3.35)
y usando
0 = limn→∞
 Tˆ
0
(φn,
2
x(0, t) + ψ
2
n,x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(φ2n + ψ
2
n)dxdt
+ ‖φ0,n‖2H−3(Ω) + ‖ψ0,n‖2H−3(Ω)
]
≥
Tˆ
0
(φ2x(0, t) + ψ
2
x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(φ2 + ψ2)dxdt+ ‖φ0‖2H−3(Ω) + ‖ψ0‖2H−3(Ω) .
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Tenemos que λ(x)φ2 ≡ 0 , λ(x)ψ2 ≡ 0 en (0, T )× (0, L) , φx(0, t) = 0, ψx(0, t) = 0
en (0, T ) y φ(x, 0) = 0, ψ(x, 0) = 0
y el límite φ y ψ resuelve el siguiente sistema.

φt + φxxx + aψxxx + λ(x)φ = 0
ψt + ψx + ψxxx + aφxxx + λ(x)ψ = 0
on ondiiones de frontera
φ (0, t) = φ (L, t) = 0
ψ (0, t) = ψ (L, t) = 0
φx (L, t) = ψx (L, t) = 0
y ondiiones iniiales
φ(x, 0) = 0, ψ(x, 0) = 0
en (0, L) × (0, T ), entones φ ≡ ψ ≡ 0 (pues (φ, ψ) = S(t)(φ0, ψ0)) esto ontradie
(3.35) y entones (3.23) tiene que ser válido.

Teorema 3.2.1 Sea U=(u, v) la soluión del problema (3.1)-(3.2) obtenido en el teo-
rema 3.1.1. Sea 0 < T <∞, si
ux(0, t) = vx(0, t) = 0 y u ≡ v ≡ 0 en ω × (0, T )
entones u, v ∈ L2(0, T ;H3(0, L)) ∩H1(0, T ;L2(0, L)) y además u ≡ v ≡ 0.
Demostraión.-
Sea U0 = (u0, v0) ∈ H , w = ut y z = vt entones:
w0(x) = w(x, 0) =ut(x, 0) = −uxxx(x, 0)− avxxx(x, 0)− λ(x)u(x, 0) ∈ H−3(Ω) ,
z0(x) = z(x, 0) = vt(x, 0) = −vx(x, 0)− vxxx(x, 0)− auxxx(x, 0)− λ(x)v(x, 0) ∈ H−3(Ω)
Por otro lado, si ux(0, t), vx(0, t), λ(x)u y λ(x)v se anulan entones wx(0, t) = 0,
zx(0, t) = 0, λ(x)w = 0 y λ(x)z = 0 y omo (w, z) satisfae el problema (3.1)−(3.2) por
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el Lema 3.2.1 tenemos que (w0, z0)∈ H entones (w, z) ∈ C([0, T ];H)∩L2(0, T ;H10(Ω)×
H10 (Ω)) y omo
uxxx + avxxx = −ut − λ(x)u ∈ L2(0, T ;L2(Ω)),
vxxx + avxxx = −vt − vx − λ(x)u ∈ L2(0, T ;L2(Ω)).
Entones (u, v) ∈ L2(0, T ;H3(Ω)×H3(Ω))∩H1(0, T ;H) y por la Propiedad de Con-
tinuaión Únia (Teorema 1.10.1.) obtenemos que (u, v) ≡ 0.

Teorema 3.2.2 Sean λ = λ(x) que satisfae (3.2) y z = (u, v) la soluión del problema
(3.1) obtenida en el Teorema 3.1.1. Entones, existen onstantes C > 0 y µ > 0, tales
que
E(t) ≤ CE(0)e−µt , ∀t ≥ 0.
Demostraión.-
Para obtener el deaimiento exponenial, debemos mostrar que, para T > 0 jo, existe
una onstante positiva C3, tal que la desigualdad
‖u0‖2L2(Ω) + ‖v0‖2L2(Ω) ≤ C3
 Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt

(3.36)
se umple.
Por (3.20) para obtener (3.36) es suiente demostrar la desigualdad
Lˆ
0
Tˆ
0
(u2 + v2)dtdx ≤ C
 Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt

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(3.37)
para algún C > 0 onstante independiente de u y v. Haremos esto por ontradiión.
Supongamos que (3.37) no se umpla. Entones, existe una suesión de soluiones
{(un, vn)}n∈N de (3.1)-(3.2), tal que zn = (un, vn) ∈ C([0, T ];H) ∩ L2(0, T ;H10(Ω) ×
H10 (Ω)), tal que
‖ (un, vn) ‖2L2(0,T ;H)> n
 Tˆ
0
(u2n,x(0, t) + v
2
n,x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2n + v
2
n)dxdt

.
Entones
limn→∞
‖ un ‖2L2(0,T ;L2(Ω)) + ‖ vn ‖2L2(0,T ;L2(Ω))
Tˆ
0
(u2n,x(0, t) + v
2
n,x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2n + v
2
n)dxdt
=∞.
(3.38)
Tomemos σ2n =‖ un ‖2L2(0,T ;L2(Ω)) + ‖ vn ‖2L2(0,T ;L2(Ω)) y wn =
1
σn
(un, vn). Entones,
wn resuelve el problema (3.1)-(3.2) on ondiión iniial
1
σn
zn(x, 0). Además de eso,
‖ wn ‖L2(0,T ;H)= 1.
(3.39)
De (3.38), también tenemos que
limn→∞
Tˆ
0
|wn,x(0, t)|2dt+
Tˆ
0
Lˆ
0
λ(x) |wn(x, t)|2 dxdt = 0.
Por otro lado, de (3.20) se obtiene:
Lˆ
0
|wn(x, 0)|2 dx ≤ C1(T )
1 + Tˆ
0
|wn,x(0, t)|2dt+
Tˆ
0
Lˆ
0
λ(x) |wn(x, t)|2 dxdt

,
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Luego existe una onstante C(T ) = C> 0, tal que
‖ wn(., 0) ‖H≤ C.
(3.40)
Por (3.4) la suesión {wn}n∈N satisfae
‖ wn(., t) ‖2H≤‖ wn(., 0) ‖2H ,
‖ wn(., t) ‖H≤ C. (3.41)
Además, de (3.7 ) deduimos que
Tˆ
0
‖ wn(., t) ‖2H10 (Ω)×H10 (Ω) dt ≤ C(T ) ‖ wn(., 0) ‖
2
H≤ C(T )C, ∀n ∈ N,
o sea,
‖ wn ‖2L2(0,T ;H10 (Ω)×H10 (Ω))≤ C(T )C . (3.42)
Por otro lado, para ada n, wn satisfae la identidad
wn,t = −Qwn,x −Dwn,xxx − F (x)wn en D′(0, T ;H−2(Ω)×H−2(Ω))
donde
D =
 1 a
a 1

, Q =
 0 0
0 1

y F (x) = λ(x)I.
Luego las, estimativas (3.39) y (3.42) nos dien que:
{wn,t}n∈N es aotada en L2(0, T ;H−2(Ω)×H−2(Ω)). (3.43)
También tenemos que (3.39), (3.42) y (3.43) junto on el Lema de Aubin-Lions, nos
garantizan que existe una subsuesión de {wn}n∈N, que denotaremos por {wn}n∈N, tal
que
wn −→ w en L2(0, T ;H), uando n→∞ (3.44)
wn ⇀ w en L
2(0, T ;H10(Ω)×H10 (Ω)), uando n→∞ (3.45)
wn,t ⇀ wt en L
2(0, T ;H−2(Ω)×H−2(Ω)), uando n→∞. (3.46)
Luego, omo
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‖ wn ‖L2(0,T ;H)= 1,
y ∣∣∣‖wn‖L2(0,T ;H) − ‖w‖L2(0,T ;H)∣∣∣ ≤‖ wn − w ‖L2(0,T ;H)−→ 0, uando n→∞,
entones
‖ w ‖L2(0,T ;H)= 1. (3.47)
Las onvergenias (3.44), (3.45) y (3.46) también nos garantizan que
0 = limn−→∞inf
 Tˆ
0
|wn,x(0, t)|2 dt+
Tˆ
0
Lˆ
0
λ(x) |wn(x, t)|2 dxdt

≥
Tˆ
0
|wx(0, t)|2 dt+
Tˆ
0
Lˆ
0
λ(x) |w(x, t)|2 dxdt,
o sea,
Tˆ
0
|wx(0, t)|2 dt+
Tˆ
0
Lˆ
0
λ(x) |w(x, t)|2 dxdt = 0.
Entones, λ(x) [w(x, t)]2 ≡ 0 en (0, T )× (0, L) y wx(0, t) = 0 en (0, T ) . En partiular,
w ≡ 0 en ω × (0, T ) y w es soluión (débil) de
wt +Qwx +Dwxxx + λ(x)w = 0 .
observamos que nos enontramos en las ondiiones del Teorema 3.2.1 entones dedui-
mos que w ≡ 0 en todo o onjunto (0, L) × (0, T ) , lo que ontradie (3.47). Conse-
uentemente, (3.37) es válido, lo que implia que (3.36) se veria.
Ahora podemos onluir la demostraión del Teorema 3.2.2. Pues tenemos que
multipliando la desigualdad (3.10) por 1 +
C3
1− a , on C3 dada en (3.36) se obtiene(
1 +
C3
1− a
)[
‖ u(., T ) ‖2L2(Ω) + ‖ v(., T ) ‖2L2(Ω)
]
≤
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≤
(
1 +
C3
1− a
)‖ u0 ‖2L2(Ω) + ‖ v0 ‖2L2(Ω) −2
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt
+(a− 1)
Tˆ
0
(u2x(0, t) + v
2
x(0, t)) dt
.
Usando (3.36), el lado dereho de la desigualdad arriba puede ser estimado omo
(
1 +
C3
1− a
)[
‖ u(., T ) ‖2L2(Ω) + ‖ v(., T ) ‖2L2(Ω)
]
≤
≤C3
 Tˆ
0
(u2x(0, t) + v
2
x(0, t))dt+
Tˆ
0
Lˆ
0
λ(x)(u2 + v2)dxdt

+
C3
1− a
[
‖ u0 ‖2L2(Ω) + ‖ v0 ‖2L2(Ω)
]
−2
(
1 +
C3
1− a
) Tˆ
0
Lˆ
0
λ(x)(u2+v2)dxdt
+(a− 1− C3)
Tˆ
0
(u2x(0, t) + v
2
x(0, t)) dt
=
C3
1− a
[
‖ u0 ‖2L2(Ω) + ‖ v0 ‖2L2(Ω)
]
+
(
C3 − 2
(
1 +
C3
1− a
)) Tˆ
0
Lˆ
0
λ(x)(u2+v2)dxdt+(a−1)
Tˆ
0
(u2x(0, t) + v
2
x(0, t)) dt.
Como 0 < a < 1, tenemos que 1− 2
1− a < −1 y onseuentemente,
C3
(
1− 2
1− a
)
< −C3
Así, (
C3 − 2
(
1 +
C3
1− a
))
< 0
y(
1 +
C3
1− a
)[
‖ u(., T ) ‖2L2(Ω) + ‖ v(., T ) ‖2L2(Ω)
]
≤ C3
1− a
[
‖ u0 ‖2L2(Ω) + ‖ v0 ‖2L2(Ω)
]
,
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o sea,[
‖ u(., T ) ‖2L2(Ω) + ‖ v(., T ) ‖2L2(Ω)
]
≤
(
C3
1− a+ C3
)[
‖ u0 ‖2L2(Ω) + ‖ v0 ‖2L2(Ω)
]
,
así
E(T ) ≤ γE(0)
donde γ :=
C3
1− a+ C3 ∈ (0, 1).
La propriedad de semigrupo asoiada al modelo nos da la onlusión del teorema. En
efeto, omo
E(kT ) ≤ γkE(0), ∀k ∈ Z+,
y
E(t) ≤ E(kT ), para kT ≤ t ≤ (k + 1)T,
luego onluímos que
E(t) ≤ E(kT ) ≤ γkE(0)≤ γ tT −1E(0) ≤ 1
γ
E(0)e[
lnγ
T ]t
,
esto es,
E(t) ≤ CE(0)e−µt,
donde C =
1
γ
y µ = −
[
lnγ
T
]
t.

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Conlusiones
1. Si λ ∈ L∞ (Ω), λ(x) ≥ λ0 > 0 asi siempre en ω siendo ω un subonjunto abierto no
vaio de Ω entones existe una únia soluión del sistema (3.1)-(3.2) y el deaimiento
exponenial se umple para todos los valores de L.
2. Si λ ∈ L∞ (Ω), λ(x) > 0 en Ω entones también existe una únia soluión del sistema
(3.1)-(3.2) y el deaimiento exponenial se umple para todos los valores de L.
Observaiones
1. Cuando a = 0 podemos trabajar indivualmente on las euaiones de (3.1) para
probar la existenia y el deaimiento exponenial.
2. Cuando a = 1 podemos probar la existenia y uniidad de soluión pero no podemos
probar el deaimiento exponenial de el sistema (3.1).
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