One such example is travel time inversion, that can for example be used to 5 map the internal velocity structure of the earth, based on recordings of the 6 arrival times of certain seismic phases generated as part of e.g. an earth-7 quake. Another example of a tomographic data set, is that obtained by 8 measuring the travel time delay of a seismic or electromagnetic wave trav-9 elling between a source and a receiver. Given such a set of observed travel 10 time data the tomographic inverse problem consists of inferring information 11 about the velocity around and in-between the sources and receivers. It is this 12 latter problem that we will address here using the SIPPI toolbox, which is a 
15
We will specifically address the problem of first arrival travel time inver-16 sion using crosshole ground-penetrating radar (GPR) data. Such travel time 17 data are sensitive to the subsurface variations in electromagnetic wave veloc-18 ity, that is related to the dielectric permittivity, which is strongly influences 19 by water moisture, Topp et al. (1980) . Inversion of such travel time data 20 thus has the potential to map subsurface moisture content.
21
For linear or weakly non-linear inverse problems least squares based meth-
22
ods are widely applied. Deterministic least squares methods is presented by 23 2 e.g. Menke (1989) , while a probabilistic approach is given by e.g. Tarantola   24 and Valette (1982) and Tarantola (2005) .
25
A probabilistic approach to linear travel time tomography, based on se- 
51
Here we will demonstrate the use of the SIPPI Matlab toolbox for solving 52 the crosshole traveltime tomography inverse problem in a probabilistic frame-53 work. Initially we will briefly describe the theory describing different linear 54 and non-linear solutions to the forward problem of computing the travel time 55 delay between a propagating wave traveling between a source and a receiver.
56
Then we will demonstrate how these forward models can be utilized with 57 SIPPI. We will then make use of a reference data set obtained at Arrennaes,
58
North Sealand, Denmark, to demonstrate all the inversion methods available 
Theory, first arrival travel time computation

63
The travel time delay of a propagating wave between a source and a 64 receiver can be defined in a number of ways. We will consider methods 65 based on the eikonal equation, 1st order sensitivity kernels and the Born 66 approximation. 
Forward models based on 1st order sensitivity kernels
80
The travel time d between a source and a receiver can be given by
where m(x) is the velocity field in which the signal travels. 
130
The observed data are first arrival times of electromagnetic waves propa-
131
gating from a source location in one borehole to a receiver location in another 132 borehole. Thus, the forward problem consists of estimating the travel time 133 delay caused by the subsurface velocity field, given the recording geometry.
134
The inverse problem is then to infer information about the subsurface velocity 135 structure.
136
The subsurface at Arrenaes consists mostly of sand, with various degree 
149
[ Figure 1 propagating wave. Therefore this frequency must be set as forward.freq.
233
The frequency must be specified in the inverse unit of the observed travel 234 time data given in data{id}.d obs.
235
As an example of choosing the fat type forward model in a non-linear 236 formulation using a wavelet frequency of 0. A sample of the corresponding a priori model can then be generated and 277 visualized using sippi plot prior sample(prior) as shown in Figure 2a .
278
[ Figure 2 about This will cause the extended Metropolis sampler to run for 500000 iterations.
283
The currently visited model will be saved to disk for every 250 iterations as 
320
Once the extended Metropolis sampler has finished a number of plots for 321 quality control can be generated using sippi plot posterior. First a figure   322 visualize a sample of the a posteriori pdf, as in Figure 2a . Second, a figure   323 shows the acceptance ratio and step length as a function of iteration number, the current model at iteration 500000 and the models close to iteration num-342 ber 500000 is close to 1, and such models are not statistically independent.
343
However, in a number of iterations away from the last considered model, the The maximum a posteriori likelihood L max is set to 1, if not, as here, specif- cepted models using the extended Metropolis algorithm as considered above.
357
The log-likelihood distribution of a posteriori accepted models is in the inter- be sampled using least squares, kriging through error simulation or direct se-376 quential simulation. Here we will consider using classical least squares type 377 inversion, using lsq type='lsq'. We will use exactly the same specification
378
of the a priori model and the data model as used above.
379
To solve the linear Gaussian inverse problem using least squares type It is difficult to see any large difference between realizations from the a poste-383 riori pdf using the three different types of forward models. Therefore Figure   384 8 shows the three a posteriori mean models, considering the a) ray, b) fat, c)
385
and born type forward model, which demonstrates that on average there is a 386 difference between the solutions obtain with these different forward choices. 
2D non-linear inversion -AM24
389
We now consider the 2D data recorded between borehole AM2 and AM4, 390 perpendicular to the data set recorded between borehole AM1 and AM3.
391
We make the same assumptions about the a priori and the forward model as 
3D inversion using a Gaussian a priori model -AM1234
408
Setting up an inversion using 3D data and a 3D parametrization of the The a priori model is identical to the one used above, except that a 3D 412 parametrization needs to be specified. We also make use of a larger pixel size of the corresponding prior master structure.
447
A sample of this a priori model is shown in Figure 12a . It is apparent that 448 allowing variability in the ranges, determines an a priori model with much 449 more a priori variability as compared to when the ranges is kept constant.
450
We now make use of the extended Metropolis sampler to sample the a ranges is inferred as part of the inversion.
471
As the number of considered observed data increase so does the resolution,
472
which is seen as the differences between the a posteriori realizations become Step length and acceptance rate of the Metropolis algorithm during the first 3000 iterations.
38
Figure 5: Distribution of the difference between observed traveltime data and the traveltime data associated to 10 realizations of the a posteriori pdf. 
