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Vision Lab in Department of Electrical and Computer Engineering, Old Dominion University,
Norfolk, VA 23529
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ABSTRACT
One of the most challenging problems encountered in deep learning-based brain tumor segmentation models is the
misclassification of tumor tissue classes due to the inherent imbalance in the class representation. Consequently, strong
regularization methods are typically considered when training large-scale deep learning models for brain tumor
segmentation to overcome undue bias towards representative tissue types. However, these regularization methods tend
to be computationally exhaustive, and may not guarantee the learning of features representing all tumor tissue types
that exist in the input MRI examples. Recent work in context encoding with deep CNN models have shown promise
for semantic segmentation of natural scenes, with particular improvements in small object segmentation due to
improved representative feature learning. Accordingly, we propose a novel, efficient 3DCNN based deep learning
framework with context encoding for semantic brain tumor segmentation using multimodal magnetic resonance
imaging (mMRI). The context encoding module in the proposed model enforces rich, class-dependent feature learning
to improve the overall multi-label segmentation performance. We subsequently utilize context augmented features in
a machine-learning based survival prediction pipeline to improve the prediction performance. The proposed method
is evaluated using the publicly available 2019 Brain Tumor Segmentation (BraTS) and survival prediction challenge
dataset. The results show that the proposed method significantly improves the tumor tissue segmentation performance
and the overall survival prediction performance.
Keywords: Brain tumor segmentation, convolutional neural network, context encoding, multimodal magnetic
resonance imaging, survival prediction
1. INTRODUCTION
Gliomas are the most common primary brain tumor in adults. These tumors originate from glial cells and infiltrate
surrounding tissues. Brain tumors have different degrees of aggressiveness, variable prognosis and various
heterogeneous histological sub-regions, i.e., peritumoral edematous/invaded tissue, necrotic core, active and nonenhancing core [1]. Even under treatments, the median survival period of patients diagnosed with the most aggressive
form of brain tumor still remains two years or less [2]. The accurate brain tumor segmentation is important not only
for treatment planning, but also for follow-up evaluation [3]. However, manual tumor segmentation is tedious, timeconsuming and suffers from the inter- and intra-reader variability. Consequently, computer-aided diagnosis and
automatic brain tumor segmentation is needed to address these needs. Magnetic resonance imaging (MRI) is a noninvasive technique, which offers good soft tissue contrast and very useful to assess gliomas by radiologist in clinical
practice [4]. Due to the nature and appearance of brain tumors, a single MRI sequence is insufficient to capture all
abnormal tissues in tumors. Mulrimodal MRI (mMRI) sequences are employed for diagnosing and delineating brain
tumor segmentation in current clinical routine. The sequences usually include T1-weighted MRI (T1), T1-weighted
MRI with contrast enhancement (T1ce), T2-weighted MRI (T2), and T2-weighted MRI with fluid-attenuated
inversion recovery (T2-FLAIR) [4]. However, the mMRI intensity-based brain tumor segmentation is still a
challenging task. Appearance of brain tumor vary widely in term of size, location, and shape across patients.
Each mMRI modality has different biological information, and they must be aligned properly [2]. Figure 1 shows an
example of high-grade glioma.
Due to the drawbacks of manual brain tumor segmentation, semi/fully-automatic brain tumor segmentation is required.
The automatic brain tumor segmentation method can be generally categorized as four groups, threshold-based, regionbased, model-based method, and pixel-based [5]. Gibbs et al. introduced an unsupervised method for enhancing tumor
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segmentation from T1ce images. The method requires applying an intensity threshold to a manually selected region
of intensity, and segmenting image objects that have different intensity from surroundings [6]. The threshold-based
method is simple and computationally fast, but it has limited applicability to tumor sub-regions. Region-based methods
include region growing and watershed segmentation. Kaus et al. implemented a region growing tumor segmentation
method which divides an image into different tissue classes based on signal intensity value [7]. Cates et al. proposed
a watershed based brain tumor segmentation in [8]. Even though region-based method is simple and capable to
correctly segment regions that have similar properties, noise and intensity inhomogeneity can result in oversegmentation. Level set is a kind of model-based method. Xie et al. developed a hybrid level set brain tumor
segmentation method driven by region and boundary information simultaneously [9]. The expensive computation and
wrong boundary converge in case of intensity inhomogeneity are two main disadvantages of using model-based
method.

Figure 1. An example of patient with high grade glioma (HGG). From left to right: T2-FLAIR image overlaid with ground
truth, T1 image overlaid with ground truth, T1ce image, and T2 image laid with ground truth. Color code: brown for edema,
light blue for necrotic, and green for enhancing tumor.
Pixel-based method is widely used for brain tumor segmentation. These methods consider segmentation as a
classification problem. The conventional machine learning based methods use different types of classifiers such as
support vector machine (SVM), random forest (RF), etc. Bauer et al. proposed a fully automatic brain tumor
segmentation using SVM classification in combination with hierarchical conditional random field regularization [10].
RF classifier is also used for tumor segmentation [11-14]. For these conventional feature-based machine learning
methods, hand-crafted feature extraction is very challenging. In recent years, deep learning methods [15] have been
successfully used for tumor segmentation in 2D patch [3] and 3D volume [16] at cost of expensive computation.
Inspired by UNet [17] and context encoding model [18], this work uses the context encoding for brain tumor
segmentation. In addition, we use the front-end of the network to extract high-dimensional features, then apply a
regular machine learning method to these features for overall survival prediction.

2. RELATED WORK
Context encoding network (EncNet) is proposed for semantic segmentation [18]. The EncNet captures global context
information. Semantic error (SE) loss considers big and small objects equally. In brain tumor segmentation, data
imbalance is a challenge that may result in underfitted model.
UNet architecture is widely used for medical image segmentation [17]. It consists of encoding and decoding paths. In
the encoding path, each block has 3x3 convolution layer, followed by a rectified linear unit (ReLU) and 2x2 max
pooling layer. After each block in encoding path, the feature map channel is typically doubled, and size shrinks as
half. In the decoding path, it has similar structure as in encoding path, but with opposite operation. The channel of
feature map is typically shrunk as half, but double its size.
In this work, we propose a novel network for brain tumor segmentation that utilizes the advantages of UNet, and also
overcomes data bias using context encoding module. We refer the network as Enc-UNet. Further, to reduce
computation cost and save graphics processing unit (GPU) memory, there is no skip connection between encoding
and decoding part.
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3. METHODS
3.1 Context encoding module
In a convolutional neural network (CNN), the high dimensional feature maps contain rich information. Encoding layer
captures the global sematic context features of the scene and outputs the residual encoders with rich contextual
information. In a recent work, a set of scaling factors are predicted to selectively highlight the class-dependent feature
maps to utilize the context [18]. In training phase, the model is adjusted according to the difference between
segmentation prediction from the ground truth. To regularize the training of context encoding module, we use a
semantic encoding loss (SE-loss) to force the network understanding the global context information. To calculate the
SE-loss, we construct another fully connected layer with sigmoid activation function upon the encoding layer, so that
predict object classification in the image [18].

3.2 Enc-UNet
The framework for Enc-UNet is shown in Figure 2.
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Figure 2. Overview of the proposed Enc_UNet method.

Given an input image, it is down-sampled in encoding part. The dense feature maps convert to fully connected (FC)
feature in context encoding part. One branch of the FC features forms the SE-loss to regularize the model. Another
branch generates the selectively highlighted class-dependent feature maps. In decoding phase, the refined feature map
is up-sampled for classification. EN, TC, and WT represent segmentation of enhancing tumor, tumor core, and whole
tumor, respectively. To keep global context information, we empirically crop all images with size as 160x192x128.
We believe the size is large enough to keep all relevant information. The batch size is set as 1 as input data is large.
The loss function is computed as

 ܮൌ ܮௗ  ܮ௦ , where ܮௗ is a dice loss applied to the decoder prediction output
ܮ௦ is the semantic loss. The network architecture details are listed in Table 1.

to compare with the ground truth, and

Table 1. Enc-Unet architecture details. Conv is for convolutional layer. BN is for batch normalization, and FC is for
fully connected layer.

Name

Ops

Output size

Input

-

1x4x160x192x128

En-block1

Conv (4), BN, ReLU, Conv (12), BN, ReLU, Maxpooling

1x12x80x96x64

En-block2

Conv (12), BN, ReLU, Conv (24), BN, ReLU, Maxpooling

1x24x40x48x32

En-block3

Conv (24), BN, ReLU, Conv (48), BN, ReLU, Maxpooling

1x48x20x24x16

Context

Conv (96), BN, ReLU, FC (48)

1x48x1x1x1
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SE-loss

FC (3)

1x3

De-block3

Conv (48), BN, ReLU, Conv (24), BN, ReLU, interpolation

1x24x40x48x32

De-block2

Conv (24), BN, ReLU, Conv (12), BN, ReLU, interpolation

1x12x80x96x64

De-block1

Conv (12), BN, ReLU, Conv (3), BN, ReLU, interpolation

1x3x160x192x128

output

-

1x3x160x192x128

4.

DATA

In the experiments, mMRI data are obtained from the 2019 BraTS [1, 2, 19, 20] challenge. The training, validation,
and testing data consists of 335, 125, and 166 cases, respectively.

The training data contains 259 cases with high

grade glioma (HGG) brain tumors, and 76 cases with low grade glioma (LGG) brain tumors. All modality sequences
are co-registered, skull-stripped, denoised, and bias corrected [20]. Ground truth is also provided in the 2019 BraTS
data. Each case has mMRI with size 240x240x155 for each image modality [20]. Tumor is categorized as three subregions: enhancing tumor (ET), tumor core (TC), and whole tumor (WT). TC consists of ET and peritumoral edema
(ED), and WT is made up of TC and necrotic (NC). Note that only ground truth of training data is available for public.
We train the proposed model using training data, then online evaluate using validation data, and finally apply to testing
data for competition.

5. EXPERIMENTS
We implement the proposed deep neural network using PyTorch 1.0 and implement the code on high-performance
cluster with Nvidia V-100 GPU.

5.1 Pre-processing and augmentation
All mMRIs are pre-processed as follows: co-registered, skull-stripped, denoised and bias corrected

following BraTS

protocol [20]. However, the intensity of MRI still widely varies across patients, which impacts the tumor segmentation
performance using intensity-based deep learning method. Therefore, intensity normalization is required before
applying our proposed method. We normalize all input images to have zero mean and unit standard deviation based
on brain region only. An example of intensity normalization is shown in

Error! Reference source not found..

Figure 3. A case for intensity normalization. Top row: original images. Bottom row: normalized images. From
left to right: T2-FLAIR, T1, T1ce, and T2 image.

0.9~1.1) on input image channels

In order to generate synthetic image samples, we apply intensity shift and scale (
for data augmentation.
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5.2 Batch size and loss function

We empirically crop all images with size as 160x192x128. The loss function consists of 2 terms:
    , ,
(1)
where  is a dice loss applied to the decoder prediction output to compare with the ground truth. Dice loss is
computed as:
(2)
     ,
where is dice similarity coefficient [21]. The is defined as,
    ,
(3)
where TP, FP and FN are the numbers of true positive, false positive and false negative, respectively.
5.3 Optimization

We use Adam optimizer [22] with initial learning rate of
gradually reduced by following:

  0.001

in training phase, and the learning rate (  ) is
(4)



   ∗   . ,

where  is epoch counter, and  is a total number of epochs in training.
6. RESULTS

The proposed Enc-UNet model is evaluated using brain tumor mMRI data obtained from the 2019 BraTS [1, 20]
challenge datasets. The DSC and loss changes in training is shown in Figure 4. It is shown that the training loss drops
from 0.9489 down to 0.1076, and the average DSC is ~0.844. In addition, we also implement UNet with variational
auto-encoder regularization, known as UNet-VAE [16]. We compared the loss and training average DSC between
Enc-UNet and UNet-VAE in Figure 4. Figure 5 shows an example comparison between segmentation using the
proposed method and the corresponding ground truth.
The following post-processing steps are implemented following the segmentation steps. The performance of Dice
Score Coefficient (DSC), and Hausdroff distance with and without post-processing are shown in Table 2. In Testing
phase, there are 166 cases without grading information. The online evaluation shows that the average DSC
in testing phase is better than that of in validation phase.
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Figure 4. Comparison of loss and DSC changes in training.
Left: loss changes, right: DSC changes.
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Figure 5. Comparison between tumor segmentation using the proposed method and ground truth.
Top row: T1ce image overlaid with ground truth, and bottom row: T1ce image overlaid with our
segmentation. From left to right: axial view, sagittal view, and coronal view, respectively.

Table 2. 2019 BraTS validation and testing online evaluation.

DSC

2019 BraTS

Hausdorff (mm)

ET

WT

TC

ET

WT

TC

0.69595

0.89563

0.79531

5.99258

6.92109

8.19885

With Post-processing

0.74895

0.89478

0.79669

3.84836

5.86472

7.90552

2019 BraTS Testing

0.8133

0.8867

0.84031

2.22904

4.78833

4.14805

validation

Without postprocessing

We use two different methods for survival prediction: hand-crafted feature-based and feature fusion-based. For handcrafted feature-based method, we use conventional machine learning based method to extract texture features, such as
gray level co-occurrence matrix (GLCM). For the feature fusion-based method, we fuse the hand-crafted features with
high dimensional features by CNN. After feature extraction, feature selection is applied, then followed by linear
regression for survival prediction is obtained. In the both cases, age is used as an additional feature. We applied both
methods to the 2019 BraTS validation dataset, and the performance is reported in Table 3. The performance
comparison shows promising performance by using feature fusion-based method which provides a higher accuracy
and less mean square error (MSE). Note this survival prediction result is currently among the top three groups as
posted on the 2019 BraTS competition web (https://www.cbica.upenn.edu/BraTS19//lboardValidationSurvival.html.)
[23]. In testing phase, our online evaluation of total 107 case has accuracy 0.439 with mean square error (MSE)
449009.785.
Table 3. Survival prediction comparison between using hand-crafted and fused features.

Method

Accuracy (%)

MSE

Hand crafted

48.3

110496.3

Fusion

51.7

70590.75
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7. NOVEL CONTRIBUTION

The novelty of this work lies in the introduction of context encoding in a state-of-the-art deep CNN based U-Net
model, Enc-UNet, for semantic tumor segmentation with mMRI. An additional contribution is the utilization of the
resulting context augmented DL features to significantly improve the performance of a state-of-the-art survival
prediction pipeline.
8. CONCLUSION

The work proposes a new deep learning neural network Enc-UNet for brain tumor segmentation. The model takes
advantage of context encoding, which captures global context features. Moreover, we use SE-loss to regularize the
model. Unlike pixel-wise loss, it treats large and small class objects equally that can overcome the sample bias issue.
The concept of SE-loss is very suitable for mMRI brain tumor segmentation dataset, which usually suffers from sample
bias. We apply the proposed Enc-UNet to 2019 BraTS dataset. The result suggests that the performance of brain
tumor segmentation and patient survival prediction using the proposed method is competitive as shown in the
Leaderboard results on the BraTS web. In future, we plan to improve the proposed model by adding skip connections
between encoding and decoding part.
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