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Communicated by the Editors 
Let S, and S2 be two independent p x p Wishart matrices with S, u W,(Z,, n,) 
and Szw W,(Z,,n,). We wish to estimate [=Z,Z;’ under the loss function 
L, = tr([-[)‘Z;‘([--I) Z,/tr C. By extending the techniques of Berger, Haff, and 
Stein for the one sample problem, alternative estimators to the usual estimators for 
[ are obtained. However, the risks of these estimators are not available in closed 
form. A Monte Carlo study is used instead to evaluate their risk performances. The 
results indicate that the alternative estimators have excellent risk properties with 
respect to the usual estimators. In particular, dramatic savings in risk are obtained 
when the eigenvalues of C,Z;’ are close together. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Let S, and S, be two independent p x p Wishart matrices where 
SI - W,V’, , nl) and & N Wp(Z2, n2). For simplicity, we write o= C,C;‘. 
Estimating the eigenvalues of [ has been an area of active research in recent 
years. The eigenvalues of c are important, for instance, in the problem 
of testing HO: z, = C2 against H, : ,Y, # Cz. The literature includes 
DasGupta [2], Dey [3], Muirhead and Verathaworn [9] and Muirhead 
and Leung [8]. 
We shall use the following notation throughout. If a matrix A has entries 
a,, we shall indicate it by (a,). Given an r x s matrix A, its s x r transpose 
is denoted by A’. A -’ denotes the inverse of the square matrix A. The trace 
of A is indicated by tr A and Z denotes the identity matrix. If the p x p 
matrix is diagonal and has diagonal elements aii, we shall write it as 
A =diag(a,,, . . . . ap,,). Finally, the expected value of a random vector X is 
denoted by EX. 
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In this paper, we consider the problem of estimating i under the 
following fully invariant loss function: 
L,(il; ,?i;,, Z,) = tr([-- [)’ C;‘([- c) C,/tr [. 
Also, we define the risk of [ by 
&(i^ ; Cl, Cd = JWII; Zl, Cd. 
By extending the techniques of Berger [ 11, Haff [S], and Stein [ 10, 111 
for the one sample problem, we derive alternative estimators for c. We shall 
also show, using Monte Carlo simulation, that these estimators have 
excellent risk properties under L, with respect to the usual estimators. 
We end this section with a possible motivation for this choice of loss 
function. Consider the problem of estimating the common mean of two 
multivariate normal populations with unknown covariance matrices. This 
problem is considered in greater detail by Loh [6]. More precisely, let 
where X,, X,, S,, and S, are mutually independent. A natural invariant 
loss function for estimating 5 is 
If Cl and Z, were known, the best linear unbiased estimator for 5 is 
4, = (C;’ + ,z;;‘)-’ (Z,‘X, + Z,‘X*). 
For simplicity, we write E= (Z;‘+Z’,‘))’ C;‘. As C, and C, are 
unknown, following usual practice we consider estimators for 5 of the form 
[=&,+(I-9)X,, 
where the p x p matrix 2 is a function only of S, and S,. This reduces the 
problem to the estimation of 8 under the loss function 
Lb($; C,, C,) = tr($- E)’ (CT’ + C;‘)(&- Z)(Z:, + C,) 
=L1(~;Z1,(Z~l+C;l)-l)tr[(Z~l+C~l)-lC;l] 
+tr(~-E)‘(C~1+C;1)(~-5)C,. 
The right-hand side of the last equation is a weighted sum of two quadratic 
loss functions; one of which is L,. 
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2. EQUIVARIANT ESTIMATORS 
The problem we are considering is invariant under the following group 
of transformations: 
Ci + BC,B’, Si+ BS,B VB E GL(p, R), i = 1,2, (1) 
where GL(p, R) denotes the group of all p x p nonsingular matrices. 
THEOREM 1. Let S, - W,(Ct,n,), &- W,(Zc,, n2) with S,, S1. inde- 
pendent. Then under the group of transformations given in (l), c is an 
equivariant estimator for c tf and only tf [ can be expressed as 
k% %)=A-WLM (2) 
where CD is a diagonal matrix, ASI A’ = I, AS2 A’ = L, and I, > . . . > I,, with 
L = diag(l,, . . . . I,). 
Proof The proof is straightforward and we refer the reader to Loh [6] 
for details. 1 
In this paper, all the estimators that we are concerned with are special 
cases of (2). 
2.1. Usual Estimators 
The usual estimators for [ are those of the form c&S; I, where c is a 
constant. This class of estimators includes the maximum likelihood 
estimator [“” = (nl/nz) S,S;’ and also the uniformly minimum variance 
unbiased estimator c”” = [(n,-p- 1)/n,] S2S;‘. We define the best 
usual estimator p” to be that usual estimator which minimizes the risks 
among the usual estimators. 
PROPOSITION 1. Let S, - WJZ,, n,) and S, - W,(Z,, nz) with S1, S2 
independent. With respect to the loss function L,, the best usual estimator for 
[ is 
Furthermore, the risk of $” is 
M$“; C,, C,) = 1 - (n,-p)(n,-P-3)n2 
(n,-l)(n,-p-l)(n,+p+l)’ 
The proof of the above proposition is straightforward,and is omitted. It 
is well known that the eigenvalues of S,S; ’ are more spread out than the 
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eigenvalues of its expectation. By correcting for this eigenvalue distortion, 
we derive alternative estimators for [ which compare favorably with the 
best usual estimator fBU under the loss function L,. Furthermore, these 
estimators give substantial savings in risk when the eigenvalues of C,C;’ 
are close together. For convenience, we let 
The derivations of the alternative estimators that follow are given in the 
Appendix. 
2.2. Adjusted Usual Estimator 
With the notation of Theorem 1, we define the adjusted usual estimator 
to be p” = A-‘@*“A where, forj= 1, . . . . p, thejth diagonal element of the 
diagonal matrix QAU is @” = c,rj(n, -p- l)/(n* + p + 3 - 2j). 
2.3. Berger-type Estimators 
We define the Berger-type estimators to be of the form c%“” = A-‘QBEA, 
where QBE = diag(dyE, ,.., 4,““) with 
p = c&-P-l) 1, ( cot u=c 
[ 
n,+p+3-2j ’ 
n,+p+3-2i ’ b+u’ 1 i (n,-p-l)Z, ’ 
b and c being suitable positive constants. 
2.4. Stein-Haff-type Estimator 
With the notation of Theorem 1, we define for i= 1, . . . . p, 
~i=CoZi(n,-p-l) ‘( 1. n*+p+1+2 1 L j+iliel] > 
=co(nl-p-l)cpi, say, (3) 
where 
(pi=lj i( 
1. 
n,+p+ 1+2 1 -J- 
> j+ili-lj . 
We note that the 4;s should follow the natural ordering: q5r > . . . B dP 2 0. 
However with the 4;s defined in (3), this natural ordering may be altered. 
To correct this, we apply Haff’s [S] algorithm to the cp;s to arrive at a 
new set of (p;s, denoted by qsH, i= 1, . . . . p satisfying (pfH 2 ... > (pSH 2 0. 
Now we define the Stein-Haff-type estimator for i as c ‘W = A - f@SH/j 
where the j’th diagonal element of the diagonal matrix QSH is 
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with 
#=I 
[ 
n,+p+3-2j ’ 
j 1 (n,-p-l)Zj ’ 
b and c being suitable positive constants. It is clear that the natural 
ordering of the #sH’s is preserved. 
3. MONTE CARLO STUDY 
Due to the rather complex nature of the estimators and the loss function, 
we have not been able to give an analytic treatment of the risks of these 
estimators. We shall instead observe the risk performances of the 
estimators via a Monte Carlo study. For the simulations, independent 
standard normal variates are generated by the IMSL subroutine 
DRNNOA and the eigenvalue decomposition uses the IMSL subroutine 
DEVCSF. For this study, we take p = 10, n, = 25, 50, and n, = 25,50. As 
it stands, the estimator p”” and 4”” are not well defined. In this study, we 
choose 
b=lOO, 
c=2(p2+p-4)(n2-p+3)JblCJ;;(n,-p-l)(n,-p+7)1. 
The choice of c is motivated by Theorem 4 and the value of b is chosen to 
ensure good risk performances of c%^“” and p” at n, = 25, n2 = 25 when the 
eigenvalues of [ are all equal to 1. Table I gives the average losses and their 
estimated standard deviations of the estimators $u, p”, $E, 4”” based on 
1000 independent replications. Finally we wish to remark that in our 
simulation, for a fixed set of eigenvalues of [, the estimators are computed 
from the same set of 1000 independently generated samples. This suggests 
that there is a high positive correlation among the average losses of these 
estimators. Since we are more interested in the relative risk ordering of 
these estimators, we conclude that the estimated standard deviation (as 
given in Table I) is probably a conservative measure of the variability of 
the relative magnitude of the average losses. We shall now summarize the 
results of this numerical study. 
1. The average losses of the estimators [*“, IBE, and p” compare 
very favorably with that of 4’ . %” This is most significant when the eigen- 
values of c are close together. In particular, c5” gives the most dramatic 
savings in risk when the eigenvalues of i are equal. For example, when 
p = 10, n, = 50, n2 = 25 and the eigenvalues of J,’ are all equal to 1, more 
than 50% savings in risk is achieved with c5” relative to c^““. 
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2. We observe that in every instance, the following ordering holds: 
average loss of c^“” aaverage loss of p” aaverage loss of [““. This 
suggests a strong possibility that tAU dominates c”” and [^“” dominates 
tAu. Further support for this can also be found in Theorems 3 and 4. 
3. Relative to tBU, the least favorable situations for the alternative 
estimators would be when the eigenvalues of ( are extremely dispersed. 
This study indicates that in these cases the average losses of all the 
estimators are approximately equal. 
TABLE I 
Average Losses of Estimators for the Estimation of [ 
(Estimated Standard Errors Are in Parenthesis) 
F 
il,l,Ll) 
(10,10,10,10,10, 
0.1,0.1,0.1,0.1,0.1) 
(25,25,25,25,25, 
25,25,25,0.1,0.1) 
(30,30,30,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(50,0.1,0.1,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(20,20,20,5,5, 
5,5,1,1,1) 
(100,90,80,70,60, 
50,40,30,20,10) 
(512,256,128,64,32, 
16.8.4.2.1) 
Eigenvalues of< 1 i"" fAU tL(& P 
n I= 25 n,= 25 
(11111 I , I I I 0.635 0.560 0.465 0.420 
(0.005) (0.005) (0.006) 
0.635 0.606 0.604 
(0.005) (0.005) (0.005) 
0.636 0.580 0.579 
(0.005) (0.005) (0.005) 
0.634 0.620 0.620 
(0.006) (0.006) (0.006) 
0.629 0.627 0.627 
(0.007) (0.007) (0.007) 
0.636 0.599 0.579 
(0.006) (0.006) (0.006) 
0.636 0.577 0.573 
(0.005) (0.005) (0.005) 
0.633 0.618 0.616 
(0.006) (0.006) (0.006) 
0.630 0.629 0.629 
(0.006) (0.006) (0.006) 
,I z = 50 n* = 50 
0.364 0.299 0.254 
:io9,io8,ioi,~ds,~05, 
10',10~,10~,10',10~) 
" 
(11111 , , I 3 I 
(0.005) 
0.584 
(0.005) 
0.546 
(0.005) 
0.609 
(0.006) 
0.626 
(0.007) 
0.570 
(0.005) 
0.549 
(0.005) 
0.616 
(0.005) 
0.630 
(0.006) 
0.179 
(0.002) 
0.306 
(0.002) 
0.259 
(0.002) 
0.335 
(0.003) 
0.366 
(0.004) 
0.321 
(0.002) 
0.286 
(0.002) 
0.359 
(0.003) 
0.368 
(0.004) 
LLlJJ) 
(10,10,10,10,10, 
0.1,0.1,0.1,0.1,0.1) 
(25,25,25,25,25, 
25,25,25,0.1,0.1) 
(30,30,30,0.1,0.1, 
0.1,0.1,0.1,0.1,0;1) 
(50,0.1,0.1,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(20,20,20,5,5, 
5,5,lJJ) 
(100,90,80,70,60, 
50,40,30,20,10) 
(512,256,128,64,32, 
(O.cm) (0.002) (0.002) 
0.365 0.341 0.340 
(0.002) (0.002) (0.002) 
0.363 0.317 0.316 
(0.002) (0.002) (0.002) 
0.365 0.354 0.354 
(0.003) (0.003) (0.003) 
0.368 0.367 0.367 
(0.004) (0.004) (0.004) 
0.364 0.341 0.334 
(0.002) (0.002) (0.002) 
0.364 0.320 0.319 
(O.M)2) (0.002) (0.002) 
0.366 0.358 0.357 
(0.003) (0.003) (0.003) 
0.368 0.366 0.368 
(0.004) (O.cHl4) (0.004) 
(Table continued) 
ESTIMATING COVARIANCE MATRICES II 
TABLE I-Continued 
Eigenvalues of < 
n 
W,LLL -- 
V,l,V) 
(10,10,10,10,10, 
0.1,0.1,0.1,0.1,0.1) 
(25,25,25,25,25, 
25,25,25,1,1) 
(30,30,30,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(50,0.1,0.1,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(20,20,20,5,5, 
5,5,1,1,1) 
(100,90,80,70,60, 
50,40,30,20,10) 
(512,256,128,64,32, 
16,8,4,2,1) 
(10Q,10~,10’,10~,10~, 
10’,10~,10~,10’,10~) 
” 
(l,l,LLL 
U1,Ll) 
(10,10,10,10,10, 
0.1,0.1,0.1,0.1,0.1) 
(25,25,25,25,25, 
25,25,25,0.1,0.1) 
(30,30,30,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(50,0.1,0.1,0.1,0.1, 
0.1,0.1,0.1,0.1,0.1) 
(20,20,20,5,5, 
5,5,1,1,1) 
(100,90,80,70,60, 
50,40,30,20,10) 
(512,256,128,64,32, 
16,8,4,2,1) 
(10Q,10*,10’,10~,10~, 
10’,10~,10*,10’,10~) 
q h5 > , > n2 = 50 
0.551 0.503 0.380 0.348 
(0.004) (0.004) 
0.550 0.530 
(0.004) (0.004) 
0.551 0.514 
(0.004) (0.004) 
0.553 0.543 
(0.004) (0.005) 
0.553 0.552 
(0.006) (0.006) 
0.552 0.529 
(0.004) (0.004) 
0.551 0.514 
(0.004) (0.004) 
0.552 0.542 
(0.005) (0.005) 
0.552 0.552 
(0.006) (0.006) 
q 50 m = 25 
0.463 -0.358 
(0.002) (0.003) 
0.465 0.429 
(0.003) (0.003) 
0.463 0.390 
(0.002) (0.002) 
0.466 0.450 
(0.003) (0.003) 
0.466 0.464 
(0.004) (0.004) 
0.465 0.425 
(0.003) (0.003) 
0.464 0.390 
(0.002) (0.003) 
0.466 0.451 
(0.003) (0.003) 
0.467 0.466 
(0.004) (0.004) 
(0.005) 
0.529 
(0.004) 
0.513 
(0.004) 
0.543 
(0.005) 
0.551 
(0.006) 
0.506 
(0.004) 
0.510 
(0.004) 
0.540 
(0.005) 
0.552 
ww 
0.314 
(0.003) 
0.428 
(0.003) 
0.389 
(0.002) 
0.450 
(0.003) 
0.464 
(0.004) 
0.418 
(0.003) 
0.389 
(0.003) 
0.451 
(0.003) 
0.466 
(0.004) 
(0.004) 
0.513 
(0.004) 
0.490 
(0.004) 
0.533 
(0.004) 
0.551 
(0.006) 
0.500 
(0.004) 
0.494 
(0.004) 
0.541 
(0.004) 
0.552 
(0.006) 
0.215 
(0.002) 
0.389 
(0.002) 
0.319 
(0.002) 
0.430 
(0.003) 
0.462 
(0.004) 
0.403 
(0.002) 
0.343 
(0.002) 
0.452 
(0.003) 
0.467 
(0.004) 
169 
4. As a check on the accuracy of the Monte Carlo simulations, the 
risk of [“” is known exactly and is given in Proposition 1. We observe that 
the simulated risks of [^“” agree with the theoretical values to within 
reasonable bounds. 
APPENDIX 
This section sketches the derivation of p”, TBE, and PH. We refer the 
reader to Loh [6] for details. Let S, - W,(C,, n,) and S, - W,(C,, nz). 
For simplicity we write 
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where Sjk denotes the Kronecker delta. Next we state the by now 
well-known Wishart identity (first proved by Stein [lo] and Haff [4] 
independently) which says that under weak conditions, 
where g is a p x p matrix function of Si. Also we observe that 3A E 
GL(p, R) such that AS, A’ = Z and AS*A’ = L, where L = diag(l,, . . . . 1,) 
with 1, > ‘.. > 1,. The following two lemmas give the partial derivatives of 
A ~ ’ and L with respect to S, and &, the proofs of which use the calculus 
on eigenstructure techniques of Stein [lo, 111 and Haff [S]. We refer the 
reader to Loh [6] for detailed proofs of these lemmas. 
LEMMA 1. Let S1 N WJC,, n,) and S2 N WJZ,, n2). Then with L, A = 
(a,), A-’ = (a”) as defined above, we have 
$y’.= -I iayaikT 
v!2’l. = aijaik, 
Ik ’ 
LEMMA 2. Let A, @=diag(d,, . . . . 4,) and L=diag(l,, . . . . 1,) be defined 
as in Theorem 1. Then 
~,6~-l~$+q5~ c “), 
I j + ; lj - li 
tr~‘2’(A-1@2A’-1)=~ 2di%+& 1 L). 
i( I j+ili-lj 
We observe that in many instances here, it may be more convenient to 
approximate the loss function L, by a more analytically tractable loss 
function L, defined by 
L2(1^; i, Sl, C2) = WC- 0 C;‘(t- 0 S,/tr i. 
The next result essentially gives an expression for the unbiased estimate of 
risk of an almost arbitrary equivariant estimator for c with respect to the 
loss function L,. 
THEOREM 2. Let [ be an estimator for c, where [(S, , S,) = A -‘Q(L) A, 
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@ = diag(q5,, . . . . bp), ASIA’=Z, AS,A’=L=diag(l,,..., I,) with II> . . . > 
It,. Suppose ~0 satisfies the conditions of the Wishart identity. Then under the 
loss function Lz, the risk of [ is given by 
Proof The proof involves writing out explicitly the risk of [ and then 
applying Lemmas 1, 2 and the Wishart identity. 1 
4.1. Derivation of the Adjusted Usual Estimator 
The proof of the following lemma is straightforward and is omitted. 
LEMMA 3. Let S, - W,(Z,, n,) and SZ- W,(Z,, nz) with S,, S, inde- 
pendent. With respect to the loss function L,, the best usual estimator $” 
for 5 is [(n, -p- l)/(n, + p + l)] S,S;‘. Furthermore, the risk of $” is 
&(t?; Cl, zd = (P + 1 )h + n2)/b2 + P + 1). 
Hence it follows from Lemma 3 that under L, loss, the best usual 
estimator for [ can be written as 
p”= [(nI-p-l)/(n,+p+l)] S2S;‘=A~‘@‘A, 
where the j’th diagonal element of the diagonal matrix @jr’ is lj(n, - p - l)/ 
(nz + p + 1). A natural way to improve on this estimator would be to 
consider estimators of the form [= A-‘@A, where for some constants 
cj, j = 1, . ..) p, the j’th diagonal element of the diagonal matrix @ is 
bj = c,l,. We define I*” = A-‘QAA, where, for j= 1, . . . . p, the j’th diagonal 
element of the diagonal matrix QA is &’ = Z.(n, - p - l)/(n, + p + 3 - 2j). 
We shall now prove that [*^” dominates @ with respect to the loss 
function L,, 
THEOREM 3. With respect to the loss function L,, CA” dominates p”“. 
Proof The result follows by comparing the “essentially unbiased” 
estimates of risk of CA” and p”” via Theorem 2. 1 
Finally from the forms of the best usual estimator c”” under L, loss and 
the best usual estimator rl”” under L, loss, we observe that the natural 
scaling factor would be q,. Hence we defined the adjusted usual estimator 
for i under L, loss by I$*“” = cOtA”. 
172 WEI-LIEM LOH 
4.2. Derivation of Berger-type Estimators 
We shall extend a technique of Berger [ 1 ] to derive a class of estimators 
for 5 which dominates lA”” under L2 loss. First we need some additional 
notation. We let pE = A -‘@A, where QB = diag(#, . . . . 4:) with 
f$f= nl-p-1 I. I c l4=C 
[ 
n,+p+3-2j 2 
n,+p+3-2i ’ b+u’ I j (n,-p-l)lj ’ 
c: R+ + R being a suitable function of u and b being a suitable positive 
constant. 
THEOREM 4. With the above notation, p” dominates rA’“” in estimating [ 
under L, loss whenever 
1. ~23, n,kp, n,>p, 
2. c(u)>O, c’(u)>0 for all ~30, 
3. SUP, +,/fi 
ProoJ: The proof is similar to that of Theorem 3 and we refer the 
reader to Loh [6] for details. 1 
As in the case of p”, we define the Berger-type estimators for i under 
L, loss to be c”” = c,cBE. 
4.3. Derivation of the Stein-Haff-type Estimator 
By an approximate minimization of the unbiased estimate of the risk of 
an almost arbitrary orthogonally invariant estimator of a covariance 
matrix, Stein [ 10, 1 l] and Haff [S] derive estimators for a normal 
covariance matrix whose risks compare very favorably with the minimax 
risk under Stein’s loss. In particular, substantial savings in risk is obtained 
when the eigenvalues of the population covariance matrix are close 
together. This technique is used to construct an alternative equivariant 
estimator [%“” for i under the loss function L, . We observe from Section 2.4 
that it suffices to derive (3). 
Let c be an estimator for [, where [(S,, S,) = A-‘@(L) A, @ = 
diag(gl,, . . . . dP), AS, A’ = Z, A&A’ = L = diag(l,, . . . . I,) with I, 2 . . . > I,. 
Under loss function L,, we observe that 
R,([; C,, 2,) x E tr[A’rDA’-‘C,‘A-‘~AS,/m + 5 - 2@]/tr [ 
= E tr[Z;‘A -‘@‘A’-‘/m + [ - 2@]/tr [. 
For the above approximation, we replace zl, by S,lm, where m is a 
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suitably chosen constant to be determined later. Furthermore, it follows 
from the Wishart identity and by Lemma 2 that 
E tr Z-‘A-1@2A’-1 2 
n,-p+3 =a 1, i[ I c$:+2qq c l -+41i&; $ j+ili-lj ( >I . 2 I 
Hence we conclude that tr [I?,([; Z,, 2,) is approximately 
l+Ex 
i[ 
By ignoring the derivative terms and then minimizing with respect to the 
c#;s, we obtain 
di=mli i’( 1. n,+p+ 1+2 1 1 > jzili-lj ’ 
Letting m = c,(n, - p - l), we arrive at (3). This choice of m is motivated 
by the observation that if 1%” is to complete satisfactorily with [*” when 
the eigenvalues of [ are very dispersed, 15” would need to approximate p” 
in those cases. 
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