A framework is introduced for actively and adaptively solving a sequence of machine learning problems, which are changing in bounded manner from one time step to the next. An algorithm is developed that actively queries the labels of the most informative samples from an unlabeled data pool, and that adapts to the change by utilizing the information acquired in the previous steps. Our analysis shows that the proposed active learning algorithm based on stochastic gradient descent achieves a near-optimal excess risk performance for maximum likelihood estimation. Furthermore, an estimator of the change in the learning problems using the active learning samples is constructed, which provides an adaptive sample size selection rule that guarantees the excess risk is bounded for sufficiently large number of time steps. Experiments with synthetic and real data are presented to validate our algorithm and theoretical results.
Introduction
Machine learning problems that vary in a bounded manner over time naturally arise in many applications. For example, in personalized recommendation systems [9, 15] , the preferences of users might change with fashion trends. Since acquiring new training samples from users can be expensive in practice, a recommendation system needs to update the machine learning model and adapt to this change using as few new samples as possible.
In such problems, we are given a large set of unlabeled samples, and the learning tasks are solved by minimizing the expected value of an appropriate loss function on this unlabeled data pool at each time t. To capture the idea that the sequence of learning problems is changing in a bounded manner, we assume the following bound holds
where θ
To tackle this sequential learning problem, we propose an active and adaptive algorithm to learn the approximate minimizersθ t of the loss function. At each time t, our algorithm actively queries the labels of K t samples from the unlabeled data pool, with a well-designed active sampling distribution, which is adaptive to the change in the minimizers by utilizing the information acquired in the previous steps. In particular, we adaptively select K t and constructθ t such that the excess risk [13] is bounded at each time t.
The challenges of this active and adaptive sequential learning problem arise in three aspects: 1) we need to determine which samples are more informative for solving the task at the current time step based on the information acquired in the previous time steps to conduct active learning; 2) to achieve a desired bounded excess risk with as few new samples as possible, we need to understand the tradeoff between the solution accuracy and the adaptively determined sample complexity K t ; 3) the change in the minimizers ρ is unknown and we need to estimate it.
Our contributions in this paper can be summarized as follows. We propose an active and adaptive learning framework with theoretical guarantees to solve a sequence of learning problems, which ensures a bounded excess risk for each individual learning task when t is sufficiently large. We construct a new estimator of the change in the minimizersρ t with active learning samples and show that this estimate upper bounds the true parameter ρ almost surely. We test our approaches on a synthetic regression problem, and further apply it to a recommendation system that tracks changes in preferences of customers. Our experiments demonstrate that our algorithm achieves a better performance compared to the other baseline algorithms in these scenarios.
Related Work
Our active and adaptive learning problem has relations with multi-task learning (MTL) and transfer learning. In multi-task learning, the goal is to learn several tasks simultaneously as in [2, 10, 21] by exploiting the similarities between the tasks. In transfer learning, prior knowledge from one source task is transferred to another target task either with or without additional training data [14] . Multi-task learning could be applied to solve our problem by running a MTL algorithm at each time, while remembering all prior tasks. However, this approach incurs a heavy memory and computational burden. Transfer learning lacks the sequential nature of our problem, and there is no active learning component in both works. For multi-task and transfer learning, there are theoretical guarantees on regret for some algorithms [1] , while we provide an excess risk guarantee for each individual task.
In concept drift problem, stream of incoming data that changes over time is observed, and we try to predict some properties of each piece of data as it arrives. After prediction, a loss is revealed as the feedback in [17] . Some approaches for concept drift use iterative algorithms such as stochastic gradient descent, but without specific models on how the data changes, there is no theoretical guarantees for these algorithms.
Our work is of course related to active learning [8, 4] , in which a learning algorithm is able to interactively query the labels of samples from an unlabeled data pool to achieve better performance. A standard approach to active learning is to select the unlabeled samples by optimizing specific statistics of these samples [7] . For example, with the goal of minimizing the expected excess risk in maximum likelihood estimation, the authors of [6, 16] propose a two-stage algorithm based on Fisher information ratio to select the most informative samples, and show that it is optimal in terms of the convergence rate. We apply similar algorithms in our problem, but the first stage of estimating the Fisher information using labeled samples to conduct active learning can be skipped by exploiting the bounded nature of the change, and utilizing information obtained in previous time steps.
Our approach is closely related to prior work on adaptive sequential learning [20, 19] , where the training samples are drawn passively and the adaptation is only in the selection of the number of training samples K t at each time step.
The rest of the paper is organized as follows. In Section 2, we describe the problem setting considered. In Section 3, we present our active and adaptive learning algorithm. In Section 4, we provide the theoretical analysis which motivates the proposed algorithm. In Section 5, we test our algorithm on synthetic and real data. Finally, in Section 6, we provide some concluding remarks.
Problem Setting
Throughout this paper, we use lower case letters to denote scalars and vectors, and use upper case letters to denote random variables and matrices. All logarithms are the natural ones. We use I to denote an identity matrix of appropriate size. We use the superscript (·) to denote the transpose of a vector or a matrix, and use Tr(A) to denote the trace of a square matrix A. We denote x A = √ x Ax for a vector x and a matrix A of appropriate dimensions.
We consider the active and adaptive sequential learning problem in the maximum likelihood estimation (MLE) setting. At each time t, we are given a pool S t = {x 1,t , · · · , x N,t } of N t unlabeled samples drawn from some instance space X . We have the ability to interactively query the labels of K t of these samples from a label space Y. In addition, we are given a parameterized family of distribution models M = {p(y|x, θ t ), θ t ∈ Θ}, where Θ ⊆ R d . We assume that there exists an unknown parameter θ * t ∈ Θ such that the label y t of x t ∈ S t is actually generated from the distribution p(y t |x t , θ * t ). For any x ∈ X , y ∈ Y and θ ∈ Θ, we let the loss function be the negative log-likelihood with parameter θ, i.e., (y|x, θ) − log p(y|x, θ), p(y|x, θ) ∈ M.
Then, the expected loss function over the uniform distribution on the data pool S t can be written as
where we use U t to denote the uniform distribution over the samples in S t . It can be seen that the minimizer of L Ut (θ) is the true parameter θ * t . As mentioned in (1), we assume that θ * t is changing at a bounded but unknown rate, i.e., θ *
The quality of our approximate minimizersθ t are evaluated through a mean tracking criterion, which means that the excess risk ofθ t is bounded at each time step t, i.e.,
Thus, our goal is to actively and adaptively select the smallest number of samples K t in S t to query labels, and sequentially construct an estimate ofθ t satisfying the above mean tracking criterion for each time step t. Note that it is allowed to query the label of the same sample multiple times.
Let Γ t be an arbitrary sampling distribution on S t . Then, the following MLE using Γ t
can be viewed as an empirical risk minimizer (ERM) of (3), where
. To ensure that our algorithm works correctly, we require the following assumption on the Hessian matrix of (y|x, θ), which determines the Fisher information matrix.
is a function of only x and θ and does not depend on y.
Assumption 1 holds for many practical models, such as generalized linear model, logistic regression and conditional random fields [6] . Moreover, for θ ∈ Θ, we denote I Γt (θ) E X∼Γt [H(X, θ)] as the Fisher information matrix under sampling distribution Γ t .
Algorithm
The main idea of our algorithm is to adaptively choose the number of samples K t based on the estimated change in the minimizersρ t−1 such that the mean tracking criterion in (4) is satisfied, then actively query the labels of these K t samples with a well-designed sampling distribution Γ t , and finally perform MLE in (5) using a stochastic gradient descent (SGD) algorithm over the labeled samples. By executing this algorithm iteratively, we can sequentially learnθ t over all the considered time steps. The algorithm is formally presented in Algorithm 1.
To ensure a good performance with limited querying samples, it is essential to construct Γ t carefully. Motivated by Lemma 1 in Section 4.2, the convergence rate of the excess risk for ERM using K t samples from Γ t is Tr(I
Algorithm 1 Active and Adaptive Sequential Learning
Input: Sample pool S t = {x 1,t , · · · , x N,t }, the previous estimationθ t−1 ,ρ t−1 and the desired mean tracking accuracy ε. 1: Solve the following semidefinite programming problem (see Section 4.2)
2: Choose K * t based onρ t−1 such that it is the minimum number of samples required to meet the mean tracking criterion (see Section 4.3). 3: Generate K * t samples using the distributionΓ t = α tΓ * t + (1 − α t )U t on unlabeled data pool S t , where α t ∈ (0, 1). Query their labels and get the labeled set S t = {(x k,t , y k,t )} K * t k=1 . 4: Solve the MLE using labeled set S t with a SGD algorithm initialized atθ t−1 ,
5: Update the estimate ofρ t using estimator defined in Section 4.4 for ∀t ≥ 2. Output:θ t ,ρ t .
Finally, based on the current and previous estimationθ t andθ t−1 , we update the estimate of the bounded change rateρ t by the estimator proposed in Section 4.4.
It is easy to see that the active nature of Algorithm 1 comes from the active sampling distribution, which is constructed by minimizing the Fisher information ratio as in Step 1. But the adaptivity of Algorithm 1 is more complex and results from the following three aspects: 1) The sampling distribution is adaptive to the bounded change through the replacement of θ * t withθ t−1 in Step 1; 2) The sample size selection rule is adaptive through the selection of the minimum number of samples required in Step 2; 3) The SGD is adaptive through the initialization byθ t−1 in Step 4.
Theoretical Performance Guarantees
In this section, we present the theoretical analysis of Algorithm 1. We first introduce the assumptions needed. Then, in Section 4.2, we provide the analysis of the active sampling distribution. In Section 4.3, we present theoretical guarantees on the sample size selection rules which meet the mean tracking criterion in (4) . In Section 4.4, we describe the proposed estimatorρ t . The proofs of the theorems and all the supporting lemmas will be presented in the Appendices.
Assumptions
For the purpose of analysis, the following regularity assumption on the log-likelihood function is required to establish the standard Local Asymptotic Normality of the MLE [18] . Assumption 2 (Regularity conditions).
Regularity conditions for MLE:
(a) Compactness: Θ is compact and θ * t is an interior point of Θ for each t. 2. Concentration at θ * t : For all t, and any x t ∈ S t , y t ∈ Y, ∇ (y t |x t , θ * t )
holds with probability one.
3. Lipschitz continuity: For all t, there exists a neighborhood B t of θ * t and a constant L 3 , such that for all x t ∈ S t , H(x t , θ) are L 3 -Lipschitz in this neighborhood, namely,
holds for θ, θ ∈ B t .
In addition, we need the following assumption to prove that replacing θ * t withθ t−1 in Algorithm 1 does not change the performance of the active learning algorithm in terms of the convergence rate. This assumption is satisfied by many classes of models, including the generalized linear model [6] . Assumption 3 (Point-wise self-concordance). For all t, there exists a constant L 4 , such that
Optimal Active Learning Sampling Distribution
In this subsection, we provide the intuition and analysis of Step 1 in Algorithm 1. The construction of the active sampling distribution Γ t is motivated by the following lemma, which characterizes the convergence rate of the ERM solutionθ Γt defined in (5) when ρ and θ * t−1 are known. Lemma 1. Suppose Assumptions 1 and 2 hold, and let
log dKt Kt < 1, the excess risk ofθ Γt can be bounded as
for all t, where τ
In practice, the parameter space Θ t = {θ t | θ t − θ * t−1 ≤ ρ} is unknown and the ERM solution of (5) cannot be obtained directly due to the computational issue. To solve these problems, we can apply optimization algorithm such as SGD to find approximate minimizers in the original parameter space Θ with initialization atθ t−1 . Thus, we further build Algorithm 1 and our theoretical results with the SGD algorithm (which incidentally achieves the optimal convergence rate for ERM). We need the following assumptions on the optimization algorithm to solve (5): Assumption 4. Given an optimization algorithm that generates an approximate loss minimizer
The bound b(τ 2 t , ∆ t , K t ) depends on the converge rate τ 2 t and the expectation of the difference between the initialization and the true minimizer ∆ t , which correspond to the first and the second term in the upper bound of Lemma 1, respectively. As an example for this type of bound, for the Streaming Stochastic Variance Reduced Gradient (Streaming SVRG) algorithm in [11] , it holds that
with constant C 1 and C 2 . In addition, the paper [20] contains several examples of the bound b(τ 
with probability 1-δ, wheré
δ ∈ (0, 1) and Γ * t is the optimal sampling distribution minimizing Tr I
A comparison between Theorem 1 and Lemma 1 shows that the convergence rate of Algorithm 1 that approximates θ * t withθ t−1 in Step 1 is the same as the ERM solution with high probability, as long as the change in the minimizers ρ is small enough, i.e., L 4 (ρ + 1 δ 2ε/m) < 1. In certain cases such as linear regression model, the Hessian matrices are independent of θ * t . Thus, no approximation is needed in constructing the sampling distribution, and Algorithm 1 is rate optimal.
Sample Size Selection Rule
In this subsection, we explain and analyze the sample selection rule of Step 2 in Algorithm 1. The idea starts with the bound b(τ 2 t , ∆ t , K t ) from Assumption 4. If we can compute τ 2 t and ∆ t , the sample size K t can be determined by letting b(τ 2 t , ∆ t , K t ) ≤ ε to satisfy the mean tracking criterion.
is unknown in practice. Although we can approximate θ * t usingθ t−1 as we did in Step 1, this upper bound only holds with high probability as shown in Theorem 1, which means the mean tracking criterion will be satisfied with high probability. To avoid this issue, we use the fact that Tr I
To bound the difference between the initialization and the true minimizer ∆ t , we have the inequality
2 following from the triangle inequality, Jensen's inequality and the strong convexity in Assumption 2. This inequality implies that ∆ t = 2ε/m + ρ.
Therefore, if ρ is known, we can set
For t = 1, we could always use diameter(Θ) to bound ∆ 1 and select K 1 . In general, if ρ is much smaller than diameter(Θ), then we require significantly fewer samples K t to meet the mean tracking criterion for t ≥ 2.
For the case where the change of the minimizers ρ is unknown, we could replace ρ with an estimatê ρ t−1 to select the sample size. The following theorem characterizes the convergence guarantee using the sample size selection rule of step 2 in Algorithm 1 and the estimator ofρ t in Section 4.4. Theorem 2. If
then for all t large enough we
Estimating the Change in Minimizers
In this subsection, we construct an estimateρ t of the change in the minimizers ρ using the active learning samples for step 5 in Algorithm 1.
We first construct an estimate ρ t for the one-step changes θ * t−1 − θ * t . As a consequence of strong convexity, the following lemma holds. Lemma 2. Suppose Assumption 2 holds, then
Motivated by Lemma 2, we can construct the following one-step estimation of ρ
where we useL
as the empirical estimation of L Ut (θ * t−1 ). Note that we are using the samples generated from the active learning distribution, i.e., X k,t ∼Γ t and Y k,t ∼ p(Y |X k,t , θ * t ). Thus, based on the idea of importance sampling [5] , we need to normalize the estimate with the sampling distributionΓ t .
Then, we combine the one-step estimates to construct an overall estimate. The simplest way to combine the one-step estimates would be to setρ
W max{ρ j , · · · , ρ j−W +1 } satisfies the requirements. The combined estimate ofρ 2 t is computed by applying the function h W to a sliding window of one-step estimates of ρ 2 , i.e.,
The following theorem characterizes the performance of proposed estimator in (18) . Theorem 3. Suppose Assumptions 1 and 2 hold, and there exists a sequence {r t } 4 satisfying
for all t large enough, thenρ 
Experiments
In this section, we present two experiments to validate our algorithm and the related theoretical results: one is to track a synthetic regression model and the other is to track the time-varying user preferences in a recommendation system. More experiments on binary classification are presented in the Appendices. We use three baseline algorithms for comparison: passive adaptive algorithm, active random algorithm and passive random algorithm. Compared with Algorithm 1, Passive means drawing new samples using a uniform distribution U t in Step 3 and Random means replacing the estimate ofθ t−1 with a random point from Θ in Step 1 and 4. All reported results are averaged over 1000 runs of Monte Carlo trials. The sizes of the sample pools for all the test algorithms are the same with N t = 500, and the number of considered time steps is 25. We construct the active sampling distribution with the exact solution of the SDP problem in Step 1. Note that approximation algorithms for SDP introduced in [16] can be applied to accelerate this process. We set K t = K * t for all the test algorithms and use the estimator defined in Section 4.4 with window size W = 3 to estimate ρ.
Synthetic Regression
The model of the synthetic regression problem is y t = θ T t x t + w t , where the input variable x t ∼ N (0, 0.1I) is a 5-dimensional Gaussian vector and the noise w t ∼ N (0, 0.5). We consider learning the parameter θ t by minimizing the following negative log-likelihood function (y k,t |x k,t , θ t ) = (y k,t −θ
2 . In the simulations, the change of the true minimizers is ρ = 10, and the target excess risk is ε = 1. To highlight the time-varying nature of the problem, we implement the "all samples up front" method by using 25 t=1 K * t samples at the first time step and keep this time-invariant regression model for the rest of considered time steps. Fig. 1(a) shows that using K * t new samples, the passive adaptive algorithm meets the mean tracking criterion and our proposed active and adaptive learning algorithm outperforms all the other algorithms. The "all samples up front" algorithm outperforms the other algorithms initially, but it fails to track the time-varying underlying model after only a few time steps. Moreover, the excess risk of active random algorithm is almost the same as that of active adaptive algorithm, since the Hessian matrices in the regression task are independent of θ t . In this case, no approximation is needed and the change rate ρ in the regression task can be arbitrarily large, as we mentioned in Remark 1 . Fig 1(b) shows that ρ t converges to a conservative estimate of ρ, which verifies Theorem 3. Moreover, the corresponding number of samples determined by Theorem 2 is depicted in Fig. 1(c) , which shrinks adaptively asρ t converges. 
Tracking User Preferences in Recommendation System
We utilize a subset of Yelp 2017 dataset 5 to perform our experiments. We censor the original dataset such that each user has at least 10 ratings. After censoring procedure, our dataset contains ratings of M = 473 users for N = 858 businesses. By converting the original 5-scale ratings to a binary label for all businesses with high ratings (4 and 5) as positive (1) and low ratings (3 and below) as negative (−1), we form the N × M binary rating matrix R, which is very sparse and only 2.6% are observed. We complete the sparse matrix R to make recommendations by using the matrix factorization method [12] . The rating matrix R can be modeled by the following logistic regression model
where φ u and φ b are the d-dimensional latent vectors representing the preferences of user u and properties of business b, respectively. Then, we train φ u and φ b with dimension d = 5 for each user and business in the dataset using maximum likelihood estimation by SGD. With the learned latent vectors, we can complete the matrix R and make recommendations to customers in a collaborative filtering fashion [9, 15] .
In practice, the preferences of users φ u,t may vary with time t, and hence user features need to be retrained. Considering the fact that acquiring new ratings of users can be expensive, we apply our active and adaptive learning algorithm to further reduce the number of new samples while maintaining the mean tracking accuracy.
In the following experiment, we use a random subset of {φ b } with size N t as our unlabeled data pool, while the remaining serve as a test set to evaluate the algorithms. To model the bounded time-varying changes of user preferences φ u,t , we start from a randomly chosen user feature and update it by adding a random Normal drift with norm bounded by 0.1 at each time step. Since we are unable to retrieve the actual answer from a real user, we generate the labels with the probabilistic model given by (19) with true parameter φ u,t instead. Note that one cannot ask a user the same question twice in a real recommendation system, and therefore we implement without replacement sampling by querying the labels of the samples having the largest K * t values in the active sampling distributionΓ t . Fig. 1(e) shows thatρ t converges to a conservative estimate of ρ, and the corresponding sample size converges to K * t = 13 after two time steps. Fig. 1(d) and Fig. 1(f) show that our algorithm achieves a error rate of 6% with these samples and significantly outperforms the other algorithms. This is because the Hessian matrices of logistic regression are functions of θ t , and hence the sampling distribution generated by the active and adaptive algorithm selects more informative samples.
Conclusions
In this paper, we propose an active and adaptive learning framework to solve a sequence of learning problems, which ensures a bounded excess risk for each individual learning task when the number of time steps is sufficiently large. We construct an estimator of the change in the minimizersρ t using active learning samples and show that this estimate upper bounds the true parameter ρ almost surely. We test our algorithm on a synthetic regression problem, and further apply it to a recommendation system that tracks changes in preferences of customers. Our experiments demonstrate that our algorithm achieves better performance compared to the other baseline algorithms.
A Proof of Lemma 1
To prove Lemma 1, we use the following result from [11] . In particular, the following lemma is a generalization of Theorem 5.1 in [11] , and its proof follows from generalizing the derivation of that theorem and is omitted here. 2. Concentration at θ * : Suppose
hold with probability one.
Lipschitz continuity:
There exists a neighborhood B of θ * and a constant L 3 , such that ∇ 2 ψ(θ) and ∇ 2 Q(θ) are L 3 -Lipschitz in this neighborhood, namely,
holds with probability one, for θ, θ ∈ B,
where c is an appropriately chosen constant. Let c be another appropriately chosen constant. If K is large enough so that
, then:
Then, we proceed to prove Lemma 1.
Proof of Lemma 1. We first use Lemma 3 to bound the excess risk, which is similar to the idea of Lemma 1 in [6] . We first define
where
Further, we choose
(22) As shown in Assumption 2, the assumptions of Lemma 3 are satisfied. Moreover, according to the condition that I Γt (θ * ) CI Ut (θ * ) holds for some constant C < 1 in Lemma 1, we have
and
Hence,
In summary, the Assumptions 2 and 3 in Lemma 3 are satisfied with constants
Applying Lemma 3 with p = 2 and considering the fact that
holds, where
and τ
Note that if we assume the parameter set Θ t {θ t | θ t − θ * t−1 ≤ ρ} is known, then the second term in the right hand side of (26) can be further bounded as
where the inequalities follow from the boundedness condition in Assumption 2. Combining this result with the inequality in (26) completes the proof of Lemma 1.
B Proof of Theorem 1
Proof of Theorem 1. The proof starts from the bound b(τ 2 , ∆ t , K t ) of the SGD algorithm in Assumption 4. To compute the convergence rate τ 2 , we need to first study the approximation of θ * t usingθ t−1 . The difference betweenθ t−1 and θ * t can be bounded as
To bound the second term, we use the strongly convexity assumption in Assumption 2,
Suppose the excess risk bound
Then,
m holds with probability 1 − δ by Markov's inequality, for ∀δ ∈ (0, 1). Thus,
holds with probability 1 − δ. By the self-concordance condition in Assumption 3, we have that
holds with probability 1 − δ, where
Recall thatΓ t = α tΓ *
From (35) and (36), (37) can be further upper bounded by
where (a) is because thatΓ * t is the minimizer of Tr I
−1
Γt (θ t−1 )I Ut (θ t−1 ) and (b) follows from the results in (34) and (36).
To bound the difference between the initialization and the true minimizer, we use triangle inequality and Jensen's inequality to get
From (31), we have
which yields
Thus, combining the above result with the bound in (38), we can conclude that the following upper bound
holds with probability 1-δ, wheré
This completes the proof of Theorem 1.
C Proof of Lemma 2
Proof of Lemma 2. The following inequalities hold from the strong convexity assumption and the fact that ∇L Ut (θ * t ) = ∇L Ut−1 (θ * t−1 ) = 0:
(44)
Then, adding and rearranging these inequalities yields
Moreover, we have the following relation
is the KL divergence between distribution p and q.
Thus, an upper bound of ρ can be constructed by estimating the symmetric KL divergence between p(y|x, θ * t ) and p(y|x, θ * t−1 ) using the data pool U t and U t−1 , respectively.
D Proof of Theorem 3
To analyze the performance of the estimator of ρ, we need to introduce a few results for sub-Gaussian random variables including the following key technical lemma from [3] . This lemma controls the concentration of sums of random variables that are sub-Gaussian conditioned on a particular filtration. Lemma 4. Suppose we have a collection of random variables {V i } n i=1 and a filtration {F i } n i=0 such that for each random variable V i it holds that
Then for every a ∈ R n it holds that
. The other tail is similarly bounded. If we can upper bound the conditional expectations E[V i |F i−1 ] ≤ ξ i by some constants ξ i , then we have
For our analysis, we generally cannot compute E[V i |F i−1 ] directly, but we can find the upper bound ξ i . To compute σ 
Proof of Lemma Theorem 3. To simplify our proof, we look at a special case where θ * t − θ * t−1 = ρ holds. The proof for the case θ * t − θ * t−1 ≤ ρ is similar, and more details about the window function h W can be found in [20] .
For the case θ * t − θ * t−1 = ρ, we use the following estimator to combine the one-step estimator ρ t
We denote
where the inequality follows from Lemma 2. We want to constructρ t , such thatρ
Then it holds that ρ 2 t −ρ
Now, we look at bounding
Note that, the samples at time step i − 1 are independent with samples at time i, hence,
Thus,
We use Lemma 3 to construct bounds for these two terms. Let
. It can be verified that
and ∇Q(θ * i−1 ) = 0. All the conditions in Lemma 3 are satisfied. We have
suppose that the samples used to estimateθ i and the samples used to computeL Ui are independent. This can be done by splitting the samples at each time step i. Note that this assumption is just required to proceed with the theoretical analysis; we will use all the samples to estimateθ i in practice.
Then, similar argument holds as in (58), and we have
(66) where the inequality follows from the fact that θ * t is the minimizer of L Ut (θ). Applying the upper bound in Lemma 1, this term can be bounded as
The resulting bounds on the expectation of U t , V t , and W t denotedŪ t ,V t , andW t are as follows:
Now, we find the upper bound ξ i to upper bound the expectation as we mentioned in (49). Then it holds that
To bound these probabilities with (49), we first bound the moment generating functions using Lemma 5,
and 16m 2 Diameter 4 (Θ) for the terms in W t , respectively. We have
4m 2 Diameter(Θ) holds for any θ, θ ∈ Θ.
Since m is the smallest value satisfying (81) for any θ, θ ∈ Θ, we consider following estimator
Following (82), we have E( m t ) = E X k,t ∼Γt min θ,θ ∈Θt
which implies that m t is a conservative estimate of m. In practice, the strongly convex parameter m may also vary with time t. Thus, we use the following estimator to combine the one-step estimator m t ,m t = min{ m t−1 , m t },
for t ≥ 2.
Moreover, following the boundedness assumption in Assumption 2, we have
where λ max (·) denotes the maximal eigenvalue of a square matrix. In this case, we consider following estimatorL (87) Fig. 2(a) and Fig. 2 (b) demonstrate our estimation ofm t andL b,t in the synthetic regression problem described in Section 5, respectively.
G Experiments on Synthetic Classification
We consider solving a sequence of binary classification problems by using logistic regression. At time t, the features of two classes are drawn from Gaussian distribution with different means µ 1,t and −µ 1,t . More specifically, the features are 2-dimensional Gaussian vectors with µ 1,t 2 = 2 and variance 0.25I. The parameter θ t is learned by minimizing the following log-likelihood function (y k,t |x k,t , θ t ) = log(1 + exp −y k,t θ t x k,t ).
To ensure the change of minimizers is bounded, we set that µ 1,t is drifting with a constant rate along a 2-dimensional sphere. We further set ρ = 0.1 and = 0.5. 
