










自然数の集合[n] := f1; :::; ngをkの部分集合への分割をPk[n]とし，P[n] :=





























n 1 2 3 4 5
1 w1
2 w2 w21
3 w3 3w1w2 w31

















P(n = fA1; :::; Akg) = pn(jA1j; :::; jAkj)
を満たす対称な函数を導入し，exchangeable partition probability function
(EPPF)とよびます．Gibbs分割は広いクラスの確率分割で，EPPFは













(1) 1つの標本点を除いた標本が同じEPPFに従う(Gnedin & Pitman 2005)
wi = (1   )(2   )    (i   1   ); i  2; w1 = 1:





例 1要請 (1)と (2)を課すと良く知られているPitman分割 (1995, Ewens
1972)になります．Rの確率測度と任意の有限分割fB1; :::; Bkgに対して
(D(B1); :::;D(Bk))  Dirichlet((B1); :::; (Bk))
となるランダム測度Dを母数 のDirichlet過程 (Ferguson 1973)とよび，
ノンパラメトリック・ベイズにおける共役事前分布として使われます．




















母函数においてw1 =    = wr = 0, wr+1 = wr+2 =    = 0としたもので
す．このようにして得られるBell多項式は，組み合わせ論においてasso-





























n;k (w); 2  i  n;
ここで，jnj(i>Kn) = 0としました．このように，順序統計量の議論は関
連づけられたBell多項式とその混合の解析に帰着します．例えば，






du; n ! 1; r = o(n)
のような漸近評価をすることができます．このような結果は形式的です
が，任意のGibbs分割にあてはまりますし，Pitman分割について知られ
ている性質を容易に導くこともできます．ただし，解析の難しさはモデ
ルの性質に依存しますし，モデルに固有の性質を用いるアプローチの方
がモデルのより深い理解につながることもあるでしょう．
