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Let H be a Hilbert space of analytic functions on the unit disc D with ‖Mz‖ 1, where
Mz denotes the operator of multiplication by the identity function on D. Under certain
conditions on H it has been shown by Aleman, Richter and Sundberg that all invariant
subspaces have index 1 if and only if limk→∞ ‖Mkz f ‖ = 0 for all f ∈H, f ≡ 0 [A. Aleman,
S. Richter, C. Sundberg, Analytic contractions and non-tangential limits, Trans. Amer. Math.
Soc. 359 (7) (2007) 3369–3407]. We show that the natural counterpart to this statement in
Hilbert spaces of Cn-valued analytic functions is false and prove a correct generalization of
the theorem. In doing so we obtain new information on the boundary behavior of functions
in such spaces, thereby improving the main result of [M. Carlsson, Boundary behavior in
Hilbert spaces of vector-valued analytic functions, J. Funct. Anal. 247 (1) (2007)].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let D denote the open unit disc in C, let T be its boundary and let m denote the normalized arc-length measure
on T. Moreover let z denote the identity function on D, i.e. z(ζ ) = ζ for ζ ∈ D and let n ∈ N be ﬁxed. We will consider
Hilbert spaces H of Cn-valued analytic functions on D such that zf ∈ H for all f ∈ H, and the corresponding operator of
multiplication by z will be denoted Mz , that is, (Mz f )(ζ ) = ζ f (ζ ).
Moreover, we shall always assume that the spaces H satisfy the following conditions
∀λ ∈ D the evaluation map f 	→ f (λ) is continuous and surjective from H onto Cn. (1.1)
If f ∈ H and f (λ) = 0, then f ∈ Ran(Mz − λ). (1.2)
By virtue of the Closed Graph Theorem, (1.1) implies that Mz is a bounded operator. In this note we shall only consider H
such that
‖Mz‖ 1 (1.3)
and such that there exists a constant c > 0 with∥∥∥∥ z − λ1− λ¯z f
∥∥∥∥ c‖ f ‖ (1.4)
for all λ ∈ D and all f ∈ H. For examples and an introduction to such spaces see [1] and [7]. This paper is concerned with
the index of Mz-invariant subspaces and the boundary behavior of the functions in H.
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indM = codimRan(Mz|M),
where Mz|M denotes the restriction of Mz to M. Note that indH = n and that Mz has closed range by conditions (1.1)
and (1.2), so indM = −ind(Mz|M) where ind(Mz|M) denotes the Fredholm index of Mz|M . The investigation of the index
has attracted a lot of attention in the last two decades. The origin of the work done in this direction is the seminal paper
of Apostol, Bercovici, Foias¸ and Pearcy [4], from which it follows that if
lim
k→∞
∥∥Mkz f ∥∥= 0 (1.5)
for some element f ∈ H, f ≡ 0, then one can ﬁnd invariant subspaces M with arbitrary index. The standard example of a
Hilbert space of C-valued analytic functions with the above property is the Bergman space L2a , which is easily veriﬁed using
the dominated convergence theorem.
The following theorem is one of the main results in [1] by Aleman, Richter and Sundberg. It implies that for n = 1, the
above phenomenon can occur only if (1.5) holds.
Theorem 1.1. Let H be a Hilbert space of C-valued analytic functions that satisﬁes (1.3) and (1.4). Then the following are equivalent:
(a) indM = 1 for all invariant subspaces {0} = M ⊂ H.
(b) There is a measurable set Σ ⊂ T with m(Σ) > 0 such that the quotient f /g has non-tangential limits a.e. on Σ for any f , g ∈ H
with g ≡ 0.
(c) ∃ f ∈ H such that limk→∞ ‖Mkz f ‖ = 0.
Note that combined with the theorem of Apostol, Bercovici, Foias¸ and Pearcy this implies that, given a Hilbert space H
of C-valued analytic functions that satisﬁes (1.3) and (1.4), the following dichotomy holds: Either
lim
k→∞
∥∥Mkz f ∥∥ = 0 for all f ∈ H, f ≡ 0, (1.6)
or
lim
k→∞
∥∥Mkz f ∥∥= 0 for all f ∈ H. (1.7)
The main objective of this note is to ﬁnd the appropriate extension of Theorem 1.1 to the case when H is a space of
C
n-valued analytic functions. For this purpose (a), (b) and (c) needs to be modiﬁed. The reason why (a) needs to be changed
is that it is very easy to see that for any m n there always exists an invariant subspace M ⊂ H with indM =m. Therefore
the natural counterpart to condition (a) is
(a′) indM n for all invariant subspaces M ⊂ H.
The problem with (b) is that f /g is not even deﬁned for Cn-valued functions. To overcome this diﬃculty we proceed as
follows. Fix any element F = ( f1, . . . , fn) ∈ Hn , where Hn stands for the direct sum of n copies of H. We will think of
F as a matrix-valued analytic function with columns f1, . . . , fn . Assume that F (λ) is invertible at some λ ∈ D so that the
determinant det(F (·)) becomes a non-zero analytic function, and let Z(F ) denote its zero-set. Instead of the quotient f /g
in (b) we will consider the Cn-valued meromorphic function C( f , F , ·) deﬁned by
C( f , F , λ) = (F (λ))−1 f (λ). (1.8)
Remark. Let e1, . . . , en be the constant functions deﬁned by ei(·) = (δij)nj=1 (where δij denotes the Kronecker symbol). Note
that if e1, . . . , en ∈ H, then with F = (e1, . . . , en) we have C( f , F , ·) = f (·) for all f ∈ H.
The analogue of condition (b) is:
(b′) There is a measurable set Σ ⊂ T with m(Σ) > 0 such that for all f ∈ H and F ∈ Hn with det(F (·)) ≡ 0, C( f , F , ·) has
non-tangential limits a.e. on Σ .
It is easy to see that (c) is not equivalent to neither (a′) nor (b′). Just take the Hardy space H2 and the Bergman space
L2a and identify H = H2 ⊕ L2a with a Hilbert space of C2-valued analytic functions in the natural way. It can be shown that
conditions (1.1) to (1.4) holds, and it is not hard to see that neither (a′) nor (b′) holds although clearly (c) is satisﬁed by the
constant function f (·) = (1,0). However, the example H = H2 ⊕ L2a is ruled out if we replace (c) with condition (1.6), so
this would be a natural candidate for (c′).
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prove that (a′) and (b′) are equivalent to a stronger condition than (1.6). As a consequence we will obtain non-pathological
examples of spaces of Cn-valued analytic functions such that (1.6) holds that have invariant subspaces whose index is equal
to any given number in N ∪ {∞}.
This has the following consequence for Hilbert spaces of C-valued analytic functions. Note that condition (1.2) is equiv-
alent to
codimRan(Mz − λ) = 1, ∀λ ∈ D.
If we instead consider spaces H with codimRan(Mz − λ) = n for all λ ∈ D and some n ∈ N, then the same phenomenon
as above occurs, i.e. there may be invariant subspaces with index larger than n, even if limk→∞ ‖Mkz f ‖ = 0 holds for all
f ∈ H with f ≡ 0. That the results mentioned above can be applied in this situation is a consequence of the Cowen–Douglas
model. (See [9] or Theorem 1.1 in [6], where it is shown that the adjoint of each operator in the Cowen–Douglas class Bn(D)
is unitarily equivalent to Mz on some Hilbert space of Cn-valued analytic functions. More details on this matter are also
given in the beginning of Section 4.)
To ﬁnd the proper replacement for (c) we need to use multiplicity theory for a certain unitary operator associated to Mz .
For a more detailed study of these matters we refer to [7]. Set
M =
{
f ∈ H: lim
k→∞
∥∥Mkz f ∥∥= 0}
and let P denote the orthogonal projection on M⊥ . It turns out that one can deﬁne a new norm on M⊥ via the formula
‖ f ‖∗ = lim
k→∞
∥∥Mkz f ∥∥
and that (M⊥,‖ · ‖∗) is a pre-Hilbert space. Let K denote its completion. The continuous operator S : K → K deﬁned by
S f = PMz f for f ∈ M⊥ is then easily seen to be isometric, and hence it has a minimal unitary extension V on some
Hilbert space K˜ that include K as a subspace. V then has a multiplicity function MV which by Theorem 3.18 in [7] satisﬁes
MV  n. Thus MV can be written as
MV (·) =
n∑
i=1
χσi (·), (1.9)
where σn ⊂ σn−1 ⊂ · · · ⊂ σ1 ⊂ T and χσi denotes the characteristic function of σi . (If limk→∞ ‖Mkz f ‖ = 0 for all f ∈ H we
set σi = ∅ for all i  0.)
Theorem 1.2 below is the main result of [7, Theorem 3.7], and says that the set σn plays a crucial role for the boundary
behavior of the functions C( f , F , ·). We therefore deﬁne
Σ(H) = σn.
Theorem 1.2. Let H be a Hilbert space ofCn-valued analytic functions that satisﬁes (1.3) and (1.4). Then C( f , F , ·) has non-tangential
limits a.e. on Σ(H) for any f ∈ H and any F ∈ Hn with det F (·) ≡ 0.
Note that when n = 1 we have that m(Σ(H)) > 0 if and only if condition (c) holds. Theorem 1.2 shows that (for any
n > 0) the condition
(c′) m(Σ(H)) > 0
implies (b′). It is also shown in [7, Theorem 3.16], that (c′) implies (a′). In this note we shall prove that the reverse implica-
tions hold as well, and hence that the behavior of the index of the invariant subspaces in H is determined by (c′). We shall
also improve Theorem 1.2 by showing that Σ(H) is optimal.
Before stating our results we need to introduce a few more concepts. For measurable subsets Σ1,Σ2 ⊂ T we will write
Σ1 ⊂ Σ2 a.e. if m(Σ1 \ Σ2) = 0 and similarly Σ1 = Σ2 a.e. if Σ1 ⊂ Σ2 a.e. and Σ2 ⊂ Σ1 a.e. Given a Hilbert space of
C
n-valued analytic functions H and an F ∈ Hn such that det F ≡ 0, we let Θ(H) denote the (a.e.-unique) largest subset of
T where all functions in {C( f , F , ·): f ∈ H} have non-tangential limits a.e. The short proof that this set is well deﬁned and
does not depend on the choice of F is postponed to the beginning of Section 2. Note that Theorem 1.2 can be rephrased as
saying that Σ(H) ⊂ Θ(H) a.e.
We are now ready to state the main results.
Theorem A. Let H be a Hilbert space of Cn-valued analytic functions that satisﬁes (1.3) and (1.4). Then
Σ(H) = Θ(H) a.e.
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chotomy:
• If m(Σ(H)) > 0 then indM n for all invariant subspaces M ⊂ H. In fact, indM = supλ∈D(dim{ f (λ): f ∈ M}).
• If m(Σ(H)) = 0 then given any k ∈ N ∪ {∞} the exists an invariant subspace M ⊂ H with indM = k.
Corollary 1.3. Let H be a Hilbert space of Cn-valued analytic functions such that (1.3) and (1.4) hold and m(Σ(H)) = 0. If M1 and
M2 are two invariant subspaces with M1 ⊂ M2 , then
ind(M1) ind(M2).
We now give an example that demonstrates the consequences of Theorem B. After Apostol, Bercovici, Foias¸ and Pearcy
proved that there are subspaces of any given index in Hilbert spaces of C-valued analytic functions with
lim
k→∞
∥∥Mkz f ∥∥= 0 (1.10)
for some f ∈ H, f ≡ 0, Håkan Hedenmalm was the ﬁrst to actually construct a “natural” invariant subspace of the Bergman
space L2a with index 2 (see [10]). Since then several people have constructed various methods to ﬁnd invariant subspaces
with large indices in Hilbert spaces of C-valued analytic functions that have the property (1.10). Recall that by Theorem 1.1,
(1.10) is also a necessary property for such subspaces to exist. Below we will construct a Hilbert space of C2-valued analytic
functions such that
lim
k→∞
∥∥Mkz f ∥∥ = 0
for all f ∈ H, f ≡ 0, that have invariant subspaces with any given index in N ∪ {∞}.
To this end we need the “P2(μ)-spaces”, where μ is a ﬁnite positive Borel measure on D and P2(μ) is deﬁned as the
closure of the polynomials in L2(μ). For an excellent paper on these spaces see [3] and for a brief discussion of them see
the introduction of [7]. Here we will simply state the facts necessary for the example. If dμ = dA+χσ dm, where A denotes
area measure on D, and σ is a (measurable) subset of T, then
(i) For any f ∈ P2(μ), f |D is (a.e. equal to) an analytic function. (When working with an element f ∈ P2(μ), we shall
sloppily think of f as a given representative of the equivalence class, and we shall assume that this is chosen such that
f |D is analytic.)
(ii) The set { f |D: f ∈ P2(μ)} is a Hilbert space of analytic functions that satisﬁes conditions (1.1)–(1.4). We will denote
this space by P2(μ) as well.
(iii) For each f ∈ P2(μ) and a.e. ξ ∈ σ , f |D has the non-tangential limit f (ξ) at ξ . In fact, Θ(P2(μ)) = σ .
Example 1. Let σ1, σ2 be subsets of T, dμi = dA+χσi dm for i = 1,2 and consider the Hilbert space H of C2-valued analytic
functions deﬁned in the obvious way as H = P2(μ1) ⊕ P2(μ2). It is not hard to prove that Σ(H) = σ1 ∩ σ2, in fact,
MV = χσ1 + χσ2 .
Hence by Theorem A we have that Θ(H) = σ1 ∩ σ2, but this can also be veriﬁed by direct calculations. By Theorem B
however, we have that if σ1 ∩ σ2 = ∅, then there are subspaces of H with any given index k ∈ N ∪ {∞}, although clearly
lim
k→∞
∥∥Mkz f ∥∥ = 0
for all non-zero f ∈ H.
Theorems A and B are proven in Section 2. This note contains two additional parts, Section 3 (Non-tangential limits in
decomposable spaces) and Section 4 (Applications). Section 3 concerns a very natural question in connection with Theo-
rem A, which we will pose after Example 2 below. Fix F ∈ Hn with det F ≡ 0. Given f ∈ H let c1( f , F , ·), . . . , cn( f , F , ·)
denote the components of the Cn-valued function C( f , F , ·), i.e. the meromorphic functions such that
C( f , F , ·) =
⎛
⎜⎝
c1( f , F , ·)
.
.
.
cn( f , F , ·)
⎞
⎟⎠ . (1.11)
These functions are called “the canonical coeﬃcients of f with respect to F ” and are studied in detail in [7]. For i ∈ {1, . . . ,n}
let Θ i be the largest set where all functions in {ci( f , F , ·): f ∈ H} have non-tangential limits a.e.F
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MV = χσ1 +χσ2 .
Let f be an arbitrary element in H and let f1, f2 be its components in P2(μ1) and P2(μ2) respectively. With F = (e1, e2)
(recall the remark following (1.8)), we then get ci( f , F ) = f i so
Θ iF = σi
for i = 1,2. To see this just apply Theorem A to each P2(μi) separately. Thus we see that
MV = χΘ1F + χΘ2F ,
so in this particular case there is a stronger connection between MV and the boundary behavior of the canonical coeﬃcients.
On the other hand, the above conclusion clearly relies on the particular choice of F and on the fact that H is a direct sum
of two subspaces with simpler structure.
Thus it is natural to ask wether there is some stronger link between the multiplicity function MV and the boundary
behavior of the canonical coeﬃcients for certain choices of F . Theorems C and D below show that the situation in Example 2
is typical, i.e. the answer is no in general but yes if the space can be decomposed in a direct sum of cyclic subspaces.
Given f ∈ H let [ f ] denote the closed linear span of the set {Mkz f : k  0}. Moreover, for subspaces A1, . . . , An ⊂ H we
will use the notation
A1  · · · An = H
to mean that each f ∈ H can be written in a unique way as f =∑ f i with f i ∈ Ai . Note that by standard functional analysis
there is a constant C > 0 such that
C−1‖ f ‖
∑
‖ f i‖ C‖ f ‖.
A Hilbert space of Cn-valued analytic functions will be called decomposable if there are f1, . . . , fn ∈ H such that
[ f1] · · · [ fn] = H. (1.12)
Theorem C then reads as follows:
Theorem C. Let H be a Hilbert space of Cn-valued analytic functions that satisﬁes (1.3) and (1.4) and assume that H is decomposable,
i.e. there are f1, . . . , fn such that (1.12) holds. Put F = ( f1, . . . , fn). Then
MV =
n∑
i=1
χΘ iF
a.e.
We then proceed to show that if we remove the assumption of decomposability, the conclusion of Theorem C is false.
Theorem D. There is a Hilbert space H of C2-valued analytic functions that satisﬁes (1.3) and (1.4) such that the equality
χΘ1F
+ χΘ2F = MV a.e.
does not hold for any choice of F ∈ H2 with det(F (·)) ≡ 0.
Finally, in Section 4 we give some applications. These consist mainly in observing that by the Cowen–Douglas model,
Theorems A–D can be applied in a more general setting. In particular we shall show that Theorems A–D hold under slightly
weaker conditions than (1.1) and (1.2). We also obtain a result which, in the case n = 1, implies that if M ⊂ H is a non-
trivial invariant subspace, then
Θ(H) = Θ(M).
Thus in order to ﬁnd Θ(H) it suﬃces to ﬁnd the corresponding set for any cyclic invariant subspace.
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In this section we will prove Theorems A and B. We begin by proving the existence and uniqueness of the set Θ(H)
that was introduced before Theorem A. For a (possibly Cn-valued) meromorphic function f on D we let Θ( f ) ⊂ T denote
the set where f has non-tangential limits. A standard argument shows that Θ( f ) is measurable. Moreover for a set S of
meromorphic functions on D we let Θ(S) denote the (a.e.-unique) largest set where all f ∈ S have non-tangential limits
a.e. This set is constructed as follows. Consider
Θ˜ = {Σ ⊂ T: Σ ⊂ Θ( f ) a.e., ∀ f ∈ S},
take a sequence Σ1,Σ2, . . . ∈ Θ˜ such that
lim
k→∞
m(Σk) = sup
{
m(Σ): Σ ∈ Θ˜}
and then set Θ(S) =⋃Σk . Finally, for a Hilbert space of Cn-valued analytic functions we set
Θ(H) = Θ({C( f , F , ·): f ∈ H})
where F as usual denotes an element in Hn with det(F (·)) ≡ 0. To see that this deﬁnition is independent of F note that if
G ∈ Hn with det(G(·)) ≡ 0 then
C( f , F , ·) = (C(g1, F , ·), . . . ,C(gn, F , ·))C( f ,G, ·)
which is easily seen using (1.8). (The object in brackets is to be interpreted as a matrix in the obvious way.) Cramer’s
rule and Privalov’s theorem then imply that C( f ,G, ·) has non-tangential limits a.e. on Θ(H) as well, so Θ(H) is indeed
independent of the choice of F .
We now turn to Theorem A. In fact, we shall prove a little bit more than mentioned in the introduction. In [1] the
authors deﬁne
Δg(H) =
{
ξ ∈ T: nt-limsup
λ→ξ
(
1− |λ|2) ‖kλ‖2|g(λ)|2 < ∞
}
,
where H is a Hilbert space of C-valued analytic functions, kλ denotes the functional of evaluation and g ∈ H is arbitrary. It
is then shown that Δg(H) = Σ(H) a.e. (under the assumption that (1.3) and (1.4) hold).
For a Hilbert space of Cn-valued analytic functions and ﬁxed F ∈ Hn we denote by kiλ ∈ H the element such that〈
f ,kiλ
〉= ci( f , F , λ)
for all f ∈ H (where λ ∈ D \ Z(F )), and then we set
ΔF (H) =
{
ξ ∈ T: nt-limsup
λ→ξ
(
1− |λ|2)∥∥kiλ∥∥2 < ∞ for i = 1, . . . ,n}.
Whenever we work with kiλ it will be implicitly assumed that λ /∈ Z(F ). Theorem A reads as follows.
Theorem A. Let H be a Hilbert space of Cn-valued analytic functions that satisﬁes (1.3) and (1.4). Then
Σ(H) = Θ(H) = ΔF (H) a.e.
for any F ∈ Hn with det(F (·)) ≡ 0.
The proof is structured as follows. We will show each of the inclusions
ΔF (H) ⊃ Θ(H) a.e., (2.1)
Θ(H) ⊃ Σ(H) a.e., (2.2)
Σ(H) ⊃ ΔF (H) a.e. (2.3)
Once the appropriate deﬁnitions have been made, (2.1) follows without major modiﬁcations from the methods developed by
Aleman, Richter and Sundberg in [1]. Therefore we will just state the necessary lemmas without proofs. Eq. (2.2) is simply
a restatement of Theorem 1.2 which was proved in [7], so the only part where essentially new ideas are required is (2.3).
Throughout this section H will denote a Hilbert space of Cn-valued analytic functions that satisﬁes (1.3) and (1.4), f will
be an arbitrary function in H and F ∈ Hn be such that det(F ) ≡ 0. This will not be repeated in what follows.
We begin with some deﬁnitions. By a functional of evaluation on H, we mean a functional eλ,a of the form
eλ,a( f ) =
n∑
ai f i(λ),
i=1
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the sequence and moreover we will write (hλ)λ∈Λ for a sequences of numbers hλ ∈ C indexed by the sequence Λ. Let l2Λ
denote the space of such sequences that are ﬁnite in the norm ‖(hλ)‖2 =∑λ∈Λ |hλ|2.
Deﬁnition 2.1. A ﬁnite or countable sequence Λ = (ei)i of functionals of evaluation on H is called interpolating for H if the
operator TΛ : H → l2Λ given by
TΛ( f ) =
(
ei( f )
‖ei‖
)
ei∈Λ
is surjective.
Note that Λ = (ei)i is interpolating for H if and only if there exists an M > 0 such that
M−1
∥∥(bei )∥∥2l2Λ 
∥∥∥∥∑
ei∈Λ
bei
ei
‖ei‖
∥∥∥∥
2
H
 M
∥∥(bei )∥∥2l2Λ (2.4)
for all (bei ) ∈ l2Λ , and that for n = 1 this deﬁnition coincides with the standard one. Any M such that (2.4) holds will be called
an interpolating constant for Λ. For a sequence Λ as above we will write Λ˜ for the set of points in D corresponding to the
functionals of evaluation in the obvious way, and we will use the notation Ntl Λ˜ for the set of non-tangential accumulation
points of Λ˜, i.e. the set of points ξ ∈ T such that there exists a subsequence of Λ˜ that converge non-tangentially to ξ .
Let F ∈ Hn such that det F (·) ≡ 0 be ﬁxed and recall that Z(F ) denotes the zero-set of the function det F (·), that kiλ ∈ H
denotes the element such that〈
f ,kiλ
〉= ci( f , F , λ)
and note that kiλ , due to (1.8), is a point evaluation. Finally, given f1, . . . , fk ∈ H we use the notation
[ f1, . . . , fk] = cl
(
Span
{
Miz f j: i  0, 1 j  k
})
, (2.5)
where cl stands for the closure.
The following proposition is a vector-valued version of Theorem 4.1 in [1]. It is clear that the inclusion (2.1) follows
immediately from part (a). Part (b) will only be used in the proof of Theorem B, but it is more convenient to include the
proof already at this point. The proof we give here is an extension of the arguments in [1], and therefore many of the details
will only be outlined.
Proposition 2.2. Let F = ( f1, . . . , fn) ∈ Hn be ﬁxed.
(a) There exists an f ∈ H such that
nt-limsup
λ→ξ
∣∣C( f , F , λ)∣∣= ∞
for a.e. ξ ∈ T \ ΔF (H).
(b) Assume that F is such that
[ f1, . . . , fn] = H.
Then there is a sequence
Λ = (ki jλ j )
(where 1 i j  n and λ j ∈ D \ Z(F )), that is interpolating for H and satisﬁes Ntl Λ˜ = T \ ΔF (H) a.e.
The proof runs as follows. Fix 0 < σ ′ < 1 and let Γσ ′ (ξ) denote the “Stolz angle” which is the interior of the convex hull
of the point ξ ∈ D and the disc {ζ : |ζ | < σ ′}. By standard arguments one can show that there is a set
Eσ ′ ⊂ T \ ΔF (H)
such that Eσ ′ = T \ ΔF (H) a.e. with the following property: For each ξ ∈ Eσ ′ there is a 1 i  n and a sequence (λk)k∈N ⊂
Γσ ′ (ξ) \ Z(F ) that converge to ξ and(
1− |λk|2
)∥∥kiλ ∥∥2 → ∞.k
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the open interval in T that is centered at λ/|λ| and satisﬁes m(Iλ) = σ(1− |λ|). We use the notation I˜λ to denote the open
interval in T that has the same center as Iλ and 3 times its length. For the remainder of the proof we let σ as above be
ﬁxed.
Deﬁnition 2.3. A ﬁnite subset A ⊂ D is called a V-set if the collection {Iλ}λ∈A consists of mutually disjoint intervals. Let
E ⊂ T be closed. If, in addition, { I˜λ}λ∈A covers E , then we say that A is a V-set for E .
From now on, Λ will always denote a (ﬁnite or inﬁnite) sequence of the form (k
i j
λ j
) j where λ j ∈ D \ Z(F ) and 1 i j  n.
Set
L(Λ) = inf
k
i j
λ j
∈Λ
{√
1− |λ j|2
∥∥ki jλ j∥∥}.
We now state four lemmas needed to prove Proposition 2.2. The proofs are minor modiﬁcations of Lemmas 4.3, 4.5, 4.6
and 4.7 in [1], and therefore they are omitted.
Lemma 2.4. Let 0 < r < 1, L > 0 and E ⊂ Eσ ′ be closed. Then there is a ﬁnite sequence Λ such that L(Λ) > L, Λ˜ is a V-set for E and
Λ˜ ∩ rD = ∅.
Lemma 2.5. There is a constant K > 0, depending only on σ , with the property that if Λ = (ki jλ j ) is a ﬁnite sequence such that Λ˜ is a
V-set and λ j1 = λ j2 whenever j1 = j2 , then Λ is also interpolating for H with interpolating constant K .
Lemma 2.6. Let Λ = (ki jλ j ) be a ﬁnite sequence such that Λ˜ is a V-set and λ j1 = λ j2 whenever j1 = j2 . Moreover let {ζλ j } be given
numbers in T. Then there exists an f ∈ SpanΛ such that ‖ f ‖ K√2/σ , |〈 f ,ki jλ j 〉| > L(Λ) and
〈 f ,ki jλ j 〉
ζλ j
> 0
for all k
i j
λ j
∈ Λ.
Lemma 2.7. Suppose that [ f1, . . . , fn] = H. Given δ > 0 and Λ1 such that Λ˜1 is a V-set, there exists an L > 0 with the property that
whenever Λ2 is such that Λ˜2 is a V-set and L(Λ2) > L, then∣∣〈u, v〉∣∣ δ‖u‖‖v‖
for all u ∈ SpanΛ1 and v ∈ SpanΛ2 .
Based on these lemmas, Proposition 2.2 follows in a similar fashion as the proof of Theorem 4.1 in [1]. We give an
outline:
Proof of Proposition 2.2(a). First pick a sequence of closed sets Eq ⊂ Eσ ′ with ⋃q1 Eq = Eσ ′ a.e. We will inductively
choose a sequence of ﬁnite sequences Λq = (ki
q
j
λ
q
j
) j (where q  1, λqj ∈ D and iqj ∈ {1, . . . ,n}) and functions fq ∈ SpanΛq ,
such that the properties (i)–(iii) listed below hold. To each q we associate the numbers
rq =
(
1+ sup{|λ|: λ ∈ Λ˜q})/2, (2.6)
Mq = sup
{∥∥kiλ∥∥: kiλ ∈ Λp for p  q}, (2.7)
a1 = 1/2 and aq =min
(
2−q,
(
2qK
√
2/σMq−1
)−1)
for q > 1. (2.8)
We also deﬁne functions hq (for q 1), via hq =∑qp=1 ap f p . The induction process will ensure that (for q > 1), the following
conditions hold:
(i) Λ˜q is a V-set for Eq , L(Λq) > q/aq and Λ˜q ∩ (rq−1D) = ∅,
(ii) ‖ fq‖ K√2/σ ,
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〈 fq,kiλ〉
〈hq−1,kiλ〉
> 0
(or 〈 fq,kiλ〉 > 0 if 〈hq−1,kiλ〉 = 0).
Indeed, it is clear that at we can use Lemmas 2.4 and 2.6 to choose Λ1 and f1 such that the applicable parts of (i)–(iii)
hold. Likewise, at the qth step of the induction process, the existence of a Λq satisfying (i) is guaranteed by Lemma 2.4 and
the existence of an fq satisfying (ii) and (iii) is guaranteed by Lemma 2.6.
Given Λq ’s and fq ’s satisfying (i)–(iii) the desired function f is given by
f =
∞∑
p=1
ap f p .
That the sum converges is guaranteed by (ii) and the fact ap  2−p . Given q ∈ N and kiλ ∈ Λq we get∣∣∣∣∣
〈 q∑
p=1
ap f p,k
i
λ
〉∣∣∣∣∣= ∣∣〈hq−1 + aq fq,kiλ〉∣∣ ∣∣〈aq fq,kiλ〉∣∣ aqL(Λq) q
by (i) and (iii). Moreover for p > q we have∣∣〈ap f p,kiλ〉∣∣ ap‖ f p‖∥∥kiλ∥∥ (2p K√2/σMp−1)−1K√2/σ∥∥kiλ∥∥ 2−p
by (ii) and the deﬁnition of ap . Combining these two inequalities we easily obtain |〈 f ,kiλ〉| q − 1 which implies that∣∣C( f , F , λ)∣∣ q − 1
for all λ ∈ Λ˜q . Finally, by the fact that Λ˜q is a V-set for Eq and that limq→∞ rq = 1 it follows that for every ξ ∈⋃q1 Eq
there is a sequence in
⋃
q1 Λ˜q that converges non-tangentially to ξ , and hence the proof is complete. 
Proof of Proposition 2.2(b). The proof is done by induction and goes as follows. Again pick a sequence of closed sets
Ei ⊂ Eσ ′ with ⋃i1 Ei = Eσ ′ a.e. One starts out by using Lemma 2.4 to choose a ﬁnite sequence Λ1 such that Λ˜1 is a
V-set for E1. At the ith step, Lemmas 2.4 and 2.7 are used to ﬁnd a Λi such that Λ˜i is a V-set for Ei with Λ˜i ∩ (1 −
(1/2)i)D = ∅ and such that SpanΛi and SpanΛ j are “almost orthogonal” for all j < i, i.e. such that the corresponding δ’s in
Lemma 2.7 is suﬃciently small. In this way one obtains a sequence Λ1,Λ2, . . . and by Lemma 2.5 each Λi is interpolating
with interpolating constant K . The proof is completed by showing that the sequence Λ formed by attaching the Λi ’s one
after the other satisﬁes (2.4) for M = 2K and that Ntl Λ˜ = Eσ ′ . We omit the details. 
We return to the proof of Theorem A. By Proposition 2.2(a) the inclusion (2.1) has now been proven. As noted before,
the inclusion (2.2) is simply a restatement of Theorem 1.2 which was proved in [7], so it remains to show (2.3).
Let G = (gi) and H = (hi) denote arbitrary elements of Hn and deﬁne on (Hn) ⊕ (Hn) the function
l(G, H) = det
⎛
⎜⎝
〈g1,h1〉 · · · 〈gn,h1〉
.
.
.
. . .
.
.
.
〈g1,hn〉 · · · 〈gn,hn〉
⎞
⎟⎠ . (2.9)
l satisﬁes l(G,G) 0 and∣∣l(G, H)∣∣2  l(G,G)l(H, H).
To see this one has to show that l extends to a sesquilinear positive form on the wedge product
∧n
1 H. The above inequality
is then just a special case of the Cauchy–Schwartz inequality.
Let F = ( f1, . . . , fn) ∈ Hn be as usual and set Kλ = (k1λ, . . . ,knλ) ∈ Hn . Then for all λ ∈ D we have
1= (l(F , Kλ))2 = (1− |λ|2)2n
(
l
(
F
1− λ¯z , Kλ
))2

(
1− |λ|2)nl( F
1− λ¯z ,
F
1− λ¯z
)(
1− |λ|2)nl(Kλ, Kλ) (2.10)
where F
1−λ¯z stands for the element (
f1
1−λ¯z , . . . ,
fn
1−λ¯z ). Moreover, l(Kλ, Kλ) consists of a sum of n! terms, each of the form
(−1)sgn(σ )
n∏〈
kiλ,k
σ(i)
λ
〉
i=1
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that
(
1− |λ|2)nl(Kλ, Kλ) n! n∏
i=1
(
1− |λ|2)∥∥kiλ∥∥2.
Combining this with (2.10), we see that if we can show that
nt-lim
λ→ξ
(
1− |λ|2)nl( F
1− λ¯z ,
F
1− λ¯z
)
= 0 (2.11)
for a.e. ξ ∈ T \ Σ(H), then it follows that for each such ξ there exist at least one i ∈ {1, . . . ,n} with
nt-limsup
λ→ξ
(
1− |λ|2)∥∥kiλ∥∥2 = ∞,
i.e. ΔF (H) ⊂ Σ(H) a.e. as desired.
To prove (2.11) we recall a few facts from [1] and [7]. We ﬁrst assume that
lim
k→∞
∥∥Mkz f ∥∥ = 0
for some element of H. Recall the space K˜ and its associated objects like V , σi etc. that were deﬁned in the introduction,
and let E denote the spectral measure for V . Deﬁne the measures mi on T by dmi = χσi dm.
By the work in Section 3.1 and Theorem 3.18 in [7], it follows that E is absolutely continuous and that we can take
K˜ = L2(m1) ⊕ · · · ⊕ L2(mn) with V being the operator of multiplication by the independent variable. Moreover, for any
f ∈ H let ( f i)ni=1 denote the element corresponding to f in L2(m1) ⊕ · · · ⊕ L2(mn). If we treat the elements of L2(mi) as
functions on T that are identically 0 in T \ σi , then we have that
d〈E(·) f , g〉
dm
=
n∑
i=1
f i gi
where d〈E(·) f ,g〉dm denotes the Radon–Nikodym derivative of the measure 〈E(·) f , g〉 with respect to m.
If limk→∞ ‖Mkz f ‖ = 0 for all elements of H, then we simply deﬁne f i ≡ 0 on T for all f ∈ H and i = 1, . . . ,n. By a slight
modiﬁcation of Lemma 2.2 in [1], we get the following.
Lemma 2.8. For any f , g ∈ H we have
nt-lim
λ→ξ
(
1− |λ|2)〈 f
1− λ¯z ,
g
1− λ¯z
〉
=
n∑
i=1
f i(ξ)gi(ξ)
for a.e. ξ ∈ T.
Set
WF (ξ) =
⎛
⎜⎝
f 11 (ξ) · · · f 1n (ξ)
.
.
.
. . .
.
.
.
f n1 (ξ) · · · f nn (ξ)
⎞
⎟⎠
where f ij = ( f j)i ∈ L2(mi). By Lemma 2.8 the limit in (2.11) exists for a.e. ξ ∈ T and
nt-lim
λ→ξ
(
1− |λ|2)nl( F
1− λ¯z ,
F
1− λ¯z
)
= det
⎛
⎜⎜⎝
∑n
j=1 f
j
1 (ξ) f
j
1 (ξ) · · ·
∑n
j=1 f
j
n (ξ) f
j
1 (ξ)
.
.
.
. . .
.
.
.∑n
j=1 f
j
1 (ξ) f
j
n (ξ) · · ·
∑n
j=1 f
j
n (ξ) f
j
n (ξ)
⎞
⎟⎟⎠
= det(WF (ξ)∗WF (ξ))= ∣∣detWF (ξ)∣∣2.
Recall that Σ(H) = σn and that the support of f ni is included in σn . Therefore if ξ ∈ T \ Σ(H) then the last row of WF (ξ)
is identically 0 and hence det(WF (ξ)) = 0. Thus (2.11) holds which implies that the inclusion (2.3) holds and the proof of
Theorem A is complete.
Due Theorem A we see that ΔF (H) is independent of F (up to a.e.-equality), so from now on we will simply write Δ(H).
We turn to the proof of Theorem B, which we restate for convenience.
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• If m(Σ(H)) > 0 then indM n for all invariant subspaces M ⊂ H. In fact, indM = supλ∈D(dim{ f (λ): f ∈ M}).
• If m(Σ(H)) = 0 then given any k ∈ N ∪ {∞} the exists an invariant subspace M ⊂ H with indM = k.
Proof. The ﬁrst part is proved in [7, Theorem 3.16], so we turn immediately to the second part. First, if 0 k  n then the
problem is easily solved. For k = 0 we simply take M = {0} and otherwise we take f1, . . . , fk ∈ H such that fk(0) = ek and
put
M = [ f1, . . . , fk]
(recall (2.5)). It is then easily veriﬁed that
RanMz|M + Span{ f1, . . . , fk} = M
so that indM = k as desired. To see this, let g ∈ M be arbitrary and pick polynomials p ji such that
g = lim
j→∞
k∑
i=1
p ji f i .
As point evaluations are continuous we infer that there are numbers a1, . . . ,ak such that lim j→∞ p ji (0) = ai . Therefore
(
∑k
i=1(p
j
i − p ji (0)) f i) j is a Cauchy sequence and as Mz is bounded below we get
g −
k∑
i=1
ai f i = lim
j→∞
k∑
i=1
(
p ji − p ji (0)
)
f i = Mz
(
lim
j→∞
k∑
i=1
p ji − p ji (0)
z
fi
)
so that g −∑ki=1 ai f i ∈ RanMz|M , as desired.
We now assume that k > n and that m(Σ(H)) = 0. The following argument has been taken from [2]. If M ⊂ H is an
Mz-invariant subspace, then M⊥ is M∗z -invariant. We can decompose the operator Mz with respect to H = M ⊕ M⊥ as
Mz ∼=
(
Mz|M PMMz|M⊥
0 PM⊥Mz|M⊥
)
.
Put S = M∗z |M⊥ and observe that S∗ = PM⊥ (M∗z )∗|M⊥ = PM⊥Mz|M⊥ and then that
Mz ∼=
(
Mz|M PMMz|M⊥
0 S∗
)
=
(
I 0
0 S∗
)(
I PMMz|M⊥
0 I
)(
Mz|M 0
0 I
)
.
Thus we get
−n = indMz = indMz|M + 0+ ind S∗ = indMz|M − ind S
if either indMz|M or ind S is ﬁnite, and hence
ind S − n = indMz|M (2.12)
holds even for indMz|M = −∞. As S = M∗z |M⊥ this implies that if we can ﬁnd a subspace M such that
indM∗z |M⊥ = n− k, (2.13)
then we are done.
We will ﬁrst prove that such a subspace M can be found under the additional assumption that there exist f1, . . . , fn ∈ H
such that
[ f1, . . . , fn] = H. (2.14)
By Proposition 2.2 we then get that there exists a sequence
Λ = (ki jλ j )
(where 1 i j  n and λ j ∈ D\ Z(F )), that is interpolating for H and satisﬁes Ntl Λ˜ = T a.e. Moreover, by the proof it follows
that we can assume that λ j1 = λ j2 = 0 whenever j1 = j2. Put N = cl(Span{ki jλ j }). For any f ∈ H we have〈
M∗zk
i j
, f
〉= 〈ki j ,Mz f 〉= λ¯ j 〈ki j , f 〉,λ j λ j λ j
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N = Ran T ∗Λ = (Ker TΛ)⊥ (see Deﬁnition 2.1), it is easily veriﬁed that TΛ|N is a bijection from N onto l2, and the above
calculation implies that
M∗z |N T ∗Λ = T ∗ΛD,
where D denotes the operator on l2 such that D(ai) = (λ¯iai). Now, it is a known fact that there are D-invariant subspaces
L of l2 such that
ind D|L = n− k (2.15)
(even when k = ∞), and hence (2.13) holds with
M = (T ∗Λ(L))⊥,
and so by (2.12) we are done (in the case when (2.14) holds).
We now outline a proof of how to see that D has the desired invariant subspace. The crucial fact here is that Ntl Λ˜ = T
a.e. By Lemmas 1.3, 1.5 and 1.6 in [5] it follows that there exist elements x, y ∈ l2 such that
〈
Dix, y
〉= {1 if i = 0,
0 if i > 0.
Put L = cl(Span{Dix: i  0}). As λi = 0 ∀i ∈ N and Λ˜ has no accumulation points in D we see that D|L is bounded below
and as x is a cyclic vector we deduce that ind D|L is either 0 or −1. But it cannot be 0 because this would imply that D|L
is invertible, which contradicts the fact that y is orthogonal to D|L but not to L. Thus
ind D|L = −1,
so (2.15) holds for k = n+1. To produce subspaces with ind D|L < −1 one splits the set Λ˜ into several subsets and then use
the above construction on each. The argument goes as follows. For each λ ∈ D let Iλ ⊂ T be the open interval centered at
λ/|λ| with m(Iλ) = 1− |λ|. It follows from the theorems of F. and M. Riesz and Lindelöf (see e.g. [11, Ch. II]) that a discrete
relatively closed sequence Γ = (γi)∞i=1 in D satisﬁes NtlΓ = T if and only if⋃
i>i0
Iγi = T a.e.
for all i0 ∈ N. By this observation it follows that there are numbers i1, i2, . . . such that
m
( ⋃
i j+1i>i j
Iλi
)
 1− 1/ j
and using these subsets it is easy to ﬁnd k − n disjoint subsets Λ˜ j ⊂ Λ˜ with Ntl Λ˜ j = T and
k−n⋃
j=1
Λ˜ j = Λ˜.
Given a sequence Γ = (γi) we let DΓ denote the diagonal operator on l2 given by D(ai) = (γiai), and we shall think of
the sets Λ˜ j and Λ˜ as sequences ordered so that the subindices of the λi ’s are increasing. It is easily seen that D = DΛ˜ is
unitarily equivalent to
k−n⊕
j=1
DΛ˜ j .
Let L j ⊂ l2 be DΛ˜ j -invariant subspaces such that ind DΛ˜ j |L j = −1 and note that a short argument shows that
ind
((
k−n⊕
j=1
DΛ˜ j
)∣∣∣∣∣⊕k−n
j=1 L j
)
=
k−n∑
j=1
ind DΛ˜ j |L j =
k−n∑
j=1
−1= n− k.
This immediately implies that we can ﬁnd a subspace L ⊂ l2 such that (2.15) holds, as desired.
It remains to prove that the assumption (2.14) can be removed. Fix ( f1, . . . , fn) = F ∈ Hn such that det F (0) = 0. If a
subspace M with indM = k can be found as a subspace of [ f1, . . . , fn], then we are obviously done. The already proved
results might however not be applicable because the space [ f1, . . . , fn] may not satisfy conditions (1.1) and (1.2). This
problem can be overcome as follows. By the argument in the ﬁrst part of this proof we have that ind [ f1, . . . , fn] = n, which
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and (1.2), and a unitary map U : [ f1, . . . , fn] → H′ such that MzU = UMz (see the beginning of Section 4 for more details).
If we denote by K′ and K˜′ the spaces corresponding to H′ as K and K˜ correspond to H, then it is clear that we may
consider K′ as a subspace of K which implies that K˜′ can be taken as a subspace of K˜. Thus
Σ(H′) = {ξ ∈ T: MV |K˜ ′ (ξ) n} ⊂a.e.{ξ ∈ T: MV (ξ) n}= Σ(H).
We conclude that
m
(
Σ(H′))= 0,
and hence it follows from what we have already proven that there are Mz-invariant subspaces of H′ with index k. As U is
unitary and MzU = UMz , the proof is complete. 
3. Non-tangential limits in decomposable spaces
Let H be a Hilbert space of Cn-valued analytic functions. Given F ∈ Hn with det(F (·)) ≡ 0, we set
Θ iF = Θ
({
ci( f , F , ·): f ∈ H
})
,
i.e. Θ iF is the “largest” subset of T where the ith canonical coeﬃcient has non-tangential limits a.e. for all f ∈ H (see
the beginning of Section 2). Recall that a Hilbert space of Cn-valued analytic functions is called decomposable if there are
f1, . . . , fn ∈ H such that
[ f1] · · · [ fn] = H. (3.1)
The main theorem of this section is the following.
Theorem C. Let H be a Hilbert space of Cn-valued analytic functions that satisﬁes (1.3) and (1.4) and assume that H is decomposable,
i.e. there are f1, . . . , fn such that (3.1) holds. Put F = ( f1, . . . , fn). Then
MV =
n∑
i=1
χΘ iF
a.e.
Proof. Fix i ∈ {1, . . . ,n}. Note that any f ∈ [ f i] is of the form φ f i where φ is a holomorphic function in D. Moreover it is
easy to see that φ = ci( f , F , ·) and that given g = g1 + · · · + gn ∈ H with gi ∈ [ f i] we have ci(g, F , ·) = ci(gi, F , ·). Let Ci
denote the set of functions{
ci( f , F , ·): f ∈ [ f i]
}
with the norm ‖ci( f , F , ·)‖ = ‖ f ‖. It is easy to check that Ci becomes a Hilbert space of C-valued analytic functions that
satisﬁes (1.3) and (1.4). In particular, by Theorem A we have that
Θ iF = Σ(Ci) a.e.
so in order to prove Theorem C we have to show that
MV =
n∑
i=1
χΣ(Ci) a.e. (3.2)
Recall the deﬁnition of M, K, S , K˜ and V associated to H, as deﬁned in the introduction. Analogously, for each i ∈ {1, . . . ,n}
let Mi ⊂ Ci denote the subspace
Mi =
{
f ∈ Ci: lim
k→∞
∥∥Mkz f ∥∥= 0}
and let PM⊥i denote the orthogonal projection onto M
⊥
i . Note that M =
∑n
i=1 Mi and that due to the dichotomy men-
tioned after Theorem 1.1 we either have Mi = {0} or Mi = Ci .
When M⊥i = Ci we deﬁne a new norm on Ci via the formula
‖ f ‖∗ = lim
k→∞
∥∥Mkz f ∥∥
and denote by Ki the completion of the pre-Hilbert space (Ci,‖ · ‖∗). Let Si : Ki → Ki denote the isometric operator such
that Si f = Mz f for all f ∈ Ci , and let Vi be its minimal unitary extension on the Hilbert space K˜i . When M⊥i = {0} we
deﬁne K˜i = {0} and let both Vi and Si to be equal to the operator that maps 0 to 0.
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(3.2) can be reformulated as
MV =
n∑
i=1
MVi a.e. (3.3)
Let Li be the closure of PM⊥[ f i] in K. As Mz(M) ⊂ M it easily follows that S(Li) ⊂ Li . Let S|Li denote the operator S
restricted to Li . Moreover let L˜i ⊂ K˜ denote the closure of the linear span of the sets V−kLi , k = 0,1, . . . ,∞. By standard
results about unitary extensions it follows that V |L˜i is a minimal unitary extension of S|Li .
We shall now deﬁne a natural unitary map Ri : Ki → Li . First, if M⊥i = {0}, then [ f i] ⊂ M and thus Li = Ki = {0}. In
this case we deﬁne Ri(0) = 0. Otherwise, i.e. when M⊥i = Ci , we set
Ri
(
ci( f , F , ·)
)= PM⊥ f
for all f ∈ [ f i]. Clearly Ri maps Ci onto a dense subset of PM⊥[ f i]. Moreover, the calculation∥∥ci( f , F , ·)∥∥∗ = limk→∞
∥∥Mkz f ∥∥= lim
k→∞
∥∥Mkz PM⊥ f ∥∥= ‖PM⊥ f ‖∗
shows that it is isometric. Thus Ri extends by continuity to a unitary operator from Ki to Li , as desired.
Under this map the operators Si and S|Li are unitarily equivalent. If M⊥i = {0} then the statement is trivial, so we
assume that M⊥i = Ci . For f ∈ [ f i] we then get
Ri
(
Sici( f , F , ·)
)= Ri(Mzci( f , F , ·))= Ri(ci(Mz f , F , ·))= PM⊥Mz f = PM⊥MzPM⊥ f = SRi(ci( f , F , ·)),
which easily implies that Ri Si = S|Li Ri .
Now, minimal unitary extensions are unique up to unitary equivalence and thus we have shown that MVi = MV |L˜i a.e.
In order to prove (3.3), it is thus suﬃcient to show that
MV =
n∑
i=1
MV |L˜i a.e. (3.4)
But (3.4) does hold if we can show that L˜1  · · · L˜n = K˜, because due to a theorem by Putnam (see Corollary 12.9, [8]),
similar normal operators are automatically unitarily equivalent.
It thus remains to prove that L˜1  · · · L˜n = K˜. By standard results about minimal unitary extensions, the sets V−kK,
k ∈ N, are dense in K˜. It follows that L˜1 + · · · + L˜n is dense in K˜, so we only have to show that for any two subsets
I1, I2 ⊂ {1, . . . ,n} with I1 ∩ I2 = ∅ the two planes ∑i∈I1 L˜i and ∑i∈I2 L˜i have a positive angle, i.e. that
sup
{ |〈x, y〉|
‖x‖‖y‖ : x ∈
∑
i∈I1
L˜i, y ∈
∑
i∈I2
L˜i
}
< 1.
By the fact that V is unitary, the deﬁnition of L˜i and that PM⊥[ f i] is dense in Li we get
sup
{ |〈x, y〉|
‖x‖‖y‖ : x ∈
∑
i∈I1
L˜i, y ∈
∑
i∈I2
L˜i
}
= sup
{ |〈x, y〉|
‖x‖‖y‖ : x ∈
∑
i∈I1
Li, y ∈
∑
i∈I2
Li
}
= sup
{ |〈 f , g〉∗|
‖ f ‖∗‖g‖∗ : f ∈
∑
i∈I1
PM⊥[ f i], g ∈
∑
i∈I2
PM⊥[ f i]
}
 sup
{
lim
k→∞
|〈Mkz f ′,Mkz g′〉|
‖Mkz f ′‖‖Mkz g′‖
: f ′ ∈
∑
i∈I1
[ f i], g′ ∈
∑
i∈I2
[ f i]
}
 sup
{ |〈 f ′, g′〉|
‖ f ′‖‖g′‖ : f
′ ∈
∑
i∈I1
[ f i], g′ ∈
∑
i∈I2
[ f i]
}
.
But the last supremum is indeed less than 1 by the assumption that [ f1] · · · [ fn] = H. The proof is complete. 
In connection with Theorem C one has to investigate wether the assumption of decomposability is necessary, or if the
theorem could be true even in the general setting.
The answer is no, as we will now show by an example. To do this we need the “P2(μ)-spaces” that were brieﬂy
discussed in the introduction, see Example 1. Again let μ be of the form dμ = dA + χσ dm, where σ is a subset of T. In
addition to the facts (i)–(iii) we shall need the following fact, which is a consequence of the results in [3]:
(iv) For any σ ′ ⊂ T with σ ⊂ σ ′ , there is an f ∈ P2(μ) with Θ( f ) = σ ′ a.e.
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m
({
ξ ∈ T: g(ξ) > h(ξ)})= 0 and m({ξ ∈ T: g(ξ) < h(ξ)})> 0.
Theorem D. There is a Hilbert space H of C2-valued analytic functions that satisﬁes (1.3) and (1.4) such that
χΘ1F
+ χΘ2F < MV a.e.
for all choices of F ∈ H2 with det(F (·)) ≡ 0.
Proof. Let τi denote subset of T which lies in the ith quadrant of the plane, i = 1, . . . ,4. We deﬁne the measures μ, ν and
ω by
dμ = dA + χτ1∪τ2 dm,
dν = dA + χτ1∪τ3 dm,
dω = dA +χτ4 dm.
Let H be the set{(
f 1, f 2
)
: f 1 ∈ P2(μ), f 2 ∈ P2(ν), f 1 + f 2 ∈ P2(ω)}
endowed with the norm∥∥( f 1, f 2)∥∥2 = ∥∥ f 1∥∥2P2(μ) + ∥∥ f 2∥∥2P2(ν) + ∥∥ f 1 + f 2∥∥2P2(ω).
Using (i) and (ii) one easily sees that H can be identiﬁed with a Hilbert space of C2-valued analytic functions. We keep the
notation from the introduction of the corresponding objects like M, S , K, V etc. Clearly M⊥ = H and by the dominated
convergence theorem it follows that
∥∥( f 1, f 2)∥∥2∗ =
∫
τ1∪τ2
∣∣ f 1∣∣2 dm+ ∫
τ1∪τ3
∣∣ f 2∣∣2 dm+ ∫
τ4
∣∣ f 1 + f 2∣∣2 dm.
Let m1 denote the measure given by dm1 = χτ1 dm and let J : H → L2(m) ⊕ L2(m1) be given by
J
((
f 1, f 2
))= ( f 1χτ1∪τ2 + f 2χτ3 + ( f 1 + f 2)χτ4 , f 2χτ1).
Clearly, J is isometric with respect to the ∗-norm on H. Let N denote the operator on L2(m) ⊕ L2(m1) of multiplication
by the independent variable, i.e. the operator such that for a.e. ξ ∈ T we have N( f 1, f 2)(ξ) = (ξ f 1(ξ), ξ f 2(ξ)), and let
K′ denote the closure of J (H) in L2(m) ⊕ L2(m1). Obviously JMz = N J , and this implies that S is unitarily equivalent
with N|K′ . Using the Stone–Weierstrass theorem, it is not hard to see that ⋃k>0 N−kK′ is dense in L2(m) ⊕ L2(m1). It
follows that N is a minimal unitary extension of N|K′ . Summing up we have proved that
MV = MN = χT +χτ1 a.e.
To conclude the theorem, we will show that for any choice of F ∈ H2 we have
χΘ1F
(ξ) + χΘ2F (ξ) = 0
for a.e. ξ in some non-trivial subset of T.
Let F = ( f1, f2) where f1 = ( f 11 , f 21 ) and f2 = ( f 12 , f 22 ). Note that for any g = (g1, g2) ∈ H and λ /∈ Z(F ), we have that
c1(g, F , λ) = f
2
2 (λ)
det F (λ)
g1(λ) − f
1
2 (λ)
det F (λ)
g2(λ)
and a similar equation holds for c2. First assume that at least 3 of the functions f
j
i are non-vanishing, say f
1
2 ≡ 0 and
f 22 ≡ 0. By choosing g2 ≡ 0 and g1 ∈ P2(μ + ω) such that τ3 ∩ Θ(g1) = τ3 \ Θ( f
2
2
det F ) a.e., we deduce that
m
(
Θ1F (H) ∩ τ3
)= 0.
In a similar way we deduce that
m
(
Θ1F (H) ∩ τ2
)= 0
and that
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(
Θ2F (H) ∩ τk
)= 0 (3.5)
for at least one value of k ∈ {2,3}, which implies that
χΘ1F
(ξ) + χΘ2F (ξ) = 0
for a.e. ξ ∈ τk , where k is such that (3.5) holds. Thus χΘ1F + χΘ2F < MV a.e. as desired.
Now assume that two of the f ij ’s are identically zero, say, f
2
1 ≡ 0 and f 12 ≡ 0. Then
c1(g, F , λ) = g
1(λ)
f 11 (λ)
and
c2(g, F , λ) = g2(λ)
f 22 (λ)
.
By choosing g1 = −g2 ∈ P2(μ + ν) such that τ4 ∩ Θ(g1) = τ4 \ Θ( 1f 11 ), we deduce that
m
(
Θ1F (H) ∩ τ4
)= 0.
Similarly we see that also
m
(
Θ2F (H) ∩ τ4
)= 0,
and thus we get that
χΘ1F
(ξ) + χΘ2F (ξ) = 0
for a.e. ξ ∈ τ4. The proof is complete. 
4. Applications
Let T be a contraction on some Hilbert space X such that T − λ is bounded below for each λ ∈ D, ⋂∞i=1 T iX = {0}
and ind T = −n for some n ∈ N. It can be shown that the above conditions are equivalent to demanding that T ∗ is a
contraction which lies in the Cowen–Douglas class Bn(D). By the work in [9], it then follows that there exists a Hilbert
space H of Cn-valued analytic functions that satisﬁes (1.1) and (1.2) and a unitary map U : X → H such that UT = MzU .
(See Theorem 1.1 in [6] for an explicit veriﬁcation of this fact.) Throughout this section, H and X will be related in this
way. Analogously with the deﬁnition of Σ(H) we may deﬁne Σ(X , T ) and obviously we then get
Σ(H) = Σ(X , T ).
Moreover, for any x ∈ X and (x1, . . . , xn) = X ∈ X n such that
Span{x1, . . . , xn} + Ran(T − λ0) = X (4.1)
for some λ0 ∈ D, we may deﬁne meromorphic functions
c1(x, X,X , T , ·), . . . , cn(x, X,X , T , ·),
by the equation
n∑
i=1
ci(x, X,X , T , ·)xi ∈ Ran(T − λ). (4.2)
That this equation deﬁnes unique meromorphic functions follows from the following simple observations.
• The condition (4.1) is equivalent to
det
(
(Ux1)(λ0), . . . , (Uxn)(λ0)
) ≡ 0.
• The ci ’s are invariant under unitary transformations, i.e.
ci(x, X,X , T , ·) = ci(Ux,U X,H,Mz, ·),
where U X = (Ux1, . . . ,Uxn) ∈ Hn .
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ci(Ux,U X,H,Mz, ·) = ci(Ux,U X, ·),
and the “old” ci ’s are clearly meromorphic.
Thus it makes sense to talk about Θ(X , T ) and Θ iX (X , T ) (with the obvious deﬁnitions). Combining the above observa-
tions we obtain the following extension of Theorems A and B.
Corollary 4.1. Let T be a contraction on some Hilbert space X such that T ∗ ∈ Bn(D). Assume that there exists a c > 0 such that∥∥(T − λ)(1− λ¯T )−1x∥∥ c‖x‖
for all λ ∈ D and all x ∈ X . Then
Θ(X , T ) = Σ(X , T )
and moreover
• if m(Σ(X , T )) = 0 then given any k ∈ N ∪ {∞} the exists a T -invariant subspace M ⊂ X with ind T |M = −k;
• if m(Σ(X , T )) > 0 then ind T |M −n for all T -invariant subspaces M ⊂ X .
Similarly we may formulate extensions of Theorems C and D. As a consequence, we note that a minor investigation shows
that Theorems A–D continue to hold unchanged if conditions (1.1) and (1.2) are replaced with the weaker assumptions
The evaluation map f 	→ f (λ) from H onto Cn is continuous for all λ ∈ D and it is surjective for some λ0 ∈ D. (4.3)
ind(Mz − λ) = −n for all λ ∈ D. (4.4)
We end this paper with three corollaries about invariant subspaces.
Corollary 4.2. Let X and T be such that Corollary 4.1 applies assume that M is a T -invariant subspace, then
Σ(M, T |M) ⊃
a.e.
Σ(X , T ).
Proof. By Theorem 1.1 in [6] we may assume that X is a Hilbert space of Cn-valued analytic functions and that T = Mz .
We may also assume that m(Σ(X ,Mz)) > 0, because otherwise there is nothing to prove. Set k = indM. By Theorem B we
get that k  n and that we may take F = ( f1, . . . , fn) ∈ X n such that det F (·) ≡ 0 and f1, . . . , fk ∈ M. It is not hard to see
that
ci
(
f , ( f1, . . . , fk),M,Mz|M, ·
)= ci( f , F ,H,Mz, ·)
for 1 i  k and f ∈ M. Thus
Θ(M,Mz|M) ⊃
a.e.
Θ(X ,Mz)
so the result follows by Corollary 4.1. 
In particular, note that if ind T |M = −n in the above corollary, then it is easily seen (as in the end of the proof of
Theorem B), that we also have
Σ(M, T |M) ⊂
a.e.
Σ(X , T ) a.e.
Thus we get the following corollary, which in the case n = 1 implies that in order to ﬁnd Θ(H) it suﬃces to ﬁnd the
corresponding set for any cyclic invariant subspace.
Corollary 4.3. Let X and T be such that Corollary 4.1 applies assume that M is a T -invariant subspace such that ind T |M = −n.
Then
Θ(M, T |M) = Θ(X , T ) a.e.
Finally, Corollary 1.3 reads as follows:
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m
(
Σ(X , T )) = 0.
If M1 and M2 are two T -invariant subspaces with M1 ⊂ M2 , then
ind(T |M1 ) ind(T |M2 ).
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