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A PLU¨NNECKE-RUZSA INEQUALITY IN COMPACT ABELIAN
GROUPS
PABLO CANDELA, DIEGO GONZA´LEZ-SA´NCHEZ, AND ANNE DE ROTON
Abstract. The Plu¨nnecke-Ruzsa inequality is a fundamental tool to control the growth
of finite subsets of abelian groups under repeated addition and subtraction. Other tools
to handle sumsets have gained applicability by being extended to more general subsets
of more general groups. This motivates extending the Plu¨nnecke-Ruzsa inequality, in
particular to measurable subsets of compact abelian groups by replacing the cardinality
with the Haar probability measure. This objective is related to the question of the
stability of classes of Haar measurable sets under addition. In this direction the class of
analytic sets is a natural one to work with. We prove a Plu¨nnecke-Ruzsa inequality for
K-analytic sets in general compact (Hausdorff) abelian groups. We also discuss further
extensions, some of which raise questions of independent interest in descriptive topology.
1. Introduction
The Plu¨nnecke-Ruzsa inequality is a central result in additive combinatorics, providing
useful upper bounds for the cardinality of iterated sums and differences of a finite subset
of an abelian group. The version of the result that is used most often is the following.
Theorem 1.1. Let A,B be finite non-empty subsets of an abelian group and suppose that
|A+B| ≤ α|A|. Then for all non-negative integers m,n we have |mB − nB| ≤ αm+n|A|.
A first version of this result (for iterated sums only) was proved by Plu¨nnecke in the late
1960s [22]. The proof was simplified and the result extended to sums and differences by
Ruzsa in the late 1980s [26]. Both of these treatments of the result used nontrivial tools
from graph theory. In 2011, a much shorter and elementary proof was given by Petridis
[20]. We refer the reader to the latter paper and also to the survey [21] of the same author
for more background on this result and its numerous applications.
Theorem 1.1 is applicable in the discrete setting of finite subsets of abelian groups.
Other central tools to handle sumsets have gained much applicability by being extended
from the discrete setting to more general settings including continuous groups. This is
the case for instance for the Cauchy-Davenport inequality, which was extended to the
circle group in [23], to tori in [18], and to compact connected abelian groups in [15].
This motivates extending Theorem 1.1 to more general subsets of more general abelian
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groups. Here we focus on Haar-measurable subsets of compact abelian groups, aiming
for an extension of Theorem 1.1 with the cardinality replaced by the Haar probability
measure. This leads us to seek a suitable class of Haar-measurable sets for which to prove
such an extension. Such a class should be sufficiently general, but it is also natural to
require it to be stable under addition, meaning that if A,B are sets in this class then
so is their sumset A + B. Questions related to this stability were already of interest to
Erdo˝s and Stone, who showed in [5] that the sum of two Borel sets can fail to be Borel.
It is also known since Sierpin´ski’s work [27] that the sum of Lebesgue measurable sets
need not be Lebesgue measurable (see also [3]). However, the class of analytic sets is
stable under addition (as was already noted in [5, 27]), and in a Polish space (a separable
topological space metrizable by a complete metric) this class is general enough to contain
all Borel sets; see Proposition 8.2.3 of [4]. In this paper we extend the Plu¨nnecke-Ruzsa
inequality to analytic sets in compact Polish abelian groups, and thus to all Borel sets in
such groups. In fact, our main result holds for the more general class of K-analytic sets,
which can be defined in any compact (Hausdorff) abelian group, as we recall below.
There are also extensions of additive combinatorial tools to the non-abelian setting,
for instance in [14] and more recently in [30]. The latter paper includes a variant of the
Plu¨nnecke-Ruzsa inequality (with weaker bounds) for non-abelian groups (see Lemma 3.4
in [30]), and also related results for open sets in some continuous groups. The extensions
in this paper go in a different direction, their aim being to make the Plu¨nnecke-Ruzsa
inequality applicable to as large a class of sets as possible in the compact abelian setting.
Before we state our main result, let us recall some definitions. All compact abelian
groups in the sequel are assumed to be Hausdorff. In the setting of general Hausdorff
topological spaces, Choquet defined the useful notion of a K-analytic set ; see Definition
3.1 in [2]. This extended the classical notion of analytic set defined by Lusin and Souslin
[17, 29], the latter notion pertaining to Polish spaces. To state Choquet’s definition, let
us first recall that a subset B of a topological space X is a Kσδ set if B =
⋂
i∈N
⋃
j∈NKi,j,
for compact sets Ki,j ⊂ X .
Definition 1.2 (Choquet). Let X be a Hausdorff topological space. A set A ⊂ X is a
K-analytic set if there is a Kσδ set B in a compact Hausdorff space and a continuous map
f : B → X such that A = f(B).
We recall more background onK-analytic sets in Section 4 below. Let us note for now that
the sum or difference of two K-analytic sets in a compact abelian group G is K-analytic
(this follows from the definition, and is detailed in Section 4), and that K-analytic subsets
of G are Haar-measurable; see Theorem 4.3 in [28].
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Let µ denote the Haar probability measure on G. We can now state our main result.
Theorem 1.3. Let G be a compact abelian group and let A,B be K-analytic subsets of
G satisfying 0 < µ(A + B) ≤ αµ(A). Then we have µ(mB − nB) ≤ αm+nµ(A) for all
non-negative integers m,n.
As mentioned above, if G is also Polish then the theorem holds in particular for any Borel
sets A,B ⊂ G. We also prove the following variant, which can be useful in cases where
the constant α ≥ 1 is close to 1.
Theorem 1.4. Let G be a connected compact abelian group and let A,B be K-analytic
subsets of G satisfying 0 < µ(A+B) ≤ αµ(A). Then for all n ∈ N such that αn < 1/µ(A),
we have µ(nB) ≤ (αn − 1)µ(A).
This result also holds in finite groups in which an analogue of the Cauchy-Davenport
inequality is available, as we shall explain in the sequel.
The condition 0 < µ(A+B) in the theorems above is necessary. Indeed, let C be the
Cantor middle-third set in [0, 1], and let B denote C viewed as a subset of the circle group
T = R/Z (identifying this group as a set with [0, 1) the usual way). Since in R we have
C + C = [0, 2] (as can be seen using ternary expansions), in T we have µ(mB − nB) = 1
whenever m+ n ≥ 2. If we now let A be a singleton in T, then µ(A+B) = µ(B) = 0. In
particular, for every α > 0 we have µ(A + B) ≤ αµ(A), but the conclusion of Theorem
1.3 fails for all m,n ∈ N.
The paper is laid out as follows. In Section 2 we establish the special case of Theorem
1.3 for closed subsets of an arbitrary compact abelian Lie group. In Section 3, we prove an
approximation result for closed subsets of general compact abelian groups by subsets of
compact abelian Lie groups, which refines a similar result from [1]. This is then combined
in Section 4 with measure-theoretic results concerning K-analytic subsets of Hausdorff
spaces, and using this we complete the proofs of Theorems 1.3 and 1.4. In Section 5 we
discuss further extensions of Theorem 1.3. In particular we prove a version of Theorem
1.3 involving the inner Haar measure, which allows the set A to be arbitrary; see Theorem
5.1. We then discuss further possible extensions of Theorem 1.3 to more general classes of
Haar measurable sets, a direction which leads to basic questions in descriptive topology
concerning generalizations of K-analytic sets (see for instance Question 5.8).
Acknowledgements. We are very grateful to Petr Holicky´ for providing the example in
Proposition 5.7 and for very useful comments. We thank an anonymous referee for useful
remarks. This work was supported by project ANR-12-BS01-0011 CAESAR and by grant
MTM2014-56350-P of MINECO. The second named author is supported by La Caixa.
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2. The case of closed sets in compact abelian Lie groups
Every compact abelian Lie group is isomorphic to Td × Z for some non-negative integer
d and some finite abelian group Z; see Proposition 2.42 in [8]. In this section we prove
the following special case of Theorem 1.3.
Theorem 2.1. Let A,B be closed subsets of Td × Z satisfying 0 < µ(A + B) ≤ αµ(A).
Then for all non-negative integers ℓ,m we have µ(ℓB −mB) ≤ αℓ+mµ(A).
Remark 2.2. The sum or difference of any finite number of closed sets in a compact
abelian group is closed. Indeed, in a compact Hausdorff space a set is closed if and only
if it is compact. Therefore, the sum of any (finite) number of closed sets is the image of
a compact set through a continuous map, so it is compact, whence it is also closed.
Given a set A ⊂ Td × Z, and a positive integer n, we define the set
An = A+
(
[− 1
n
, 1
n
]d × {0Z}
)
⊂ Td × Z. (1)
Remark 2.3. The sequence of sets (An)n∈N is decreasing and ∩n∈NAn = A. In particular,
for a closed set A, by continuity of µ we have µ(An)→ µ(A).
Theorem 1.1 is usually deduced from the following result (see Theorem 3.1 in [20]).
Theorem 2.4. Let A and B be finite non-empty subsets of an abelian group satisfying
|A+B| ≤ α|A|. Then there exists a non-empty subset X ⊂ A such that for every positive
integer m we have |X +mB| ≤ αm|X|.
In the same spirit, we shall first establish the following analogue of Theorem 2.4 for closed
subsets of compact abelian Lie groups.
Theorem 2.5. Let A,B be closed subsets of Td × Z satisfying 0 < µ(A + B) ≤ αµ(A).
Then for every ǫ > 0, for every sufficiently large n ∈ N there exists a non-empty closed
subset A′n ⊂ An such that for every m ∈ N we have µ(A
′
n +mB) ≤ (1 + ǫ)
m αm µ(A′n).
Let us record a consequence that we shall use later to obtain Theorem 1.4.
Corollary 2.6. Let A,B be closed subsets of Td satisfying 0 < µ(A+B) ≤ αµ(A). Then
for every positive integer m such that αm < 1/µ(A), we have µ(mB) ≤ (αm − 1)µ(A).
The condition αm < 1/µ(A) is seen to be necessary by letting A = B with µ(A) > 1/2,
m = 1, and α = 1
µ(A)
< 2. We then have µ(A+B) = 1 = αµ(A), yet µ(B) > (α−1)µ(A).
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Proof. Let (ǫj)j∈N be a decreasing sequence of positive numbers tending to 0, and let
(nj)j∈N be a strictly increasing sequence of positive integers such that for every j there
exists a closed set A′nj ⊂ Anj satisfying µ(A
′
nj
+mB) ≤ (1 + ǫj)
mαmµ(A′nj). From the
assumption αm < 1/µ(A) it follows that µ(A′nj + mB) ≤ (1 + ǫj)
mαmµ(A′nj) < 1 for j
sufficiently large, so we may apply Macbeath’s analogue for Td of the Cauchy-Davenport
inequality, see Theorem 1 in [18], to deduce that µ(A′nj +mB) ≥ µ(A
′
nj
)+µ(mB), whence
µ(mB) ≤
(
(1 + ǫj)
mαm − 1
)
µ(A′nj ) ≤
(
(1 + ǫj)
mαm − 1
)
µ(Anj). Letting j → ∞ and
using the continuity of the Haar measure, the result follows. 
To prove Theorem 2.5 we begin with the following basic fact.
Lemma 2.7. Let A,B ⊂ Td×Z be closed sets. Then µ(An+Bn)→ µ(A+B) as n→∞.
Proof. It suffices to prove that
⋂
n∈N(An+Bn) = A+B. Indeed, since for each n we have
An + Bn = A + B +
(
[− 2
n
, 2
n
]d × {0Z}
)
, the sequence of sets (An + Bn)n∈N is decreasing,
so the result would then follow by continuity of µ. Clearly
⋂
n∈N(An +Bn) ⊃ A +B. To
see the opposite inclusion, let x ∈
⋂
n∈N(An + Bn). For every n let an ∈ An, bn ∈ Bn
such that x = an + bn. There is a convergent subsequence (ak) of (an) and, within the
resulting set of integers k, there is an infinite subset of integers ℓ such that (bℓ) converges
as well. We thus have a, b ∈ Td × Z such that aℓ → a and bℓ → b as ℓ → ∞, and
aℓ + bℓ = x for every ℓ. Since aℓ ∈ Aℓ and bℓ ∈ Bℓ, by definition of these sets there
exist a′ℓ ∈ A, b
′
ℓ ∈ B such that aℓ − a
′
ℓ and bℓ − b
′
ℓ both converge to 0 as ℓ → ∞. Hence
a′ℓ → a and b
′
ℓ → b as ℓ → ∞. Since A,B are closed, we have a ∈ A and b ∈ B. Hence
x = limℓ→∞(aℓ + bℓ) = limℓ→∞ aℓ + limℓ→∞ bℓ = a+ b ∈ A+B, as required. 
Proof of Theorem 2.5. Fix any ǫ > 0. Since µ(A + B) > 0, by Lemma 2.7 there exists n
such that µ(An + Bn) ≤ (1 + ǫ)µ(A + B). We also have µ(A) > 0 so, since ∩nAn = A,
we can also suppose that µ(An) ≤ (1 + ǫ)µ(A), by taking n even larger if necessary.
Consider now A2n, B2n, which also satisfy µ(A2n +B2n) ≤ (1 + ǫ)µ(A+B).
Let N = 2n, and consider the following discrete subgroup of Td × Z (where we identify
Td as a set with [0, 1)d, and ZN denotes the integers in [0, N − 1] with addition mod N):
( 1
N
ZdN)× Z :=
{
( j
N
, z) : j ∈ {0, . . . , N − 1}d, z ∈ Z
}
.
We denote the small cube
[
0, 1
N
)d
×{0Z} by Q, and define the following subsets of T
d×Z:
DA :=
{(
j
N
, z
)
∈ ( 1
N
ZdN)× Z :
((
j
N
, z
)
+Q
)
∩A2n 6= ∅
}
,
DB :=
{(
j
N
, z
)
∈ ( 1
N
ZdN)× Z :
((
j
N
, z
)
+Q
)
∩B2n 6= ∅
}
.
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We claim that
A2n ⊂ DA +Q ⊂ An. (2)
To see the first inclusion, note that for every x ∈ A2n there exists a unique j ∈ [0, N)
d
and z ∈ Z such that x ∈
(
j
N
, z
)
+ Q, and then by definition we have
(
j
N
, z
)
∈ DA. To
see the second inclusion, note that for every x ∈ DA + Q there is
(
j
N
, z
)
∈ DA such that(
j
N
, z
)
+Q contains both x (by assumption) and also some a ∈ A2n (by definition of DA).
Therefore x ∈ a+
((
− 1
N
, 1
N
)d
× {0Z}
)
⊂ A2n +
((
− 1
N
, 1
N
)d
× {0Z}
)
. Since this holds
for every such x, it follows that DA +Q ⊂ A2n +
((
− 1
N
, 1
N
)d
× {0Z}
)
⊂ An.
In exactly the same way, we obtain that
B2n ⊂ DB +Q ⊂ Bn. (3)
We now claim that∣∣DA + DB + ({0, 1N}d × {0Z}) ∣∣ ≤ (1 + ǫ)α |DA|. (4)
Indeed, the left side equals Nd |Z|µ
(
DA +DB +
({
0, 1
N
}d
× {0Z}
)
+Q
)
, which is
Nd |Z|µ
(
DA +DB +
(
[0, 2
N
)d × {0Z}
))
= Nd |Z|µ
(
DA +Q + DB +Q
)
.
By (2) and (3), this is at most Nd |Z|µ(An+Bn). By our choice of n and our assumptions,
this is at most Nd |Z| (1+ǫ)µ(A+B) ≤ Nd |Z| (1+ǫ)αµ(A) ≤ Nd |Z| (1+ǫ)αµ(A2n).
By (2) this is at most Nd |Z| (1 + ǫ)αµ
(
DA +Q
)
= (1 + ǫ)α |DA|, and (4) follows.
Now, given (4), we apply Theorem 2.4 to DA and DB+
({
0, 1
N
}d
×{0Z}
)
in the finite
group 1
N
ZdN × Z, and we obtain a set DA′ = DA′,n ⊂ DA such that for every m ≥ 1∣∣DA′ +m(DB + ({0, 1N }d × {0Z}) )∣∣ ≤ (1 + ǫ)m αm |DA′|.
Let A′n = DA′ + Q = DA′ +
(
[0, 1
N
]d × {0Z}
)
, which is a closed subset of An. Using (3)
we have A′n + mB2n ⊂ DA′ + Q + m
(
DB + Q
)
= DA′ + mDB +
([
0, m+1
N
)d
× {0Z}
)
,
and this last set in turn is DA′ + mDB +
({
0, 1
N
, . . . , m
N
}d
× {0Z}
)
+ Q, which equals
DA′ + m
(
DB + {0,
1
N
}d × {0Z}
)
+ Q. Note that this last set has measure equal to
N−d |Z|−1
∣∣DA′ +m(DB + {0, 1N}d × {0Z}) ∣∣. Hence
µ(A′n +mB) ≤ µ(A
′
n +mB2n) ≤ N
−d |Z|−1
∣∣DA′ +m(DB + {0, 1N}d × {0Z}) ∣∣
≤ (1 + ǫ)m αmN−d |Z|−1 |DA′| = (1 + ǫ)
mαmµ(A′n). 
To deduce Theorem 2.1, we emulate the argument from the discrete setting, which uses
Ruzsa’s triangle inequality. To do so we use the following generalization of this inequality,
which follows directly from the proof of a more general version by Tao (valid also in the
non-commutative setting), namely Lemma 3.2 in [30].
A PLU¨NNECKE-RUZSA INEQUALITY IN COMPACT ABELIAN GROUPS 7
Lemma 2.8. Let A1, A2, A3 be closed subsets of a compact abelian group with Haar mea-
sure µ. Then µ(A1 −A3) µ(A2) ≤ µ(A1 −A2) µ(A2 − A3).
The main result of this section can now be obtained.
Proof of Theorem 2.1. We apply Theorem 2.5 to A and B with any fixed ǫ > 0, and
obtain that for all n sufficiently large µ(A′n+mB) ≤ (1+ǫ)
m αm µ(A′n), for some A
′
n ⊂ An
closed and any integer m ≥ 0. If one of ℓ or m is 0, say ℓ = 0, then we have immediately
µ(mB) ≤ µ(A′n+mB) ≤ (1+ǫ)
mαmµ(An), and so letting n→∞, using that ∩n≥1An = A,
and then letting ǫ → 0, we deduce that µ(mB) ≤ αmµ(A) as required. If ℓ,m are both
positive, then by Lemma 2.8 applied with A1 = ℓB, A2 = −A
′
n, A3 = mB, we have
µ(ℓB −mB) µ(A′n) ≤ µ(ℓB + A
′
n) µ(A
′
n +mB) ≤ (1 + ǫ)
ℓ+m αℓ+m µ(A′n)
2
≤ (1 + ǫ)ℓ+m αℓ+m µ(A′n) µ(An).
From the proof of Theorem 2.5 we have µ(A′n) > 0. Dividing by this and letting n→∞,
we obtain µ(ℓB −mB) ≤ (1 + ǫ)ℓ+m αℓ+m µ(A). Letting ǫ→ 0, the result follows. 
To complete the proof of Theorem 1.3, firstly, in the next section we approximate any
compact abelian group by a Lie group in such a way that Theorem 2.1 can be used to
deduce the case of Theorem 1.3 for closed sets. Then in Section 4, using approximation
results for K-analytic sets in Hausdorff spaces, we deduce Theorem 1.3 in full generality.
3. Extension to closed subsets of compact abelian groups
Approximating compact groups by compact Lie groups is a standard technique, and it
has been used already in arithmetic combinatorics (e.g. in [1]). However, here we shall
need such approximations with the added guarantee that they behave well with respect
to addition. We ensure this by working with closed sets, obtaining the following result.
Lemma 3.1. Let G be a compact abelian group with Haar probability measure µ, let A,B
be closed subsets of G, and let δ > 0. Then there exists a compact abelian Lie group G0, a
continuous surjective homomorphism q : G→ G0, and closed sets A
′, B′ ⊂ G0, such that
A ⊂ q−1(A′), B ⊂ q−1(B′), µ(q−1(A′) \A) < δ, and µ
(
q−1(A′ +B′) \ (A+B)
)
< δ.
Remark 3.2. The proof of this lemma will make it clear that we would be able to
approximate simultaneously any finite number of sets, as well as combinations of them
using sum and difference. For example, given closed sets A1, A2, A2 we could obtain
sets A′i in G0 such that Ai ⊂ q
−1(A′i), µ(q
−1(A′i) \ Ai) < δ for i = 1, 2, 3, and also
µ
(
q−1(A′1 + A
′
2) \ (A1 + A2)
)
< δ and µ
(
q−1(A′1 + A
′
2 − 2A
′
3) \ (A1 + A2 − 2A3)
)
< δ.
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To prove Lemma 3.1, we first prove the following modification of Lemma A.2 in [1].
Lemma 3.3. Let G be a compact abelian group, let A be a closed subset of G, and let
0 < δ < 1/2. Then there exists a compact abelian Lie group G0 and a continuous surjective
homomorphim q : G→ G0 such that, letting A
′ = q(A), we have µ(q−1(A′) \ A) < δ.
Proof. By regularity of µ, there is an open set U ⊃ A such that µ(U \ A) < δ3/210.
By Urysohn’s lemma (see Theorem 32.3 and Theorem 33.1 in [19]) there is a continuous
function h : G→ [0, 1] such that h(x) = 1 for all x ∈ A and h(x) = 0 for all x /∈ U . Then
‖1A − h‖L1(G) =
∫
A
|1A − h| dµ+
∫
U\A
|1A − h| dµ+
∫
Uc
|1A − h| dµ.
The first and last integrals are 0, and the second one is at most µ(U \ A) < δ3/210.
By the Stone-Weierstrass theorem, there is a trigonometric polynomial P (x) such that
‖h−P‖L∞(G) < δ
3/210 (see p. 24 in [25]), whence ‖P − 1A‖L1(G) < δ
3/29. By the triangle
inequality we also have ‖P‖L∞(G) < 2. Here the proof differs from that of Lemma A.2 in
[1]: here |P (a)− 1| < δ3/210 holds for all a ∈ A (we use this at the end of the proof).
Let Ĝ be the dual group of G and let Ĝ0 be the subgroup of Ĝ generated by the
spectrum of P , i.e., by the finite set {γ ∈ Ĝ : P̂ (γ) 6= 0}. Then Ĝ0 is a finitely generated
discrete abelian group, therefore it is the dual of a compact abelian Lie group G0. Letting
Λ be the annihilator of Ĝ0 (Λ a closed subgroup of G), we have that G0 is isomorphic
as a compact abelian group to G/Λ (see [25] section 2.1), so the map G → G/Λ gives
a continuous surjective homomorphism q : G → G0. Then there exists a trigonometric
polynomial P0 on G0 with P = P0 ◦ q, whence ‖P0‖L∞(G0) ≤ 2. Moreover, writing
P − P 2 = P − 1A + 1
2
A − P
2, we have∥∥P0 − P 20 ∥∥L1(G0) = ∥∥P − P 2∥∥L1(G)
≤
∫
G
|1A − P | dµG +
∫
G
|1A − P | |1A + P | dµG < δ
3/27.
Therefore, the set D := {x ∈ G0 : |P0(x)−P
2
0 (x)| > δ
2/24} has measure at most δ/8. For
every x in the complement Dc = G0 \D, we must have |P0(x)| ≤ δ/4 or |1−P0(x)| ≤ δ/4.
Now let A0 := {x ∈ G0 : |P0(x)−1| ≤ δ/4}. We have that ‖1A0 −P0‖L1(G0) is at most
3
∫
D
dµG0 +
∫
A0∩Dc
|1− P0(x)| dµG0 +
∫
Ac
0
∩Dc
|P0(x)| dµG0 < 7δ/8,
so µG(A△q
−1(A0)) ≤ ‖1A−P‖L1+‖P−1A0 ◦q‖L1 = ‖1A−P‖L1(G)+‖1A0−P0‖L1(G0) < δ.
Now note that by definition of A0 it is clear that A
′ := q(A) is included in A0,
because |1− P (a)| < δ3/210 for all a ∈ A. So indeed, we have that µG(q
−1(A0) \ A) < δ.
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Moreover, instead of taking A0 as our approximating set, we can just take A
′, since
A ⊂ q−1(A′) ⊂ q−1(A0). 
Proof of Lemma 3.1. First, by the same argument as in the proof of Lemma 3.3 applied
to the sets A and A + B, we find polynomials P1 and P2 that yield the approximations
for A and A+B respectively. Then, to define Ĝ0, instead of the spectrum of P as in the
previous proof, now we take Ĝ0 to be the subgroup generated by the union of the spectra
of P1 and P2, that is {γ ∈ Ĝ : P̂i(γ) 6= 0 for i = 1 or 2}. This is again a finite set, so G0 is
finitely generated as required. We then obtain the desired approximation simultaneously
for A and A + B, namely that µ
(
(q−1q(A)) \ A
)
and µ
(
(q−1q(A + B)) \ (A + B)
)
are
both less than δ. Then letting A′ = q(A) and B′ = q(B) and using that q commutes with
addition, the result follows. 
We can now obtain the claimed special case of Theorem 1.3.
Proof of Theorem 1.3 for closed sets. Let A,B be closed sets in the compact abelian group
G such that 0 < µ(A+B) ≤ αµ(A); in particular µ(A) > 0. Fix an arbitrary small δ > 0,
and apply Lemma 3.1 to obtain the corresponding approximating sets A′, B′ ⊂ G0. Then
we have 0 < µ(A + B) ≤ µ
(
q−1(A′) + q−1(B′)
)
= µ
(
q−1(A′ + B′)
)
< µ(A + B) + δ, and
µ(A + B) ≤ αµ(A) ≤ αµ(q−1(A′)). Letting µ0 denote the Haar measure on G0, by the
basic fact that the continuous surjective homomorphism q preserves the Haar measures
(i.e. µ ◦ q−1 = µ0), we have 0 < µ0(A
′ + B′) ≤
(
α + δ
µ(A)
)
µ0(A
′), where in the last
inequality we used that µ0(A
′) ≥ µ(A).
Applying Theorem 2.1, we obtain µ0(mB
′ − nB′) ≤
(
α + δ/µ(A)
)m+n
µ0(A
′), which
implies that µ(q−1(mB′ − nB′)) ≤
(
α + δ/µ(A)
)m+n
µ(q−1(A′)). Since mB − nB ⊂
q−1(mB′ − nB′), by Lemma 3.1 we have µ(mB − nB) ≤
(
α + δ/µ(A)
)m+n (
µ(A) + δ
)
.
Letting δ → 0, the result follows. 
A similar argument yields the following extension of Corollary 2.6.
Corollary 3.4. Let A,B be closed subsets of a connected compact abelian group satisfying
0 < µ(A+B) ≤ αµ(A). Then for every m ∈ N such that αm < 1/µ(A), we have
µ(mB) ≤ (αm − 1)µ(A).
Proof. We take δ > 0 so small that δ < µ(A) and (α+ δ/µ(A))m < 1/(µ(A) + δ). We can
then argue as in the last proof, using the additional fact that the group G0, being here a
connected compact abelian Lie group (by continuity of q and connectedness of G), must
be a torus Td, so that we can apply Corollary 2.6. 
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4. Extension to K-analytic sets
The classical definition of analytic sets, originating in work of Lusin and Souslin from
1917 [17, 29], essentially concerned the type of spaces now known as Polish spaces. Let us
recall the classical definition in this setting (see [4]): a subset A of a Polish space X is said
to be an analytic set if there is a Polish space Y and a continuous function f : Y → X
such that f(Y ) = A.
In the more general setting of Hausdorff spaces, as we recalled in the introduction,
Choquet gave a fruitful definition of analytic sets that extends the classical one. For
convenience we recall this definition here, but in a slightly different form due to Sion, see
Definition 2.1 in [28]. In Hausdorff spaces, the definitions of Choquet and Sion are in fact
equivalent, as was shown by Jayne in [11]. Recall that a subset B of a topological space
X is a Kσδ set if we have B =
⋂
i∈N
⋃
j∈NKi,j, for compact sets Ki,j ⊂ X .
Definition 4.1 (K-analytic set). Let X be a Hausdorff space. A set A ⊂ X is a K-
analytic set if there is a Kσδ set B in a Hausdorff space and a continuous map f : B → X
such that A = f(B).
The reference [24] provides a detailed introduction to analytic sets, including historical
background on the evolution of this notion.
In this section we extend the main result of the previous section to all K-analytic sets
in a compact abelian group, thus completing the proof of Theorem 1.3. Before we do so,
let us briefly illustrate some consequences of this extension.
When X is a Polish space, Definitions 1.2 and 4.1 are equivalent to the classical
definition of analytic sets. Indeed, it is a basic fact that analytic sets in Polish spaces are
continuous images of the set I = (0, 1) \Q (see Proposition 8.2.7 and Example 6, p. 255
in [4]), and it is not hard to see that I is a Kσδ set. As mentioned in the introduction,
we also have that in a Polish space all Borel sets are analytic (see Proposition 8.2.3 in
[4]). The extension of the Plu¨nnecke-Ruzsa inequality that we obtain in this section thus
applies in particular to all Borel sets in any Polish compact abelian group. The family
of Polish compact abelian groups contains every metrizable compact abelian group, see
Corollary D.40 in [4] (this includes for instance the Lie groups from Section 2, but also
more general groups, for example TN).
We now turn to the proof of Theorem 1.3. Note first that it follows in a straightforward
way from the distributivity of Cartesian products across unions and intersections that the
Cartesian product of two K-analytic sets is K-analytic. From this it then follows, by
continuity of addition, that if A,B are K-analytic sets in G then so is A +B.
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To complete the proof of the theorem, we shall use the following measure-theoretic
property of K-analytic sets, which is a small modification (and follows from the proof) of
Theorem 4.2 in [28].
Theorem 4.2. Let X be a Hausdorff space, let A0 be a Kσδ set in some Hausdorff space,
let f : A0 → X be a continuous map, let A be the K-analytic set f(A0) in X, and let µ
be an outer measure on X. Then for every δ > 0 there is a compact set C ⊂ A0 such that
µ(f(C)) > µ(A)− δ.
The standard definition of an outer measure (or Carathe´odory measure) can be recalled
from the same paper; see Definition 4.1 in [28]. We shall use the fact that the Haar
measure µ on a compact abelian group is a restriction of an outer measure (namely the
outer Haar measure) to the Haar-measurable sets, and the fact that K-analytic subsets
of G are Haar measurable (which follows from Theorem 4.3 of [28]). With these facts we
can prove the following lemma, which plays a key role in the proof of Theorem 1.3.
Lemma 4.3. Let G be a compact abelian group, and let B be a K-analytic subset of G.
Then for all non-negative integers m,n we have
µ(mB − nB) = sup
D⊂B, D compact
µ(mD − nD). (5)
Proof. The left side of (5) is at least the right side since, on one hand, by the Haar
measure’s inner regularity we have µ(mB − nB) = supC⊂mB−nB, C compact µ(C), and on
the other hand for every compact set D ⊂ B the set C = mD − nD is a compact subset
of mB − nB.
To see that the left side of (5) is at most the right side, note that since Bm+n is
K-analytic there is a Kσδ set T in some Hausdorff space and a continuous function f :
T → Gm+n such that Bm+n = f(T ). Let ± denote the continuous function Gm+n → G,
(x1, . . . , xm+n) 7→ x1 + · · · + xm − xm+1 − · · · − xm+n. Fix any δ > 0, and note that by
Theorem 4.2 there exists a compact set C ⊂ T such that µ
(
± (f(T ))
)
−δ < µ
(
± (f(C))
)
.
Let D be the compact set π1(f(C)) ∪ · · · ∪ πm+n(f(C)), where πi : G
m+n → G is the
projection to the i-th component. Since f(C) ⊂ Bm+n, it is clear that D ⊂ B. Moreover,
we also have
±(f(C)) ⊂ π1(f(C)) + · · ·+ πm(f(C))− πm+1(f(C))− · · · − πm+n(f(C)) ⊂ mD − nD.
Hence µ(mB − nB) − δ = µ
(
± (f(T ))
)
− δ < µ(mD − nD). Since δ was arbitrary, the
desired inequality follows, and the proof is complete. 
With these ingredients, we can now obtain our main result.
12 PABLO CANDELA, DIEGO GONZA´LEZ-SA´NCHEZ, AND ANNE DE ROTON
Proof of Theorem 1.3. We assume that A,B are K-analytic subsets of G that satisfy
0 < µ(A+B) ≤ αµ(A), so in particular µ(A) > 0. Fix an arbitrary δ ∈ (0, µ(A)).
By Theorem 4.2 there exists a compact set E ⊂ A such that µ(E) > µ(A)−δ > 0, and
by Lemma 4.3 there exists a compact setD ⊂ B such that µ(mD−nD) > µ(mB−nB)−δ.
We then have
0 < µ(E +D) ≤ µ(A+B) ≤ αµ(A) ≤ α (µ(E) + δ) ≤ α
(
1 + δ
µ(A)−δ
)
µ(E).
For subsets of the compact Hausdorff space G the closure property is equivalent to com-
pactness, so we can apply to D,E the case of Theorem 1.3 for closed sets, obtaining
µ(mB − nB)− δ ≤ µ(mD − nD) ≤ αm+n
(
1 + δ
µ(A)−δ
)m+n
µ(E).
Letting δ → 0 and using that E ⊂ A, we deduce that µ(mB − nB) ≤ αm+nµ(A). 
Theorem 1.4 can be obtained with a similar argument, replacing the use of Theorem 1.3
for closed sets by that of Corollary 3.4.
5. On further extensions of the main result
In this last section we discuss further generalizations of Theorem 1.3. In particular, in
Subsection 5.1 we prove a version of the theorem that allows the Haar measure of one
of the two sets to be replaced by the inner Haar measure, thus allowing this set to be
arbitrary. Then, in Subsection 5.2 we stick to using only the Haar measure and we discuss
the problem of extending Theorem 1.3 to more general families of Haar measurable sets.
5.1. Generalizing Theorem 1.3 using extensions of the Haar measure.
Theorem 1.3 yields the following more general version easily.
Theorem 5.1. Let G be a compact abelian group, with Haar measure µ and inner Haar
measure µ∗. Let A be any subset of G, let B a K-analytic subset of G, and suppose that
0 < µ∗(A+B) ≤ αµ∗(A). Then for all non-negative integers m,n we have
µ(mB − nB) ≤ αm+nµ∗(A).
To prove this, first we note that Theorem 1.3 can be rephrased as follows.
Theorem 5.2. Let G be a compact abelian group, let A,B be K-analytic subsets of G,
with µ(A) > 0 and B 6= ∅. Then we have µ(mB−nB)µ(A)n+m−1 ≤ µ(A+B)n+m for all
non-negative integers m,n.
The assumption µ(A) > 0 and B 6= ∅ here is indeed equivalent to 0 < µ(A+B) ≤ αµ(A),
where we can always take the optimal constant, i.e. α = µ(A+B)
µ(A)
.
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Proof of Theorem 5.1. The assumption 0 < µ∗(A+B) ≤ αµ∗(A) implies that µ∗(A) > 0.
We then have µ∗(A+B)
µ∗(A)
≤ α, and so it suffices to prove that for all m,n ≥ 0 we have
µ(mB − nB)µ∗(A)
m+n−1 ≤ µ∗(A+B)
m+n. (6)
Let E, F be compact subsets of A,B respectively, with µ(E) > 0 and F 6= ∅. Then, by
Theorem 5.2 we have µ(mF − nF )µ(E)n+m−1 ≤ µ(E + F )n+m. Taking the supremum of
both sides of this inequality over compact sets E ⊂ A and F ⊂ B, we have
sup
F⊂B, F compact
µ(mF − nF ) sup
E⊂A, E compact
µ(E)m+n−1 ≤ sup
E⊂A, E compact
F⊂B, F compact
µ(E + F )m+n.
As E +F is a compact subset of A+B, the right side here is at most µ∗(A+B)
m+n. We
also have supE⊂A, E compact µ(E)
m+n−1 = µ∗(A)
m+n−1. Hence
sup
F⊂B, F compact
µ(mF − nF )µ∗(A)
m+n−1 ≤ µ∗(A +B)
m+n.
Since B is K-analytic, applying (5) we have supF⊂B, F compact µ(mF−nF ) = µ(mB−nB).
This proves (6), and the result follows. 
We do not know whether an even more general version of Theorem 5.1 holds in which both
sets A,B can be arbitrary. One difficulty is that to complete the above proof we relied on
the property of K-analytic sets given in (5), and we are not able to use such a property
for more general sets. More precisely, to prove a more general version of Theorem 5.1 in
which B could also be arbitrary, it would be helpful to have an analogue of equality (5)
of the following kind holding for any subset B ⊂ G:
sup
F⊂B, F compact
µ(mF − nF ) = µ∗(mB − nB). (7)
However, this equality can fail. Indeed, we shall discuss a counterexample below that
can be constructed using Bernstein sets. Bernstein sets in R are classical examples of
non-measurable sets. Let us recall the definition of these sets in a Polish space.
Definition 5.3. A subset B of a Polish space X is a Bernstein set if for every uncountable
closed set C ⊂ X we have C ∩B 6= ∅ and C \B 6= ∅.
Recall that a subset of a topological space is perfect if it is closed and contains no isolated
point. An equivalent definition of Bernstein sets in a Polish space X is that B is a
Bernstein set in X if it meets every nonempty perfect subset of X but contains none of
them (the equivalence can be seen using Corollary 6.3 and Theorem 6.4 of [13]).
Proposition 5.4. There exists a set B ⊂ T for which equality (7) fails for all m,n ∈ N.
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Proof. We can take B to be a certain Bernstein subset of T that can be found using
methods from [16]. The paper [16] provides constructions of Bernstein subsets of R
with additional algebraic properties. Using Method 3.2 and Application 3.3 from [16],
we can construct a Bernstein subset B ⊂ R such that B − B = R, and such that
B + Z = B (for the latter property, which is not included in [16] explicitly, we can first
ensure that 1 ∈ B, and since B is a subgroup we obtain the desired property; we omit
the details). Thus, we obtain a Bernstein set B ⊂ T with the property that B − B = T.
For this set we then have that (7) fails for all m,n ∈ N. Indeed, we have on one hand
µ∗(mB−nB) = supF⊂mB−nB, F compact µ(F ) = 1, since mB−nB ⊃ B−B = T, yet on the
other hand supF⊂B, F compact µ(mF − nF ) = 0, since any such F ⊂ B must be countable,
so that mF − nF is also countable and hence µ(mF − nF ) = 0. 
Using Bernstein sets we can actually rule out at least one candidate of a version of Theorem
1.3 for arbitrary sets A,B, namely the version with assumption 0 < µ∗(A+B) ≤ αµ∗(A)
and conclusion µ∗(mB − nB) ≤ α
m+nµ∗(A) for all m,n ∈ Z≥0. Indeed, we have the
following example.
Proposition 5.5. There exist subsets A,B ⊂ T such that A+B is Haar measurable and
satisfies 0 < µ(A+B) ≤ αµ∗(A), and yet for all positive integers m,n the set mB − nB
is Haar measurable and satisfies µ(mB − nB) > αm+nµ∗(A).
Proof. Let B ⊂ T be the Bernstein set that we constructed above, satisfying B −B = T,
let I = (− ǫ
2
, ǫ
2
) ⊂ [−1
2
, 1
2
) = T for some ǫ < 1, and let A = B ∪ I. Since B is dense in T,
we have A +B ⊃ I +B = T, hence µ(A +B) = 1. We also have µ∗(A) ≥ µ∗(B) = 1, so
µ(A+B) ≤ αµ∗(A) with α = 1. However, for m,n ≥ 1 we have mB − nB ⊃ B−B = T,
so µ(mB − nB) = 1, and since µ∗(A) = ǫ < 1, we have µ(mB − nB) > α
n+mµ∗(A). 
5.2. On extending Theorem 1.3 to larger families of Haar measurable sets.
As mentioned in the introduction, for non-Polish compact abelian groups one could desire
a more general version of Theorem 1.3, in particular because of the issue that the family
of K-analytic sets does not necessarily contain all Borel subsets of such a group (see §5
in [7]). There are more recent, more general notions of analytic sets that do include all
Borel sets in this setting. A notable example is the family of Cˇech-analytic sets.
Definition 5.6. Let X be a compact Hausdorff topological space. A set A in X is a
Cˇech-analytic set if A is the projection on X of a set in X × NN that is the intersection
of a closed set with a Gδ-set.
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This notion was introduced by Fremlin in the unpublished note [6] (see also the appendix
in [12]). The family of Cˇech-analytic subsets of a compact Hausdorff space contains all
Borel subsets of this space, as shown in Theorem 4 (c) of [6].
There is an even more general notion, namely that of a scattered-K-analytic set. We
shall mention this notion again below but we shall not recall its much more technical
definition here (for more information on this notion we refer to [7, 9, 10]).
The families of Cˇech-analytic and scattered-K-analytic sets address several short-
comings, while conserving several main advantages, of the family of K-analytic sets in
descriptive topology; this is discussed in Sections 5 and 6 of [24]. It may therefore seem
natural to wonder whether Theorem 1.3 holds for these families of sets. However, there
is a property of K-analytic sets that fails for these more general families, namely the sta-
bility under addition in a compact abelian group. Because of this failure, we were unable
to adapt the methods in this paper to extend Theorem 1.3 to these families.
The main aim of this subsection is to illustrate this failure of stability under addition
with an example, which was shown to us by Petr Holicky´, and which we present below
with his kind permission.
Recall that a subset A of a topological space is isolated if A together with its relative
topology is a discrete space (equivalently, the set contains no limit-point of itself).
Proposition 5.7 (P. Holicky´). There exists a compact abelian group G and Cˇech-analytic
sets A,B ⊂ G such that A +B is not Cˇech-analytic.
Proof. Let G = TR = {f : R → T} equipped with pointwise addition. The pointwise
topology on G is compact (it is equivalent to the product topology and compactness
follows from Tychonoff’s theorem). Thus G is a compact abelian group.
Let {xr : r ∈ R \ {0}} be a non-analytic set in the Polish compact space T. Viewing
T as [−1
2
, 1
2
) with addition mod 1, we define
A =
{
fr ∈ G : r ∈ R \ {0}, fr(r) =
1
4
, fr(s) = 0 for s ∈ R \ {r}
}
, (8)
B =
{
gr ∈ G : r ∈ R \ {0}, gr(0) = xr, gr(r) = −
1
4
, gr(s) = 0 for s ∈ R \ {0, r}
}
.
In these definitions we are taking for each real number r ∈ R \ {0} an element of G. For
example, for A, the function fr(s) ∈ G takes the value 1/4 when s = r and 0 otherwise.
We claim that A and B are both Cˇech-analytic subsets of G. To see this, recall that
the compact Hausdorff space G is completely regular, and that complete regularity is a
hereditary property. It then follows from Theorem 6.14 (c) of [7] that a subset of G is
Cˇech-analytic if it is isolated-K-analytic (in the sense of Definition 6.7 in [7]), so it suffices
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to show that A and B are both isolated-K-analytic. It can be seen that A is isolated-K-
analytic by noting that A =
⋃
r∈R\{0}{fr}, that each singleton {fr} is isolated, and that
E = {{fr} : r ∈ R \ {0}} is an isolated collection (in the sense of Definition 6.1 of [7]);
hence, by Theorem 6.13 (b) of [7], the union A is indeed isolated-K-analytic. Similarly
B is isolated-K-analytic, and our claim is thus proved.
For θ ∈ T let ‖θ‖T denote the absolute value of the representative of θ in [−
1
2
, 1
2
). Let
U =
{
h ∈ G : ‖h(r)‖T ≤
1
8
for r 6= 0
}
.
This is a compact subset of G so it is Cˇech-analytic (as a Borel set; see Theorem 4 in [6]).
The family of Cˇech-analytic sets is closed under finite intersections (even countable
ones, see Theorem 5.6 in [7]), so if A+B were Cˇech-analytic, then (A+B)∩U would also be.
However, we have (A+B)∩U = {h ∈ G : h(0) = xr for some r 6= 0, h(s) = 0 for s 6= 0}.
Hence (A + B) ∩ U is homeomorphic to a subset of T that is not analytic and therefore
not Cˇech-analytic (in the Polish space T the classes of analytic and Cˇech-analytic sets are
equal). Hence (A+B) ∩ U is not Cˇech-analytic, and then neither is A+B. 
Proposition 5.7 can be strengthened if we use the terminology of scattered-K-analytic
sets. Indeed, the family of scattered-K-analytic sets is larger than the family of Cˇech-
analytic sets and it can be shown that the set A + B in Proposition 5.7 is not even
scattered-K-analytic. The proof is actually almost the same, except that it uses the more
technical definitions and properties of scattered-K-analytic sets given in [7, 9, 10].
The extension of Theorem 1.3 mentioned at the beginning of this section, and Proposi-
tion 5.7, together lead to the question of what would be a suitable class of Haar measurable
sets, larger than the class of K-analytic sets, for which such an extension can be proved.
Question 5.8. Is there a class C of Haar measurable subsets of a general compact abelian
group G such that C is stable under addition and C contains every Borel subset of G?
If a generalization of Theorem 1.3 going beyond Theorem 5.1 is proved, in which A and B
can both be arbitrary, then naturally Question 5.8 will be less relevant to the Plu¨nnecke-
Ruzsa inequality. However the question seems of interest in itself.
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