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CARTESIAN DECOMPOSITION AND NUMERICAL RADIUS
INEQUALITIES
FUAD KITTANEH1, MOHAMMAD SAL MOSLEHIAN2 AND TAKEAKI YAMAZAKI3
Abstract. We show that if T = H + iK is the Cartesian decomposition of
T ∈ B(H ), then for α, β ∈ R, supα2+β2=1 ‖αH+βK‖ = w(T ). We then apply
it to prove that if A,B,X ∈ B(H ) and 0 ≤ mI ≤ X , then
m‖Re(A)− Re(B)‖ ≤ w(Re(A)X −XRe(B))
≤ 1
2
sup
θ∈R
∥∥(AX −XB) + eiθ(XA−BX)∥∥
≤ ‖AX −XB‖+ ‖XA−BX‖
2
,
where Re(T ) denotes the real part of an operator T . A refinement of the
triangle inequality is also shown.
1. Introduction
Let B(H ) be the C∗-algebra of all bounded linear operators on a complex
Hilbert space (H , 〈·, ·〉) and I stand for the identity operator. If dimH = n, we
identify B(H ) with the spaceMn of all n×nmatrices with entries in the complex
field and denote its identity by In. Any operator T ∈ B(H ) can be represented
as T = H+iK, the so-called Cartesian decomposition, where H = Re(T ) = T+T
∗
2
and K = Im(T ) = T−T
∗
2i
are called the real and imaginary parts of T . An operator
A ∈ B(H ) is called positive, denoted by A ≥ 0, if 〈Ax, x〉 ≥ 0 for all x ∈ H . For
p ≥ 1, the Schatten p-class, denoted by Cp, is defined to be the two-sided ideal in
B(H ) of those compact operators A for which ‖A‖p = tr(|A|p)1/p is finite, where
the symbol tr denotes the usual trace. This norm as well as the usual operator
norm ‖ · ‖ are typical examples of unitarily invariant norms, i.e., a norm ||| · |||
defined on a two-sided ideal C||||·||| of B(H ) satisfying |||UAV ||| = |||A||| for all
A ∈ C||||·||| and all unitaries U, V ∈ B(H ). The numerical radius of A ∈ B(H ) is
defined by
w(A) = sup{|〈Ax, x〉| : x ∈ H , ‖x‖ = 1}.
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It is well known that w(·) defines a norm on B(H ) such that for all A ∈ B(H ),
1
2
‖A‖ ≤ w(A) ≤ ‖A‖. (1.1)
If A is self-adjoint, then w(A) = ‖A‖ and if A2 = 0, then w(A) = ‖A‖
2
(see
e.g., [6] and [9]). Of course, w(·) is not unitarily invariant, rather it satisfies
w(U∗AU) = w(A) for all A and all unitary U in B(H ), i.e., w(·) is weakly
unitarily invariant.
Some interesting numerical radius inequalities improving inequalities (1.1) have
been obtained by several mathematicians (see [1], [5], [6], [13], and references
therein). Several investigations on norm and numerical radius inequalities in-
volving the Cartesian decomposition may be found in the literature, among them
we would like to refer the reader to [4] and [7].
In this note, we show that if T = H + iK is the Cartesian decomposition of
T ∈ B(H ), then for α, β ∈ R, supα2+β2=1 ‖αH + βK‖ = w(T ). We then apply
it to find upper and lower bounds for w(Re(A)X − XRe(B)), where A,B,X ∈
B(H ) and 0 ≤ mI ≤ X . Furthermore, we present a refinement of the triangle
inequality.
2. Results
We start this section with a result concerning the Cartesian decomposition.
Theorem 2.1. Let T = H + iK be the Cartesian decomposition of T ∈ B(H ).
Then for α, β ∈ R,
sup
α2+β2=1
‖αH + βK‖ = w(T ). (2.1)
In particular,
1
2
‖T + T ∗‖ ≤ w(T ) and 1
2
‖T − T ∗‖ ≤ w(T ). (2.2)
Proof. First of all, we note that
w(T ) = sup
θ∈R
‖Re(eiθT )‖ . (2.3)
In fact, supθ∈RRe
(
eiθ〈Tx, x〉) = |〈Tx, x〉| yields that
sup
θ∈R
‖Re(eiθT )‖ = sup
θ∈R
w(Re(eiθT )) = w(T ).
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On the other hand, let T = H+iK be the Cartesian decomposition of T . Then
Re(eiθT ) =
eiθT + e−iθT ∗
2
=
1
2
{(cos θ + i sin θ)T + (cos θ − i sin θ)T ∗}
= (cos θ)
T + T ∗
2
− (sin θ) T − T
∗
2i
= (cos θ)H − (sin θ)K. (2.4)
Therefore, by putting α = cos θ and β = − sin θ in (2.4), we obtain (2.1). Espe-
cially, by setting (α, β) = (1, 0) and (α, β) = (0, 1), we reach (2.2). 
Remark 2.2. By using (2.2), we get some known inequalities:
(i) ‖T‖ = ‖H + iK‖ ≤ ‖H‖+ ‖K‖ ≤ 2w(T ). Hence we have 1
2
‖T‖ ≤ w(T ).
(ii) If T = T ∗, then T = H. Hence we have ‖T‖ = ‖H‖ ≤ w(T ) ≤ ‖T‖ and
w(T ) = ‖T‖.
(iii) By easy calculation, we have T
∗T+TT ∗
2
= H2 +K2. Hence,
1
4
‖T ∗T + TT ∗‖ = 1
2
‖H2 +K2‖ ≤ 1
2
(‖H‖2 + ‖K‖2) ≤ w2(T ) (see also [11]).
(iv) Let α, β ∈ R satisfy α2 + β2 = 1. Then for any unit vector x ∈ H , we
have
‖(αH + βK)x‖ =
∥∥∥∥∥
[
H K
0 0
][
αx
βx
]∥∥∥∥∥ ≤
∥∥∥∥∥
[
H K
0 0
]∥∥∥∥∥ =
∥∥∥∥∥
[
H K
0 0
][
H 0
K 0
]∥∥∥∥∥
1
2
= ‖H2 +K2‖ 12 = 1√
2
‖T ∗T + TT ∗‖ 12 .
Hence we have w2(T ) = supα2+β2=1 ‖αH + βK‖2 ≤ 12‖T ∗T + TT ∗‖ (see
also [11]).
We can obtain a refinement of the triangle inequality as follows.
Theorem 2.3. Let A,B ∈ B(H ). Then
‖A+B‖ ≤ 2w
([
0 A
B∗ 0
])
≤ ‖A‖+ ‖B‖.
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Proof. Let T =
[
0 A
B∗ 0
]
on H ⊕H . Then by (2.2) and (2.3), we have
‖A+B‖ = ‖T + T ∗‖
≤ 2w(T )
= sup
θ∈R
2‖Re(eiθT )‖
= sup
θ∈R
∥∥∥∥∥
[
0 eiθA + e−iθB
e−iθA∗ + eiθB∗ 0
]∥∥∥∥∥
= sup
θ∈R
‖eiθA+ e−iθB‖ (since
∥∥∥∥∥
[
0 C
C∗ 0
]∥∥∥∥∥ = ‖C‖ )
≤ ‖A‖+ ‖B‖.

Thus we observe that equality occurs in the triangle inequality for the operator
norm if and only if the two equalities
w
([
0 A
B∗ 0
])
+ w
([
0 B
A∗ 0
])
= w
([
0 A +B
A∗ +B∗ 0
])
and
w
([
0 A
B∗ 0
])
= w
([
0 A
0 0
])
+ w
([
0 0
B∗ 0
])
occur in the triangle inequality for the norm w(·).
Example 2.4. Let A =
[
1 1
0 1
]
, B =
[
0 −1
0 0
]
, and T =
[
0 A
B∗ 0
]
. Then
‖A+B‖ < 2w(T ) < ‖A‖+ ‖B‖.
To see this, we need the fact [2] that ”if A,B ∈ B(H ) are non-zero, then the
equation ‖A+B‖ = ‖A‖+ ‖B‖ holds if and only if ‖A‖‖B‖ ∈ W (A∗B)”.
It is clear that ‖A + B‖ = 1. Let x = 1
2
[i 1 1 1]t ∈ C4. Then ‖x‖ = 1
and |〈Tx, x〉| =
√
10
4
. Hence ‖A + B‖ = 1 <
√
10
2
≤ 2w(T ). On the other hand,
assume that 2w(T ) = ‖A‖+ ‖B‖. Then by Theorem 2.3, there exists θ ∈ R such
that ‖eiθA + e−iθB‖ = ‖A‖ + ‖B‖. So, by the above fact, we have ‖A‖‖B‖ ∈
W (e−2iθA∗B), and it is equivalent to e2iθ‖A‖‖B‖ ∈ W (A∗B). Since w(A∗B) ≤
‖A∗B‖ ≤ ‖A‖‖B‖, we have w(A∗B) = ‖A‖‖B‖. However, ‖A‖‖B‖ = 3+
√
5
2
and
w(A∗B) = w
([
0 −1
0 −1
])
=
1 +
√
2
2
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(see e.g., [8, Example 3 in Section 2.5.1]). Hence w(A∗B) < ‖A‖‖B‖, which leads
to a contradiction. Hence 2w(T ) = supθ∈R ‖eiθA + e−iθB‖ < ‖A‖ + ‖B‖, and so
the inequalities in Theorem 2.3 can be strict.
The following lemma is known in the literature.
Lemma 2.5. [12, Lemma 3.1] Let X ≥ mI > 0 for some positive real number m
and Y be in the associate ideal corresponding to a unitarily invariant norm ||| · |||.
Then
m|||Y ||| ≤ 1
2
|||YX +XY ||| .
The next assertion is interesting on its own right (see also [3]).
Proposition 2.6. Let A,B ∈ B(H ) be self-adjoint and 0 < mI ≤ X for some
positive real number m. Then
m‖A−B‖ ≤ w(AX −XB) ≤ ‖AX −XB‖. (2.5)
Proof. Let T = AX − XB. Then T + T ∗ = (A − B)X + X(A − B). It follows
from Lemma 2.5 that
m‖A−B‖ ≤ 1
2
‖(A−B)X +X(A−B)‖ = 1
2
‖T + T ∗‖ ≤ w(T ) = w(AX −XB).
The second inequality of (2.5) follows from (1.1). 
Proposition 2.6 improves Theorem 1 in [3] for the usual operator norm, which
says that m‖A−B‖ ≤ ‖AX −XB‖.
In the setting of matrices, it is known that for A ∈Mn, we have
‖A‖ ≤ ‖A‖p,
and so
w(A) ≤ ‖A‖p .
Using (2.5) and the fact that ‖A‖p ≤ ‖A‖ ‖In‖p, we infer the next result.
Proposition 2.7. Let A,B,X ∈ Mn be Hermitian and 0 < mIn ≤ X for some
positive real number m. Then m
n1/p
‖A−B‖p ≤ w(AX −XB) ≤ ‖AX −XB‖p .
An extension of Proposition 2.6 to arbitrary (i.e., not necessarily self-adjoint)
operators A, B can be stated as follows.
Theorem 2.8. Let A,B ∈ B(H ) and 0 < mI ≤ X for some positive real number
m. Then
m‖A−B‖ ≤ w
([
0 AX −XB
A∗X −XB∗ 0
])
≤ ‖AX −XB‖+ ‖A
∗X −XB∗‖
2
.
(2.6)
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Proof. Applying Proposition 2.6 to the self-adjoint operators Aˆ =
[
0 A
A∗ 0
]
,
Bˆ =
[
0 B
B∗ 0
]
, and the positive operator Xˆ =
[
X 0
0 X
]
on H ⊕H , we have
m‖Aˆ− Bˆ‖ ≤ w
(
AˆXˆ − XˆBˆ
)
.
Thus,
m‖A−B‖ ≤ w
([
0 AX −XB
A∗X −XB∗ 0
])
.
This proves the first inequality in (2.6). To prove the second inequality in (2.6),
use the triangle inequality for w(·) and the fact that w
([
0 AX −XB
0 0
])
=
‖AX−XB‖
2
and w
([
0 0
A∗X −XB∗ 0
])
= ‖A
∗X−XB∗‖
2
. 
It should be mentioned here that (2.5) follows as a special case of (2.6) by
recalling that w
([
0 C
C 0
])
= w(C) (see, e.g., [10]).
It follows from Corollary 5 in [3] that if U, V ∈ B(H ) are unitary and 0 <
mI ≤ X for some positive real number m, then
m‖U − V ‖ ≤ ‖UX −XV ‖ . (2.7)
A refinement of (2.7) is given in the following corollary.
Corollary 2.9. Let U, V ∈ B(H ) be unitary and 0 < mI ≤ X for some positive
real number m. Then
m‖U − V ‖ ≤ w
([
0 UX −XV
U∗X −XV ∗ 0
])
≤ ‖UX −XV ‖ . (2.8)
Proof. The second inequality in (2.8) follows from by the unitary invariance of ‖·‖.
In fact, ‖U∗X −XV ∗‖ = ‖U∗ (XV − UX) V ∗‖ = ‖XV − UX‖ = ‖UX −XV ‖.

Finally, we present another extension of Proposition 2.6 to arbitrary operators
A,B. To achieve it, we need the following lemma. It immediately follows from
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the relations
w(X + Y ) = w
([
0 X + Y
X + Y 0
])
≤ w
([
0 X
Y 0
])
+ w
([
0 Y
X 0
])
= 2w
([
0 X
Y 0
])
.
Lemma 2.10. [10, Theorem 2.4] IfX, Y ∈ B(H ), then w(X+Y ) ≤ 2w
([
0 X
Y 0
])
.
Theorem 2.11. Let A,B ∈ B(H ) and 0 < mI ≤ X for some positive real
number m. Then
m‖Re(A)− Re(B)‖ ≤ w(Re(A)X −XRe(B))
≤ 1
2
sup
θ∈R
∥∥(AX −XB) + eiθ(XA− BX)∥∥
≤ ‖AX −XB‖+ ‖XA− BX‖
2
.
Proof. We have
m‖Re(A)− Re(B)‖
≤ w(Re(A)X −XRe(B)) (by Proposition 2.6)
=
w ((AX −XB) + (A∗X −XB∗))
2
≤ w
([
0 AX −XB
A∗X −XB∗ 0
])
(by Lemma 2.10)
= sup
θ∈R
∥∥∥∥∥Re
([
0 eiθ(AX −XB)
eiθ(A∗X −XB∗) 0
])∥∥∥∥∥ (by (2.3))
=
1
2
sup
θ∈R
∥∥∥∥
[
0 eiθ[(AX −XB) + e−2iθ(A∗X −XB∗)∗]
e−iθ[(AX −XB) + e−2iθ(A∗X −XB∗)∗]∗ 0
]∥∥∥∥
=
1
2
sup
θ∈R
∥∥(AX −XB) + e−2iθ(XA− BX)∥∥
=
1
2
sup
θ∈R
∥∥(AX −XB) + eiθ(XA− BX)∥∥
≤ ‖AX −XB‖+ ‖XA− BX‖
2
.

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