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1 .  INTRODUCTION 
For  a g i v e n  set X ,  l e t  R e  be a  b i n a r y  r e l a t i o n  on X ( i . e .  
R e C X  x X ) ,  w i t h  t h e  i n d i f f e r e n c e  r e l a t i o n  
and t h e  s t r i c t  p r e f e r e n c e  r e l a t i o n  
Throughout  t h i s p a p e r ,  w e  s h a l l  u s e  t h e  f o l l o w i n g  n o t a t i o n :  
A binary relation which is both transitive* and reflexive is 
called a quasi-ordering relation; if it is also antisymmetric 
it is called an ordering relation. A quasi-ordering relation 
with the property of connectedness is called a weak ordering 
relation. 
Now let X be a mixture space, that is, a space with convex 
structure. In order to explain human behavior under risk in 
terms of a set of axioms, von Neumann and Morgenstern imposed 
a number of conditions which are essentially equivalent to the 
following: 
1. k is a weak ordering relation. 
2. x k y ++ ax + (1-a)z k ay + (1-a)z, 0 < Va < 1, VzE X. 
3. ax + (1-a)y k z, Va > 0 + not z t  y . 
Condition (2) is familiar as the independence condition, and (3) 
as the continuity condition. Under these conditions, it is poss- 
ible to construct a utility function u : X + R such that 
(b) x F  y * U(X) > U(Y) 
Note that the expected utility hypothesis is derived from pro- 
perty (a). If we can extend the mixture space X into the 
n-dimensional Euclidean space R", the following theorem holds : 
Theorem 1.1 (Aurnann [ I ] ) .  Condition ( 2 )  is equivalent to 
(ii) x k y + a x , a y ,  S V a >  0 .  
* + Transitivity: x k y, y 5 z + x - z, Vx,y,zE X 
Reflexivity: x k x , Vx E X 
Antisymmetricity : x k y, y k x + x = y , Vx ,y E X 
Connectedness : either x k y or y k x , Vx ,y E X . 
Then c o n d i t i o n  ( 3 ) .  i s  e q u i v a l e n t  t o  
(iii) x >  k z ,  Yk > 0  + n o t  z  k 0  . 
n  C o r o l l a r y  1 .1 .  The s e t  D = {x ( x  0 ,  x  E E ) i s  a  c o n v e x  c o n e ,  
and i n  a d d i t i o n  x  & y  * x  - y E D .  Moreover,  Z e t t i n g  T = { x ! x  > 0 ,  
n  
x E E  ) , t h e  c o n t i n u i t y  c o n d i t i o n  (iii) o f  Theorem 1 . 1  can be r e -  
- 
w r i t t e n  a s  T n ( - T )  = 8 .  
Remark 1 .1 .  The s e t  D d e f i n e d  above i s  c a l l e d  t h e  d o m i n a t i o n  cone 
of  t h e  d e c i s i o n  make r ' s  p r e f e r e n c e s .  
W e  may c o n s i d e r  t h e  d e c i s i o n  maker ' s  p r e f e r e n c e s  t o  be ranked 
a c c o r d ing  t o  a  q u a s i - o r d e r i n g  r e l a t i o n ,  a s  sugges t ed  by Aumann. 
However, s i n c e  t h i s  becomes an o r d e r i n g  r e l a t i o n  on X/-, w e  s h a l l  
suppose  t h roughou t  t h e  pape r  t h a t  t h e  d e c i s i o n  m a k e r ' s  p r e f e r e n c e s  
a r e  ranked a c c o r d i n g  t o  an  o r d e r i n g  r e l a t i o n .  Assuming t h a t  k. i n  
C o r o l l a r y  1.1 i s  a n t i s y m m e t r i c ,  w e  have D n ( -D)  = {O) ,  which i m -  
p l i e s  t h a t  D i s  a  p o i n t e d  cone.  It i s  t h e n  e a s i l y  s e e n  t h a t  it 
i s  s u f f i c i e n t  f o r  D t o  be c l o s e d  t o  e n s u r e  t h e  c o n t i n u i t y  o f  5 .  
2  Example 1 .1 .  For X C R  , l e t  D ' = { ( X ~ , X ~ )  I ( x l  > 0 )  o r  ( x l  = O ,  x 2 1  O ) ! .  
Then D '  i s  p o i n t e d ,  b u t  n o t  c l o s e d .  T h e r e f o r e ,  t h e  p r e f e r e n c e  
r e l a t i o n  d e f i n e d  by D '  i s  n o t  n e c e s s a r i l y  con t i nuous .  I n  f a c t ,  
t h e  p r e f e r e n c e  r e l a t i o n  d e f i n e d  by t h i s  D '  i s  a  l e x i c o g r a p h i c  
o r d e r i n g  r e l a t i o n .  
I n  view of  t h e  above c o n s i d e r a t i o n s ,  w e  s h a l l  assume t h a t  
t h e  d e c i s i o n  make r ' s  p r e f e r e n c e  r e l a t i o n  i s  d e f i n e d  by a  po in t ed  
c l o s e d  convex cone D. W e  s h a l l  c o n s i d e r  t h e  f o l l o w i n g  v e c t o r  
o p t i m i z a t i o n  problem: 
( P )  D-maximize f ( x )  o v e r  X E X C R ~ ,  
where f = ( f 1 . . . f  ) and f i s  s a i d  t o  b e  t h e  D-maxima2 s o Z u t i o n  
? 
i f  t h e r e  i s  n o x ~ X  such  t h a t  f ( x )  - f ( ; ) ~ D \ { 0 ) .  I n  t h i s  
p a p e r ,  we s h a l l  g i v e  an  overv iew of  some d u a l i t y  r e s u l t s  f o r  
D-maximal s o l u t i o n s  o f  l i n e a r  v e c t o r  o p t i m i z a t i o n  p rob lems ,  t h z t  
i s ,  i n  c a s e s  where f  i s  a  l i n e a r  vec to r -va lued  f u n c t i o n  and X i s  
a  p o l y h e d r a l  s e t .  However, w e  s h a l l  u s e  a  cone-order ing  r e l a t i o n  
which i s  more g e n e r a l t h a n  t h a t  o f  t h e  n o n - n e g a t i v e . o r t h a n t :  For 
a  cone S ,  
where 1 (S)  and i n t  S  d e n o t e  t h e  l i n e a l i t y  s p a c e  o f  S t  S  n ( - S ) ,  
and t h e  i n t e r i o r  o f  S t  r e s p e c t i v e l y .  The p o s i t i v e  p o l a r  o f  S  c R n  
i s  d e f i n e d  by 
0  For  a  c l o s e d  cone  S t  it i s  w e l l  known t h a t  i n t  S  # p i f  and o n l y  
i f  S  i s  p o i n t e d  [ I l l .  W e  s h a l l  a l s o  make f r e q u e n t  u s e  of t h e  
f o l l o w i n g  lemma: 
n  Lemma 1  . l .  Let  S1 and S2 be cones  i n  R . Then 
(ii) 
I n  p a r t i c u l a r ,  f o r  convex  po lyhedra l  cones  S; and S; 
2.  DUALITY I N  LINEAR VECTOR OPTIMIZATION 
P o s s i b l y  t h e  f i r s t  work on d u a l i t y  t h e o r y  i n  m u l t i o b j e c t i v e  
o p t i m i z a t i o n  was c a r r i e d  o u t  by G a l e ,  Kuhn and Tucker f o r  l i n e a r  
cases [ 3 ] .  They c o n s i d e r e d  t h e  f o l l o w i n g  m a t r i x  o p t i m i z a t i o n  
problem: 
L e t  D , Q , M  and N b e  p o i n t e d  convex p o l y h e d r a l  c o n e s  i n  RP, 
R m t  Rn and R r ,  r e s p e c t i v e l y .  T h i s  means, i n  p a r t i c u l a r ,  t h a t  
i n t  DO # 8 .  I n  what f o l l o w s  w e  s h a l l  suppose  t h a t  i n t  N # 8 .  
F u r t h e r ,  we s h a l l  i d e n t i f y  t h e  se t  o f  a l l  m x  n  matrices w i t h  
RmXn 
. T h i s  r e l a t i o n  a l s o  h o l d s  f o r  matrices o f  o t h e r  d imens ions .  
Def ine  
Then, t h e  o r d e r i n g  r e l a t i o n  b f o r  p x r  matrices i s  i n t r o d u c e d  
as f o l l o w s :  
K1 2 K 2  i f  and o n l y  i f  K' - K 2  E K+ I 
2 K1 > K2 i f  and o n l y  i f  K1 - K  E K +  . 
- 
Problem (PGKT) 
K -maximize K + 
s u b j e c t  t o  
Cx LD Ky 
Ax 6 By Q 
x LM 0 
mxn H e r e  AE R , BE Rmxr .  C E  RPXn,  K E  R P X r I  X E  Rn and y~ R r .  
The d u a l  problem a s s o c i a t e d  w i t h  problem (PGKT) i s  t h e n  
Problem (DGKT) 
s u b j e c t  t o  
0 
B E  i n t  D . 
Remark 2 . 1 .  Problems (PGKT) and (DGKT) r e p r e s e n t  a c l a s s  of  
m a t r i x  o p t i m i z a t i o n  problems o f  which v e c t o r  o p t i m i z a t i o n  i s  a 
s p e c i a l  c a s e .  I n  f a c t ,  i n  t h e  c a s e  where B and K a r e  v e c t o r s  and 
y i s  a p o s i t i v e  s c a l a r ,  problem (PGKT) r e d u c e s  t o  t h e  more u s u a l  
f o r m u l a t i o n  o f  v e c t o r  o p t i m i z a t i o n  proSlems,  t h a t  i s ,  
Problem (plKT)  
Maximize k 
s u b j e c t  t o  
The d u a l  problem a s s o c i a t e d  w i t h  problem (piKT)  t h e n  becomes 
Problem ( D ; ~ ~ )  
Minimize k 
s u b j e c t  t o  
T A A 2 c T p  
M 
AEQO 
0 p E i n t  D . 
Before  p r o c e e d i n g  t o  d u a l i t y  r e l a t i o n s  f o r  t h e  problem u n d e r  
c o n s i d e r a t i o n ,  w e  s h a l l  e x t e n d  t h e  well-known Minkowski-Farkas 
lemma. 
Lemma 2 . 1  . For a  m a t r i x  A €  R mxn and a  convex  cone  S CR",  s e t  
Then 
(AS)' = { X E R ~ :  A ~ X E S O )  . 
Proof. Easy. 
Lemma 2.2. I n  o r d e r  t h a t  (b,X) 2 0 f o r  any  A€ Q0 s u c h  t h a t  
T 0 A XEM , i t  i s  n e c e s s a r y  and s u f f i c i e n t  t h a t  Ax SQ b f o r  some 
x >M 0. 
Proof. The given condition on X is equivalent to 
Further, since M and Q are convex polyhedral cones, we have 
0 ((AM) nQ0)O = l!dq + Q 
Finally, the given condition on X is equivalent to 
which is also equivalent to the given condition on x. 
Remark 2.2. Extensions to cases with non-polyhedral Q and M are 
given by Fan [ 2 ]  and Sposit and David [ I  01 . 
Lemma 2.3. For a z y  two p o i n t e d  c o n v e x  c o n e s  S and TI w i t h  o r i g i n  0, 
t h e  cone  S + T i s  p o i n t e d  i f  and on29 i f  Sn(-T) = 10). 
Proof. If a non-zero vector c is an element of S n  (-T), -c is also 
an element of T. Hence S + T contains ac + B(-c) for any a > 0 and 
B > 0. This implies that S + T contains a non-trivial subspace, 
which means that S + T is not pointed. 
Conversely, if S + T is not pointed, S + T contains non-zero 
elements c and -c. Let these be given by 
Adding t h e s e  equa t ions ,  w e  o b t a i n  
0  = (s  + s t )  + (t + t ' )  . ( 2 . 1 )  
On t h e  o t h e r  hand, s i n c e  S  and T a r e  po in t ed  convex cones ,  
s + s l  # 0 ,  t + t l  # 0,  s + s l E S  and t + t t E T .  The r e l a t i o n  ( 2 . 1 )  
t h e r e f o r e  imp l i e s  S n  ( -T)  # ( 0 ) .  Th i s  completes t h e  p roo f .  
The fo l lowing  two lemmas a r e  e x t e n s i o n s  of t h o s e  g iven  by 
Gale ,  Kuhn and Tucker [3 ]  . 
T 0  Lemma 2.4.  I n  o r d e r  t h a t  B h e - N \ I O )  f o r  any AEQO such t h a t  
T 0  A XEM , i t  i s  necessary and s u f f i c i e n t  t h a t B y >  Ax f o r  some 
'Q 
x >  ' M O a n d ~ > ~ O .  
Proof .  Suf f ic iency .  Suppose, a rgu ing  by c o n t r a d i c t i o n ,  t h a t  
0  t h e r e  e x i s t s  a  ! E Q O  such t h a t  A ~ !  E M O  and B ~ X  E -N \ IO) . Then 
f o r  any X E M  and y ~ i n t  N , we have 
On t h e  o t h e r  hand,  t h e  g iven  c o n d i t i o n  f o r  x  and y i m p l i e s  t h a t  
- 
( Ax-By, X ) 6  0  
f o r  some xEM and y E i n t  N ,  which c o n t r a d i c t s  t h e  p rev ious  re- 
l a t i o n .  
Necess i ty .  S ince  Q , M  and N are a l l  po in t ed  convex po lyhedra l  
cones ,  we have 
0  0  0  
t h e  g iven  cond i t i on  f o r  X * - (BN)  n ( (AM) n Q ) = ( 0 )  
(from Lemma 2 . 1 )  
0  0  0  
* ( B N )  + ( ( A M )  n Q ) i s  poin ted  
(from Lemma 2 . 3  ) 
* i n t  ( B N ) '  + ( ( A M ) O ~ Q O ) O  # JJ 
(from Lemma 1 . l )  
i n t  (BN)  !3 (AM + Q )  # 
B ( i n t  N )  n (AM + Q )  # 9 
t h e  g iven  c o n d i t i o n  f o r  x  and y  
C o r o l l a r y  2 . 1 .  One o f  t h e  f o l l o w i n g  s t a t e m e n t s  
0  (i) B ~ A E - N \ { ~ }  f o r s o m e  A E Q  0  
(ii) B y e Q  f ~ r s o m e y > ~ O  
h o l d s  a t  a l l  t i m e s  b u t  t h e y  c a n n o t  h o l d  s i m u Z t a n e o u s Z y .  
P r o o f .  The r e s u l t  i s  an  e x t e n s i o n  o f  G a l e ' s  theorem and f o l l o w s  
d i r e c t l y  from Lemma 2 . 4 .  
A 
Lemma 2 . 5 .  K i s  a  K+-maximal s o l u t i o n  o f  p r o b l e m  (PGKT) i f  and 
o n l y  i f  
- 
(i)  Cx >D f y  h o l d s  f o r  some ; E M  and F e i n t  N s u c h  t h a t  d b B?, Q 
and 
(ii) Cx j D  iy h o l d s  f o r  any  X E M  and y E N  s u c h  t h a t  Ax 2  By. Q 
S i m i l a r l y ,  f( i s  a  lK++inimal  s o l u t i o n  o f  p r o b l e m  (DGKT) i f  
and  o n l y  i f  
T- - AT- (ii ')  B A 5  X p h o l d s  f o r  some 1 E Q O  and i ~ i n t  D O  s u c h  t h a t  
N 
T- T- A A 2 O C p ,  and 
M 
T  AT 0  0  T  T (1' ) B A L K "holds f o r  any  AEQ and PED s u c h  t h a t  A A - 2 C p. 
N M 
P r o o f .  W e  s h a l l  prove  o n ly  t h e  f i r s t  p a r t  of t h e  lemma; t h e  
proof of t h e  second p a r t  may b e  o b t a i n e d  i n  a  s i m i l a r  way. 
If. Suppose t h a t  t h e  f which s a t i s f i e s  (i) i s  n o t  a  s o l u t i o n  
of  problem (PGKT).  Then t h e r e  e x i s t s  a  m a t r i x  K '  such t h a t  
and 
f o r  some % lM 0  and > N O  such t h a t  2-G s~ B 7 .  Hence w e  have 
C f  k D  K ' $  > k$, which c o n t r a d i c t s  c o n d i t i o n  (ii) .
-D 
O n l y  i f .  Suppose, c o n t r a r y  t o  t h e  a s s e r t i o n  o f  t h e  lemma, 
t h a t  f( does  n o t  s a t i s f y  (i i) .  Then t h e r e  e x i s t  some x ' E  M and 
y  ' E  N such t h a t  
Cx' > ky ' and Ax' SQ By' . 
-D 
Taking  (i) i n t o  a c c o u n t ,  it f o l l o w s  t h a t  
f o r  ; + X I E M  a n d  y + y ' ~ i n t  N s u c h  t h a t  A ( ; + x ' )  SQ B ( y + y l ) .  
A - Choose a  v e c t o r  d 1 E D 1 ( O )  s u c h  t h a t  d l  < c ( ; + x l )  - K ( y + y l )  
-D 
and  a  m a t r i x  AK E K +  s u c h  t h a t  AK ( G  + y  = d  . F o r  a  v e c t o r  e 
i n  No w i t h  ( e , ?  + y ' )  = 1 ,  a  p o s s i b l e  AK i s  g i v e n  by  AK := d i e ,  
I T d i e ,  . . . , d r e )  . Then 
and 
which i m p l i e s  t h a t  k c a n n o t  be a  s o l u t i o n  t o  problem (PGKT) .  
G a l e ,  Kuhn and  Tucker  h a v e  f o r m u l a t e d  a d u a l i t y  r e l a t i o n  
between p rob lem (PGKT) and  problem (DGKT) which c a n  be s t a t e d  
i n  an  e x t e n d e d  form as f o l l o w s :  
Theorem 2 .1  . 
A 
(i) A m a t r i x  K i s  a  R+-maximal s o l u t i o n  o f  problem (pGKT) i f  
and o n l y  i f  i t  i s  a  77,-minimal s o l u t i o n  o f  problem ( D G K T ) .  
(ii) I f  i( i s  a  P+-maximal s o l u t i o n  o f  problem (PGKT) f o r  some 
A 
x  2M 0 ,  a n d  $ > N  0 ,  t h e n  we .have  c$ = c;. 
(iii) I f  k i s  a  f e a s i b l e  s o l u t i o n  o f  problem (PGKT) f o r  some 
A A 
x  L M  0  and y  >N 0 ,  and i s  a l s o  a  f e a s i b l e  s o l u t i o n  o f  
problem (DGKT) f o r  some 2 EQ' and j ~ i n t  D O ,  and i f  
t h e n  K i s  an e f f i c i e n t  s o l u t i o n  o f  b o t h  problems (PGKT) and ( D G K T ) .  
P r o o f .  
(i) It i s  e a s i l y  shown, f o r  any  convex c o n e s  S and  T, t h a t  
where 
From Lemma 2.4 we have 
(i) of Lemma 2.5 * ( '1 ; SQ,, ( 8) j for some ;EM and FEint N 
-C -K 
0 0 0 for any (X,s) E Q $D 
such that 
* (ill of Lemma 2.5. 
Similarly, 
(ii') of Lemma 2.5 
s for some 1 c Q0 and 
LE int D 0 
* (-c,B) ,LD 0 fir any ix,y) E I I ~ N  
such that 
* (ii) of Lemma 2.5. 
Proof of (ii) and (iii) follows directly from Lemma 2.5. This 
completes the proof. 
Another vector optimization formulation with more reciprocity 
was suggested by Kornbluth [ 6 ]  : 
Problem (PK) 
subject to 
Problem (DK) 
subject to 
0 p E int D . 
Theorem 2.2. T h e r e  e x i s t s  a  D-maximal s o l u t i o n  t o  prob lem 
(PKI f o r  some y = $  i f  and o n l y  i f  t h e r e  e x i s t s  a  D-minimal s o l u -  
A 
t i o n  fi t o  p rob l em  (DK) f o r  some p = p .  
Proof. See [6]. 
The following relationship between problems (P ) and (pK) GKT 
( ( D ~ ~ ~  ) and (D 1 )  is a simple extension of that revealed by K 
Rodder [9] . 
Theorem 2.3. 
(i) I f  s o l v e s  p rob l em  (PGKT) t h e n  i s  a D-maximal 
s o l u t i o n  o f  p rob l em  (PK) f o r  Y = $ .  
(ii) I f  ; i s  a  D-masimal s o l u t i o n  o f  prob lem (PK) f o r  y = $, t h e n  
A h  
t h e r e  e x i s t s  a  m a t r i x  k s u c h  t h a t  (klxly) s o l v e s  p rob l em  
hGKT .
(iii) S t a t e m e n t s  ana logous  t o  (i)  and (ii) h o l d  f o r  problem 
and problem 
P r o o f .  (i) i s  o b v i o u s .  S i n c e  (iii) i s  d u a l  t o  (ii) , we need 
o n l y  proof  (ii) h e r e .  Suppose t h a t  2 is  a n  e f f i c i e n t  s o l u t i o n  
o f  problem ( P K ) .  It  may r e a d i l y  b e  shown t h a t  t h e r e  e x i s t s  a  
h 
p q i n t  D O  s u c h  t h a t  
f o r  a l l  x L 0 s u c h  t h a t  
C o n s i d e r i n g  t h e  d u a l  problem a s s o c i a t e d  w i t h  t h i s  s c a l a r i z e d  
l i n e a r  programming problem,  it f o l l o w s  t h a t  t h e r e  e x i s t s  a XE Q 0 
such  t h a t  
f o r  any A E p0 such t h a t  
From t h e  well-known d u a l i t y  theorem o f  l i n e a r  programming, w e  
have 
T h i s  c o n d i t i o n  i m p l i e s  t h a t  t h e  two e q u a t i o n s  
and 
A T  ^T p D = A B  
h 
have  a  common s o l u t i o n  D (see,  f o r  e x a m p l e , P e n r o s e [ 8 ] ) .  Hence, 
it f o l l o w s  immedia te ly  from (iii) of  Theorem 2 .1  t h a t  6 i s  a n  ef -  
f i c i e n t  s o l u t i o n  of  problem (P GKT) T h i s  comple tes  t h e  p roo f .  
Isermann 14,5 I h a s  g iven  a  more a t t r a c t i v e  f o r m u l a t i o n  
which d oes  n o t  i n c l u d e  a u x i l i a r y  pa r ame te r s  such a s  y  and p .  
W e  s h a l l  now c o n s i d e r  it i n  an ex tended  form. L e t  U o  be a  c l a s s  
T  0 o f  p  x m m a t r i c e s  U such t h a t  t h e r e  e x i s t s  a  e ~ i n t  Do wi th  U pE Q . 
The p r i m a l  and d u a l  problems a r e  t h e n  d e f i n e d  a s  f o l l o w s :  
Problem (PI)  
where 
X := {xEM: Ax I b} . Q 
Problem ( D I )  
D-minimize {Ub: U E U ~ }  
where 
-UO : = {U: t h e r e  e x i s t s  a  p E i n t  D G  such t h a t  
T  T T 0 A U  p 1 O ~ T p  and U B E Q  1 . 
M 
The f o l l o w i n g  d u a l i t y  p r o p e r t i e s  h o l d  f o r  t h e s e  problems:  
Theorem 2 . 4 .  
(i) Ub f D  Cx f o r  a l l  (U,x)  EUO x X .  
(ii) Suppose t h a t  6 EUO and x EX s a t i s f y  i b  = d. Then fi i s  a  
D-minimal s o l u t i o n  o f  t h e  d u a l  problem and x i s  a  D-marimal 
s o l u t i o n  o f  t h e  pr imal  problem ( P I ) .  
(iii) MaxD (PI )  = MinD ( D I ) .  
Proof .  
(i) Suppose,  c o n t r a r y  t o  t h e  a s s e r t i o n  o f  t h e  theorem,  t h a t  
t h e r e  e x i s t  some x E X  and 6 EUO such  t h a t  
Note h e r e  t h a t  by d e f i n i t i o n  t h e r e  e x i s t s  a  ; E i n t  D O  s u c h  t h a t  
T-T- T- A U L l - > O C l l  
M 
T h e r e f o r e ,  s i n c e  E M I  w e  h a v e  
T-T- - T- - ( A  U 1 , X  ) >  ( C  L l , X ) .  
F u r t h e r m o r e ,  f rom ( 2 . 2 )  
I t  t h e n  f o l l o w s  f rom ( 2 . 3 )  and  ( 2 . 4 )  t h a t  
-T- - - -  - - However, s i n c e  U ~l EQ' and  Ax Sa b ,  w e  h a v e  ( I .~ ,uAx) ~i p , ~ b )  ,
which c o n t r a d i c t s  ( 2 . 5 )  . 
(ii) Suppose ,  c o n t r a r y  t o  t h e  a s s e r t i o n  o f  t h e  t h e o r e m ,  t h a t  
- 
f ibFMinD(DI) .  Then t h e r e  e x i s t s  a 6 EUO s u c h  t h a t  a b  ID & = Cx, 
which c o n t r a d i c t s  r e s u l t  ( i ) .  T h e r e f o r e ,  6 i s  a D-minimal s o l u -  
t i o n  o f  t h e  d u a l  p rob lem.  I n  a  similar  f a s h i o n ,  w e  c a n  c o n c l u d e  
t h a t  x is  a  D-maximal s o l u t i o n  o f  t h e  p r i m a l  problem.  
(iii) W e  s h a l l  f i r s t  p r o v e  MaxD (PI )  c MinD ( D I )  . L e t  x b e  a  
D - m a x i m a l  s o l u t i o n  o f  p rob lem ( P , ) .  Then it i s  well-known t h a t  
0  A t h e r e  e x i s t s  some E  i n t  D s u c h  t h a t  ( c ) 2 ( C x  ) f o r  a l l  
x E X .  It is  s u f f i c i e n t  t o  p r o v e  t h e  s t a t e m e n t  i n  t h e  case where 
& i s  a b a s i c  s o l u t i o n .  T rans fo rm t h e  o r i g i n a l  i n e q u a l i t y  con- 
s t r a i n t s  Ax < b  i n t o  
'Q 
Let B denote  t h e  submatrix of  [A,-I] which c o n s i s t s  of m columns 
corresponding t o  t h e  b a s i c  v a r i a b l e s .  Then from t h e  i n i t i a l  
simplex t a b l e a u  
we o b t a i n  t h e  f i n a l  t a b l e a u  
us ing  t h e  s implex method. 
From t h e  well-known p r o p e r t i e s  of l i n e a r  programming problems, 
we have 
S e t t i n g  fi = c ~ B - '  , t h e s e  r e l a t i o n s  can be  r e w r i t t e n  a s  
which shows t h a t  fi E UO. 
On t h e  o t h e r  hand, 
I n  view of r e s u l t  (ii),  t h e  l a s t  r e l a t i o n  impl ies  t h a t  fi i s  a  
D-minimal s o l u t i o n  of problem ( D I ) .  Hence we have 
We s h a l l  now prove  MaxD (PI)  3 MinD ( D I )  . Suppose t h a t  
u i s  a  D-minimal s o l u t i o n  of  problem ( D I ) .  Then it i s  clear 
0 t h a t  f o r  e v e r y  p E i n t  D t h e r e  canno t  e x i s t  any  UE U O  w i t h  u T p €  Q 0 
such t h a t  
T S e t t i n g  X = U p ,  it f o l l o w s  t h a t  
0 
c a n n o t  h o l d  f o r  any A and a n y  p E i n t  D . More s t r o n g l y ,  w e  
can  see t h a t  t h e r e  i s  no A E Q O  and no p EDo f o r  which (2 .6 )  i s  
s a t i s f i e d .  I n  f a c t ,  a r g u i n g  by c o n t r a d i c t i o n ,  suppose  t h a t  
some A ' E Q '  and p 'ED0 exist such  t h a t  
But s i n c e  fi i s  a  s o l u t i o n  of  problem ( D I ) ,  t h e r e  e x i s t  E  i n t  D 0 
ATA 
and ^X E U p E  Q such t h a t  
T h e r e f o r e ,  w e  have 
n 0  T h i s  i m p l i e s  t h e  e x i s t e n c e  of  s o l u t i o n s  1 + ~ ' E i n t  D , X + X ' E Q  0  
t o  ( 2 . 6 ) ,  which c o n t r a d i c t s  o u r  e a r l i e r  a s sumpt ion .  
R e w r i t i n g  (2 .6  ), w e  may say  t h a t  t h e r e  i s  no A E  @ O  and no )I E D 0 
f o r  which 
i s  s a t i s f i e d .  Thus,  from C o r o l l a r y  2 . 1 ,  t h e r e  e x i s t s  a  s o l u t i o n  
0  1  (;,a) E i n t  ( M  ( B R ~ ~ ) ~  = i n t  ( M ( B R + )  s a t i s f y i n g  
S i n c e  a  > 0 ,  w e  f i n a l l y  have 
Using r e s u l t  ( i ) ,  t h e  l a s t  r e l a t i o n  r e d u c e s  t o  
From r e s u l t  r e l a t i o n s  and imply t h a t  i s  a  
D-maximal s o l u t i o n  o f  problem (PI). T h i s  comple tes  t h e  p r o o f .  
3 .  CONCLUDING REMARKS 
T h i s  p a p e r  r e v i e w s  s e v e r a l  d u a l i t y  r e s u l t s  i n  l i n e a r  v e c t o r  
o p t i m i z a t i o n  u s i n g  an  ex tended  r e f o r m u l a t i o n  w i t h  g e n e r a l  cone 
o r d e r i n g .  T h i s  g e n e r a l i z a t i o n  g i v e s  some i n s i g h t  i n t o  t h e  r e l a -  
t i o n s  between cone  o r d e r i n g s .  I n  a  p r e v i o u s  p a p e r  [71 ,  t h e  a u t h o r  
d i s c u s s e s  d u a l i t y  i n  n o n l i n e a r  v e c t o r  o p t i m i z a t i o n  i n  a  geomet r i c -  
a l l y  u n i f i e d  way. A l l  of  t h e  r e s u l t s  g i v e n  i n  t h i s  p a p e r  can be 
a d a p t e d  t o  n o n l i n e a r  s i t u a t i o n s  by t r e a t i n g  t h i s  as a  s , p e c i a l  
c a s e  and u s i n g  a  v e c t o r - v a l u e d  Lagrang ian .  T h i s  w i l l  b e  t r e a t e d  
i n  a  subsequen t  p a p e r .  
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