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ABSTRACT. We prove a quenched large deviation principle (LDP)for a simple random walk on a supercritical percolation
cluster (SRWPC) on the lattice.The models under interest include classical Bernoulli bond and site percolation as well as
models that exhibit long range correlations, like the random cluster model, the random interlacement and its vacant set and
the level sets of the Gaussian free field.
Inspired by the methods developed by Kosygina, Rezakhanlou and Varadhan ([KRV06]) for proving quenched LDP for
elliptic diffusions with a random drift, and by Yilmaz ([Y08]) and Rosenbluth ([R06]) for similar results regarding elliptic
random walks in random environment, we take the point of view of the moving particle and prove a large deviation principle
for the quenched distribution of the pair empirical measures if the environment Markov chain in the non-elliptic case of
SRWPC. Via a contraction principle, this reduces easily to a quenched LDP for the distribution of the mean velocity of the
random walk and both rate functions admit explicit variational formulas.
The main approach of our proofs are based on exploiting coercivity properties of the relative entropy in the context of
convex variational analysis, combined with input from ergodic theory and invoking geometric properties of the percolation
cluster under supercriticality.
1. MOTIVATION, INTRODUCTION AND MAIN RESULTS
We consider a simple random walk on the infinite cluster of some bond and site percolation models on Zd, d ≥ 2.
The percolation models under interest include classical Bernoulli bond and site percolation, as well as models that
exhibit long-range correlations, including the random-cluster model, random interlacements and its vacant set in d ≥ 3,
and the level set of the Gaussian free field (also for d ≥ 3). Conditional on the event that the origin lies in the infinite
open cluster, it is known that a law of large numbers and quenched central limit theorem hold (see [SS04], [MP07],
[BB07] and [PRS15]). Treatment of these classical questions for these models need care because of its inherent non-
ellipticity – a problem which permeates in several forms in the above mentioned literature.
Questions on large deviation principles (LDP) in the quenched setting for general random walks in elliptic random
environments (RWRE) have also been studied. In d = 1, first Greven and den Hollander ([GdH98]) for i.i d. and
uniformly elliptic random environments, and then Comets, Gantert and Zeitouni ([CGZ00]) for stationary, ergodic and
uniformly elliptic random environments, derived quenched LDP for the mean velocity of a a RWRE and obtained explicit
variational formulas for the rate function. For d ≥ 1, Zerner ([Z98], see also Sznitman ([S94])) proved quenched LDP
under the assumption that the logarithm of the random walk transition probabilities possesses finite d-th moment
and the random environment enjoys the nestling property. His method is based on proving shape theorems invoking
the sub-additive ergodic theorem. Using the sub-additivity more directly, Varadhan ([V03]) proved a quenched LDP
dropping the nestling assumption and assuming uniform ellipticity for the random environment. However, the use of
sub-additivity in the above results did not lead to any desired formula for the rate function.
Kosygina, Rezakhanlou and Varadhan ([KRV06]) derived a novel method for proving quenched LDP using the envi-
ronment seen from the particle in the context of a diffusion with a random drift assuming some growth conditions on the
random drift (ellipticity) and obtained a variational formula for the rate function. This method goes parallel to quenched
homogenization of random Hamilton-Jacobi-Bellman (HJB) equations. Rosenbluth ([R06]) adapted this theory to the
“level-1"large deviation analysis of the rescaled location of a multidimensional random walk in random environments
and also obtained a formula for the rate function. The assumption regarding the growth condition on the random drift
imposed in [KRV06] under which homogenization of HJB takes place, or quenched large deviation principle for the
rescaled law of the diffusion holds, now translates to the assumption that logarithm of the random walk transition prob-
abilities possesses finite d + ε moment, for some ε > 0 (see [R06]). Under the same moment assumption, Yilmaz
([Y08]) extended this work to a “level-2"LDP for the law of the pair empirical measures of the environment Markov
chain and subsequently Rassoul-Agha and Seppäläinen ([RS11]) proved a “level-3"LDP for the empirical process for
the environment Markov chain. Like Rosenbluth ([R06]), both [Y08] and [RS11] obtained variational formulas for the
corresponding rate functions. This method has been further exploited for studying free energy for directed and non-
directed random walks in a unbounded random potential (see the works of Rassoul-Agha, Seppäläinen and Yilmaz
[RSY13, RSY14] and Georgiou et al. [GRSY13, GRS14]). We also refer to the works of Armstrong and Sougani-
dis ([AS12]) for the continuous analogue of [RSY13] concerning homogenization of random Hamilton Jacobi Bellman
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equations in unbounded environments. Roughly speaking, all these results in the aforementioned literature work only
under the assumption that V := − log π ∈ Lp(P) with p > d, where π denotes the random walk transition probabili-
ties in the elliptic random environment whose law is denoted by P. Thus, the aforementioned literature does not cover
the case V =∞ pertinent to the case of a random walk on a supercritical percolation cluster, an important model that
carries the aforementioned inherent non-ellipticity of the random environment.
In this context, it is the goal of the present article to study quenched large deviation principles for the distribution of
the empirical measures of the environment Markov chain of SRWPC (level-2) and subsequently deduce the particle
dynamics of the rescaled location (level-1) of the walk on the cluster. We start with a precise mathematical layout of
the random environments under interest including the bond and site percolations on Zd.
1.1 The bond percolation models.
We fix d ≥ 2 and denote by Bd the set of nearest neighbor edges of the lattice Zd and by Ud = {pei}di=1 the
set of edges from the origin to its nearest neighbor. Let Ω = {0, 1}Bd be the space of all percolation configurations
ω = (ωb)b∈Bd . In other words, ωb = 1 refers to the edge 0↔ b being present or open, while ωb = 0 implies that it is
vacant or closed. Let B be the Borel-σ-algebra on Ω defined by the product topology. Note that Zd acts as a group on
(Ω,B) via translations. In other words, for each x ∈ Zd, τx : Ω −→ Ω acts as a shift given by (τxω)b = ωx+b. Let




∣∣Ω0) A ∈ B.
• I.I.D. bond percolation. We fix the percolation parameter p ∈ (0, 1) and denote by
P = Pp :=
(
pδ1 + (1− p)δ0
)Bd
the product measure with marginals P(ωb = 1) = p = 1− P(ωb = 0). Note that the product measure P is invariant
under this action. It is known that there is a critical percolation probability pc = pc(d) which is the infimum of all p’s
such that P(0 ∈ C∞) > 0. In this paper we only consider the case p > pc. By Burton-Keane’s uniqueness theorem
([BK89]), the infinite cluster is unique and so C∞ is connected with P-probability one.
• Random cluster model. The second example is the random-cluster model, which is a natural extension of Bernoulli
bond percolation. However, this models exhibits long range correlations and one necessarily drops the i.i.d. structure
present in the first example. Let us shortly recall the basic structure and the salient properties of this model.
Let d ≥ 2, p ∈ [0, 1], q ≥ 1, and let also Λ be a box in Zd with boundary condition ξ ∈ {0, 1}Bd . Let PξΛ,p,q be




pn(ω) (1− p)|Λ|−n(ω) qk(ω).
HereZ is a normalizing constant that makes PξΛ,p,q a probability measure, while n(ω) is the number of edges in Λ∩ω,








P(b)Λ,p,q where b = (b, b, . . . ) ∈ {0, 1}
Bd , b ∈ {0, 1}.
In other words, P(b)p,q is the extremal infinite-volume limit random-cluster measures, with free (for b = 0) and wired (for
b = 1) conditions respectively. For any b ∈ {0, 1}, let
p(b)c (q) = inf
{
p ∈ [0, 1] : P(b)p,q(0↔∞) > 0
}
, b = 0, 1.
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Then, p(0)c (q) = p
(1)
c (q) ∈ (0, 1) and we write this as pc(q). It is well-known that, for both b = 0 and b = 1, the
measure P := P(b)p,q is invariant and ergodic with respect to τx for any x ∈ Zd \ {0} and for all p ∈ [0, 1] ([G06, (4.19)
and (4.23)]). Furthermore, for any p > pc(q), there exists a unique infinite cluster C∞, Pbp,q-a.s. by [G06, Theorem
5.99],
For our purpose, we also need the notion of slab critical probability, which is defined as follows. For d ≥ 3, we let
S(L, n) := [0, L− 1]× [−n, n]d−1
p̂c(q, L) := inf
{






















pg(q) + q(1− pg(q))
(1.2)
and we have the bound p̂c(q) ≥ pc(q). Although equality is believed to be true in the last implication ([G06, Conjecture
5.103]), to the best of our knowledge, the only known proofs are available only for the case q = 1 (i.e., the case of
Bernoulli bond percolation (see Grimmett and Marstrand [GM90]), and for d = 2 and any q ≥ 1 (see Beffara and
Duminil-Copin [BD12]), and for d ≥ 3 and q = 2 (i.e., FK-Ising model, see Bodineau [B05]). We will henceforth work
in the regime that
p > p̂c(q),
and will write P = P(b)p,q and P0 = P(·| 0 ∈ C∞) throughout the rest of the article.
We point out that in the process of proving our main results (stated in Section 2) corresponding to the random
cluster model, we prove some geometric properties of this model as a necessary by-product. In particular, we prove a
“chemical distance estimate"between two points in the infinite cluster C∞ (see Lemma 4.2), and also obtain exponential
tail bounds for the graph distance between the origin and the “first arrivalöf the infinite cluster C∞ on any coordinate
direction (see Lemma 4.3). Although both results are part of the standard folklore in the i.i.d. percolation literature, the
proofs of these two assertions for the random cluster model seem to be new, to the best of our knowledge.
1.2 Site percolation models. The second class of models we are interested in concerns site percolations, which
include the classical Bernoulli i.i.d. percolation as well as models that carry long-range correlation. We turn to short
descriptions of these models.
• Random interlacements and its vacant set in d ≥ 3. This model was introduced by Sznitman [S10]. Let TN =(
Z/NZ
)d
be the discrete torus in d ≥ 3. For any u > 0, the random interlacement I(u) is defined to be a subset of
Zd which arises as the local limit, as N →∞ of the sites visited by a simple random walk in TN until time buNc. For
any finite subset K ⊂ Zd with capacity cap(K), the distribution of I(u) is given by
P
[
I(u) ∩K = ∅
]
= e−ucap(K),
Furthermore, P-almost surely, the set I(u) is an infinite connected subset of Zd (see (2.21), [S10]), exhibits long rage
correlations given by ∣∣∣∣P[x, y ∈ I(u)]− P[x ∈ I(u)]P[y ∈ I(u)]∣∣∣∣ ∼ (1 + |x− y|)2−d. (1.3)
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The vacant set of random interlacements V (u) is defined to be the complement of the random interlacement I(u) at
level u, i.e.,
V (u) = Zd \ I(u) P
[
K ⊂ V (u)
]
= e−ucap(K).
Furthermore, V (u) also exhibits polynomially decaying correlation as in (1.3). It is known that in [TW11] there exists
u? ∈ (0,∞) such that almost surely, for any u > u?, all connected components of V (u) are finite, while for u < u?,
V (u) contains an infinite connected component C∞, which is unique (see [T09’]). Furthermore, geometric properties of
the random interlacements and its vacant set have been studied extensively by Drewitz-Rath-Sapozhnikov ([DRS14])
obtaining sharp estimates on the graph distance, assuming that u ∈ (0, u) for some u ≤ u? (u is introduced in
[DRS14, Theorem 2.5]). Although it is believed that u = u?, we will henceforth assume that
u < u.
and in this regime, as before, we will write P0 = P(·| 0 ∈ C∞).
• Gaussian free fields and its level sets in d ≥ 3. This model has a strong background in statistical physics (see





x∈Zd under the probability measure P with covariance function
E[ϕ(x)ϕ(y)] = g(x, y) = cd|x− y|2−d,
given by the Green function of the simple random walk on Zd. This leads to long range correlations exhibited by random
field ϕ. For any h ∈ R, the excursion set above level h is defined as
E≥h = {x ∈ Zd : ϕ(x) ≥ h}
and it is known that there exists h? ∈ [0,∞) such that for any h < h?, P-almost surely, E≥h contains a unique
infinite connected component and for any h > h?, all the connected components of E≥h are finite. Like in the case of
random interlacements and vacant set of random interlacements, results on the graph distance for the excursion level
set E≥h was also obtained in [DRS14] on the sub-regime (−∞, h) for h ≤ h?. [DRS14, Remark 2.9] conjectures
that h = h? ∈ (0,∞) in all d ≥ 3 and as before, we will also assume that
h ∈ (−∞, h),
which guarantees that the level set E≥h has a unique infinite connected component C∞ and as usual, we will write
Ω0 = {0 ∈ C∞} and will work with the conditional measure
P0 = P(·|0 ∈ C∞).
1.3 The simple random walk on the percolation models.
We now define a (discrete time) simple random walk on the unique supercritical percolation cluster C∞ correspond-
ing to the percolation models discussed in the last section.
Let a random walk start at the origin and at each unit of time, the walk moves to a nearest neighbor site chosen
uniformly at random from the accessible neighbors. More precisely, for each ω ∈ Ω0, x ∈ Zd and e ∈ Bd, we set
πω(x, e) =
1l{ωe=1} ◦ τx∑
|e′|=1 1l{ωe′=1} ◦ τx
∈ [0, 1], (1.4)
and define a simple random walkX = (Xn)n≥0 as a Markov chain taking values in Zd with the transition probabilities
P π,ω0 (X0 = 0) = 1,
P π,ω0
(
Xn+1 = x+ e
∣∣Xn = x) = πω(x, e). (1.5)
This is a canonical way to “put"the Markov chain on the infinite cluster C∞. Henceforth, we will refer to this Markov
chain as the simple random walk on the percolation cluster (SRWPC).
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Let us remark that in the expression of πω(x, e) as well as P
π,ω
0 we have apparently used the notation for bond
percolation models appearing in Section 1.1. Very similar expression can be used for these objects pertaining to the
site percolation models introduced in Section 1.2 too. To alleviate notation, throughout the rest of the article we will
continue to write the expressions (1.4) and (1.5) for the transition kernels πω(x, e) and transition probabilities P
π,ω
0 for
the SRWPC corresponding to all the percolation models.
2. MAIN RESULTS
In the sequel, in Section 2.1 we will first introduce the environment Markov chain, its empirical measures and certain
relative entropy functionals which will be used later. In Section 2.2, we will announce our main results. In Section 2.3 we
will carry out a sketch of the existing proof technique related to elliptic RWRE ([Y08],[R06]), comment on the approach
taken in the present paper regarding SRWPC and underline the differences to the earlier approach.
2.1 The environment Markov chain. For each ω ∈ Ω0, we consider the process (τXnω)n≥0 which is a Markov
chain taking values in the space of environments Ω0. This is the environment seen from the particle and plays an







the empirical measure of the environment Markov chain and the nearest neighbor steps of the SRWPC (Xn)n≥0.
This is a random element ofM1(Ω0 × Bd), the space of probability measures on Ω0 × Bd, which is compact when
equipped with the weak topology (note that, Ω0 ⊂ Ω is closed and hence compact). The empirical measures Ln were
introduced and their large deviation behavior (in the quenched setting) for elliptic random walks in random environments
were studied by Yilmaz ([Y08]).
We note that, via the mapping (ω, e) 7→ (ω, τeω) the spaceM1(Ω0 × Bd) is embedded intoM1(Ω0 × Ω), and
hence, any element µ ∈ M1(Ω0 × Bd) can be thought of as the pair empirical measure of the environment Markov













Here (µ)1 is a measure on Ω0 and (µ)2 is a measure on Ω. A relevant subspace ofM1(Ω0 × Bd) is given by
M?1 =M?1(Ω0 × Bd) =
{
µ ∈M1(Ω0 × Bd) : (µ)1 = (µ)2  P0 and P0- almost surely,
dµ(ω, e)
d(µ)1(ω)




We remark that, here (µ)1 = (µ)2 means that (µ)2 is supported on Ω0 and (µ)1 = (µ)2. Furthermore, Lemma 3.1
shows that elements inM?1 are in one-to-one correspondence to Markov kernels (w.r.t. the environment process) on
Ω0 which admit invariant probability measures which are absolutely continuous with respect to P0.
















〈f, µ〉 − I(µ)
}
the Fenchel-Legendre transform of I(·). Likewise, for any µ ∈M1(Ω0×Bd), I??(µ) denotes the Fenchel-Legendre
transform of I?(·).
2.2 Main results: Quenched large deviation principle.
We are now ready to state the main result of this paper, which proves a large deviation principle for the distributions
P π,ω0 L
−1







called level-1 large deviations). Both statements hold true for P0- almost every ω ∈ Ω0 and in the case of elliptic
RWRE, these already exist in the literature (see Yilmaz [Y08] for level-2 large deviations and Rosenbluth [R06] for
level-1 large deviations) with the assumption which requires the p-th moment of the logarithm of the RWRE transition
probabilities to be finite, for p > d. In the present context, due to zero transition probabilities of the SRWPC, we
necessarily have to drop this moment assumption.
Before we announce our main result precisely, let us remind the reader that all the percolation models that were
introduced in Section 1.1 and Section 1.2 are assumed to be supercritical, the origin is always contained in the unique
infinite cluster C∞, P0 = P(·|{0 ∈ C∞}) denotes the conditional environment measure and P π,ω0 stands for the
transition probabilities for SRWPC defined in (1.5). Here is the statement of our first main result.
Theorem 2.1 (Quenched LDP for the pair empirical measures). Let d ≥ 2. Then for P0- almost every ω ∈ Ω0, the
distributions of Ln under P
π,ω
0 satisfies a large deviation principle in the space of probability measures onM1(Ω0 ×
Bd) equipped with the weak topology. The rate function I?? is the double Fenchel-Legendre transform of the functional
I defined in (2.4). Furthermore, I?? is convex and has compact level sets.

























A standard computation shows that the functional I defined in (2.4) is convex onM1(Ω0×Bd). The following lemma,
whose proof is based on the “zero speed regimeöf the SRWPC under a supercritical drift and is deferred to until Section
6, shows that I?? 6= I.
Lemma 2.2. Let d ≥ 2. Then I is not lower-semicontinuous onM1(Ω0 × Bd). Hence, I 6= I??.





























e∈Bd f(ω, e)dµ(ω, e). We formulate it as a theorem.
Theorem 2.3 (Logarithmic moment generating functions). For d ≥ 2, p > pc(d) and every continuous and bounded





















We will first prove Theorem 2.3 and deduce Theorem 2.1 directly.











n . Our second main result is the following corollary to Theorem 2.1.





satisfies a large deviation principle with a rate function
J(x) = inf
µ : ξ(µ)=x
I(µ) x ∈ Rd.
Remark 1 Note that Corollary 2.4 has been obtained by Kubota ([K12]) for the SRWPC based on the method of
Zerner ([Z98], see also Mourrat ([M12]). Kubota used sub-addtivity and overcame the lack of the moment criterion
of Zerner by using classical results about the geometry of the percolation. This way he obtained a rate function which
is convex and is the given by the Legendre transform of the Lyapunov exponents derived by Zerner ([Z98]). However,
using the sub-additive ergodic theorem one does not get any expression or formula for the rate function, nor does the
sub-additivity seem amenable for deriving a level 2 quenched LDP as in Theorem 2.1.
2.3 Survey of earlier proof technique in the elliptic case and comparison with our method.
Earlier relevant work for quenched large deviations was carried out by Kosygina-Rezakhanlou-Varadhan ([KRV06])
for elliptic diffusions in a random drift. Rosenbluth ([R06]) first adapted this approach to the case of elliptic RWRE
and derived a level-1 quenched large deviation principle for the distribution of the mean-velocity (the so-called level-1
large deviations, recall Corollary 2.4). Yilmaz ([Y08]) then extended Rosenbluth’s work on elliptic RWRE to a finer large
deviation result for the pair empirical measures of the environment Markov chain (the so-called level-2 large deviations,
recall Theorem 2.1). In the present case of deriving similar level-2 quenched large deviations for SRWPC, as a guiding
philosophy, we also follow the main steps of Yilmaz ([Y08]). However, due to fundamental obstacles that come up in
several facets stemming from the inherent non-ellipticity of the percolation models, an actual execution of the existing
method [Y08] fails for the present case of SRWPC. In order to put our present work in context, in this section we will
first present a brief survey on the method of Yilmaz ([Y08]), and to emphasize on the similarities and differences of
our approach to the earlier one, we will also briefly sketch the main steps for our present technique which allows the
treatment of models that are non-elliptic (and also elliptic). This will also underline the technical novelty of the present
work.
Earlier approach for elliptic RWRE ([Y08]): To keep notation consistent, in this survey we will continue to denote by
P the law of a stationary and ergodic random environment and by π(ω, ·) we will denote the random walk transition
probabilities in the random environment that enjoys the ellipticity (moment) condition
∫
| log π|d+εdP < ∞ for some
ε > 0, as required in [Y08]. The crucial argument is the existence of the limiting logarithmic moment generating
function (recall Theorem 2.3) whose proof splits into three main steps:
Lower bound. The lower bound part is based on a classical change of measure argument for the environment Markov
chain, followed by an application of an ergodic theorem for the tilted Markov chain. This ergodic theorem is standard
(see Kozlov [K85], Papanicolau-Varadhan [PV81]) in the elliptic case where the (tilted) Markov chain transition proba-
bilities are assumed to be strictly positive (as in the case studied in [Y08]).
Upper bound. The upper bound part of the proof of the moment generating function starts with a “perturbationöf
the exponential moment of the pair empirical measures Ln defined in (2.1). This perturbation comes from integrat-
ing (in the exponential moment) certain “gradient functions"w.r.t. the local times Ln, while these gradient functions
are intrinsically defined by the spatial action of the translation group Zd on the environment space. In the elliptic
case ([Y08], [R06] and [KRV06]), the class K of such gradient functions F ∈ K are required to satisfy the closed
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loop condition that underlines their gradient structure, a moment condition that requires F ∈ Ld+ε(P) (which is re-
lated to the aforementioned moment assumption EP[| log π|d+ε] < ∞) and a mean-zero condition that demands
EP[F ] = 0. Exploiting these three properties, Rosenbluth ([R06]) proved that, for any F ∈ K, the correspond-
ing correctors VF (ω, x) =
∑n−1
j=0 F (τxjω, xj+1 − xj) defined as the integral of the gradient F along any path
x0, . . . , xn = x between two fixed points x0 and xn (note that the choice of the path does not influence the inte-
gral, thanks to the aforementioned closed loop condition) have a “sub-linear growth at infinity". Roughly speaking, this
means, P-almost surely, |VF (ω, x)| = o(|x|) as |x| → ∞. This is a crucial technical step in Rosenbluth’s work
that is proved adapting the original approach of [KRV06] involving Sobolev embedding theorem and invoking Garsia-
Rodemich-Rumsey estimate (the proof here hinges on the aforementioned moment condition F ∈ Ld+ε(P)). One
then uses the ergodic theorem and take advantage of the mean-zero condition of the gradients F to get the desired
sub-linearity property. This property implies, in particular, that the effect of the aforementioned perturbation caused
by introducing the corrector in the exponential moment is indeed negligible. This is the crucial argument for the upper
bound part.
Equivalence of lower and upper bounds. Having established both lower and upper bounds, one then faces the task
of matching these two bounds. In the case of elliptic diffusions with a random drift, a seminal idea was introduced in
[KRV06] by applying convex variational analysis followed by applications of certain min-max theorems. The success
of this “min-maxäpproach relies on, among other requirements, “compactnessöf the underlying variational problem. In
the elliptic case, this can be achieved by truncating the variational problem at a finite level which allows the application
of the min-max theorems, followed by an approximation procedure by letting the truncation level to infinity. In the lattice,
i.e., for elliptic RWRE a similar idea was used ([Y08], [R06]) in order to use the min-max argument. Indeed, by restricting
the variational problem to a finite region in the environment space Ω and taking conditional expectation w.r.t. a finite




fk − fk ◦ τe|Bk−1
]
, (2.7)
for test functions fk, and one needs to prove that Fk → F as k → ∞ such that F ∈ K (where K is the class
of gradients with the required properties discussed in the upper bound part). Note that, for any fixed k, Fk is not
a gradient. However, exploiting the underlying assumption EP[| log π|d+ε] < ∞, one shows that {Fk}k remains
uniformly bounded in Ld+ε(P) so that one can take a weak limit F . After successive application of the tower property
for the conditional expectations, one then proves that the limit F is indeed a gradient (i.e., satisfies the aforementioned
closed loop condition), F ∈ Ld+ε(P). Furthermore, EP[F ] = 0, which readily comes for free from (2.7) and the
invariant action of τe w.r.t. the environment law P. In particular, F ∈ K and modulo some technical work, this fact also
matches the lower and upper bound of the limiting logarithmic moment generating function for the elliptic RWRE case.
Our approach for SRWPC. We now turn to a comparative description of the main strategy carried out for the proof of
Theorem 2.3 for SRWPC in the present work, which, as a guiding philosophy, also follows the strategy of proving lower
bound, upper bound and their equivalence.
Note that the lower bound follows the standard method of titling the environment Markov chain as the elliptic case.
However, for the tilted environment Markov chain for the percolation models, the requisite ergodic theorem needs to be
extended to the non-elliptic case which is the content of Theorem 3.2.
Now for the upper bound part for SRWPC, already the aforementioned moment condition of the elliptic case fails (ze-
roes of SRWPC transition probabilities π already make the first moment E0(| log π|) possibly infinite. Hence, we are
not entitled to follow the method of Rosenbluth ([R06]) for proving the sub-linear growth property of the correctors.
Moreover, the crucial mean-zero condition required in the elliptic case also fails for percolation due to the fundamental
fact that the spatial action of the shifts τe on Ω0 is not P0-measure preserving. The lack of these two properties neces-
sarily forces us to reformulate the requisite conditions on our class of gradients. Besides the closed loop property in the
infinite cluster, we demand uniform boundedness of the gradients in P0-norm and the validity of an “induced mean-zero
property"to circumvent the above mentioned non-invariant nature of the spatial shifts τe w.r.t. P0, see Section 4.1 for
details. With these assumptions, we prove the requisite ßub-linear growth"property of the correctors corresponding to
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our gradients, see Theorem 4.1. Note that our approach for proving this sub-linearity property is necessarily different
from the one carried out by Rosenbluth ([R06]). For our purposes, we borrow techniques from ergodic theory, combined
with geometric arguments that capture precise control of the “chemical distance"(the geodesic distance between two
points x and y being in the infinite cluster C∞ (proved in Lemma 4.2), as well as exponential tail bounds for the shortest
distance between the origin and the first arrival of the cluster in the positive parts of the co-ordinate axes (proved in
Lemma 4.3). Given the above sub-linear growth property on the infinite cluster which holds the pivotal argument, we
then carry out the same “corrector perturbationäpproach as the elliptic case to the desired upper bound property, see
Lemma 4.5.
Now for the “equivalence of bounds"for SRWPC, one can also try to emulate the strategy of ([Y08], [R06]) by carrying
out the same convex variational analysis and applying the same min-max theorems by restricting to a finite region
and conditional on a finite σ-algebra Bk. However, taking the conditional expectation as in (2.7) w.r.t. E0 any attempt
towards deriving the requisite properties stated in Section 4.1 of the limiting function F completely fails. Note that in
conditional expectation w.r.t. E0, one involves the measure P0 that is not preserved under the action of the shifts τe. In
particular, we are not entitled to use any tower property. Plus, conditioning w.r.t. a finite σ-algebra Bk is incompatible
for handling possibly long excursions of the infinite cluster before hitting the coordinate axes on each direction, which
is a crucial issue one has to handle in order to prove the requisite induced mean-zero property of our limiting gradient.
Therefore, for the equivalence of bounds, we take a different route based on an entropy coercivity and entropy pe-
nalization method, which constitutes Section 5. This approach seems to be more natural in that it exploits the built-in
structure of relative entropies that are already present in the underlying variational formulas. We make use of the co-
ercivity property of the relative entropies in Lemma 5.2 and Lemma 5.3 to overcome the lack of the compactness in
our variational analysis. One advantage of this method is that our variational analysis leads to the study of gradients
directly, where we can work with functions
Gn(ω, e) = gn(ω)− gn(τeω), (2.8)
on the infinite cluster (see Lemma 5.4), instead of relying on conditional expectations like in (2.7).Given the gradient
structure of Gn, and the estimates proved in Lemma 4.2 and 4.3, our analysis then also shows that the limiting
gradients satisfy all the desired properties formulated in Section 4.1 (see Lemma 5.4) and the lower and upper bounds
are readily matched. We also remark that the argument in our approach works equally well for the elliptic RWRE model
considered before. Our method alleviates the effort needed in the earlier approach through the use of conditional
expectations, tower property and Mazur’s theorem in order to show that the limit of Fk defined in (2.7) is a gradient,
and the equivalence of upper and lower bounds. In our approach, any weak limit of Gn defined in (2.8) is immediately
a gradient and this readily makes the lower and the upper bound match (again, it is imperative here that we can work
with Gn which is itself a gradient, unlike (2.7)). We refer to [R06, Sect.3.3] or [Y08, Sect.2.1.3] for a comparison with
our approach in proving Theorem 5.1.
Remark 2 (Differences to the Kipnis-Varadhan corrector) Let us finally remark that the class of gradient functions
introduced in Section 4.1 share some similarities to the gradient of Kipnis-Varadhan corrector which is a central
object of interest for reversible random motions in random media. Particularly for SRWPC this is crucial for proving a
quenched central limit theorem ([SS04], [MP07], [BB07], [PRS15])– the corrector expresses the deformation caused
by a harmonic embedding of the random in the infinite cluster in Rd, and modulo this deformation, the random walk
becomes a martingale. However, our gradient functions that are defined in Section 4.1 are structurally different from
the gradient of the Kipnis-Varadhan corrector. Though they share similar properties as gradients, our gradients miss
the above mentioned harmonicity property enjoyed by the Kipnis-Varadhan corrector. This can be explained by the
fact that large deviation lower bounds are based on a certain tilt which spoils any inherent reversibility of the model,
which is a crucial base of Kipnis-Varadhan theory. 
The rest of the article is organized as follows. In Section 3, Section 4 and Section 5 we prove the lower bound,
the upper bound and the equivalence of bounds for Theorem 2.3, respectively. Section 6 is devoted to the proofs of
Theorem 2.3, Theorem 2.1, Corollary 2.4 and Lemma 2.2.
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3. LOWER BOUNDS OF THEOREM 2.1 AND THEOREM 2.3
We first introduce a class of environment Markov chains for SRWPC and prove an ergodic theorem for these in
Section 3.1. We then derived the lower bounds for Theorem 2.1 and Theorem 2.3 in Section 3.2.
3.1 An ergodic theorem for Markov chains on non-elliptic environments
In this section we need some input from the environment seen from the particle, which, with respect to a suitably
changed measure, possesses important ergodic properties.
Recall that, given the transition probabilities π from (1.4), for P0- almost every ω ∈ Ω0, the process (τXnω)n≥0 is





for every function g on Ω0 which is measurable and bounded.
We need to introduce a class of transition kernels on the space of environments. We denote by Π̃ the space of
functions π̃ : Ω0 × Bd → [0, 1] which are measurable in Ω0,
∑
e∈Bd π̃(ω, e) = 1 for almost every ω ∈ Ω0 and for
any ω ∈ Ω0 and e ∈ Bd,
π̃(ω, e) = 0 if and only if πω(0, e) = 0. (3.1)
For any π̃ ∈ Π̃ and ω ∈ Ω0, we define the corresponding quenched probability distribution of the Markov chain
(Xn)n≥0 by
P π̃,ω0 (X0 = 0) = 1
P π̃,ω0 (Xn+1 = x+ e|Xn = x) = π̃(τxω, e).
(3.2)





for every measurable and bounded g. For any measurable function φ ≥ 0 with
∫
φdP0 = 1, we say that the measure

















for every bounded and measurable g.
We denote by E such pairs of (π̃, φ), i.e.,
E =
{
(π̃, φ) : π̃ ∈ Π̃, φ ≥ 0,E0(φ) = 1, φdP0 is π̃ − invariant
}
. (3.5)
We need an elementary lemma which we will be using frequently. Recall the setM?1 from (2.3).
Lemma 3.1. There is a one-to-one correspondence between the setsM?1 and E .
Proof. Given any (π̃, φ) ∈ E , we take














π̃(ω′, e)φ(ω′) dP0 =
∑
e:τeω′=ω
dµ(ω′, e) = d(µ)2(ω).
Hence, (µ)1 = (µ)2  P0. Furthermore, if the edge 0 ↔ e is present in the configuration ω (i.e., ω(e) = 1), then
πω(0, e) > 0, and by our requirement (3.1),
dµ(ω, e)
d(µ1)(ω)
= π̃(ω, e) > 0,
Hence µ ∈ M?1. Conversely, given any µ ∈ M?1, we can choose (π̃, φ) = (
dµ
d(µ)1
, d(µ)1dP0 ) and readily check that
(π̃, φ) ∈ E . 
We now state and prove the following ergodic theorem for the environment Markov chain under any transition kernel
π̃ ∈ Π̃. Theorem 3.2 is an extension of a similar statement (see Kozlov [K85], Papanicolau-Varadhan [PV81]) that
holds for elliptic transition kernels π̃(·, e) to the non-elliptic case.
Theorem 3.2. Fix π̃ ∈ Π̃. If there exists a probability measure Q  P0 which is π̃-invariant, then Q ∼ P0 and the
environment Markov chain with initial law Q and transition kernel π̃ is stationary and ergodic for P0. Moreover, there is
at most one probability measure Q which is π̃- invariant probability and is absolutely continuous with respect to P0.
Proof. We fix π̃ ∈ Π̃ and let Q P0 be π̃- invariant. We prove the theorem in three steps.
Let us first show that, dQdP0 > 0 P0- almost surely. This will imply that Q ∼ P0.
Indeed, to the contrary, let us assume that, 0 < P0(A) < 1 where A =
{
ω : dQdP0 (ω) > 0
}
. Then, Q ∼ P0(·|A).
If we sample ω1 ∈ Ω0 according to Q and ω2 according to π̃(ω1, ·), then the distribution of ω2 is absolutely continuous
with respect to Q (recall Q is π̃ invariant) and thus, on Ac, the distribution of ω2 has zero measure.
This implies that, for almost every ω1 ∈ A and every e ∈ Bd such that π̃(ω1, e) > 0, τeω1 ∈ A. Since π̃ ∈ Π̃,
for almost every ω1 ∈ A and every e ∈ Bd such that π(ω1, e) > 0, τeω1 ∈ A. Now if we sample ω1 according
to P0(·|A) and ω2 according to π(ω1, ·), then, with probability 1, ω2 ∈ A. In other words, A is invariant under π
(more precisely, A is invariant under the Markov kernel Rπ). Since P0 is π-ergodic (see [BB07, Proposition 3.5]),
P0(A) ∈ {0, 1}. By our assumption, P0(A) = 1.
Now we prove that the environment Markov chain with initial law Q and transition kernel π̃ is P0 ergodic. Let
us assume on the contrary, that for some measurable D, Q(D) > 0, Q(Dc) > 0 and D is π̃ invariant. Hence
P0(D) > 0 and P0(Dc) > 0, by Q ∼ P0.Further, the conditional measure QD(·) = Q(·|D) is π̃ invariant and
QD  P0. But QD(Dc) = 0 and hence, dQDdP0 (D
c) = 0. This contradicts the first step.
To conclude the proof, we need to prove uniqueness of any Q which is π̃- invariant and absolutely continuous
with respect to P0. Let ΩZ be the space of the trajectories (. . . , ω−1, ω0, ω1, . . . ) of the environment chain, µQ the
measure associated to the transition kernel π̃ whose finite dimensional distributions are given by
µQ
(













for any finite dimensional cylinder set A in ΩZ. Let T : ΩZ −→ ΩZ be the shift given by (Tω)n = ωn+1 for all











µQ (and hence µP0 ) almost surely for any bounded and measurable g on Ω
Z. Since the environment chain (τXkω)k≥0
has the same law in
∫





f ◦ τXk = limn→∞
n−1∑
k=0





for any bounded and measurable f on Ω. The uniqueness of Q follows. 













f(ω, e)π̃(ω, e), P0 × P π̃,ω0 -a.s.
Proof. This is an immediate consequence of Theorem 3.2 and Birkhoff’s ergodic theorem. 
3.2 Proof of lower bounds. We now prove the required lower bound (2.6). Its proof follows a standard change of
measure argument and given Theorem 3.2, although the argument is very similar to Yilmaz ([Y08]), we present this
short proof for convenience of the reader and to keep the article self-contained. Recall the definition of I from (2.4).




































∈ E , (3.9)








































































where the first equality follows from (3.10) and corollary 3.3 and the second equality follows from (3.9). This proves
(3.8). Finally, since G is open, infµ∈G I(µ) = infµ∈G I??(µ) (see [R70]). This proves the equality in (3.7) and the
lemma. 
We now prove the lower bound for the limiting logarithmic moment generating function required for Theorem 2.3.


























Proof. This follows immediately from Varadhan’s lemma and Lemma 3.4. 



















recall from Lemma 3.1 the one-to-one correspondence between elements of the setM?1 and the pairs E (and (3.9),
(2.4)). For the variational analysis that follows in Section 5, it is convenient to write down a more tractable representation
of the above variational formula. This is based on the following observation, which was already made by Kosygina-
Rezakhanlou-Varadhan ([KRV06]) and used ivy Yilmaz ([Y08]) and Rosenbluth ([R06]). Recall that by (3.4), if (φ, π̃) ∈







dP0(ω) = 0. (3.13)
On the other hand, if (φ, π̃) /∈ E , then for some bounded and measurable function g on Ω0, the above integral on the













0 if (φ, π̃) ∈ E
−∞ else.




















4. UPPER BOUND FOR THE PROOF OF THEOREM 2.3
We will now introduce the class of relevant gradient functions in Section 4.1, derive an important property of these
functions in Section 4.2 and prove the desired upper bound of Theorem 2.3 in Section 4.3.
4.1 The class G∞ of gradients and the corresponding correctors
We introduce a class of functions which will play an important role for the large deviation analysis to follow. However,
before introducing this class we need the notion of the induced shift on Ω0.
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Fix ω ∈ Ω0 and e ∈ Bd. Let
k(ω, e) = inf{k ≥ 1 : τke ω ∈ Ω0}. (4.1)
We would like to argue that k(ω, e) is finite P0-almost surely. This is immediate from the mixing property (i.e., the
property which demands
∣∣P[x, y ∈ C∞] − P[x ∈ C∞]P[y ∈ C∞]∣∣ → 0 as |x − y| → ∞) present in all the
percolation models (recall (1.3)). Hence by the spatial erodicity along any of the coordinate directions and by Birkhoff’s
ergodic theorem, for each e ∈ Bd, the set {k ≥ 1 : τke ω ∈ Ω0} has positive density in N. Hence, k(ω, e) is finite
P0-almost surely.
Then the induced shift is defined as
σe(ω) = τk(ω,e)e ω. (4.2)
It is well-known that, for every e ∈ Bd, σe : Ω0 → Ω0 is P0-measure preserving and ergodic. Furthermore, for any
k ∈ N, we inductively set
n1(ω, n) = k(ω, e) nk+1(ω, e) = nk(σeω, e). (4.3)
Now we turn to the definition of G∞. We say that a function G : Ω0 × Bd −→ R is in class G∞ if it satisfies the
conditions (4.4), (4.5) and (4.10) listed below:
 Uniform boundedness. For every e ∈ Bd,
ess sup
P0
G(·, e) = A <∞. (4.4)
 Closed loop on the cluster. Let (x0, . . . , xn) be a closed loop on the infinite cluster C∞ (i.e., x0, x1, . . . , xn
is a nearest neighbor occupied path so that x0 = xn). Then,
n−1∑
j=0
G(τxjω, xj+1 − xj) = 0 P0 − almost surely. (4.5)
For anyG ∈ G∞, the closed loop condition has two important consequences. First, along any nearest neighbor
occupied path (x0, x1, . . . , xn) so that x0 = 0 and xn = x on C∞, for any G(·, ·) that satisfies (4.5), we
can define the corrector corresponding to G as
V (ω, x) = VG(ω, x) =
n−1∑
j=0
G(τxjω, xj+1 − xj). (4.6)
By (4.5), this definition is clearly independent of the chosen path for almost every ω ∈ {x ∈ C∞}. Also note
that, for any G that satisfies (4.5), V = VG satisfies the following Shift covariance condition: For P0-almost
every ω ∈ Ω0 and all x, y ∈ C∞,
V (ω, x)− V (ω, y) = V (τyω, x− y). (4.7)
 Zero induced mean: Recall the definition of k(ω, e) from (4.1) and write
ve = k(ω, e) e (4.8)
for every ω ∈ Ω and e ∈ Bd. Let
{
0 = x0, x1, . . . , xk = k(ω, e) e
}
be an ω-open path from 0 to k(ω, e) e.
For any G(·, ·) that satisfies (4.5), we again write
V (ω, ve) = VG(ω, ve) =
k−1∑
i=0
G(τxiω, xi+1 − xi). (4.9)
Again, the choice of the path doesn’t influence V (ω, e). We then say that V = VG satisfies the induced zero







4.2 Sub-linear growth of the correctors at infinity
This section is devoted to the proof of the following important property of functions in the class G∞.
Theorem 4.1 (Sub-linear growth at infinity on the cluster). For any G ∈ G∞, V = VG has at most sub-linear growth









Before we present the proof of Theorem 4.1, which is carried out at the end of this section, we need some important
estimates related to the geometry of the infinite percolation cluster C∞ presented in the following two lemmas. Lemma
4.2 gives a precise bound on the shortest distance of two points in the infinite cluster (the chemical distance) and
Lemma 4.3 gives an exponential tail bound on the graph distance between the origin and the the first arrival ve =
k(ω, e)e (recall (4.8)), of the cluster on the positive part of any of the coordinate directions. Both lemmas are well-
known in the literature covering i.i.d. Bernoulli percolation and the site percolation model discussed in Section 1.2. For
the random cluster model, contents of these two results are new, to the best of our knowledge. Apart from the proof of
Theorem 4.1, both lemmas will be helpful in carrying out our variational analysis in Section 5 (see the proof of Lemma
5.6).
We first turn to the following estimate on the chemical distance dch(x, y) = dch(ω; x, y) of two points x, y ∈ C∞,
which is defined to be the minimal length of an ω-open path connecting x and y in the configuration ω ∈ Ω0. The
following result, originally proved by Antal and Pisztora ([AP96]) for supercritical i.i.d. Bernoulli percolation, asserts that
the chemical distance of two points in the cluster is comparable to their Euclidean distance.
Lemma 4.2. Fix δ > 0. Then there exists a constant ρ = ρ(p, d) such that, P0- almost surely, for every n large
enough and points x, y ∈ C∞ with |x| < n, |y| < n and |x− y| < δn, we have dch(x, y) < ρδn.
Proof. Let us first treat the bond percolation models. For i.i.d. Bernoulli percolation model (recall Section 1.1), the
statement of this lemma follows from the classical estimate of Antal-Pisztora (Theorem 1.1, [AP96])).
We now prove the lemma for the supercritical random-cluster model. Recall that we assume that p > p̂c(q). For
any r ≥ 0, we fix a box B0(r) := [−r, r]d and set, for any z ∈ Zd,
Bz(N) = τ(2N+1)zB0(N) B
′
z(N) := τ(2N+1)zB0(5N/4).
Here τz is the transformation on Zd defined by τz(x) = z + x. We define R
(N)
i to be the event in {0, 1}Bd satisfying
the following three conditions:
 There exists a unique crossing open cluster for B′z(N). In other words, there is a connected subset C of an
open cluster such that it is contained in B′z(N), and, for all d directions there is a path in C connecting the left
face and the right face of B′z(N).
 The cluster in the above requirement intersects all boxes with diameter larger than N/10.
 All open clusters with diameter larger than N/10 are connected in B′z(N).
Recall the measures P(ξ)Λ,p,q and P
(b)
p,q corresponding to the random cluster model. Then, under the map
φN : {0, 1}Bd → {0, 1}Z
d
(φNω)z = 1lR(N)z





to be the image measure of P(b)p,q . By [P96, Theorem 3.1] for d ≥ 3 and [CM04, Theorem 9] for d = 2, we see that
there exist constants c′1, c
′








)c] ≤ c′1 e−c′2N .
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Let Yz : {0, 1}Z
d → {0, 1} be the projection mapping to the coordinate z ∈ Zd. By using the DLR property for the








∣∣∣∣σ(Yx : |x− z|∞ ≥ 2)] = 0.
By using [LSS97, Theorem 1.3], we see that there exists a function p(·) : N → [0, 1) such that p(N) → 1 as













The above estimate now enable us to deduce that, for some positive integer k ≤ |x − y|, and some constant
c = c(p, q, d) > 0 there exist macroscopic clusters C?i (see p. 1047, [AP96])
P0
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<∞ for any i and some λ > 0.
We now apply Chebyshev’s inequality to the last probability in (4.11) and choose ρ suitably so that
P0
{
dch(x, y) > ρ|x− y|, x, y ∈ C∞
}
≤ e−c|x−y|. (4.12)
By Borel-Cantelli lemma, we conclude the proof of Lemma 4.2 for random cluster models.
For the site percolation models (i.e., random interlacements, its vacant set and the level sets of the Gaussian free
field) introduced in Section 1.2, Lemma 4.2 follows from the estimate
P0
{
dch(x, y) ≥ ρ |x− y|, x, y ∈ C∞
}
≤ c1 e−c1 (log |x−y|)
1+c2
,
for constants c1, c2 > 0 and any x ∈ Zd. This statement and its proof can be found in [DRS14, Theorem 1.3]. This
concludes the proof of Lemma 4.2. 
For any e ∈ Bd, from (4.8) we recall that ve = k(ω, e)e. Let ` = `(ω) denote the shortest path distance from 0 to
ve. Then we have the following tail estimate on `:







Proof. Lemma 4.3 follows from ([BB07, Lemma 4.3]) for i.i.d. Bernoulli bond and site percolations, and from [PRS15,
Section 5] for the site percolation models appearing in Section 1.2.
We turn to the requisite estimate corresponding to the random cluster model defined in Section 1.1. Let us first
handle the case d ≥ 3 and recall the definition of slab-critical probability p̂c(q) from (1.1) and recall that we assume
p > p̂c(q). Then we can take a large number L so that p > p̂c(q, L) and [0, L − 1] × Zd−1 contains an infinite
cluster, which is a subset of the unique infinite cluster C∞. For any e ∈ Bd, we recall the definition of k(ω, e) from
(4.1) and note that we write ve = k(ω, e)e. Then,{













0↔ je in [0, L− 1]× Zd−1
}
.




{0↔ je in S(L,m)}.
Then {AL}L>0 and {AL,m}m≥1 are increasing events. Furthermore, we note that the random cluster model satisfies
the finite-energy property. This means, for any δ ∈ (0, 1/2), the conditional probability for an edge to be open, knowing
the states of all the other edges, is bounded away from 0 and 1 uniformly in p ∈ (δ, 1 − δ) and in the configuration









































decays exponentially in n. To prove this
statement in d = 2, we again recall the definition of the slab-critical probability p̂c(q) and note that p > p̂c(q). In this
regime, we have exponential decay of truncated connectivity (see [G06, Theorem 5.108 and the following paragraph]).






{∣∣C∣∣ ≥ n2 ; ∣∣C∣∣ <∞} < 0. (4.15)
In this super-critical regime p > pc(q), we also have exponential decay of dual connectivity (see [BD12, Theorems
1 and 2]). In other words, in the dual random cluster model in d = 2, the probability for two points x and y to be
connected by a path decays exponentially fast with respect to the distance between x and y.




decays exponentially in n in d = 2, we now let Bn to be the box {1, . . . , n} ×
{1, . . . , n}. Then on the event {|ve| ≥ n, ; 0 ∈ C∞}, none of the boundary sites {je : j = 1, ..., n} are in C∞.
Hence, either at least one of these sites is in a finite component of size larger than n or there exists a dual crossing of
Bn in the direction of e. The probabilities of both these events are exponentially small in n by (4.15) and the exponential




decays exponentially in n for d ≥ 2.
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Since P0-probabilities of the events in the first union are exponentially small by the uniform estimate (4.12) on the




also decays exponentially in n, we now invoke union of events
bound and absorb the linear factor coming from the number of events in the exponential bound and end up with the
proof of Lemma 4.3. 
We now turn to the proof of Theorem 4.1.
Proof of Theorem 4.1: Let us fix any G ∈ G∞ and for any nearest neighbor occupied path 0 = x0, . . . , xn = x in
C∞, let V (ω, x) = VG(ω, x) =
∑n−1








= 0 P0 − a.s. (4.17)
Let us first make an observation based on the facts proved in Lemma 4.2 and Lemma 4.3. Indeed, with of V (ω, ve)
defined in (4.9), Lemma 4.3 and our uniform bound assumption (4.4) imply that E0[|V (ω, ve)|] < ∞. Furthermore,
E0[V (ω, ve)] = 0 by our induced mean-zero assumption (4.10). If we now write F (ω) = V (ω, ve) and recall that
nk+1(ω, e) = nk(σeω, e) from (4.3), then V (ω, ve) = V (ω, nk(ω, e) e) =
∑k−1
j=0 F ◦ σ
j
e(ω). Since the induced





V (ω, nk(ω, e) e) = 0 P0 − a.s. (4.18)










} = 0 P0 − a.s. (4.19)
Actually (4.18) forms the core of the argument for the proof of (4.19). Indeed, given (4.19), the proof of the claim (4.18)
for all the percolation models including long-range correlations introduced in Section 1.1 and Section 1.2, now closely
follows the proof of [BB07, Theorem 5.4] deduced for i.i.d. Bernoulli percolation. In fact, the crucial estimate [BB07,
(5.28)] can be proved using the FKG inequality, which is available also in the all the models appearing in Section 1.1
and Section 1.2. Recall that the FKG inequality asserts that for two increasing events A and B (i.e, events that are
preserved by addition of open edges), P(A ∩ B) ≥ P(A)P(B). For the validity of this positive correlation inequality,
we refer to [G06, Theorem 4.17] for the random cluster model, to [T09] for the random interlacement and its vacant
set, and to [R15, Remark 1.4] for the level sets of Gaussian free fields. Hence, based on the assertion (4.19) we have
just proved and using the FKG inequality, we can repeat the arguments of [BB07, Theorem 5.4] to prove the estimate






} < εnd P0 − a.s. (4.20)
Let us make another observation based on Lemma 4.2. Recall that θ(p) > 0 denotes the percolation density, i.e., θ(p)











Then by Lemma 4.2, for any x, y ∈ C∞ with |x| < n, |y| < n and |x− y| < δn,
dch(x, y) < ρδn. (4.22)











= θ(p) P0 − a.s.
Hence for any fixed δ > 0, for every n large enough and P0-almost surely, in a ball of radius δn in C∞ ∩ [−n, n]d
there are at least δd(2n)d θ2 points in C∞. In particular, for our choice of δ as required in (4.21),
#
{
points in a box of radius δn in [−n, n]d in C∞} > 2εnd. (4.23)
Given (4.20) and (4.23), we now claim that, for large enough n and every x ∈ [−n, n]d, there exists y ∈ [−n, n]d∩C∞
so that |y − x| < δn and
|V (ω, y)| ≤ εn P0 − a.s.
Indeed, by (4.20) there are at most εnd points z ∈ [−n, n]d such that |V (ω, z)| ≥ εn and by (4.23), there are at
least 2εnd points in Bnδ(x) ∩ C∞. Hence, we have at least one point y ∈ [−n, n]d ∩ C∞ such that |y − x| < δn
and |V (ω, y)| ≤ εn, P0- almost surely.




for some A <∞, recall (4.4). Since |V (ω, y)| ≤ εn, then P0- almost surely,
|V (ω, x)| ≤ |V (ω, y)|+ ρδnA
≤ εn+ ρδnA.
Since ε > 0 is arbitrary and δ → 0 as ε→ 0 according to (4.21), Theorem 4.1 is proved. 
We have an immediate corollary to Theorem 4.1.
Corollary 4.4. Let G ∈ G∞. For every ε > 0, there exists cε = cε(ω) so that, for every sequence of points (xk)nk=0
on C∞ with x0 = 0 and |xk+1 − xk| = 1,∣∣∣∣ n−1∑
k=0
G(τxkω, xk+1 − xk)




G(τxkω, xk+1 − xk) ≥ −cε − nε. (4.24)
4.3 Proof of the upper bound for Theorem 2.3. We now prove the upper bound in Theorem 2.3 using the sub-linear
growth property of gradient functions established in Theorem 4.1 and Corollary 4.4.























































where the uniform upper bound follows from (4.25).







f(τXkω,Xk+1 −Xk) +G(τXkω,Xk+1 −Xk)
)}}
≤ enΛ(f,G). (4.26)
We now recall Corollary 4.4 and plug in the lower bound (4.24) in (4.26). Then if we divide both sides by n, take














≤ Λ(f,G) + ε.
Passing to ε→ 0 and subsequently taking infG∈G∞ we finish the proof of the lemma. 
5. EQUIVALENCE OF BOUNDS: MIN-MAX THEOREMS BASED ON ENTROPIC COERCIVITY
In this section we turn to the proof of the crucial fact that the lower bound obtained from Corollary 3.5 and the upper
bound from Lemma 4.5 indeed match. The following theorem holds the key argument of our analysis and will also
finish the proof of Theorem 2.3. Recall the lower bound variational formula H(f) from (3.14), and the upper bound
variational formula Λ(f,G) from (4.25).









1lω(e)=1 πω(0, e) exp
{





We will prove Theorem 5.1 in several steps. The first step is to invoke a min-max argument to exchange the order of
supπ̃ and infg in (5.2), and subsequently solve the maximization problem in π̃. The resulting assertion is




























































F (ω, e)− log π̃(ω, e)
]} (5.4)















π̃(ω, e) log π̃(ω, e)φ(ω)dP0(ω)




∈M1(Ω0 × Bd). Then for any fixed
φ, the map π̃ 7→ Ent(µπ̃) is convex, lower semi-continuous and has weakly compact level sets (i.e., for any a ∈ R,
the set {π̃ ∈ Π̃ : Ent(µπ̃) ≤ a} is weakly compact). Furthermore, for any probability density φ, any continuous and
























= ‖f‖∞ + 2‖g‖∞ := C <∞.
We conclude that for any g, the map π̃ 7→ F(π̃, g) is concave, weakly upper-semicontinuous and has weakly compact
“upper level sets"{π̃ : F(π̃, g) ≥ a} for any a ∈ R. Furthermore, for any π̃ ∈ Π̃, the map g 7→ F(π̃, g) is linear and













F (ω, e)− log π̃(ω, e)
]}]
(5.6)
Since the integrand above depends only locally in π̃, we can bring the sup








F (ω, e)− log π̃(ω, e)
]
subject to the Lagrange multiplier constraint
∑
e π̃(·, e) = 1. The maximizer is
π̃(·, e) = exp[F (ω, e)]∑
e∈Bd exp[F (ω, e)]
,
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which concludes the proof of Lemma 5.2. 
Now we would like to exchange supφ and infg in (5.7). For this, we need to invoke a compactification argument
based on an entropy penalization method. This is the the content of the next lemma.
Lemma 5.3 (Entropy penalization and coercivity in φ). For any continuous and bounded function f on Ω0 × Bd,









where L(g, ·) is the functional defined in (5.1).
Proof. We start from (5.7). For any probability density φ ∈ L1+(P0), note that its entropy functional
Ent(φ) =
∫
φ(ω) log φ(ω) dP0(ω).








L(g, ω)− ε log φ(ω)
)]
. (5.8)
Again, φ 7→ Ent(φ) is convex and weakly lower semicontinuous in L1+(P0), with its level sets {φ :
∫
φ log φdP0 ≤











≤ ‖f‖∞+2‖g‖∞ = C <∞.





φ(ω)L(g, ω)− εφ(ω) log φ(ω)
]
, (5.9)
then, for every ε > 0, like in Lemma 5.2, the map g 7→ Aε(g, φ) is convex and continuous and the map φ 7→ Hε(g, φ)
is concave and upper semicontinuous with compact “upper level sets"(i.e. the set {φ : Aε(g, φ) ≥ a} is weakly
compact for all a ∈ R). Applying Von-Neumann’s min-max theorem once more, we can swap the order of supφ and























We remark that the second identity above follows from a standard perturbation argument in φ and the definition of Aε










for any fixed ε > 0 and g, and subject to the condition
∫





If we substitute this value of φ in (5.9), then we are led to the identity (5.10). This concludes the proof of Lemma
5.3. 
We need the following important lemma, whose proof is deferred to until the end of the proof of Theorem 5.1. Recall
that Ud = {±ui}di=1 the nearest neighbors of the origin 0.
Lemma 5.4. There exists a sequence εn → 0 and a sequence gn of bounded measurable functions such that,







and for any u ∈ Ud,





converges weakly along some subsequence to some G(·, u). Furthermore, G ∈ G∞.
We first assume the above lemma and prove Theorem 5.1. For this purpose, we need another lemma.







then the map λ 7→ ψ(λ)λ is increasing in [0,∞).














Since λψ′(λ) − ψ(λ) is 0 at λ = 0 and (λψ′(λ) − ψ(λ))′ = λψ′′ > 0, we conclude that λ 7→ ψ(λ)λ is increasing
in λ > 0. 
We now continue with the proof of Theorem 5.1 assuming Lemma 5.4.




















f(ω, e) +Gn(ω, e)
})}]
















If we now let λ→∞, we deduce that






















and in the last lower bound we invoked the second part of Lemma 5.4 which asserts that G ∈ G∞. This proves
Theorem 5.1, assuming Lemma 5.4. 
We now the owe the reader the proof of Lemma 5.4.
Proof of Lemma 5.4: We will prove Lemma 5.4 in two main steps. In the first step we will show that the sequence of
formal gradients Gn defined in (5.12) is uniformly integrable and converges along a subsequence to some G. In the
next step we will show that the limit G belongs to the class G∞ introduced in Section 4.1.
Step 1: Proving uniform integrability of Gn. First we want to prove that Gn defined in (5.12) is uniformly integrable.










f(ω, e) + gn(ω)− gn(τeω)
})}]
≤ H(f).








≤ exp{H(f) + ‖f ||∞} (5.15)
Recall that Ud = {±ui}di=1 the nearest neighbors of the origin 0. For any u = ±ui, let Ω0,u denote the set of
configurations ω such that both 0 and u are in the infinite cluster C∞(ω) and the edge 0 ↔ u is present (i.e.,
ω(u) = 1). Then P(Ω0,u) > 0 and we set P0,u(·) = P(·|Ω0,u).
























≤ exp{H(f) + ‖f ||∞}
Now if the edge 0 ↔ u is present in the configuration ω (i.e., ω(u) = 1), the edge −u ↔ 0 is present in the














It follows from (5.16) and (5.17) that the sequence Gn defined in (5.12) is uniformly integrable under P0. Hence it is
also uniformly tight and converges weakly along a subsequence to some G.
Step 2: Proving that G ∈ G∞. To conclude that G ∈ G∞, note that clearly G satisfies the closed loop property (4.5)
on the infinite cluster C∞ as Gn is a gradient field on the infinite cluster C∞. Furthermore, the fact that G is bounded
in the essential supremum norm in P0 follows again from the first inequality in the display (5.14)1
1 Note that the display (5.14) followed only from the first part of Lemma 5.4 (i.e., the fact that that Gn converges weakly along a subsequence
to some G), which we have just proved in Step 1. In particular, (5.14) does not use the second part of Lemma 5.4 which asserts that G ∈ G∞,
which we are proving currently in Step 2.
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It remains to check the induced zero mean property (4.10) of G. The following lemma will finish the proof of Lemma
5.4. Hence, the proof of Theorem 5.1 will also be concluded.
Lemma 5.6 (Induced mean zero property of the limitG). The limiting gradientG appearing in Lemma 5.4 satisfies the
induced mean zero property defined in (4.10). Hence, G ∈ G∞.
Proof. Let us fix e ∈ Bd and recall that ` denotes the graph distance from 0 to ve = k(ω, e)e, and fix (x0 =
0, x1, . . . , x`) a shortest open path to ve = k(ω, e)e. We also recall from Section 4 that the induced shift σe : Ω0 →


























FM → 0 as M →∞. (5.19)


















and furthermore, by (5.18), ∣∣FM ∣∣ ≤ lim inf
n→∞
∣∣∣∣E0[1l`≥M(gn(τk(ω,e)eω)− gn(ω))]∣∣∣∣.






















and the last inequality follows from (5.16) and (5.17) for some constant K > 0. But by Lemma 4.3 the last term in the
above display goes to 0 as M →∞. This proves the claim (5.19).
Recall the definition of the corrector V (ω, k(ω, e)e) =
∑`−1
i=0 G(τxiω, xi+1 − xi) corresponding to the limit G of
Gn. To prove the induced mean zero property (4.10) for V , we have to show that E0
[
V (ω, k(ω, e)e)
]
= 0. For this,
we note that V (ω, k(ω, e)e) is the almost sure pointwise limit of V (ω, k(ω, e)e)1l`≤M as M → ∞. Furthermore,















We conclude that G satisfies the induced mean zero property defined in (4.10). Hence, G ∈ G∞ and the proofs of
Lemma 5.6 and that of Lemma 5.4 are finished. This also concludes the proof of Theorem 5.1. 
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6. PROOFS OF THEOREM 2.3, THEOREM 2.1, COROLLARY 2.4 AND LEMMA 2.2
Proof of Theorem 2.3: The proof of Theorem 2.3 is readily finished by combining the lower bound from Corollary 3.5,
the upper bound from Lemma 4.5 and the equivalence of bounds from Theorem 5.1. 



















〈f, µ〉 − I(µ)
}
= I?(µ).
Since Ω0 is a closed subset of Ω = {0, 1}Bd and hence, is compact,M1(Ω0×Bd) is compact in the weak topology.
The upper bound (2.5) for all closed sets now follows from Theorem 4.5.3 [DZ98]. The lower bound (2.6) has been
proved by Lemma 3.4. 
Proof of Corollary 2.4: The claim follows by contraction principle once we show that infξ(µ)=x I(µ) =
infξ(µ)=x I
??(µ). This is easy to check using convexity of I and I??. 
Proof of Lemma 2.2: The zero speed regime of SRWPC under a drift.









β > 1 if e = e1,
1 else.
LetX(β)n be the Markov chain with transition probabilities π(β). By [BGP03] and [S03], there exists βu = βu(p, d) > 0






which exists and is an almost sure constant is zero. For the Bernoulli (bond and site) percolation cases the last state-
ment follows from [BGP03] and [S03, Theorem 4.1]. Since the finite energy property (recall the proof of Lemma 4.3
for the random cluster model) holds for the random-cluster model [G06] and level sets of Gaussian free field [RS13,
Remark 1.6], the proof of [S03, Theorem 4.1] is applicable, while in the case of random interlacements (for which the
finite energy property fails), the statement regarding the zero speed of the random walk X(β)n follows from [FP16].
Then, by Kesten’s lemma (see [K75]), there exists no φ ∈ L1(P0) so that (π(β), φ) ∈ E . We split the proof into two
cases.
Suppose there exists a neighborhood u of π(β) so that every π̃(β) ∈ u fails to have an invariant density. Then, for
any π̃(β) ∈ u and any probability density φ ∈ L1(P0), let µβ be the corresponding element inM1(Ω0 × Bd) (i.e.,
dµβ(ω, e) = π
(β)(ω, e)φ(ω)dP0(ω)). Since
(π̃(β), φ) /∈ E ,
by Lemma 3.1, µβ /∈ M?1. Then, I(µβ) = ∞ by (2.4). If I were lower semicontinuous on M1(Ω0 × Bd), then






would decay super-exponentially for P0- almost every ω ∈ Ω0, with n being some neighborhood of µβ . However, since
for every ω, the relative entropy of π(β)(ω, ·) w.r.t. πω(0, ·) is bounded below and above, the probability in (6.1) decays
exponentially and we have a contradiction.
Assume that there exists no such neighborhood u of π(β). Let π̃n → π(β) such that for all n ∈ N, π̃n has an
invariant density φn and (π̃n, φn) ∈ E . If (µn)n is the sequence corresponding to (π̃n, φn), sinceM1(Ω0 × Bd) is
27
compact, µn ⇒ µβ weakly along a subsequence. However, by our choice of β > βu, (π(β), φ) /∈ E for any density φ












which is clearly finite. This proves that I is not lower semicontinuous. 
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