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TOPOLOGICAL DYNAMICS INDEXED BY WORDS
VASSILIKI FARMAKI AND ANDREAS KOUTSOGIANNIS
Abstract. Starting with a combinatorial partition theorem for words over an infinite
alphabet dominated by a fixed sequence, established recently by the authors, we prove
recurrence results for topological dynamical systems indexed by such words. In this way
we extend the classical theory developed by Furstenberg and Weiss of dynamical systems
indexed by the natural numbers to systems indexed by words. Moreover, applying this
theory to topological systems indexed by semigroups that can be represented as words
we get analogous recurrence results for such systems.
Introduction
Furstenberg in collaboration with Weiss and Katznelson in the 1970’s ([Fu], [FuW],
[FuKa]) connected fundamental combinatorial results, such as the partition theorems of
van der Waerden ([vdW], 1927) and Hindman ([H], 1974), with topological dynamics and
particularly with phenomena of (multiple) recurrence for suitable sequences of continuous
functions defined on a compact metric space into itself.
The theorems of van der Waerden and Hindman were unified by a partition theorem for
words over a finite alphabet of Carlson ([C], 1988); recently Carlson’s theorem was essen-
tially strengthened by the authors, in [F], [FK], to a partition theorem (Theorem 1.2) for
ω-Z∗-located words (i.e. words over an infinite alphabet dominated by a fixed sequence).
Our starting point in this work is a topological formulation of the partition theorem
for ω-Z∗-located words (Theorem 2.1). Introducing the notion of a dynamical system of
continuous maps (homeomorphisms in the multiple case) from a compact metric space
into itself indexed by ω-Z∗-located words, we apply this formulation to study (multiple)
recurrence phenomena for these topological systems (Theorems 2.6, 2.15), extending the
earlier results of Birkhoff ([Bi]) and Furstenberg-Weiss ([Fu], [FuW]).
By making use of the representation of rational and integer numbers as ω-Z∗-located
words (Example 1.1) established by Budak-Is¸ik-Pym in [BIP], we obtain recurrence
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results for dynamical systems indexed by rational numbers or by the integers (Theo-
rems 3.1, 3.2, 3.3, 3.4). Moreover, we point out the way to obtain recurrence results for
dynamical systems indexed by an arbitrary semigroup (Theorems 3.5, 3.7).
We will use the following notation.
Notation. Let N = {1, 2, . . .} be the set of natural numbers, Z = {. . . ,−2,−1, 0, 1, 2, . . .}
the set of integer numbers, Q = {m
n
: m ∈ Z, n ∈ N} the set of rational numbers and
Z− = {−n : n ∈ N}, Z∗ = Z \ {0}, Q∗ = Q \ {0}.
1. A partition theorem for ω-Z∗-located words
In this section we will introduce the ω-Z∗-located words and we will state a partition
theorem for these words proved in [FK].
An ω-Z∗-located word over the alphabet Σ = {αn : n ∈ Z
∗} dominated by ~k =
(kn)n∈Z∗ , where kn ∈ N for every n ∈ Z
∗ and (kn)n∈N, (k−n)n∈N are increasing sequences,
is a function w from a non-empty, finite subset F of Z∗ into the alphabet Σ such that
w(n) = wn ∈ {α1, . . . , αkn} for every n ∈ F ∩ N and wn ∈ {α−kn, . . . , α−1} for every
n ∈ F ∩ Z−. So, the set L˜(Σ, ~k) of all (constant) ω-Z∗-located words over Σ dominated
by ~k is:
L˜(Σ, ~k) = {w = wn1 . . . wnl : l ∈ N, n1 < . . . < nl ∈ Z
∗ and wni ∈ {α1, . . . , αkni} if
ni > 0, wni ∈ {α−kni , . . . , α−1} if ni < 0 for every 1 ≤ i ≤ l}.
Analogously, the set of ω-located words over the alphabet Σ = {αn : n ∈ N} dominated
by the increasing sequence ~k = (kn)n∈N ⊆ N is
L(Σ, ~k) = {w = wn1 . . . wnl : l ∈ N, n1 < . . . < nl ∈ N and wni ∈ {α1, . . . , αkni}
for every 1 ≤ i ≤ l}.
Example 1.1. We will give some examples of sets that can be represented as ω-Z∗-
located words.
(1) According to Budak-Is¸ik-Pym in [BIP], every rational number q has a unique
expression in the form
q =
∞∑
s=1
q−s
(−1)s
(s+ 1)!
+
∞∑
r=1
qr(−1)
r+1r!
where (qn)n∈Z∗ ⊆ N ∪ {0} with 0 ≤ q−s ≤ s for every s > 0, 0 ≤ qr ≤ r for every
r > 0 and q−s = qr = 0 for all but finite many r, s. Setting Σ = {αn : n ∈ Z
∗}, where
α−n = αn = n for n ∈ N, and ~k = (kn)n∈Z∗ , where k−n = kn = n for n ∈ N, the function
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g−1 : Q∗ → L˜(Σ, ~k),
which sends q to the word w = qt1 . . . qtl ∈ L˜(Σ,
~k), where {t1, . . . , tl} = {t ∈ Z
∗ : qt 6= 0},
is one-to-one and onto.
(2) According to [BIP], for a given increasing sequence (kn)n∈N ⊆ N with kn ≥ 2, every
integer number z ∈ Z has a unique expression in the form
z =
∞∑
s=1
zs(−1)
s−1ls−1
where l0 = 1, ls = k1 . . . ks, for s ∈ N and (zs)s∈N ⊆ N ∪ {0} with 0 ≤ zs ≤ ks for every
s ∈ N and zs = 0 for all but finite many s. Setting Σ = {αn : n ∈ N}, where αn = n,
and ~k = (kn)n∈N the function
g−1 : Z∗ → L(Σ, ~k),
which sends z to the word w = zs1 . . . zst ∈ L(Σ, ~k), where {s1, . . . , st} = {s ∈ N : zs 6= 0},
is one-to-one and onto.
(3) For a given natural number k > 1, every natural number n has a unique expression
in the form
n =
∞∑
s=1
nsk
s−1
where (ns)s∈N ⊆ N∪{0} with 0 ≤ ns ≤ k−1 and ns = 0 for all but finite many s. Setting
Σ = {1, . . . , k − 1} and ~k = (kn)n∈N with kn = k − 1 the function
g−1 : N→ L(Σ, ~k),
which sends n to the word w = ns1 . . . nsl ∈ L(Σ,
~k), where {s1, . . . , sl} = {s ∈ N : ns 6= 0},
is one-to-one and onto.
Let Σ = {αn : n ∈ Z
∗} be an alphabet, ~k = (kn)n∈Z∗ ⊆ N such that (kn)n∈N, (k−n)n∈N
are increasing sequences and υ /∈ Σ be an entity which is called a variable.
The set of variable ω-Z∗-located words over Σ dominated by ~k is:
L˜(Σ, ~k; υ) = {w = wn1 . . . wnl : l ∈ N, n1 < . . . < nl ∈ Z
∗, wni ∈ {υ, α1, . . . , αkni} if
ni > 0, wni ∈ {υ, α−kni , . . . , α−1} if ni < 0 for all 1 ≤ i ≤ l and there
exists 1 ≤ i ≤ l with wni = υ}.
The set of variable ω-located words over Σ = {αn : n ∈ N} dominated by the
increasing sequence ~k = (kn)n∈N ⊆ N is:
L(Σ, ~k; υ) = {w = wn1 . . . wnl : l ∈ N, n1 < . . . < nl ∈ N, wni ∈ {υ, α1, . . . , αkni}
for all 1 ≤ i ≤ l and there exists 1 ≤ i ≤ l with wni = υ}
3
We set L˜(Σ ∪ {υ}, ~k) = L˜(Σ, ~k) ∪ L˜(Σ, ~k; υ) and L(Σ ∪ {υ}, ~k) = L(Σ, ~k) ∪ L(Σ, ~k; υ).
For w = wn1 . . . wnl ∈ L˜(Σ ∪ {υ},
~k) the set dom(w) = {n1, . . . , nl} is the domain of
w. Let dom−(w) = {n ∈ dom(w) : n < 0} and dom+(w) = {n ∈ dom(w) : n > 0}.
We define the set
L˜0(Σ, ~k; υ) = {w ∈ L˜(Σ, ~k; υ) : wi1 = υ = wi2 for some i1 ∈ dom
−(w), i2 ∈ dom
+(w)}.
For w = wn1 . . . wnr , u = um1 . . . uml ∈ L˜(Σ∪{υ},
~k) with dom(w)∩dom(u) = ∅ we define
the concatenating word:
w ⋆ u = zq1 . . . zqr+l ∈ L˜(Σ ∪ {υ},
~k),
where {q1 < . . . < qr+l} = dom(w) ∪ dom(u), zi = wi if i ∈ dom(w) and zi = ui if
i ∈ dom(u).
The set L˜(Σ ∪ {υ}, ~k) can be endowed with the relations <R1 , <R2:
w <R1 u⇐⇒ dom(u) = A1 ∪A2 with A1, A2 6= ∅ such that
maxA1 < min dom(w) ≤ max dom(w) < minA2,
w <R2 u⇐⇒ max dom(w) < min dom(u).
We define the sets
L˜∞(Σ, ~k; υ) = {~w = (wn)n∈N : wn ∈ L˜0(Σ, ~k; υ) and wn <R1 wn+1 for every n ∈ N},
L∞(Σ, ~k; υ) = {~w = (wn)n∈N : wn ∈ L(Σ, ~k; υ) and wn <R2 wn+1 for every n ∈ N}.
We will define now the notion of substitution for the variable ω-Z∗-located words
and respectively for the variable ω-located words.
Let w = wn1 . . . wnl ∈ L˜0(Σ,
~k; υ) with nw = min dom
+(w) and −mw = max dom
−(w)
for nw, mw ∈ N. For every (p, q) ∈ {1, . . . , knw} × {1, . . . , k−mw} ∪ {(υ, υ)} we set:
w(υ, υ) = w and w(p, q) = un1 . . . unl,
for every (p, q) ∈ {1, . . . , knw}×{1, . . . , k−mw}, where, for 1 ≤ i ≤ l, uni = wni if wni ∈ Σ,
uni = αp if wni = υ, ni > 0 and uni = α−q if wni = υ, ni < 0.
Respectively, Let w = wn1 . . . wnl ∈ L(Σ,
~k; υ) with nw = min dom(w) ∈ N. For every
p ∈ {1, . . . , knw} ∪ {υ} we set:
w(υ) = w and w(p) = un1 . . . unl,
for every p ∈ {1, . . . , knw}, where, for 1 ≤ i ≤ l, uni = wni if wni ∈ Σ, uni = αp if wni = υ.
We remark that for ~w = (wn)n∈N ∈ L˜
∞(Σ, ~k; υ) (resp. for ~w = (wn)n∈N ∈ L
∞(Σ, ~k; υ))
we have n ≤ min dom+(wn) and −n ≥ max dom
−(wn) (resp. n ≤ min dom(wn)), for
n ∈ N. So, for n ∈ N, the substituted word wn(p, q) (resp. wn(p) ) has meaning for every
(p, q) ∈ N× N with p ≤ kn and q ≤ k−n (resp. for every p ∈ N with p ≤ kn ).
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Fix a sequence ~w = (wn)n∈N ∈ L˜
∞(Σ, ~k; υ) (resp. ~w = (wn)n∈N ∈ L
∞(Σ, ~k; υ)).
An extracted ω-Z∗-located word (resp. extracted ω-located word) of ~w is an
ω-Z∗-located word z ∈ L˜(Σ, ~k) (resp. z ∈ L(Σ, ~k)) with
z = wn1(p1, q1) ⋆ . . . ⋆ wnλ(pλ, qλ) (resp. z = wn1(p1) ⋆ . . . ⋆ wnλ(pλ)),
where λ ∈ N, n1 < . . . < nλ ∈ N and (pi, qi) ∈ {1, . . . , kni} × {1, . . . , k−ni} (resp.
pi ∈ {1, . . . , kni}) for every 1 ≤ i ≤ λ. The set of all the extracted ω-Z
∗-located words of
~w is denoted by E˜(~w) (resp. all the extracted ω-located words of ~w is denoted by E(~w)).
An extracted variable ω-Z∗-located word (resp. extracted variable ω-located
word) of ~w is a variable ω-Z∗-located word u ∈ L˜0(Σ, ~k; υ) (resp. u ∈ L(Σ, ~k; υ)) with
u = wn1(p1, q1) ⋆ . . . ⋆ wnλ(pλ, qλ) (resp. u = wn1(p1) ⋆ . . . ⋆ wnλ(pλ)),
where λ ∈ N, n1 < . . . < nλ ∈ N, (pi, qi) ∈ {1, . . . , kni} × {1, . . . , k−ni} ∪ {(υ, υ)} for
every 1 ≤ i ≤ λ and (υ, υ) ∈ {(p1, q1), . . . , (pλ, qλ)} (resp. pi ∈ {1, . . . , kni} ∪ {υ} for
every 1 ≤ i ≤ λ and υ ∈ {p1, . . . , pλ} ). The set of all the extracted variable ω-Z
∗-located
words of ~w is denoted by E˜V (~w) (resp. the set of all the extracted variable ω-located
words of ~w is denoted by EV (~w)). Let
E˜V
∞
(~w) = {~u = (un)n∈N ∈ L˜
∞(Σ, ~k; υ) : un ∈ E˜V (~w) for every n ∈ N},
EV ∞(~w) = {~u = (un)n∈N ∈ L
∞(Σ, ~k; υ) : un ∈ EV (~w) for every n ∈ N}.
If ~u ∈ E˜V
∞
(~w) (resp. ~u ∈ EV ∞(~w)), then we say that ~u is an extraction of ~w and
we write ~u ≺ ~w. Notice that for ~u, ~w ∈ L˜∞(Σ, ~k; υ) (resp. ~u, ~w ∈ L∞(Σ, ~k; υ)) we have
~u ≺ ~w if and only if E˜V (~u) ⊆ E˜V (~w) (resp. EV (~u) ⊆ EV (~w)).
Using the theory of ultrafilters we proved in [F], [FK] the following partition theorem
for ω-Z∗-located words and for ω-located words.
Theorem 1.2. ([F], [FK]) Let Σ = {αn : n ∈ Z
∗} be an alphabet, ~k = (kn)n∈Z∗ ⊆ N
such that (kn)n∈N, (k−n)n∈N are increasing sequences, υ /∈ Σ and let ~w = (wn)n∈N ∈
L˜∞(Σ, ~k; υ) (resp. ~w = (wn)n∈N ∈ L
∞(Σ, ~k; υ)). If L˜(Σ, ~k) = C1 ∪ . . . ∪ Cs (resp.
L(Σ, ~k) = C1 ∪ . . . ∪ Cs), s ∈ N, then there exists ~u ≺ ~w and 1 ≤ j0 ≤ s such that
E˜(~u) ⊆ Cj0 (resp. E(~u) ⊆ Cj0).
2. Implications of the partition theorem to topological dynamics
We will prove a topological formulation (in Theorem 2.1) of the partition Theorem 1.2,
important for proving later (multiple) recurrence results for systems of continuous maps
from a compact metric space into itself indexed by ω-Z∗-located words (Theorem 2.6),
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which extend fundamental recurrence results of Birkhoff ([Bi]) and Furstenberg-Weiss
([Fu], [FuW]).
Let an alphabet Σ = {αn : n ∈ Z
∗} and ~k = (kn)n∈Z∗ ⊆ N, where (kn)n∈N, (k−n)n∈N
are increasing sequences. Observe that L˜(Σ, ~k) can be considered as a directed set with
partial order either R1 or R2. So, in a topological spaceX , we can consider {xw}w∈L˜(Σ,~k) ⊆
X either as an R1-net or as an R2-net in X . Consequently, {xw}w∈L(Σ,~k) is an R2-subnet of
{xw}w∈L˜(Σ,~k). Moreover, {xw}w∈E˜(~u) for ~u ∈ L˜
∞(Σ, ~k; υ) is an R1-subnet of {xw}w∈L˜(Σ,~k)
and respectively {xw}w∈E(~u) for ~u ∈ L
∞(Σ, ~k; υ) is an R2-subnet of {xw}w∈L(Σ,~k).
Let x0 ∈ X. We write
R1- lim
w∈L˜(Σ,~k)
xw = x0
if {xw}w∈L˜(Σ,~k) converges to x0 as R1-net in X , i.e. if for any neighborhood V of x0,
there exists n0 ≡ n0(V ) ∈ N such that xw ∈ V for every w with min{−max dom
−(w),
min dom+(w)} ≥ n0. Analogously, we write
R2- lim
w∈L(Σ,~k)
xw = x0
if for any neighborhood V of x0, there exists n0 ≡ n0(V ) ∈ N such that xw ∈ V for every
w with min dom(w) ≥ n0.
We will give now a topological reformulation of Theorem 1.2.
Theorem 2.1. Let (X, d) be a compact metric space, Σ = {αn : n ∈ Z
∗} be an
alphabet, ~k = (kn)n∈Z∗ ⊆ N such that (kn)n∈N, (k−n)n∈N are increasing sequences, υ /∈ Σ
and ~w = (wn)n∈N ∈ L˜
∞(Σ, ~k; υ) (resp. ~w = (wn)n∈N ∈ L
∞(Σ, ~k; υ)). For every net
{xw}w∈L˜(Σ,~k) ⊆ X (resp. {xw}w∈L(Σ,~k) ⊆ X), there exist an extraction ~u ≺ ~w of ~w and
x0 ∈ X such that
R1- lim
w∈E˜(~u)
xw = x0 (resp. R2- lim
w∈E(~u)
xw = x0).
Proof. For x ∈ X and ǫ > 0 we set B̂(x, ǫ) = {y ∈ X : d(x, y) ≤ ǫ}. Since (X, d)
is a compact metric space, we have that X =
⋃m1
i=1 B̂(x
1
i ,
1
2
) for some x11, . . . , x
1
m1
∈ X .
According to Theorem 1.2, there exists ~u1 ≺ ~w and 1 ≤ i1 ≤ m1 such that {xw}w∈E˜(~u1) ⊆
B̂(x1i1 ,
1
2
) (resp. {xw}w∈E(~u1) ⊆ B̂(x
1
i1
, 1
2
) ). Analogously, since B̂(x1i1 ,
1
2
) is compact, there
exist x21, . . . , x
2
m2
∈ X, such that B̂(x1i1 ,
1
2
) ⊆
⋃m2
i=1 B̂(x
2
i ,
1
4
), and consequently there exist
~u2 ≺ ~u1 and 1 ≤ i2 ≤ m2 such that {xw}w∈E˜(~u2) ⊆ B̂(x
1
i1
, 1
2
) ∩ B̂(x2i2 ,
1
4
). Inductively, we
construct (~un)n∈N ⊆ L˜
∞(Σ, ~k; υ) (resp. (~un)n∈N ⊆ L
∞(Σ, ~k; υ)) such that ~un+1 ≺ ~un ≺ ~w
for every n ∈ N and closed balls B̂(xnin ,
1
2n
), for n ∈ N such that for every n ∈ N
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{xw}w∈E˜(~un) ⊆
⋂n
j=1 B̂(x
j
ij
, 1
2j
) (resp. {xw}w∈E(~un) ⊆
⋂n
j=1 B̂(x
j
ij
, 1
2j
)).
If ~un = (w
(n)
k )k∈N for every n ∈ N, then we set ~u = (w
(n)
n )n∈N. Of course ~u ≺ ~w.
Let {x0} =
⋂
n∈N B̂(x
n
in
, 1
2n
). Then R1-limw∈E˜(~u) xw = x0 (resp. R2-limw∈E(~u) xw = x0).
Indeed, for ε > 0 pick k0 ∈ N such that 1/2
k0 < ε. Then, for every w ∈ E˜(~uk0) we
have that d(xw, x0) ≤ 1/2
k0 < ε. Since E˜(~un) ⊆ E˜(~uk0) for every n ≥ k0, we have
that E˜((w
(n)
n )n≥k0) ⊆ E˜(~uk0) and consequently that {w ∈ E˜(~u) : min{−max dom
−(w),
min dom+(w)} ≥ n0} ⊆ E˜(~uk0) for n0 = max{−min dom
−(w
(k0)
k0
),max dom+(w
(k0)
k0
)}. 
Remark 2.2. (1) Note that Theorem 2.1 follows from Theorem 1.2. But conversely
Theorem 1.2 follows from Theorem 2.1. In fact, one only needs the assertion for finite
spaces. Indeed, let L˜(Σ, ~k) = C1 ∪ . . . ∪ Cs (resp. L(Σ, ~k) = C1 ∪ . . . ∪ Cs), s ∈ N. Then
defining, for every w ∈ L˜(Σ, ~k) (resp. for w ∈ L(Σ, ~k)), xw = i if and only if w ∈ Ci and
w /∈ Cj for all j < i, we have, according to Theorem 2.1, that there exist ~u = (un)n∈N ≺ ~w
and 1 ≤ j0 ≤ s such that R1- limw∈E˜(~u) xw = j0 (resp. R2- limw∈E(~u) xw = j0). For n0
large enough and ~u0 = (un+n0)n∈N we have that E˜(~u0) ⊆ Cj0 (resp. E(~u0) ⊆ Cj0).
(2) Observe that if R1- limw∈E˜(~u) xw = x0 for ~u = (un)n∈N ∈ L˜
∞(Σ, ~k; υ), then the
sequences (xun(pn,qn))n∈N converge uniformly to x0 for all the sequences ((pn, qn))n∈N ⊆
N × N with 1 ≤ pn ≤ kn, 1 ≤ qn ≤ k−n. Analogously, if R2- limw∈E(~u) xw = x0 for
~u = (un)n∈N ∈ L
∞(Σ, ~k; υ), then the sequences (xun(pn))n∈N converge uniformly to x0 for
all the sequences (pn)n∈N ⊆ N with 1 ≤ pn ≤ kn.
(3) The particular case of Theorem 1.2 for words in L(Σ, ~k), where Σ is a finite alphabet,
gives Carlson’s partition theorem in [C], whose topological reformulation has been given
by Furstenberg and Katznelson in [FuKa].
(4) The particular case of Theorem 1.2 for words in L(Σ, ~k) where Σ is a singleton
and ~k = (kn)n∈N with kn = 1 for all n ∈ N (so, the words can be coincide with its
domain) is Hindman’s partition theorem in [H]. Furstenberg and Weiss in [FuW] gave
the topological reformulation of Hindman’s theorem introducing the IP -convergence of
a net {xF}F∈[N]<ω>0 in a topological space X to x0 ∈ X , i.e. if for any neighborhood V of
x0, there exists n0 ≡ n0(V ) ∈ N such that xF ∈ V for every F ∈ [N]
<ω
>0 with minF ≥ n0.
In this case we write IP-limF∈[N]<ω>0 xF = x0. Also, using the IP -convergence, they proved
important results in topological dynamics (see [Fu]).
In the following proposition we will characterize theR1-convergence of nets {xw}w∈L˜(Σ,~k)
and the R2-convergence of nets {xw}w∈L(Σ,~k) as uniform IP -convergence, pointing out the
way for strengthening results involving the IP -convergence.
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Proposition 2.3. Let X be a topological space, ~w = (wn)n∈N ∈ L˜
∞(Σ, ~k; υ) (resp. ~w =
(wn)n∈N ∈ L
∞(Σ, ~k; υ)) and {xw}w∈L˜(Σ,~k) ⊆ X (resp. {xw}w∈L(Σ,~k) ⊆ X). For a sequence
((pn, qn))n∈N ⊆ N × N with 1 ≤ pn ≤ kn, 1 ≤ qn ≤ k−n and F = {n1 < . . . < nλ} ∈
[N]<ω>0 a finite non-empty subset of N we set y
((pn,qn))n∈N
F = xwn1 (pn1 ,qn1)⋆...⋆wnλ (pnλ ,qnλ ) (resp.
y
(pn)n∈N
F = xwn1 (pn1 )⋆...⋆wnλ (pnλ )). Then
R1-limw∈E˜(~w) xw = x0 if and only if IP -limF∈[N]<ω>0 y
((pn,qn))n∈N
F = x0 uniformly
for all sequences ((pn, qn))n∈N ⊆ N× N with 1 ≤ pn ≤ kn, 1 ≤ qn ≤ k−n
(resp. R2-limw∈E(~w) xw = x0 if and only if IP -limF∈[N]<ω>0 y
(pn)n∈N
F = x0 uniformly
for all sequences (pn)n∈N ⊆ N with 1 ≤ pn ≤ kn).
Proof. (⇒) Let V be a neighborhood of x0. There exists n0 ≡ n0(V ) ∈ N such that xw ∈ V
for every w ∈ E˜(~w) (resp. w ∈ E(~w)) with min{−max dom−(w),min dom+(w)} ≥ n0
(resp. with min dom(w) ≥ n0). So, for F ∈ [N]
<ω
>0 with n0 < minF we have that
y
((pn,qn))n∈N
F ∈ V (resp. y
(pn)n∈N
F ∈ V ) for all sequences ((pn, qn))n∈N ⊆ N × N with
1 ≤ pn ≤ kn, 1 ≤ qn ≤ k−n (resp. (pn)n∈N ⊆ N with 1 ≤ pn ≤ kn).
(⇐) Toward to a contradiction we suppose that there exists a neighborhood V of x0
such that for every n ∈ N there exists un = wmn
1
(pmn
1
, qmn
1
) ⋆ . . . ⋆ wmn
λ
(pmn
λ
, qmn
λ
) ∈
E˜(~w) (resp. un = wmn
1
(pmn
1
) ⋆ . . . ⋆ wmn
λ
(pmn
λ
) ∈ E(~w)) with min{−max dom−(un),
min dom+(un)} ≥ n (resp. min dom(un) ≥ n) and xun /∈ V. We can suppose that
un <R1 un+1 (resp. un <R2 un+1) for every n ∈ N. According to the hypothesis
there exists n0 ∈ N such that y
((pn,qn))n∈N
F ∈ V (resp. y
(pn)n∈N
F ∈ V ) for all sequences
((pn, qn))n∈N ⊆ N × N with 1 ≤ pn ≤ kn, 1 ≤ qn ≤ k−n (resp. (pn)n∈N ⊆ N with
1 ≤ pn ≤ kn) and all F ∈ [N]
<ω
>0 with minF ≥ n0. Then xun0 ∈ V , a contradiction. 
We will now give some applications of Theorem 2.1 to topological dynamical sys-
tems extending fundamental recurrence results of Birkhoff ([Bi]) and Furstenberg-Weiss
([FuW], [Fu]). Firstly, we will introduce the notions of L˜(Σ, ~k)-systems and L(Σ, ~k)-
systems of continuous maps of a topological space into itself.
Definition 2.4. Let X be a topological space, Σ = {αn : n ∈ Z
∗} be an alphabet
and ~k = (kn)n∈Z∗ ⊆ N such that (kn)n∈N, (k−n)n∈N are increasing sequences. A family
{Tw}w∈L˜(Σ,~k) (resp. {T
w}w∈L(Σ,~k)) of continuous functions of X into itself is an L˜(Σ,
~k)-
system (resp. an L(Σ, ~k)-system) of X if Tw1Tw2 = Tw1⋆w2 for w1 <R1 w2 (resp. for
w1 <R2 w2).
Example 2.5. Let X be a topological space.
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(1) Let T : X → X be a continuous map. For an alphabet Σ = (mn)n∈N ⊆ N,
~k = (kn)n∈N ⊆ N an increasing sequence and (ln)n∈N ⊆ N we define for every w =
wn1 . . . wnλ ∈ L(Σ,
~k)
Tw = T ln1wn1+...+lnλwnλ .
Then {Tw}w∈L(Σ,~k) is an L(Σ,
~k)-system of X .
Moreover, for a sequence {Tn}n∈N of continuous maps from X into itself defining
Tw = T
ln1wn1
n1 . . . T
lnλwnλ
nλ .
we have another L(Σ, ~k)-system of X .
(2) For a given sequence {Tn}n∈Z∗ of continuous maps fromX into itself, Σ = (αn)n∈Z∗ ⊆
N, ~k = (kn)n∈Z∗ ⊆ N such that (kn)n∈N, (k−n)n∈N are increasing sequences and (ln)n∈Z∗ ⊆
N we define for w = wn1 . . . wnλ ∈ L˜(Σ,
~k)
Twn1 ...wnλ = T
ln1wn1
n1 . . . T
lnλwnλ
nλ .
Then {Tw}w∈L˜(Σ,~k) is an L˜(Σ,
~k)-system of X .
In particular, if T, S : X → X are two continuous maps, then we can replace Tn with T
n
and T−n with S
n for every n ∈ N.
Via Theorem 2.1, we will prove the existence of strongly recurrent points in a compact
metric space X for an L˜(Σ, ~k)-system as well as for an L(Σ, ~k)-system of it. Moreover,
we will point out the way to locate such points.
Theorem 2.6. Let {Tw}w∈L˜(Σ,~k) (resp. {T
w}w∈L(Σ,~k)) be an L˜(Σ,
~k)-system (resp. L(Σ, ~k)-
system) of a compact metric space (X, d), ~w ∈ L˜∞(Σ, ~k; υ) (resp. ~w ∈ L∞(Σ, ~k; υ)) and
x ∈ X. Then there exist an extraction ~u ≺ ~w of ~w and x0 ∈ X such that
R1- lim
w∈E˜(~u)
Tw(x) = x0 (resp. R2- lim
w∈E(~u)
Tw(x) = x0).
Moreover, x0 is ~w-recurrent point, in the sense that
R1- lim
w∈E˜(~u)
Tw(x0) = x0 (resp. R2- lim
w∈E(~u)
Tw(x0) = x0).
Proof. According to Theorem 2.1 there exist an extraction ~u of ~w and x0 ∈ X such that
R1- limw∈E˜(~u) T
w(x) = x0 (resp. R2- limw∈E(~u) T
w(x) = x0).
Let ǫ > 0. There exists n0 ∈ N such that d(T
w(x), x0) <
ǫ
2
for every w ∈ E˜(~u)
with min{−max dom−(w),min dom+(w)} ≥ n0 (resp. w ∈ E(~u) with min dom(w) ≥
n0). Let w ∈ E˜(~u) with min{−max dom
−(w),min dom+(w)} ≥ n0 (resp. w ∈ E(~u)
with min dom(w) ≥ n0). Then d(T
w(x), x0) <
ǫ
2
. Since Tw is continuous, there exists
δ > 0 such that if d(z, x0) < δ, then d(T
w(z), Tw(x0)) <
ǫ
2
. Choose w1 ∈ E˜(~u) (resp.
9
w1 ∈ E(~u)) such that d(T
w1(x), x0) < δ and w <R1 w1 (resp. w <R2 w1). Then
d(Tw(Tw1(x)), Tw(x0)) = d(T
w⋆w1(x), Tw(x0)) <
ǫ
2
. Since d(Tw⋆w1(x), x0) <
ǫ
2
we have
that d(Tw(x0), x0) < ǫ. 
In the following corollaries we will describe some consequences of Theorem 2.6 for the
simplest L˜(Σ, ~k)-system generated by a single transformation.
For a semigroup (X,+) and (xn)n∈N ⊆ X let
FS((xn)n∈N) = {xn1 + . . .+ xnλ : λ ∈ N, n1 < . . . < nλ ∈ N}.
Corollary 2.7. Let (X, d) be a compact metric space, T : X → X a continuous map and
(mn)n∈N, (rn)n∈N ⊆ N with mn < mn+1, rn < rn+1 for n ∈ N. Then, there exist x0 ∈ X
and sequences (αn)n∈N ⊆ N, (βn)n∈N ⊆ FS((mn)n∈N), (γn)n∈N ⊆ FS((rn)n∈N) such that
IP- lim
F∈[N]<ω>0
T
∑
n∈F αn+pnβn+qnγn(x0) = x0, (in particular, lim
n
T αn+pnβn+qnγn(x0) = x0)
uniformly for all sequences ((pn, qn))n∈N ⊆ N× N with 0 ≤ pn ≤ n, 0 ≤ qn ≤ n.
Proof. Let Σ = (αn)n∈Z∗ ⊆ N with α−n = αn = n for n ∈ N and ~k = (kn)n∈Z∗ ⊆ N
with k−n = kn = n + 1 for n ∈ N. For w = wn1 . . . wnλ ∈ L˜(Σ,
~k) we set Twn1 ...wnλ =
T−n1wn1 . . . T−niwniT ni+1wni+1 . . . T nλwnλ , where ni = max dom
−(w), ni+1 = min dom
+(w).
Then {Tw}w∈L˜(Σ,~k) is an L˜(Σ,
~k)-system of X (see Example 2.5(2)). Let ~w = (wn)n∈N ∈
L˜∞(Σ, ~k; υ) with wn = w−rnwmn where w−rn = wmn = υ. We apply Theorem 2.6.
So, there exist an extraction ~u = (un)n∈N ∈ L˜
∞(Σ, ~k; υ) of ~w and x0 ∈ X such that
R1- limw∈E˜(~u) T
w(x0) = x0.
According to Proposition 2.3, if y
((pn,qn))n∈N
F = T
un1(pn1 ,qn1)⋆...⋆unλ (pnλ ,qnλ)(x0), then
IP -limF∈[N]<ω>0 y
((pn,qn))n∈N
F = x0
uniformly for all sequences ((pn, qn))n∈N ⊆ N× N with 1 ≤ pn ≤ n + 1, 1 ≤ qn ≤ n+ 1.
Let T un((pn,qn)) = T αn+(pn−1)βn+(qn−1)γn , where βn ∈ FS((mn)n∈N) and γn ∈ FS((rn)n∈N).
Then IP -limF∈[N]<ω>0 T
∑
n∈F αn+pnβn+qnγn(x0) = x0, (in particular, limT
αn+pnβn+qnγn(x0) =
x0) uniformly for all sequences ((pn, qn))n∈N ⊆ N× N with 0 ≤ pn ≤ n, 0 ≤ qn ≤ n. 
Corollary 2.8. Let (X, d) be a compact metric space, T : X → X a continuous map
and (mn)n∈N, (rn)n∈N ⊆ N with mn < mn+1, rn < rn+1 for all n ∈ N. Then, there exist
x0 ∈ X and sequences (αn)n∈N ⊆ N, (βn)n∈N ⊆ FS((mn)n∈N), (γn)n∈N ⊆ FS((rn)n∈N)
such that for every ǫ > 0 there exists n0 ∈ N which satisfies
d(T pnβn+qnγn(T αn(x0)), T
αn(x0)) < ǫ
10
for every n ≥ n0 and ((pn, qn))n∈N ⊆ N× N with 0 ≤ pn ≤ n, 0 ≤ qn ≤ n.
Proof. It follows from Corollary 2.7. 
We will define now the recurrent subsets of a compact metric space X for an L˜(Σ, ~k)-
system as well as for an L(Σ, ~k)-system of it.
Definition 2.9. Let {Tw}w∈L˜(Σ,~k) (resp. {T
w}w∈L(Σ,~k)) be an L˜(Σ,
~k)-system (resp.
L(Σ, ~k)-system) of continuous maps of a compact metric space (X, d) and ~w ∈ L˜∞(Σ, ~k; υ)
(resp. ~w ∈ L∞(Σ, ~k; υ)). A closed subset A of X is said to be ~w-recurrent set if for
any m ∈ N, ε > 0 and any point x ∈ A there exist y ∈ A and u ∈ E˜V (~w) with
min{−max dom−(u),min dom+(u)} > m (resp. u ∈ EV (~w) with min dom(u)} > m)
such that d(T u(p,q)(y), x) < ε for every 1 ≤ p, q ≤ m.
In the following example we point out the way to locate recurrent subsets of a compact
metric space X for a given L˜(Σ, ~k)-system as well as for a given L(Σ, ~k)-system of it.
Example 2.10. Let (X, d) be a compact metric space and let F(X) be the set of all
nonempty closed subsets of X endowed with the Hausdorff metric dˆ (where dˆ(A,B) =
max[supx∈A d(x,B), supx∈B d(x,A)]). Then (F(X), dˆ) is also a compact metric space.
Let {Tw}w∈L˜(Σ,~k) (resp. {T
w}w∈L(Σ,~k)) be an L˜(Σ,
~k)-system (resp. L(Σ, ~k)-system)
of continuous maps of (X, d). We define Tˆw : F(X) → F(X) with Tˆw(A) = Tw(A).
Then {Tˆw}w∈L˜(Σ,~k) (resp. {Tˆ
w}w∈L(Σ,~k)) is an L˜(Σ,
~k)-system (resp. L(Σ, ~k)-system)
of (F(X), dˆ). According to Theorem 2.6, for every ~w = (wn)n∈N ∈ L˜
∞(Σ, ~k; υ) (resp.
~w = (wn)n∈N ∈ L
∞(Σ, ~k; υ)) there exist A ∈ F(X) and an extraction ~u ≺ ~w of ~w such
that
R1- lim
w∈E˜(~u)
Tˆw(A) = A (resp. R2- lim
w∈E(~u)
Tˆw(A) = A).
Then A is ~w-recurrent in (X, d). Observe that it is enough R1- limw∈E˜(~u) Tˆ
w(A) ⊇ A
(resp. R2- limw∈E(~u) Tˆ
w(A) ⊇ A) in order A to be ~w-recurrent.
Proposition 2.11. Let A be a ~w-recurrent subset of a compact metric space (X, d).
Then for every ε > 0 and m ∈ N there exist u ∈ E˜V (~w) with min{−max dom−(u),
min dom+(u)} > m (resp. u ∈ EV (~w) with min dom(u) > m) and z ∈ A such that
d(T u(p,q)(z), z) < ε for every 1 ≤ p, q ≤ m.
Proof. Let ε > 0 and m ∈ N. For a z0 ∈ A and ε1 = ε/2 there exist z1 ∈ A and
u1 ∈ E˜V (~w) with min{−max dom
−(u1),min dom
+(u1)} > m (resp. u1 ∈ EV (~w) with
min dom(u) > m) such that d(T u1(p,q)z1, z0) < ε for every 1 ≤ p, q ≤ m.
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Let have been chosen z0, z1, . . . , zr ∈ A, u1 <R1 . . . <R1 ur ∈ E˜V (~w) (resp. u1 <R2
. . . <R2 ur ∈ EV (~w)) such that d(T
ui(pi,qi)⋆...⋆uj(pj ,qj)(zj), zi−1) < ε/2 for every 1 ≤ i ≤
j ≤ r and 1 ≤ pl, ql ≤ m, for all i ≤ l ≤ j.
Since Tw are continuous functions, there is εr < ε/2 such that if d(z, zr) < εr then
d(T ui(pi,qi)⋆...⋆ur(pr ,qr)(z), zi−1) < ε/2 for every 1 ≤ i ≤ r and 1 ≤ pl, ql ≤ m, for all i ≤
l ≤ r. Since A is ~w-recurrent, there exist zr+1 ∈ A and ur+1 ∈ E˜V (~w) with ur <R1 ur+1
(resp. ur+1 ∈ EV (~w) with ur <R2 ur+1) such that d(T
ur+1(p,q)(zr+1), zr) < εr for every
1 ≤ p, q ≤ m. Hence, d(T ui(pi,qi)⋆...⋆ur+1(pr+1,qr+1)(zr+1), zi−1) < ε/2 for every 1 ≤ i ≤ r + 1
and 1 ≤ pl, ql ≤ m, for all i ≤ l ≤ r + 1.
Since (X, d) is compact, there exist i < j ∈ N such that d(zi, zj) < ε/2. Hence, for
u = ui+1⋆. . .⋆uj ∈ E˜V (~w) (resp. u = ui+1⋆. . .⋆uj ∈ EV (~w)) we have d(T
u(p,q)zj , zj) < ε
for every 1 ≤ p, q ≤ m. 
Definition 2.12. A closed subset A of a compact metric space X is homogeneous
with respect to a set of transformations {Ti} acting on X if there exists a group of
homeomorphisms G of X each of which commutes with each Ti and such that G leaves
A invariant and (A,G) is minimal (no proper closed subset of A is invariant under the
action of G).
In the following proposition we give a sufficient condition in order a homogeneous
subset to be strongly recurrent.
Proposition 2.13. Let A is a homogeneous set in a compact metric space X with
respect to the system {Tw}w∈L˜(Σ,~k) (resp. {T
w}w∈L(Σ,~k)) and ~w ∈ L˜
∞(Σ, ~k; υ) (resp.
~w ∈ L∞(Σ, ~k; υ)). If for every ε > 0 and m ∈ N there exist x, y ∈ A and u ∈ E˜V (~w) with
min{−max dom−(u),min dom+(u)} > m (resp. u ∈ EV (~w) with min dom(u)} > m)
such that d(T u(p,q)(y), x) < ε for every 1 ≤ p, q ≤ m, then A is ~w-recurrent.
Proof. Let ε > 0, m ∈ N, and G be a group of homeomorphisms commuting with {Tw},
and such that G leaves A invariant and (A,G) is minimal. Let {U1, . . . , Ur} be a finite
covering of A by open sets of diameter < ε/2. Then, from the minimality of A, we can find
for each 1 ≤ i ≤ r a finite set {gi1, . . . , g
li
1 } ⊆ G such that
⋃li
j=1(g
i
j)
−1(Ui) = A. Let G0 =
{gij : 1 ≤ i ≤ r, 1 ≤ j ≤ li} ⊆ G. Then for any x, y ∈ A we have ming∈G0 d(g(x), y) < ε/2.
Let δ > 0 such that if d(x1, x2) < δ, then d(g(x1), g(x2)) < ε for every g ∈ G0. Ac-
cording to the hypothesis, there exist x, y ∈ A and u ∈ E˜V (~w) with min{−max dom−(u),
min dom+(u)} > m (resp. u ∈ EV (~w) with min dom(u) > m) such that d(T u(p,q)(y), x) < δ
for every 1 ≤ p, q ≤ m. Then
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d(T u(p,q)(g(y)), g(x)) = d(g(T u(p,q)(y)), g(x)) < ε/2 for every 1 ≤ p, q ≤ m.
For a point z ∈ A, find g ∈ G0 with d(g(x), z) < ε/2. Then d(T
u(p,q)(g(y)), z) ≤
d(T u(p,q)(g(y)), g(x)) + d(g(x), z) < ε for every 1 ≤ p, q ≤ m. It follows that A is ~w-
recurrent. 
We will prove now that a recurrent homogeneous subset A of a compact metric space
X contains recurrent points, moreover these points consist a dense subset of A.
Proposition 2.14. Let {Tw}w∈L˜(Σ,~k) (resp. {T
w}w∈L(Σ,~k)) be an L˜(Σ,
~k)-system (resp.
L(Σ, ~k)-system) of continuous transformations of a compact metric space (X, d) and
~w ∈ L˜∞(Σ, ~k; υ) (resp. ~w ∈ L∞(Σ, ~k; υ)). A ~w-recurrent homogeneous subset A of
X contains ~w-recurrent points (x0 is ~w-recurrent iff R1- limw∈E˜(~u) T
w(x0) = x0 (resp. iff
R2-limw∈E(~u) T
w(x0) = x0) for some ~u ≺ ~w).
Moreover, the ~w-recurrent points of A consist a dense subset of A.
Proof. Let V be an open subset of X such that V ∩A 6= ∅ and let V ′ ⊆ V be an open set
such that V ′ ∩ A 6= ∅ and if d(x, V ′) < δ for δ > 0 then x ∈ V. Since A is homogeneous,
there exists a group G of homeomorphisms commuting with {Tw} and such that G leaves
A invariant and (A,G) is minimal. From the minimality of A, there exists a finite subset
G0 ⊆ G such that A ⊆
⋃
g∈G0
g−1(V ′).
Choose ε > 0 such that whenever x1, x2 ∈ X and d(x1, x2) < ε, then d(g(x1), g(x2)) < δ
for every g ∈ G0. Since A is ~w-recurrent, according to Proposition 2.11, for m ∈ N
there exist z ∈ A and u ∈ E˜V (~w) with min{−max dom−(u),min dom+(u)} > m (resp.
u ∈ EV (~w) with min dom(u) > m) such that d(T u(p,q)(z), z) < ε for all 1 ≤ p, q ≤ m.
There exists g ∈ G0 with g(z) ∈ V
′ and since d(T u(p,q)(g(z)), g(z)) < δ for every
1 ≤ p, q ≤ m, we have that T u(p,q)(g(z)) ∈ V for every 1 ≤ p, q ≤ m. Hence, each open set
V with V ∩A 6= ∅ contains a point z′ = g(z) ∈ A with T u(p,q)z′ ∈ V for every 1 ≤ p, q ≤ m.
Since Tw are continuous, we conclude that for every open set V with V ∩ A 6= ∅ and
every m ∈ N there exists an open set V1 such that V1 ⊆ V and T
u(p,q)V1 ⊆ V for every
1 ≤ p, q ≤ m, for some u ∈ E˜V (~w) with min{−max dom−(u),min dom+(u)} > m (resp.
u ∈ EV (~w) with min dom(u) > m).
Let V0 be an open subset of X such that V0 ∩ A 6= ∅. Inductively we can define a
sequence (Vn)n∈N of open sets and a sequence ~u = (un)n∈N ∈ L˜
∞(Σ, ~k; υ) (resp. ~u =
(un)n∈N ∈ L
∞(Σ, ~k; υ)) with ~u ≺ ~w such that Vn ⊆ Vn−1, Vn ∩ A 6= ∅ and T
un(pn,qn)Vn ⊆
Vn−1 for every n ∈ N and 1 ≤ pn ≤ kn, 1 ≤ qn ≤ k−n. We can also suppose that the
diameter of Vn tends to 0. Then
⋂
n∈N Vn ∩ A = {x0}.
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For 1 < i1 < . . . < ik, we have that T
ui1 (pi1 ,qi1)⋆...⋆uik (pik ,qik )Vik ⊆ Vi1−1. Then T
w(x0) ∈
Vi for every w ∈ E˜(~u) with ui+1 <R1 w (resp. w ∈ E(~u) with ui+1 <R2 w) so
R1- limw∈E˜(~u) T
w(x0) = x0 (resp. R2-limw∈E˜(~u) T
w(x0) = x0). Hence, x0 ∈ A ∩ V0 is
a ~w-recurrent point. This gives that the set of ~w-recurrent points in A is dense in A. 
Now, we shall prove a multiple recurrence theorem extending Theorem 2.6, in case
the transformations are homeomorphisms. We can say that the following theorem is the
“word”-analogue of Birkhoff’s multiple recurrence theorem.
Theorem 2.15. Let {Tw1 }w∈L˜(Σ,~k), . . . , {T
w
m}w∈L˜(Σ,~k) (resp. {T
w
1 }w∈L(Σ,~k), . . . , {T
w
m}w∈L(Σ,~k))
be m systems of transformations of a compact metric space X, all contained in a commu-
tative group G of homeomorphisms of X and let ~w ∈ L˜∞(Σ, ~k; υ) (resp. ~w ∈ L∞(Σ, ~k; υ)).
Then, there exist x0 ∈ X and an extraction ~u ≺ ~w such that
R1- limw∈E˜(~u) T
w
i (x0) = x0 (resp. R2- limw∈E(~u) T
w
i (x0) = x0) for every 1 ≤ i ≤ m.
Moreover, in case (X,G) is minimal, the set of such points x0 is a dense subset of X.
Proof. We assume without loss of generality that (X,G) is minimal, otherwise we re-
place X by a G-minimal subset of X . For m = 1 we obtain the assertion from The-
orem 2.6. We proceed by induction. Suppose that the theorem holds for m ∈ N and
that {Tw1 }w∈L˜(Σ,~k), . . . , {T
w
m+1}w∈L˜(Σ,~k) (resp. {T
w
1 }w∈L(Σ,~k), . . . , {T
w
m+1}w∈L(Σ,~k)) are m+1
such systems. We set Swi = T
w
i (T
w
m+1)
−1 for all 1 ≤ i ≤ m. Then Sw1⋆w2i = S
w1
i S
w2
i for
every 1 ≤ i ≤ m and w1 <R1 w2 (resp. w1 <R2 w2), since all the maps commute. By
the induction hypothesis there exist y ∈ X and ~u ≺ ~w such that R1-limw∈E˜(~u) S
w
i (y) = y
(resp. R2-limw∈E(~u) S
w
i (y) = y) for every 1 ≤ i ≤ m.
Consider the product Xm+1 and let ∆m+1 be the diagonal subset consisting of the
(m+1)-tuples (x, . . . , x) ∈ Xm+1. Identifying each g ∈ G with g× . . .× g we can assume
that G acts on Xm+1. Also, the functions Tw1 × . . .× T
w
m+1 acts on X
m+1 and commute
with the functions of G. Since G leaves ∆m+1 invariant and (∆m+1, G) is minimal, ∆m+1
is a homogeneous set. According to Proposition 2.14, it suffices to prove that ∆m+1
is ~w-recurrent. But, according to Proposition 2.13, the set ∆m+1 is ~w-recurrent, since
R1- limw∈E˜(~u)(T
w
1 × . . .×T
w
m+1)[((T
w
m+1)
−1× . . .×(Twm+1)
−1)((y, . . . , y))] = (y, . . . , y) (resp.
R2- limw∈E(~u)(T
w
1 × . . .×T
w
m+1)[((T
w
m+1)
−1× . . .× (Twm+1)
−1)((y, . . . , y))] = (y, . . . , y)). 
Theorem 2.15 has the following consequence.
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Proposition 2.16. Let {Tw1 }w∈L˜(Σ,~k), . . . , {T
w
m}w∈L˜(Σ,~k) (resp. {T
w
1 }w∈L(Σ,~k), . . . , {T
w
m}w∈L(Σ,~k))
bem systems of transformations of a compact metric space X, all contained in a commuta-
tive group G of homeomorphisms of X, which acts minimally on X. For ~w ∈ L˜∞(Σ, ~k; υ)
(resp. ~w ∈ L∞(Σ, ~k; υ)) and U a non-empty open subset of X, there exists ~u ≺ ~w so that
m⋂
i=1
(Twi )
−1(U) 6= ∅ for every w ∈ E˜(~u) (resp. w ∈ E(~u)).
Proof. Since G acts minimally on X , X =
⋃
g∈G0
g−1(U), where G0 is a finite subset
of G. Let δ > 0 be such that every set of diameter < δ is contained in some g−1(U)
for g ∈ G0. According to Theorem 2.15, there exist x0 ∈ X and ~u ≺ ~w such that
R1- limw∈E˜(~u) T
w
i (x0) = x0 (resp. R2-limw∈E(~u) T
w
i (x0) = x0) for every 1 ≤ i ≤ m.
Refine ~u such that d(Twi (x0), x0) < δ/2 for every w ∈ E˜(~u) (resp. w ∈ E(~u)) and
1 ≤ i ≤ m. Then there exists g ∈ G0 such that T
w
i (x0) ∈ g
−1(U) for every w ∈ E˜(~u)
(resp. w ∈ E(~u)) and 1 ≤ i ≤ m. Consequently, g(x0) ∈
⋂m
i=1(T
w
i )
−1(U) for every
w ∈ E˜(~u) (resp. w ∈ E(~u)). 
3. Applications
We will indicate the way in which the recurrence results for topological systems or
nets indexed by words, that we proved in the previous section, can be applied to systems
or nets indexed by semigroups that can be represented as words (Example 1.1) and
consequently to systems or nets indexed by an arbitrary semigroup.
Semigroup (Q,+). As we described in Example 1.1(1), the set Q∗ of the nonzero ratio-
nal numbers can be identified with a set L˜(Σ, ~k) of ω-Z∗-located words, via the function
g : L˜(Σ, ~k)→ Q∗, with g(qt1 . . . qtl) =
∑
t∈dom−(w) qt
(−1)−t
(−t+1)!
+
∑
t∈dom+(w) qt(−1)
t+1t!.
We extend the function g to the set L˜(Σ, ~k; υ) of variable words corresponding to each
w = qt1 . . . qtl ∈ L˜(Σ,
~k; υ) a function q = g(w) which sends every (i, j) ∈ N × N with
1 ≤ i ≤ −max dom−(w), 1 ≤ j ≤ min dom+(w), to
q(i, j) = g(T(j,i)(w)) =
∑
t∈C−
qt
(−1)−t
(−t+ 1)!
+i
∑
t∈V −
(−1)−t
(−t + 1)!
+
∑
t∈C+
qt(−1)
t+1t!+j
∑
t∈V +
(−1)t+1t!,
where C− = {t ∈ dom−(w) : qt ∈ Σ}, V
− = {t ∈ dom−(w) : qt = υ} and C
+ = {t ∈
dom+(w) : qt ∈ Σ}, V
+ = {t ∈ dom+(w) : qt = υ}. Let Q(υ) = g(L˜(Σ, ~k; υ)). Then the
extended function
g : L˜(Σ ∪ {υ}, ~k)→ Q∗ ∪Q(υ)
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is one-to-one and onto. For q1, q2 ∈ Q
∗ ∪Q(υ) we define the relation
q1 <R1 q2 ⇐⇒ g
−1(q1) <R1 g
−1(q2).
So, {xq}q∈Q∗ ⊆ X , where X is a topological space, can be considered as an R1-net
and consequently we can define, for x0 ∈ X , R1-limq∈Q∗ xq = x0 iff for any neighbor-
hood V of x0, there exists n0 ≡ n0(V ) ∈ N such that xq ∈ V for every q ∈ Q
∗ with
min{−max dom−(g−1(q)),min dom+(g−1(q))} ≥ n0.
Observe that g(w1 ⋆ w2) = g(w1) + g(w2) for every w1 <R1 w2 ∈ L˜(Σ ∪ {υ}, ~k). So, if
~q = (qn)n∈N ∈ Q
∞(υ) = {(qn)n∈N : qn ∈ Q(υ) and qn <R1 qn+1},
then the set of the extractions of ~q is
E˜V
∞
(~q) = {~r = (rn)n∈N ∈ Q
∞(υ) : rn = g(un) for (un)n∈N ∈ E˜V
∞
((g−1(qn))n∈N)} and
the set of all the extracted rationals of ~q is
E˜(~q) = {q ∈ FS[(qn(in, jn))n∈N] : ((in, jn))n∈N ⊆ N× N with 1 ≤ in, jn ≤ n} =
= {g(w) : w ∈ E˜((g−1(qn))n∈N)}.
Of course, {xq}q∈E˜(~q) is an R1-subnet of {xq}q∈Q∗ .
Hence, via the function g, all the presented results relating to ω-Z∗-located words give
analogous results for the rational numbers. For example Theorems 2.1, 2.15 give the
following:
Theorem 3.1. For every net {xq}q∈Q∗ in a compact metric space (X, d) and ~q = (qn)n∈N ∈
Q∞(υ) there exist an extraction ~r = (rn)n∈N of ~q and x0 ∈ X such that
R1- limq∈FS[(rn(in,jn))n∈N] xq = x0 (in particular xrn(in,jn) → x0),
uniformly for every ((in, jn))n∈N ⊆ N× N with 1 ≤ in, jn ≤ n.
We call a family {T q}q∈Q∗ of continuous functions of a topological space X into itself
a Q∗-system of X if T q1T q2 = T q1+q2 for q1 <R1 q2.
Theorem 3.2. Let {T q1 }q∈Q∗ , . . . , {T
q
m}q∈Q∗ be m Q
∗-systems of transformations of a
compact metric space X, all contained in a commutative group G of homeomorphisms of
X and let ~q ∈ Q∞(υ). Then, there exist x0 ∈ X and an extraction ~r = (rn)n∈N of ~q such
that, for every 1 ≤ i ≤ m,
R1- limq∈FS[(rn(in,jn))n∈N] T
q
i (x0) = x0 (in particular, T
rn(in,jn)
i (x0)→ x0),
uniformly for all ((in, jn))n∈N ⊆ N× N with 1 ≤ in, jn ≤ n.
Moreover, in case (X,G) is minimal, the set of such points x0 is a dense subset of X.
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Semigroup (Z,+). As we described in Example 1.1(2), for a given increasing sequence
(kn)n∈N ⊆ N with kn ≥ 2, the set Z
∗ of the nonzero integer numbers can be identified
with a set L(Σ, ~k) of ω-located words, via the function
g : L(Σ, ~k)→ Z∗, with g(zs1 . . . zsl) =
∑l
i=1 zsi(−1)
si−1lsi−1
where l0 = 1 and ls = k1 . . . ks, for s > 0.
We extend the function g to the set L(Σ, ~k; υ) of variable ω-located words corresponding
to each w = zs1 . . . zsl ∈ L(Σ,
~k; υ) a function z = g(w) which sends every i ∈ N with
1 ≤ i ≤ kmindom(w), to
z(i) = g(Ti(w)) =
∑
s∈C zs(−1)
s−1ls−1 +
∑
s∈V i(−1)
s−1ls−1.
where C = {s ∈ dom(w) : zs ∈ Σ} and V = {s ∈ dom(w) : zs = υ}.
Let Z(υ) = g(L(Σ, ~k; υ)). Then the extended function
g : L(Σ ∪ {υ}, ~k)→ Z∗ ∪ Z(υ)
is one-to-one and onto. For z1, z2 ∈ Z
∗ ∪ Z(υ) we define the relation
z1 <R2 z2 ⇐⇒ g
−1(z1) <R2 g
−1(z2).
So, {xz}z∈Z∗ ⊆ X , where X is a topological space, can be considered as an R2-net
and consequently we can define, for x0 ∈ X , R2-limz∈Z∗ xz = x0 iff for any neighbor-
hood V of x0, there exists n0 ≡ n0(V ) ∈ N such that xz ∈ V for every z ∈ Z
∗ with
min dom(g−1(z)) ≥ n0.
Observe that g(w1 ⋆ w2) = g(w1) + g(w2) for every w1 <R2 w2 ∈ L(Σ ∪ {υ},
~k). So, if
~z = (zn)n∈N ∈ Z
∞(υ) = {(zn)n∈N : zn ∈ Z(υ) and zn <R2 zn+1},
then the set of the extractions of ~z is
EV ∞(~z) = {~v = (vn)n∈N ∈ Z
∞(υ) : vn = g(un) for (un)n∈N ∈ EV
∞((g−1(zn))n∈N)} and
the set of all the extracted integers of ~z is
E(~z) = {z ∈ FS[(zn(in))n∈N] : (in)n∈N ⊆ N with 1 ≤ in ≤ kn} =
= {g(w) : w ∈ E((g−1(zn))n∈N)}.
Of course, {xz}z∈E(~z) is an R2-subnet of {xz}z∈Z∗ .
Hence, via the function g, all the presented results relating to ω-located words give
analogous results for the integers. For example Theorems 2.1, 2.6 give the following.
Theorem 3.3. For every net {xz}z∈Z∗ in a compact metric space (X, d), and ~z =
(zn)n∈N ∈ Z
∞(υ) there exist an extraction ~v = (vn)n∈N of ~z and x0 ∈ X such that
R2- limz∈FS[(vn(in))n∈N] xz = x0 (in particular xvn(in) → x0),
uniformly for all (in)n∈N ⊆ N with 1 ≤ in ≤ kn.
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We call a family {T z}z∈Z∗ of continuous functions of a topological space X into itself
a Z∗-system of X if T z1T z2 = T z1+z2 for z1 <R2 z2.
Theorem 3.4. Let {T z}z∈Z∗ be a Z
∗-system of continuous maps of a compact metric
space (X, d), ~z = (zn)n∈N ∈ Z
∞(υ) and y ∈ X. Then there exist an extraction ~v = (vn)n∈N
of ~z and x0 ∈ X such that
R2- limz∈FS[(vn(in))n∈N] T
z(y) = x0, R2- limz∈FS[(vn(in))n∈N] T
z(x0) = x0
uniformly for all (in)n∈N ⊆ N with 1 ≤ in ≤ kn.
As we described in Example 1.1(3), the set of natural numbers can be identified with
a set L(Σ, ~k) and consequently all the presented results relating to ω-located words give
analogous recurrence results for the natural numbers.
We will now give some applications of the previously mentioned recurrence results for
systems or nets indexed by words to systems or nets indexed by an arbitrary semigroup.
For simplicity we will present only the case of commutative semigroups.
Let (S,+) be a semigroup and (yl,n)n∈Z∗ ⊆ S for every l ∈ Z
∗. Setting Σ = {αn : n ∈
Z∗}, where αn = n for n ∈ Z
∗ and ~k = (kn)n∈Z∗ ⊆ N, where (kn)n∈N and (k−n)n∈N are
increasing sequences, we define the function
ϕ : L˜(Σ, ~k)→ S with ϕ(wn1 . . . wnm) =
∑m
i=1 ywni ,ni.
We extend the function ϕ to the set L˜(Σ, ~k; υ) of variable words corresponding to each
w = wn1 . . . wnm ∈ L˜(Σ, ~k; υ) a function s = ϕ(w) which sends every (i, j) ∈ N× N with
1 ≤ j ≤ −max dom−(w), 1 ≤ i ≤ min dom+(w), to s(i, j) = ϕ(T(i,j)(w)) ∈ S. In case
(S,+) is a commutative semigroup
s(i, j) = ϕ(w)((i, j)) =
∑
t∈C ywt,t +
∑
t∈V + yi,t +
∑
t∈V − y−j,t,,
where C = {n ∈ dom(w) : wn ∈ Σ}, V
− = {n ∈ dom−(w) : wn = υ} and V
+ = {n ∈
dom+(w) : wn = υ}.
For a subset {xs : s ∈ S} of a topological space X we can consider the R1-net
{xϕ(w)}w∈L˜(Σ,~k) in X . Let ~w = (wn)n∈N ∈ L˜
∞(Σ, ~k; υ) such that R1-limw∈E˜(~w) xϕ(w) = x0,
for x0 ∈ X . Then setting, for every n ∈ N,
sn = ϕ(wn) : {1, . . . , kn} × {1, . . . , k−n} → X with
sn(i, j) =
∑
t∈Cn
ywt,t +
∑
t∈V +n
yi,t +
∑
t∈V −n
y−j,t,
we have that
R1-lims∈FS[(sn(in,jn))n∈N] xs = x0
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uniformly for all ((in, jn))n∈N ⊆ N × N with 1 ≤ in ≤ kn, 1 ≤ jn ≤ k−n. We write
R1-lims∈FS[(sn(in,jn))n∈N] xs = x0 if and only if for any neighborhood V of x0, there exists
n0 ≡ n0(V ) ∈ N such that xs ∈ V for every s ∈ FS
[(
sn(in, jn)
)
n≥n0
]
.
Hence, via the function ϕ, all the presented results related to ω-Z∗-located words
give analogous results for nets indexed by an arbitrary semigroup. For example Theo-
rems 2.1, 2.15 give the following.
Theorem 3.5. Let (S,+) be a commutative semigroup and (yl,n)n∈Z∗ ⊆ S for every
l ∈ Z∗. For every subset {xs : s ∈ S} of a compact metric space (X, d) there exist x0 ∈ X
and, for every n ∈ N, functions sn : {1, . . . , kn} × {1, . . . , k−n} → X with
sn(i, j) =
∑
t∈Cn
ywt,t +
∑
t∈V +n
yi,t +
∑
t∈V −n
y−j,t,
where Cn = C
−
n ∪ C
+
n ⊆ Z
∗ with maxC−n+1 < minC
−
n < maxC
+
n < minC
+
n+1, V
+
n ⊆ N
with maxV +n < minV
+
n+1 and V
−
n ⊆ Z
− with minV −n > maxV
−
n+1, such that
R1-lims∈FS[(sn(in,jn))n∈N] xs = x0 (in particular xsn(in,jn) → x0),
uniformly for every ((in, jn))n∈N ⊆ N× N with 1 ≤ in ≤ kn, 1 ≤ jn ≤ k−n.
Corollary 3.6. Let (S,+) be a commutative semigroup and (yn)n∈Z∗ ⊆ S. For every
subset {xs : s ∈ S} of a compact metric space (X, d) and functions p, q : N→ N there exist
x0 ∈ X and (an)n∈N ⊆ FS[(yn)n∈Z∗ ], (bn)n∈N ⊆ FS[(yn)n∈N] and (cn)n∈N ⊆ FS[(y−n)n∈N]
such that
R1-lims∈FS[(an+p(in)bn+q(jn)cn)n∈N] xs = x0 (in particular xan+p(in)bn+q(jn)cn → x0)
uniformly for every ((in, jn))n∈N ⊆ N× N with 1 ≤ in, jn ≤ n.
Proof. Set yl,n = p(l)yn for every l ∈ N and yl,n = q(−l)yn for every l ∈ Z
− and apply
Theorem 3.5. 
Let (S,+) be a commutative semigroup and (yl,n)n∈Z∗ ⊆ S for every l ∈ Z
∗. We call
a family {T s}s∈S of continuous functions of a topological space X into itself an L˜(Σ, ~k)-
system of S if T ϕ(w1)T ϕ(w2) = T ϕ(w1⋆w2) for w1 <R1 w2 ∈ L˜(Σ,
~k).
Theorem 3.7. Let (S,+) be a commutative semigroup, (yl,n)n∈Z∗ ⊆ S for every l ∈ Z
∗
and {T s1}s∈S, . . . , {T
s
m}s∈S be m L˜(Σ,
~k)-systems of transformations of a compact metric
space X, all contained in a commutative group G of homeomorphisms of X. Then, there
exist x0 ∈ X and, for every n ∈ N, functions sn : {1, . . . , kn} × {1, . . . , k−n} → X with
sn(i, j) =
∑
t∈Cn
ywt,t +
∑
t∈V +n
yi,t +
∑
t∈V −n
y−j,t,
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where Cn = C
−
n ∪ C
+
n ⊆ Z
∗ with maxC−n+1 < minC
−
n < maxC
+
n < minC
+
n+1, V
+
n ⊆ N
with maxV +n < minV
+
n+1 and V
−
n ⊆ Z
− with minV −n > maxV
−
n+1, such that
R1- lims∈FS[(sn(in,jn))n∈N] T
s
i (x0) = x0 for every 1 ≤ i ≤ m,
uniformly for every ((in, jn))n∈N ⊆ N× N with 1 ≤ in ≤ kn, 1 ≤ jn ≤ n.
Moreover, in case (X,G) is minimal, the set of such points x0 is a dense subset of X.
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