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Audenaert and Datta recently introduced a two-parameter family of relative Re´nyi entropies,
known as the α-z-relative Re´nyi entropies. The definition of the α-z-relative Re´nyi entropy unifies
all previously proposed definitions of the quantum Re´nyi divergence of order α under a common
framework. Here we will prove that the α-z-relative Re´nyi entropies are a proper generalization of
the quantum relative entropy by computing the limit of the α-z divergence as α approaches one and
z is an arbitrary function of α. We also show that certain operationally relevant families of Re´nyi
divergences are differentiable at α = 1. Finally, our analysis reveals that the derivative at α = 1
evaluates to half the relative entropy variance, a quantity that has attained operational significance
in second-order quantum hypothesis testing and channel coding for finite block lengths.
I. INTRODUCTION
In classical information theory, the Shannon entropy [1] measures the average information content of
a random variable, while the Kullback-Leibler (KL) divergence [2] (also known as relative entropy) is a
non-symmetric measure of the difference between probability distributions.
From a mathematical perspective, the Shannon entropy [1] is uniquely characterized by a set of axioms,
that is, the Shannon entropy satisfies the axioms, and the only functional on the set of probability
distributions that satisfies the axioms is the Shannon entropy. By relaxing one of the axioms, we obtain
a family of functionals on the set of probability distributions indexed by a parameter α, called the Re´nyi
entropies of order α [3]. In particular, when α tends to 1, we recover our usual notion of the Shannon
entropy [3]. In a similar spirit, we also have that the KL divergence is uniquely characterized by a set of
axioms, and that we may also obtain a family of functions on the set of pairs of probability distributions
indexed by a parameter α, called the Re´nyi divergences of order α [3]. In particular, when α tends to 1,
we recover our usual notion of the KL divergence [3].
The families of Re´nyi entropies of order α and Re´nyi divergences of order α contain several other
entropies and divergences of operational significance, which are used e.g. in cryptography and information
theory. For instance, when α tends to infinity, we obtain the minimum entropy and maximum relative
entropy, where the minimum entropy quantifies how hard it is to guess a random variable. More generally,
the Re´nyi entropies and divergences are a prominent tool in information theory (see, e.g. [4]), and have
an operational interpretation, for example in hypothesis testing or channel coding.
A natural question to ask is if the notion of Re´nyi divergence has a natural extension in the quantum
setting. Indeed, by replacing the notion of probability distributions with the notion of positive semi-
definite operators on a finite-dimensional Hilbert space, we could obtain the quantum counterparts of
Shannon entropy and KL divergence, namely the von Neumann entropy [5], and the quantum relative
entropy [6].
So far, several definitions for the quantum Re´nyi divergences of order α have been proposed. The most
widely used definition is based on Petz’ quasi-entropies (see, e.g. [7]). More recently a different definition
has been proposed independently by Mu¨ller-Lennert et al. [8] and Wilde et al. [9]. Both the initial
and the new definitions have found operational significance in quantum hypothesis testing (see [10] and
references therein). They are related by duality relations for conditional Re´nyi entropies [11]. The new
quantum generalization has also lead to significant progress in determining the strong converse property
of certain quantum channels for classical [9], quantum [12], and entanglement-assisted [13] information
transmission.
The non-uniqueness of the definition is a direct result of the non-commutativity of general quantum
states and it is possible to devise various different generalizations of the classical Re´nyi divergence beyond
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the ones mentioned above. Most recently, a two-parameter family for the quantum Re´nyi divergence,
namely the α-z relative Re´nyi entropies, has been proposed by Audenaert and Datta [14], in the hope that
it could shed some light on the original problem of the definition of the quantum Re´nyi divergence of order
α. In this work we investigate some properties of the general α-z entropies, in particular we establish that
they are continuous and differentiable at α = 1 under some weak conditions. Furthermore, we compute
the derivative at α = 1 and find that it corresponds to the quantum relative information variance that has
recently found operational significance in second-order quantum hypothesis testing [15, 16] and quantum
channel coding [17].
The remainder of this paper is organized as follows. Section II introduces the relevant notation
and definitions of the Re´nyi divergences used in this work. Section III then provides an overview and
discussion of the main technical results. Their proofs are provided in Section IV.
II. NOTATIONS AND PRELIMINARIES
A. Notation
Throughout this paper, let H denote a finite-dimensional Hilbert space, which is a finite-dimensional
vector space over the field of complex numbers, endowed with a complex inner product. Let L(H),
T (H), P(H), and P+(H) denote the set of linear, Hermitian, positive semi-definite, and positive definite
operators on H, respectively. Finally, we use D(H) := {ρ ∈ P(H) : Tr(ρ) = 1} to denote the set of all
density operators on H.
We note that a linear operator ρ ∈ L(H) is Hermitian if and only if it is unitarily diagonalizable,
and its eigenvalues are real. A Hermitian operator ρ ∈ T (H) is positive semi-definite, denoted ρ ≥ 0,
(respectively positive definite, denoted ρ > 0) if and only if its eigenvalues are non-negative (respectively
positive). For all ρ, σ ∈ P(H), we write ρ ≥ σ or σ ≤ ρ if and only if ρ− σ ≥ 0.
For a given ρ ∈ L(H), we denote the kernel and support of ρ by ker ρ and supp ρ, respectively. For a
given ρ ∈ T (H) and v ∈ H, we have v ∈ ker ρ if and only if v is a eigenvector of ρ associated to the zero
eigenvalue. Moreover, H = ker ρ⊕ supp ρ. For any σ, τ ∈ T (H), we use the notation σ ≫ τ to indicate
the fact that kerσ ⊆ ker τ (or equivalently, supp τ ⊆ suppσ), and we use the notation σ ⊥ τ to indicate
that σ and τ are orthogonal to each other. Also, for any ρ ∈ T (H), we denote the projection operator
of ρ onto supp ρ by Πρ. Finally, we denote the Schatten p-norm on L(H), where p ∈ [1,∞], by ‖ · ‖p.
For positive semi-definite operators ρ ∈ P(H), we write ρ−1 for the generalized inverse and log ρ for
the logarithm evaluated on the support of ρ.
B. Classical Divergence
First, let us recall the definition of the KL divergence, which is a non-symmetric measure of the
difference between probability distributions [2]. Let X and Y be random variables with alphabet
{a1, a2, · · · , an}, and let p(ai) and q(ai) denote the probabilities that the outcome ai occurs in X and Y
respectively. The KL divergence of Y from X is defined as
D(X‖Y ) :=
n∑
i=1
p(ai) log
p(ai)
q(ai)
.
In 1961, Re´nyi produced a set of axioms that uniquely characterize the KL divergence. By relaxing
one of the axioms, Re´nyi further characterized a one-parameter family of divergences, generalizing the
KL divergence. The Re´nyi divergence of order α of Y from X , where α ∈ (0, 1)∪ (1,∞), is defined as [3]
Dα(X‖Y ) :=
1
α− 1
log
(
n∑
i=1
p(xi)
αq(xi)
1−α
)
.
It is well known that limα→1Dα(X‖Y ) = D(X‖Y ).
2
C. Quantum Divergences
The Re´nyi divergence has a natural extension to the quantum setting.
Definition 1. Let ρ ∈ D(H), σ ∈ P(H). The quantum Re´nyi divergence of order α, where
α ∈ (0, 1) ∪ (1,∞), of σ from ρ is defined as
Dα(ρ‖σ) :=
{
1
α−1 logTr(ρ
ασ1−α) if σ ≫ ρ, or α < 1 and ρ 6⊥ σ,
∞ otherwise
As we will see, in the limit α → 1 this definition yields the quantum relative entropy, D(ρ‖σ) :=
Tr(ρ(log ρ− log σ)) if σ ≫ ρ.
Mu¨ller-Lennert et al. [8] and independently, Wilde et al. [9], proposed a new definition for the quantum
Re´nyi divergence of order α:1
Definition 2. Let ρ ∈ D(H), σ ∈ P(H). The sandwiched quantum Re´nyi divergence of order α,
where α ∈ (0, 1) ∪ (1,∞), of σ from ρ is defined as
D˜α(ρ‖σ) :=
{
1
α−1 logTr
((
σ
1−α
2α ρσ
1−α
2α
)α)
if σ ≫ ρ, or α < 1 and ρ 6⊥ σ
∞ otherwise
Here, we note that when ρ and σ commute, the two definitions for the quantum Re´nyi divergence of
order α, namely Dα(ρ‖σ) and D˜α(ρ‖σ), coincide.
Note that both proposed definitions for the quantum Re´nyi divergence of order α have found oper-
ational significances, and thus it is not sufficient to consider just a single quantum generalization of
the Re´nyi divergence. Moreover, none of the two generalizations possesses all the desired limits. For
instance, the relative max-, and collision entropies are shown to be not a specialization of Dα(ρ‖σ) for
any value of α [20, 21], while the relative min entropy is shown not to be a specialization of D˜α(ρ‖σ) for
any value of α [22].
Moreover, Mosonyi and Ogawa proposed a piecewise definition for the quantum Re´nyi divergence of
order α, based on its operational interpretation in quantum hypothesis testing [10]:
D¯α(ρ‖σ) :=
{
Dα(ρ‖σ) if α < 1,
D˜α(ρ‖σ) if α > 1
The definition D¯α(ρ‖σ) for the quantum Re´nyi divergence of order α satisfies the data processing
inequality for all admissible values of α [8, 18, 19]. Furthermore, this definition for the quantum Re´nyi
divergence of order α satisfies the axioms proposed by Mu¨ller-Lennert et al. for the quantum Re´nyi
divergence of order α for all α ∈ (0, 1) ∪ (1,∞).
D. α-z relative Re´nyi entropies
More recently, Audenaert and Datta proposed a two-parameter family of α-z relative Re´nyi entropies
[14], and along with the definition, proved some limiting properties of the α-z relative Re´nyi entropies.
The aim of defining a two-parameter family of α-z relative Re´nyi entropies is to unite the different
proposed definitions for the Re´nyi divergences.
Definition 3. Let ρ ∈ D(H), σ ∈ P(H) with σ ≫ ρ. Then for all α ∈ R \ {1} and z ∈ R \ {0}, the α-z
relative Re´nyi entropy of σ from ρ is defined as
Dα,z(ρ‖σ) :=
1
α− 1
logTr
((
σ
1−α
2z ρ
α
z σ
1−α
2z
)z)
.
Hereafter, we will refer the α-z relative Re´nyi entropies as α-z divergences for convenience. For z = 1
and z = α, we see that the quantities D˜α(ρ‖σ) and Dα(ρ‖σ) are specializations of the α-z divergences.
Dα,1(ρ‖σ) = Dα(ρ‖σ) =
1
α− 1
logTr
(
σ1−αρα
)
, and
Dα,α(ρ‖σ) = D˜α(ρ‖σ) =
1
α− 1
logTr
((
σ
1−α
2α ρσ
1−α
2α
)α)
.
1 In the latter paper, the divergence is called “sandwiched Re´nyi relative entropy”.
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III. MAIN RESULTS AND DISCUSSION
Here we present our main results. Their proofs, together with various auxiliary results, are presented
in the following section. Our first result establishes that the α-z divergence is a generalization of the
relative entropy in the following strong sense:
Theorem 4. Let ρ ∈ D(H) and σ ∈ P(H) with σ ≫ ρ. Suppose J is an open interval containing 1, and
g : J → R is a continuously differentiable function with g(1) 6= 0. Then,
lim
α→1
Dα,g(α)(ρ‖σ) = D(ρ‖σ) = Tr(ρ(log ρ− log σ)).
Henceforth, we define D1,z(ρ‖σ) := limα→1Dα,z(ρ‖σ) = D(ρ‖σ) for all z 6= 0. In particular, our proof
generalizes the arguments in [8, 9] which established that limα→1 D˜α(ρ‖σ) = D(ρ‖σ). We also remark
that we have
lim
α→1
lim
z→∞
Dα,z(ρ‖σ) = D(ρ‖σ) = Tr(ρ(log ρ− log σ))
in general, where this limit has been proved by Audenaert and Datta [14]. Finally, we note that the
condition g(1) 6= 0 is crucial in proving that
lim
α→1
Dα,g(α)(ρ‖σ) = D(ρ‖σ) = Tr(ρ(log ρ− log σ)).
Indeed, the limit is not reproduced in general when g(1) = 0 (see [14, Theorem 2] for further details).
Our second main result establishes both α 7→ Dα(ρ‖σ) and α 7→ D˜α(ρ‖σ) are continuously differen-
tiable at α = 1. Moreover, their derivatives agree and are proportional to the relative entropy variance.
Theorem 5. Let ρ ∈ D(H) and σ ∈ P(H) with σ ≫ ρ. Then Dα,1(ρ‖σ) and Dα,α(ρ‖σ) are differentiable
at α = 1, and we have
d
dα
Dα,1(ρ‖σ)
∣∣∣∣
α=1
=
d
dα
Dα,α(ρ‖σ)
∣∣∣∣
α=1
=
1
2
V (ρ‖σ), where
V (ρ‖σ) := Tr
(
ρ(log ρ− log σ)2
)
− (Tr (ρ(log ρ− log σ)))2
is the relative entropy variance [15, 16].
The second result thus in particular establishes that the piecewise definition of Mosonyi and Ogawa,
D¯α(ρ‖σ), is continuously differentiable in α. An interesting question to ask is if the function α 7→ D¯α(ρ‖σ)
is in fact smooth. However, the answer to this question is negative in general. In particular, the second
derivative of D¯α(ρ‖σ) need not exist at α = 1 in general.
Let us consider the following example.
Example 1. Let ρ = 12
(
1 1
1 1
)
and σ =
(
p 0
0 1 − p
)
, where p ∈ (0, 1) \
{
1
2
}
. Then,
Dα,z(ρ‖σ) =
z
α− 1
log
p
1−α
z + (1 − p)
1−α
z
2
.
From here, we verify via l’Hoˆpital’s rule that
d2
dα2
Dα,1(ρ‖σ)
∣∣∣∣
α=1
= 0, and
d2
dα2
Dα,α(ρ‖σ)
∣∣∣∣
α=1
= −
1
4
(log p− log(1− p))2.
As the two quantities are different from each other, this shows that the second derivative of D¯α(ρ‖σ)
does not exist at α = 1.
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IV. PROOFS
A. Partial Derivative of the α-z Divergence with Respect to z
It is generally well known that the functions α 7→ Dα(ρ‖σ) and α 7→ D˜α(ρ‖σ) are monotonically
increasing [8, 21]. A natural question to ask then is whether if the α-z divergences are monotone
with respect to α or z. The following follows by a simple application of the Araki-Lieb-Thirring trace
inequality [23, 24].
Proposition 6. Let ρ ∈ D(H), σ ∈ P(H) with σ ≫ ρ, and let α ∈ R\{1} and z > 0. Then, the function
z 7→ Dα,z(ρ‖σ) is monotonically decreasing if α > 1, and monotonically increasing if α < 1.
In general, we remark that proving monotonicity properties for the α-z divergences with respect to α
is much harder than proving monotonicity properties for the α-z divergences with respect to z. However,
numerical results lead us to conjecture that the α-z divergence is monotone with respect to α for a fixed
z. Nevertheless, we shall prove some local monotonicity properties for the α-z divergences with respect
to α at α = 1 in the following subsections.
B. Continuity of α-z Divergence as α → 1
The main purpose of this section is to prove Theorem 4. We will need the following technical ingredient.
The proof follows from standard arguments (see, e.g., [25, Lemma III.1]). It is omitted here to streamline
the presentation.
Lemma 7. Let J be an open interval in R, and let F : J → P+(H) be a continuously differentiable
function. Then, for all z ∈ R, the function x 7→ Tr(F (x)z) is differentiable, and
d
dx
Tr(F (x)z) = Tr(z(F (x))z−1F ′(x)).
Furthermore, the function x 7→ Tr(F (x)x) is continuously differentiable, and
d
dx
Tr(F (x)x) = Tr(F (x)x logF (x) + xF ′(x)F (x)x−1).
As an immediate consequence of the latter statement, we find the following:
Proposition 8. For all ρ ∈ D(H) and σ ∈ P(H) with σ ≫ ρ, and z ∈ R \ {0}, we have
lim
α→1
∂
∂z
Tr
(
σ
1−α
2z ρ
α
z σ
1−α
2z
)z
= 0.
Proof. Note that the function F : z 7→ σ
1−α
2z ρ
α
z σ
1−α
2z is continuously differentiable. Indeed, we have
F ′(z) = −
1− α
2z2
σ
1−α
2z (log σ)ρ
α
z σ
1−α
2z
−
α
z2
σ
1−α
2z (log ρ)ρ
α
z σ
1−α
2z −
1− α
2z2
σ
1−α
2z ρ
α
z σ
1−α
2z (log σ),
which is continuously differentiable in α. Hence, at α = 1, we have F (z) = ρ
1
z and F ′(z) = − 1
z2
ρ
1
z log ρ.
Thus, Lemma 7 yields
∂
∂z
Tr (F (z)z) = Tr
(
ρ log ρ
1
z − z
(
1
z2
ρ
1
z log ρ
)
ρ
z−1
z
)
= Tr
(
ρ log ρ
1
z −
1
z
ρ log ρ
)
= 0.
Now, we are ready to prove the following special case of Theorem 4:
5
Proposition 9. Let us fix a ρ ∈ D(H) and σ ∈ P(H) with σ ≫ ρ. Then for all z 6= 0, we have
limα→1Dα,z(ρ‖σ) = D(ρ‖σ).
Proof. Let us define F (α) = σ
1−α
2z ρ
α
z σ
1−α
2z . By Lemma 7, the function f : α 7→ Tr(F (α)z) is differentiable
at α = 1 with derivative Tr(z(F (1))z−1F ′(1)). Now, by l’Hoˆpital’s rule, we have
lim
α→1
Dα,z(ρ‖σ) = lim
α→1
log f(α)
α− 1
= lim
α→1
f ′(α)
f(α)
= f ′(1),
and it remains to compute f ′(1). We have
F ′(1) =
1
z
(
−
1
2
(log σ)ρ
1
z + (log ρ)ρ
1
z −
1
2
ρ
1
z log σ
)
.
Hence, Lemma 7 yields
f ′(1) = Tr(z(F (1))z−1F ′(1))
= Tr
(
ρ
z−1
z
(
−
1
2
(log σ)ρ
1
z + (log ρ)ρ
1
z −
1
2
ρ
1
z log σ
))
,
and the latter term evaluates to Tr(ρ(log ρ− log σ)), concluding the proof.
We are now ready to prove Theorem 4.
Theorem 4. Since g(1) 6= 0, we may assume that g(x) 6= 0 for all x ∈ J , shrinking J if necessary. As
usual, define F (α, z) = σ
1−α
2z ρ
α
z σ
1−α
2z , and, moreover, H(α) = F (α, g(α))g(α). Then,
H ′(α) =
∂
∂α
F (α, z)z + g′(α)
∂
∂z
F (α, z)z
∣∣∣∣
z=g(α)
,
which implies that H is continuously differentiable. By employing a similar argument as in Proposition
9, we find
lim
α→1
Dα,g(α)(ρ‖σ) = lim
α→1
Tr(H ′(α))
= lim
α→1
Tr
(
∂
∂α
F (α, z)z + g′(α)
∂
∂z
F (α, z)z
∣∣∣∣
z=g(α)
)
= lim
α→1
∂
∂α
Tr (F (α, z)z) + g′(1) lim
α→1
∂
∂z
Tr (F (α, z)z)
∣∣∣∣
z=g(α)
= D(ρ‖σ),
where we employed Proposition 8 in the last step.
C. Differentiability of α-z Divergence as α → 1
The main purpose of this section is to prove Theorem 5, which follows from the following two propo-
sitions.
Proposition 10. Let ρ ∈ D(H) and σ ∈ P(H) with σ ≫ ρ. Then Dα,1(ρ‖σ) is differentiable at α = 1,
and we have
d
dα
Dα,1(ρ‖σ)
∣∣∣∣
α=1
=
V (ρ‖σ)
2
.
Proof. Let us define f(α) = Tr
(
σ
1−α
2 ρασ
1−α
2
)
= Tr
(
ρασ1−α
)
for all α ∈ R. Then it is easy to see
that f is non-zero and infinitely differentiable everywhere on R. This implies that the derivative of
Dα,1(ρ‖σ) =
log f(α)
α−1 exists for all α ∈ R \ {1}, and is equal to
d
dα
Dα,1(ρ‖σ) =
(α− 1) ddα (log f(α))− log f(α)
(α− 1)2
.
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By l’Hoˆpital’s rule, it suffices to show that limα→1
d
dαDα,1(ρ‖σ) exists, and is equal to
1
2V (ρ‖σ). First,
since limα→1 log f(α) = log f(1) = logTr(ρ) = 0, and limα→1
d
dα (log f(α)) exists, we have
lim
α→1
[
(α− 1)
d
dα
(log f(α))− log f(α)
]
= 0.
Furthermore, we find that
d
dα
(
(α − 1)
d
dα
(log f(α)) − log f(α)
)
=
d
dα
(log f(α)) + (α− 1)
d2
d2α
(log f(α)) −
d
dα
(log f(α))
= (α− 1)
d2
d2α
(log f(α)).
This implies that
d
dα
Dα,1(ρ‖σ)
∣∣∣∣
α=1
= lim
α→1
(α− 1) d
dα
(log f(α)) − log f(α)
(α− 1)2
= lim
α→1
d
dα
(
(α− 1) ddα (log f(α))− log f(α)
)
d
dα ((α− 1)
2)
= lim
α→1
1
2
d2
d2α
(log f(α)) .
Hence, we find
d
dα
Dα,1(ρ‖σ)
∣∣∣∣
α=1
=
f(1)f ′′(1)− (f ′(1))2
2(f(1))2
=
f ′′(1)− (f ′(1))2
2
.
Now, we note that f ′(α) = Tr
(
ρασ1−α(log ρ− log σ)
)
, and
f ′′(α) = Tr
(
ρα log(ρ)σ1−α(log ρ− log σ)− ρα log(σ)σ1−α
)
= Tr
(
ρα(log ρ− log σ)σ1−α(log ρ− log σ)
)
.
This implies that f ′(1) = Tr (ρ(log ρ− log σ)) and f ′′(1) = Tr
(
ρ(log ρ− log σ)2
)
, concluding the proof.
Proposition 11. Let ρ ∈ D(H) and σ ∈ P(H) with σ ≫ ρ. Then Dα,α(ρ‖σ) is differentiable at α = 1,
and we have
d
dα
Dα,α(ρ‖σ)
∣∣∣∣
α=1
=
V (ρ‖σ)
2
.
Proof. Let us constrain ourselves to the line α = z. Then we have
d
dα
Dα,α(ρ‖σ) =
∂
∂α
Dα,z(ρ‖σ) +
dz
dα
∂
∂z
Dα,z(ρ‖σ)
=
∂
∂α
Dα,z(ρ‖σ) +
∂
∂z
Dα,z(ρ‖σ).
The desired then follows since at α = z = 1, we have
∂
∂α
Dα,z(ρ‖σ) =
∂
∂α
Dα,1(ρ‖σ)
=
Tr
(
ρ(log ρ− log σ)2
)
− (Tr (ρ(log ρ− log σ)))2
2
,
and ∂
∂z
Dα,z(ρ‖σ) =
∂
∂z
D1,z(ρ‖σ) = 0.
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