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Existence for coupled pseudomonotone–strongly
monotone systems and application to a Cahn–Hilliard
model with elasticity
D. Wegner∗
Abstract
A system of two operator equations is considered – one of pseudomonotone type
and the other of strongly monotone type – both being strongly coupled. Conditions are
given that allow to reduce the solvability of this system to a single operator equation
for a pseudomonotone mapping. This result is applied to a coupled system consisting
of a parabolic equation of forth order in space of Cahn–Hilliard type and a nonlinear
elliptic equation of second order to a quasi-steady mechanical equilibrium. Using an
appropriate notation of weak solutions and a framework for evolution equations devel-
oped by Gro¨ger [10], the system is reduced to a single parabolic operator equation and
the existence of solutions are shown under restrictions on the strength of the coupling.
1 Introduction
In this paper the pseudomonotonicity of special compositions of nonlinear operators is shown.
More specifically, we consider the system
A(x, y) = x∗0,
B(x, y) = y∗0
for operators A : X × Y → X∗ and B : X × Y → Y ∗ on reflexive Banach spaces X and Y .
Assume that for every x ∈ X the mapping Bx := B(x, . ) : Y → Y ∗ is uniquely invertible
and define Rx := Bx−1(y∗0). Then the given system is solvable if and only if A(x,Rx) = x
∗
0
admits a solution.
We provide sufficient conditions that ensure the pseudomonotonicity of the mapping Sx :=
A(x,Rx). Then existence results for this system can be obtained from classical theory
of pseudomonotone operators. To this end, we introduce the subclass of semimonotone
operators (which is a variant of a respective subclass of pseudomonotone operators considered
in [2, 13, 14, 19]). The operators of this subclass enjoy a mixture of monotonicity and of
compactness properties. This can be seen as a generalization of those differential operators
that are monotone in the highest order terms and compact in the terms of lower order.
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2 1 INTRODUCTION
The conditions we presume in order to prove the pseudomonotonicity of S consist of the
strong monotonicity of B in y, the semimonotonicity of A in x, and further assumptions
on the coupling of both equations of the system. The latter include respective Lipschitz
conditions. Furthermore, we require that when splitting A into a monotone and a compact
part the composition operator S still inherits the monotonicity property of A. This leads to
a restriction on the influence both parts of the system may exert on each other and is given
as a condition on the Lipschitz and strong monotonicity constants.
In our application this reduction technique is applied to a model of phase-separation in a
binary mixture incorporating elastic effects. To be more specific, we consider on a time
interval T and on a domain Ω, with ΓD and ΓN being disjoint parts of the boundary, the
following parabolic equation of forth order in space of Cahn–Hilliard type coupled to an
elliptic equation accounting for elastic effect given by
∂tu− div(M∇(µ∂tu+ w)) = 0 on T × Ω,
w = ϕ′(u)− div(b1(u,∇u, e)) + b2(u,∇u, e) on T × Ω,
div b0(u,∇u, e) = 0, e = ǫ(u) := 12(Du+Dut) on T × Ω,
together with the boundary and initial conditions
M∇(µ∂tu+ w) · ~n = 0, b1(u,∇u, e) · ~n = 0 on T × ∂Ω,
b0(u,∇u, e)~n = 0 on T × ΓN ,
u = 0 on T × ΓD,
u(0) = u0 on Ω.
These equations model the mass balance for the concentration u of one of the components, the
related chemical potential w, and a quasi-steady mechanical equilibrium, respectively, with
b0 being the stress tensor which depends in a nonlinear way on u, ∇u and on the linearized
strain tensor e. The latter is given as the symmetric part of the derivative of the displacement
u. Furthermore, M is the (constant) mobility matrix, the functions b1 and b2 together with
convex functional ϕ determine the chemical potential w and thus model the behavior of the
material. Note that b0, b1 and b2 may explicitly depend on (t, x) ∈ T ×Ω, which is suppressed
in the notation to enhance the readability. The constant µ is non-negative. If it is strictly
positive, then the model includes additional contributions to the diffusion flux resulting from
the concept of microforces, cf. Fried, Gurtin [4, 5] and Gurtin [11].
We prove the existence of solutions in an appropriate weak sense. For this purpose, we make
use of a general framework for evolution equations by Gro¨ger [10], which allows to include
suitable (possibly degenerate) linear operators inside the time derivative. Then, using our
general result the coupled system can be reduced to a single parabolic operator equation
involving a pseudomonotone operator. To this end, we have to ensure the aforementioned
assumptions on the coupling. This is done with the help of result on W 1,p regularity for
some p > 2 for the solution u to the mechanical equilibrium.
For different models of Cahn–Hilliard type for phase separation coupled to elastic effects and
related existence existence result exemplarily we refer to [1, 7, 15]. In [17] the elastic effects
are not assumed to be quasi-steady. This leads to a coupled system of parabolic-hyperbolic
type. A model which incorporates a damage process was considered in [12].
3The remainder of this paper is organized as follows: In Section 2 we introduce our notion of
semimonotone operators and show that they form a subclass of all pseudomonotone map-
pings. Further, we provide conditions on A and B such that S is semimonotone. Section 3
gives a short introduction into the approach to evolution equations developed by Gro¨ger [10]
and states a corresponding existence result. In Section 4 the results of the preceding sec-
tions are applied to the model above of phase-separation with elastic effects. We introduce
an appropriate notion of weak solutions and give conditions on the functions b0, b1, b2 and ϕ
that are used in order to prove the existence of solutions.
2 Semimonotone operators
This section introduces the class semimonotone operators and shows that it is a subset of
all pseudomonotone operators. Conditions are given that ensure the composition of two
operators with special properties to be semimonotone. In Section 4 we use this result to
reformulate an elliptic-parabolic system as a single evolution equation of pseudomonotone
type. For this equation we derive an existence result from the classical theory of pseu-
domonotone operators.
Before starting with our analysis, let us fix some notations. For a Banach space X , we denote
by || .||X its norm, its dual space by X∗ and with 〈., .〉X : X∗ ×X → R its dual pairing. In
this paper, we will only consider real Banach space. Xω indicates the spaces X equipped
with its weak topology. If it is clear from the context, we simply write || .|| and 〈., .〉 for
|| .||X and 〈., .〉X , respectively. Moreover, the (in general multi-valued) duality mapping of
X is given by JX ⊂ X ×X∗. Here and below, we identify mappings with their graphs and,
occasionally, singletons {x} with x itself. For a Hilbert space H we denote by (.|.)H its
inner product. Then JH coincides with the canonical isomorphism from H onto H
∗ given
by Riesz’s theorem. The identity mapping of set M regarded as an operator from M into
some superset M ′ ⊃ M is written as IdM→M ′. Finally, for sets M1,M2,M3, x ∈ M1 and
F :M1 ×M2 →M3 we write Fx :M2 →M3 for the mapping M2 ∋ y 7→ F (x, y).
Now, let X and Y be real, reflexive Banach spaces. We start by recalling the definition of
pseudomonotone operators.
Definition 2.1 (T–pas, pseudomonotone operators) Let T : X → X∗ be an operator. A
sequence (xn)n∈N in X will be called a T–pas if (xn) converges weakly in X to an element
x ∈ X and it holds
lim
n→∞
〈Txn ,xn − x〉 ≤ 0.
Furthermore, T is said to be pseudomonotone if for every T–pas (xn)n∈N converging weakly
to x ∈ X,
〈Tx,x− v〉 ≤ lim
n→∞
〈Txn , xn − v〉
holds for every v ∈ X.
Our notational shortcut of a T–pas stands for a ’pseudomonotonously active sequence’.
The definition of pseudomonotonicity follows Zeidler [19]. Note that the original definition
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of Bre`zis involves nets instead of sequences and requires the operator to satisfy a certain
boundedness condition.
Remark 2.2 If T : X → X∗ is pseudomonotone and if (xn) is T–pas with limit x, then by
choosing v = x we obtain limn 〈Txn ,xn − x〉 ≥ 0 and hence limn 〈Txn ,xn − x〉 = 0.
Definition 2.3 For arbitrary vector spaces U and V , u0 ∈ U and for any multi-valued
operator T ⊂ U × V the translation Tu0T ⊂ U × V of T is given by (Tu0T )u := Tu0Tu :=
T (u− u0) for u ∈ U .
An important consequence of the class of pseudomonotone operators is its closedness under
summation and translation.
Proposition 2.4 If x0 ∈ X and if the operators T, T1, T2 : X → X∗ are pseudomonotone,
so are T1 + T2 and Tx0T .
Proof. For the pseudomonotonicity of T1+T2 see [19], Prop 27.6, p. 586. Let (xn) a Tx0T–pas
with weak limit x and v be arbitrary. Then yn := xn − x0 is a T–pas with limit y := x− x0
and by the pseudomonotonicity of T1 we get for u := v − x0 that
〈Tx0Tx,x− v〉 = 〈Ty ,y − u〉 ≤ lim
n→∞
〈Tyn , yn − u〉 = lim
n→∞
〈Tx0Txn , xn − v〉
which finishes the proof. 
Definition 2.5 Let L : D(L) → X∗ be a linear, closed operator with domain D(X) dense
in X. We set Z := D(L) and equip its with the graph norm of L, i.e.
||x||Z := (||x||2X + ||Lx||2X∗)1/2.
An operator T : X → X∗ is said to be pseudomonotone with respect to L, if I∗TI : Z → Z∗
is pseudomonotone, whereas I := IdZ→X is the identity regarded as a mapping from Z into
X.
T : X → X∗ is called radially continuous in x ∈ X if the mapping t 7→ 〈T (x+ tv) , v〉 from
R into itself is continuous in t = 0 for every v ∈ X. Finally, we call T : X → X∗ coercive
with respect to x0 ∈ X if
lim
||x ||→∞
〈Tx,x− x0 〉 = 0.
Pseudomonotone operators occurring in PDEs often have a special structure: a monotone
part (usually terms of highest order) together with a compact perturbation (lower order
terms). The following notion generalizes this behavior.
5Definition 2.6 (Semimonotone operators) We call an operator T : X → X∗ semimonotone
if T has the form Tx = T˜ (x, x) for a mapping T˜ : X → X∗ satisfying the conditions:
(S1)
〈
T˜ (x, x)− T˜ (y, x) , x− y〉 ≥ 0 ∀x, y ∈ X,
(S2) yn⇀y is a T–pas =⇒ T˜ (x, yn)⇀T˜ (x, y) ∀x ∈ X,
(S3) yn⇀y is a T–pas =⇒
〈
T˜ (x, yn) , yn − y
〉→ 0 ∀x ∈ X,
(S4) x 7→ T˜ (x, y) is radially continuous in the point x = y ∀y ∈ X.
In this case, T˜ is called a semimonotone representative of T .
Remark 2.7 Different authors denote different classes of operators as being semimonotone.
Deimling [2], Zeidler [19] and Hu/Papageorgiou [13] use definitions which are more restric-
tive than 2.6 as well as Lions [14] and his operators of ’variational type’. We use Definition
2.6 instead, since it is more simple and more general, but nevertheless collects all the prop-
erties we need.
The following proposition shows that semimonotone operators are indeed pseudomonotone.
Proposition 2.8 If T : X → X∗ is a semimonotone operator, then T is pseudomonotone.
Proof. Let (xn) be a T–pas with xn⇀x, v ∈ X and T˜ be a semimonotone representative of
T . We put wt := x+ t(v − x) for 0 < t ≤ 1. The monotonicity condition (S1) applied to xn
and wt implies 〈
T˜ (xn, xn)− T˜ (wt, xn) , xn − x+ x− wt
〉 ≥ 0.
With x− wt = t(x− v), this can be rewritten as
t 〈Txn ,x− v〉 ≥ − 〈Txn , xn − x〉 +
〈
T˜ (wt, xn) ,xn − x
〉
+ t
〈
T˜ (wt, xn) ,x− v
〉
.
Passing to the limit inferior on both sides and using (S2), (S3) and the fact that (xn) is a
T–pas, we end up with
t lim
n→∞
〈Txn , x− v〉 ≥ t
〈
T˜ (wt, x) , x− v
〉
.
Now we divide by t and pass with t→ 0 to the limit in order to obtain limn 〈Txn ,x− v〉 ≥
〈Tx,x−v〉 by the radial continuity (S4). This inequality together with limn 〈Txn , xn−x〉 =
0 (cf. Remark 2.2) yields
lim
n→∞
〈Txn ,xn − v〉 ≥ lim
n→∞
〈Txn ,xn − x〉 + lim
n→∞
〈Txn , x− v〉 ≥ 〈Tx,x− v〉 .
This proves the pseudomonotonicity of T . 
In order to study systems, we consider the following continuity property.
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Definition 2.9 (Sequential solutional continuity) Suppose that X and Z are two topological
spaces, Y is an arbitrary set and that T : X × Y → Z. We say that T is sequentially
solutionally continuous in x ∈ X and z ∈ Z if the equation T (x, y) = z has a unique
solution y ∈ Y , and if for every sequence (xn)n∈N converging to x in X holds
T (xn, y) → z in Z.
Furthermore, T is said to be sequentially solutionally continuous in z ∈ Z if T is so in x
and z for every x ∈ X.
Next, assumptions are given that guarantee the pseudomonotonicity of the operator S from
the introduction. We suppose the uniformly strong monotonicity and the sequential solu-
tional continuity of B˜ as well as Lipschitz conditions. The assumptions (A3.2) and (A3.3)
can be seen as a counterpart to conditions (S2)–(S4) used in the definition of semimonotone
operators.
Definition 2.10 (Assumptions (A1), (A2) and (A3)) We say the (A1) is fulfilled if the fol-
lowing conditions are met:
(A1.1) X, Y are real, reflexive Banach spaces and and y∗0 ∈ Y ∗,
(A1.2) A : X × Y → X∗ and B : X × Y → Y ∗ together with A˜ : X ×X × Y → X∗ and
B˜ : X × X × Y → Y ∗ are mappings such that A(x, y) = A˜(x, x, y), B(x, y) =
B˜(x, x, y) for all (x, y) ∈ X × Y .
(A1.3) The mapping y 7→ B˜(x1, x2, y) from Y into Y ∗ is strongly monotone uniformly in
(x1, x2) ∈ X ×X, i.e. there exists an αB > 0 such that〈
B˜(x1, x2, y1)− B˜(x1, x2, y2) , y1 − y2
〉
Y ≥ αB ||y1 − y2 ||2Y
for all x1, x2 ∈ X and y1, y2 ∈ Y . Furthermore, y 7→ B˜(x1, x2, y) is radially
continuous for every tuple (x1, x2) ∈ X ×X.
If furthermore there are constants βA, βB ≥ 0 and αA > 0 such that
(A2.1)
〈
A˜(x1, x2, y)− A˜(x2, x2, y) , x1 − x2
〉
X ≥ αA ||x1 − x2 ||2X,
(A2.2) || A˜(x1, x2, y1)− A˜(x1, x2, y2) ||X∗ ≤ βA ||y1 − y2 ||Y ,
(A2.3) || B˜(x1, x2, y)− B˜(x2, x2, y) ||Y ∗ ≤ βB ||x1 − x2 ||X
hold for all x1, x2 ∈ X and y ∈ Y , then we say that (A2) is satisfied. Finally, (A3) is fulfill
if (A2) and the following conditions are satisfied
(A3.1) the mapping (x, y) 7→ B˜(x0, x, y) from Xω × Y into Y ∗
is sequentially solutionally continuous in x = x0 and y
∗
0 ∀x0 ∈ X,
(A3.2) if xn⇀x, yn→ y and lim
n→∞
〈
A˜(x, xn, yn) ,xn − x
〉
X ≤ 0
then it holds A˜(x0, xn, yn) ⇀ A˜(x0, x, y)
and
〈
A˜(x0, xn, yn) ,xn − x
〉
X → 0 ∀x0 ∈ X,
(A3.3) the mapping x 7→ A˜(x, x0, y) is radially continuous in x0 ∀x0 ∈ X, y ∈ Y,
(A3.4) αA αB ≥ βA βB
for all sequences (xn)n∈N in X and (yn)n∈N in Y .
7Particularly, for every y ∈ Y the mapping x 7→ A(x, y) is semimonotone. Moreover, since
B˜(x1,x2) : Y → Y ∗ is strongly monotone and radially continuous, the equation B˜(x1,x2)y = y∗0
has a unique solution y ∈ Y for every x1, x2 ∈ X . The corresponding solution operator and
its composition with A˜ are denoted by R˜ and S˜, respectively.
Definition 2.11 (Operators R˜ and S˜) Assume (A1) and x1, x2 ∈ X. The bijectivity of
B˜(x1,x2) allows us to define the operators R˜ and S˜ on X ×X into Y respectively X∗ as
R˜ : X ×X → Y, R˜(x1, x2) := B˜ −1(x1,y2) (y∗0).
S˜ : X ×X → X∗, S˜(x1, x2) := A˜(x1, x2, R˜(x1, x2)).
The following lemma provides simple Lipschitz and monotonicity properties of R˜ and S˜.
Lemma 2.12 If the (A1) is fulfilled, then
||R˜z1 − R˜z2 ||Y ≤ 1
αB
||B˜(z, R˜z1)− B˜(z, R˜z2) ||Y ∗
holds for pairs z, z1, z2 ∈ X ×X. If (A2) is satisfied, then for all x1, x2 ∈ X
||R˜(x1, x2)− R˜(x2, x2) ||Y ≤ βB
αB
||x1 − x2 ||X ,
〈
S˜(x1, x2)− S˜(x2, x2) , x1 − x2
〉
X ≥
αAαB − βAβB
αB
||x1 − x2 ||2X .
Proof. For z, z1, z2 ∈ X ×X (A1.3) implies
||R˜z1 − R˜z2 ||2Y ≤
1
αB
〈
B˜(z, R˜z1)− B˜(z, R˜z2) , R˜z1 − R˜z2
〉
Y
≤ 1
αB
||B˜(z, R˜z1)− B˜(z, R˜z2) ||Y ∗ ||R˜z1 − R˜z2 ||Y
and hence the first inequality. Assuming (A2) and x1, x2 ∈ X and with zi := (xi, x2), from
the definition of R˜ we have B˜(zi, R˜zi) = y
∗
0 and therefore by the first inequality that
||R˜z1 − R˜z2 ||Y ≤ 1
αB
|| B˜(z2, R˜z2)− B˜(z1, R˜z2) ||Y ∗ ≤ βB
αB
||x1 − x2 ||X,
which is the second inequality. Together with (A2.1) and (A2.2), this yields the estimation〈
S˜(x1, x2)− S˜(x2, x2) , x1 − x2
〉
X
=
〈
A˜(x1, x2, R˜(x1, x2))− A˜(x2, x2, R˜(x1, x2)) , x1 − x2
〉
Y
+
〈
A˜(x2, x2, R˜(x1, x2))− A˜(x2, x2, R˜(x2, x2)) , x1 − x2
〉
Y
≥ αA ||x1 − x2 ||2X − βA ||R˜(x1, x2)− R˜(x2, x2) ||Y ||x1 − x2 ||X
≥ αAαB − βAβB
αB
||x1 − x2 ||2X ,
and finishes the proof. 
The following lemma is crucial in order to prove the pseudomonotonicity of B˜.
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Lemma 2.13 Suppose (A1), x0 ∈ X and that XT denotes X equipped with some topology
T . If the mapping B˜x0 : XT × Y → Y ∗ is sequentially solutionally continuous in x0 and y∗0,
then R˜x0 : XT → Y is continuous in x0.
Proof. Let (xn)n∈N be a sequence in X converging to x0 with respect to XT . Lemma 2.12
provides the estimation
||R˜(x0, xn)− R˜(x0, x0) ||Y ≤ 1
αB
|| B˜(x0, xn, R˜(x0, xn))− B˜(x0, xn, R˜(x0, x0)) ||Y ∗
for all n ∈ N. Furthermore, B˜(x0, xn, R˜(x0, xn)) = y∗0 = B˜(x0, x0, R˜(x0, x0)) from the
definition of R˜. Hence, the sequential solutional continuity of B˜ implies that R˜(x0, xn)
converges strongly to R˜(x0, x0) in Y . 
The next theorem provides the semimonotonicity and hence the pseudomonotonicity of S.
Theorem 2.14 (Semimonotone Reduction) Suppose (A3) and y∗0 ∈ X∗, and let F be the
mapping (A,B) : X × Y → X∗× Y ∗. Then the operators R and S of Definition 2.11 satisfy
the following statements:
i) F (x, y) = (x∗0, y
∗
0) ⇐⇒ y = Rx and Sx = x∗0,
ii) S : X → X∗ is semimonotone with the semimonotone representative S˜ : X ×X → X∗.
Proof. Part i) follows from (A1). To prove ii) we show that the operator S˜ satisfies the
conditions (S1)–(S4).
The condition (S1) immediately follows from Lemma 2.12 combined with condition (A3.4).
To show (S2) and (S3), let us consider an S–pas (xn)n∈N which weakly converges to x ∈ X .
The monotonicity property (S1) of S˜ yields〈
S˜(x, xn) , xn − x
〉
X ≤
〈
S˜(xn, xn) , xn − x
〉
X = 〈Sxn , xn − x〉X . (1)
Passing to the limit superior on both sides and using the S–pas property of (xn) shows
lim
n→∞
〈
A˜(x, xn, R˜(x, xn) , xn − x
〉
X = limn→∞
〈
S˜(x, xn) , xn − x
〉
X ≤ 0.
The sequential solutional continuity (A3.1) together with Proposition 2.13 yields
R˜(x, xn)−→ R˜(x, x) in Y. (2)
Thus, we can apply (A3.2) in order to obtain
S˜(x, xn) = A˜(x, xn, R˜(x, xn))−⇀A˜(x, x, R˜(x, x)) = S˜(x, x),
lim
n→∞
〈
S˜(x, xn) , xn − x
〉
X = limn→∞
〈
A˜(x, xn, R(x, xn) , xn − x
〉
X = 0. (3)
These are the properties (S2) and (S3). Finally, it is easy to check that the radial continuity
(A3.3) in combination with the Lipschitz properties (A2.2) and (2) imply that the mapping
x 7→ S˜(x, x0) = A˜(x, x0, R˜(x, x0))
is radially continuous in x0 ∈ X . This shows (S4) and therefore completes the proof. 
9Remark 2.15 Assume αAαB > βAβB. Then, by Lemma 2.12 the operator S˜ satisfies a
strong monotonicity condition in the first argument. Hence, (1) can be strengthened to〈
S˜(x, xn) ,xn − x
〉
X + c ||xn − x||2X ≤ 〈Sxn ,xn − x〉X
with c := 1
αB
(αAαB − βAβB) > 0. This together with the S–pas condition on (xn) and
the convergence
〈
A˜(x0, xn, yn) , xn − x
〉
X→ 0 from (A3.2) shows that (xn) even converges
strongly to x. Consequently, if αAαB > βAβB, we can relax (A3) by requiring the desired
convergence properties in (A3.2) only if xn→ x, yn→ y and lim
n→∞
〈
A˜(x, xn, yn) , xn−x
〉
X ≤ 0.
The final proposition of this section ensures the demicontinuity of S.
Proposition 2.16 Assume (A2) and suppose for every x0 ∈ X and y ∈ Y that
x 7→ R˜(x0, x) is continuous,
x 7→ A(x, y) is demicontinuous.
Then S : X → X∗ is demicontinuous.
Proof. Assume that xn→x. Lemma 2.12 and the continuity of R imply
lim
n→∞
||Rxn − Rx||X
≤ lim
n→∞
||R˜(xn, xn)− R˜(x, xn) ||X + lim
n→∞
||R˜(x, xn)− R˜(x, x) ||X
= 0.
Thus, condition (A2.2) in combination with the demicontinuity of A yields
lim
n→∞
〈Sxn − Sx,v〉X
= lim
n→∞
〈
A(xn, Rxn)− A(xn, Rx) , v
〉
X + limn→∞
〈
A(xn, Rx)− A(x,Rx) , v
〉
X
= 0
for every v ∈ X . This finishes the proof. 
Remark 2.17 The continuity assumption on R˜ is fulfilled, for instance, if (A3.1) holds (cf.
Lemma 2.13). Moreover, if A is continuous in the first argument, then S is continuous.
3 Abstract evolution equations
Before turning to a special application of Theorem 2.14 in the next section, we present
some elements of the framework of Gro¨ger [10] for evolution equations allowing to include
compositions with certain linear operators under the time derivative. Well-known embedding
theorems and results on existence, uniqueness or the continuous dependence on the data hold
also within this framework. For further details and proofs we refer to [8, 10, 18].
Throughout this section we suppose the following.
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Assumption 3.1 Let V be a reflexive Banach space such that V and V ∗ are strictly convex,
H a Hilbert space and K ∈ L(V ;H) be an operator having dense image K(V ) in H. The
operator E ∈ L(V ;V ∗) is given by E := K∗JHK (JH is the duality mapping of H). Moreover,
suppose that T = ]0, T [ with T > 0 and 1 < p, p′ <∞ with 1
p
+ 1
p′
= 1 and p ≥ 2.
Remark 3.2
1. The operator E ∈ L(V ;V ∗) is positive and symmetric (i.e. 〈Eu,u〉 ≥ 0, 〈Eu,v〉 =
〈Ev,u〉 ∀u, v ∈ V ). Conversely, given any positive and symmetric operator E ∈ L(V ;V ∗)
we can choose H as the completion of the pre-Hilbert space V/ kerE with inner product
(u |v) := 〈Eu,v〉 and Ku := [u] in order to satisfy Assumption 3.1.
2. If K is injective, it is a bijection from V onto K(V ) ⊂ H. Therefore, V and H can be
regarded as a usual evolution triple by identifying V with K(V ), equipping K(V ) with the
norm ||x||K(V ) := ||K−1x||V and considering the K(V ) →֒ H ∼= H∗ →֒ (K(V ))∗. We use
this identification of V with K(V ) even if V is a subset of H itself, cf. Section 4.
Corresponding to these spaces and operators we define V := L2(T ;V ) and H := L2(T ;H)
with standard norms and identity V∗ with L2(T ;V ∗) (which we can do since V is reflexive and
therefore possesses the Radon-Nikody´m property, cf. [3]). Moreover, we set (Eu)(t) := Eu(t)
and (Ku)(t) := Ku(t) in order to obtain E ∈ L(V;V∗) and K ∈ L(V;H). The spaceW is the
space of all u ∈ V such that Eu ∈ V∗ possesses a weak time derivative which again belongs
to V∗:
W := {u ∈ V | Eu has a weak derivative (Eu)′ ∈ V∗}, ||u ||W := (||u ||2V + ||(Eu)′ ||2V∗)1/2.
Furthermore, we define the linear operator L ⊂ V × V∗ by
D(L) :=W ⊂ V, Lu := (Eu)′ ∈ V∗
and I ∈ L(W;V) as the identity I := IdW→V regarded as a mapping from W into V. For
these spaces we obtain the following density result and a formula of integration by parts.
Proposition 3.3 The space W is a reflexive Banach space and {u|T : u ∈ C∞c (R;V )} is a
dense subspace.
Proposition 3.4 The operator K maps W continuously into the space C(T ;H), meaning
that every class of equivalent functions in K(W) ⊂ Lp(T ;H) possesses a representative that
is continuous from T into H with continuous extension onto T . Furthermore, in this sense
the formulas hold for all u, v ∈ W and t1, t2 ∈ T(
(Ku)(t2)
∣∣(Kv)(t2))H − ((Ku)(t1)∣∣(Kv)(t1))H
=
∫ t2
t1
[〈
(Eu)′(t) , v(t)〉V + 〈(Ev)′(t) , u(t)〉V ] dt,
||(Ku)(t2)||2H − ||(Ku)(t1)||2H = 2
∫ t2
t1
〈
(Eu)′(t) , u(t)〉V dt.
In order to incorporate the treatment of initial data of evolution equations directly into the
operators and the spaces let us consider
Ŵ :=W ×H, V̂ := V ×H,
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with the product norm ||(x, y)||X×Y := (||x||2X + ||y ||2Y )1/2 on X × Y for two normed vector
spaces X and Y . To a given h ∈ H the (single-valued) operators L̂ ⊂ V̂×V̂∗ and Lh ∈ V×V∗
are defined by
D(L̂) := {(u, (Ku)(0)) | u ∈ W}, L̂(u, h) := (Lu, JHh),
D(Lh) := {u ∈ W : (Ku)(0) = h}, Lh := L|D(Lh).
A fundamental result is the maximal monotonicity of L̂.
Proposition 3.5 The operator L̂ ∈ V̂ × V̂∗ is a linear, maximal monotone operator.
Corollary 3.6 For every h ∈ H, the operator Lh ∈ V × V∗ is maximal monotone.
Proof. By [19, Theorem 32.F] a monotone mapping T ⊂ X × X∗ on a reflexive Banach
space X with X and X∗ being strictly convex is maximal monotone if and only if T + JX
is surjective. Therefore, let an arbitrary u∗ ∈ V∗ be given. Applied to L̂, the theorem in
question shows the existence of a û = (u, h1) ∈ V̂ such that (L̂+JV̂)û = (u∗, 2JHh). Since û ∈
D(L̂), it follows that h1 = (Ku)(0). Moreover, it is easy to check that JV̂(v, g) = (JVv, JHg).
This implies (L + JV)u = u∗ and 2JH(Ku)(0) = 2JHh. Consequently, we conclude that
u ∈ D(Lh) and (Lh + JV)u = u∗. 
The following theorems provides conditions that ensure the solvability of evolution inclusions.
Theorem 3.7 Suppose Assumption 3.1 and (f, h) ∈ V∗ ×H. Let A : V → V∗ be bounded,
maximal monotone and B : V → V∗ be bounded, demicontinuous, coercive with respect to a
w0 ∈ W such that B is pseudomonotone with respect to L0. Then there exists a u ∈ W with
(L+A+ B)u = f, (Ku)(0) = h.
Proof. 1. Let us choose a w ∈ D(L−h) (note that L−h 6= ∅ since it is maximal monotone).
First, we show that there exists a v ∈ D(L0) with
(L0 + TwA+ TwB)v = f + Lw.
Since TwA is bounded and maximal monotone, it is pseudomonotone and demicontinuous
(cf. [6, Lemma 1.3, p. 66]). Particularly, TwA is pseudomonotone with respect to L0 as well
as TwB (cf. Proposition 2.4). Consequently, TwA+TwB is pseudomonotone with respect to
L0, demicontinuous and coercive with respect to w0 + w. An existence result by Lions [14,
Theorem 1.1, p. 316] guarantees that there is a v ∈ D(L0) with (L0+TwA+TwB)v ∋ f+Lw.
2. Setting u := v − w it holds u ∈ D(Lh) and Lhu = L0v − Lw. This implies
(Lh +A+ B)u = (L0 + TwA+ TwB)v − Lw = f
and therefore completes the proof. 
Remark 3.8 The theorem by Lions applied in our proof assumes coercivity of the pseu-
domonotone operator with respect to 0, but it can be generalized to the case of coercivity with
respect to an arbitrary element in W without any difficulties (cf. also [18, Theorem 2.6.1]).
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4 Application to a model of phase separation
In this section we show how the results of the previous sections can be applied to prove
the existence of solutions to coupled elliptic-parabolic systems. In order to demonstrate the
ability of these techniques and the generality of Gro¨ger’s framework we consider a parabolic
equation of fourth order in space of Cahn–Hilliard type which is coupled to a elliptic equation
modeling a quasi-steady mechanical equilibrium for each point in time. The given system is
highly nonlinear and both parts are strongly coupled. This generality imposes a restriction
– solving the elliptic part and inserting the solution into the parabolic part we use Theo-
rem 2.14 to ensure the pseudomonotonicity of the resulting operator. Therefore, we require
Assumption 2.10 to hold which means that we have to restrict the influence both parts of
the system may exert on each other. This is necessary since changes in lower order terms
of one part may effect higher order terms in the other and the reduced equation has to be
monotone in the leading order terms. Nevertheless, no other existence results for this very
general system seem to be known yet.
Together with initial and boundary conditions, our systems reads as follows
∂tu− div(M∇(µ∂tu+ w)) = 0 on T × Ω,
w ∈ ∂ϕ(u)− div(b1(u,∇u, e)) + b2(u,∇u, e) on T × Ω,
div b0(u,∇u, e) = 0, e = ǫ(u) := 12(Du+Dut) on T × Ω,
M∇(µ∂tu+ w) · ~n = 0, b1(u,∇u, e) · ~n = 0 on T × ∂Ω,
b0(u,∇u, e)~n = 0 on T × ΓN ,
u = 0 on T × ΓD,
u(0) = u0 on Ω.
As a consequence of the mass balance and the boundary conditions, the mean value of the
concentration does not change over time. Therefore, after applying a simple shift we can
assume u0 to have mean value 0 which then transfers to all u(t) for t ∈ T .
The the remainder of this paper we suppose the following.
Assumption 4.1 The domain Ω ⊂ RN is nonempty, open, bounded and connected set with
Lipschitz boundary ∂Ω. The two open subsets ΓD,ΓN of ∂Ω are disjoint with ∂Ω = ΓD ∪ΓN ,
ΓD 6= ∅ and G := Ω ∪ ΓD is regular in the sense of Gro¨ger [9]. T = ]0, T [, T > 0 is a
bounded (time) interval and 0 < m1 ≤ m2 and q0 > 2 are real constants.
The following regularity result is due to Gro¨ger [9] and applies to regular sets G being the
union of a domain Ω and a part ΓD of its boundary ∂Ω, where the latter serves as the Dirichlet
boundary part. Before stating his result, spaces used in the formulation are introduced.
Definition 4.2 Let H := {u ∈ L2(Ω) : ∫
Ω
u = 0} with the induced L2-inner product and
V := H1(Ω) ∩ H with the inner product (u |v)V := (∇u |∇v)L2. We define U := {u ∈
H1(Ω;RN) : u|ΓD = 0}, where u|ΓD is understood in the sense of traces of u on ΓD ⊂ ∂Ω
and with the induced norm of H1(Ω;RN). The mapping ǫ is given by
ǫ : U → L2(Ω;RN×N), ǫ(u) := 1
2
(Du+Dut).
13
We equip the range space Y := ǫ(U) with the norm of L2(Ω;RN×N). Moreover, for 1 ≤ p ≤
∞, the space W 1,p0 (G;RM) is defined to be the closure of
{u|IntG : u ∈ C∞c (RN ;RM), suppu ∩ (G \G) = ∅}
in the usual Sobolev spaces W 1,p(IntG;RM) and W−1,p(G;RM) := (W 1,p
′
0 (G;R
M))∗ for the
conjugated exponent p′ given by 1
p
+ 1
p′
= 1 (and using the convention 1
∞
:= 0).
Let us agree to simply write ||x||H for ||x||L2 even if x 6∈ X . Now we are in the position to
state Gro¨ger’s regularity result adapted to our situation.
Proposition 4.3 Let b : G× RN×N → RN×N such that
x 7→ b(x, 0) ∈ Lq0(G;RN×N), x 7→ b(x, v) is measurable,(
b(x, v)− b(x, w)) · (v − w) ≥ m1|v − w|2, |b(x, v)− b(x, w)| ≤ m2|v − w|.
Corresponding to b, the operator A : U → U∗ is given by
〈Au,v〉U :=
∫
Ω
b(x, ǫ(u)) : ǫ(v) dx.
Then there exists a constant q1 depending only on G,m1 and m2 with 2 < q1 ≤ q0 such that
A maps the subspace W 1,q10 (G;R
M) of U onto the space W−1,q1(G;RM).
Remark 4.4 Note that U = W 1,20 (G;R
N×N). The original result of Gro¨ger [9] is given
for scalar functions under conditions analog to those given above. To this end, he shows
that the duality mapping of W 1,20 (G;R) maps the subspace W
1,p
0 (G;R) onto W
−1,p
0 (G;R) for
some p > 2 and then transfers this property to nonlinear operators. We further note that all
arguments of Gro¨ger can be transferred to the vector-valued case where the norm || . ||U of
U is replaced by the equivalent norm ||ǫ( . )||Y (due to Korn’s inequality).
Throughout this section we further assume the following.
Assumption 4.5 Let CP := sup{||u ||H : u ∈ V, ||u ||V ≤ 1} and q1 with 2 < q1 ≤ q0 be
given as in Proposition 4.3 for G′ = G = Ω ∪ ΓD. Furthermore, the constants q2 and q3
with 2 ≤ q2, q3 ≤ ∞ are such that V is continuously embedded into Lq2(Ω) and compactly
embedded into Lq3(Ω). Finally, q4 :=
q3
2
(1− 2
q1
).
Remark 4.6 CP is the operator norm of the identity as an operator from V into H, which
is finite due to Poincare´’s inequality. Moreover, the Sobolev embedding theorem shows that
we can choose q2 ≥ 2 arbitraryly in R in case of N = 1, 2 and q2 = 2NN−2 if N ≥ 3 together
with any q3 such that 2 ≤ q3 < q2.
Next, we consider conditions on the functions b0, b1, b2 and ϕ.
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Definition 4.7 Within the following conditions all inequalities are assumed to hold for all
t ∈ T, x ∈ Ω, u, u1, u2 ∈ R, p, p1, p2 ∈ RN , e, e1, e2 ∈ RN×N :
(H0) M ∈ RN×N is symmetric and positive-definite and µ ≥ 0. If µ > 0, we set µ0 := 0,
otherwise µ0 := 1.
(H1) ϕ : R→ R is a convex, lower-semicontinuous, proper functional.
(H1a) ϕ ∈ C1(R) is convex and ϕ(r) ≤ C(r2 + 1) for all r ∈ R for some C > 0.
(H2) b1 : T × Ω× R× RN × RN×N → RN is a Carathe´odory function with
(b1(t, x, u, p1, e)− b1(t, x, u, p2, e)) · (p1 − p2) ≥ αb1,p|p1 − p2|2,
|b1(t, x, u, p, e1)− b1(t, x, u, p, e2)| ≤ βb1,e|e1 − e2|,
|b1(t, x, u, p, e)|2 ≤ g(t, x) + Cb1,u|u|2 + C|p|2 + Cb1,e|e|2
for some constants αb1,p > 0, βb1,e, C, Cb1,u, Cb1,e ≥ 0 and g ∈ L1(T × Ω).
b2 : T × Ω× R× RN × RN×N → R is a Carathe´odory function with
|b2(t, x, u, p1, e)− b2(t, x, u, p2, e))| ≤ βb2,p|p1 − p2|,
|b2(t, x, u, p, e1)− b2(t, x, u, p, e2)| ≤ βb2,e|e1 − e2|,
|b2(t, x, u, p, e)|2 ≤ g(t, x) + Cb2,u|u|2 + C|p|2 + Cb2,e|e|2
for some constants βb2,p, βb2,e, C, Cb2,u, Cb2,e ≥ 0 and g ∈ L1(T × Ω).
(H3) b0 : T × Ω× R× RN × RN×N → RN×N is a Carathe´odory function with
(b0(t, x, u, p, e1)− b0(t, x, u, p, e2)) : (e1 − e2) ≥ αb0,e|e1 − e2|2,
|b0(t, x, u, p, e1)− b0(t, x, u, p, e2))| ≤ βb0,e|e1 − e2|,
|b0(t, x, u, p1, e)− b0(t, x, u, p2, e))| ≤ βb0,p|p1 − p2|,
|b0(t, x, u, p, e)|2 ≤ g(t, x) + Cb0,u|u|2 + C|p|2 + Cb0,e|e|2
for some constants αb0,e > 0, βb0,e, βb0,p, C, Cb0,u, Cb0,e ≥ 0 and g ∈ L1(T × Ω).
Moreover, the matrix b0(t, x, u, p, e) is symmetric and continuous in t uniformly
in (x, u, p, e).
(H3a) Condition (H3) is satisfied and furthermore it holds
|b0(t, x, u1, p, e)− b0(t, x, u2, p, e)| ≤ γb0,u (|e|+ 1) |u1 − u2|q4,
|b0(t, x, u, p, e)|q0 ≤ g(t, x) + C(|u|q0 + |p|2 + |e|q0),
for some γb0,u, C ≥ 0 and g ∈ L1(T × Ω).
(H4) αb1,p − CPβb2,p > 0. Furthermore, we have m1 ≤ αb0,e ≤ βb0,e ≤ m2.
(H4a) There exists a constant ca > 0 such that with ϕa defined by
ϕa :=
[
(ca+1)
(
Cb1,u+
1
αb0,e
CPCb1,eCb0,u
)
+(1+ 1
ca
)CP
(
Cb2,u+
1
αb0,e
CPCb2,eCb0,u)
)]1/2
it holds: (αb1,p − CP βb2,p)αb0,e − (βb1,e + CP βb2,e)βb0,p − ϕa > 0.
(H5) u0 ∈ H1(Ω) with
∫
Ω
u0 dx = 0 and ϕ ◦ u0 ∈ L1(Ω).
(H) Conditions (H0), (H1), (H2), (H3), (H4) and (H5) are satisfied.
(Ha) Conditions (H0), (H1a), (H2), (H3a), (H4a) and (H5) are satisfied.
Here, by Carathe´odory function we mean a function that is measurable as a function of (t, x)
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and continuous in the other arguments.
Remark 4.8
1. In condition (H) we collect Lipschitz and growth conditions that are needed in order to
define the operators involved in our weak formulation of problem (P) and to apply Theo-
rem 2.14 later on, whereas under (Ha) we are able to show that the weak formulation indeed
possesses a solution.
2. Under (H) the operator ∂ϕ in general is multi-valued. The differentiability assumption
in (H2a) could be omitted leading to multi-valued pseudomonotone operators later on that
can be handled by generalizing the results of the preceding sections. Nevertheless, for the
sake of simplicity, we restrict our discussion to single-valued pseudomonotone operators
here.m1 := αb0,e and m2 := βb0,e, if then (H3a) is satisfied. Note that q1 and hence q4
depend on m1 and m2. (Therefore we fix all these constants in advance.)
3. The mappings b1 and b2 together as well as b0 give rise to operators A˜ and B˜, respec-
tively, which correspond to the operators given in Section 2. Condition (H4) is the strong
monotonicity of B˜ and (H4a) is a tightening of (A3.4).
In order to define a (appropriate weak) solution to problem (P) in the framework of Section 3
consider the following operators.
Definition 4.9 We define F ∈ L(V ;V ∗), 〈Fu,v〉V := (M∇u |∇v)L2(Ω;RN ) for u, v ∈ V ,
IH := IdV→H , I := I
∗
HJHIH ∈ L(V ;V ∗), E1 := µIdH + IHF−1I∗HJH ∈ L(H ;H).
Let E2 ∈ L(H) be the (positive, symmetric) root of E1 and
K := E2IH ∈ L(V ;H), E := K∗JHK ∈ L(V ;V ∗).
Corresponding to these spaces and operators let V,H,W, E ,K,L and Lh be given as in Sec-
tion 3 and define U := L2(T ;U).
Remark 4.10 The operator F corresponds to the mapping − div(M∇.) with natural bound-
ary conditions and is positive-definite and symmetric. These properties of F also transfer to
E1 and E and it holds
E = I∗HE
∗
2JKE2IH = µI + IF
−1I.
Note that K has dense range. Indeed, in the case of µ = 0 the operator E1 is the composition
of operators with dense range. If µ > 0 then E1 is even surjective since it is monotone,
continuous and coercive. Therefore, also E2 and K have dense range in H.
As already done, we identify the dual of the space L2(T ;X) for a reflexive Banach space
X with the space L2(T ;X∗). Now, we introduce operators related to the functions b0, b1, b2
and ϕ. The Carathe´odory property and the growth conditions ensure that these operators
are indeed mappings between the given spaces.
16 4 APPLICATION TO A MODEL OF PHASE SEPARATION
Definition 4.11 Suppose that conditions (H1), (H2) and (H3) hold. We set
B˜Y : T × V × V × Y → Y ∗, 〈B˜Y (t, u1, u2, e) , e1〉Y := ∫Ω b0(t, x, u2,∇u1, e) : e1 dx,
B˜1 : T × V × V × Y → V ∗, 〈B˜1(t, u1, u2, e) , v〉V := ∫Ω b1(t, x, u2,∇u1, e) · ∇v dx,
B˜2 : T × V × V × Y → V ∗, 〈B˜2(t, u1, u2, e) , v〉V := ∫Ω b2(t, x, u2,∇u1, e) v dx,
B˜X : T × V × V × Y → V ∗, B˜X(t, u1, u2, e) := B˜1(t, u1, u2, e) + B˜2(t, u1, u2, e),
together with
BX: T × V × Y → V ∗, BX(t, u, e) := B˜X(t, u, u, e),
BY : T × V × Y → Y ∗, BY (t, u, e) := B˜Y (t, u, u, e).
Moreover, the operators BX and BY will be extended by
BX : V × Y → V∗, 〈BX(u, e) , v〉V := ∫T 〈BX(t, u, e) , v〉V dt,
BY : V × Y → Y∗, 〈BY (u, e) , e1〉Y := ∫T 〈BY (t, u, e) , e1〉Y dt.
to operators on V × Y. Note that again the dependence of u,∇u, v, e and e1 on x ∈ Ω and
t ∈ T was suppressed in this notation. Moreover, we define the functionals
Q : V → R, Q(u) :=


∫
Ω
ϕ ◦ u if ϕ ◦ u ∈ L1(Ω),
+∞ otherwise.
Q : V → R, Q(u) :=


∫
T
Q ◦ u if Q ◦ u ∈ L1(T ),
+∞ otherwise.
and the operator A := ∂Q ⊂ V × V∗.
Now we are in the position to introduce our concept of weak solutions for problem (P).
Definition 4.12 (Weak formulation) A tuple (u,u) ∈ W × U is called a weak solution to
problem (P) if for e := ǫ(u) ∈ Y it holds
Lu+Au+ BX(u, e) ∋ 0, BY (u, e) = 0, (Ku)(0) = Ku0.
Remark 4.13
1. By virtue of Proposition 3.4, the images of functions of W under the mapping K can be
regarded as elements of C(T ;H). Therefore, (Ku)(0) ∈ H is well defined and the condition
(Ku)(0) = Ku0 meaningful.
2. It is not hard to show that if u, w and u are sufficiently smooth in the sense of Sobolev
spaces, they are strong or even classical solutions to problem (P).
3. In our weak formulation of problem (P) we only require Eu to have generalized derivatives
within V∗, not Iu itself. This relaxation of the regularity requirements together with the
linearity of u′−div(M∇w) = 0 allow us to treat problem (P) with the techniques of Section 3.
Note that Au+BX(u, e) only contributes space derivatives up to second order. The remaining
ones are ’hidden’ in the operator E. Roughly speaking, the chemical potential w only attains
values in V ∗, but values in V are needed in order to use the standard weak formulation of
the diffusion equation ∂tu−div(M∇(µ∂tu+w)) = 0. Therefore, we apply the operator IF−1
to this equation, eliminate w and use the resulting equation as a new weak formulation.
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In order to show that problem (P) possesses a weak solution we show firstly, that for t ∈ T
the equation BY (t, u, e) = 0 has a unique solution e = e(u) ∈ Y for every u ∈ V and
secondly, that mapping u 7→ BX(u, e(u)) is pseudomonotone. Consequently, Theorem 3.7
will guarantee the existence of weak solutions.
Lemma 4.14 Let (H2) and (H3) be satisfied. Then it follows that〈
B˜Xt (u1, u, e)− B˜Xt (u2, u, e) , u1 − u2
〉
V ≥ (αb1,p − CPβb2,p)||u1 − u2 ||2V ,〈
B˜Yt (u1, u2, e1)− B˜Yt (u1, u2, e2) , e1 − e2
〉
Y ≥ αb0,e||e1 − e2 ||2Y ,
|| B˜Xt (u1, u2, e1)− B˜Xt (u1, u2, e2) ||V ∗ ≤ (βb1,e + CPβb2,e)||e1 − e2 ||Y ,
|| B˜Yt (u1, u2, e1)− B˜Yt (u1, u2, e2) ||V ∗ ≤ βb0,e||e1 − e2 ||Y ,
|| B˜Yt (u1, u, e)− B˜Yt (u2, u, e) ||V ∗ ≤ βb0,p||u1 − u2 ||V
for all t ∈ T, u, u1, u2 ∈ V and e, e1, e2 ∈ Y . In case of (H3b) we also have
|| B˜Yt (u, u1, e)− B˜Yt (u, u2, e) ||Y ∗ ≤ CPβb0,u||u1 − u2 ||V
Proof. Exemplarily, we show the strong monotonicity of B˜Xt in the first argument and the
Lipschitz continuity in the last component. The other inequalities can be proven similarly.
To this end, suppose that u, u1, u2 ∈ V and e ∈ Y . Due to the definition of CP we have
||u1 − u2 ||H ≤ CP ||∇(u1 − u2)||H = CP ||u1 − u2 ||V .
The Cauchy-Schwarz inequality and (H2) yield〈
B˜Xt (u1, u, e)− B˜Xt (u2, u, e) , u1 − u2
〉
V
=
∫
Ω
(
b1(t, x, u,∇u1, e)− b1(t, x, u,∇u2, e)
) · ∇(u1 − u2) dx
+
∫
Ω
(
b2(t, x, u,∇u1, e)− b2(t, x, u,∇u2, e)
) · (u1 − u2) dx
≥ αb1,p ||∇(u1 − u2)||2H − βb2,p ||∇(u1 − u2)||H ||u1 − u2 ||H
≥ (αb1,p − CP βb2,p) ||u1 − u2 ||2V .
In order to show the Lipschitz continuity of B˜Xt in the last argument we estimate〈
B˜Xt (u1, u2, e1)− B˜Xt (u1, u2, e2) , u
〉
V
=
∫
Ω
(
b1(t, x, u2,∇u1, e1)− b1(t, x, u2,∇u1, e2)
) · ∇u dx
+
∫
Ω
(
b2(t, x, u2,∇u1, e1)− b2(t, x, u2,∇u1, e2)
)
u dx
≤ βb1,e ||e1 − e2 ||Y ||∇u ||H + βb2,e ||e1 − e2 ||Y ||u ||H
≤ (βb1,e + CP βb2,e) ||e1 − e2 ||Y ||u ||H
for arbitrary u, u1, u2 ∈ V and e1, e2 ∈ Y . Since
|| B˜Xt (u1, u2, e1)− B˜Xt (u1, u2, e2) ||V ∗ = sup
u∈V,
||u ||V ≤1
〈
B˜Xt (u1, u2, e1)− B˜Xt (u1, u2, e2) , u
〉
V ,
we obtain the desired inequality. 
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Corollary 4.15 Suppose (H) to be satisfied. Then B˜Xt and B˜
Y
t (as A˜ and B˜) satisfy (A1)
and (A2) of Section 2 for every y∗0 ∈ Y ∗. Moreover, the constants can be chosen by
αA := αb1,p − CP βb2,p, βA := βb1,e + CP βb2,e, αB := αb0,e, βB := βb0,p.
As done in Section 2, we introduce the operators R˜ and S˜ which now also depend on t ∈ T .
Definition 4.16 Assume (H) to be satisfied. Then for every t ∈ T we define the operators
R˜t and S˜t according to Definition 2.11 and y
∗
0 := 0 as
R˜ :T × V × V → Y, R˜(t, u1, u2) := (B˜Yt,u1,u2)−1(0),
S˜ : T × V × V → V ∗, S˜(t, u1, u2) := (B˜Xt (u1, u2, R˜t(u1, u2)).
Moreover, let B(t) := St : V ×V → V ∗ and B the superposition operator (Nemytskii operator)
of B given by (Bu)(t) := B(t)u(t).
Lemma 4.17 Let (H) be fulfilled. Then there exist C > 0 and h ∈ L1(T ) such that the
following statements are fulfilled for all t ∈ T and u, u1, u2 ∈ V :
1. the mappings t 7→ Rtu and t 7→ Btu are continuous (and hence measurable),
2. ||R˜t(u1, u2)||2Y ≤ h(t) + C||u1 ||2V + 1αB CPCb0,u||u2 ||2V ,
3. ||S˜t(u1, u2)||2V ∗ ≤ h(t) + C||u1 ||2V + ϕ2a||u2 ||2V ,
4. B is a bounded mapping from V into V∗
Proof. 1. Let u ∈ V, t0 ∈ T and ε > 0 be given. We define e(t) := Rt(u). The continuity
of b0 in t implies that B˜
Y
t (u, e(t0)) is continuous in t. Hence, there exists a δ > 0 such that
|| B˜Yt (u, e(t0)) − BYt0(u, e(t0)) ||Y ∗ = ||B˜Yt (u, e(t0))||Y ∗ < αBε for all t ∈ T with |t − t0| < δ.
The strong monotonicity of BYt,u implies the Lipschitz continuity of (B
Y
t,u)
−1. Hence, it holds
||e(t)− e(t0)||Y ≤ 1
αB
|| B˜Yt (u, e(t))− B˜Yt (u, e(t0)) ||Y ∗ =
1
αB
||B˜Yt (u, e(t0))||Y ∗ < ε
for all t ∈ T with |t−t0| < δ. This proves the continuity of t 7→ Rtu and hence its measurabil-
ity. Since BXt (u, e) satisfies the Carathe´odory condition, the mapping t 7→ BXt (u, R˜tu) = Btu
is measurable.
2.+3. Let t ∈ T, z = (u1, u2) ∈ V × V be given and denote y := R˜tz. From the strong
monotonicity of B˜Yt it follows
||y ||2Y ≤
1
αB
〈
B˜Yt (z, y)− B˜Yt (z, 0) , y − 0
〉
Y ≤
1
αB
||B˜Yt (z, 0)||Y ∗||y ||Y
because of B˜Yt (z, y) = y
∗
0 = 0. By the growth condition on b0, we obtain for some h ∈ L1(T )
αB ||R˜tz ||Y ≤ ||B˜Yt (z, 0)||Y ∗ = sup
{〈
B˜Yt (z, 0) , e
′
〉
Y : e
′ ∈ Y, ||e′ ||Y ≤ 1
}
≤ ||b0(t, ., u2,∇u1, 0)||H
≤
(∫
Ω
g(t, x) dx+ C||∇u1 ||2H + Cb0,u||u2 ||2H
)1/2
≤
(
h(t) + C||u1 ||2V + CPCb0,u||u2 ||2V
)1/2
.
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With this inequality and the growth condition on b1 and b2 we can similarly estimate
||S˜tz ||V ∗ = ||B˜Xt (z, R˜tz)||V ∗
≤ ||b1(t, ., u2,∇u1, R˜tz) ||H + CP ||b2(t, ., u2,∇u1, R˜tz) ||H
≤
(
h(t) + C||∇u1 ||2H + Cb1,u||u2 ||2H + Cb1,e||R˜tz ||2H
)1/2
+ CP
(
h(t) + C||∇u1 ||2H + Cb2,u||u2 ||2H + Cb2,e||R˜tz ||2H
)1/2
≤
(
h(t) + C||u1 ||2V + ϕ2a||u2 ||2V
)1/2
.
In the last line the inequality
√
a +
√
b ≤
√
(ca + 1)a+ (1 +
1
ca
)b for a, b ≥ 0 was used.
4. The mapping B : T × V → V ∗ is measurable in t and demicontinuous in v. Hence, Bu is
measurable for every u ∈ V. Moreover, the growth condition of step 2 guarantees that B is
a bounded operator from V into V∗. 
With the help of this lemma and the bijectivity of BYt,u the task of finding a weak solution
to problem (P) can be reformulated in the following way.
Corollary 4.18 A pair (u,u) ∈ W × U is a weak solution to problem (P) if and only if
e(t) := R(t, u(t)) satisfies u(t) = ǫ−1(e(t)) and u ∈ W is a solution to
(L+A+ B)u ∋ 0, (Ku)(0) = Ku0.
Lemma 4.19 Assume (H2), (H3a) and (H4) to be fulfilled. Then B˜Xt : V × Vω × Y → V ∗
is continuous for all t ∈ T . Furthermore, for un⇀u in V it holds
B˜Yt (v, un, e)−→ B˜Yt (v, u, e) in Y ∗
for all t ∈ T, v, v1, v2 ∈ V and every solution e ∈ Y to B˜Yt (v1, v2, e) = 0.
Proof. The continuity of B˜Xt is a direct consequence of the growth conditions on b1 and b2 and
the compact embedding of Vω into H . Assume that v, v1, v2 ∈ V are given, un⇀u in V and
that e is a solution to B˜Yt (v1, v2, e) = 0. By (H2), the mapping e
′ 7→ b0(t, x, v2(x),∇v1(x), e′)
is strongly monotone and Lipschitz continuous from RN×N into itself independently of (t, x) ∈
T × Ω. Furthermore, due to (H3a), x 7→ b0(t, x, v2(x),∇v1(x), 0) ∈ Lq0(Ω;RN×N ) for all
t ∈ T . Consequently, Proposition 4.3 implies e ∈ Lq1(Ω;RN×N) for every t ∈ T . Moreover,
the convergence un⇀u in V yields un→u in Lq3(Ω). Therefore, by (H3a) and Ho¨lder’s
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inequality we get for all t ∈ T and e′ ∈ Y〈
B˜Yt (v, un, e)− B˜Yt (v, u, e) , e′
〉
Y
=
∫
Ω
[
b0(t, x, un, v, e)− b0(t, x, u, v, e)
]
: e′ dx
≤ ||e′ ||Y
∫
Ω
∣∣b0(t, x, un, v, e)− b0(t, x, u, v, e)∣∣2 dx
≤ γ2b0,u||e′ ||Y
∫
Ω
|u1 − u2|2q4(|e|+ 1)2 dx
≤ C ||e′ ||Y ||u1 − u2 ||2q4Lq3 (Ω)(||e||2Lq1(Ω) + 1)
since ( q3
2q4
)−1+( q1
2
)−1 = q1−2
q1
+ 2
q1
= 1. Hence, B˜Yt (v, un, e) converges to B˜
Y
t (v, u, e) in Y
∗. 
Corollary 4.20 If (Ha) is satisfied, then the mapping Bt : V → V ∗ is pseudomonotone and
demicontinuous for all t ∈ T .
Proof. Due to Corollary 4.15, B˜Xt and B˜
Y
t satisfy the conditions (A1) and (A2) from Defi-
nition 2.6 as well as (A3.4) and αA > 0, since
αAαB ≥ αAαB − βAβB = (αb1,p − CP βb2,p)αb0,e − (βb1,e + CP βb2,e)βb0,p > 0.
Moreover, Lemma 4.19 implies (A3.1)–(A3.3). Then, the assertion follows from Theo-
rem 2.14, Proposition 2.8 and Proposition 2.16. 
Proposition 4.21 Under condition (Ha), the operator B : V × V∗ is bounded, demicontin-
uous and pseudomonotone with respect to L and coercive with respect to 0 ∈ V.
Proof. Remark 4.10 guarantees the injectivity of K. Therefore, we identify V with K(V )
as in Remark 3.2 and prove the assertion by showing that the hypotheses of [16, Prop. 1,
p. 440] are fulfilled. The measurability of t 7→ B(t, u) and the growth conditions follow
from Lemma 4.17, the pseudomonotonicity and the demicontinuity of u 7→ B(t, u) from
Corollary 4.20. It therefore remains to show that there are C > 0 and g ∈ L1(T ) with〈
B(t, u) ,u
〉
V ≥ g(t) + C ||u ||2V
for all t ∈ T, u ∈ V . Using Lemma 4.17 and Lemma 2.12 we obtain
〈Stu,u〉V =
〈
S˜t(u, u)− S˜t(0, u) , u− 0
〉
V +
〈
S˜t(0, u) ,u
〉
V
≥ αAαB − βAβB
αB
||u ||2V − ||S˜t(0, u)||V ∗||u ||V
≥ αAαB − βAβB − αBϕa
αB
||u ||2V −
√
h(t) ||u ||V
≥ αAαB − βAβB − αBϕa
2αB
||u ||2V − C h(t).
This shows the coercivity condition and completes the proof. 
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Theorem 4.22 (Existence of weak solution) If (Ha) is satisfied, then there exists a weak
solution (u,u) ∈ W × U to problem (P).
Proof. By Corollary 4.18, it suffices to show the existence of a solution u ∈ W to
(L+A+ B) u ∋ 0, (Ku)(0) = Ku0. (4)
Condition (H1a) implies that A : V → V∗ is bounded. Moreover, together with ϕ also Q
and Q are convex, lower-semicontinuous and proper. Hence, A is maximal monotone. By
Proposition 4.21, B : V → V∗ is bounded, demicontinuous, pseudomonotone with respect to
L and coercive with respect to 0 ∈ D(A) ∩W. Therefore, Theorem 3.7 yields the existence
of a solution u ∈ W to (4). 
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