The transmission line method is a very efficient method for dynamic modelling of flow in pipelines and uses delay elements to represent wave propagation. In this article, an existing transmission line method model is investigated and shown to have some deficiencies. An alternative technique is introduced to enhance the transient and steady-state accuracy. Extremely good agreement is obtained between this new transmission line method and an analytical model. The model has been implemented in simulation of a number of highly dynamic systems and has been found to be robust and reliable.
Introduction
Several techniques for dynamic modelling of flow and pressure of liquids in pipelines are available, ranging from simple lumped element methods (LEMs), 1 to the method of characteristics (MOC), 2,3 the finite element method (FEM), 4 various modal approximation (MA) methods 5, 6 and the transmission line method (TLM). [7] [8] [9] [10] The TLM has been shown to be a very effective method for modelling unsteady flow and pressure in pipelines. It can model sudden transients, such as those caused by sudden closure of a valve, clearly and precisely, retaining the sharp wavefronts without the unrealistic oscillations or excessive smoothing that may occur with other methods such as the FEM or LEM. The modal frequencies of the pipeline can be captured accurately up to a very high frequency. Frequency-dependent friction can be included. TLM models can be incorporated easily into system models and are compatible with variable time step solvers. Furthermore, TLM models are ideally suited to parallel computation because of the delays introduced between the pipe ends. 11, 12 However, there are some limitations to the TLM. It is effectively a linearised model, and so, the fluid properties need to be assumed to be independent of pressure, flow rate and position. For this reason, cavitation and air release cannot be modelled easily, although an approximate method can be used where these effects are assumed to occur within lumped compressible volumes at the pipe ends.
For most fluid system modelling scenarios, the important features of excitation and transient responses tend to be over a fairly low-frequency range, and high fidelity up to a very high bandwidth is not necessary. Simpler pipeline models such as lumped element models can be used. However, in some situations, rapid dynamics, high bandwidth and high fidelity are necessary. Examples might include anti-lock braking systems, fuel injection systems and fast-switching 'digital' hydraulic systems. explained, and some results from the model are compared with analytical results.
Analytical model and block diagram representation
Flow and pressure in a pipeline can be represented by the transmission matrix, 15 as shown in non-dimensional form in equation (1)
This assumes that the properties are independent of pressure, temperature and position along the length of pipe. N is a frequency-dependent function that depends on the type of friction model that is used. A commonly used expression is based on the 'two-dimensional viscous compressible' model 16 in which the effects of frequency-dependent radial variations in velocity are included, but thermal effects are neglected. This model is generally suitable for liquid flow in small diameter lines (r ( l) and is given by equations (3)-(5)
where
a is the non-dimensional frequency
Equations (1)-(5) can be implemented readily in the frequency domain. However, they are more difficult to transform to and implement in the time domain, and approximations are generally needed. The TLM is a method to approximate these equations in the time domain.
The TLM model must satisfy several requirements and model the following effects correctly:
Steady-state pressure drop; Capacitance and inertance; Mass or flow continuity; Wave delay, decay and dispersion.
In the absence of friction (N = 1), the TLM is extremely simple and can be implemented using delays and algebraic equations. When friction is included, it becomes more complicated and approximations are needed, largely because N is complex and frequency dependent. Krus et al. 8 and Johnston 9,10 represented the equations by a block diagram similar to that shown in Figure 1 , where
The transmission matrix terms for the block diagram shown in Figure 1 can be determined by setting different boundary conditions. By setting P 2 to 0, the relationship between P 1 and Q 2 gives t Ã 12 , and the relationship between Q 1 and Q 2 gives t Ã 22 . Similarly, by setting Q 2 to 0, t Ã 11 and t Ã 21 can be found. Consequently, the transmission matrix terms are given by equations (8)-(11)
The block diagram in Figure 1 is an exact representation of the analytical transmission matrix, equation (1), if the terms are as follows 8 Figure 1 . Block diagram for transmission line model.
Previous transmission line model
Krus et al. 8 derived a model, which was enhanced by Johnston 10 to include frequency-dependent friction, using equations (15)- (20) E ja ð Þ= 8brc A kbja + 1 ð Þ ð15Þ
G ja ð Þ= kbjae À4b + 1
b is the dissipation number
k is an empirical coefficient
The characteristic impedance Z C was adjusted using the correction in parentheses in equation (16) to compensate for the effect of the frequency-dependent friction on the effective capacitance.
Johnston 10 showed that this model gave reasonably accurate results in response to a step change in pressure or flow, but gave a slight overestimate of the magnitude of the pressure pulsation immediately following a step change in flow and a small error in the shape of the pulsations. The decay of the pulsations was predicted very well.
To determine the reasons for the inaccuracies in the basic TLM results, the transmission matrix obtained using the approximate equations in the frequency domain was investigated. Figure 2 shows the analytical (equations (1)-(5)) and approximated (equations (8)- (11) and (15)- (20)) transmission matrices, for two different dissipation numbers, b = 0:01 and 0:1. The agreement is reasonably good, but there are noticeable differences.
New transmission line method
Because of the inaccuracies in the previous TLM, an alternative configuration was investigated in which E(jv) and G(jv) are represented using separate weighting functions, equations (21) and (22)
F(jv) is scaled from E(jv) in order to maintain the correct steady-state pressure drop, according to the constraint given by equation (23) 8,10
This constraint is satisfied by equations (24) and (25) F jv ð Þ= Z C + bE jv ð Þ ð24Þ
Other weighting series were tried for F(jv), and the most general was given by equation (26), with an independent set of weights m Fi
However, this required extra optimisation effort, an extra table of weights and extra computation. The approach given by equations (24) and (25) was found to give no significant loss of accuracy and was more efficient and convenient.
Best results were obtained by also adjusting the time delay T 0 by a factor t as given in equation (27)
Optimisation
The weighting functions were optimised to minimise the error between the analytical equations and the TLM model. The success of this was strongly dependent on the object function to be minimised and on the optimisation parameter set. The optimisation parameter vector was m E1 . . . m Ek m G1 . . . m GK t ½ , and the parameters were limited to positive values. It was found to be difficult to obtain reliable results if the n i terms were included as optimisation parameters, so these were set manually. The success of the optimisation was strongly dependent on the values of n i . The following series was found to give good results
Several approaches were considered, including the following:
1. Optimising the response in the time domain for simple boundary conditions; 2. Optimising the weighting functions E(jv), F(jv) and G(jv) (equations (21), (22), (24) and (25)) to their analytical counterparts (equations (12)- (14)) in the frequency domain; 3. Optimising the transmission matrix terms in the frequency domain.
Approach 1 was rejected because it would be extremely computationally intensive and may be subject to numerical integration errors. Approach 2 was found to give good agreement between the weighting functions and their analytical counterparts, but gave less reliable overall results with steady-state errors.
Most success was obtained by Approach 3, minimising the error in the transmission matrix terms in the frequency domain. In doing so, the weighting between the transmission matrix terms, and the frequency range and weighting, needed to be selected carefully in order to emphasise the important features of the transmission matrix. It was also necessary to ensure that the object function was sensitive to all the parameters being optimised in order to provide clearly defined minima and good convergence. The object function given by equations (29)-(31) was found to give good results. It was designed to emphasise the low-frequency accuracy of the t 12 (v) and t 21 (v) terms. It was found not to be beneficial to include t 11 (v) or t 22 (v) in the object function
e G = 10 max 0,
Here t 12 (v) and t 21 (v) represent theoretical values (equations (1)- (5)), and t (8)- (11) and (15)- (20)), at frequency v. The summation in equation (28) was done for frequency points spaced in a geometric series with 50 points per decade, for 0:01 4 vT 4 n k . The additional error terms e E and e G are included to act as 'soft' constraints and are 0 if the constraints are not violated but increase according to the amount by which the constraints are violated. e E limits the third to seventh terms in the m Ei series to a maximum of three times the previous term, to avoid excessive higher order terms and smooth the variation in the m Ei series. e G limits the sum of the terms in the m Gi series to a maximum of 1. This ensures that the output of the G filter is of the same sign as the input during a rapid transient. Without this constraint, a step input may result in very short duration, unphysical spikes in the response. Similar spikes were observed by Johnston, 10 specifically in Figure 4 of that article.
The optimisation was done separately for the number of terms k from 3 to 7 and for values of b from 10 À6 to 1 with eight steps per decade. The optimisation was done using a simple Newton-Raphson approach. There may be several local minima, and this approach may not find the global minimum, but this is not necessarily a problem provided that a sufficiently good approximation is obtained. However, in most cases, the results were found to be independent of the starting conditions for the iterations, which suggests that there may be a single minimum for the object function and no other local minima. The exception to this was for b . 0.1 where different solutions were obtained for different starting values. In these cases, the converged weighting values were used as the starting point for the iteration at the next value of b, in order to try to obtain a reasonably smooth and gradual variation of values with b. A smooth, gradual variation helps to improve the accuracy of the model when interpolation is used to obtain the weighting terms for other values of b.
Optimisation results
The coefficients for k = 6 are listed in Tables 3 and 4 of Appendix 2. Analytical and approximated transmission matrices are shown in Figure 3 for two examples, b = 0.01 and 0.1, using six terms (k = 6). The agreement is extremely good, and the analytical and approximate lines overlay each other closely. The optimisation was less successful for b . 0:5. Figure 4 shows the error e, which is defined by equation (32)
The error is generally less than 10 À2 within the optimisation band, but rises at higher frequencies. The error increases with b. It was not possible to obtain a good optimisation for b 5 0:3 with seven terms, but six or fewer terms are likely to be sufficient.
Linear interpolation can be used to obtain the weighting values for values of b between the optimised values. As the weighting functions are approximately proportional to ffiffiffi b p , the accuracy was found to be very slightly improved if the interpolation is done relative to ffiffiffi b p . For b \ 10 À6 , the parameters m Ei and m Gi can be scaled proportionally to ffiffiffi b p with sufficient accuracy. The weighting functions are shown in Figure 5 for b = 0.01 and 0.1. Over this frequency range, there are clear differences between the theoretical and approximate terms, particularly for the phase of E and F. The accuracy of the individual terms is less good than that of the overall transmission matrix, but that is not necessarily a problem as they are only internal components of the model.
Time-domain results
The results were compared with step response solutions obtained using an inverse discrete Fourier transform of the transmission matrix. 4 In this article, this is called the 'analytical' solution, although strictly speaking, there are some very small errors in this approach, caused by Truncation of the harmonic series. Provided that sufficient harmonics are taken, this should be negligible. Discrete harmonic points. In effect, the excitation is a square wave, that is, a series of steps and not a single step. It is necessary that the time between subsequent steps is long enough for the transient to decay to negligible levels before the next transient occurs. If not, the transient response will be distorted. This is most likely to be a problem for low damping levels where the decay time is long. These conditions can be satisfied using a very large number of frequency points. In the cases presented here, 2 18 points were found to be sufficient. Figure 6 shows predicted pressure responses, for a step change in flow at the upstream end and a fixed pressure at the downstream end, for different numbers of terms k. The accuracy deteriorates as the number of terms k is reduced. For six and seven terms, the response is indistinguishable from the analytical result. In all cases, the correct steady-state pressure drop is predicted. Little improvement was obtained using more than six terms, and subsequent results are shown using six terms.
Predicted step responses are shown in Figure 7 , for a step change in flow at the upstream end and a fixed pressure at the downstream end. The agreement with the analytical response is extremely good (the lines overlay each other), and the correct steady-state pressure drop is predicted. is independent of b and identical to that of an anechoic line until the point at which the downward step occurs due to the first reflection. It can be seen that the magnitude and shape of the TLM model predictions match the analytical curve very closely, to within 1% at all times. In all cases, the agreement is better than for the previous model. 10 Figure 9 shows the normalised predicted pressure for a closed-end line with a smooth sinusoidal pulse of flow at one end of period t/T = 5. A smooth pulse was used so that the steady-state pressure rise could be seen more clearly without being swamped by high-frequency pulsations. The steady-state pressure and the shape of the transient are captured very accurately and are almost indistinguishable from the analytical responses. Figure 10 shows the response to a step change in upstream pressure Dp, with a constant downstream pressure. The response of the new model agrees extremely well with the analytical response. The steadystate flow rate is predicted very accurately in both cases.
Experimental results
The TLM has been used to model a 'switched reactance' hydraulic system, 14, 17 and simulation results have been compared with experimental measurements. The test rig is shown in Figure 11 . The proportional valve was a Parker Hannifin DFplus D1FP. In the results shown here, pulsations were generated by switching the valve between 21% opening and 38% opening using a 5 Hz square wave. This was a simplified mode of operation, which was done for development of the test rig and system model; to operate as a 'switched reactance' system, two supply lines are needed.
14,17 Simulation and experimental parameters are listed in Table 1 . More details are given in Pan et al. 17 The shock suppressor downstream of the tube was modelled as a capacitance of 0.01 L/bar, which resulted in an effectively constant downstream pressure. The measured valve spool position was used in the simulation. Experimental and simulated results are shown in Figure 12 , showing the measured valve spool position and the pressures measured upstream of the 4.8 m tube and midstream between the 4.8 and 3.1 m tubes. Agreement between measured and simulated pressures is good. For the midstream pressure, Figure 12(c) , the decaying pulsations due to wave effects can be clearly seen in the experimental and simulated results. The amplitude, decay rate and shape of the pulsations in the midstream pressure are predicted quite well. The speed of sound was tuned to give the best agreement as it depends on the effective adiabatic tangent bulk modulus, which in practice is difficult to determine by measurement or from manufacturer's data. It might be possible to improve the agreement slightly by tuning the viscosity as well. The TLM model proved to be very effective in this situation and enabled an efficient and robust system model.
Discussion
In a previous article, 10 a TLM model was proposed. The model has been found to give errors in the effective inertance, step response amplitude and shape, and frequency response.
A new TLM model has been proposed in this article. This is shown to be significantly more accurate than the previous model. However, it has some slight disadvantages. First, it may require a larger number of weighting functions than the previous model, although this depends on the required bandwidth. Second, the weighting values depend on the damping constant b so lookup tables are needed, whereas in the basic model, the same weighting values could be used regardless of the value of b. In many situations, the previous model may be sufficiently accurate. A summary and comparison of the two models is given in Table 2 .
Comparison of the computational speed of the two models is difficult because it depends on many factors, including boundary conditions, excitation bandwidth, required bandwidth, number of terms k, method of implementation and numerical solver type. Using MATLAB/Simulink, the new model has been found to take between one and two times longer to run than the previous model in most cases, provided that the numerical solver and the number of terms k are chosen appropriately in both models. with sufficient accuracy. However, for b less than about 10 À4 , the effect of friction in the pipeline may be unimportant and damping in adjoining components is likely to be more significant. A very simple undamped model may be adequate in this situation.
The model may not be suitable for b . 0:5, which may occur for very long lines with small diameter and high viscosity. Wave effects may not be important for these very high damping conditions, and simpler lumped parameter models may be used. Alternatively, multiple TLM models can be connected in series to represent very high values of b.
The number of weighting terms k can be set according to the required accuracy and the bandwidth of the pressure and flow pulsations. For the step responses considered in this article, where the pulsation frequency and shape are governed by the pipeline length and damping, five or six terms are generally enough and little or no improvement in the results is gained using more than six terms. The parameters for the model with six terms are presented in Appendix 2, so it is not necessary to perform the optimisation process again in order to use the model.
The TLM model has been applied to a switched inertance hydraulic system. It has proved to be very effective in this situation and enabled an efficient, robust and accurate system model. However, it is difficult to judge the TLM model to a high degree of accuracy by comparing with experimental results, as discrepancies tend to be introduced by uncertainties in the experimental boundary conditions or limitations in the modelling of the boundary conditions. It is considered to be more useful and meaningful to compare the numerical model with the well-established and precise analytical model, as has been done in this article.
The TLM model could very usefully be extended to turbulent flow. However, this is more complex as additional factors need to be considered -Reynolds number and roughness. The flow rate history also needs to be considered as the turbulence parameters do not change instantaneously with Reynolds number. 18, 19 A preliminary investigation has been done using the previous TLM model, and this gave encouraging results, subject to the known accuracy limitations of that model. It will be significantly more difficult to develop the new model for turbulent flow, and this may necessitate another dimension in the lookup tables unless simplifications can be made. It may also require that the coefficients are time dependent as Reynolds number will change during a transient simulation.
Conclusion
Existing transmission line models have been found to be inaccurate under certain circumstances. The reasons for these inaccuracies have been analysed. A new TLM model has been developed to enhance the transient and steady-state accuracy, with the result that very good agreement is obtained between the TLM and an analytical model. However, the enhanced model is slightly more complicated, and the previous model 10 may be sufficiently accurate for many applications.
The TLM has been implemented in MATLAB/ Simulink and is available for downloading. 20 It has been used in various system models and has been found to be reliable and efficient. It is easy to link into system simulations using variable time step solvers. However, at present, it is limited to laminar flow with linear, time-invariant properties. Rational polynomial transfer function approximations for fluid transients in lines. In: Proceedings of the ASME FEDSM'03, 4th ASME/JSME joint fluids engineering conference, Honolulu, HI, 6-10 July 2003, paper no. FEDSM2003-45247, pp.2797-2804. New York: ASME. 
