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Abstract
Consider a family of Boolean models, indexed by integers n ≥ 1, where
the n-th model features a Poisson point process in Rn of intensity enρn with
ρn → ρ as n → ∞, and balls of independent and identically distributed
radii distributed like X¯n
√
n, with X¯n satisfying a large deviations princi-
ple. It is shown that there exist three deterministic thresholds: τd the degree
threshold; τp the percolation threshold; and τv the volume fraction thresh-
old; such that asymptotically as n tends to infinity, in a sense made precise
in the paper: (i) for ρ < τd, almost every point is isolated, namely its ball
intersects no other ball; (ii) for τd < ρ < τp, almost every ball intersects
an infinite number of balls and nevertheless there is no percolation; (iii) for
τp < ρ < τv, the volume fraction is 0 and nevertheless percolation occurs;
(iv) for τd < ρ < τv, almost every ball intersects an infinite number of balls
and nevertheless the volume fraction is 0; (v) for ρ > τv, the whole space
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covered. The analysis of this asymptotic regime is motivated by related
problems in information theory, and may be of interest in other applications
of stochastic geometry.
1 Introduction
The Boolean model was considered in high dimensions in a few papers, both
within the framework of stochastic geometry [5, 8] and within the framework of
information theory [1]. The present paper discusses three thresholds and some
asymptotics related to these thresholds in a setting analogous to that in [1], which
is that where the radii of the balls in the Boolean model scale with the dimension
n of the ambient space like X¯n
√
n, where (X¯n, n ≥ 1) is a sequence of random
variables. In this paper, we assume that this sequence of random variables satisfies
a large deviations principle (LDP).
The first threshold is the volume fraction threshold, which is the threshold at
which the probability of coverage of the origin by the Boolean model switches
from asymptotically vanishing to asymptotically approaching 1 as the dimension
n tends to ∞. The second one is the percolation threshold; it was first studied in
detail in [8] in the particular case where X¯n is a constant. The case with random
X¯n was also discussed in [5]. This is the threshold at which the probability of
percolation in the Boolean model switches from asymptotically approaching 0 to
being asymptotically nonzero as n → ∞. The last is the degree threshold. This
is the threshold at which the mean number of grains of the Palm version of the
Boolean model that intersect the grain of the origin switches from asymptotically
being finite to asymptotically approaching ∞ as n→∞. It is not hard to see that
these three thresholds are decreasing in the order in which they were presented.
The main new contributions of the present paper are (a) representations of
these three thresholds in terms of optimization problems based on the rate function
of the LDP and (b) explicit asymptotics for various rates of convergence in the
neighborhood of these thresholds.
2 Setup
In each dimension n ≥ 1 we have a homogeneous Poisson process of intensity
enρn (i.e. normalized logarithmic intensity ρn). Assume that ρn → ρ as n → ∞.
Note that ρ is a real number (which can be negative). It is called the asymptotic
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normalized logarithmic intensity of this sequence of Poisson processes. We will
assume that the processes are defined on a single probability space (Ω,F ,P),
although the coupling between the different dimensions is not relevant for the
issues we consider. We will denote by P0n the Palm probability of the Poisson
point process in dimension n. See [3, Chapter 13] for the definition of and basic
facts about Palm probabilities.
To each point T (k)n , k ≥ 1, of the Poisson process in dimension n (enumerated
in some way) we associate a mark X(k)n ∈ R+. The X(k)n , k ≥ 1, are assumed to
be independent and identically distributed (i.i.d.) and independent of the points.
For each dimension n, let X(k)n d= X¯n for all k. Let R∗n denote E[X¯n], and let
R∗ := limn→∞R∗n, where the last limit is assumed to exist. We assume that
0 < R∗ < ∞. We assume that the sequence (X¯n, n ≥ 1) satisfies an LDP,
with good and convex rate function I(·) [2], e.g. by assuming the Ga¨rtner-Ellis
conditions. We also assume that the following condition holds:
lim sup
n→∞
E[(X¯n)
γn]
1
n <∞ for some γ > 1. (1)
By the deterministic setting we mean that X¯n is deterministic and equal to R∗n for
each n ≥ 1, with R∗n → R∗ as n → ∞. The deterministic setting is a special
case of the general setting, but we will separately highlight the results in this case,
since it is of particular interest.
To the marked point process in dimension n, we associate a Boolean model
where the grain of point T (k)n is a closed ball of radius X(k)n
√
n. Let
Cn :=
⋃
k
B(T (k)n , X
(k)
n
√
n) (2)
denote this Boolean model, with B(t, r) denoting the closed ball of center t ∈ Rn
and radius r ≥ 0. Here, and in the rest of the paper, := denotes equality by
definition.
From Slivnyak’s theorem [3, Chapter 13], the Palm version of the process in
each dimension n (i.e. its law under P0n) is equivalent in law to the superposition
of a stationary version of the process and a process with a single point at the origin
carrying a ball with radius having law X¯n
√
n, and independent of the stationary
version (which is called the reduced process of the Palm version).
Our motivations for the analysis of this setting came from related problems in
information theory that we studied recently [1]. More specifically, in the study of
error probabilities for coding over an additive white Gaussian noise channel [4,
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Section 7.4], it is natural to consider a sequence of Poisson processes, one in each
dimension n ≥ 1, with well defined asymptotic logarithmic intensity, as was done
in [1], motivated by the ideas in [9]. The error exponent questions studied in [1]
are related to 1 the consideration of a Boolean model where the grains associated
with the individual points are defined in terms of additive white Gaussian noise:
for all n ≥ 1 and k ≥ 1, let W (i,k)n , n ≥ i ≥ 1, denote an i.i.d. sequence of
Gaussian random variables, all centered and of variance σ2 > 0. Let W (k)n denote
the n-dimensional vector with coordinates W (i,k)n , n ≥ i ≥ 1. Then T (k)n +W (k)n
belongs to the closed ball of center T (k)n and radius X(k)n
√
n, with
X(k)n :=
(
1
n
n∑
i=1
(
W (i,k)n
)2) 12
satisfying an LDP and all the assumptions listed above. For the error exponent
problem what is of interest is not this Boolean model, but the related Boolean
model where the grain associated to each point is not the random ball described
above, but rather an associated typicality region, which in this case we may define
as the set
{T (k)n + v : v ∈ Rn, ‖v‖2 ≤ σ
√
n+ αn} ,
where ‖v‖2 denotes the usual Euclidean length of v and 0 < αn = O(
√
n) are
chosen such that 2
αn√
n
→ 0 as n→∞;
P (‖W (k)n ‖ ≤ σ
√
n + αn)→ 1 as n→∞ (for each 1 ≤ k ≤ n, of course);
1
n
log Vol{v ∈ Rn : ‖v‖2 ≤ σ
√
n+ αn} → 1
2
log(2πeσ2) as n→∞ .
This fits within the class of deterministic Boolean models considered in this pa-
per. Thus, having carried out the analysis in [1], it was natural for us to become
curious about the asymptotic properties in dimension of the sequence of Boolean
1The scenario considered in [1] goes beyond additive white Gaussian noise to consider a setting
where the additive noise comes from sections of a stationary and ergodic process. The Boolean
models that arise in the more general case involve grains, defined by the typicality sets of the noise
process, that are not necessarily spherically symmetric. Even more generally, in [1] the underlying
point process in each dimension is allowed to be an arbitrary stationary ergodic process (while still
requiring the existence of an asymptotic logarithmic intensity).
2It is straightforward to check that it is possible to choose (αn, n ≥ 1) satisfying these require-
ments.
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models with the grains being balls whose radii obey a large deviations principle in
the sense described above, and the current paper may be viewed as a start in that
direction. In particular, it is to be hoped that this particular asymptotic regime,
which is so natural from an information theoretic viewpoint, will also be of value
in the applications of stochastic geometry in other domains of science and engi-
neering.
The paper is structured as follows. We start with a summary of results and
heuristic explanations in Section 3. We then give proofs in Section 4. For smooth-
ness of exposition, we first discuss the volume fraction threshold, then the degree
threshold, and finally the percolation threshold in each of these sections. Some
concluding remarks, making connections between the issues addressed here and
the information theoretic concerns of [1], are made in Section 5, where in particu-
lar the instantiation of our general results in the case of Gaussian grains is worked
out in detail.
3 Results
3.1 Volume Fraction Threshold
Consider the stationary version of the marked Poisson process in each dimension.
We are interested in the asymptotic behavior of the probability with which the
origin is covered, namely P(0 ∈ Cn). By stationarity, for any Borel set of Rn,
this probability is also the mean fraction of the volume of the Borel set which is
covered by the Boolean model. We claim that there is a number τv, called the
volume fraction threshold, such that for ρ < τv this probability asymptotically
approaches 0 as n tends to infinity, while for ρ > τv it asymptotically approaches
1. The value of τv depends on the large deviations rate function I(·) associated to
the sequence of distributions of the radii of the marks.
The idea of the proof is based on the fact that most of the volume of a ball is at
the boundary. Hence for all R > 0, the mean number of points at distance roughly
R
√
n from the origin grows like
enρne
n
2
log(2pie)+o(n)en logR .
Each such point covers the origin with probability P(X¯n ≥ R). For R < R∗
this probability is asymptotically 1. For R > R∗ this probability decays like
e−nI(R)+o(n), where I(·) denotes the rate function for the convergence X¯n P→ R∗.
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Let 0 denote the origin in Rn. We should therefore have
lim
n→∞
1
n
log P(0 ∈ Cn) = ρ+ 1
2
log(2πe) + sup
R≥R∗
(logR− I(R)) ,
as long as
ρ+
1
2
log(2πe) + sup
R≥R∗
(logR− I(R)) < 0 ,
where we used the fact that I(R∗) = 0 which implies that log(R) ≤ log(R∗) −
I(R∗) for R ≤ R∗.
Also
lim
n→∞
P(0 ∈ Cn) = 1 ,
if
ρ+
1
2
log(2πe) + sup
R≥R∗
(logR− I(R)) > 0 .
This gives a heuristic explanation of the value of the threshold in the following
theorem:
Theorem 1. Under the foregoing assumptions, the volume fraction threshold is
equal to
τv = −1
2
log(2πe) + inf
R≥R∗
(I(R)− logR) . (3)
More precisely, for ρ < τv, as n tends to infinity, the volume fraction in dimension
n, namely P(0 ∈ Cn), tends to 0 exponentially fast with
lim
n→∞
1
n
log(P(0 ∈ Cn)) = ρ− τv, (4)
whereas for ρ > τv, it tends to 1 with
lim
n→∞
1
n
log(− logP(0 /∈ Cn)) = ρ− τv . (5)
Note that
τv ≤ −1
2
log(2πe)− logR∗. (6)
In the case of deterministic radii, i.e. when X¯n equals the deterministic value
R∗n for each n ≥ 1, with R∗n → R∗ as n → ∞, we have equality in eqn. (6).
The R.H.S. of eqn. (6) is identical to what is called the Poltyrev threshold in
[1], where it in effect arose in the context of the Boolean models with Gaussian
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grains truncated to their typicality regions, as described at the end of Section 2.
In Section 5 we will discuss in more depth this connection between the questions
addressed in this paper and the information theoretic questions studied in [1]. This
threshold can also be described as follows: the volume of the n-ball of random
radius X¯n
√
n scales like enV+o(n) as n tends to infinity, for some constant V ; we
have τv = −V or equivalently the critical density enτv+o(n) scales like the inverse
of the volume of this n-ball.
3.2 Degree Threshold
We are interested in the number Dn of points other than 0 whose ball intersects
the ball of the point at the origin under P0n.
We claim that there is a number τd, that we will call the degree threshold, such
that if ρ < τd, then E0n[Dn] asymptotically goes to 0 when n tends to infinity,
while for ρ > τd it asymptotically goes to ∞.
We argue as follows: condition on the radius of the ball of the point at the
origin, call it s
√
n. Every point that lands in the ball of radius s
√
n will have its
ball meeting the ball of the origin. The number of such points grows like
enρne
n
2
log(2pie)+o(n)en log s .
Next consider points at a distance roughly R
√
n from the (point at the) origin,
with R > s. The number of such points grows like
enρne
n
2
log(2pie)+o(n)en logR .
Each such point has its ball intersecting the ball of the point at the origin with
probability asymptotically equal to 1 if R−s < R∗ and with probability decaying
like e−nI(R−s)+o(n) if R − s > R∗. The number of points meeting the ball of the
origin, conditioned on this ball having radius s
√
n, therefore grows like
en(ρ+
1
2
log(2pie)+supR≥s+R∗(logR−I(R−s)))+o(n) . (7)
The probability that the ball of the origin has radius roughly s
√
n decays like
e−nI(s)+o(n) . Thus, the overall growth rate of the number of points whose ball
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meets the ball of the origin is
sup
s>0
(
−I(s) + ρ+ 1
2
log(2πe) + sup
R≥s+R∗
(logR− I(R− s))
)
= ρ+
1
2
log(2πe) + sup
s>0
sup
R≥s+R∗
(−I(s) + logR− I(R− s))
= ρ+
1
2
log(2πe) + sup
R>R∗
(
logR + sup
0<s≤R−R∗
(−I(s)− I(R− s))
)
(a)
= ρ+
1
2
log(2πe) + max
(
sup
R∗≤R<2R∗
(logR− I(R− R∗)) ,
sup
R≥2R∗
(
logR− 2I(R
2
)
))
,
= ρ+
1
2
log(2πe) + sup
R≥2R∗
(
logR− 2I(R
2
)
)
, (8)
where in step (a) we have used the convexity of the rate function I(·) and the fact
that I(R∗) = 0, and in the last step we have observed that the maximum in the
first of the terms in the overall maximum occurs at R = 2R∗. This gives intuition
for the value of the threshold in the following theorem:
Theorem 2. Under the conditions of Theorem 1, the degree threshold is
τd = −1
2
log(2πe) + inf
R≥2R∗
(
2I(
R
2
)− logR
)
. (9)
That is, for ρ < τd, as n tends to infinity, in dimension n, E0n[Dn] tends to 0
exponentially fast, whereas for ρ > τd it tends to infinity exponentially fast. In
both cases,
lim
n→∞
1
n
log(E0n[Dn]) = ρ− τd . (10)
It is sometimes more convenient to write the degree threshold as
τd = −1
2
log(2πe) + inf
R≥R∗
(2I(R)− log(2R)) . (11)
Note that
τd ≤ −1
2
log(2πe)− log(2R∗) (12)
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and that the R.H.S. of the last inequality is the degree threshold in the case of
deterministic radii [8].
In the general case, the degree threshold can be described as follows: let X¯ ′n be
an independent random variable with the same law as X¯n. The volume of the n-
ball of random radius (X¯n + X¯ ′n)
√
n scales like enV+o(n) as n tends to infinity for
some constant V ; we have τd = −V or equivalently the critical density enτd+o(n)
scales like the inverse of the volume of this n-ball.
3.3 Percolation Threshold
Consider the Palm version of the process in dimension n. Consider the connected
component of Cn that contains the origin, called the cluster of the origin, and
denote the set of points of the underlying Poisson process that lie in this connected
component by Kn. The percolation probability in dimension n is denoted by
θn := P
0
n(|Kn| =∞) ,
with |A| the cardinality of set A. This is one of the standard definitions for perco-
lation probability in continuum percolation theory, see [7, Section 1.4].
We are interested in the asymptotics of the percolation probability as n→∞.
We claim that there is a number τp, called the percolation threshold, such that for
ρ < τp we have θn → 0 as n→∞, while for ρ > τp we have lim infn θn > 0.
Proposition 3. In the case of deterministic radii, the percolation and the degree
thresholds coincide, i.e. τp = τd .
To see that τp ≥ τd, note that if ρ < τd then E0n[Dn] → 0 as n → ∞ from
Theorem 2. It follows that P0n(Dn = 0) → 1 as n → ∞. Hence P0n(|Kn| =
1) → 1 as n → ∞, from which it follows that θn → 0 as n → ∞. This means
ρ < τp. This argument actually works in the general case, i.e. it does not require
the assumption of deterministic radii.
To see that τp ≤ τd in the case of deterministic radii, we need to prove that if
ρ > τd then lim infn θn > 0. To this end, let us recall the main result of [8]. In our
notation, in [8] Penrose considers the sequence of Poisson Boolean models with
deterministic radii R∗n = R∗ for each n ≥ 1, and with normalized logarithmic
intensities ρyn defined via
enρ
y
n
(πn)
n
2
Γ(n
2
+ 1)
(2R∗)n = y , for all n ≥ 1 ,
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where y > 0 is a fixed real number. Let θyn denote the percolation probability in di-
mension n with these choices. The main result [8, Theorem 1] is that limn→∞ θyn
exists and equals the survival probability of a branching process with offspring
distribution Poisson with mean y, and started with a single individual. In particu-
lar, this means that if y > 1, then lim infn→∞ θyn > 0.
In our scenario with deterministic radii, the degree threshold (see eqn. (11)) is
τd = −1
2
log(2πe)− log(2R∗) , (deterministic radii) .
It suffices to observe that if ρ > τd, then
lim
n→∞
enρn
(πn)
n
2
Γ(n
2
+ 1)
(2R∗n)
n =∞ .
That lim infn→∞ θn > 0 then follows from the result of [8] cited above.
The main result on the case with random radii is:
Theorem 4. The percolation threshold is given by the formula
τp = −1
2
log(2πe) + inf
R≥R∗
(I(R)− log(R +R∗)) . (13)
That is, for ρ < τp, θn → 0 when n tends to infinity, whereas for ρ > τp we have
lim infn θn > 0.
Note that
τp ≤ −1
2
log(2πe)− log(2R∗) .
In the case of deterministic radii the minimum in the expression for the percolation
threshold in eqn. (13) is achieved at R = R∗ and so we have
τp = −1
2
log(2πe)− log(2R∗) , (deterministic radii) .
This also equals the value of the degree threshold in the case of deterministic radii.
The volume of the n-ball of random radius (X¯n +R∗)
√
n scales like enV+o(n)
as n tends to infinity, for some constant V ; we have τp = −V or equivalently the
critical density enτp+o(n) scales like the inverse of the volume of this n-ball. The
intuition for this result is that what matters for percolation is the mean number
of balls that intersect a ball with typical radius (namely roughly R∗√n): if ρ <
τp, then on an event whose probability tends to 1 as n tends to infinity, namely
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the event that the ball of the point at 0 has a radius in the interval (R∗
√
n −
αn, R
∗√n + αn) for appropriate 0 < αn = O(
√
n), no other ball intersects the
latter ball asymptotically (because ρ < τp) and hence there is no percolation.
Conversely, for ρ > τp, when the ball of 0 is at typicality, i.e. its radius lies
in an interval of the kind defined above, we can consider a thinned version of the
reduced process where we only retain points whose balls have radii that are at least
above a threshold slightly less than the value of R achieving the infimum in the
definition of τp (assume for the moment that this infimum is achieved), and we will
still have that the mean number of balls intersecting the ball of the origin tends to
infinity like enδ with some δ > 0. Since these balls themselves have radius at least
as big as the typical ball of the unconditional distribution, this scenario propagates
via a supercritical branching process, implying asymptotic percolation. 3
3.4 Ordering of the Thresholds
Theorem 5. Under the foregoing assumptions,
τd ≤ τp ≤ τv . (14)
Remark The ordering relation of the last theorem is not limited to the Poisson
case. The family of Boolean models considered here can naturally be extended to
a family of particle processes [11], where the n-th particle process features a sta-
tionary and ergodic point process µn in Rn with normalized logarithmic intensity
ρn such that ρn → ρ as n → ∞, and i.i.d. marks satisfying the same indepen-
dence and LDP assumptions as above. This family of particle processes will be
said to admit a volume fraction threshold τv if the associated Cn, still defined by
eqn. (2), is such that P(0 ∈ Cn) asymptotically approaches 0 as n tends to infinity
for ρ < τv , while for ρ > τv it asymptotically approaches 1. Similarly, it will
be said to admit a degree threshold τd if the Palm expectation of Dn tends to 0
as n tends to infinity for ρ < τd, while for ρ > τd it tends to ∞. The definition
of the percolation threshold can also be extended verbatim. Assuming that these
three thresholds exist, then they must satisfy eqn. (14). This follows from first
principles. If the volume fraction asymptotically tends to 1, then percolation must
hold asymptotically; hence τp ≤ τv. If the mean number of balls that intersect the
ball of the origin tends to 0, then percolation cannot hold asymptotically; hence
3For technical reasons, the formal proof looks slightly different from this sketch, but this is the
basic intuition.
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τd ≤ τp.
Returning to the Poisson case, to better understand the thresholds, we first
need to recall some facts from basic convex analysis [10]. Since it is a good
convex rate function, I(·) is proper, as defined in [10, pg. 24]. Further, since it
is lower semicontinuous, its epigraph is closed [10, Thm. 7.1], so I(·) is closed
in the sense of [10, pg. 52]. Recall that the domain of I(·), defined as the set of
R for which I(R) is finite, is an interval, which is nonempty because I(R∗) = 0.
Since I(·) is closed and proper, the right and left derivatives, I ′+(·) and I ′−(·)
respectively, are well-defined as functions on R (both defined to be +∞ to the
right of the domain of I(·) and to be −∞ to the left of the domain of I(·)). These
are nondecreasing functions, each of which is finite on the interior of the domain
of I(·), and satisfy ([10, Thm. 24.1]):
I ′+(z1) ≤ I ′−(x) ≤ I ′+(x) ≤ I ′−(z2) , if z1 < x < z2 ,
and, for all x ∈ R,
lim
z↑x
I ′−(z) = lim
z↑x
I ′+(z) = I
′
−(x) and lim
z↓x
I ′−(z) = lim
z↓x
I ′+(z) = I
′
+(x) .
We further note that 0 ∈ [I ′−(R∗), I ′+(R∗)], since I(·) is a nonnegative function
with I(R∗) = 0.
This means we can define the following radii:
• Rv ≥ R∗ as a value of R satisfying
1
Rv
∈ [I ′−(Rv), I ′+(Rv)] .
Such Rv achieves the infimum in eqn. (3) for the volume fraction threshold.
Further, since R 7→ 1
R
is strictly decreasing and decreases to 0 as R → ∞,
it follows that Rv is uniquely defined and finite.
• Rd ≥ R∗, as a value of R satisfying
1
2Rd
∈ [I ′−(Rd), I ′+(Rd)] .
Such Rd achieves the minimum in eqn. (11) for the degree threshold. Fur-
ther, since R 7→ 1
2R
is strictly decreasing and decreases to 0 as R → ∞, it
follows that Rd is uniquely defined and finite.
12
• Rp ≥ R∗, as a value of R satisfying
1
Rp +R∗
∈ [I ′−(Rp), I ′+(Rp)] .
Such Rp achieves the minimum in eqn. (13) for the percolation threshold.
Further, since R 7→ 1
R+R∗
is strictly decreasing and decreases to 0 as R →
∞, it follows that Rp is uniquely defined and finite.
Theorem 6. With the foregoing definitions, we have
R∗ ≤ Rd ≤ Rp ≤ Rv ≤ Rp +R∗ ≤ 2Rd . (15)
4 Proofs
4.1 Proof of Theorem 1
Below we will use the directed random geometric graph built as follows: its ver-
tices are the nodes of the point process and there is an edge from T (k)n to T (l)n ,
l 6= k if T (l)n ∈ B(T (k)n , X(k)n √n).
Let d−n denote the in-degree of the node at the origin in this random directed
graph under P0, namely the number of points whose ball contains the origin. Let
d+n denote the out-degree of the origin, namely the number of points which fall
in the ball of the point at the origin. From the mass transport principle [6], or
by straightforward elementary arguments based on an ergodic theorem for spatial
averages, we have
E
0
n[d
+
n ] = E
0
n[d
−
n ].
Now, we have
E
0
n[d
+
n ]
(a)
= enρnE[
(πn)
n
2
Γ(n
2
+ 1)
X¯nn ]
= enρnE[e
n
2
log(2pie)+o(n)en log X¯n]
= en(ρ+
1
2
log(2pie))+o(n)
E[en log X¯n] .
Here step (a) follows from Slivnyak’s theorem. Then we have the following
result.
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Lemma 7.
1
n
logE0n[d
−
n ]→ ρ+
1
2
log(2πe) + sup
R≥R∗
(logR− I(R)) , as n→∞ . (16)
Proof. From what precedes,
E
0
n[d
−
n ] = e
n(ρ+n
2
log(2pie))+o(n)
E[en log X¯n ] .
It follows from Assumption (1) and from Varadhan’s lemma [2] that
lim
n→∞
1
n
E[en log X¯n ] = sup
R≥R∗
(logR− I(R)) ,
where we have used the observation that logR− I(R) ≤ logR∗ for 0 ≤ R ≤ R∗.
This completes the proof.
Now, from the independent thinning theorem [3, Exercise 11.3.1], the distri-
bution of d−n is Poisson. Thus
P(0 ∈ Cn) = 1− exp(−E0n[d−n ]) ≤ E0n[d−n ] . (17)
For ρ < τv, we see from eqn. (16) that
E[d−n ]→ 0 as n→∞ ,
which implies that
P(0 ∈ Cn)→ 0 as n→∞.
In addition, for all α < 1 we have
1− αx ≥ exp(−x) ≥ 1− x for all sufficiently small x > 0 .
Thus, from eqn. (17) we get that, for all α < 1 and n sufficiently large
1
n
logE0n[d
−
n ] ≥
1
n
log P(0 ∈ Cn) ≥ 1
n
logE0n[d
−
n ] +
1
n
logα .
Thus we have
lim
n→∞
1
n
logP (0 ∈ Cn) = ρ+ 1
2
log(2πe) + sup
R≥R∗
(logR− I(R)) , (18)
which concludes the proof of eqn. (4).
Suppose now that ρ > τv Since
P(0 /∈ Cn) = exp(−E0n[d−n ]) , (19)
we then immediately get eqn. (5).
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4.2 Volume Fraction Threshold for Deterministic Radii
The proof above also works for the case of deterministic radii (equal to R∗n
√
n in
dimension n with R∗n → R∗ as n → ∞). The only change needed is to replace
E[en log X¯n ] by en logR∗n . Then eqn. (16) is replaced by
1
n
logE0n[d
−
n ]→ ρ+
1
2
log(2πe) + logR∗ ,
and we learn that if
ρ < −1
2
log(2πe)− logR∗
then
lim
n→∞
1
n
log P(0 ∈ Cn) = ρ+ 1
2
log(2πe) + logR∗ ,
which replaces eqn. (18), while if
ρ > −1
2
log(2πe)− logR∗
then
lim
n→∞
1
n
log(− log P(0 /∈ Cn)) = ρ+ 1
2
log(2πe) + logR∗ ,
which replaces eqn. (5).
4.3 Proof of Theorem 2
In each dimension n, consider the stationary version of the process. Given s > 0,
let Nn(0, s) denote the number of points whose balls intersect the ball of radius
s
√
n centered at the origin 0 in Rn. Then
E[Nn(0, s)]
(a)
= enρnE[
(πn)
n
2
Γ(n
2
+ 1)
(X¯n + s)
n]
= enρnE[e
n
2
log(2pie)+o(n)en log(X¯n+s)]
= en(ρ+
1
2
log(2pie))+o(n)
E[en log(X¯n+s)] .
Step (a) again follows from Slivnyak’s theorem and the mass transport principle
applied to the directed graph with an edge from T (k)n to T (l)n , l 6= k if T (l)n ∈
B(T
(k)
n , (X
(k)
n + s)
√
n).
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Consider now the Palm version of the point process. Recall that, from Slivnyak’s
theorem, ignoring the point at 0 and its mark leaves behind a stationary version of
the marked point process, which is called the reduced process. We therefore have,
E
0
n[Dn] = E[E[Nn(0, S)|S]] ,
where S d= X¯n and is independent of the reduced process.
Thus
E
0
n[Dn] = e
n(ρ+ 1
2
log(2pie))+o(n)
E[en log(X¯n+X¯
′
n)] ,
with X¯n and X¯ ′n being i.i.d. We now use the fact that X¯n + X¯ ′n satisfies an LDP
with good convex rate function 2I(u
2
) to derive (9) from Varadhan’s lemma. For
this, we have to check that if X¯ ′n is a variable with the same law as X¯n and such
that X¯ ′n and X¯n are independent, then
lim sup
n→∞
E[(X¯n + X¯
′
n)
γn]
1
n <∞ for some γ > 1. (20)
But this can be obtained from the following convexity argument
E[(X¯n + X¯
′
n)
γn] ≤ 2γnE[(X¯n)γn] ,
which implies that
E[(X¯n + X¯
′
n)
γn]
1
n ≤ 2γE[(X¯n)γn] 1n .
Hence eqn. (20) follows from eqn. (1).
This completes the proof of the results on the degree threshold.
4.4 Degree Threshold for Deterministic Radii
The proof given above also works for the case of deterministic radii. The changes
needed are analogous to those that were needed in the case of the volume fraction
threshold.
4.5 Proof of Theorem 4
We need to prove two things: (1) if ρ < τp then limn→∞ θn = 0 and (2) if ρ > τp,
then lim infn→∞ θn > 0.
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To prove (1) we follow the lines of the proof in Section 4.3. Rather than
considering E0n[Dn], we consider P0n(Dn > 0). As in Section 4.3, we write
P
0
n(Dn > 0) = E
0
n[P
0
n(Dn > 0|S)] ,
where S
√
n now refers to the radius of the ball of the point at the origin. Now, if
ρ < −1
2
log(2πe) + inf
R≥R∗
(I(R)− log(R +R∗)) ,
then, because Rp, as defined in Section 3.4 is finite, for sufficiently small ǫ > 0
we also have
ρ < −1
2
log(2πe) + inf
R≥R∗
(I(R)− log(R +R∗ + ǫ)) .
On the event {S ≤ R∗ + ǫ′}, with ǫ > ǫ′ > 0, we have
lim
n
1
n
log
(
E
0
n[Dn|S]
)
= ρ+
1
2
log(2πe) + sup
R≥R∗+S
(logR− I(R− S))
= ρ+
1
2
log(2πe) + sup
R˜≥R∗
(
log(R˜ + S)− I(R˜)
)
≤ inf
R≥R∗
(I(R)− log(R +R∗ + ǫ)) + sup
R˜≥R∗
(
log(R˜ + S)− I(R˜)
)
= sup
R˜≥R∗
(
log(R˜ + S)− I(R˜)
)
− sup
R˜≥R∗
(
log(R˜ +R∗ + ǫ)− I(R˜)
)
< 0 . (21)
We also have
P
0
n(Dn > 0) = P
0
n(Dn > 0, S > R
∗ + ǫ′)
+E0n[P
0
n(Dn > 0|S)1(S ≤ R∗ + ǫ′)]
≤ P(S > R∗ + ǫ′) + E0n[E0n[Dn|S]1(S ≤ R∗ + ǫ′)] .
In the last expression, the first term has probability asymptotically approaching
0 as n → ∞. From eqn. (21), for all s in the integration interval, the integrand
in the second term tends pointwise to 0 as n → ∞. From this and dominated
convergence, we conclude that P0n(Dn > 0)→ 0 as n→∞, which proves (1).
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We now prove (2), assuming that
ρ > −1
2
log(2πe) + inf
R≥R∗
(I(R)− log(R +R∗ + ǫ)) .
Let Rp, as defined in Section 3.4, achieve the minimum in the definition of τp in
eqn. (13). We need to distinguish between the two cases Rp = R∗ and Rp > R∗.
Consider first the case Rp = R∗. Then
ρ = −1
2
log(2πe)− log(2R∗) + δ ,
for some δ > 0. This means that we can choose γ > 0 such that
ρ > −1
2
log(2πe)− log(2(R∗ − γ)) + δ
2
.
For each dimension n we consider the thinned version of the reduced process,
where we only retain the points whose balls have radius at least (R∗ − γ)√n. We
also consider only the event that the ball of the point at the origin has radius at
least (R∗ − γ)√n.
Let θ˜n denote the probability of percolation from the origin via its ball and
through the balls of the thinned reduced point process, on the event that the ball
of the origin has radius at least (R∗ − γ)√n. Since θn ≥ θ˜n, if we can show that
lim infn→∞ θ˜n > 0, then we will be done.
Let us now show that
(a) the probability that the ball of 0 has radius at least (R∗ − γ)√n tends to 1
as n tends to infinity;
(b) the probability that the number Jn of balls of the thinned point process in-
tersecting the ball of 0 (with radius at least (R∗−γ)√n) is positive tends to
1 as n tends to infinity;
(c) the Boolean model with deterministic radii (R∗ − γ)√n for the points of
the thinned reduced process percolates, i.e. the associated percolation prob-
ability has a positive liminf.
Property (a) is immediate. For proving (b), we show that E[Jn] tends to infinity
with n, which will complete the proof since Jn is Poisson. The probability that
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the X¯n exceeds (R∗ − γ)
√
n is asymptotically 1. Hence, by arguments similar to
those used earlier,
lim
n
1
n
E[Jn] = ρ+
1
2
log(2πe) + ln(2(R∗ − γ)) > δ
2
,
which completes the proof of (b). For proving (c), we use the results in [8]. The
percolation threshold of the Boolean models with deterministic radii (R∗− γ)√n
is −1
2
log(2πe) − log(2(R∗ − γ)). Since the normalized logarithmic intensity
of the thinned reduced process is still asymptotically ρ, and since this exceeds
−1
2
log(2πe)− log(2(R∗ − γ)), the proof of (c) follows from [8].
The proof of the desired result, in the case Rp = R∗, now follows immediately
from (a), (b), and (c).
We next turn to the case Rp > R∗. Note that in this case we must have
I(Rp) <∞. Since
ρ = −1
2
log(2πe) + I(Rp)− log(Rp +R∗) + δ ,
for some δ > 0, we can choose γ > 0 such that R∗ < Rp−γ < Rp (which implies
that I(Rp − γ) <∞), and such that
ρ > −1
2
log(2πe) + I(Rp − γ)− log(Rp +R∗ − 2γ) + δ
2
.
For each dimension n we consider the thinned version of the reduced process,
where we only retain the points whose balls have radius at least (Rp − γ)
√
n. We
also consider only the event that the ball of the point at the origin has radius at
least (R∗ − γ)√n.
Let θ˜n denote the probability of percolation from the origin via its ball and
through the balls of the thinned reduced point process, on the event that the ball
of the origin has radius at least (R∗ − γ)√n. Since θn ≥ θ˜n, if we can show that
lim infn→∞ θ˜n > 0, then we will be done.
Let us now show that
(a) the probability that the ball of 0 has radius at least (R∗ − γ)√n tends to 1
as n tends to infinity;
(b) the probability that the number Jn of balls of the thinned point process in-
tersecting the ball of 0 (with radius at least (R∗−γ)√n) is positive tends to
1 as n tends to infinity;
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(c) the Boolean model with deterministic radii (Rp − γ)
√
n for the points of
the thinned reduced process percolates, i.e. the associated percolation prob-
ability has a positive liminf.
Property (a) is immediate. For proving (b), we show that E[Jn] tends to infinity
with n, which will complete the proof since Jn is Poisson. The probability that the
X¯n exceeds (Rp − ǫ)
√
n scales like e−nI(Rp−γ)+o(n). Hence, by arguments similar
to those used earlier,
lim
n
1
n
E[Jn] = ρ+
1
2
log(2πe)− I(Rp − γ) + ln(Rp +R∗ − 2γ)) > δ
2
,
which completes the proof of (b). For proving (c), we use the results in [8]. The
percolation threshold of the Boolean models with deterministic radii (Rp− γ)
√
n
is−1
2
log(2πe)−log(2(Rp−γ)). Since the normalized logarithmic intensity of the
thinned reduced process is asymptotically ρ − I(Rp − γ), and since this exceeds
−1
2
log(2πe)− log(Rp + R∗ − 2γ)) (because Rp > R∗), the proof of (c) follows
from [8].
The proof of the desired result, in the case Rp > R∗, now follows immediately
from (a), (b), and (c). This also completes the overall proof.
4.6 Percolation Threshold for Deterministic Radii
The proof of the percolation threshold in the case of deterministic radii (i.e. when
the radii in dimension n equal a constantR∗n
√
n, withR∗n → R∗ as n→∞) can be
completed in a much simpler way than the general proof. Since τp = τd in the case
of deterministic radii, the absence of percolation when ρ < τp is an immediate
consequence of the result proved earlier that P(Dn > 0) → 0 as n → ∞ when
ρ < τd. For the case ρ > τp the proof can be done in a way exactly as the general
case where Rp = R∗ was handled above.
4.7 Proof of Theorem 5
We first prove that τd ≤ τp. By the convexity of the rate function I(·), and because
I(R∗) = 0, we have, for all R ≥ R∗,
2I(
R +R∗
2
) ≤ I(R) .
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Hence, for all R ≥ R∗,
2I(
R +R∗
2
)− log(2(R +R
∗
2
)) ≤ I(R)− log(R +R∗) .
This establishes the result.
The fact that τp ≤ τv immediately follows from
inf
R≥R∗
(I(R)− log(R +R∗)) ≤ inf
R≥R∗
(I(R)− log(R)) .
4.8 Proof of Theorem 6
The fact that R∗ ≤ Rd is immediate from the definition of Rd.
We first prove that Rd ≤ Rp. Recall that Rd is uniquely defined by
1
2Rd
∈ [I ′−(Rd), I ′+(Rd)] ,
and Rp is uniquely defined by
1
Rp +R∗
∈ [I ′−(Rp), I ′+(Rp)] .
Now
Rd > Rp =⇒ 2Rd > Rp +R∗ =⇒ 1
2Rd
<
1
Rp +R∗
=⇒ Rd < Rp .
This contradiction implies that Rd ≤ Rp.
We next prove that Rp ≤ Rv. Here we also need to recall that Rv is uniquely
defined by
1
Rv
∈ [I ′−(Rv), I ′+(Rv)] .
Now
Rp > Rv =⇒ Rp +R∗ > Rv =⇒ 1
Rp +R∗
<
1
Rv
=⇒ Rp < Rv .
This contradiction proves that Rp ≤ Rv.
We next prove that Rv ≤ Rp + R∗. For this, it suffices to observe the contra-
diction
Rv > Rp +R
∗ =⇒ 1
Rv
<
1
Rp +R∗
=⇒ Rv < Rp =⇒ Rv < Rp +R∗ .
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We finally prove that Rp +R∗ ≤ 2Rd. For this we observe the contradiction
Rp +R
∗ > 2Rd =⇒ 1
Rp +R∗
<
1
2Rd
=⇒ Rp < Rd =⇒ Rp +R∗ < 2Rd .
This completes the proof.
5 Concluding Remarks
5.1 Connections with Error Exponents
In this subsection we make some remarks about the connections between the con-
cerns of this paper and the problem of error exponents in channel coding over the
additive white Gaussian noise channel [4, Section 7.4], as discussed in [1] in the
Poltyrev regime.
For all n ≥ 1 and k ≥ 1, let W (i,k)n , n ≥ i ≥ 1, denote an i.i.d. sequence
of Gaussian random variables, all centered and of variance σ2. Let W (k)n denote
the n-dimensional vector with coordinates W (i,k)n , n ≥ i ≥ 1. Then T (k)n +W (k)n
belongs to the closed ball of center T (k)n and radius X(k)n
√
n, with
X(k)n :=
(
1
n
n∑
i=1
(
W (i,k)n
)2) 12 d
= X¯n , (22)
where X¯n denotes a random variable having the distribution of the normalized
radius random variables in the preceding equation. One can check that (X¯n, n ≥
1) satisfy an LDP and all the assumptions listed above. For each σ2 > 0, we call
such a family of Boolean models (parametrized by n ≥ 1, as usual) the case with
Gaussian grains.
For Shannon’s channel coding problem in the Poltyrev regime, as considered
in [1], the focus is on the probability of error. As a result, one only wants to
associate those points in Euclidean space that have a high probability of being
of the type T (k)n + W (k)n to the point T (k)n . Therefore one considers, instead of
the Boolean model where a Gaussian grain is associated to each point, another
Boolean model where this Gaussian grain is replaced by an associated typicality
region, namely the set
{T (k)n + v : v ∈ Rn, ‖v‖2 ≤ σ
√
n+ αn} ,
22
where ‖v‖2 denotes the usual Euclidean length of v and where 0 < αn = O(
√
n)
are chosen such that
αn√
n
→ 0 as n→∞;
P (‖W (k)n ‖ ≤ σ
√
n+ αn)→ 1 as n→∞ (for each 1 ≤ k ≤ n);
1
n
log Vol{v ∈ Rn : ‖v‖2 ≤ σ
√
n+ αn} → 1
2
log(2πeσ2) as n→∞ .
This now gives rise to a family of deterministic Boolean models which will be
referred to as the truncated Gaussian grain models below. The Poltyrev capacity is
the threshold for the asymptotic logarithmic intensity of such a family of Boolean
models. This threshold is the asymptotic logarithmic intensity up to which it is
possible to make such an association with asymptotically vanishing probability of
error. It is also the threshold up to which there is a vanishingly small probability
that a point in Euclidean space is covered by multiple truncated Gaussian grains,
which directly corresponds to what is called the volume fraction threshold in the
present paper.
It turns out that the volume fraction threshold is smaller for Gaussian grains
than for truncated Gaussian grains, even though the normalized radii of the grains
in the two models have the same asymptotic limit R∗. To see this, consider Gaus-
sian grains with per-coordinate variance σ2, as above. Then X¯2n is distributed as
the average of n i.i.d. squared Gaussian random variables of mean 0 and variance
σ2, so we have X¯2n
P→ σ2 as n → ∞, which implies X¯n P→ σ as n → ∞. This
means E[X¯n] (which is bounded above by (E[(X¯n)2]) 12 = σ) converges to σ as
n → ∞. This means R∗ = σ. The volume fraction threshold for deterministic
grains with radius R∗
√
n in dimension n is then given by the R.H.S. of eqn. (6).
The exponent of the growth rate in n of the volume of each Gaussian grain is
strictly bigger than this. That it is at least as big follows immediately from the
convexity of the function R 7→ Rn, defined for R ≥ 0. To see the strict inequality,
first note that the density of the radius of the Gaussian grain in dimension n can
be written as gσn(r), r ≥ 0, where gσn(r) = 1σg1n( rσ ), with
gσ1 (r) :=
nrn−1e−
r2
2
2
n
2 Γ(n
2
+ 1)
, r ≥ 0 ,
where Γ(·) denotes the standard Euler gamma function. To figure out the asymp-
totic growth rate of the expected volume of a grain, we need to compute
lim
n→∞
1
n
log
∫ ∞
0
Vn(1)r
ngσn(r)dr ,
23
where Vn(1) := pi
n
2
Γ(n
2
+1)
denotes the volume of the ball of unit radius in Rn.
It is convenient to reparametrize r as vσ
√
n, giving
gσn(vσ
√
n) = e−n(
v2
2
− 1
2
−log(v)+o(1)) .
Thus
lim
n→∞
1
n
log
∫ ∞
0
π
n
2
Γ(n
2
+ 1)
rngσn(r)dr
= lim
n→∞
1
n
log
(
(2πeσ)
n
2
∫ ∞
0
en(log v+o(1))e−n(
v2
2
− 1
2
−log(v)+o(1))dv
)
(a)
=
1
2
log(2πeσ2) +
1
2
(log 4− 1)
>
1
2
log(2πeσ2) ,
where step (a) comes from Laplace’s principle that the asymptotics is controlled
by the exponential term in the integrand with the largest exponent. Laplace’s
principle as just applied is only a heuristic, of course, but this calculation makes
the point that the volume fraction threshold for Gaussian grains is strictly smaller
than the volume fraction threshold for the truncated Gaussian grains (i.e. the
Poltyrev threshold).
5.2 Thresholds in the Gaussian Grain Case
It is interesting to consider the case of Gaussian grains in detail as an illustration
of the general results in this paper, and we turn to this next, giving, in the process,
a rigorous derivation of the volume fraction threshold for this case as discussed in
the preceding subsection.
We first need to determine the large deviations rate function for the sequence
(X¯n, n ≥ 1), with each X¯n defined as in eqn. (22). Here we think of σ2 > 0 as
being fixed. It is easy to do this by first observing that (X¯2n, n ≥ 1) satisfies the
large deviations principle with rate function J(·) given by
J(z) =
{
z
2σ2
− 1
2
− 1
2
log z
σ2
if z > 0
∞ otherwise ,
24
which follows from the fact that if Zn is a Gaussian random variable with mean
zero and variance σ2 then
logE[eθZ
2
n ] =
{
−1
2
log(1− 2θσ2) if θ < 1
2σ2
∞ otherwise .
The contraction principle [2, Thm. 4.2.1] then gives the rate function of the se-
quence (X¯n, n ≥ 1) as being I(·), where
I(R) =
{
R2
2σ2
− 1
2
− 1
2
log R
2
σ2
if R > 0
∞ otherwise .
Another way to see this is to note that the convex conjugate dual of this function
is the function
Λ(θ) =
θσ
2
(
θσ +
√
θ2σ2 + 4
2
)
+ log
(
θσ +
√
θ2σ2 + 4
2
)
,
and to check that
Λ(θ) = lim
n→∞
1
n
logE[enθX¯n ]
= lim
n→∞
1
n
log
∫ ∞
0
e
√
nθrgσn(r)dr
= lim
n→∞
1
n
log
∫ ∞
0
e
n
(
θvσ− v2
2
+ 1
2
+log v+o(1)
)
dv ,
by the use of Laplace’s principle in the last expression on the right hand side.
The volume fraction threshold for the case of Gaussian grains (with σ2 > 0
being fixed) it then given by finding the solution Rv ≥ σ to the equality
R
σ2
− 1
R
=
1
R
.
There is a unique solution to this equation, namely Rv = σ
√
2, and this turns out
to satisfy Rv ≥ σ, as it should. Here σ is playing the role of R∗ in the general
theory. Substituting back into the formula
τv = −1
2
log(2πe) + I(Rv)− log(Rv)
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for the volume fraction threshold gives
τv = −1
2
log(2πeσ2)− 1
2
(log 4− 1) .
This is the announced rigorous derivation of the formula that was found above by
the heuristic application of Laplace’s principle.
The degree threshold is given by finding the solution Rd ≥ σ to the equality
R
σ2
− 1
R
=
1
2R
.
There is a unique solution to this equation, namely Rd = σ
√
3
2
, and this turns out
to satisfy Rd ≥ σ, as it should. Substituting back into the formula
τd = −1
2
log(2πe) + 2I(Rd)− log(2Rd)
for the degree threshold gives
τd = −1
2
log(2πeσ2)− 1
2
(log
27
2
− 1) .
The percolation threshold is given by finding the solutionRp ≥ σ to the equal-
ity
R
σ2
− 1
R
=
1
R + σ
.
There is a unique solution to this equation, namely Rp = σc, where c is the unique
root of the equation
c3 + c2 − 2c− 1 = 0,
which satisfies c ≥ 0. In fact, this root satisfies c > 1. 4 Substituting back into the
formula
τp = −1
2
log(2πe) + I(Rp)− log(Rp + σ)
for the percolation threshold gives
τp = −1
2
log(2πeσ2)− 1
2
(log(c2(1 + c)2)− c2 + 1) .
4That there is a unique such root and that it satisfies c > 1 can be verified by noting that the
expression on the left hand side of this equation equals −1 at c = 0 and at c = 1 and goes to ∞
as c → ∞ and, further, the derivative in c of the expression is 3c2 + 2c − 2, which equals −2 at
c = 0 and is a convex function.
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Numerical evaluation of c gives 1.2469796 < c < 1.2469797. This approxi-
mation suffices to verify that
log(
27
2
)− 1 > log(c2(1 + c)2)− c2 + 1 > log(4)− 1 ,
which confirms that τd ≤ τp ≤ τv in the case of Gaussian grains, as required by
Theorem 5. This approximation also suffices to verify that
1 <
√
3
2
< c <
√
2 < 1 + c <
√
6 ,
which confirms that
R∗ ≤ Rd ≤ Rp ≤ Rv ≤ Rp +R∗ ≤ 2Rd ,
in the case of Gaussian grains, as required by Theorem 6.
Returning to the Boolean model with truncated Gaussian grains discussed in
the last subsection, since, for every σ2 > 0, this family of Boolean models is a
deterministic model with R∗ = σ, the rate function for this model satisfies
I(σ) = 0, and I(R) =∞ for all R 6= σ .
Thus, in this case the deterministic threshold equals the percolation threshold, and
both are log 2 below the volume fraction threshold. It is interesting to note, as
observed in [9] and [1], that this threshold also has a meaning; it is the threshold
for the asymptotic logarithmic intensity up to which the truncated Gaussian grain
of any given point of the Poisson process is so small that with probability asymp-
totically equal to 1 it does not meet the grain of any other point of the Poisson
process. This feature, which relates to a study of pairwise conflict in decoding
between two codewords, is central to Gallager’s analysis of error exponents in the
power constrained channels that are of interest to engineers; for more details see
Section 7.4 of [4] and in particular the study there of what is called Gallager’s E0
function.
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