Abstract There are many situations in the mining industry where grade estimation of multiple correlated variables is required. The resulting model is expected to reproduce the data correlation, but there is no guarantee that the correlation observed among data will be reproduced by the model if the variables are independently estimated by kriging, and the correlation is not explicitly taken into account. The best geostatistical approach to address this estimation problem is to use co-kriging, which requires both cross and direct covariance modeling of all variables. However, the co-kriging method is labor-intensive when the problem involves more than three attributes. An alternative is to decorrelate the variables and estimate each one independently, using, for instance, the minimum/ maximum autocorrelation factors (MAF) approach. This method involves the application of a linear transformation to the correlated variables, transforming the original data into a space where they are uncorrelated. The resulting transformed data can be individually estimated using kriging, avoiding the use of the linear model of coregionalization. Once the kriging has been performed, the MAF estimates are back-transformed to the original data space, re-establishing their correlation.The methodology is illustrated in a case study where there are two variables with correlation coefficient, q = -0.98. The MAF transformation was applied in combination with ordinary kriging (herein denoted as KMAF). Co-kriging was performed to provide a benchmark for comparing the results obtained through KMAF. The results obtained by co-kriging and KMAF showed less than 1 % average deviation between the two block models.
Introduction
Geostatistical applications dealing with multiple, possibly correlated variables, are becoming more frequent. If there is a spatial correlation between two or more variables and one variable is more densely sampled than the others (i.e., a heterotopic situation), then the densely sampled variable can be used in combination to estimate the other, under-sampled, variables. The classic approach to multivariate problems in grade estimation is co-kriging (Marechal 1970), which considers not only direct covariances, as in ordinary and simple kriging (Matheron 1963) , but also the cross-covariances between every variable in the data set. Consequently this approach capitalizes on the existing correlation between all variables and provides a more accurate estimate.
Nevertheless, one of the great drawbacks in the use of cokriging is the need to satisfy the linear model of coregionalization (LMC), which requires the direct and cross variograms to be a linear combination of basic structures. This assumption guarantees that the linear combination variance is always positive (Goovaerts 1997) . To build a valid LMC is not trivial, and in fact is difficult when dealing with more than two correlated variables. Consequently, there is a need for simpler yet accurate and precise alternatives to handle multivariate estimation problems. One such approach is principal component analysis (PCA) (Pearson 1901) , where an observation vector, UðuÞ ¼ ½U 1 ðuÞ; U 2 ðuÞ; . . .; U N ðuÞ, is rotated in space through a linear transformation that takes the N variables in the data set to a new space where they are no longer correlated. As a consequence, each factor can be treated independently, avoiding the need to satisfy the LMC, and reducing the problem to one of ordinary kriging. PCA, however, has a limitation: decorrelation is not guaranteed for a non-zero separation vector, h, unless there is an intrinsic correlation between the data (Bandarian et al. 2008 ). An alternative to PCA is the minimum/maximum autocorrelation factors (MAF) approach (Switzer and Green 1984) , which, like PCA, applies a linear transformation to the data set taking it to a new space where no correlation is present. In this new space, decorrelation is guaranteed for all data separated by a non-zero vector, h. Herein, a simple case study involving two variables is presented as an illustration to the methodology introduced. A more complex study involving four variables from Jura data set (Goovaerts 1997 ) was conducted in which co-kriging and KMAF were applied to perform estimation on these four variables. It was found that both methodologies led to similar results; KMAF presented no loss of accuracy in relation to co-kriging, indicating its applicability to multivariate problems. For further details refer to Silva (2013) .
Methodology
The MAF method was first used to separate signal from noise in multispectral images obtained by remote sensors (Switzer and Green 1984) . As described by Switzer and Green (1984) , in the MAF approach, a random multivariate vector, UðuÞ ¼ ½U 1 ðuÞ; U 2 ðuÞ; . . .; U N ðuÞ is transformed to a set of linear combinations that are independent of each other
where a T i is the transpose eigenvector of the transformation matrix A, such that the MAF factors M i ðuÞ exhibit increasing spatial autocorrelation with increasing i; in other words, M 2 ðuÞ exhibits greater spatial autocorrelation than M 1 ðuÞ (Switzer and Green 1984) . The co-kriging approach for large systems can generate numerical instabilities (Vargas-Guzmán 1999; Bandarian et al. 2008) . The KMAF methodology accounts for all direct and cross covariances without solving the co-kriging equations, avoiding such instabilities. The transformation type as Eq. (1) allows the estimation process to be carried out independently for each factor. It is important to highlight here that, even though the method leads to promising results there are certain drawbacks as well: the MAF approach is only applicable when the dataset is isotopic, that is, all variables are sampled at the same location, impelling the use of data imputation methods on heterotopic cases. Also, Vargas-Guzmán (2004) 
where the minimization of a T i is subject to the constraint corrða
The MAF factors are obtained through spectral decomposition of the matrix Cov Ud Cov À1 U , where Cov U is the covariance matrix of UðuÞ for h ¼ 0 and Cov
À1
U is its inverse (Switzer and Green 1984 
where r 2 ½UðuÞ is the variance of the random vector and r 2 ½Uðu þ dÞ the variance of the random vector separated by h ¼ d.
Hence,
where C U ðdÞ is the variogram matrix for
U , it can be expressed in terms of the eigenvectors, a T i , that form the transformation matrix, A, and its eigenvalues, K.
Orthonormal vectors form matrix A T . Multiplying (9) by Cov U A leads to
recalling that A is the transformation matrix, I is the identity matrix and K is the eigenvalues matrix. In Switzer and Green (1984) it is verified that the eigenvectors of 2C U ðdÞCov À1 U are the same as those of Cov 0 Cov À1 U , and that once the data is transformed to MAF factors, the variance-covariance matrix of the factors is an identity matrix, since they have unit variance and null covariance due to their linear independency (Desbarats and Dimitrakopoulos 2000) .
As 2C U ðdÞCov À1 U is not a symmetric matrix and its decomposition is not trivial, Switzer and Green (1984) suggested that the decomposition of its eigenvectors, for two dimensional cases, should be done in three steps:
i. Perform a linear transformation on the original data UðuÞ into VðuÞ, which can be done through principal components decomposition of the matrix Cov U ;
ii. Build two data sets, ½VðuÞ À The MAF solution, in terms of the variogram matrix is:
where C V ðdÞ is the variogram matrix of the principal components differences, VðuÞ, separated by h ¼ d and the spectral decomposition of C V ðdÞ is
where K the is eigenvalues matrix and C is the eigenvectors matrix. Replacing
rearranging the terms yields
Equation (14) is equivalent to Eq. (10) if A ¼ WC, thus the transformation matrix A T is given by: Desbarats and Dimitrakopoulos (2000) used the MAF transformation to run a sequential Gaussian simulation, which requires normalization of the data prior to the MAF transformation. Such normalization is unnecessary for the purpose of kriging, as the MAF transformation is based on the principal components method, which does not require multi-normality of the random vector (Bandarian et al. 2008) .
In Desbarats and Dimitrakopoulos (2000) the following steps are presented to obtain the MAF factors, which is applicable to three dimensional cases: i. First, the classical approach to multivariate grade estimation, namely, co-kriging, is applied to the multivariate data set. ii. Next, the MAF transformation is used on the same data set combined with ordinary kriging, denoted here as KMAF. iii. Finally, the results from (i) and (ii) are validated and compared to verify the applicability of the KMAF method to grade estimation of multivariate data sets.
3 Case study
Data set
The study was performed on the Sapecado deposit from Vale S.A., which contains 1,180 samples with two isotopic variables. The variables of interest in this case study are Iron global grade, FET(%), and Silica global grade, SIT(%) (Figs. 1 and 2 ). These two variables have a correlation coefficient, q = -0.98. Co-kriging is a natural choice to estimate simultaneously correlated variables. Note in Table 1 that for FET(%) the declustered mean is lower than the clustered mean, whereas for SIT(%) the declustered mean is higher than the clustered mean, as the densely sampled areas are those of high grade for FET(%) and low grades for SIT(%), due their inverse correlation. The co-kriging results were used as a benchmark against which the KMAF estimates are compared.
Co-kriging
The variables FET(%) and SIT(%) were co-estimated by co-kriging. The method requires direct semi-variograms for FET(%) and for SIT(%) as well as the cross-covariogram between FET(%) and SIT(%). The experimental semivariogram for FET(%) was modeled first, and this was then used to determine the semi-variograms for SIT(%) and their cross-covariogram. Table 2 summarizes the parameters used for the experimental semi-variograms.
The major anisotropy direction is N112 with a 1,225 m range and zero dip, the intermediate anisotropy direction is N22 with a 500 m range and zero dip, and the minor anisotropy direction is vertical with a 120 m range. The fitted models are: 
The co-kriging parameters are presented in Table 3 .
Kriging with MAF transformation (KMAF)
The MAF factors were obtained using an algorithm based on the methodology section above. The h value used to calculate the variogram matrix was 200 m, based on the sampling spacing (the average drilling spacing on the X direction) and less than the range of the semi-variogram. To validate the spatial decorrelation of the factors, the following procedure was adopted. First, the factors were back-transformed to the original values to check if the algorithm would bring the MAF factors to the original space. Next, the cross-correlogram of the factors MAF1 and MAF2 was plotted in order to check their spatial decorrelation. Figure 3 shows the scatter plots of the original variables FET(%) and SIT(%) versus their backtransforms: FET(%) and BACK FET(%); SIT(%) and BACK SIT(%). Note that in Fig. 3 (2014) 28: 1929-1938 1933 and 5 show the experimental cross-correlogram for MAF1 and MAF2 on the XY plane and on the vertical direction. The experimental cross-correlogram in Fig. 4 is omnidirectional and in Fig. 5 it is vertical, with the same parameters previously used in the co-kriging of the semivariograms (Table 2) . It can be seen from Figs. 4 and 5 that the spatial correlation between MAF1 and MAF2 is zero for all lags.
The next step, once the decorrelation is verified, is for each factor to be kriged independently. The block-kriged MAF factors are finally back-transformed to the original variables space, and the results can be checked and analyzed.
The experimental semi-variograms for each factor were calculated and plotted using the parameters in Table 2 .
The spatial continuity directions for both MAF factors are the same as for the original variables: the major direction is N112 with zero dip; the intermediate direction is N22 with zero dip and the minor direction is vertical.
The major range for MAF1 is 1,330 m along N112 with zero dip, the intermediate range is 625 m along the N22 with zero dip, and the minor range is 120 m in the vertical direction.
The major range for the factor MAF2 is 1,050 m along N112 with null dip, the intermediate range is 500 m along N22 with null dip, and the minor range is 105 m in the vertical direction. 
Using these models, each factor is estimated using ordinary kriging with the parameters shown in Table 4 .
Results and discussion

Global mean reproduction
The global means obtained through both methods were compared against the original declustered means of FET(%) and SIT(%). The relative deviation, err % between the estimated means with respect to the declustered data means was used to check for global bias. The results are shown in Table 5 .
It can be seen from Table 5 that both methods reproduced the data global mean for FET(%) and SIT(%) with low relative deviation, with the SIT(%) estimate, obtained through co-kriging, being the higher ðerr % ¼ 1:13%Þ. Also, for both variables, the KMAF deviation from co-kriging is not significant, being lower than 0.7 %.
Swath plots
Tests to check for local bias were also performed. The local mean behavior was examined using swath plots along the X, Y and Z directions. Figures 6 and 7 show swath plots for FET(%) and SIT(%) along the X, Y and Z directions.
Note in Fig. 6a that both methodologies follow the data declustered mean behavior. Near X ¼ À3; 000 m, there is an overestimate of the mean by both methods. This is caused by the smoothing effect inherent in estimating methods.
Also, between X ¼ À5;000 m and X ¼ À4; 000 m, it can be seen that the estimates show behavior contrary to the declustered data. In this region the data show a tendency to increase the mean value while the estimates show lower mean values. This is a poorly-sampled region surrounded by close-to-the-mean and low grades, which influence the estimate in the surrounding blocks. From Fig. 6b and c, along the Y and Z directions. Both co-kriging and KMAF produced block estimates close to the declustered data curve.
In Fig. 7a , near to X ¼ À3;000 m, SIT(%) block values underestimate the local grades due to the interpolation smoothing effect. Similarly, between X ¼ À5; 000 m and X ¼ À4; 000 m an opposite behavior is noted between the estimates and the data. For SIT(%) the data tend to lower values while the estimate tends to higher values, opposed to the behavior observed for FET(%) due their inverse correlation. In Fig 7b and c the estimates and data follow the same trend.
Correlation of variables
The correlation between FET(%) versus SIT(%) was checked on each interpolated block model (Table 6) . Note in Table 6 that the correlation is equally well reproduced by KMAF and co-kriging. The correlation coefficients obtained through co-kriging and KMAF were both q = -0.99, while the original value was q = -0.98, a difference of -0.01 % with respect to the original value. With such high correlation between the variables, the LMC is adequate, whichever variables is chosen to create the base model, and, therefore, the secondary variable has the same spatial continuity behavior observed for the primary variable. However, the alternative approach, KMAF, does not show loss of accuracy when re-establishing the data correlation, indicating its applicability to multivariate correlated data sets.
The similarity between the co-kriging and KMAF estimates were analyzed. Figures 8 and 9 show the scatterplots of the co-kriged block models against the KMAF block models for FET (%) and SIT (%), respectively.
Note the strong similarity between the estimates derived using both methods (Figs. 8 and 9 ). The dispersion cloud is symmetric around perfect correlation (y = x).
Cross-validation
Cross validation was performed for both block models. It is important to remember that, for the KMAF method, the cross validation was performed on the build-up models for the MAF factors and the results of the cross validation for each MAF factor was back-transformed to the original data space. The correlation between the estimated values by KMAF and the original values is q = 0.80 for both FET(%) and SIT(%), with mean absolute deviation, err Abs ¼ À0:05 for FET(%) and err Abs ¼ 0:1 for SIT(%). The co-kriging approach found a correlation of q = 0.80 for both variables and a mean absolute deviation of err Abs ¼ À0:02 and err Abs ¼ 0:06 for FET(%) and SIT(%), respectively. It is seen that the correlation between estimated values and true values is the same for both approaches. The KMAF method was applied to the multivariate data without any significant loss of accuracy. 
Conclusions
It has been shown that the global grade means are equally well reproduced by KMAF and by co-kriging. The cross validation showed an absolute deviation mean greater than the classical approach, but even so, not greater than 10 % for any of the two variables, which is within the acceptable deviation boundaries. The advantage of KMAF is that, unlike co-kriging, it does not require that LMC be satisfied, which can be difficult to achieve in cases involving more than three variables. The original data correlation is reproduced by the method proposed here and the swath plots show consistency of the KMAF results with the original data. This suggests that, in this case study, the decorrelation of the variables before the estimation was valid, since the results do not show significant loss of accuracy and precision arising from avoiding the use of LMC.
