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Robust Design for IRS-Aided Communication
Systems with User Location Uncertainty
Xiaoling Hu, Caijun Zhong, Mohamed-Slim Alouini, and Zhaoyang Zhang
Abstract—In this paper, we propose a robust design frame-
work for IRS-aided communication systems in the presence
of user location uncertainty. By jointly designing the transmit
beamforming vector at the BS and phase shifts at the IRS,
we aim to minimize the transmit power subject to the worse-
case quality of service (QoS) constraint, i.e., ensuring the user
rate is above a threshold for all possible user location error
realizations. With unit-modulus, this problem is not convex.
The location uncertainty in the QoS constraint further increases
the difficulty of solving this problem. By utilizing techniques
of Taylor expansion, S-Procedure and semidefinite relaxation
(SDP), we transform this problem into a sequence of semidefinite
programming (SDP) sub-problems. Simulation results show that
the proposed robust algorithm substantially outperforms the
non-robust algorithm proposed in the literature, in terms of
probability of reaching the required QoS target.
Index Terms—IRS, robust beamforming, SDP.
I. INTRODUCTION
Intelligent reflecting surface (IRS) has recently emerged as
a promising method to tackle the coverage problem of dead-
zone users [1, 2]. The IRS is a meta-surface consisting of a
large number of low-cost, passive reflecting elements, each
of which can independently reflect the incident signal with
adjustable phase shifts. Through proper design of the phase
shifts at the IRS [3, 4], the signal received at the user can be
significantly enhanced.
To facilitate the design of phase shifts, channel state in-
formation (CSI) is compulsory. As such, plenty of works
have been devoted to the estimation of IRS-aided channels,
including the channel between the BS and IRS, as well as the
reflection channel between the IRS and user. In general, the
proposed methods can be categorized into two types. The first
type is to estimate the cascaded channels [5, 6]. However, with
a large number of reflecting elements, the training overhead
would become prohibitive. The second type is to directly
estimate two channels separately [7], assuming that the IRS
has both reflection mode and receive mode. However, this
requires a large number of receive radio frequency (RF) chains
(equal to the number of reflecting elements), which would
significantly increase the hardware cost as well as the power
consumption of the IRS.
To tackle the above issues, one possible way is to only
estimate the angles of arrivals (AOAs) and angles of departures
(DOAs) [8–10]. Because the locations of the IRS and BS
remain fixed, the channel between the BS and IRS varies
very slowly and can be accurately estimated by computing
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the AOAs and AODs [11]. Then, exploiting the user location
information provided, for example, by global positioning sys-
tem (GPS), the angular information of the reflection channel
from the IRS to the user can be obtained. However, due to
user mobility and the precision of GPS, the user location
information may not be accurate, resulting in imperfect angular
information.
Motivated by this, this letter proposes a robust design frame-
work in the presence of user location uncertainty.1 Specifically,
considering a bounded spherical error model, the transmit
beamforming vector and phase shifts are jointly designed to
minimize the transmit power, subject to the minimum achiev-
able rate constraint for all possible user location errors. To
tackle the non-convex worse-case rate constraint, the second-
order Taylor expansion is used to approximate the achievable
rate, and the S-Procedure is used to convert the resultant semi-
definite constraint into a matrix inequality. Then, applying the
semi-definite relaxation (SDR) method, an alternating algo-
rithm is designed, which optimizes the transmit beamforming
vector and phase shifts iteratively by solving a sequence of
semi-definite programming (SDP) sub-problems. Simulation
results show that the proposed robust algorithm can guarantee
the target rate regardless of the user location errors, which
substantially outperforms the non-robust algorithm proposed
in [3].
II. SYSTEM MODEL
We consider an IRS-aided system as illustrated in Fig.1,
where one BS with N antennas communicates with a single-
antenna user, which is assisted by an IRS with M reflecting
elements. Like most works on IRS, e.g., [3, 5], we assume
that the IRS operates in the far-field regime. Furthermore,
we assume that direct link between the BS and the user
does not exist, due to blockage or unfavorable propagation
environments. Both the BS and the IRS are equipped with
uniform rectangular arrays (URAs) with the size of Ny ×Nz
and My × Mz respectively, where Ny (Nz) and My (Mz)
denote the numbers of BS antennas and reflecting elements
along the y (z) axis, respectively.
A. Downlink Transmission
During the downlink data transmission phase, the BS trans-
mits the signal x = ws, where w is the beamforming vector
and s is the symbol for the user, satisfying E
{|s|2} = 1.
1Unlike [11] and [12], which adopt conventional error model, the current
work first proposes a location-based channel estimation scheme, and then
presents a practical channel error model related to location uncertainty. In
addition, the method to tackle the optimization problem is also different from
[11] and [12].
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Fig. 1. Model of the IRS-aided communication system.
Then, the signal received at the user is given by
y = gTI2UΘGB2Iws+ n, (1)
where gI2U ∈ CM×1 denotes the channel from the IRS to
the user, GB2I ∈ CM×N is the channel between the BS and
the IRS, and n is the additive white Gaussian noise (AWGN)
which follows the circularly symmetric complex Gaussian
distribution with zero mean and variance σ20 . The phase shift
matrix of the IRS is given by Θ = diag (ξ) ∈ CM×M with
the phase shift beam ξ = [ejϑ1 , ..., ejϑn , ..., ejϑM ]
T ∈ CM×1.
B. Channel Model
We consider a narrowband millimeter-wave (mmWave) sys-
tem, and adopt the narrowband geometric channel model. As
such, the channel from the IRS to the BS can be expressed as
GB2I=
D∑
l=1
βlb(ϑz-B2Ia,l, ϑy-B2Ia,l)a
T (ϑz-B2I,l, ϑy-B2I,l), (2)
where D is the number of paths, βl is the channel coefficient
of the l-th path, a and b are the array response vectors of
the BS and IRS respectively. The effective angles of departure
(AODs) of the l-th path, i.e., the phase differences between two
adjacent antennas along z and y axes, are given by ϑz-B2I,l =
− 2πdBS
λ
sin θB2I,l and ϑy-B2I,l = − 2πdBSλ cos θB2I,l sinφB2I,l,
respectively, where dBS is the distance between two adjacent
BS antennas, λ is the carrier wavelength, θB2I,l and φB2I,l
are the elevation and azimuth AODs, respectively. Similarly,
the two effective angles of arrival (AOAs) can be writ-
ten as ϑz-B2Ia,l =
2πdIRS
λ
cos θB2Ia,l cosφB2Ia,l and ϑy-B2Ia =
2πdIRS
λ
cos θB2Ia,l sinφB2Ia,l, respectively, where dIRS is the dis-
tance between two adjacent reflecting elements, θB2Ia,l and
φB2Ia,l are the elevation and azimuth AOAs, respectively. We
further assume that dBS = dIRS =
λ
2 .
The s-th element of a (ϑz, ϑy) ∈ CN×1 and the i-th element
of b (ϑz, ϑy) ∈ CM×1 are respectively given by
[a (ϑz, ϑy)]s = e
jπ{(sm−1)ϑz+(sn−1)ϑy}, (3)
[b (ϑz, ϑy)]i = e
jπ{(im−1)ϑz+(in−1)ϑy}, (4)
sm = s− (⌈s/Nz⌉ − 1)Nz, sn = ⌈s/Nz⌉, (5)
im = i− (⌈i/Mz⌉ − 1)Mz, in = ⌈i/Mz⌉, (6)
where j =
√−1, and we use [z]i to denote the i-th entry of
a vector z.
Since the IRS is usually deployed near the user, a LOS
channel model is assumed to model the reflection channel
between the IRS and the user. Specifically, the channel from
the IRS to the user is given by
gTI2U = αI2Ub
T (ϑz-I2U, ϑy-I2U) , (7)
where αI2U is the channel coefficient, the two effective AODs
from the IRS to the user ϑz-I2U and ϑy-I2U are respectively
defined as [15]
ϑz-I2U=−2dIRS
λ
sin θI2U=− sin θI2U, (8)
ϑy-I2U=−2dIRS
λ
cos θI2U sinφI2U= −cos θI2U sinφI2U, (9)
where θI2U and φI2U are respectively the elevation and azimuth
AODs, as shown in Fig. 1.
C. Performance Measure
Assuming Gaussian signaling, the achievable rate of the
system can be expressed as
R = log2
(
1 +
∣∣gTI2UΘGB2Iw∣∣2/σ20) . (10)
III. LOCATION-BASED CHANNEL ESTIMATION
In the IRS-aided communication system, due to the fixed
location of the IRS, the channel from the BS to the IRS,
i.e., GB2I, usually remains constant over a long period, and
thus can be accurately estimated. Therefore, we assume that
GB2I is perfectly known. In contrast, due to user mobility,
the reflection channel gI2U varies over the time, hence should
be estimated. As such, we propose to exploit user location
information to estimate the reflection channel gI2U.
The elevation and azimuth AODs (θI2U and φI2U) have the
following relationship with the locations of the IRS and user:
yU−yI=dI2U cos θI2U sinφI2U, zU−zI = dI2U sin θI2U, (11)
where dI2U is the distance between the IRS and the user,
(xI, yI, zI) and (xU, yU, zU) are locations of the IRS and the
user respectively. Substituting (11) into (8) and (9), we obtain
the relationship between the effective AODs (ϑz-I2U and ϑy-I2U)
and locations of the IRS and the user:
ϑy-I2U = (yI − yU) /dI2U, ϑz-I2U = (zI − zU) /dI2U. (12)
In general, user location information obtained from the GPS
is imperfect. Let (xˆU, yˆU, zˆU) denote the estimated location of
the user and ∆ , [∆xU,∆yU,∆zU]
T denote the estimation
error. The estimated effective AODs from the IRS to the user
are given by
ϑˆy-I2U = (yI − yˆU)/dˆI2U, ϑˆz-I2U = (zI − zˆU)/dˆI2U. (13)
Proposition 1. The effective AODs from the IRS to the user
can be approximately decomposed as
ϑz-I2U = ϑˆz-I2U + ǫz-I2U, ϑy-I2U = ϑˆy-I2U + ǫy-I2U, (14)
where
ǫz-I2U=
(
ϑˆ2z-I2U − 1
)
∆zU+ϑˆz-I2Uϑˆy-I2U∆yU+ϑˆz-I2Uϑˆx-I2U∆xU
dˆI2U
,
ǫy-I2U=
(
ϑˆ2y-I2U−1
)
∆yU+ϑˆy-I2Uϑˆz-I2U∆zU+ϑˆy-I2Uϑˆx-I2U∆xU
dˆI2U
,
where (xU, yU, zU) denotes the accurate location of the user,
ϑˆx-I2U ,
xI−xˆU
dˆI2U
, ∆xU = xU− xˆU, ∆yU = yU− yˆU and ∆zU =
zU− zˆU are location errors along x, y and z axes, respectively.
Proof. Starting from (13), we can obtain the desired result.
Invoking the results given by Proposition 1, the reflection
channel can be expressed as
gI2U = gˆI2U ⊙ eI2U, (15)
where ⊙ stands for Hadamard product, gˆI2U =
αI2Ub(ϑˆz-I2U, ϑˆy-I2U) is the estimated channel, and eI2U
is the estimation error with [eI2U]i = e
jπfT
i
∆, where
fi = [aimin , bimin , cimin ]
T with
aimin , (im − 1)
ϑˆz-I2Uϑˆx-I2U
dˆI2U
+ (in − 1) ϑˆy-I2Uϑˆx-I2U
dˆI2U
, (16)
bimin , (im − 1)
ϑˆz-I2Uϑˆy-I2U
dˆI2U
+ (in − 1)
ϑˆ2y-I2U − 1
dˆI2U
, (17)
cimin , (im − 1)
ϑˆ2z-I2U − 1
dˆI2U
+ (in − 1) ϑˆy-I2Uϑˆz-I2U
dˆI2U
, (18)
im = i− (⌈ i
Mz
⌉ − 1)Mz, in = ⌈ i
Mz
⌉. (19)
IV. ROBUST BEAMFORMING DESIGN
Assuming that the location error is bounded by a sphere with
the radius Υ, i.e.,‖∆‖2 ≤ Υ2, we aim to minimize the total
transmit power through joint design of beamforming vector w
and phase shift vector ξ under the worst-case QoS constraint,
namely, the achievable rate should be above a threshold r.
Mathematically, the worst-case robust design problem can be
formulated as
min
{w, ξ}
‖w‖2 (20)
s. t. R ≥ r, ∀‖∆‖2 ≤ Υ2, |ξi| = 1, i = 1, . . . ,M.
Substituting (10) and (15) into (20), we have
min
{w, ξ}
‖w‖2 (21)
s. t. |(gˆI2U ⊙ eI2U)TΘGB2Iw|2≥(2r − 1)σ20 , ∀‖∆‖2≤Υ2,
|ξi| = 1, i = 1, . . . ,M.
A. Problem Transformation
Denote d , diag(gˆI2U)ΘGB2Iw and ∆¯ ,
∆
dˆI2U
. The robust
constraint in (21) is reformulated as∣∣eTI2Ud∣∣2 ≥ (2r − 1)σ20 , ∀‖∆¯‖2 ≤ Υ2
dˆ2I2U
. (22)
Constraint (22) is a non-convex constraint involving in-
finitely many inequality constraints due to the continuity of
the location uncertainty set. To handle the infinite inequalities,
we give an approximation of the left hand side of (22), which
is shown in the following proposition.
Proposition 2. The left hand side of (22) can be ap-
proximated as
∣∣eTI2Ud∣∣2 ≈ Q + 2φT ∆¯ + ∆¯TΦ∆¯, where
Q =
∣∣1Td∣∣2, φ = M∑
m=1
M∑
n=1
[d]m[d]
∗
n
(
f¯m − f¯n
)
, [Φ]sl =
M∑
m=1
M∑
n=1
[d]m[d]
∗
n
[
f¯m − f¯n
]
s
[
f¯m − f¯n
]
l
with [Φ]sl represent-
ing the entry in the s-th row and the l-th column of Φ and
f¯m , jπdˆI2Ufm.
Proof. By applying second-order Taylor expansion, we can
obtain the desired result.
Based on Proposition 2, (22) can be rewritten as
Q+ 2φT ∆¯+ ∆¯
T
Φ∆¯ ≥ (2r − 1)σ20 , ∀‖∆¯‖2 ≤
Υ2
dˆ2I2U
. (23)
Then, we leverage the following lemma to convert constraint
(23) into an equivalent form involving one matrix inequality.
Lemma 1. (General S-Procedure) Consider the quadratic ma-
trix inequality (QMI) [13]:
h(X) = XHAX+ 2Re
(
BHX
)
+C  0, (24)
∀X ∈ {Y|tr (DYYH) ≤ 1,D  0} ,
where tr (·) represents the trace, A,D ∈ Hm with Hm being
the set of m × m Hermitain matrices, X,B ∈ Cm×n and
C ∈ Hn. This QMI holds if there exists µ ≥ 0 such that[
C BH
B A
]
− µ
[
In 0
0 −D
]
 0, (25)
provided that there exists a point X¯ such that h(X¯)  0.
By applying Lemma 1, the constraint (23) is transformed
into [
Q − (2r − 1)σ20 − µ φT
φ Φ+ µ
dˆ2I2U
Υ2 I3
]
 0, (26)
where µ ≥ 0 is a slack variable.
The transformed constraint (26) involves only one matrix
inequality constraint, which is more amenable for algorithm
design compared to the infinitely many constraints in the
original constraint (22). However, the resulting optimization
problem is still not jointly convex with respect to w and ξ.
Therefore, we adopt an alternating optimization method to
optimize w and ξ iteratively.
B. Optimization of w
Specifically, for given phase shift beam ξ, the sub-problem
of problem (21) corresponding to the beamforming vector w
is formulated as
min
{w,µ}
‖w‖2 , s.t. (26), µ ≥ 0. (27)
However, the constraint (26) is non-convex. To proceed, we
recast the optimization problem as a rank-constrained SDP
problem. By applying the change of variables W¯ = wwH ,
problem (27) can be rewritten as
min
{W¯∈SN+ , µ}
tr
(
W¯
)
(28)
s. t.
[
Q¯− (2r − 1)σ20 − µ φ¯T
φ¯ Φ¯+ µ
dˆ2I2U
Υ2 I3
]
 0,
rank
(
W¯
)
= 1, µ ≥ 0,
where SN+ denotes the set of N × N positive semidef-
inite Hermitain matrices, Q¯ = 1TMTW¯T
H1M ,
[
φ¯
]
q
=
tr
(
DqTW¯T
H
)
,
[
Φ¯
]
sl
= tr
(
AslTW¯T
H
)
, where 1M de-
notes a M × 1 vector whose elements all equal to 1,
T = diag(gˆI2U)ΘGB2I, Dq ∈ RM×M and Asl ∈ RM×M
with entries in the m-th row and the n-th column given by
[Dq]mn =
[
f¯m − f¯n
]
q
and [Asl]mn =
[
f¯m − f¯n
]
s
[
f¯m − f¯n
]
l
.
As such, the only remaining non-convexity of problem (14)
is due to the rank constraint. Generally, solving such a rank-
constrained problem is known to be NP-hard. To overcome
this issue, we adopt the SDR technique and drop the rank
constraint.
min
{W¯∈SN+ , µ}
tr
(
W¯
)
(29)
s. t.
[
Q¯− (2r − 1)σ20 − µ φ¯T
φ¯ Φ¯+ µ
dˆ2I2U
Υ2 I3
]
 0, µ ≥ 0,
Therefore, the resulting problem becomes a convex SDP
problem, and thus can be efficiently solved by standard convex
program solvers such as CVX. While there is no guarantee
that the solution obtained by SDR satisfies the rank constraint,
the Gaussian randomization can be used to obtain a feasible
solution to problem (27) based on the higher-rank solution
obtained by solving (29).
C. Optimization of ξ
For given beamforming vector w, the sub-problem of prob-
lem (21) corresponding to the phase shift beam ξ becomes
a feasibility-check problem. To further improve optimization
performance, we introduce a slack variable v, which is inter-
preted as the SINR residual of the user. Hence, the feasibility-
check problem of ξ is formulated as follows
max
{ξ,v,µ}
v, (30)
s. t.Modified-(26), v ≥ 0, µ ≥ 0, |ξi| = 1, i = 1, . . . ,M,
where the Modified-(26) is obtained from (26) by replacing
(2r − 1)σ20 with (2r − 1)σ20 + v.
To address the non-convexity of both the constraint (26)
and the unit-modulus constraint, we apply change of variables
Ξ = ξξH . Hence, the problem (30) can be transformed into
a rank-constrained (SDP) problem as follows:
max
{Ξ,µ,v}
v, (31)
s. t.
[
Q˜− (2r − 1)σ20 − µ− v φ˜
T
φ˜ Φ˜+ µ
dˆ2I2U
Υ2 I3
]
 0,
[Ξ]ii = 1, i = 1, . . . ,M,
rank (Ξ) = 1, Ξ ∈ SM+ , v ≥ 0, µ ≥ 0,
where Q˜ = 1TMΠΞΠ
H1M , [φ˜]q = tr(DqΠΞΠ
H), [Φ˜]sl =
tr(AslΠΞΠ
H), and Π = diag(diag(gˆI2U)ΘGB2Iw).
To handle the non-convexity of the rank constraint in (31),
we adopt the SDR technique and drop the rank constraint.
max
{Ξ,µ,v}
v, (32)
s. t.
[
Q˜− (2r − 1)σ20 − µ− v φ˜
T
φ˜ Φ˜+ µ
dˆ2I2U
Υ2 I3
]
 0,
[Ξ]ii = 1, i = 1, . . . ,M, Ξ ∈ SM+ , v ≥ 0, µ ≥ 0.
Algorithm 1 Alternating Optimization Algorithm
1: Initialization : Given feasible initial solutions ξ0, w0
and the iteration index i = 0.
2: repeat
3: For given phase shifts ξi, solve problem (29) and
then invoke Gaussian randomization to obtain a feasible
beamforming vector wi+1.
4: For given beamforming vector wi+1, solve problem
(32) and then exploit Guassian randomization to get a
feasible phase shift vector ξi+1.
5: i← i+ 1.
6: until The fractional decrease of the objective value in (29)
is below a threshold ε > 0.
7: Output : ξ⋆ = ξi and w
⋆ = wi.
As such, the resulting problem becomes a convex SDP
problem, which can be efficiently solved by CVX. Then, we
apply the Gaussian randomization to obtain a feasible solution
to problem (30) based on the higher-rank solution obtained by
solving (32).
D. Alternating Optimization of w and ξ
Problem (20) is tackled by solving two sub-problems (29)
and (32) in an iterative manner, the details of which are
summarized in Algorithm 1.
Remark 1. Note that all considered sub-problems are SDP
problems, which can be solved by interior point method.
Therefore, the approximate complexity of problem (29) is
o1 = O(
√
5((N(N+1)2 +2)
3+16(N(N+1)2 +2)
2+64(N(N+1)2 +
2))), and that of problem (32) is o2 = O(
√
5((M(M−1)2 +
2)3 + 16(M(M−1)2 + 2)
2 + 64(M(M−1)2 + 2))). Finally, the
approximate complexity of Algorithm 2 per iteration is o1+o2.
With such complexity, it is required that the BS has strong
computational capacity so that the transmit beam and IRS
phase shifts can be computed in real time.
Remark 2. Since a SDR technique followed by Gaussian
randomization is adopted when solving the two sub-problems,
the strict convergence of the proposed alternating algorithm
can not be guaranteed. But for each sub-problem, such a
SDR approach followed by a sufficiently large number of
randomizations guarantees at least a π4 -approximation of the
optimal objective value.
V. SIMULATION RESULTS
In this section, we provide numerical results to evaluate
the performance of the proposed algorithm. The considered
system is assumed to operate at 28 GHz with bandwidth of 100
MHz and noise spectral power density of -169 dBm/Hz. The
IRS is at the origin (0, 0, 0) of a Cartesian coordinate system.
The locations of the BS and the user are (100,−100, 0) and
(20, 20,−20), respectively. Unless otherwise specified, the
following setup is used: N = 16, M = 100 and Υ = 4.2
2As pointed out in [16], synchronously operating a large number of phase
shifters is a non-trivial task. The IRS may suffer from phase errors. It have
been shown in [17] that the average received SNR is attenuated by φ2 where
φ , E
{
ejθ
}
with θ being the phase error. One possible way to reduce the
phase error is to use phase shifters with adaptive tuning capability.
Fig. 2 compares the proposed robust scheme with a Non-
robust optimization scheme [3]. It is worth noting that the
target rate r is a predefined threshold, while the x-axis in Fig.2
(R) is the rate achieved under different location errors of each
channel realization. The proposed robust beamforming scheme
requires that the achievable rate under all possible location
errors should exceed the threshold r, while the non-robust
beamforming scheme regards the estimated channels as perfect
channels, and aims to maximize the achievable rate without
location uncertainty, using the same power as the proposed
beamforming scheme. As can be readily seen, the variation of
the user rate with robust optimization is much smaller than
that with non-robust optimization. Moreover, the target rate
can be always guaranteed regardless of user location errors.
By contrast, with non-robust optimization, the user rate varies
over a wide range. For instance, with r = 6, the user rate
ranges from near 0 bits/s/Hz to about 7.2 bits/s/Hz. Moreover,
there is a high probability (over 80%) that the target rate can
not be achieved.
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Fig. 2. Comparison of the proposed robust optimization and
the non-robust optimization.
Fig. 3 presents the transmit power versus the target rate
with different location uncertainty and numbers of reflecting
elements. Obviously, to achieve a higher target rate, more
power is required. Also, as location uncertainty (measured by
Υ) increases, the required transmit power becomes larger so
that the target rate can be achieved for all possible location
errors. Besides, since both the beamforming gain and the
aperture gain of the IRS grow with the number of reflecting
elements, the transmit power drops significantly with the
number of reflecting elements, implying the benefit of the IRS
in power saving.
VI. CONCLUSION
In this paper, considering user location uncertainty, we study
the robust beamforming design for an IRS-aided communica-
tion system. We first handle the location uncertainty by ex-
ploiting techniques of Taylor expansion and S-Procedure. Then
SDR is used to transform the non-convex problem into a se-
quence of SDP sub-problems, which can be efficiently solved
via some optimization tools, for example, CVX. Simulation
results demonstrate that with our proposed robust algorithm,
the QoS requirement is always met regardless of location
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Fig. 3. Transmit power versus the target rate.
uncertainty, while with a non-robust optimization algorithm [3]
which has the same transmit power as the proposed algorithm,
the QoS requirement is met with a probability below 20%.
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