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application dans le champ de l’art contemporain
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Re´sume´ – Nous pre´sentons une me´thode de synthe`se d’un flux visuel guide´e par un flux audio. Notre approche proce`de dans une premie`re
e´tape par apprentissage de motifs audiovisuels dans des se´quences cine´matographiques d’entraıˆnement. L’extraction des motifs est re´alise´e au
moyen d’une co-factorisation non-ne´gative de repre´sentations matricielles des flux audio et visuels. La structure des motifs appris est ensuite
utilise´e dans une seconde e´tape pour ge´ne´rer des images a` partir de n’importe quelle entre´e audio. Ce dispositif a e´te´ utilise´ dans le cadre d’un
projet arts/sciences organise´ et expose´ par l’Universite´ Nice Sophia Antipolis et l’association pour l’art contemporain DEL’ART.
Abstract – We present a method to synthesise a visual stream driven by an audio stream. Our approach relies on the extraction of audiovisual
patterns from a collection of short movie excerpts, in a training stage. The extraction is achieved by nonnegative co-factorisation of matrix
representations of the audio and visual streams. The structure of the estimated patterns is used in a second stage to synthesise images from any
audio input. Our work was carried out in the context of an art/science project organised and exhibited by University Nice Sophia Antipolis and
contemporary art organisation DEL’ART.
1 Contexte
Le travail rapporte´ dans cet article s’inscrit dans le cadre
d’un projet arts/sciences initie´ par l’Universite´ Nice Sophia An-
tipolis (UNS) et l’association DEL’ART. 1 Ce projet, intitule´
Looking for Search, a de´bute´ durant l’e´te´ 2014. Il a associe´ en
binoˆmes des artistes du groupe FRAME 2 et des scientifiques
de laboratoires de l’UNS pour la re´alisation d’œuvres autour
de la queˆte d’apprentissage et de la recherche. Les œuvres pro-
duites ont e´te´ pre´sente´es lors d’une exposition en deux temps
a` l’Avant-Sce`ne, espace d’exposition situe´ sur le campus Saint
Jean d’Ange´ly a` Nice, de novembre 2014 a` avril 2015. 3
Dans le cadre de leur collaboration, les deux auteurs de cet
article, l’un chercheur en traitement du signal et l’autre plasti-
cien & musicien, ont propose´ deux installations, intitule´es Mo-
dules de se´paration 1 & 2, repre´sente´es en Fig. 1, dans les-
quelles le visiteur peut cheminer. Ces œuvres se fondent sur une
analogie entre espaces re´els et espaces mathe´matiques (espace
signal/donne´es brutes, espace transforme´e/donne´es traite´es) et
font plus particulie`rement e´cho aux recherches du premier au-
teur sur la se´paration de sources et la de´composition des si-
gnaux. Dans la premie`re installation, en pre´misse du projet, des
1. Association base´e a` Nice de´veloppant des projets dans le domaine de
l’art contemporain : http://www.de-lart.org. Un grand merci a` Florence
Forterre pour son exceptionnel travail de commissaire d’exposition.
2. Groupe compose´ d’artistes et d’historiens de l’art re´unis autour de
champs d’investigation communs : http://groupeframe.com
3. Notes d’exposition : http://www.unice.fr/cfevotte/projects/
lookingforsearch/catalogue.pdf
signaux audio me´lange´s issus des campagnes d’e´valuation Si-
SEC 4 sont diffuse´s dans le premier espace de la structure tandis
que des re´sultats de se´paration (obtenus avec des algorithmes
cre´e´s par le premier auteur) sont diffuse´s dans le deuxie`me es-
pace.
La deuxie`me installation pre´sente quant a` elle le re´sultat
d’un proce´de´ original de synthe`se d’un flux visuel guide´ par un
flux audio (en l’occurrence, musical), dont le contenu de cet ar-
ticle fait une description de´taille´e. Le flux visuel synthe´tise´ est a`
la fois synchrone et significatif du flux audio utilise´ en entre´e du
syste`me ; les deux flux forment ensemble une vide´o cohe´rente.
La me´thode de synthe`se repose sur une approche apprentis-
sage. Dans une premie`re phase, nous avons se´lectionne´ un en-
semble de se´quences cine´matographiques dont les flux audio
et visuel ont fait l’objet d’une de´composition conjointe per-
mettant d’en extraire un ensemble de motifs audiovisuels. La
structure de ces motifs peut alors eˆtre utilise´e dans une seconde
phase pour ge´ne´rer des images a` partir de n’importe quelle
entre´e audio. Dans le cadre de notre collaboration, nous avons
choisi des se´quences cine´matographiques noir & blanc de
quelques secondes mettant a` l’e´cran des sce`nes de se´paration,
en clin d’œil a` l’activite´ du premier auteur, depuis longtemps
de´die´e a` la se´paration de sources... Pour ce choix particulier
de se´quences d’apprentissage, le second auteur a compose´ une
musique ostensiblement larmoyante, produisant au final une
se´quence audiovisuelle a` valeur me´lodramatique. Dans notre
4. The Signal Separation Evaluation Campaign : http://sisec.wiki.
irisa.fr
FIGURE 1 – Modules de se´paration 1 & 2. Dans la premie`re
installation, les hauts-parleurs, de petite taille, sont fixe´s sur la
structure (en haut a` droite de l’image).
installation, les se´quences d’apprentissage sont diffuse´es (avec
le son & l’image) sur des e´crans analogiques en entre´e de la
structure qui me`ne le visiteur vers un e´cran nume´rique plus
large diffusant la se´quence synthe´tise´e.
La suite de cet article pre´sente dans la partie 2 les de´tails du
proce´de´ d’apprentissage et de synthe`se et dans la partie 3 des
e´le´ments de re´sultats obtenus pour l’installation pre´sente´e dans
le cadre du projet Looking for Search.
2 E´le´ments scientifiques
2.1 Apprentissage du mode`le audiovisuel
2.1.1 Repre´sentation des donne´es
E´tant donne´ un ensemble de se´quences audiovisuelles d’en-
traıˆnement, le proce´de´ d’apprentissage, illustre´ en Fig. 2, est
comme suit. Tout d’abord, en l’e´tat actuel de nos travaux et
pour des raisons essentiellement de couˆt de calcul, chaque
se´quence est traite´e individuellement et les motifs audiovisuels
appris pour toutes les se´quences sont rassemble´es au sein d’un
meˆme dictionnaire en fin d’apprentissage. Chaque trame vi-
suelle est “vectorise´e” puis normalise´e (par sa norme `1). Le
flux audio est segmente´ en trames temporelles aligne´es aux
trames visuelles, comme repre´sente´ en Fig. 2, dont on retient
des descripteurs spectraux Mel (pe´riodogramme ramene´ a` une
e´chelle psychoacoustique). Le vecteur re´sultant est lui aussi
normalise´. Les vecteurs de´crivant les trames audio et visuelles
sont mis bout a` bout dans les colonnes d’une matrice V .
2.1.2 Factorisation en matrices non-ne´gatives
La matrice V est de´compose´e par factorisation en matrices
non-ne´gatives (NMF), produisant une approximation de rang
faible telle que
V ≈WH. (1)
Les matrices W et H sont a` coefficients positifs, contrainte
re´pute´e induire une repre´sentation “par parties” [1]. Les co-
lonnes de W forment ainsi des motifs audiovisuels, ca-
racte´ristiques de la se´quence d’entraıˆnement, captant des
corre´lations singulie`res entre l’image et le son. Comme illustre´
en Fig. 2, on note respectivement Wa et Wi les parties audio et
visuelles du dictionnaire (indice a comme “audio” et i comme
“image”). On note K la dimension commune de W et H .
La factorisation (1) est obtenue par minimisation par rapport
a` W et H de la divergence de Kullback-Leibler de V a` WH .
La minimisation est re´alise´e sous contrainte de non-ne´gativite´
des facteurs, mais e´galement sous la contrainte que les co-
lonnes de Wa, Wi et de H somment a` 1. Dans ces conditions,
les colonnes du dictionnaire W et de l’approche´e Vˆ = WH
ont la meˆme structure que les donne´es V (parties audio et vi-
suelle chacune normalise´es), ce qui nous est apparu comme
une contrainte naturelle, bien que non ne´cessaire. La factorisa-
tion peut eˆtre obtenue au moyen d’un algorithme majoration-
minimisation (MM), voir par exemple [2], proce´dant a` une
mise a` jour alterne´e des facteurs et employant des multiplica-
teurs de Lagrange pour la mise en œuvre des contraintes.
Comme explique´ en de´but de partie, ce proce´de´ est re´pe´te´
pour chaque se´quence d’entraıˆnement, et les dictionnaires W
obtenus sont rassemble´s dans une matrice que nous appellerons
encore W . A` noter qu’une alternative consisterait a` abouter les
se´quences d’entraıˆnement et a` re´aliser un apprentissage global
sur l’ensemble des se´quences. Cette option ne´cessite cependant
des capacite´s de stockage me´moire au-dela` des ressources in-
formatiques a` disposition des auteurs.
2.2 Synthe`se visuelle guide´e par l’audio
Une fois la phase d’apprentissage re´alise´e, un flux visuel
peut eˆtre aise´ment synthe´tise´ a` partir d’un flux audio arbitraire.
Il suffit pour cela de de´composer la repre´sentation temps-
fre´quence du flux audio, obtenue comme au paragraphe 2.1.1,
sur la partie audio Wa du dictionnaire appris. Il en re´sulte
une matrice d’activation Hs, qui peut alors eˆtre utilise´e pour
synthe´tiser un flux visuel Vˆi = WiHs. Les trames visuelles
proprement dites sont obtenues en re´-organisant les colonnes
de Vˆi sous forme matricielle et en en projetant les coefficients
sur l’intervalle [0, 255] afin d’obtenir une image noir & blanc
8-bits. Le flux visuel synthe´tise´ est par construction aligne´ tem-
porellement sur le flux audio, et les deux forment ensemble une
se´quence audiovisuelle cohe´rente.
Pour un meilleur rendu visuel, la matrice Hs est estime´e
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FIGURE 2 – Proce´de´ d’apprentissage des motifs audiovisuels.
en utilisant une variante de l’algorithme pre´sente´ dans [3], qui
pre´sente une me´thode de de´composition non-ne´gative pour la
divergence de KL pe´nalise´e par un terme de lissage quadra-
tique.
2.3 Relations avec l’e´tat de l’art
Le proce´de´ d’apprentissage pre´sente´ est similaire a` la tech-
nique d’analyse audiovisuelle propose´e par Smaragdis & Casey
[4]. La construction des donne´es audiovisuelles est en particu-
lier semblable. Leur approche proce`de toutefois par projection
des donne´es et analyse en composantes inde´pendantes. Dans
leur cas la matriceW est obtenue de telle sorte que les lignes de
H = WTV soient le plus mutuellement inde´pendantes, alors
que nous proposons une approche ge´ne´rative qui prend expli-
citement en compte la non-ne´gativite´ des donne´es. De nom-
breuses me´thodes de fusion/inte´gration audiovisuelle ont e´te´
propose´es en traitement de la parole, pour des taˆches de locali-
sation, de reconnaissance, de se´paration, e.g., [5, 6]. En par-
ticulier, l’approche suivie dans [6] consiste a` apprendre des
atomes audiovisuels localise´s (et invariants) en temps et espace
avec une approche codage parcimonieuse ; la partie visuelle des
atomes est une courte se´quence vide´o (une seule image dans
notre cas). L’utilisation faite dans notre travail d’une analyse
audiovisuelle pour la synthe`se d’un flux d’images est a` notre
connaissance une de´marche nouvelle.
3 Re´sultats d’expe´riences
3.1 Base d’apprentissage
Comme indique´ dans la premie`re partie, nous avons dans
le cadre du projet Looking for Search, utilise´ pour se´quences
d’apprentissage des extraits cine´matographiques noir & blanc
(a` la fois pour une plus grande facilite´ de traitement et pour
leur valeur esthe´tique) pre´sentant des sce`nes de se´paration
(de´part a` caracte`re sentimental d’un protagoniste). 5 Les ex-
traits durent de 9 a` 16 secondes et la taille des trames vi-
suelles est de 720× 576 (soit 414.720 pixels) ; la diversite´ des
formats d’image est prise en compte par l’ajout approprie´ de
bandes noires. L’e´chantillonnage est de 25 trames par seconde.
Le son est traite´ en mono, e´chantillonne´ a` 22kHz et segmente´
en trames de 80 ms (2 fois la pe´riode des trames visuelles) dont
on extrait 64 descripteurs spectraux Mel.
3.2 Re´sultats d’apprentissage
Les donne´es audiovisuelles de chaque se´quence d’appren-
tissage ont e´te´ de´compose´es en utilisant K = 3 motifs.
L’algorithme est initialise´ avec des matrices non-ne´gatives a`
coefficients ale´atoires. La figure 3 repre´sente pour quelques
se´quences d’apprentissage les trois motifs audiovisuels appris
ainsi que trois trames repre´sentatives des donne´es.
La valeur choisie de K est clairement sous-dimensionne´e
pour la bonne reconstruction des donne´es (notamment a` cause
de la grande variabilite´ des images et l’absence d’invariances
dans la mode´lisation du flux visuel). Cependant, dans le
cadre spe´cifique de ce travail artistique, les motifs visuels ap-
pris avec cette valeur nous sont apparus posse´der une valeur
esthe´tique satisfaisante et produire des re´sultats de synthe`se
plus inte´ressants qu’avec des de´compositions plus fines.
3.3 Re´sultat de synthe`se
Une se´quence musicale d’environ 10 min a e´te´
spe´cifiquement compose´e par le second auteur pour le
projet Looking for Search, se´quence utilise´e en entre´e du
5. Extraits des films Les Amours d’une blonde, Brief Encounter, Double
Indemnity, High Noon, Ice Cold in Alex, The Misfits, Monkey Business, The
Night of the Hunter, La traverse´e de Paris, Zorro’s Fighting Legion.
syste`me de synthe`se de´crit au paragraphe 2.2. Un extrait




Nous avons de´crit dans cet article un proce´de´ d’extraction
de motifs audiovisuels dont la structure permet de synthe´tiser
un flux visuel guide´ par l’audio. Le proce´de´ repose sur des hy-
pothe`se simples, voire simplistes, qui ont cependant permis de
produire des re´sultats inte´ressants d’un point de vue tout a` fait
subjectif dans le cadre spe´cifique d’une cre´ation artistique.
Ce projet est voue´ a` se poursuivre, notamment par l’en-
richissement de la base d’apprentissage, qui en l’e´tat actuel
ne contient que 10 se´quences. Compte-tenu du faible nombre
de motifs audiovisuels appris pour chaque se´quence (seule-
ment 3), notre dictionnaire ne contient pour le moment que
30 e´le´ments, ce qui tend a` synthe´tiser des flux visuels a` diver-
site´ limite´e (d’autant que certains motifs au spectre audio tre`s
re´gulier ont tendance a` revenir fre´quemment).
Le syste`me lui-meˆme peut eˆtre amene´ a` e´voluer suivant di-
verses directions. En particulier, d’autres types de descripteurs
pourraient eˆtre envisage´s pour repre´senter le flux audio. On
pourrait par exemple envisager d’utiliser des descripteurs haut
niveau (timbre, genre, etc.) plutoˆt que bas niveau (i.e., pure-
ment spectraux). On pourrait e´galement envisager de calculer
ces descripteurs sur des feneˆtres d’inte´gration plus grandes. En
revanche, dans la mesure ou` le syste`me est voue´ a` synthe´tiser
des images, il semble moins aise´ d’inte´grer des descripteurs
plus haut-niveau dans l’analyse de la partie visuelle.
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(a) Trois trames audiovisuelles du film Brief Encounter
(b) Motifs audiovisuels estime´s
(c) Trois trames audiovisuelles du film Double Indemnity
(d) Motifs audiovisuels estime´s
(e) Trois trames audiovisuelles du film Monkey Business
(f) Motifs audiovisuels estime´s
FIGURE 3 – Re´sultats d’apprentissage. Chacune des images est
accompagne´e du spectre audio qui lui correspond (e´chelle Mel
couvrant l’intervalle 100-11000 Hz sur 64 bandes).
