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Tangential limits for harmonic functions with respect
to φ(∆) : stable and beyond
Jaehoon Kang∗ and Panki Kim†
Abstract
In this paper, we discuss tangential limits for regular harmonic functions with respect to
φ(∆) := −φ(−∆) in the C1,1 open set D in Rd, where φ is the complete Bernstein function
and d ≥ 2. When the exterior function f is local Lp-Ho¨lder continuous of order β on Dc with
p ∈ (1,∞] and β > 1/p, for a large class of Bernstein function φ, we show that the regular
harmonic function uf with respect to φ(∆), whose value is f on D
c, converges a.e. through a
certain parabola that depends on φ and φ′. Our result includes the case φ(λ) = log(1 + λα/2).
Our proofs use both the probabilistic and analytic methods. In particular, the Poisson kernel
estimates recently obtained in [7] are essential to our approach.
AMS 2010 Mathematics Subject Classification: Primary 31B25, 60J75; Secondary 60J45,
60J50.
Keywords and phrases: Bernstein function, subordinate Brownian motion, Poisson kernel, har-
monic function, (non) tangential limits, Lp-Ho¨lder space.
1 Introduction
The classical Fatou theorem states that if f ∈ Lp(Rd−1) for p ∈ [1,∞], then the Poisson extension
uf of f on the upper half-space has a nontangential limit a.e. on R
d−1. It is also proved in [10]
that the nontangential approach is sharp.
Presently, non-local operators and their potential theory have been extensively studied owing
to their importance both in theories and applications. In particular, in [1, 2], the Fatou-type
theorem for harmonic functions with respect to the operator ∆α/2 = −(−∆)α/2 was discussed.
Note that R. F. Bass and D. You [1] showed that the precise analogue of the Fatou theorem for
harmonic functions with respect to ∆α/2 is not true. Thus, in this case, it is necessary to state
certain assumptions related to exterior functions to prove the existence of limits at the boundary.
Under certain Lp-Ho¨lder continuity assumptions, it is shown in [1, 2] that the Poisson extension
∗This work was supported by the National Research Foundation of Korea(NRF) grant funded by the Korea
government(MSIP) (No.2009-0083521)
†This work was supported by the National Research Foundation of Korea(NRF) grant funded by the Korea
government(MEST) (2013004822)
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with respect to ∆α/2 has a nontangential limit a.e. on the upper half-space and Lipschiz domains,
respectively.
Among many generalizations of the Fatou theorem, it has been proved that, under various
types of assumptions on the boundary functions, the nontangential approach can be relaxed (see
[4, 13, 14, 18]). The boundedness of modified maximal operators has been an essential tool to prove
this type of results. Recently, Y. Mizuta [12] applied analytic tools to the Poisson kernel of ∆α/2
in the half space and showed that under the same assumption as that in [1], a regular harmonic
function (Poisson extension) with respect to ∆α/2 in the half space has tangential limits a.e. if the
approaching region is a certain parabola depending on α.
The purpose of this paper is to investigate possible tangential approaching regions for a large
class of the non-local operator φ(∆) := −φ(−∆) in C1,1 open sets. Our result extends the main
result in [12]. In [12], the explicit Poisson kernel formula for ∆α/2 in the upper half-space played
a key role in proving the main result. However, in general, it is not possible to derive an explicit
Poisson kernel formula for φ(∆) in C1,1 open sets. Fortunately, in a recent study [7], we have
obtained sharp two-sided estimates on the Poisson kernel for φ(∆) in bounded C1,1 open sets under
mild assumptions on φ. In this paper, we use the upper bound of the Poisson kernel for φ(∆) near
the boundary in [7] and show that the regular harmonic function with respect to φ(∆), which is
the local Lp-Ho¨lder continuous function of order β on Dc with p ∈ (1,∞] and β > 1/p, converges
a.e. through a certain parabola. In our results, the approaching region depends on φ and φ′.
Nonetheless, our approaching region is always sufficiently wide to contain a Stolz open set. See
Remark 1.6 to see how wide our approaching region is.
Before stating our procedure and the main result, we introduce the following notations: We
use “:=” to denote a definition, which is read as “is defined to be”. We denote a ∧ b := min{a, b},
a ∨ b := max{a, b}, and B(x, r) := {y ∈ Rd : |x − y| < r}. For a set W in Rd, W and W c denote
the closure and complement of W in Rd, respectively. For any open set V , we denote by δV (x),
the distance of a point x to the boundary of V , i.e., δV (x) = dist(x, ∂V ). We often denote point
z = (z1, . . . , zd) ∈ Rd as (z˜, zd) with z˜ ∈ Rd−1. Since we consider tangential limits, we always
assume that d ≥ 2.
A smooth function φ : (0,∞)→ [0,∞) is called a Bernstein function if (−1)nφ(n) ≤ 0 for every
positive integer n. It is well-known that every Bernstein function with φ(0+) = 0 has the form
φ(λ) = bλ+
ˆ
(0,∞)
(1− e−λt)µ(dt) , λ > 0 , (1.1)
where b ≥ 0, and µ is a measure on (0,∞) satisfying ´(0,∞)(1 ∧ t)µ(dt) <∞. µ is called the Le´vy
measure of φ. (See [15].)
By concavity, every Bernstein function φ satisfies
φ(tλ) ≤ λφ(t) for all λ ≥ 1, t > 0. (1.2)
Thus, λ 7→ φ(λ)/λ is decreasing, and therefore,
λφ′(λ) ≤ φ(λ) for all λ > 0. (1.3)
These simple properties of φ will be used several times in this paper.
In [9], the following conditions on the Bernstein function φ are considered: Since we always
assume that d ≥ 2, here, we state the conditions only for d ≥ 2.
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(A-1) φ is a complete Bernstein function, i.e., the Le´vy measure µ of φ has a completely monotone
density χ, i.e., (−1)nχ(n) ≥ 0 for every non-negative integer n.
(A-2) φ(0+) = 0 and limλ→∞ φ(λ) =∞.
(A-3) There exist constants σ > 0, λ0 > 0, and δ ∈ (0, 1] such that
φ′(λt)
φ′(λ)
≤ σ t−δ for all t ≥ 1 and λ ≥ λ0 .
(A-4) If d = 2, we assume that there are σ0 > 0 and δ0 ∈ (0, 2δ) such that
φ′(λt)
φ′(λ)
≥ σ0 t−δ0 for all t ≥ 1 and λ ≥ λ0.
(A-5) If the constant δ in (A-3) satisfies 0 < δ ≤ 12 , then we assume that there exist constants
σ1 > 0 and δ1 ∈ [δ, 1) such that
φ(λt)
φ(λ)
≥ σ1 t1−δ1 for all t ≥ 1 and λ ≥ λ0 .
(A-6) There exist a θ > 0 such that
ˆ θ
0
λd/2−1
φ(λ)
dλ <∞.
From (A-3), we get b = 0 in (1.1) by letting t→∞. From [8, Lemma 2.2], (A-3) also implies that
for every ǫ > 0, there exists c = c(ǫ) > 0 such that
φ(λx)
φ(λ)
≤ cx1−δ+ǫ for all x ≥ 1 and λ ≥ λ0. (1.4)
See Example 1.5 for examples of φ satisfying the assumptions (A-1)–(A-6).
By Bochner’s functional calculus, one can define the operator φ(∆) on C2b (R
d), which is the
collection of bounded C2 functions in Rd with bounded derivatives. Analytically, harmonic function
u for φ(∆) solves φ(∆)u = 0 on D in the distributional sense (see [3]). Since we use a probabilistic
method, we formulate harmonic functions for φ(∆) using the Le´vy process corresponding to ζ 7→
φ(|ζ|2). Let X = (Xt,Px)t≥0,x∈Rd be a rotationally symmetric Le´vy process with a characteristic
exponent φ(|ζ|2), that is,
Ex
[
eiζ·(Xt−X0)
]
= e−tφ(|ζ|
2) for every x ∈ Rd and ζ ∈ Rd.
The infinitesimal generator of X is φ(∆), i.e., φ(∆)u(x) = limt→0 t
−1(Ex[u(Xt)] − u(x)). For an
open set D, let τD := inf{t > 0 : Xt /∈ D}. Now, we give the probabilistic definition of a (regular)
harmonic function.
Definition 1.1. (1) A function u : Rd → R is said to be harmonic in an open set D ⊂ Rd with
respect to X if for every open set B whose closure is a compact subset of D, Ex[|u(XτB )|] <∞ and
u(x) = Ex[u(XτB )] for every x ∈ B.
(2) A function u : Rd → R is said to be regular harmonic in an open set D ⊂ Rd with respect to X
if Ex[|u(XτD )|] <∞ and u(x) = Ex[u(XτD )] for every x ∈ D.
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Clearly, a regular harmonic function in D is harmonic in D by the strong Markov property.
Note that, by the Harnack inequality proved in [8], under assumptions (A-1)–(A-3) the condition
Ex[|u(XτB )|] <∞ for all x ∈ D is equivalent to Ex0 [|u(XτB )|] <∞ for some x0 ∈ D.
Now, we recall some function spaces related to our exterior functions.
Definition 1.2. Suppose p ∈ (1,∞].
(1) Λpβ(R
d) is the space of Lp-Ho¨lder continuous functions of order β defined on Rd, i.e., f¯ ∈
Λpβ(R
d) means that f¯ ∈ Lp(Rd) and there exists a constant c > 0 such that
‖f¯(·+ y)− f¯(·)‖Lp(Rd) ≤ c|y|β for all y ∈ Rd. (1.5)
(2) Λpβ,loc(D
c
) is the collection of functions f such that f is defined on D
c
and for each ξ ∈ ∂D,
there exists η > 0 depending on ξ such that f agrees on D
c ∩ B(ξ, η) with a function in
Λpβ(R
d).
Note that functions in Λpβ,loc(D
c
) may not be bounded (cf., [17, 1, 2]).
Definition 1.3. An open set D in Rd is said to be C1,1 if there exist R,Λ > 0 such that the
following holds: for every ξ ∈ ∂D, there exist
1. a C1,1-function Γ = Γξ : R
d−1 → R satisfying Γ(0) = 0, ∇Γ(0) = (0, . . . , 0), ‖∇Γ‖∞ ≤ Λ,
|∇Γ(x)−∇Γ(w)| ≤ Λ|x− w|, for x,w ∈ Rd−1 and
2. an orthonormal coordinate system CSξ : y = (y˜, yd) with origin at ξ such that
B(ξ,R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CSξ : yd > Γ(y˜)}.
The pair (R,Λ) is called the C1,1 characteristics of the open set D.
For γ, a > 0, an C1,1 open set D, and ξ ∈ ∂D, define
Tγ,φ,a(ξ) = Tγ,φ,a,D(ξ) :=
{
x ∈ D : |x− ξ|γ+dφ(|x− ξ|−2)1/2 ≤ aδD(x)
d+2φ(δD(x)
−2)3/2
φ′(δD(x)−2)
}
, (1.6)
and Tγ,φ(ξ) := Tγ,φ,1(ξ).
Now, we state our theorem. We use Hs to denote the s-dimensional Hausdorff measure on Rd
and for a measurable subset W ⊂ Rd, |W | denotes the Lebesgue measure of W in Rd.
Theorem 1.4. Suppose that p ∈ (1,∞] and β > 1/p. Let X = (Xt,Px)t≥0,x∈Rd be a rotationally
symmetric Le´vy process with the characteristic exponent φ(|ζ|2) such that the assumptions (A-
1)–(A-6) hold and δ in (A-3) satisfies 1/p < δ ≤ 1. Suppose that D is a C1,1 open set with
characteristic (R,Λ) and that f ∈ Λpβ,loc(D
c
) satisfies Ex0 [|f(XτD)|] < ∞ for some x0 ∈ D. Then,
for 0 < γ < β − 1/p and a > 0, there exists a measurable subset E ⊂ ∂D with Hd−1(E) = 0 such
that uf (x) = Ex[f(XτD)] has a finite limit along Tγ,φ,a(ξ) for every ξ ∈ ∂D \ E. Furthermore,
lim
Tγ,φ,a(ξ)∋x→ξ
∣∣∣∣∣uf (x)− limr→0+ 1|B(ξ, r) \D|
ˆ
B(ξ,r)\D
f(y)dy
∣∣∣∣∣ = 0, for all ξ ∈ ∂D \ E.
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Note that when φ(λ) = λα/2 and D is the upper half-space H := {x = (x˜, xd) ∈ Rd : xd > 0},
our approaching region Tγ,φ,2/α(ξ) is simply {x ∈ H : |x− ξ|1+γ/(d−α/2) ≤ xd}. Thus, our Theorem
1.4 covers the result stated in [12].
Since the positive constant a in (1.6) plays no special role in the proof, for convenience, we will
only consider Tγ,φ(ξ) = Tγ,φ,1(ξ).
Example 1.5. Here are some examples of φ that satisfy the above assumptions (A-1)–(A-6).
• φ(λ) = λα/2, α ∈ (0, 2);
• φ(λ) = (λ+ λα)κ, α, κ ∈ (0, 1);
• φ(λ) = (λ+m2/α)α/2 −m, α ∈ (0, 2), m > 0, d > 2;
• φ(λ) = λα/2 + λκ/2, 0 ≤ κ < α ∈ (0, 2);
• φ(λ) = λα/2(log(1 + λ))κ, α ∈ (0, 2), κ ∈ (−α/2, 1 − α/2);
• φ(λ) = log(1 + λα/2), α ∈ (0, 2], d > α;
• φ(λ) = log(1 + (λ+m2/α)α/2 −m), α ∈ (0, 2), m > 0, d > 2.
Remark 1.6. From (1.3), we see that Tγ,φ(ξ) contains
T ′γ,φ(ξ) :=
{
x ∈ D : |x− ξ|γ+dφ(|x− ξ|−2)1/2 ≤ δD(x)dφ(δD(x)−2)1/2
}
.
Moreover, T ′γ,φ(ξ) contains the Stolz open set
SM (ξ) := {x ∈ D : |x− ξ| ≤MδD(x), |x − ξ| < M−d/γ}
for M > 1. In fact, since rdφ(r−2)1/2 is increasing by (1.2), for x ∈ SM (ξ), we have
|x− ξ|dφ(|x− ξ|−2)1/2 ≤MdδD(x)dφ(M−2δD(x)−2)1/2 ≤MdδD(x)dφ(δD(x)−2)1/2.
Thus, for x ∈ SM (ξ),
|x− ξ|γ+dφ(|x− ξ|−2)1/2 ≤ |x− ξ|γMdδD(x)dφ(δD(x)−2)1/2 < δD(x)dφ(δD(x)−2)1/2.
We conclude that SM (ξ) ⊂ T ′γ,φ(ξ) ⊂ Tγ,φ(ξ).
On the other hand, our approaching region Tγ,φ(ξ) can be strictly larger than T
′
γ,φ(ξ). For
example, when D is the upper half-space H and φ(λ) = log(1 + λα/2) where α ∈ (0, 2], d > α, we
have
Tγ,φ(ξ) =
{
x ∈ H : |x− ξ|γ+d{log(1 + |x− ξ|−α)}1/2 ≤ (2/α)(1 + xαd )xdd{log(1 + x−αd )}3/2
}
⊃
{
x ∈ H : |x− ξ|γ+d{log(1 + |x− ξ|−α)}1/2 ≤ xdd{log(1 + x−αd )}3/2
}
,
while
T ′γ,φ(ξ) =
{
x ∈ H : |x− ξ|γ+d{log(1 + |x− ξ|−α)}1/2 ≤ xdd{log(1 + x−αd )}1/2
}
.
5
The remainder of this paper is organized as follows: In Section 2, we recall some basic facts on
the Bernstein functions and corresponding Le´vy processes. Then, we recall the result in [7], which
is essential in proving Theorem 1.4. Section 3 consists of key lemmas that hold for Lipschitz open
sets. Using the results in Section 2 and 3, we prove Theorem 1.4 in Section 4.
In this paper, we use the following convention: The values of the constants R,Λ, λ0, δ remain the
same throughout this paper, while c, c0, c1, c2, . . . represent constants whose values are unimportant
and may change. All constants are positive finite numbers. The constants c0, c1, c2, . . . are labeled
again in the statement and proof of each result. The dependence of constant c on dimension d is
not mentioned explicitly. For x ∈ Rd, r > 0, and a set W ⊂ Rd, BW (x, r) := B(x, r) ∩W .
2 Preliminaries
First, we recall certain essential facts about our Le´vy process X that we will use later. Then, since
our proof considerably relies on the Poisson kernel estimates in [7], we will also recall facts related
to Poisson kernel and the result in [7].
Let B = (Bt : t ≥ 0) be a Brownian motion in Rd whose infinitesimal generator is ∆ (our
Brownian motion B runs at twice the usual speed), and let S = (St : t ≥ 0) be a subordinator
(non-negative increasing Le´vy process in R with S0 = 0) independent of B whose Laplace exponent
is φ, i.e.,
E[exp{−λSt}] = exp{−tφ(λ)}, λ > 0.
It is well-known that the Laplace exponents of subordinators are always Bernstein functions. The
Le´vy process X = (Xt : t ≥ 0) whose characteristic exponent is ζ 7→ φ(|ζ|2) can be defined by
Xt = BSt and it is also called a subordinate Brownian motion. For example, a rotation invariant
α-stable process is a subordinate Brownian motion with φ(λ) = λα/2.
For the remainder of this paper, we will always assume that φ is a Bernstein function satisfying
(A-1)–(A-6). Recall that φ has the representation in (1.1). Since b = 0 in (1.1) by (A-3), X is a
pure jump process.
The Le´vy measure of X has the density x 7→ j(|x|), where
j(r) =
ˆ ∞
0
(4πt)−d/2e−r
2/(4t) µ(dt)
and µ is the Le´vy measure of φ (or of S). The infinitesimal generator of X is φ(∆), which is an
integro-differential operator of the type
φ(∆)u(x) =
ˆ
Rd
(
u(x+ y)− u(x)−∇u(x) · y1{|y|≤1}
)
j(|y|) dy.
X has a transition density p(t, x, y) given by
p(t, x, y) =
ˆ ∞
0
(4πs)−d/2 exp
(
−|x− y|
2
4s
)
P(St ∈ ds).
Recall that X is said to be transient if P0(limt→∞ |Xt| = ∞) = 1. From the Chung-Fuchs type
criterion of the transience of X, (A-6) is equivalent to the transience of X (see [8, (2.9)]). Thus,
we can define the Green function G(x, y) by
G(x, y) = g(|x − y|) =
ˆ ∞
0
p(t, x, y)dt. (2.1)
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From (2.1), we see that g is decreasing. Under our assumptions (A-1)–(A-6), g(r) and j(r) enjoy
the following estimates (see [8]): for every M > 0, there exists c = c(M) > 0 such that
c−1
φ′(r−2)
rd+2φ(r−2)2
≤ g(r) ≤ c φ
′(r−2)
rd+2φ(r−2)2
, 0 < r ≤M, (2.2)
and
c−1
φ′(r−2)
rd+2
≤ j(r) ≤ cφ
′(r−2)
rd+2
, 0 < r ≤M. (2.3)
For any open subset U in Rd, we use GU (x, y) to denote the Green function of the process X in
U , which can be defined as GU (x, y) = G(x, y)−Ex[G(XτU , y)]. For each fixed z0 ∈ U , the function
GU (·, z0) is the non-negative regular harmonic function for X in U \B(z0, ǫ) for every ǫ > 0 and it
vanishes on Rd \ U .
Now, we define the Poisson kernel by
KU (x, z) :=
ˆ
U
GU (x, y)j(|y − z|)dy, (x, z) ∈ U × U c.
Then, by the result of Ikeda and Watanabe (see [6, Theorem 1]), for any open subset U and every
non-negative measurable function f ,
Ex [f(XτU ); XτU− 6= XτU ] =
ˆ
U
c
KU (x, z)f(z)dz.
Definition 2.1. An open set D in Rd is said to be a Lipschitz open set if there exist a localization
radius RLip > 0 and a constant ΛLip > 0 such that the following holds: for every ξ ∈ ∂D, there
exist
1. a Lipschitz function ψ = ψξ : R
d−1 → R satisfying ψ(0) = 0, |ψ(x)−ψ(y)| ≤ ΛLip|x− y|, and
2. an orthonormal coordinate system CSξ : y = (y˜, yd) with its origin at ξ such that
B(ξ,RLip) ∩D = {y = (y˜, yd) ∈ B(0, RLip) in CSξ : yd > ψ(y˜)}.
The pair (RLip,ΛLip) is called the characteristics of the Lipschitz open set D.
Since X is a rotationally invariant pure jump Le´vy process, for every Lipschitz open set D,
Px(XτD− 6= XτD) = 1 (see [11, 19]). Thus, for every Lipschitz open set D and every measurable
function f on Rd, which satisfies
´
D
c KD(x0, z)|f(z)|dz < ∞ for some x0 ∈ D, uf defined in
Theorem 1.4 has the following integral representation:
uf (x) = Ex
[
f(XτD) : XτD ∈ D
c]
=
ˆ
D
c
KD(x, z)f(z)dz, x ∈ D. (2.4)
Clearly, any regular harmonic function u in a Lipschitz open set D, whose value on Dc is f , is
written as uf .
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Furthermore, when U is a bounded C1,1 open set, we see from [7, Theorem 1.3] that
c−1
φ(δU (z)
−2)1/2
φ(δU (x)−2)1/2φ(|x− z|−2)(1 + φ(δU (z)−2)−1/2)
j(|x− z|)
≤ KU (x, z) ≤ c φ(δU (z)
−2)1/2
φ(δU (x)−2)1/2φ(|x− z|−2)(1 + φ(δU (z)−2)−1/2)
j(|x− z|), (x, z) ∈ U × U c.
(2.5)
We will use the upper bound in (2.5) for |x− z| < 2.
3 Analysis on Lipschitz open set
Recall that we assume (A-1)–(A-6). In this section, we prove some results that hold on Lipschitz
open sets. We will use these results in Section 4.
Throughout this section, we fix the Lipschitz open set D with characteristics (RLip,ΛLip). With-
out loss of generality, we assume that RLip < 1. Note that D can be unbounded and disconnected.
For every ξ ∈ ∂D and x ∈ B(ξ,RLip), we define the vertical distance
ρξ(x) := xd − ψξ(x˜) ,
where (x˜, xd) are the coordinates of x in CSξ. Then,
δD(x) ≤ |ρξ(x)| ≤ (1 + ΛLip)δD(x), ξ ∈ ∂D, x ∈ B(ξ,RLip). (3.1)
Recall that λ0 and δ are the constants in (A-3).
Lemma 3.1. For all q ∈ [1, 1/(1− δ)), and M ≥ 1, there exists a constant c = c(q, δ,ΛLip,M) > 0
such that for every ξ ∈ ∂D, s ≤ RLip/2, and r ≤ (2M)−1(RLip ∧ λ−1/20 ),ˆ
{(y˜,yd) in CSξ:|y˜|<s,|ρξ(y)|<Mr}
φ(δD(y)
−2)q/2dy ≤ crsd−1φ(r−2)q/2. (3.2)
Proof. First, since φ is increasing, by (3.1), the left-hand side of(3.2) is less than or equal toˆ
{(y˜,yd) in CSξ:|y˜|<s,|ρξ(y)|<Mr}
φ
(
(1 + ΛLip)
2|ψξ(y˜)− yd|−2
)q/2
dy. (3.3)
Using the assumption q < 1/(1− δ), choose ǫ = ǫ(δ, q) ∈ (0, δ+1/q− 1). By the change of variable
t = ρξ(y)/M , the fact that φ is increasing, (1.2), and (1.4),ˆ
{(y˜,yd) in CSξ:|y˜|<s,|ρξ(y)|<Mr}
φ
(
(1 + ΛLip)
2|ψξ(y˜)− yd|−2
)q/2
dy
= φ((1 + ΛLip)
2M−2r−2)q/2
ˆ
{(y˜,yd) in CSξ:|y˜|<s,|ρξ(y)|<Mr}
(
φ((1 + ΛLip)
2|ψξ(y˜)− yd|−2)
φ((1 + ΛLip)2M−2r−2)
)q/2
dy
≤ 2(1 ∨ (1 + ΛLip)qM−q)φ(r−2)q/2
ˆ
{|y˜|<s}
ˆ r
0
(
φ((1 + ΛLip)
2M−2t−2)
φ((1 + ΛLip)2M−2r−2)
)q/2
Mdtdy˜
≤ c1φ(r−2)q/2sd−1
ˆ r
0
(r
t
)(1−δ+ǫ)q
dt,
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which is less than or equal to c2φ(r
−2)q/2sd−1r since (1 − δ + ǫ)q < 1. Combining this and (3.3),
we have proved the lemma. ✷
A direct consequence of Lemma 3.1 is the following:
Corollary 3.2. For all δ ∈ (0, 1], there exists a constant c = c(δ,ΛLip) > 0 such that for every
r ≤ (2 + 2ΛLip)−1(RLip ∧ λ−1/20 ) and all ξ ∈ ∂D,ˆ
B(ξ,r)
φ(δD(y)
−2)1/2dy ≤ crdφ(r−2)1/2.
Recall that for x ∈ Rd, r > 0, and a set W ⊂ Rd, BW (x, r) = B(x, r) ∩W .
Lemma 3.3. Suppose that f ∈ Λpβ,loc(D
c
) and 0 < γ < β − 1/p. If δ in (A-3) satisfies δ > 1/p,
then Hd−1(E(γ)) = 0, where
E(γ) :=
{
ξ ∈ ∂D : lim sup
r→0+
ˆ
B
D
c(ξ,r)
ˆ
B
D
c(ξ,r)
φ(δD(y)
−2)1/2
r2d+γφ(r−2)1/2
|f(y)− f(z)|dydz > 0
}
.
Proof. Using the cardinality, we can choose ξi ∈ ∂D and ηi = ηi(ξi) > 0 such that there exists
f¯i ∈ Λpβ(Rd) satisfying f = f¯i on D
c ∩ B(ξi, ηi), and that, ∂D ⊂ ∪i∈NB(ξi, ai), where ai =
(RLip ∧ ηi)/4. Let Ei(γ) = E(γ) ∩ B(ξi, ai) and ni ∈ N be the largest number such that ni ≤
log2(a
−1
i ∨
√
λ0) + log2(2 + 2ΛLip) + 1. For M > 0 and n ≥ ni, set
Ei(γ,M, n)
=
{
ξ ∈ B∂D(ξi, ai) :
ˆ
B
D
c(ξ,2−n)
ˆ
B
D
c (ξ,2−n)
φ(δD(y)
−2)1/2
2−n(2d+γ)φ(22n)1/2
|f¯i(y)− f¯i(z)|dydz > 1
M
}
.
Since
E(γ) ⊂
∞⋃
i=0
Ei(γ) =
∞⋃
i=0
∞⋃
M=1
 ∞⋂
k=ni
∞⋃
n=k
Ei(γ,M, n)
 ,
it suffices to show that
∞∑
n=ni
Hd−1(Ei(γ,M, n)) <∞, (3.4)
which implies Hd−1(⋂∞k=ni⋃∞n=k Ei(γ,M, n)) = 0 by Borel-Cantelli Lemma. Throughout the re-
mainder of the proof, we fix M and i and assume that n ≥ ni.
Let ψ = ψξi and CS = CSξi be the Lipschitz function and the orthonormal coordinate system
in Definition 2.1. We will use this coordinate system CS below so that ξi = 0. For ξ := (ξ˜, ψ(ξ˜)) ∈
B∂D(0, ai) in CS, define
hn(ξ˜) :=
ˆ
B
D
c (ξ,2−n)
ˆ
B
D
c(ξ,2−n)
φ(δD(y)
−2)1/2|f¯i(y)− f¯i(z)|dydz.
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Then, by using the area formula (see, for example, [5, Section 3.3.4]),
Hd−1(Ei(γ,M, n)) =
ˆ
B∂D(0,ai)
1Ei(γ,M,n)(ξ˜, ψ(ξ˜))dHd−1(ξ˜, ψ(ξ˜))
≤M2n(2d+γ)φ(22n)−1/2
ˆ
B∂D(0,ai)
hn(ξ˜)dHd−1(ξ˜, ψ(ξ˜))
≤M2n(2d+γ)φ(22n)−1/2
ˆ
|ξ˜|<ai
hn(ξ˜)(1 + |∇ψ(ξ˜)|2)1/2dξ˜
≤ (1 + Λ2Lip)1/2M2n(2d+γ)φ(22n)−1/2
ˆ
|ξ˜|<ai
hn(ξ˜)dξ˜. (3.5)
When p ∈ (1,∞), by Ho¨lder’s inequality,
ˆ
|ξ˜|<ai
hn(ξ˜)dξ˜
≤
ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
φ(δD(ξ + y)
−2)1/2|f¯i(ξ + y)− f¯i(ξ + z)|dydzdξ˜
≤
(
|B(0, 2−n)|
ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
φ(δD(ξ + y)
−2)q/2dydξ˜
)1/q
×
(ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
|f¯i(ξ + y)− f¯i(ξ + z)|pdydzdξ˜
)1/p
=: I × II, (3.6)
where 1/q := 1− 1/p.
By Fubini’s theorem,
Iq ≤ c12−nd
ˆ
|y˜|<2−n
ˆ
|yd|<2−n
ˆ
|ξ˜|<ai
φ(δD(ξ + y)
−2)q/2dξ˜dyddy˜, (3.7)
while using |a+ b|p ≤ 2p−1(|a|p + |b|p), the symmetry, and Fubini’s theorem,
IIp =
ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
|f¯i(ξ + y)− f¯i(ξ + z)|pdydzdξ˜
≤ 2p−1
ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
|f¯i(ξ + y)− f¯i(ξ + y + z)|pdydzdξ˜
+ 2p−1
ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
|f¯i(ξ + y + z)− f¯i(ξ + z)|pdydzdξ˜
≤ 2p
ˆ
B(0,2−n)
ˆ
|y˜|<2−n
ˆ
|yd|<2−n
ˆ
|ξ˜|<ai
|f¯i(ξ + y + z)− f¯i(ξ + y)|pdξ˜dyddy˜dz. (3.8)
Let w = (w˜, wd) := (ξ˜ + y˜, ψ(ξ˜) + yd) = ξ + y. If |y˜| < 2−n and |ψ(w˜ − y˜)− wd| = |yd| < 2−n,
then
|wd − ψ(w˜)| ≤ |wd − ψ(w˜ − y˜)|+ |ψ(w˜ − y˜)− ψ(w˜)| ≤ 2−n +ΛLip|y˜| ≤ (1 + ΛLip)2−n.
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Therefore, for |y˜| < 2−n,
{w ∈ Rd : |w˜ − y˜| < ai, |ψ(w˜ − y˜)− wd| < 2−n}
⊂ {w ∈ Rd : |w˜| < 2ai, |ψ(w˜)−wd| < (1 + ΛLip)2−n} =: Qn. (3.9)
Using this and Lemma 3.1, the inner two integrals in (3.7) are bounded as
ˆ
|yd|<2−n
ˆ
|ξ˜|<ai
φ(δD(ξ + y)
−2)q/2dξ˜dyd ≤
ˆ
Qn
φ(δD(w)
−2)q/2dwddw˜ ≤ c22−nφ(22n)q/2. (3.10)
Further, from (1.5), the inner two integrals in (3.8) are bounded as
ˆ
|yd|<2−n
ˆ
|ξ˜|<ai
|f¯i(ξ + y + z)− f¯i(ξ + y)|pdξ˜dyd ≤
ˆ
Qn
|f¯i(w + z)− f¯i(w)|pdw ≤ cp32−nβp. (3.11)
Thus, (3.7), (3.10) imply I ≤ c42−2nd/qφ(22n)1/2 and (3.8), (3.11) imply II ≤ c52−2nd/p2−n(β−1/p).
From this and (3.6), we obtain
ˆ
|ξ˜|<ai
hn(ξ˜)dξ˜ ≤ c62−n(2d+β−1/p)φ(22n)1/2. (3.12)
Now, we conclude from (3.5) and (3.12) that Hd−1(Ei(γ,M, n)) ≤ c72−n(β−1/p−γ), which implies
(3.4) since β − 1/p − γ > 0.
When p =∞, simply by (1.5) and Corollary 3.2,
hn(ξ˜) ≤ c8(2−n+1)β
ˆ
B
D
c(ξ,2−n)
ˆ
B
D
c(ξ,2−n)
φ(δD(y)
−2)1/2dydz ≤ c92−n(2d+β)φ(22n)1/2.
Therefore, by (3.5), Hd−1(Ei(γ,M, n)) ≤ c102−n(β−γ), which yields (3.4) since β − γ > 0.
✷
Lemma 3.4. Suppose that f ∈ Λpβ,loc(D
c
) and 0 < γ < β − 1/p. Let
F (γ) =
{
ξ ∈ ∂D : lim sup
r→0+
r−2d−γ
ˆ
B
D
c(ξ,r)
ˆ
B
D
c(ξ,r)
|f(y)− f(z)|dydz > 0
}
,
then Hd−1(F (γ)) = 0.
Proof. The proof of this lemma is the same as that of Lemma 3.3. In fact, using the same ai, f¯i,
ni, and coordinate system in the proof of Lemma 3.3, for n ≥ ni, we define
Fi(γ,M, n) :=
{
ξ ∈ B∂D(0, ai) : 2n(2d+γ)
ˆ
B
D
c(ξ,2−n)
ˆ
B
D
c(ξ,2−n)
|f¯i(y)− f¯i(z)|dydz > 1
M
}
.
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When p ∈ (1,∞), by Ho¨lder’s inequality we have
Hd−1(Fi(γ,M, n)) ≤ (1 + Λ2Lip)1/2M2n(2d+γ)
ˆ
|ξ˜|<ai
ˆ
B
D
c(ξ,2−n)
ˆ
B
D
c(ξ,2−n)
|f¯i(y)− f¯i(z)|dydzdξ˜
≤ (1 + Λ2Lip)1/2M2n(2d+γ)
(ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
dydzdξ˜
)1/q
×
(ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
|f¯i(ξ + y)− f¯i(ξ + z)|pdydzdξ˜
)1/p
.
By following the proof of Lemma 3.3 line by line, we see that(ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
dydzdξ˜
)1/q
= c1
(
ad−1i 2
−2nd
)1/q
,
and(ˆ
|ξ˜|<ai
ˆ
B(0,2−n)
ˆ
B(0,2−n)
|f¯i(ξ + y)− f¯i(ξ + z)|pdydzdξ˜
)1/p
≤ c2(2−nd2−n(d−1)2−nβp)1/p.
Therefore,
Hd−1(F1(γ,M, n)) ≤ c32n(2d+γ)2−2nd2n/p2−nβ = c32−n(β−1/p−γ).
The assertion for p ∈ (1,∞) follows from this.
The proof for p =∞ is also similar. Therefore, we skip the proof. ✷
For a locally integrable function h on Rd and bounded measurable set U ⊂ Rd, we define its
integral mean over the region U by
ffl
U h(y)dy =
1
|U |
´
U h(y)dy.
The proof of the following lemma is taken from [12]. However, for the reader’s convenience, we
state the details of the proof.
Lemma 3.5. Let f ∈ Λpβ,loc(D
c
), and δ in (A-3) satisfies δ > 1/p. Then,
A(ξ) := lim
r→0+
 
B
D
c(ξ,r)
f(y)dy
exists and is finite for Hd−1-a.e. ξ ∈ ∂D. Moreover, for 0 < γ < β − 1/p,
lim
r→0+
r−d−γφ(r−2)−1/2
ˆ
B
D
c(ξ,r)
φ(δD(y)
−2)1/2|f(y)−A(ξ)|dy = 0 (3.13)
for Hd−1-a.e. ξ ∈ ∂D.
Proof. For simplicity, define A(ξ, r) =
ffl
B
D
c(ξ,r) f(y)dy. Then, for r ≤ t ≤ 2r,
|A(ξ, t) −A(ξ, r)| ≤ c1r−2d
ˆ
B
D
c(ξ,2r)
ˆ
B
D
c(ξ,2r)
|f(y)− f(z)|dydz.
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Lemma 3.4 gives limr→0+ r
−γ |A(ξ, 2r) − A(ξ, r)| = 0 for Hd−1-a.e. ξ ∈ ∂D. This implies that
A∞(ξ) := limn→∞A(ξ, 2
−n) exists and limk→∞ 2
kγ
{
A(ξ, 2−k+1)−A∞(ξ)
}
= 0. Therefore, for
r ≤ 2−k+1 ≤ 2r,
r−γ |A∞(ξ)−A(ξ, r)| ≤ r−γ |A∞(ξ)−A(ξ, 2−k+1)|+ r−γ|A(ξ, 2−k+1)−A(ξ, r)|
≤ 2kγ |A∞(ξ)−A(ξ, 2−k+1)|+ r−γ |A(ξ, 2−k+1)−A(ξ, r)| −→ 0 as r → 0.
Thus, A(ξ) exists and is finite Hd−1-a.e. ξ ∈ ∂D. Further, for Hd−1-a.e. ξ ∈ ∂D,
lim
r→0+
r−γ |A(ξ)−A(ξ, r)| = 0. (3.14)
By Corollary 3.2,
r−d−γφ(r−2)−1/2
ˆ
B
D
c(ξ,r)
φ(δD(y)
−2)1/2|f(y)−A(ξ)|dy
≤ r−d−γφ(r−2)−1/2
ˆ
B
D
c(ξ,r)
φ(δD(y)
−2)1/2|f(y)−A(ξ, r)|dy + c2r−γ |A(ξ)−A(ξ, r)|
≤ c3r−2d−γφ(r−2)−1/2
ˆ
B
D
c(ξ,r)
ˆ
B
D
c (ξ,r)
φ(δD(y)
−2)1/2|f(y)− f(z)|dzdy + c2r−γ|A(ξ) −A(ξ, r)|,
which tends to zero as r → 0 for Hd−1-a.e. ξ ∈ ∂D by (3.14) and Lemma 3.3. Hence, we have
proved (3.13). ✷
4 Proof of Theorem 1.4
For any C1,1 open set D with characteristic (R,Λ), it is well-known that (see, e.g., [16, Lemma
2.2]) there exists L = L(R,Λ, d) > 0 such that for every ξ ∈ ∂D and r ≤ (R ∧ 1), one can obtain a
C1,1 open set U(ξ, r) with characteristic (r(R ∧ 1)/L,ΛL/r) such that
D ∩B(ξ, r/2) ⊂ U(ξ, r) ⊂ D ∩B(ξ, r). (4.1)
First, we record a lemma, which is a consequence of the main results of [9]. Although simple,
it is important in this paper.
Lemma 4.1. Let D be a C1,1 open set with characteristic (R,Λ). Suppose that ξ0 ∈ ∂D, r0 > 0,
and u : Rd → R is a non-negative regular harmonic function in D ∩ B(ξ0, r0) with respect to X
vanishing on Dc ∩B(ξ0, r0). Then, u vanishes continuously on (∂D) ∩B(ξ0, r0/2).
Proof. Fix ξ ∈ (∂D) ∩ B(ξ0, r0/2) and let 0 < r < 1 ∧ R ∧ (r0/2). We will show that u vanishes
continuously on (∂D) ∩B(ξ, r/8), which clearly implies the lemma.
Choose a bounded C1,1 open set U = U(ξ, r) as in (4.1). Let z0 be a point in U \ B(ξ, r/4).
Then, by [9, Proposition 2.4 and Theorem 7.1], the GU (·, z0) vanishes continuously on ∂U ⊃ (∂D)∩
B(ξ, r/4). Moreover, x 7→ GU (x, z0) is a regular harmonic function in D ∩ B(ξ, r/4) with respect
to X. Thus, by the boundary Harnack principle [9, Theorem 5.6(i)], for a fixed x0 ∈ B(ξ, r/8)∩D
and x ∈ D ∩B(ξ, r/8),
u(x) ≤ cu(x0)GU (x0, z0)−1GU (x, z0) −→ 0 as x→ (∂D) ∩B(ξ, r/8).
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This completes the proof. ✷
Before we prove the main result, we observe an inequality. Recall that g(r) defined in (2.1) is
decreasing. Using this fact and the estimates in (2.2), we obtain that there exists c > 0 such that
φ′(t−2)
φ(t−2)td+2
≤ c φ
′(s−2)
φ(s−2)sd+2
, s ≤ t ≤ 2. (4.2)
Now, we prove our theorem.
Proof of Theorem 1.4. Without loss of generality, we assume that R < 1. By the cardinality,
we can choose ξi ∈ ∂D and ηi = ηi(ξi) > 0 such that there exists fi ∈ Λpβ(Rd) satisfying f = fi on
D
c∩B(ξi, ηi), and that, ∂D ⊂ ∪i∈NB(ξi, ηi/8). Without loss of generality, we let ηi ≤ R. Since ∂D
is a countable union of B∂D(ξi, ηi/8), it suffices to show that for Hd−1-a.e. ξ ∈ P1 := B∂D(ξ1, η1/8),
uf has a limit along Tγ,φ(ξ).
Choose a C1,1 open set U = U(ξ1, R) with characteristic (R
2/L,ΛL/R) as (4.1) so that P1 =
B∂U (ξ1, η1/8). Note that
uf (x) = Ex[f(XτD )] = Ex[f(XτD); τU < τD] + Ex[f(XτU ); τU = τD]
= Ex[f(XτD); τU < τD] + Ex[f(XτU )]− Ex[f(XτU ); τU < τD].
By using the strong Markov property at τU , Ex[f(XτD); τU < τD] and Ex[f(XτU ); τU < τD] are
non-negative regular harmonic functions in U (and thus, in B(ξ1, R/2) ∩ D) with respect to X
and vanish on Dc ∩ B(ξ1, R/2). Thus, by Lemma 4.1, the limits of uf (x) and Ex[f(XτU )] (if
exist) are the same when x goes to a point ξ ∈ P1. Therefore, it suffices to show that the limit
limTγ,φ(ξ)∋x→ξ Ex[f(XτU )] exists for Hd−1-a.e ξ ∈ P1.
By Lemma 3.5, for Hd−1-a.e. ξ ∈ P1, we have that A(ξ) = limr→0+
ffl
B
U
c (ξ,r) f(y)dy exists and
is finite and that
lim
r→0+
r−γ−dφ(r−2)−1/2
ˆ
B
U
c(ξ,r)
φ(δU (y)
−2)1/2|f(y)−A(ξ)|dy = 0 (4.3)
holds. For the remainder of the proof, we fix a ξ ∈ P1 and show that
lim
Tγ,φ(ξ)∋x→ξ
|Ex[f(XτU )]−A(ξ)| = 0. (4.4)
Let ǫ > 0 be given. By (4.3), there exists r0 < (1 ∧ (R/4))/2 such that for every 0 < r < 2r0,
ˆ
B
U
c(ξ,r)
φ(δU (y)
−2)1/2|f(y)−A(ξ)|dy < ǫrγ+dφ(r−2)1/2. (4.5)
Note that B(ξ, 2r0) ⊂ B(ξ1, R/2). Let
u1(x) = Ex[|f(XτU )|;XτU ∈ Rd \ {U ∪B(ξ, r0)}], u2(x) = Px(XτU ∈ Rd \ {U ∪B(ξ, r0)}).
Then, u1, u2 are non-negative regular harmonic functions in U ∩ B(ξ, r0) with respect to X, and
they vanish on U c ∩B(ξ, r0).
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On the other hand, since U is a bounded C1,1 open set, we have the following Poisson kernel
estimates by (2.5) and (2.3):
KU (x, y) ≤ c1 φ(δU (y)
−2)1/2
φ(δU (x)−2)1/2φ(|x− y|−2)
φ′(|x− y|−2)
|x− y|d+2 , for x ∈ U, y ∈ B(ξ, r0) \ U. (4.6)
Thus, by (2.4) and (4.6), we have
|Ex[f(XτU )]−A(ξ)| ≤ c1
ˆ
B
U
c(ξ,r0)
φ(δU (y)
−2)1/2
φ(δU (x)−2)1/2φ(|x− y|−2)
φ′(|x− y|−2)
|x− y|d+2 |f(y)−A(ξ)|dy
+ u1(x) + |A(ξ)|u2(x). (4.7)
Since |x− y| ≥ δU (x) for y ∈ Rd \ U , by (4.2) and (4.5), for x ∈ B(ξ, r0/8) ∩ Tγ,φ(ξ),
ˆ
B
U
c(ξ,2|x−ξ|)
φ(δU (y)
−2)1/2
φ(δU (x)−2)1/2
(
φ′(|x− y|−2)
φ(|x− y|−2)|x− y|d+2
)
|f(y)−A(ξ)|dy
≤ c2 φ
′(δU (x)
−2)
δU (x)d+2φ(δU (x)−2)3/2
ˆ
B
U
c (ξ,2|x−ξ|)
φ(δU (y)
−2)1/2|f(y)−A(ξ)|dy
≤ c22d+γ φ
′(δU (x)
−2)|x− ξ|d+γφ(2−2|x− ξ|−2)1/2
δU (x)d+2φ(δU (x)−2)3/2
ǫ ≤ c22d+γǫ. (4.8)
When 2|x− ξ| ≤ |ξ− y|, we have |x− y| ≥ |y− ξ|− |ξ−x| ≥ |ξ− y|/2. Thus, by (4.2) and (1.3),
on {y ∈ Rd \ U : 2|x− ξ| ≤ |ξ − y| < r0},
φ′(|x− y|−2)
|x− y|d+2φ(|x− y|−2) ≤ c2
2d+2φ′(4|ξ − y|−2)
|ξ − y|d+2φ(4|ξ − y|−2) ≤
c22
d
|ξ − y|d
≤ c22
2d
2d − 1
(
1
|ξ − y|d −
1
(2r0)d
)
=
c2d2
2d
2d − 1
ˆ 2r0
2|x−ξ|
1{|y−ξ|<t}
dt
td+1
.
Therefore, by the Fubini’s theorem and (4.5), we have that for x ∈ B(ξ, r0/8),
ˆ
{y∈Rd\U :2|x−ξ|≤|ξ−y|<r0}
φ(δU (y)
−2)1/2
φ(δU (x)−2)1/2φ(|x− y|−2)
φ′(|x− y|−2)
|x− y|d+2 |f(y)−A(ξ)|dy
≤ c2d2
2d
2d − 1φ(δU (x)
−2)−1/2
ˆ 2r0
2|x−ξ|
(ˆ
B
U
c(ξ,t)
φ(δU (y)
−2)1/2|f(y)−A(ξ)|dy
)
dt
td+1
≤ c2d2
2d
2d − 1 ǫφ(δU (x)
−2)−1/2φ(2−2|x− ξ|−2)1/2
ˆ 2r0
0
tγ−1dt
≤ c2d2
2d
(2d − 1)γ ǫ(2r0)
γ ≤ c2d2
2d
(2d − 1)γ ǫ. (4.9)
Applying (4.8) and (4.9) to (4.7), together with Lemma 4.1 gives
lim sup
Tγ,φ(ξ)∋x→ξ
|Ex[f(XτU )]−A(ξ)| ≤ c3ǫ,
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where the constant c3 > 0 is independent of ǫ. Since ǫ > 0 is arbitrary, we have proved the claim
(4.4). ✷
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