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1. Introduction
A set of m distinct positive integers {a1, . . . ,am} is called a Diophantine m-tuple if aia j + 1 is
a perfect square. Sets of positive rational numbers with this property were studied by Diophantus.
Particularly, he found the set of four positive rational numbers { 116 , 3316 , 174 , 10516 }. But, Fermat was
the ﬁrst to ﬁnd a Diophantine quadruple and to prove that the set {1,3,8,120} is a Diophantine
quadruple. Moreover, Baker and Davenport [2] proved that the set {1,3,8,120} cannot be extended
to a Diophantine quintuple. Several results on the generalization of the result of Baker and Davenport
are obtained. In 1997, Dujella [6] proved that the Diophantine triples of the form {k − 1,k + 1,4k},
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B. He, A. Togbé / Journal of Number Theory 131 (2011) 120–137 121for k  2, cannot be extended to a Diophantine quintuple. The Baker–Davenport’s result corresponds
to k = 2. In 1998, Dujella and Petho˝ [15] proved that the Diophantine pair {1,3} cannot be extended
to a Diophantine quintuple. In 2008, Fujita [19] generalized Dujella–Petho˝’s result when he proved
that the Diophantine pairs {k − 1,k + 1}, for k  2 cannot be extended to a Diophantine quintuple.
Very recently, the authors [23] got a result on another triple {k, A2k + 2A, (A + 1)2k + 2(A + 1)}, for
3 A  10. A folklore conjecture is that there does not exist a Diophantine quintuple. In 2004, Dujella
[12] proved that these are only ﬁnitely many Diophantine quintuples and in 2010, Fujita [21] proved
that there are at most 10276 Diophantine quintuples.
In general, let n be an integer, a set of m positive integers {a1, . . . ,am} is called a Diophantine
m-tuple with the property D(n) or a D(n)-m-tuple (or a Pn-set of size m), if aia j + n is a perfect
square for all 1 i < j m. The problem of extendibility of Pn-sets is of big interest. One can see for
examples [1–17,27].
If n = −1, then the problem is closely connected to another old problem of Diophantus and Euler,
i.e. the problem of ﬁnding numbers such that the product of any two increased by the sum these
two numbers is a square. For the history of D(−1)-sets, one can refer to [13]. We have the following
conjectures on D(−1)-quadruples.
Conjecture 1. (See Conjecture 1 of [7].) There does not exist a Diophantine quadruple with the property D(−1).
Conjecture 2. (See Conjecture 2 of [7].) Let a,b, c be distinct positive integers with the property that there
exist integers r, s, t such that
ab − 1 = r2, ac − 1 = s2, bc − 1 = t2.
If 1 /∈ {a,b, c}, then the system of Pellian equations
ay2 − bx2 = b − a, az2 − cx2 = c − a
has no solution. If a = 1, then all solutions the above system are given by (x, y, z) = (0,±r,±s).
One can notice that Conjecture 2 implies Conjecture 1. Moreover, for a = 1 the two conjectures are
equivalent. In [14], Conjecture 2 was completely proved when 1 /∈ {a,b, c}. In fact, Dujella and Fuchs
proved that there does not exist a D(−1)-quadruple {a,b, c,d} with 2 < a < b < c < d. Moreover, they
deduced that there does not exist a D(−1)-quintuple and if {a,b, c,d} is a D(−1)-quadruple with
0 < a < b < c < d, then a = 1 and b  5. One can see also [7,13,17] for more details. Therefore, we
know that any D(−1)-quadruple, if it exists, must include 1 as an element. This implies that every
element of a D(−1)-quadruple must have the form K 2 + 1 (K  0). Hence, any D(−1)-quadruple
contains a subset of the form {1,k2 + 1}. If we add an element c to that set such that {1,k2 + 1, c} is
a D(−1)-triple, then the smallest one which is bigger than k2 + 1 is (k + 1)2 + 1. Consequently, the
triples {1,k2 + 1, (k + 1)2 + 1} are called very small solutions in [13]. Dujella, Filipin and Fuchs proved
that if {1,k2 + 1,k2 + 2k + 2,d} is a D(−1)-quadruple, then k  1.4 · 1037 and d < 101021 (see [13,
Proposition 5]).
In this paper, we consider the D(−1)-triple
{
1,k2 + 1, (k + 1)2 + 1}. (1)
The D(−1)-quadruple conjecture was veriﬁed in some special cases of (1): {1,2,5} (by Brown [3]),
{1,5,10} (by Mohanty and Ramasamy [27]), {1,10,17}, {1,26,37} (by Kedlaya [24]). In fact, the above
results on these triples were generalized by Dujella [7] on the pair {1,2} and Fujita [17] on pairs {1,b}
for b = 5,10,17,26,37 and 50. It means that for 1  k  7, the triple (1) cannot be extended to a
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triples studied that we don’t cite here and that verify the D(−1)-conjecture. One can refer to [13,16,
17] for more details.
The aim of this paper is not only to extend the result obtained by Dujella, Filipin, and Fuchs [13],
but also to obtain a D(1)-extension of the triple (1) by proving the following results.
Theorem 1.1. The system of Pellian equations
{
y2 − (k2 + 1)x2 = k2,
z2 − (k2 + 2k + 2)x2 = (k + 1)2 (2)
has only the trivial integer solutions (x, y, z) = (0,±k,±(k + 1)).
Consequently, Theorem 1.1 gives.
Corollary 1.1. If k is a positive integer, there does not exist a positive integer d such that the product of any two
distinct elements of the set
{
1,k2 + 1,k2 + 2k + 2,d}
decreased by 1 is a perfect square.
Whereas any D(−1)-triple {a,b, c} cannot be conjecturally extended to a D(−1)-quadruple, there
exists a positive integer e such that each of ae+ 1, be+ 1, ce+ 1 is a perfect square. This leads to the
following deﬁnition.
Deﬁnition. Let {a,b, c} be a D(−1)-triple. A set {a,b, c; e} of positive integers is said to the property
D(−1;1) (or to be a D(1)-extension of {a,b, c}) if each of ae+1, be+1 and ce+1 is a perfect square.
In [18] and [20], Fujita studied the D(1)-extensions of the D(−1)-triples {1,2, c} and {F2k+1, F2k+3,
F2k+5} respectively, where Fk denotes the kth Fibonacci number. In fact, he determined all integer
points on the corresponding elliptic curves
Ek: y2 = (x+ 1)(2x+ 1)(cx+ 1)
and
Ck: y2 = (F2k+1x+ 1)(F2k+3x+ 1)(F2k+5x+ 1)
with some conditions on the parameter k and the rank of these elliptic curves over Q. His work was
improved and extended by Najman [28]. Moreover, Najman extended some results obtained by Dujella
(see [8,9]) by increasing the bound of the parameter k.
In this paper, we study the D(1)-extensions for the triple {1,k2 + 1,k2 + 2k + 2} and the results
are the following.
Theorem 1.2. The system of Pellian equations
{
y2 − (k2 + 1)x2 = −k2,
z2 − (k2 + 2k + 2)x2 = −(k + 1)2 (3)
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4k + 1).
One can easily deduce the existence of a unique D(1)-extension of the triple (1).
Corollary 1.2. If the set {1,k2 + 1,k2 + 2k + 2; e} have the property D(−1;1), then e has to be 4k4 + 8k3 +
8k2 + 4k.
The organization of this paper is as follows. In Section 2, we recall some useful results obtained by
Dujella, Filipin, and Fuchs [13]. In Section 3, we use some gap principles to get an upper bound for
a linear form in logarithms and determine a condition on the recurrence equation that we will solve
later. We reduce the linear form in logarithms in a linear form in two logarithms to prove Theorem 1.1
for k  553020 in Section 4. It is good to specify that the use of a linear form in two logarithms is
possible after ﬁnding a gap between l and l −m instead of a gap between l and m (see Lemma 3.2).
Bugeaud, Dujella, and Mignotte have determined a similar gap (see Lemma 3 in [4]) but they used
a linear form in three logarithms for their result. The obtained bound for k is small enough so that
by means of Baker–Davenport reduction method we complete the proof of Theorem 1.1 in Section 5.
This extends the work done by Dujella, Filipin, and Fuchs [13]. Moreover, in the last section, we prove
that there exists a unique D(1)-extension of the triple {1,k2 +1,k2 +2k+2} to a D(−1;1)-quadruple
{1,k2 + 1,k2 + 2k + 2; e}. For the proof, we use the same method developed in Sections 3–5. It is
good to specify that one of the most important ingredient of this paper is the use of a linear form in
two logarithms. It helps to considerably reduce the size of the bound of k so one can easily apply the
Baker–Davenport reduction method. This is the ﬁrst time that we use this method.
2. Preliminaries
Let us consider a D(−1)-triple {1,b, c} with 1 < b < c. We deﬁne the positive integers r, s, t by
b − 1 = r2, c − 1 = s2, bc − 1 = t2.
In order to extend the D(−1)-triple {1,b, c} to a D(−1)-quadruple {1,b, c,d}, we have to solve the
system
d − 1 = x2, bd − 1 = y2, cd − 1 = z2,
in integers x, y, z. Eliminating d, we obtain the following system of Pellian equations:
z2 − cx2 = c − 1, (4)
bz2 − cy2 = c − b, (5)
y2 − bx2 = b − 1. (6)
By [13, Lemma 1], all the positive integer solutions (z, x) of (4) and (z, y) of (5) are respectively given
by
z + x√c = (z0 + x0
√
c )(s + √c )2m, m 0, (7)
z
√
b + y√c = (z1
√
b + y1
√
c )(t + √bc )2n, n 0. (8)
Lemma 2.1. (See Lemma 5 of [13].) If the system of (4)–(6) has a common solution (x, y, z) with c < b9 , then
z0 = z1 = s, x0 = 0, and y1 = ±r.
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from Eqs. (5) and (6), we get all positive solutions of (6) which give the possible positive integer so-
lutions (x, y, z). Based on this, we will consider the common solution x of a system that is equivalent
to (4) and (6).
All solutions of (6) are given by
y + x√b = (y2 + x2
√
b )(r + √b )2l, l 0, (9)
where 0 < y2 < b and |x2| < r (see the proof of [11, Lemma 1]). Expanding Eq. (8), it follows that
y = An for some integer m 0, where
A0 = y1, A1 = (2bc − 1)y1 + 2btz1, An+2 = 2(2bc − 1)An+1 − An,
and from (9) we conclude that y = Bl for some integer l 0, where
B0 = y2, B1 = (2b − 1)y2 + 2brz2, Bl+2 = 2(2b − 1)Bl+1 − Bl.
So by induction we easily get
An ≡ (−1)n y1 (mod 2b) and Bl ≡ (−1)l y2 (mod 2b).
It follows that
y ≡ (−1)n y1 ≡ (−1)l y2 (mod 2b).
Using Lemma 2.1, y1 = ±r = ±
√
b − 1, and 0 < y2 < b, we obtain y2 = |y1| = r. Taking y2 = r in
Eq. (9), we obtain x2 = 0. Then, Eq. (9) becomes
y + x√b = r(r + √b )2l.
So r|y and r|x in Eq. (6). Similarly, Eq. (7) becomes
z + x√c = s(s + √c )2m.
Hence, we have s|z and s|x in Eq. (4). Therefore, we have the following result.
Proposition 2.1. The D(−1)-triple {1,b, c} can be extended to a D(−1)-quadruple, if and only if the system
of simultaneous Diophantine equations
(z/s)2 − c(x/s)2 = 1, (10)
(y/r)2 − b(x/r)2 = 1 (11)
has a positive integer solution (x, y, z).
From the above result (or equivalently, Eqs. (4) and (6)), we have to solve the equation
x = svm = rul, (12)
where
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2m − α−2m
2
√
c
, ul = β
2l − β−2l
2
√
b
(13)
are solutions of Pell equations W 2 − cV 2 = 1 and T 2 − bU2 = 1 respectively, with α = s + √c, β =
r + √b.
In our case, {1,b, c} = {1,k2 + 1,k2 + 2k + 2}, so we will determine the integer solutions (x, y, z)
of the following system
{
y2 − (k2 + 1)x2 = k2,
z2 − (k2 + 2k + 2)x2 = (k + 1)2. (14)
As we noticed in Section 1, we will assume that k 8.
3. Gap principles
In this section, we will consider the following linear form in logarithms
Λ = 2m logα − 2l logβ + log s
√
b
r
√
c
. (15)
Lemma 3.1. If svm = rul has a solution with m = 0, then 0 < Λ < bb−1 · β−4l .
Proof. Put
P = s√
c
α2m and Q = r√
b
β2l.
It is clear that P , Q > 0. Then equation svm = rul becomes
P − c − 1
c
P−1 = Q − b − 1
b
Q −1.
It follows that
P − Q = c − 1
c
P−1 − b − 1
b
Q −1 (16)
and hence
(P − Q )P Q = c − 1
c
Q − b − 1
b
P .
Suppose P < Q , then by above equation we get c−1c Q <
b−1
b P <
b−1
b Q . It results
c−1
c <
b−1
b ,
which is a contradiction to the fact b < c. Since P = Q , we have P > Q . Moreover, by (16) we have
0 < P − Q < c − 1
c
P−1 < P−1 < Q −1.
Therefore, we have Λ > 0 and
Λ = log P
Q
= log
(
1+ P − Q
Q
)
<
P − Q
Q
< Q −2  b
b − 1 · β
−4l. 
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m > 2−14 · β logβ , where  = l −m is a positive integer.
Proof. From the deﬁnition of Λ and Lemma 3.1, we have
2m logα − (2l − 1) logβ = Λ + logβ − log s
√
b
r
√
c
> logβ − log s
√
b
r
√
c
= log βr
√
c
s
√
b
> log
r
√
c
s
> 0.
It follows that
2l − 1
2m
<
logα
logβ
. (17)
As c > b, we have s > r and α > β . From the deﬁnitions of vm and ul one can see that vm > um
for m > 0. Therefore, the equation rum < svm = rul implies m < l. We deﬁne the positive integer  by
 = l−m. In our case, the fact b = k2 + 1, c = k2 + 2k+ 2 gives r = k, s = k+ 1. From inequality (17),
we obtain
2 − 1
2m
<
logα
logβ
− 1 = log(α/β)
logβ
<
α − β
β logβ
= s +
√
c − r − √b
β logβ
<
1+ c−b√
c+√b
β logβ
<
1+ 2k+1√
k2+2k+2+
√
k2+1
β logβ
<
2
β logβ
.
Therefore, we have
m >
2 − 1
4
β logβ. 
With the assumptions of the above lemma, we have.
Lemma 3.3.m logα < l logβ .
Proof. Using the inequality log(1+ x) x1+x (for x > −1), we have
log
s
√
b
r
√
c
= log
(
1+ s
√
b − r√c
r
√
c
)
 s
√
b − r√c
s
√
b
= bs
2 − cr2
s
√
b(s
√
b + r√c )
= c − b
s
√
b(s
√
b + r√c ) >
c − b
2s2b
= 2k + 1
2(k + 1)2(k2 + 1) >
1
(k + 1)3 . (18)
By the result l >m in the proof of Lemma 3.2, we get l 2. This and Lemma 3.1 imply that
Λ <
b
b − 1 · β
−4l  b
b − 1 · β
−8 = k
2 + 1
k2
· 1
(k + √k2 + 1 )8 <
k2 + 1
k2(2k)8
.
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2m logα − 2l logβ = Λ − log s
√
b
r
√
c
<
k2 + 1
k2(2k)8
− 1
(k + 1)3 < 0
for k 1. The result is immediately deduced. 
4. Linear forms in two logarithms
Now we recall the following result due to Laurent, Mignotte, and Nesterenko (see [25], Corollaire 2,
p. 288) on linear forms in two logarithms. For any non-zero algebraic number γ of degree d over Q,
whose minimal polynomial over Z is a
∏d
j=1(X − γ ( j)), we denote by
h(γ ) = 1
d
(
log|a| +
d∑
j=1
logmax
(
1,
∣∣γ ( j)∣∣)
)
its absolute logarithmic height.
Lemma 4.1. Let γ1 and γ2 be multiplicatively independent and positive algebraic numbers, b1 and b2 ∈ Z and
Λ = b1 logγ1 + b2 logγ2.
Let D := [Q(γ1, γ2) : Q], for i = 1,2 let
hi max
{
h(γi),
|logγi|
D
,
1
D
}
and
b′  |b1|
Dh2
+ |b2|
Dh1
.
If |Λ| = 0, then we have
log|Λ|−24.34 · D4
(
max
{
logb′ + 0.14, 21
D
,
1
2
})2
h1h2.
In order to apply Lemma 4.1, we rewrite Λ (see (15)), into the form
Λ = 2m log
(
α
β
)
− log
(
β2 · r
√
c
s
√
b
)
. (19)
Hence, we take
D = 4, b1 = 2m, b2 = −1, γ1 = α
β
, γ2 = β2 · r
√
c
s
√
b
,
where
α = s + √c, β = r + √b, b = r2 + 1, c = s2 + 1, s = k + 1, r = k.
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2c
s2b
= bc−cbc−b is not an algebraic unit, we
conclude that γ1 and γ2 are multiplicatively independent.
Moreover, γ1 = s+
√
c
r+√b is a root of
X4 + 4rsX3 − 4(r2 + s2 + 1)X2 + 4rsX + 1.
The absolute values of its conjugates greater than 1 are α/β and αβ . Hence
h1 := h(γ1) = 1
4
(
log(α/β) + log(αβ))= 1
2
logα.
Also, it is easy to see that h(β2) =  logβ and h( r
√
c
s
√
b
) = 12 log(s2b) < 2 logβ . Thus we have
h(γ2) = h
(
β2 · r
√
c
s
√
b
)
 h
(
β2
)+ h( r√c
s
√
b
)
< ( + 2) logβ =: h2.
As we study the triple (1) for k  8 (see the introduction) and s = k + 1, we have α = s + √s2 + 1 >
18.05. This implies |b2|Dh1 = 12 logα < 0.173. This leads to
b′ = m
2( + 2) logβ + 0.173. (20)
We suppose that k 4000, then β = k + √k2 + 1 > 8000. From Lemma 3.2, we have
m
2( + 2) logβ >
2 − 1
8( + 2) · β 
1
24
β > 166.6.
This implies logb′ + 0.14 5.256 > 21/D . Therefore, by Lemma 4.1 we obtain
log|Λ|−24.34 · 44(logb′ + 0.14)2 · 1
2
logα · ( + 2) logβ. (21)
On the other hand, from Lemma 3.1 and as b = k2 + 1 > 1.6 · 107, we get
log|Λ| < log
(
b
b − 1
)
− 4l logβ < 0.001− 4l logβ. (22)
Combining (21) and (22), we have
l
logα
<
0.001
4 logα logβ
+ 24.34 · 32(logb′ + 0.14)2( + 2).
By Lemma 3.3, we have m logα < l logβ . This and the above inequality imply
m
2( + 2) logβ < 0.0001+ 24.34 · 16
(
logb′ + 0.14)2.
It follows that
b′ < 0.174+ 389.44(logb′ + 0.14)2. (23)
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m < 2 · 46085( + 2) logβ.
Combining this and Lemma 3.2, we obtain
β < 2 · 46085 · 4( + 2)
2 − 1  46085 · 24 = 1106040.
Notice that β = k + √k2 + 1 > 2k, above inequalities gives k < 553020.
Proposition 4.1. If k 553020, then Eq. (14) has no positive integer solution (x, y, z).
5. Proof of Theorem 1.1
In this section, we will use another theorem for the lower bounds of linear forms in logarithms
which different to that in above section, and the Baker–Davenport reduction method to deal with the
remaining case i.e. k < 553020. We recall the following result due to Matveev [26].
Lemma 5.1. Denote by α1, . . . ,α j algebraic numbers, not 0 or 1, by logα1, . . . , logα j determinations of their
logarithms, by D the degree overQ of the number ﬁeldK = Q(α1, . . . ,α j), and by b1, . . . ,b j rational integers.
Deﬁne B = max{|b1|, . . . , |b j |}, and Ai = max{Dh(αi), |logαi |,0.16} (1  i  j), where h(α) denotes the
absolute logarithmic Weil height of α. Assume that the number
Λ = b1 logα1 + · · · + bn logα j
does not vanish; then
|Λ| exp{−C( j, )D2A1 · · · A j log(eD) log(eB)},
where  = 1 if K ⊂ R and  = 2 otherwise and
C(l, ) = min
{
1

(
1
2
ej
)
30 j+3 j3.5,26 j+20
}
.
Now, we apply the lemma with j = 3 and  = 1 for
Λ = 2m logα − 2l logβ + log s
√
b
r
√
c
.
Here we take
D = 4, b1 = 2m, b2 = −2l, b3 = 1, α1 = α, α2 = β, α3 = s
√
b
r
√
c
.
From some computations done in the previous section, we can set
h(α1) = 1
2
logα, h(α2) = 1
2
logβ, h(α3) = 2 logβ.
Therefore, we take
A1 = 2 logα, A2 = 2 logβ, A3 = 8 logβ.
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log|Λ| > −1.3901 · 1011 · 32 · logα · (logβ)2 · log(4e) · log(2el). (24)
By Lemma 3.1 we have
log|Λ| < log
(
b
b − 1
)
− 4l logβ < 1
b − 1 − 4l logβ.
Combining the two bounds for log|Λ|, we get
l
log(2el)
< 2.654 · 1012 logα logβ.
As β < α < 2
√
(k + 1)2 + 1 < 2k+4 and k < 553020, the above inequality gives us l < 2.1 ·1016. Since
m < l, therefore we obtain
m < 2.1 · 1016.
In order to deal with the remaining cases 8  k  553019, we will use a Diophantine approx-
imation algorithm called the Baker–Davenport reduction method. The following lemma is a slight
modiﬁcation of the original version of Baker–Davenport reduction method. (See [15, Lemma 5a].)
Lemma 5.2. Assume that M is a positive integer. Let p/q be the convergent of the continued fraction expansion
of κ such that q > 6M and let
η = ‖μq‖ − M · ‖κq‖,
where ‖ · ‖ denotes the distance from the nearest integer. If η > 0, then there is no solution of the inequality
0 <mκ − l + μ < AB−m
in integers m and l with
log(Aq/η)
log B
m M.
We apply Lemma 5.2 to Λ given by (15) with
κ = logα
logβ
, μ =
log s
√
b
r
√
c
2 logβ
, A = b
2(b − 1) logβ , B = β
4,
and M = 2.1 · 1016.
The program was developed in PARI/GP running with 200 digits. For the computations, if the ﬁrst
convergent such that q > 6M does not satisfy the condition η > 0, then we use the next convergent
until we ﬁnd the one that satisﬁes the condition. We checked in the ranges 8 k 553019.
In 10 minutes all the computations were done. The use of the second convergent was needed in
30789 cases (5.57%), the third convergent was used in 1439 cases (0.26%), etc., the 7th was needed
only in k = 180607 and 233415. In all cases we obtained m 4.
B. He, A. Togbé / Journal of Number Theory 131 (2011) 120–137 131Thus, from Lemma 3.2, we obtain β logβ < 4m2−1  16. But, this and the fact β  2k  16 lead to
a contradiction. Then we have:
Proposition 5.1. If 8 k < 553020, then Eq. (14) has no positive integer solution (x, y, z).
Combining with Propositions 4.1 and 5.1, we have proved Theorem 1.1 for k  8. This completes
the proof of Theorem 1.1.
6. The D(1)-extension for the triples
For any D(−1)-triple {a,b, c}, we deﬁne
e± = −(a + b + c) + 2abc ± 2rst.
One can easily check (or refer to [11, Lemma 3]) that
ae± + 1 = (at ± rs)2, be± + 1 = (bs ± rt)2, ce± + 1 = (cr ± st)2.
Remark 6.1. For our triple {1,k2 + 1,k2 + 2k + 2}, we have e− = 0 and e+ = 4k4 + 8k3 + 8k2 + 4k. So
e+ corresponds to e obtained in Corollary 1.2.
In order to extend the D(−1)-triple {1,b, c} to a D(−1;1)-quadruple {1,b, c; e}, we have to solve
the system
e + 1 = X2, be + 1 = Y 2, ce + 1 = Z2 (25)
in integers X, Y , Z . Eliminating e, we obtain the following system of Pellian equations:
Y 2 − bX2 = 1− b, (26)
Z2 − cX2 = 1− c, (27)
bZ2 − cY 2 = b − c. (28)
Lemma 6.1. Let (Y , X), (Z , X), (Z , Y ) be positive solutions of (26)–(28), respectively. Then, there exist positive
solutions (Y0, X0), (Z1, X1), (Z2, Y2) of (26)–(28) respectively satisfying the following:
0 < X0 
√
b − 1 < r, |Y0| <
√
b(b − 1) < b, (29)
0 < X1 
√
c − 1 < s, |Z1| <
√
c(c − 1) < c, (30)
0 < Y2 
√
b(c − b) < t, |Z2| <
√
c(c − b) < c, (31)
and there exist integers l′,m′,n′ such that
Y + X√b = (Y0 + X0
√
b )(r + √b )2l′ , l′  0, (32)
Z + X√c = (Z1 + X1
√
c )(s + √c )2m′ , m′  0, (33)
Z
√
b + Y√c = (Z2
√
b + Y2
√
c )(t + √bc )2n′ , n′  0. (34)
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the proof of [10, Lemma 1], or [14, Lemma 1] was done. 
Lemma 6.2. If b = k2 + 1, c = k2 + 2k + 2 for k 2, and the system (26)–(28) has a solution (X, Y , Z), then
(Y0, X0) = (λ1,1), (Z1, X1) = (λ2,1), (Z2, Y2) = (λ3,1),
where λ1, λ2, λ3 ∈ {−1,1}.
Proof. From (33) it follows that Z = Cm′ for some integer m′  0, where
C0 = Z1, C1 = (2c − 1)Z1 + 2scX1, Cm′+2 = 2(2c − 1)Cm′+1 − Cm′
(here we used the fact that (s+√c )2 = (2c−1)+2s√c ) and from (34) we conclude that Z = Dn′ for
some integer n′  0, where
D0 = Z2, D1 = (2bc − 1)Z2 + 2tcY2, Dn′+2 = 2(2bc − 1)Dn′+1 − Dn′ .
Considering the sequences (Cm′ ) and (Dn′ ) modulo 2c help us to get
Cm′ ≡ (−1)m′ Z1 (mod 2c) and D2n′ ≡ (−1)n′ Z2 (mod 2c).
It follows that
(−1)m′ Z1 ≡ (−1)n′ Z2 (mod 2c).
By Lemma 6.1, we have |Z1| < c and |Z2| < c. Then we obtain |Z1| = |Z2|. Moreover, by taking (27)
modulo c, we have Z21 ≡ Z2 ≡ 1 (mod c). Then (Z22 − 1)/c = (Z21 − 1)/c is an integer.
Let d0 = (Z22 − 1)/c (it is equal to (Y 22 − 1)/b) and
a′ = b + c + (2bc − 1)d0 − 2tY2|Z2|.
From
a′b − 1 = (tY2 − b|Z2|)2 and a′c − 1 = (cY2 − t|Z2|)2,
one can see that {a′,b, c} is a D(−1)-triple. Now, suppose that d0 > 0. By Lemma 6.1, we have 1 
Y2 <
√
b(c − b). Therefore, we obtain
tY2 − b|Z2| = t
2Y 22 − b2Z22
tY2 + b|Z2| =
b(c − b) − Y 22
tY2 + b|Z2| 
t2 − b2
t + b = t − b = k. (35)
This implies
0 < a′ = (tY2 − b|Z2|)
2 + 1
b
 k
2 + 1
k2 + 1 = 1. (36)
Hence, we get a′ = 1. Moreover, signs in inequality in (35) and (36) are the same. Namely, the neces-
sary conditions are tY2 −b|Z2| = k, Y2 = 1 and |Z2| = 1. It follows that d0 = 0. Hence, |Z1| = |Z2| = 1.
This also implies X1 = 1 and Y2 = 1.
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(−1)l′Y0 ≡ (−1)n′Y2 (mod 2b).
By Lemma 6.1, we have |Y0| < b and Y2 < √b(c − b) = √b(2k + 1)
√
b(k2 + 1) = b. Since we already
got Y2 = 1, the above congruence gives |Y0| = Y2 = 1. We deduce X0 = 1. 
Now, from Lemma 6.2, Eqs. (32) and (33) become
Y + X√b = (λ1 +
√
b )(r + √b )2l′ = (λ1 +
√
b )β2l
′
, λ1 = ±1 (37)
and
Z + X√c = (λ2 +
√
c )(s + √c )2m′ = (λ2 +
√
c )α2m
′
, λ2 = ±1, (38)
where λ1 and λ2 are independent. From (37), it follows that X = Ul′ for some integer l′  0, where
U0 = 1, U1 = (2b − 1) + 2rλ1, Ul′+2 = 2(2b − 1)Ul′+1 − Ul′ , (39)
and from (38) we conclude that X = Vm′ for some integer m′  0, where
V0 = 1, V1 = (2c − 1) + 2sλ2, Vm′+2 = 2(2c − 1)Vm′+1 − Vm′ . (40)
This means that in order to solve the equations
Y 2 − bX2 = 1− b,
Z2 − cX2 = 1− c,
for c = 1+ b + 2√b − 1, we have to solve the equation
X = Ul′ = Vm′ , (41)
where
Ul′ = (λ1 +
√
b )β2l
′ − (λ1 −
√
b)β−2l′
2
√
b
,
Vm′ = (λ2 +
√
c )α2m
′ − (λ2 − √c)α−2m′
2
√
c
,
with λ1, λ2 ∈ {−1,1}.
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Here the method is similar to that done in Section 3. We will get a lower bound for m′ . Let
Λ′ = 2l′ logβ − 2m′ logα + log
√
c(
√
b + λ1)√
b(
√
c + λ2)
. (42)
Lemma 6.3. If the equation Ul′ = Vm′ has a solution with m = 0, then 0 < Λ′ <
√
c+1√
c−1 · α−4m
′
.
Proof. Put
P ′ =
√
c + λ2√
c
α2m
′
and Q ′ =
√
b + λ1√
b
β2l
′
.
Then equation Ul′ = Vm′ becomes
P ′ + c − 1
c
P ′−1 = Q ′ + b − 1
b
Q ′−1.
It follows that
P ′ − Q ′ = b − 1
b
Q ′−1 − c − 1
c
P ′−1. (43)
Thus we obtain
(
P ′ − Q ′)P ′Q ′ = b − 1
b
P ′ − c − 1
c
Q ′ = (P ′ − Q ′)+ 1
c
Q ′ − 1
b
P ′.
Therefore, we have
(
P ′Q ′ − 1)(P ′ − Q ′)= 1
c
Q ′ − 1
b
P ′. (44)
Suppose P ′ > Q ′ , then by (44) (with P ′, Q ′ > 1) we get 1c Q
′ > 1b P
′ > 1b Q
′ . It results 1c >
1
b , which
is a contradiction to the fact c > b. Since P ′ = Q ′ , we have P ′ < Q ′ . Moreover, by (43) we have
0 < Q ′ − P ′ < c − 1
c
P ′−1.
Therefore, we have Λ′ > 0 and
Λ′ = log Q
′
P ′
= log
(
1+ Q
′ − P ′
P ′
)
<
Q ′ − P ′
P ′
<
c − 1
c
P ′−2
 c − a
c
( √
c√
c + λ2
)2
· α−4m′ =
√
c − λ2√
c + λ2 · α
−4m′ 
√
c + 1√
c − 1 · α
−4m′ . 
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{
Y 2 − (k2 + 1)X2 = −k2,
Z2 − (k2 + 2k + 2)X2 = −(k + 1)2. (45)
By [22], the system of Pellian equations (45) has only positive integer solutions (X, Y , Z) = (1,1,1)
and (5,7,11) for k = 1. Hence, we will assume that k 2.
We have the following result similar to Lemma 3.2.
Lemma 6.4. If b = k2 + 1, c = k2 + 2k + 2, the equation Ul′ = Vm′ has a solution with m′  2, then m′ >
2′−1
4 · β logβ , where ′ = l′ −m′ is a positive integer.
Proof. From the deﬁnition of Λ′ and Lemma 6.3, we have
(
2l′ − 1) logβ − 2m′ logα = Λ′ − logβ − log √c(
√
b + λ1)√
b(
√
c + λ2)
<
√
c + 1√
c − 1 · α
−4m′ − logβ + log
√
b(
√
c + 1)√
c(
√
b − 1)
< 0.001+ log
√
b(
√
c + 1)
β
√
c(
√
b − 1) < 0.001+ log
0.6(
√
c + 1)√
c(
√
b − 1) < 0.
It follows that
2l′ − 1
2m′
<
logα
logβ
. (46)
Using the sequences {Ul′ }, {Vm′ } given by (39) and (40), we get U1  V1, and the equal symbol
holds if and only if λ1 = 1, λ2 = −1 such that U1 = V1 = 2k2 + 2k + 1. As b < c, one can easily get
by induction that for any m′  2, we have Um′ < Vm′ . Hence, if Ul′ = Vm′ has a solution with m′  2,
then m′ < l′ . We deﬁne the positive integer ′ = l′ − m′ . Using an argument similar to that in the
proof of Lemma 3.2, we immediately get the result that we want to show. 
6.2. Proof of Theorem 1.2
In order to satisfy the conditions of Lemma 4.1, we rewrite Λ′ given by (42) into
Λ′ = −2m′ log
(
α
β
)
+ log
(
β2
′ ·
√
c(
√
b + λ1)√
b(
√
c + λ2)
)
. (47)
Here we take
D = 4, b1 = −2m, b2 = 1, γ1 = α
β
, γ2 = β2′ ·
√
c(
√
b + λ1)√
b(
√
c + λ2)
.
Here again, as α and β are algebraic units and the number c(
√
b+λ1)2
b(
√
c+λ2)2 is not an algebraic unit, one
can see that γ1 and γ2 are multiplicatively independent. Also, it is known that h1 = h(γ1) = 12 logα
by the computations in Section 4. From h(β2
′
) = ′ logβ and
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(√
c(
√
b + λ1)√
b(
√
c + λ2)
)
 h
( √
c√
c + λ2
)
+ h
(√
b + λ1√
b
)
 1
2
log(c + √c ) + 1
2
log(b + √b ) < log(c + √c ) 2 logβ,
we get
h2 = h(γ2) = h
(
β2
′ ·
√
c(
√
b + λ1)√
b(
√
c + λ2)
)

(
′ + 2) logβ.
One can verify that we obtain a similar result as in Section 4. This means that if the equation
Ul′ = Vm′ has a solution with m′  2, then we have k < 553020.
Next, we use Lemma 5.1 and we combine the upper and lower bounds of log|Λ′| again to obtain
the inequality
m′
log(2el′)
< 2.654 · 1012(logβ)2.
As 2l
′−1
2m′ <
logα
logβ , we get l
′ <m′ logαlogβ − 0.5 < 1.26m′ − 0.5 (for k 2) and then
l′
log(2el′)
< 3.345 · 1012(logβ)2 < 6.48 · 1014.
Again here, we have l′ < 2.6 · 1016.
Now we apply Lemma 5.2 with m = l′ , l =m′ ,
κ = logβ
logα
, μ =
log(
√
c(
√
b+λ1)√
b(
√
c+λ2) )
2 logβ
, A =
√
c + 1
2(
√
c − 1) logα , B = α
4/1.26
and M = 2.6 · 1016 to four cases was given by λ1, λ2 ∈ {−1,1}.
The program was developed in PARI/GP running with 200 digits. For the computations, if the
ﬁrst convergent such that q > 6M does not satisfy the condition η > 0, then we use the next con-
vergent until we ﬁnd one that satisﬁes the condition. We checked in the ranges 2  k  553019.
We considered four cases. And for each case, it took about 10 minutes to run our program. All of the
computational results gives l′  7. Moreover, we ran the program with M = 7 again in a small ranges
showed that l′  3.
Therefore, from above results, we obtain m′  2 for k 2. By (39) and (40), m′ = 0 give the solution
X = U0 = V0 = 1. If m′ = 1, since U1 = 2k2 + 2kλ + 1, V1 = 2k2 + (2λ2 + 4)k + (2λ2 + 3), we get
X = U1 = V1 = 2k2 + 2k + 1 with λ1 = 1 and λ2 = −1. When m′ = 2, the fact V2 = 2(c − 1)V1 − 1
2(c − 1)U1 − 1 > 2(b − 1)U1 − 1 = U2 implies l′  3. Computations show that
U3  32k6 − 32k5 + 48k4 − 32k3 + 18k2 − 6k + 1,
V2  8k4 + 40k3 + 80k2 + 76k + 29.
Therefore, for k  2, we get U3 > V2. Finally, we take X = 1,2k2 + 2k + 1 in the system (45) and we
get the two corresponding positive solutions (X, Y , Z) = (1,1,1) and (2k2 + 2k + 1,2k3 + 2k2 + 2k +
1,2k3 + 4k2 + 4k + 1). This completes the proof of Theorem 1.2.
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