We show that if for a nonzero complex number c the inverse images L −1 1 (c) and L −1 2 (c) of two functions in the extended Selberg class are the same, then L 1 (s) and L 2 (s) must be identical.
Introduction
Automorphic L-functions which generalize the Riemann zeta function play a central role in investigating many arithmetic questions. Essential properties of these L-functions such as Euler products, functional equations and the Ramanujan conjecture can be axiomatized and this is what Selberg did in [6] , specifying the following conditions. where b(n) = 0 unless n is a positive power of a prime, and b(n) ≪ n θ for some θ < Recently, Li [5] has substantially improved Theorem A as follows.
Theorem B. If two functions L 1 (s) and L 2 (s) satisfy both the conditions (2) and (4) as well as the same functional equation (3) with a(1) = 1 and L −1
The proof of Theorem B is based on Nevanlinna's theory, in particular on Nevanlinna's uniqueness theorem: two nonconstant meromorphic functions f, g : C → C must be identically equal if f −1 (c j ) = g −1 (c j ) for five distinct values c j ∈ C ∪ {∞} (see [3] or [7] ).
It is natural to ask whether Theorem B still holds if c 1 = c 2 . In this note, we answer this question for functions in the extended Selberg class by proving the following result. 2 (c), we observe that for a sufficiently large κ > 0, the zeros of
However, we see that in the region Re s < −κ, the zeros of L 2 (s) − L 1 (s) are the same as the zeros of
Based on these observations we are able to prove the first part of our theorem. For degree d = 0, we can readily construct counterexamples. These imply trivial counterexamples for any degree d and c = 0. We shall also give nontrivial counterexamples for d 5 and c = 0.
Proof of Theorem 1
We divide the proof into two parts. Recall that d denotes the degree of L 1 (s) and L 2 (s). 
Therefore we can choose a constant κ 0 > 0 such that neither of the three functions
For any meromorphic function f and for T > 0, κ > 0, we define N f (T ), N f (T, κ) as follows.
N f (T ) = the number of zeros of f, counting multiplicities, in − T < Re s < −κ 0 ; N f (T, κ) = the number of zeros of f, counting multiplicities, in − T < Re s < −κ 0 , |Im s| < κ.
Note that N f (T ) can be infinite.
Lemma. (a)
There exists a constant κ > 0 such that if L(s) stands for one of the functions
Proof of Lemma. (a) Using the functional equation, we can write
.
From this equality and the fact that
is analytic except for (simple) poles at s = 0, −1, −2, . . . and that χ (s) has no poles in |Im s| κ for κ > 0 sufficiently large, we readily see that the zeros of L 1 (s), L 2 (s) and L 2 (s) − L 1 (s) are the same as zeros of  K j=1 Γ (λ j s + µ j ) −1 in the region defined by Re s < −κ 0 and |Im s| < κ. In fact it suffices to find the number of poles of
The observation that Γ (s) has (simple) poles only at s = −n (n = 0, 1, 2, . . .) then completes the proof of part (a) of the Lemma. 
This implies
It therefore suffices to show that there exists a fixed constant δ > 0 such that for any T > 0,
where T * is a real number in the interval (T, T + 1). This can be seen as follows. Since the function  K j=1 sin π(λ j s +µ j ) has zeros only at s = − n+µ j λ j , j = 1, . . . , K , n = 0, ±1, ±2, . . ., we see that, counting multiplicities, the number of zeros of the function in the region −T − 1 < Re s < −T is less than λ * :
, the inequality ( * ) follows for a fixed constant δ > 0 and the claim is proved. In addition to the positive real number κ chosen in the proof of part (a) of the lemma, we set r = 2|c|. By the Claim and the fact that L 1 (s), L 2 (s) ∼ 1 for Re s → ∞, we can choose a constant κ 1 > κ and sequences ⟨a n ⟩ and ⟨b n ⟩ with κ 0 < a n < b n < a n + 1 (n = 1, 2, 3, . . .) and a n → ∞ such that we get
Re s −a n (n = 1, 2, 3, . . .) and |Im s| κ 1 or Re s < −κ 1 and |Im s| = κ 1 . Together with Rouché's theorem, this estimate and part (a) now imply part (b) of the lemma.
We now prove part I of Theorem 1. Observe that L j (s) and L j (s) − c, j = 1, 2 do not have zeros in common; furthermore, in the region Re s < −κ for κ > 0 sufficiently large, zeros of
Thus it is easy to see that
, where Let a 1 and a 2 be distinct complex numbers. We set
It is easy to see that
We set
Clearly L 1 (s) and L 2 (s) are in the extended Selberg class S ♯ and we have
Starting with the examples in Case (i), we can find an obvious counterexample consisting of
On top of that, we shall now provide a nontrivial counterexample for each case d 5 and c = 0.
We let χ 1 be the primitive character modulo 5 such that χ 1 (2) = i and we set χ 2 = χ 1 and
Then we have τ (χ 1 )τ (χ 2 ) = −5, the two Dirichlet L-functions L(s, χ j ) ( j = 1, 2) are entire and satisfy the functional equations
see [1, pp. 69-71] . These functional equations readily imply
Recall from [8, pp. 282-283 ] that for some θ ∈ (0, π/4), we have Note that l θ (s) is entire. We fix an integer m 3 and set
From the functional equations for L(s, χ 1 )L(s, χ 2 ) and l θ (s), we have
We see that L 1 (s) and L 2 (s) are in S ♯ , also L It is easy to see that L 1 (s) and L 2 (s) are in S ♯ and we have
We therefore obtain L −1
This completes the proof of part II of the theorem.
