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We calculate the charge current generated by a temperature bias between the two ends of a tubular
nanowire. We show that in the presence of a transversal magnetic field the current can change sign,
i.e., electrons can either flow from the hot to the cold reservoir, or in the opposite direction, when
the temperature bias increases. This behavior occurs when the magnetic field is sufficiently strong,
such that Landau and snaking states are created, and the energy dispersion is nonmonotonic with
respect to the longitudinal wave vector. The sign reversal can survive in the presence of impurities.
We predict this result for core/shell nanowires, for uniform nanowires with surface states due to the
Fermi level pinning, and for topological insulator nanowires.
PACS numbers: 73.23.b, 73.50.Lw, 73.63.Nm, 73.50.Fqi
A temperature gradient across a conducing material in-
duces an energy gradient, which in turn results in particle
transport. In an open circuit, where no net current flows,
a voltage is then generated when two ends of a sample
are maintained at different temperatures — this is the
Seebeck effect and the linear voltage response is known
as thermopower. The hotter particles have larger average
kinetic energy, and the net particle flow is therefore gen-
erally from the hot to the cold side. The thermopower
and thermoelectric current can be positive or negative,
depending on the type of charge carriers, i.e., electrons
or holes.
In comparison to this macroscopic case, the ther-
mopower at the nanoscale has special characteristics. For
example, if the energy separation between the quantum
states of the system is larger than the thermal energy the
thermopower may alternate between positive and nega-
tive values, depending on the position of the Fermi level
relatively to a resonant energy, which can be controlled
with a gate voltage. These oscillations were predicted a
long time ago [1], and subsequently experimentally ob-
served in quantum dots [2–4], and in molecules [5]. A
sign change in the thermopower can also be obtained by
increasing the temperature gradient and thus the pop-
ulation of the resonant level [6–9]. In these examples
the charge carriers are electrons and the sign change of
the thermopower means that they travel from the cold
side to the hot side, which may appear counterintuitive.
Other nonlinear effects can occur if the characteristic re-
laxation length of electrons and or phonons exceeds the
sample size [10], because the energy of electrons and/or
phonons is no longer controlled by the temperature of
the bath, but by the generated electric bias, including
Coulomb interactions [11, 12].
Observing such negative thermopower at the nanoscale
is difficult for at least two reasons: the currents tend to
be small and it is hard to maintain a constant tempera-
ture difference across such short distances. Here we argue
that a generic class of tubular nanowires, to be defined
in more detail below, are ideal systems for both realiz-
ing and observing negative thermopower. Semiconduc-
tor nanowires are versatile systems with complex phe-
nomenology attractive for nanoelectronics. In particular
the thermoelectric current increases due to the lateral
confinement compared to the values in the bulk mate-
rial [13]. At the same time the thermal conductivity can
be strongly suppressed in nanowires with a diameter be-
low the phonon mean free path [14, 15]. These effects
together lead to an increased thermoelectric conversion
efficiency in the quasi-one-dimensional geometry.
In the tubular nanowires we are interested in, the con-
duction takes place only in a narrow shell at the surface,
and not through the bulk. This is realized both in so-
called core/shell nanowires (CSNs) and topological insu-
lator nanowires (TINs). In CSNs this is a consequence of
the structure, the wires being radial heterojunctions of
two different materials, a core and a shell. When the shell
is a conductor and the core is an insulator, because of the
narrow diameter and thickness, typically 50-100 nm and
5-10 nm, respectively, quantum interference effects are
present, which have been observed as Aharonov-Bohm
magnetoconductance oscillations in longitudinal [16] and
transversal [17] magnetic fields, and explained with bal-
listic transport calculations [18–20]. A tubular conduc-
tor can also be achieved with nanowires based on a single
material, but with surface states radially bound due to
the pinning of the Fermi energy [17]. In the case of TINs,
the bulk material is an insulator, but with a topologically
nontrivial band structure, that requires a robust metallic
state at the surface [21, 22]. Magnetoresistance oscilla-
tions, both in longitudinal and transversal fields, were
recently reported for TINs made of BiTeSe [23–29].
2In this paper, then, we consider electrons constrained
to move on a cylindrical surface, in the presence of a uni-
form magnetic field transversal to the axis of the cylinder,
and a longitudinal temperature bias. We demonstrate
that in these systems a sign reversal of the thermoelectric
current is obtained when varying the magnetic field or the
temperature bias. Contrary to the cases of molecules and
quantum dots, where the sign change of the current is a
result of resonant states, in these tubular nanowires the
effect is a consequence of a nonmonotonic energy disper-
sion of electrons vs. momentum. We further show that
the sign reversal survives in the presence of a moderate
concentration of impurities.
The predicted sign reversal of the thermoelectric cur-
rent should be detectable in the above mentioned re-
alizations of tubular conductors, but the magnitude of
the anomalous current will depend on the specific sys-
tem parameters. Considering tubular nanowires of 30
nm radius, infinite length, and magnetic fields of 2-4
T, we estimate the magnitude of the anomalous (neg-
ative) thermoelectric current as tens of nA. Thermo-
electric transport in CSNs has been already studied in
a couple of experimental papers. One recent work was
the characterization of GaAs/InAs nanowires by thermo-
voltage measurements in those situations when electrical
conductance does not provide information [30]. Another
study demonstrated enhanced thermoelectric properties
in Bi/Te CSNs via strain effects [31].
Electrons constrained to a cylindrical surface, in the
presence of a uniform magnetic field transversal to the
axis of the cylinder, have two types of states: i) cyclotron
orbits at the top and bottom of the cylinder, in the di-
rection of the field, where the radial component of the
field is nearly constant, and ii) snaking trajectories along
the lateral lines where the radial component vanishes
and flips orientation, such that the Lorentz force always
bends the electron trajectory towards the line [32–35];
an illustration is provided in Fig. 1. Such snaking states
were studied earlier in the 90’s in a planar electron gas
in a perpendicular magnetic field with alternating sign
[36–38] and found responsible for strong positive magne-
toresistance in the presence of ferromagnetic microstrips
[39, 40]. For our above-mentioned tubular nanowire the
snaking states become ground states at nonzero wave vec-
tor, imposing a nonmonotonic energy dispersion.
To focus, we concentrate our detailed discussion on
the case of CSNs; later we will demonstrate that the ef-
fects we find are universal and qualitatively the same
results are obtained for TINs. We choose the coor-
dinate system such that magnetic field is along the x
axis, B = (B, 0, 0), the vector potential being A =
(0, 0, By) = (0, 0, BR sinϕ). In this case the Hamilto-
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FIG. 1. A hollow cylindrical nanowire (light blue) in a uni-
form transverse magnetic field (thick red arrows). On the top
and bottom regions of the cylinder, electrons perform closed
cyclotronic loops, whereas on the lateral sides longitudinal
snaking orbits are formed along the lines where the radial
projection of the magnetic field (thin red arrows) is zero.
nian can be written as
H =
−~2
2meff
[
∂2
R2∂2ϕ
+ (∂z +
ieBR
~
sinϕ)2
]
− geffµB
2
Bσ.
(1)
In this example we consider material parameters for
GaAs, i.e., effective mass meff = 0.066 and g-factor
geff = −0.44, µBbeing the Bohr magneton and σ = ±1
the spin label. For B = 0 the angular part of the Hamil-
tonian has eigenfunctions eiϕn/
√
2π, n ∈ Z, and the sin-
gle electron energies are ordinary parabolas vs. the wave
vector k which is defined by the longitudinal wave func-
tions eikz . These eigenfunctions define a basis set, |nkσ〉,
which we use for B 6= 0 to diagonalize numerically (1).
The convergence is reached with |n| ≤ 50.
The energy spectra for magnetic fields B = 2.0T and
B = 4.0T are shown in Fig. 2. Since the energy of the
cyclotron states increases with B, at sufficiently strong
fields the low energy bands have a nonmonotonic disper-
sion, with one maximum around k = 0 and two lateral
symmetric minima. The central maximum corresponds
to cyclotron orbits (precursors of Landau levels), and the
lateral minima indicate the onset of snaking orbits. At
any energy each dispersion curve yields a number of prop-
agating modes. The usual situation is with one right
moving mode, i.e., with k > 0, for a given energy. But
for energies lying between the central maxima and lateral
minima there are two right movers, and accounting for
spin results in four in total. Because of the very small g-
factor the spin splitting is not visible in the figure. When
the energy slightly increases above the local maximum,
one spin pair of propagation modes is excluded. Hence,
the transmission, which in this case is simply the num-
ber of propagating modes times e2/h, drops two units.
The behavior of the transmission function T (E) is seen
in Fig. 3, increasing, but also decreasing, in steps as a
function of energy, as one would expect from opening
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FIG. 2. Energy spectra for a cylinder of infinite length and
radius R = 30 nm in a transversal magnetic field B = 2T
(a) and B = 4T (b). The horizontal dotted lines indicate the
chemical potential µ = 4.2meV and µ = 10meV, respectively.
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FIG. 3. Transmission function T (E) for B = 2T (a) and B =
4T (b). The results are derived with the energy spectra shown
in Fig. 2, the circles indicating the location of the chemical
potentials. The nonmonotonic behavior of the transmission
function is clearly seen.
and closing modes, respectively. This behavior will lead
to the sign reversal of the thermoelectric current.
Such a nonmonotonic behavior of the transmission
function is also known for quantum wires with Rashba
spin-orbit coupling in a longitudinal magnetic field [41,
42]. However, the energy scales related to such nonmono-
tonic transmission are very small and can only be ob-
served in high quality cleaved edge overgrowth samples
[43] at temperatures ≈ 0.3K. Very recently a similar ef-
fect has been observed in InAs nanowires with a stronger
Rashba coupling [44]. In contrast, in the present case
without spin-orbit coupling, the energy scales are much
bigger, T (E) is not smeared out by temperature, and
leads to a sign reversal of the thermoelectric current.
The charge current through the nanowire, driven by a
temperature gradient, can be calculated using the Lan-
dauer formula
Ic =
e
h
∫
T (E) [fR(E)− fL(E)] dE, (2)
where fL/R(E) are the Fermi functions for the left/right
reservoir with chemical potentials µL/R and temperatures
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FIG. 4. Thermoelectric current as a function of the temper-
ature of the right contact TR for the indicated magnetic field
values and µ = 4.2 meV. The inset shows the current as a
function of magnetic field for a fixed temperature TR = 3
K marked with a vertical line in the main figure. The left
contact is kept at constant temperature TL = 0.5 K.
TL/R. We consider a temperature bias, TR > TL, be-
yond linear response, and no potential bias, such that
the difference of the Fermi functions changes sign at
E = µL = µR. Coulomb interactions are neglected,
which is a good approximation for widely open wires.
If the transmission function T (E) increases with energy
over the integration interval the thermoelectric current is
positive, i.e., the electrons flow from the hot contact to
the cold one. This is the normal situation. An anoma-
lous negative current instead occurs if the transmission
function decreases with energy, as shown in Fig. 3. The
energy integral is calculated numerically using the trape-
zoidal method. We keep the left reservoir at a fixed tem-
perature, TL = 0.5K, i.e., low, but non-zero as in ex-
perimental setups. By varying the temperature of the
right reservoir we obtain the current as function of TR,
as shown in Fig. 4, where one can notice that the sign of
the current may change both with TR or magnetic field.
The anomalous current can be in the range of tens of
nA, i.e., much larger than for quantum dots. The largest
value shown in Fig. 4 is about -10 nA for B = 2 T and
TR = 2.5 K. With a magnetic field of B = 4 T, yielding
the energy spectrum of Fig. 2(b), we could obtain, in the
ballistic case, an anomalous current of nearly -60 nA at
TR = 8 K, as shown in Fig. 5.
The appearance of the anomalous current relies on
nonmonotonic steps in the transmission function. For
clean wires the steps are sharp, but in the presence of
impurities the steps will get rounded. The transmission
function in the case when impurities are included is ob-
tained using the recursive Green’s function method [45].
Here we simulate transport in a nanowire where the im-
purities are assumed to be short range,
Vimp(z, ϕ) =
∑
i
Wδ(z − zi)δ(ϕ− ϕi) , (3)
where W is the impurity strength. We consider a fixed
impurity configuration, i.e., no ensemble average. To
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FIG. 5. Thermoelectric current calculated with the energy
spectra shown in Fig. 2 (B = 4 T, µ = 10 meV) in the
ballistic case and for randomly distributed impurities within
a scattering region of size L = 150, 600, and 1200 nm.
some extent the results depend on the impurity config-
uration, as also seen in experiments. There the conduc-
tance can show complicated, but reproducible behavior
for a given nanowire [46], whereas the conductance for
another nanowire will yield conductance whose structure
(position of peaks, etc.) will be different [47], but re-
producible as well. The average density of impurities
is chosen nimp = 3.0 nm
−1 and the disorder strength
W = 1.2~2/(2meffR
2). We consider repulsive impurities,
W > 0, since negative values of W lead to a strong sup-
pression of the conductance when electrons get bound
at potential minima. The key point is that as long as
the transmission function still shows the nonmonotonic
steps the anomalous current is obtained. In Fig. 5 we
compare the thermoelectric currents for the same mag-
netic field and chemical potential, in the ballistic case
and with a fixed impurity concentration. Indeed, the
magnitude of the anomalous current is reduced in the
presence of impurities. It further drops for longer wires
due to the increased number of scattering events, but it
is still sizeable. Instead, the magnitude of the normal
current increases with the number of scatterers. This is
because the contribution of the transmission bumps de-
creases and the transition point Ic = 0 shifts to lower
and lower temperatures. Of course, if the nanowire is
too dirty, such that the conductance becomes a series of
transmission resonances due to quantum dotlike states
[47], the anomalous current will not be observable. How-
ever, even in that case the transport calculations based
on elastic scattering reproduced well the thermopower
measurements up to 24 K [47]. This makes us confident
that inelastic collisions can also be neglected in our tem-
perature range.
Having considered the CSN case in detail, we now
briefly discuss the case of TINs. Such wires in a magnetic
field have recently been studied extensively both theo-
retically [48–52] and experimentally [24–29, 53]. In con-
trast to the Schro¨dinger fermions of the CSNs, the surface
states of the topological insulator are Dirac fermions, de-
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FIG. 6. The energy spectrum (a), transmission function (b),
and thermoelectric current (c), for a TIN with vF = 10
5 m/s,
R = 30nm, and B = 4.3T.
scribed by the Hamiltonian [22, 48, 49]
HTI = −i~vF
[
σz
(
∂z + i
eB
~
R sinϕ
)
+ σy
1
R
∂ϕ
]
, (4)
where vF is the Fermi velocity, and the spinors satisfy
antiperiodic boundary conditions ψˆ(ϕ) = −ψˆ(ϕ + 2π),
due to a Berry phase. It is convenient to diagonalize (4)
using the same angular basis states as before, but be-
cause of the boundary condition n now takes half-integer
values. An example of the energy spectrum is shown in
Fig. 6(a) where, as in the CSN case, precursors of Landau
levels around k = 0 are seen, both at negative and pos-
itive energy, and snaking states are visible at the edges.
These states give rise to transmission that decreases with
energy, as shown in Fig. 6(b), and consequently to an
anomalous thermoelectric current, as before, shown now
in Fig. 6(c). The TINs offer some further advances. For
example, the surface states are robust to disorder, and
the negative gradient in the transmission is also obtained
at relatively strong disorder strengths.
In conclusion, an unexplored consequence of the coexis-
tence of snaking and Landau states in tubular nanowires
in a transverse magnetic field is that the transmission
function is nonmonotonic with the energy, which implies
that the thermoelectric current can be both positive and
negative. The normal flow of electrons should be from
the hot to the cold contact. Instead, in a magnetic field
of a few Tesla and variable temperature of the hot source,
here below 10 K, an anomalous flow occurs, from the cold
lead to the hot lead, corresponding to tens of nA. This
phenomenon can have applications to thermoelectric de-
vices based on nanowires. In particular, the detection of
the current reversal can be seen as an indication of the
5tubular distribution of the conduction electrons, which is
crucial for topological insulator nanowires. The presence
of snaking states has already been detected both in CSNs
[17] and in TINs [23], and hence the predicted anomalous
current should be within the experimental reach. Identi-
fying the general relationship between the thermocurrent
and nonmonotonic transmission function can motivate
the study of the anomalous current in other systems.
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Supplemental Material: Computational method for core/shell nanowires with impurities
Green’s function discretization
Our starting point is the partial differential equation for the Green’s function of the tubular nanowire(
E −
[
− ~
2
2mR2
∂2ϕ +
1
2m
(
~
i
∂z + eBR sinϕ
)2])
Gr(z, z′, ϕ, ϕ′;E) = δ(z − z′)δ(ϕ− ϕ′). (A.1)
Next, we write Gr as a Fourier series in (ϕ, ϕ′)
Gr(z, z′, ϕ, ϕ′;E) =
1
2π
∑
n,n′∈Z
e−inϕein
′ϕ′Grn,n′(z, z
′), (A.2)
with Fourier components
Grn,n′(z, z
′) =
1
2π
∫
dϕdϕ′einϕein
′ϕ′Gr(z, z′, ϕ, ϕ′;E). (A.3)
Note that we have dropped the E from Grn,n′ for sake of brevity. Inserting Eq. (A.2) into Eq. (A.1), multiplying with
e−imϕeim
′ϕ′/2π and integrating over (ϕ, ϕ′) results in
~
2
2mR2
∑
n∈Z
((E − (n2 −R2∂2z )) δm,n + 2i(R∂z)R2ℓ2c [sinϕ]m,n −
R4
ℓ4c
[sin2 ϕ]m,n
)
Grn,m′(z, z
′) = δ(z − z′)δm,m′(A.4)
Here we introduced E which measures energy in units of ~2
2mR2 and
[f(ϕ)]m,n =
1
2π
∫
dϕe−imϕeinϕf(ϕ). (A.5)
Equation (A.4) can be written more compactly on matrix form
~
2
2mR2
[
(E +R2∂2z )I− diag(n2)− 2i(R∂z)
R2
ℓ2c
[sinϕ]− R
4
ℓ4c
[sin2 ϕ])
]
Gr(z, z′) = δ(z − z′)I (A.6)
Here all matrices are assumed to be of dimension (2Mmax + 1), i.e. a cut-off has be introduced here such that
n ∈ [−Mmax,Mmax]. This is now a equivalent to a one dimensional problem with an internal degree of freedom
and one can proceed with standard finite difference implementation where the continuous variable z is discretized.
Introducing a lattice parameter a and the notation zi+1 = zi + a, the finite difference version becomes(
EI− ~
2
2mR2
[
diag(n2) +
R4
ℓ4c
[sin2 ϕ] +
2R2
a2
I
])
Gr(zi, zj)
+
~
2
2mR2
[
−R
2
a2
I− iR
a
R2
ℓ2c
[sinϕ]
]
Gr(zi+1, zj) +
~
2
2mR2
[
−R
2
a2
I+ i
R
a
R2
ℓ2c
[sinϕ]
]
Gr(zi−1, zj) = δi,jI, (A.7)
7or in a more compact form
(EI−Hsl)Gr(zi, zj) + VslGr(zi+1, zj) + V †slGr(zi−1, zj) = δi,jI, (A.8)
where we have defined the slice Hamiltonian
Hsl =
~
2
2mR2
((
diag(n2) +
2R2
a2
I
)
+
R4
ℓ4c
[sin2]
)
, (A.9)
and the slice coupling Hamiltonian
Vsl =
~
2
2mR2
(
−R
2
a2
I+ 2i
R2
ℓ2c
R
2a
[sinϕ]
)
. (A.10)
Note that Vsl is not hermitian, and does not have to be, since the full Hamiltonian of the entire system contains both
Vsl and V
†
sl . This is well known in the case of a discretized 2D slab in a non-zero transverse magnetic field where Vsl
becomes complex via the Peierls substitution [54, 55].
Since Eq. (A.8) is of the standard hopping or tight-binding type, one can follow standard methods outlined in e.g.
Ref. 55. Note that in the absence of magnetic field all the matrices become diagonal and the coupling will simply
be determined by the standard tight-binding parameter t = ~
2
2ma2 . Physically this means that the eigenmodes 〈ϕ|n〉
decouple, the different modes are independent and shifted in energy depending on the transverse quantization ~
2
2mR2n
2.
To describe a wire in the quasi-ballistic regime the discrete values zi are separated into left, central, and right part,
see Fig. . The impurities only occur in the central part, where the short range impurity Hamiltonian (Eq. (3) in the
manuscript) is discretized leading to a new Hamiltonian for slice i
Hi = Hsl + Vimp,i. (A.11)
In the left and right parts of the system all the slice Hamiltonians, and slice couplings, are the same, Hsl and Vsl
respectively, the self-energies can be calculated using a very fast, versatile algorithm [56]. Note that the self-energies
only enter the slice Hamiltonians for slice i = 1 (ΣL) and i = N (ΣR). Once the self-energies are found, as a function
of energy the Green’s function in the central region can be found using the recursive Green’s function method [55].
From the recursive algorithm one obtains Grz1,zN (E), the part of the Green’s function that describes the connection
of the first slice (1) and the last slice (N), see bottom of Fig. . Finally, after the Green’s function is obtained the
transmission function can found using the Fisher-Lee relation [57].
T (E) = tr{ΓˆL(E)Gr(z1, zN )(E)ΓˆR(E)(Gr(z1, zN )(E))†}, (A.12)
where Γˆα(E) = −i(Σˆα(E)− (Σˆα(E))†) for α = L,R.
Choice of lattice parameter a
In zero magnetic field the lattice version of the Green’s function, Eq. (A.7) is diagonal in the angular basis, so the
system consists of independent one-dimensional modes. The dispersion of a nearest neighbor tight binding system
with coupling t = ~
2
2ma is
ε(k) = 2t(1− cos(ka)). (A.13)
To use the discretization as an approximation to the continuum version, the value of a needs to be small enough
such that Eq. (A.13) is close enough to the correct parabolic dispersion up to some relevant maximum value of k. A
natural choice for the maximum value is kM =
M
R which corresponds to having parabolic dispersion up to transverse
state M with energy ~
2
2mR2M
2. To quantify the relative deviation of the cosine dispersion from the parabolic one, we
use
~
2k2
2m − ε(k)
~2k2
2m
∣∣∣∣∣
k=M
R
= 1− 1
M2
R2
a2
2
(
1− cos
(
M
a
R
))
< η, (A.14)
where η is the required relative accuracy. Now, writing a = s RM , where s is dimensionless quantity, we have
1− 2
s2
(1− cos (s)) < η. (A.15)
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FIG. A1. The tubular nanowire represented as a rolled out rectangular sheet. The top figures shows the impurities distributed
randomly in the central part. The middle figure shows the impurities after they are shifted to a discrete value zi, depending
on their initial position. The bottom figures shows a one-dimensional tight-binding model with slice matrices Hi in the central
part and coupling matrices Vsl. The left (right) infinite parts gives rise to self-energies ΣL (ΣR) that inter H1 (HN).
For a given value of η, e.g. η = 0.01, one obtains that s < 0.35 will give a 1% relative accuracy.
When a non-zero magnetic field is considered, this procedure does not strictly hold. However, when a confined
system with typical size R is subjected to an external magnetic field the relevant length scale becomes the magnetic
length ℓc, for large enough magnetic fields. To reflect this cross-over of length scales we use
a = 0.35
R
M
(
1 +
R4
ℓ4c
)−1/4
. (A.16)
As a final check we do check that numerical results (energy spectrum and transmission function) does not change
significantly for smaller values of a.
