The decoding time is t × poly(d 2 log n). This result significantly improves the best known results for decoding non-adaptive threshold group testing: O(n log n + n log 1 ) for probabilistic decoding, where > 0, and O(n u log n) for deterministic decoding.
I. INTRODUCTION
T HE goal of combinatorial group testing is to identify up to d defective items among a population of n items (usually d is much smaller than n). This problem dates back to the work of Dorfman [1] , who proposed using a pooling strategy to identify defectives in a collection of blood samples. In each test, a group of items are pooled, and the combination is tested. The result is positive if at least one item in the group is defective and is otherwise negative. Damaschke [2] introduced a generalization of classical group testing known as threshold group testing. In this variation, the result is positive if the corresponding group contains at least u defective items, where u is a parameter, is negative if the group contains no more than defective items, where 0 ≤ < u, and is arbitrary otherwise. When u = 1 and = 0, threshold group testing T. V. Bui is with the Department of Multidisciplinary Sciences, SOKENDAI (The Graduate University for Advances Studies), Kanagawa 240-0193, Japan (e-mail: bvthach@nii.ac.jp).
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Digital Object Identifier 10.1109/TIT. 2019.2907990 reduces to classical group testing. We note that is always smaller than the number of defective items. Otherwise, every test would yield a negative outcome and no information can be extracted from the test outcomes. Most of the previous work in this area, such as [2] , [3] , [4] , [5] , [6] , dealt with g ≥ 0.
The focus here is on threshold group testing with no gap, i.e., g = 0, and all our comparisons consider this regime. There are two approaches for the design of tests. The first is adaptive group testing in which there are several testing stages, and the design of each stage depends on the designs of the previous stages. The second is non-adaptive group testing (NAGT) in which all tests are designed in advance, and the tests are performed in parallel. NAGT is appealing to researchers in most application areas, such as computational and molecular biology [7] , multiple access communications [8] and data streaming [9] (cf. [10] ). The focus of this work is on NAGT.
In both threshold and classical group testing, it is desirable to minimize the number of tests and, to efficiently identify the set of defective items (i.e., have an efficient decoding algorithm). For both testings, one needs (d log n) tests to identify all defective items [10] , [11] , [12] using adaptive schemes. In adaptive schemes, the decoding algorithm is usually implicit in the test design. The number of tests and the decoding time are significantly different between classical non-adaptive (CNAGT) and non-adaptive threshold group testing (NATGT).
In CNAGT, Porat and Rothschild [13] first proposed explicit nonadaptive constructions using O(d 2 log n) tests. However, there is no efficient (sublinear-time) decoding algorithm associated with their schemes. For exact identification, there are explicit schemes allowing defective items be identified using poly(d, log n) tests in time poly(d, log n) [14] , [15] (the number of tests can be as low as O(d 1+o(1) log n) if false positives are allowed in the reconstruction). To achieve a nearly optimal number of tests in non-adaptive group testing and with low decoding complexity, Cai et al. [16] proposed using probabilistic schemes that need O(d log d · log n) tests to find the defective items in time O(d(log n + log 2 d)).
In threshold group testing, Damaschke [2] showed that the set of positive items can be identified with n u tests with up to g false positives and g false negatives, where g = u − − 1 is the gap parameter. Cheraghchi [3] showed that it is possible to find the defective items with O(d g+2 log d · log(n/d)) tests, and that this trade-off is essentially optimal.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. ) given that the number of defective items is exactly d, g = 0, and u = o(d). The cost of these decoding schemes increases with n. Our objective is to find an efficient decoding scheme to identify up to d defective items in NATGT when g = 0.
Contributions: In this paper, we consider the case where g = 0, i.e., = u − 1 (u ≥ 2), and call this model u-NATGT. We first propose an efficient scheme for identifying up to d defective items in NATGT in time t × poly(d 2 log n), where t is the number of tests. Our main idea is to create at least a specified number of rows in the test matrix such that the corresponding test in each row contains exactly u defective items and such that the defective items in the rows are the defective items to be identified. We "map" these rows using a special matrix constructed from a disjunct matrix (defined later) and its complementary matrix, thereby converting the outcome in NATGT to the outcome in CNAGT. The defective items in each row can then be efficiently identified.
Although Cheraghchi [3] , De Marco et al. [4] , and D'yachkov et al. [17] proposed nearly optimal bounds on the number of tests, there are no decoding algorithms associated with their schemes. Note that the number of tests is optimal in [17] , i.e., O(d 2 log n), when the threshold u is a fixed constant. On the other hand, the scheme of Chen and Fu [6] requires a smaller number of tests compared with our scheme. However, the decoding complexity of their scheme is exponential in the number of items n, which is impractical. Chan et al. [5] proposed a probabilistic approach to achieve a small number of tests, which combinatorially can be better than our scheme. However, their scheme is only applicable when the number of defective items is exactly d, the threshold
, and the decoding complexity remains high, namely O(n log n + n log 1 ), where > 0 is the precision parameter. We present a test scheme that can be instantiated via either deterministic or randomized decoding. The deterministic decoding scheme identifies all defectives (in the worst case). On the other hand, randomized decoding reduces the number of tests; all defective items can be found with probability at least 1 − for any > 0. The decoding time is t × poly(d 2 log n). A comparison with existing work is given in Table I .
II. PRELIMINARIES
For consistency, we use capital calligraphic letters for matrices, non-capital letters for scalars, bold letters for vectors, and capital letters for sets. All matrix and vector entries are binary. Here are some of the notations used:
number of items, maximum number of defective items, and binary representation of n items. 2) S = { j 1 , j 2 , . . . , j |S| }: the set of defective items; cardinality of S is |S| ≤ d. 3) ⊗, : operation related to u-NATGT and CNAGT, to be defined later. 4) T : t × n measurement matrix used to identify up to d defective items in u-NATGT, where integer t ≥ 1 is the number of tests. 
. . , g in ): diagonal matrix constructed by input vector G i, * .
A. Problem Definition
We index the population of n items from 1 to n. Let We can model (d, u, n)-NATGT as follows: A t × n binary matrix T = (t i j ) is defined as a measurement matrix, where n is the number of items and t is the number of tests. Vector 
where ⊗ is a notation for the test operation in u-NATGT;
Our objective is to find an efficient decoding scheme to identify up to d defective items in (d, u, n)-NATGT.
B. Disjunct Matrices
When u = 1, u-NATGT reduces to CNAGT. To distinguish CNAGT and u-NATGT, we change notation ⊗ to and use a k × n measurement matrix M instead of the t × n matrix T . The outcome vector y in (1) is equal to
where is the Boolean operator for vector multiplication in which multiplication is replaced with the AND (∧) operator and addition is replaced with the OR (∨) operator, and
to not be included in another column if there exists a row such that the entry in the first column is 1 and the entry in the second column is 0. If M is a d-disjunct matrix satisfying the property that the union of up to d columns does not include any remaining column, x can always be recovered from y. For the purposes of this work, a k × n strongly explicit matrix (resp., a k × n explicit matrix) is a matrix in which each column can be computed in time poly(k log n) (resp., poly(n)). We need M to be a strongly explicit d-disjunct matrix that can be efficiently decoded, as in [14] , to identify up to d defective items in u-NATGT. We can now state the following theorem for CNAGT: 
C. Completely Separating Matrix
We now introduce the notion of completely separating matrices which are used to get efficient decoding algorithms This definition is slightly different from the one described by D'yachkov et al. [18] . It is easy to verify that, if a matrix is a (u, w)-completely separating matrix, it is also a (u, v)-completely separating matrix for any v ≤ w. Below we present the existence of such matrices.
Theorem 2. Given integers 1 ≤ u + w < n and uw > 0, there exists a (u, w)-completely separating matrix of size h×n, where
and e is base of the natural logarithm.
Proof: Consider a randomly generated h × n matrix G = (g i j ) 1≤i≤h,1≤ j ≤n in which each entry g i j is assigned to 1 with probability p and to 0 with probability 1 − p. For any pair of subsets I, J ⊂ [n] such that |I | = u, |J | = w, the probability that a row is not singular is
Subsequently, the probability that there is no singular row to subsets I and J is
Using a union bound, the probability that any pair of subsets I, J ⊂ [n], where |I | = u, |J | = w, does not have a singular row; i.e., the probability that G is not a (u, w)-separating matrix, is
To ensure that there exists a (u, w)-separating matrix G, one needs to find p and h such that g( p, h, u, w, n) < 1. Choosing p = u u+w , we have:
where (5) holds because 1 − x ≤ e −x for any x > 0. Thus we have
In the above, we have (6) 
Proof:
Consider
is sufficient to achieve such G . Similar to the proof in Theorem 2, the probability
We get ( III. PROPOSED SCHEME The basic idea of our scheme, which uses a divide and conquer strategy, is to create at least κ rows of matrix G, e.g.,
Then we "map" these rows by using a special matrix that enables us to convert the outcome in NATGT to the outcome in CNAGT. The defective items in each row can then be efficiently identified. We present a particular matrix that achieves efficient decoding for each row in the following section. This idea is illustrated in Fig. 1 .
In Fig. 1 , the defective and negative items are represented as red and black dots, respectively. There are five steps in the proposed scheme. The encoding procedure includes Steps 1, 2, and 3. Steps 4 and 5 correspond to the decoding procedure. A row G i, * can be represented by a support set
In the encoding procedure, we create h "indicating subsets"
Our objective is to extract S i l from V i l efficiently. In Step 2, each subset V i is mapped to 2k + 1 subsets. They are the V i and k dual subsets in which each dual subset (V i ∩ M i and from M.
Step 3 simply gets the outcomes of all tests generated in Step 2.
In the decoding procedure, Step 4 gets the defective set G i from the 2k + 1 subsets created from V i as an instance of NATGT, for i = 1, . . . , h. As a result, the cardinality of G i is either u or 0. Finally, the defective set S is the union of G 1 , . . . , G h in Step 5.
A. When the Number of Defective Items Equals the Threshold
In this section, we consider a special case in which the number of defective items equals the threshold, i.e., |x| = u. Given a measurement matrix M and a representation vector of u defective items x (|x| = u), what we observe is y
. . , y k ) T from y. Then x can be recovered if we choose M as a d-disjunct matrix described in Theorem 1. To achieve this goal, we create a measurement matrix:
where M = (m i j ) is a k × n d-disjunct matrix as described in Theorem 1 and M = (m i j ) is the complement matrix of M, m i j = 1−m i j for i = 1, . . . , k and j = 1, . . . , n. We note that M can be decoded in time poly(k) = poly(d 2 log n) because k = O(d 2 log n). Let us assume that the outcome vector is z. Then we have:
where
The following lemma shows that y = Mx is always obtained from z; i.e., vector x can always be recovered.
Lemma 1. Given integers 2 ≤ u ≤ d < n, there exists a strongly explicit 2k × n matrix such that if there are exactly u defective items among n items in u-NATGT, the u defective items can be identified in time poly(k), where k = O(d 2 log n).
Proof: We construct the measurement matrix A in (11) and assume that z is the observed vector as in (12) . Our task is to create vector y = M x from z. One can get it using the following rules, where l = 1, 2, . . . , k:
1) If y l = 1, then y l = 1. 2) If y l = 0 and y l = 1, then y l = 0. 3) If y l = 0 and y l = 0, then y l = 1. We now prove the correctness of the above rules. Because y l = 1, there are at least u defective items in row M l, * . Then, the first rule is implied.
If y l = 0, there are less than u defective items in row M l, * . Because |x| = u, we have y l = 1, and the threshold is u, there must be u defective items in row M l, * . Moreover, since M l, * is the complement of M l, * , there must be no defective item in test l of M. Therefore, we have y l = 0, and the second rule is implied.
If y l = 0, there are less than u defective items in row M l, * . Similarly, if y l = 0, there are less than u defective items in row M l, * . We now show that the number of defective items in row M l, * or M l, * cannot be equal to zero. Indeed, if the number of defective items in row M l, * (resp., M l, * ) equals zero, then y l = 1 (resp., y l = 1) because M l, * is the complement of M l, * . This contradicts the assumption that y l = 0 and y l = 0. Therefore, the number of defective items in row M l, * is not equal to zero. Consequently, the test outcome corresponding to row M l, * in CNAGT is positive, i.e., y l = 1. The third rule is thus implied.
Since we get y = M x, the matrix M is a d-disjunct matrix and u ≤ d, u defective items can be identified in time poly(k) by Theorem 1.
Example: We demonstrate Lemma 1 by setting u = d = 2, k = 9, and n = 12 and defining a 9 × 12 2-disjunct matrix M as follows: 
Assume that the defective items are 1 and 2, i.e., x = [1, 1, 0, 0, 0, 0, 0, 0, 0] T ; then the observed vector is z = [y T y T ] T . Using the three rules in the proof of Lemma 1, we obtain vector y . We note that y = M 1 M 2 = M x. Using a decoding algorithm (which is omitted in this example), we can identify items 1 and 2 as defective items from y .
B. Encoding Procedure
To implement the divide and conquer strategy, we need to divide the set of defective items into small subsets such that defective items in those subsets can be effectively identified. We suppose that there exists an h × n matrix G containing κ rows, denoted as i 1 , i 2 , . . . , i κ , with probability at least 1 − such that (i) |S i 1 | = · · · = |S i κ | = u and (ii) S i 1 ∪ . . .∪ S i κ = S for any ≥ 0, where S i is the set of indices of defective items in row G i, * (defined in Section II). These conditions guarantee that all defective items are included in the decoded set.
After creating the matrix G, we generate matrix A as in (11) . Then the final measurement matrix T of size (2k + 1)h × n is created as follows: (G 1, *  ) . . . (G 1, *  ) . . .
The vector observed using u-NATGT after performing the tests given by the measurement matrix T is (G 1, *  ) . . .
. . , h. We note that x i is the vector representing the defective items corresponding to row G i, * . If 
C. The Decoding Procedure
The decoding procedure is summarized as Algorithm 1, where
The procedure is briefly explained as follows:
Step 2 enumerates the h rows of G. end if 14: end for 15: Decode y i using M to get the defective set G i .
16:
if |G i | = u and 
D. Correctness of the Decoding Procedure
Recall that our objective is to recover x i from y i and
Step 2 enumerates the h rows of G. We have that y i is the indicator for whether there are at least u defective items in row G i, * . If y i = 0, it implies that there are less than u defective items in row G i, * . Since we only focus on rows G i, * , which have exactly u defective items, vector z i is not considered if y i = 0. This is achieved by Step 3. When y i = 1, there are at least u defective items in row G i, * . If there are exactly u defective items in this row, they are always identified as described by Lemma 1. Our task is now to prevent false defectives by decoding y i . Steps 4 to 14 calculate y i from z i . If there are exactly u defective items in row G i, * , we have y i = M ⊗ x i and |x i | = u. If there are more than u defective items in row G i, * , vector y i = M ⊗ x i for some vector x i ∈ {0, 1} n after implementing Steps 4 to 14. In the latter case, we may not recover x i correctly. Moreover, it is not clear whether the nonzero entries in x i are necessarily the indices of defective items. Therefore, our task is to decode y i using matrix M to get the defective set G i , and then validate whether all items in G i are defective.
There exists at least κ rows of G in which there are exactly u defective items, and we need to identify all defective items in these rows. Therefore, we only consider the case when the number of defective items obtained from decoding y i is equal to u; i.e., |G i | = u. Our task is now to avoid false positives, which is accomplished by Step 16. There are two sets of defective items corresponding to z i : the first one is the true set, which is S i and is unknown, and the second one is G i , which is expected to be S i (albeit not surely) and
we can always identify u defective items and the condition in Step 16 always holds because of Lemma 1. We need to consider the case G i ≡ S i ; i.e., when there are more than u defective items in row G i, * . We break down this case into two categories: 1) When |G i \ S i | = 0: in this case, all elements in G i are defective items. We need to consider whether
If this condition holds, we obtain the true defective items. If it does not hold, we do not take G i into the set of defective items. 
Note that matrix M is a 4-disjunct matrix and that matrix G satisfies conditions (i) and (ii) for the defective set S = {1, 2, 3, 4}. There are 0, 1, 2, 2, and 4 defective items in rows 1, 2, 3, 4, and 5 in G, respectively. After measurement matrix T is created as in (14), the test outcome observed using u-NATGT is y = (Steps 4 to 14) . However, the decoding procedure implemented at Step 15 produces G 5 = ∅. Since |G 5 | = 0, the condition at Step 16 does not hold. Therefore, G 5 is not added to the defective set S.
Finally, Step 21 returns the defective item set S = {1, 2, 3, 4}, which contains all defective items and no false defective items.
F. The Decoding Complexity
Because T is constructed using G and M, the probability of successful decoding of y depends on these choices. Given an input vector y i , we get the set of defective items from decoding of M. The probability of successful decoding of y thus depends only on G. Since G has κ rows satisfying (i) and (ii) with probability at least 1 − , all |S| defective items can be identified by using t = h(2k + 1) tests with probability of at least 1 − for any ≥ 0. 
We summarize the divide and conquer strategy in the following theorem: 
Suppose that a k × n matrix M is a d-disjunct matrix that can be decoded in time O(A) and that each column of M can be generated in time O(B). A (2k +1)h ×n measurement matrix T , as defined in (14), can thus be used to identify up to d defective items in u-NATGT in time O(h × (A + uB)).
The probability of successful decoding depends only on the event that G has κ rows satisfying (i) and (ii). Specifically, if that event happens with probability at least 1−, the probability of successful decoding is also at least 1− for any ≥ 0.
IV. COMPLEXITY OF PROPOSED SCHEME
We specify the matrix G in Theorem 3 to get the desired number of tests and decoding complexity for identifying up to d defective items. Note that when u = d, the number of defective items should be u (otherwise, every test would yield a negative outcome). In this case, Lemma 1 is sufficient to find the defective items. We consider the following notions of deterministic and randomized decoding. Deterministic decoding is a scheme in which all defective items are found with probability 1. It is achievable when every h × d submatrix of G is (u, d − u)-completely separating. Randomized decoding reduces the number of tests, in which all defective items can be found with probability at least 1 − for any > 0. It is achieved when each h ×d submatrix is a (u, d −u)-completely separating matrix with probability at least 1 − .
A. Deterministic Decoding
The following theorem states that there exists a deterministic algorithm for identifying all defective items by choosing G of size h × n to be a (u, d − u)-completely separating matrix in Theorem 2. using t = h · O(d 2 log n) tests with probability at least 1 − and in time h · poly(k).
V. SIMULATION
In this section, we visualize the decoding times in Table I . For deterministic decoding, the number of items n and the maximum number of defective items d are set to be {2 20 , 2 30 , 2 40 , 2 50 , 2 60 } and {100, 1, 000}, respectively. For the randomized algorithm, the number of items n and the maximum number of defective items d are set to be 1 {2 30 , 2 50 , 2 100 , 2 300 , 2 500 } and {10, 100, 1, 000}, respectively. The threshold u is set to be 0.2 d. Finally, the precision for randomized algorithms is set to be 10 −6 .
We see that for deterministic decoding, our proposed scheme is always better than the one proposed by Chen and Fu [6] as shown in Fig. 2 . However, for randomized decoding, our proposed scheme is better than the one proposed by Chan et al. [5] for d ≤ log n and large enough n, as shown in Fig. 3 . Since the decoding time in [5] is not affected much by the parameters d and u, we only plot one graph for it. Note that when n ≤ 2 60 , the decoding time in our proposed scheme is worse than the one in [5] . The main reason is that the decoding time of a d-disjunct matrix in Theorem 1 is high, i.e., O(d 11 log 17 n), and the number of rows in G is large. Therefore, if there exists any d-disjunct matrix with low 1 We note that the parameters are chosen for theoretical benchmarks and do not necessarily reflect the range encountered for practical applications.
decoding complexity, e.g., O (d 2 log 2 n) , and the number of rows in G is sufficiently bounded, e.g., O(d 2 log d · log 2 n), our proposed scheme would perform much better than the one in [5] when the number of items n is small, and would be practically feasible.
VI. CONCLUSION
We introduced an efficient scheme for identifying defective items in NATGT. Its main idea is to convert the test outcomes in NATGT to CNAGT by distributing defective items into tests properly. Then all defective items are identified by using some known decoding procedure in CNAGT. However, the algorithm works only for g = 0. Extending the results to g > 0 is left for future work. Since the number of tests in the randomized decoding is quite large, reducing it is also an important task. Moreover, it would be interesting to consider noisy NATGT as well, in which erroneous tests are present in the test outcomes.
