Upper bound of loss probability in an OFDMA system with randomly located
  users by Decreusefond, Laurent et al.
ar
X
iv
:0
70
7.
35
09
v1
  [
ma
th.
PR
]  
24
 Ju
l 2
00
7
Upper bound of loss probability in an OFDMA
system with randomly loated users
L. Dereusefond and E. Ferraz and P. Martins
∗
November 11, 2018
Abstrat
For OFDMA systems, we nd a rough but easily omputed upper
bound for the probability of loosing ommuniations by insuient num-
ber of sub-hannels on downlink. We onsider as random the positions of
reeiving users in the system as well as the number of sub-hannels dedi-
ated to eah one. We use reent results of the theory of point proesses
whih redue our alulations to that of the rst and seond moments of
the total required number of sub-arriers.
1 Introdution
The demand for high data rate wireless appliations with restritions in the RF
signal bandwidth requires bandwidth eient air interfae shemes. It is known
that OFDM yields a relatively simple solution to these problems [7℄. Based on
the OFDM system, OFDMA an ahieve a larger apaity. Furthermore, this
latter system is more exible, sine it an be easily saled to t in a ertain piee
of spetrum simply by hanging the number of used subarriers [9℄. However,
as any wireless systems, OFDM and OFDMA have physial limitations whih
ause loss of ommuniations. This loss an be aused by insuient power or by
low signal-to-interferene ratio, for instane. In this paper we are interested in
the alulation of an upper bound of the probability of loosing a ommuniation
due to an insuient number of sub-hannels in the downlink.
We say that the system is overloaded when all non-used sub-hannels are
not enough to warrant a minimum data rate for an inoming demand. We
onsider a system with N0 sub-arriers and Ni is the number of sub-arriers
used by the i-th user in the ell. As it is usually done, we substitute the
nite number of subarriers by innity and substitute the loss probability by
Ploss = P (
∑
iNi > N0). It is well known that this onsideration gives us an
upper bound for the atual loss probability.
A user i requires a apaity Ci depending on the servie he uses. Considering
a system with just one kind of servie, all users require the same apaity C0.
∗
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Even so, the number of subarriers for eah user varies aording to the hannel
onditions. These onditions an be summarized into two kinds of gains, one
depending only on the position of the user i, the path loss Gpli , and a gain
Gi, whih lassially may inlude the shadowing and the Rayleigh fading. We
hoose the simplest model to represent the path loss:
Gpli =
K
Dγi
where K and γ are onstants and Di is the distane between the user i and the
antenna.
Shannon's maximum ahievable apaity implies that:
Ni =


C0
W log2
(
1 +
PtGpliGi
I
)


whereW is the bandwidth of eah sub-arrier, Pt is the mean transmitted power
by sub-hannel and I is the power of the additive Gaussian white noise by sub-
hannel.
We onsider that the number as well as the position of users in the ells
are random. After some natural assumptions done in the following setion, we
onlude that the onguration of users in the ell is a Poisson point proess
(see setion 2).
After a summary on Poisson point proess, we onsider three dierent ases
to alulate an upper bound for the loss probability. First we onsider the
simplest ase with deterministi gain. In Setion 4, we onsider a non-seletive
frequeny gain, the shadowing. In setion 5, we onsider a general ase from
whih all other ases ould be derived but for whih no losed form formula
exists.
2 Poisson point proesses
For details on point proesses, we refer to [1, 4, 5, 6℄. A onguration η in Rk
is a set {xn, n ≥ 1} where for eah n ≥ 1, xn ∈ Rk, xn 6= xm for n 6= m and
eah ompat subset of R
k
ontains only a nite subset of η. We denote by ΓRk
the set of ongurations in R
k
. Equipped with the vague topology of disrete
measures, ΓRk is a omplete, separable metri spae. A point proess Φ is a
random variable with values in ΓRk , i.e., Φ(ω) = {Xn(ω), n ≥ 1} ∈ ΓRk . For
A ⊂ Rk, we denote by ΦA the random variable whih ounts the number of
atoms of Φ(ω) in A:
ΦA(ω) =
∑
n≥1
1Xn(ω)∈A ∈ N ∪ {+∞}.
Poisson point proesses are partiular instanes of point proesses suh that:
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Denition 1. Let Λ be a σ nite measure on Rk. A point proess Φ is a
Poisson proess of intensity Λ whenever the two following properties hold.
1 - For any ompat subset A ∈ Rk, ΦA is a Poisson random variable of
parameter Λ(A), i.e.,
P(ΦA = k) = e
−Λ(A)Λ(A)
k
k!
.
2 - For any disjoint subsets A and B, the random variables ΦA and ΦB are
independent.
The notion of point proess trivially extends to ongurations in R
k × X
where X is a subset of Rm. A onguration is then typially of the form
{(xn, yn), n ≥ 1} where for eah n ≥ 1, xn ∈ Rk and yn ∈ X . We keep
writing (xn, yn) as a ouple, though it ould be thought as an element of R
k+m
,
to stress the asymmetry between the spatial oordinate xn and the so-alled
mark, yn. For a marked point proess, we denote by Φ the set of loations,
i.e., Φ(ω) = {Xn, n ≥ 1} and by Φ¯ the set of both loations and marks, i.e.,
Φ¯(ω) = {(Xn, Yn), n ≥ 1}. A marked point proess with position dependent
marking is a marked point proess for whih the law of Yn, the mark assoiated
to the atom loated at Xn, depends only on Xn through a kernel K:
P(Yn ∈ B |Φ) = K(Xn, B), for any B ⊂ X.
If K is a probability kernel, i.e., if K(x, X) = 1 for any x ∈ Rk then it is well
known that Φ¯ is a Poisson proess of intensity K(x, dy)dΛ(x) on Rk×Rm. The
Campbell formula is a well known and useful formula
Theorem 1. Let Φ¯ be a marked Poisson proess on Rk × Rm. Let Λ be the
intensity of the underlying Poisson proess and K the kernel of the position
dependent marking. For f : Rk×Rm → R a measurable non-negative funtion,
let
F =
∫
f dΦ¯ =
∑
n≥1
f(Xn, Yn).
Then,
E [F ] =
∫
Rk×Rm
f(x, y)K(x, dy)dΛ(x).
Denition 2. For F : ΓRk → R, for any x ∈ Rk, we dene
DxF (ω) = F (ω ∪ {x})− F (ω).
Note that for F =
∫
fdΦ, DxF = f(x), for any x ∈ Rk. We now quote from
[3, 10℄ the main result on whih our inequalities are based:
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Theorem 2 (Conentration inequality). Assume that Φ is a Poisson proess
on R
k
of intensity Λ. Let f : Rk → R+ a measurable non-negative funtion
and let
F (ω) =
∫
f dΦ =
∑
n≥1
f(Xn(ω)).
Assume that |DxF (ω)| ≤ s for any x ∈ Rk. Let
mF = E [F ] =
∫
f(x) dΛ(x)
and
vF =
∫
|DxF (ω)|2dΛ(x) =
∫
f2(x) dΛ(x).
Then, for any t ∈ R+,
P(F −mF ≥ t) ≤ exp
(
− vF
s2
g
(
t s
vF
))
where g(t) = (1 + t) ln(1 + t)− t.
3 Deterministi gain
We state the following assumptions:
Assumption 1. The position of eah user is independent on the position of
all other. The users are indistinguishable, i.e., the positions are identially
distributed.
Assumption 2. The time between two onseutive demands of users for servie
in the system (or interarrival time) is exponentially distributed.
We dene ρ(x) as the surfae density of interarrival time in s−1m−2, onstant
in time. Hene, for a region H ⊆ B, the mean interarrival rate is h = ∫H ρ(x)dx
in s
−1
.
Assumption 3. The servie time for every user is exponentially distributed
with mean 1/ν.
Assumption 4. The ell C is irular, with radius R and with the antenna in
the enter.
Assumption 5. The hannel gain depends only on the distane from the trans-
mitting antenna.
Assumption 6. The surfae density of interarrival time is onstant.
These assumptions are ommonly done to simplify the mathematial treat-
ment and are quite reasonable. If we show that the point proess given by the
loation of the users is a Poisson proess, then it is suient to have the two
rst moments in order to apply theorem 2 and then alulate an upper bound
Psup for Ploss. To do this, we onsider the following lemma:
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Lemma 1. Considering assumptions 1, 2 and 3, the point proess Φ of the ative
users positions is, in equilibrium, a Poisson proess with intensity dΛ(x) =
ρ(x)ν−1dx
Proof. For a region H , in virtue of assumptions 2 and 3, the number of reeiving
(i.e., ative) ustomers is the same as the number of ustomers in an M/M/∞
queue with input rate h and mean servie time ν−1. It is known [8℄ that the
distribution of the number of users U in equilibrium is then
P (U = u) =
(h/ν)u
u!
e−h/ν.
It follows that the rst ondition of denition 1 is satised with intensity measure
Λ(H)
Λ(H) = h/ν =
∫
H
ρ(x)
ν
dx.
Condition 2 of denition 1 follows straightforwardly from assumption 1.
Without loss of generality, we onsider the ell C has its antenna loated at
the origin. We are looking at evaluating
P(
∫
N dΦ ≥ N0),
where N(x) is dened by
N(x) =


C0
W log2
(
1 +
PtKg¯
Ixγ
)


,
where g¯ is the mean gain due to shadowing. Note that, with respet to x, N is
inreasing and pieewise onstant. Let Rj , j = 1, · · · , Nmax be the values suh
that N(x) = j for x ∈ [Rj , Rj+1). We an easily determine them by
Rj =
(
PtKg
I(2C0/(jW ) − 1)
)1/γ
.
Aording to Theorem 1, it is then lear that
E
[∫
N dΦ
]
=
∫
NdΛ =
piρ
ν
Nmax∑
j=1
j(R2j −R2j−1).
We denote by mN the last quantity. Moreover,
∫
N2dΛ =
piρ
ν
Nmax∑
j=1
j2(R2j −R2j−1).
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α 1.5 1.6 1.7 1.8 1.9 2
Psup 0.18 0.1 0.04 0.02 0.008 0.003
∆ 0.98 0.1 1.15 1.3 1.3 1.4
Table 1: Comparison between Psup and Ploss for deterministi gain.
We denote by vN the last quantity. We take N0 of the form αmN , so that
aording to Theorem 2:
P(
∫
N dΦ ≥ αmN ) ≤ Psup(α)
where
Psup(α) = exp
(
− vN
N2max
g
(
(α− 1)mNNmax
vF
))
.
It is then natural to verify how far this bound is from the exat value of the
loss probability in simple situations where simulation is available. We used here
γ = 2.8, C0 = 200 kb/s, W = 250 kHz and PtK/I = 1 × 106. For the surfae
density of interarrival time we use ρ = 0.0006 min−1m−2 and the servie time
is 1/ν = 1 min, so, the mean number of users in the system is piR2ρ/ν = 18.85
users. If we onsider the shadowing with σ =
√
10 dB and µ = 6 dB, we an
use the mean gain g, giving g = 1/12. Thus, users in the ell boundary use 3
sub-hannels, so Nmax = 3. For α varying from 1 to 2, whih orresponds here
to loss probabilities about 2% or 0.01%, we omputed ∆ = log10 Psup/Ploss.
Though onentration inequalities are usually thought as almost optimal, the
results shown in Table 1 seem at rst glane disappointing. Remind though
that the omputation of the bound is immediate whereas the simulation on a
fast PC took several hours to get a deent ondene interval. Remind also that
the error is about the same order of magnitude as the error made when using a
usual trik whih onsists in replaing innite buers by nite ones in Jakson
networks (see [2℄). The margin provided by the bounds may be viewed as a
protetion against errors in the modelling or in the estimates of the parameters.
4 Random gain
Let us determine now the upper bound probability Psup for Ploss without as-
sumption 5 but holding all other assumptions of the preeding setion. Lemma 1
still holds, sine it is a onsequene of assumptions 1, 2 and 3. We also state
two other natural assumptions:
Assumption 7. The random gain is totally desribed by the log-normal shad-
owing, with mean µ and standard deviation σ, both in dB.
For a user at distane d from the origin, the gain is G = 1/S, where S follows
a log-normal distribution:
pS(y) =
ξ√
2piσy
exp
[
− (10 log10 y − µ)
2
2σ2
]
,
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where ξ = 10/ ln 10.
Assumption 8. A user is able to reeive the signal only if the signal-to-interferene
ratio is above some onstant βmin.
This means, in partiular, that the number of subarriers needed by a trans-
mitting user is surely bounded by
Nmax =
⌈
C0
W log2(1 + βmin)
⌉
.
The situation is slightly dierent from that of Setion 3, sine the funtional
depends on two aleas: positions and gains. Consider now that our ongurations
are of the form (x, s) where x ∈ R2 is still a position and s ∈ R is a gain. Sine
gain and positions are independent, we then have a Poisson proess on R
3
of
intensity measure dΛ(x)⊗ pS(y)dy. Thus we want to evaluate an upper bound
of
P(
∫
NdΦ ≥ N0)
where
N(x, y) =


C0
W log2
(
1 +
PtK
Iyxγ
)


.
Aording to Theorem 2, we must ompute
mN =
∫
N(x, y)pS(y)dy dΛ(x)
and
vN = sup
ω
∫
|Dx,yF (ω)|2pS(y)dy dΛ(x)
=
∫
N2(x, y)pS(y)dy dΛ(x).
Let β0 = ∞ and βj = 2C0/(Wj) − 1 for j = 1, · · · , Nmax − 1. For j =
1, · · · , Nmax − 1, let
Aj =
∫
C×R+
1{y‖x‖γ≤PtK/Iβj}pS(y)dy dx
and A0 = 0.
Lemma 2. For j = 1, · · · , Nmax − 1,
Aj = piR
2Q(αj − ζ lnR)
+ pie2/ζ
2+2αj/ζQ(ζ lnR − 2/ζ − αj),
where
αj =
1
σ
(10 log10(PtK/Iβj)− µ) and ζ =
10γ
σ ln 10
.
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Proof. We an write
Aj =
∫
C
P(S‖x‖γ ≤ β˜j)dx
where β˜j = PtK/Iβj. Remind that S is equal in distribution to exp(N (µ, σ2)ξ)
with ξ = ln(10)/10. Thus after a few manipulations, we get
Aj = 2pi
∫ R
0
r Q(αj − ζ ln r)dr,
where
Q(x) =
1√
2pi
∫ x
−∞
exp(− u
2
2
)du.
The nal result follows by a tedious but straightforward integration by parts.
Theorem 3. For any funtion θ : R→ R,
∫
θ(N(x, y))pS(y)dy dΛ(x)
=
Nmax−1∑
j=1
θ(j)(Aj −Aj−1) + θ(Nmax)(piR2 − ANmax−1).
Proof. Sine N an take only a nite number of values, we have
∫
θ(N(x, y))pS(y)dy dΛ(x)
=
ρ
ν
Nmax∑
j=1
θ(j)
∫
C×R+
1{(x, y), N(x, y)=j}pS(y)dy dx.
Now we see that
N(x, y) = j ⇐⇒ β˜j−1 < y‖x‖γ ≤ β˜j ,
for j = 1, · · · , Nmax − 1 and N(x, y) = Nmax when y‖x‖γ > β˜Nmax−1. The
proof is thus omplete.
We used the same set of values as for the simulation of Setion 3 together
with assumptions 8 and 7 with βmin = 0.2. Results of Table 2 show that the
theoretial bound is rather stable when gains beome stohasti.
α 1.5 1.6 1.7 1.8 1.9 2
Psup 0.2 0.1 0.05 0.02 0.01 0.004
∆ 1.7 1.8 2.1 2.3 2.4 2.6
Table 2: Comparison between Psup and Ploss for random gain.
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5 General ase
Atually, the method an be applied to more general situations as we illustrate
now. We onsider only assumptions 1, 2, 3 and 8, a non-frequeny seletive
random gain G with distribution pG, a nite number of antennas with a deter-
ministi pattern and the assumption that the user will reeive the signal from
the antenna whih an provide a better signal-to-interferene ratio.
Now C is the Borel set where it is possible to nd users. Possibly, C = R2.
In this region, we have a nite number of antennas J + 1 with the j-th loated
at yj, j = 1, J , and the one we observe loated at y0. This means that for eah
user, there is a vetor G = (G,G1, ..., GJ) where G is the gain due the antenna
at y0 and G
j
due to antenna loated at yj . We then dene the Poisson point
proess Ψ in C×RJ+1+ , representing the user positions and the gain of eah one
due to eah antenna. Again, sine gains from dierent antennas and positions
are independent altogether, Ψ has intensity λm:
λm(g, x) = pG(g)pG(g
1)...pG(g
J)
ρ(x)
ν
We dene the sets
A′ =


J⋃
j=1
(
(g, g1, . . . , x), gj >
‖x− y0‖γ
‖x− yj‖γ g
)

and
B = ((s, x), s ≤ R(x)) ,
where
R(x) =
PtK
βmin‖x− y0‖γ .
The event ((G, X) ∈ A′) means that the antenna at y0 provides the highest
signal-to-interferene ratio to a point X . The event ((S,X) ∈ B) means the
signal-to-interferene ratio provided by the antenna at y0 to a point X is higher
than βmin. By Theorem 2, we are thus led to ompute∫∫
A∩B
N(‖x‖, g)kdλm(x, g),
for k = 1, 2. There is no longer a losed form formula for these integrals but
they an be easily and quikly omputed by numerial methods. This yields to
an upper bound of Ploss. We simulated in this setion the loss probability for an
antenna plaed at the origin and six other antennas plaed at the points y1 =
(2R, 0), y2 = (R,R
√
3), y3 = (−R,R
√
3), y4 = (−2R, 0), y5 = (−R,−R
√
3) and
y6 = (R,−R
√
3), representing an hexagonal arrangement. All other parameters
are the same as the ones in previous setions. We nd a mean mN = 21.60 and
the seond moment vN = 26.81. It turns out that the results are lose to the
results in Setion 4, suggesting that the approah of Setion 4 is satisfatory
enough with our physial assumptions.
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6 Conluding remarks
Using the onentration and deviation inequalities and the dierene operator
on Poisson spae, we have alulated the upper bound probability of overloading
the system by high demand of subarriers, over path loss and shadow fading.
To do this we have found the rst and seond moment of the marked Poisson
point proess of users. We onlude that it is possible to nd an upper bound
for the overloading probability, even in a relatively omplex system, whih is
analytially omputable in a very simple fashion. The method works for any
funtional of the ongurations, possibly enrihed by marks, whih depends only
on the positions of eah user. It does not work for funtionals involving relative
distane between two or more users. Atually, for suh a funtional F , there is
no bound on DxF (ω) valid for all x and ω.
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