Minimax parameter estimation aims at characterizing the set of all values of the parameter vector that minimize the largest absolute deviation between experimental data and corresponding model outputs. However, minimax estimation is well known to be extremely sensitive to outliers in the data resulting, e.g., of sensor failures. In this paper, a new method is proposed to robustify minimax estimation by allowing a prespecied number of absolute deviations to become arbitrarily large without modifying the estimates. By combining tools of interval analysis and constraint propagation, it becomes possible to compute the corresponding minimax estimates in an approximate but guaranteed way, even when the model output is nonlinear in its parameters. The method is illustrated on a problem where the parameters are not globally identiable, which demonstrates its ability to deal with the case where the minimax solution is not unique.
Introduction
When the parameter vector F of a model has to be estimated from experimental data O, the procedure to be followed depends on the assumptions about the noise. If the components of O are assumed independently corrupted by an additive noise uniformly distributed over the interval [¡±; ±] ; with ± unknown, then a maximum-likelihood estimate of F is obtained by minimizing the largest absolute deviation between the data and the corresponding model outputs, which correspond to minimax estimation. The resulting estimate > F belongs to the set of all parameter vectors that are consistent with any value of ± large enough for the set to be nonempty. Moreover, the corresponding largest absolute deviation± is a lower bound for ±, which provides useful information to anyone interested in bounded-error parameter estimation. (See [ [18] , [19] , [21] , [16] , [5] , [14] and the references therein).
Minimax estimation is well known, however, to be extremely sensitive to outliers, as a single of them may su¢ce to ruin the estimate [20] , [2] . Outliers are data that result of events not accounted for by the model, such as sensor failures, transcription errors or erroneous hypotheses on noise distribution. The purpose of this paper is to present a new algorithm for computing Laboratoire guaranteed robust minimax estimates, robust meaning here that a prespecied number of absolute deviations are allowed to become arbitrarily large, and guaranteed meaning that an outer approximation of the set of robust minimax estimates is obtained. The basic idea is akin to that in [15] and [2] , but its implementation is radically new. It combines the tools of interval analysis and constraint propagation to provide guaranteed results (contrary to [15] ) for nonlinear models (contrary to [2] ). This combination is called Interval Constraint Propagation (ICP) [6] , [7] . Some basic notions of ICP are recalled in Section 3, and the necessity of extending it to deal with robust minimax estimation (RME) is stressed. Section 4 gives a rather classical optimization algorithm based on ICP. In order to develop an e¢cient reduction procedure, able to handle RME, Section 5 introduces the notion of set polynomials. To the best of our knowledge, this notion is new, at least in this context. A test-case is presented in Section 5 to demonstrate the e¢ciency of the approach advocated.
Relaxed minimax estimator
In what follows, the parameter vector F 2 4 n is assumed to belong to the prior axis-aligned search box [ 
With any given q and O, the relaxed minimax estimator (RME) associates the set > S q = arg min F [F ] j q (F) ;
(2) which is often a singleton or a nite number of vectors. Note that since j q (F) is a decreasing function of q, the minimum > j q of j(F) over [F 0 ] is also a decreasing function of q, i.e., q 1 · q 2 ,ĵ q ·ĵ q :
The set S q (±) , fF 2 [F 0 ] j j q (F) · ±g :
is increasing with q; i.e., S 0 (±) ½ S 1 (±) ½ : : : ½ S m (±) = [F 0 ] and with ±; i.e., ± 1 · ± 2 , S q (± 1 ) ½ S q (± 2 ) : Figure 1 illustrates these properties when the dimension of p is 1. For readability, the dependency of the set S q in ± is not mentioned. Figure 1 : Illustration of the properties of the cost function: whereas j G (p) andĵ G are decreasing functions of q; S G (±) increases with q and ± To implement RM E, an e¢cient and reliable algorithm is needed to compute the setŜ G of all minimizers of j G (F) on [F ]. This task will be performed by the algorithm Minimize, to be presented in Section 4, which is based on interval constraint propagation (ICP), briey recalled in the next section.
Interval arithmetic and constraint propagation
The approach to be employed combines two complementary tools, namely interval analysis [17] and constraint propagation [22] into what is known as interval constraint propagation (ICP) [6] , [7] . Note that interval analysis is also used for reliable global optimization without constraint propagation, see, e.g., [8] , [23] in a general context and [24] , [13] in a minimax context. Reliable global optimization based on ICP is often more e¢cient [25] , [9] . Moreover, ICP handles subsets of 4 (or domains) that may not be intervals. Although such domains are less easily manipulated than intervals, they allow more accurate outer approximations of sets.
Interval and domain arithmetics
A domain X of 4 is a subset of 4. Domain arithmetic is a generalization for domains of the classical arithmetic for real numbers. Let X and Y be two domains, © an operator in 3 f+; ¡; ¤; =;^; max; min : : : g and f a real function such as sin, cos, tan, sqr, abs: : : X © Y = fx © yjx 2 X ; y 2 Yg; f (X) = ff (x)jx 2 X g: (5) When the domains, to be handled are intervals, classical operations as dened by interval analysis can be used to perform these operations. Here, the domains are assumed to consist of nite unions of intervals and interval computation can be extended to computing with such domains [10] . The main advantages of using domains instead of intervals are that the set of domains is closed with respect to the union operator [ and that domain computation makes it possible to avoid hull pessimism when discontinuous or multivalued functions are involved ( [10] , [13] We shall call Cartesian domain of 4 n the Cartesian product of n domains of 4, i.e., X = X £ ¢ ¢ ¢ £ X n . The notion of Cartesian domain can be interpreted as an extension of that of axis-aligned box (or interval vector). This extension allows a more accurate outer bounding of compact sets with disconnected parts. Note that an axis-aligned box is a Cartesian domain, the components X i of which are intervals. We shall denote the set of all Cartesian domains of 4 n by D (4 n ). Vector calculus can be extended to Cartesian domains using interval arithmetic [17] , and the notion of inclusion function. Consider a function f : 4 n ! 4. An inclusion function of f is a function F : D (4 n ) ! D (4) 8X 2 D (4 n ) ; f (X) ½ F(X ); (6) where f (X) = ff(N)jN 2 X g. Domain arithmetic makes it possible to compute inclusion functions for a very large class of functions f . The principle is to replace each occurrence of a variable x i in the expression of f by the corresponding domain and each operator or basic function by its domain counterpart, as dened by (5) . The following example illustrates the computation on domains and demonstrates the pessimism resulting from multiple occurrences of variables in the expression of f . 
If f (N) is rewritten as g(N) = x (1 + x ); a new inclusion function is obtained as G(X ) = X (1 + X 
Note that f (X ) = G(X) ½ F(X), i.e., G(X) provides the exact image of X by f whereas F(X) provides only an outer approximation (because the two occurrences of x are treated as if they were independent). ¥ With domain computation, inclusion functions can be obtained for a large class of functions f for which an analytical expression is available. We shall see in Section 5.4 how to obtain an inclusion function for the cost function j G (F) dened by (1) with the help of the notion of set polynomials introduced in Section 5.
Interval constraint propagation
We shall call primitive constraints relations involving up to three real variables that can be written in one of the three following forms:
(unary constraint)
where f 2 fcos, sin, exp, log, sqr, sqrt : : : g; (ternary constraint) z = z © z ! ; where © 2 f+; ¡; ¤; =,^, max, ming:
A constraint is and-decomposable if it can be decomposed into a nite set of primitive constraints related by the Boolean operator and. For instance, the constraint (max(x x ; x ¡ log(x ))) + exp(x ) · 3 (13) is and -decomposable since it admits the following decomposition into primitive constraints:
If f is a function from 4 n to 4, X 2 D(4 n ) and Y 2 D(4), ICP makes it possible to obtain, in a very e¢cient way, a Cartesian domain that encloses the set S = X \ f ¡ (Y); (15) provided that the constraint N 2 f ¡1 (Y ) is and-decomposable (see, e.g., [10] , [4] , [3] ). To contract X with respect to S means to nd a Cartesian domain R such that S ½ R ½ X. Let us illustrate, on a simple example, how ICP is used to contract a box or a Cartesian domain X. Example 2 Consider the set S dened by (15) , where f(N) , x 2 1 x 2 + x 3 x 1 ; X = [1; 10] 3 and Y = [¡4; 4]: To contract X, rst decompose the constraint f (N) 2 Y as
The domains to which the variables x 1 ; x 2 ; x 3 ; z 1 ; z 2 ; z 3 and y are a priori assumed to belong are given by [ 
¥ When the constraints encountered are not and-decomposable, the classical ICP approach does not apply directly. For instance, the constraint j G (F) · j + involved in the solution of the robust minimax estimation problem is not and-decomposable, as illustrated by the following example. 6 Example 3 If j(p) = 1-max(p; p 2 ; sin(p)), the constraint j(p) · j + can be expanded into the 
Because of the presence of the Boolean operator or, the constraint is not and-decomposable and classical ICP cannot be applied.
¥ An adaptation of ICP to such and-or -decomposable problems will be made possible by the introduction of the new notion of set polynomials in Section 5. To implement RME, we also need a reliable procedure for global optimization. We shall use a trivial adaptation of a classical optimization algorithm [25] , [9] presented in the following section. The resulting algorithm is particularly well suited to the use of ICP.
MINIMIZE algorithm
The problem to be solved is the minimization of a cost function j(F) over a In the context of RME, two other problems remain to be solved, namely getting an inclusion function for j G (F) as dened by (1) 5 Set polynomials
Introduction
The problem considered here is the contraction of a Cartesian domain P associated with the vector F subject to the constraint j(F) 2 Y when this constraint is and-or-decomposable. This problem has to be solved to implement Step 5 of Minimize where the constraint to be taken into account is j G (F) 2 ] ¡ 1; j + ]. The notions developed in this section will also be used to obtain an inclusion function for the cost function j G (F); as needed at Steps 10 and 11 of Minimize.
The principle of the procedure followed to contract P consists of three steps. ² 5JAF : Decompose the constraint j(F) 2 Y into a set of m and-decomposable constraints related by the Boolean operator or. For instance, the constraint considered on Example 3 is decomposed as follows:
1-max(p; p 2 ; sin(p)) · j + , 8 > < > : max(p; p 2 ) · j + or max(p 2 ; sin(p)) · j + or max(p; sin(p)) · j + : (19) ² 5JAF : Contract P with respect to each of the m constraints taken independently. Thus The disjunctive decomposition at Step 1 leads to a combinatorial explosion in our context. It can be avoided by adapting this scheme: we shall use a specic decomposition to replace the disjunctive form at Step 1 and a specic set algorithm to replace the unions at Step 3. The theoretical background needed to understand this adaptation is presented in Sections 5.2 and 5.3, via the notion of set polynomials. In Section 5.4, a new procedure is given for contracting P under the constraint j G (F) 2] ¡ 1; j + ] while avoiding combinatorial explosion.
Set polynomials

Denitions
The set function F : P (4 n ) £ ¢ ¢ ¢ £ P (4 n ) ! P (4 n ) ; where P (4 n ) is the set of all subsets of 4 n ; is inclusion monotonic if X (1) ½ Y (1) ;:::;X(m) ½ Y (m) ) F (X (1); :::;X (m)) ½ F (Y (1) ;:::;Y (m)) : (20) For instance, F (X (1); X (2); X (3)) , (X (1) \ X (2)) [ (X (1) \ X (3)) is inclusion monotonic, contrary to F (X ) , ¹ X , where ¹ X is the complementary set of X in 4 n . Let X (i) 2 P (4 n ) ;i = 1; :::;m; be m set indeterminates. The construction of the set B[X (1); :::; X (m)] of all polynomials in these indeterminates with coe¢cients in the set of Boolean numbers B , f0; 1g is, in principle, illicit, because (P (4 n ) ;[;\) is not a ring but only a semi-ring, since (P (4 n ) ;[) is only a monoid and not a group (see [11] , page 116). By an abuse of notation commonly committed, e.g., in the (max,+) community [1] , we shall nevertheless speak of B [X (1); :::;X(m)] as a set of polynomials. One should keep in mind, however, that some classical operations allowed for ring-based polynomials are no longer valid. Any element of B [X (1); :::;X(m)] will be called a set polynomial. An example of a set polynomial is (X (1) \ X (2)) [ (X (1) \ X (1)) [ X (2) ; which is an element of B [X (1); X (2)] : When there is no ambiguity, A [ B and A \ B will be denoted more concisely by A + B and A:B, respectively. Set polynomials are obviously inclusion monotonic.
To enclose a set S = F (X (1); :::;X(m)) where F is inclusion monotonic, it su¢ces to enclose each X (k) into a box Y(k) (or more generally a Cartesian domain) and then to compute F (Y (1) ;:::;Y (m)) : A method for evaluating F (Y (1) ;:::;Y (m)) is proposed in the following section. 9 
Evaluation of set polynomials over Cartesian domains
Theorem 1 (Cartesian expansion): Let X and Y be two Cartesian domains. Then
Proof: The proof for (i) is trivial, and we shall only give a proof for (ii). First, recall that if a 1 ; : : : ; a n ; b 1 ; : : : ; b n are Boolean numbers, then, n ; i=1 (a i + b i ) = (a 1 a 2 : : : a n¡1 a n ) + (a 1 a 2 : : : a n¡1 b n ) + ¢ ¢ ¢ + (b 1 b 2 : : : b n¡1 b n ) : (22) Now, since in Boolean algebra, a + b¸a, (22) implies that n ; i=1 (a i + b i )¸(a 1 a 2 : : : a n¡1 a n ) + (b 1 b 2 : : : b n¡1 b n ) ; (23) or equivalently that ! :
(a 1 a 2 : : : a n¡1 a n ) + (b 1 b 2 : : : b n¡1 b n ) ) n ; i=1 (a i + b i ) : (24) Let z be a vector in 4 n , z 2 (X 1 £ ¢ ¢ ¢ £ X n ) [ (Y 1 £ ¢ ¢ ¢ £ Y n ) , ((z 1 2 X 1 ) and : : : and (z n 2 X n )) or ((z 1 2 Y 1 ) and : : : and (z n 2 Y n )) " ) ((z 1 2 X 1 ) or (z 1 2 Y 1 )) and : : : and ((z n 2 X n ) or (z n 2 Y n )) , z 2 (X 1 [ Y 1 ) £ ¢ ¢ ¢ £ (X n [ Y n ) : (25) ¥ Theorem 2 ( Cartesian decomposition): If X (1) ; : : : ; X (m) are m Cartesian domains of 4 n , and F is a set polynomial, then F (X (1) ; : : : ; X (m)) ½ F (X 1 (1) ; : : : ; X n (1)) £ ¢ ¢ ¢ £ F (X 1 (m) ; : : : ; X n (m)) : (26) This theorem is a direct consequence of Theorem 1. We shall only give a sketch its proof on an academic example. 
! Recall that, in the set of Boolean number f0; 1g, a¸b implies that if b = 1, then a = 1, i.e., if b is true, a is also true, which can be written as b ) a: However, an exact procedure to evaluate it via the computation of a disjunctive form may become too complex when the number m of sets increases, because this disjunctive form is usually longer than the initial form. To avoid this, one may use Cartesian decomposition. Since (29) is already in disjunctive form (a very special case), the complexity of using the Cartesian decomposition remains the same, but the result is now pessimistic: [4; 6] [ [4; 6] \ [1; 5] We now focus our attention on constraints of the form j G (F) · j + , as needed by Step 5 of Minimize. We rst recall the denition of symmetric set polynomials and show how they govern the relations between theand-decomposable constraints of the robust minimax estimation problem. Then, we propose a recursive denition of symmetric polynomials, in order to derive an e¢cient algorithm for their outer evaluation over Cartesian domains.
Denitions
A set polynomial F (X (1); : : : ; X(m)) is symmetric if it is invariant under permutation. For instance, X(1)X(2) + X(1)X(3) + X(2)X(3) + X(1)X(2)X(3) is symmetric. The elementary symmetric set polynomials are dened (by analogy with [11] , page 133) as 
an enclosure of S G (j + ) , fF 2 [F] j j G (F) · j + g could be obtained by expanding © G into its disjunctive form. Unfortunately, this expansion gives rise to a combinatorial explosion. For instance, if m = 10 and q = 4, which corresponds to 10 measurements with at most 4 outliers, © G is the sum of 210 monomials. This combinatorial explosion can be avoided using a recursive denition for © G , presented next.
Recursive denition of the elementary set symmetric polynomials
The next theorem provides a new way to evaluate © H (m) ;0 · r · q; e¢ciently and recursively over m. ¥ In the context of bounded-error estimation, Theorem 4 can be interpreted as follows: F 2 X(k) means that F is consistent with the kth datum; (i) if F is consistent with at least m ¡ q data, then it is also consistent with at least m ¡ q ¡ 1 of them; (ii) if F is consistent with at least m ¡ q of the m rst data, then it is also consistent with at least m ¡ 1 ¡ q of the m ¡ 1 rst data; (iii) if there exists no F consistent with at least m ¡ q of the data and also with the kth datum, then one can remove the kth datum (which is interpreted as an outlier) from the data set and replace q by q ¡ 1 to get a simpler denition of © q (m).
Evaluation over Cartesian domains
To implement the recursive procedure (34), one should use sets on which unions or intersections can be computed or at least enclosed, such as Cartesian domains, boxes, ellipsoids or polytopes. Unfortunately, the enclosure with such sets introduces pessimism and the equality (34) becomes an inclusion. The q-Intersection algorithm given in Table 2 computes a Cartesian domain that encloses the set ©`(X (1) ; : : : ; X (m)),`2 f1; : : : ; qg; where the sets X (k) are Cartesian domains: In the computer, [©`] (k) ;`2 f¡1; : : : ; qg; k 2 f0; : : : ; mg is represented as a ((q + 2) £ (m + 1))-matrix, the entries of which are Cartesian domains. This algorithm will now be illustrated on the situation described by Figure 3 9)) ½ [6; 7] £ [5; 6] (represented by the black box in Figure 2 ). The results obtained here are exact, but in general they are pessimistic. To limit such a pessimism, a possible improvement based Theorem 4 (iii) can be used. This improvement has not been implemented yet. Table 3 , where #S + q is the number of boxes of S + q and #split is the number of bisections performed by Minimize. All computing times are for a Pentium 133MHz. Note that for a given data vector O i , j q (F ¤ ) andĵ q (F) are decreasing when q increases as expected. At each run, S + q turns out to consist of two connected components. One of them, denoted by S + q (1), belongs to the half space where p 1 > 0 and the second one S + q (2) belongs to the half space where p 1 < 0). The smallest boxes guaranteed to contain S + q (1) (i.e., the set associated with F ¤ ) obtained are given in Table 4 , which evidences the fact that reasonable estimates are obtained only provided that q is equal to or greater than the actual number of outliers q ¤ .
Various strategies can be thought to for the choice of q, the maximum number of tolerated Table 4 : Results obtained by the robust minimax estimator for three data sets with 0, 1 and 2 outliers respectively and for three values of q (second part) q ¤ . No systematic procedure exists for the detection of q ¤ . Nevertheless,as illustrated by the example in this section, if the optimizers are on the border of [F ] or if the value ofĵ G is too large, we can suspect that there are at least q + 1 outliers. Note that the dimension ofĵ G is that of the output error and one often knows some bound on the largest error one is prepared to accept.
Moreover, ifĵ G ¡ĵ G+1 is large the reliability of the datum y i which satisesĵ q = jy i ¡y m;i (p)j for onep 2Ŝ q is questionable since its presence modify the estimation results heavily. These comments suggest the following strategy for the choice of q: take the smallest q such that; (i) j q is acceptably small, (ii)ĵ q is close toĵ q+1 , and (iii)Ŝ q is not on the border of the search box [p 0 ]:
Conclusions
When the noise corrupting the data can be assumed to belong to a sequence of random variables that are independently uniformly distributed over the interval [¡±; ±], with ± unknown, minimax estimation is a standard approach for the identication of the model parameters, because the resulting estimated parameter vector belongs to the set of all maximum-likelihood estimates for any value of ± such that this set is not empty. Minimax estimation is however seldom used in practice, because of its well known sensitivity to outliers. The procedure described in this paper makes a minimax robust estimator robust to a prespecied number of data points that can take arbitrary values. It does so in a guaranteed way, by enclosing the set of robust minimax estimates thus dened in a union of boxes in parameter space, even in the case where the model is nonlinear in its parameters and the estimates are not unique, as illustrated by an example.
To the best of our knowledge, there is no other method available in the literature to deal with this type of problem.
There are many reasons why combinatorial complexity looms over any attempt at solving such a problem, and several measures were taken to limit it as much as possible. First, it should be stressed that the various combinations of up to q outliers among m data points are not considered in isolation but collectively. The other measures for limiting complexity while preserving guaranteedness result from the combination of three tools: interval analysis which provides guaranteed results on the computations, constraint propagation to e¢ciently eliminate large parts of the search space without requiring bisections, and set polynomials to deal with Boolean connections between the constraints.
The notion of and-or -decomposable function, motivated by robust minimax estimation and introduced in this paper, represents a signicant extension of the class of problems to be considered with interval constraint propagation. As such, it opens up new possibilities of research in this relatively young eld, which should also lead to improvements in the algorithms for guaranteed nonlinear estimation in the presence of outliers.
