Abstract. Tracking objects in video is a very challenging research topic, particularly when people in groups are tracked, with partial and full occlusions and group dynamics being common difficulties. Hence, its necessary to deal with group tracking, formation and separation, while assuring the overall consistency of the individuals. This paper proposes enhancements to a group management and tracking algorithm that receives information of the persons in the scene, detects the existing groups and keeps track of the persons that belong to it. Since input information for group management algorithms is typically provided by a tracking algorithm and it is affected by noise, mechanisms for handling such noisy input tracking information were also successfully included. Performed experiments demonstrated that the described algorithm outperformed state-of-the-art approaches.
Introduction
Video object tracking has been an increasingly growing area of research, mainly in video-surveillance scenarios, but with applications in many other areas. In nearly all of these scenarios we can have groups of people. Due to the proximity of people in groups, its hard to understand the movement of each individual, and traditional detection and tracking algorithms tend to be less effective on these scenarios. Occlusions, unpredictable movements and merging/splitting of groups are just some associated problems. Group analysis and tracking can brings advantages, such as predicting the position of the persons in the group even under heavy occlusion. However, it also adds several challenges, including: the number of occlusions; temporal changes in the group structure; different individual trajectories within the group. An important challenge is the group definition itself. Correctly defining a group is a critical step for subsequent group handling. This paper proposes enhancements to a group tracking and management algorithm with the main focus of increasing robustness. This translates into a new algorithm that, as the base one, receives individual tracks as input and assists in the detection, creation and management of groups but enables increased performance, especially in the presence of tracking errors. Results show that it outperforms state-of-the-art proposals, as well as the original proposal, even when introducing common tracking errors on the input data.
The remaining of this paper is structured as follows. A brief literature review is presented in section 2. The proposed algorithm enhancements are presented in section 3 along with a description of experiments that were performed. The datasets and metrics used for testing and evaluation are described in section 4. Finally, the conclusions and observations, as well as future work is presented in section 5.
Group Concepts and Tracking
Detection is typically the basis of any tracking system since it is responsible for obtaining representations of objects of interest to be tracked. A survey of recent algorithms dedicated to person detection is present on [1, 2] . For a more in-depth study of the underlying principles, techniques and algorithms related to video object tracking, the reader is referred to some of the many existing surveys. Aggarwal and Ryoo [3] provided a recent update to their previous surveys describing a vast number of publications with a special focus on the interpretation of human motion. Another survey was presented by Smeulders et. al. [4] , where a set of nineteen tracking algorithms were thoroughly evaluated and experimented.
The concept of group is viewed socially as a set of people who are in spacial proximity and interact with one another with a common goal [5] . While this is a good principle, it's not enough to identify a group. Other factors, such as size, duration, velocity and structure are also fundamental in defining and managing groups. When considering a group tracking scenario, three entities can be defined: person, group and crowd. An entity is considered to be a crowd when there is a set of people dense enough, that it becomes impossible to distinguish between individuals [6] . Some authors proposed treating a group as a set of individual entities [7] when individual segmentation is possible and see the group as a single entity [8] , otherwise. Work related to group tracking is present in [9] in which the counting of pedestrians moving in groups is addressed. The estimation of the number of people present in a group is based on projection information, enabled by accurate camera calibration information. The approach presented in [10] creates a framework that includes both detection and tracking for individuals and groups with sharing of information between them. The authors used a Decentralized Particle Filter [11] to model individuals with a position and speed; for groups, a match was made between the groups and the individuals in it. In [12] , the authors focused on group tracking and behaviour recognition in long sequences. The proposal started by segmenting the people in the scene, detecting the blobs, following the several objects, grouping them in more complex entities and using that information to detect events. A common problem when dealing with groups is the need to handle the exit and re-entering in the scene of its members. This adds the difficulty of deciding whether it should be considered the same group or not. In [13] , a re-acquisition process was proposed using a descriptor based in co-variance matrices to model the group and deal with these situations.
Group Management and Tracking

Base algorithm
The proposed solution is an evolution of the state-of-the-art algorithm described in [12] and was assessed under the same conditions. The inputs of the base algorithm are intended to be the results from a people tracking algorithm, which are first filtered in order to reduce errors. The algorithm uses a metric named Group (In)Coherence (GI) [12] , which represents the probability of a set of people being a group. It is defined as the average of distance between individuals (d), standard deviation of speed (σ speed ) and direction (σ dir ), each weighted differently (see Equation 1) .
These values are measured over a time window T ; a common value of T is 20 frames, since its sufficient time for trajectories to be long enough without adding too much delay to the system. The weights w 1 , w 2 , w 3 were normalized. The algorithm consists of 4 phases: creation, update, split/merge and termination. In the creation step, trajectories of objects are analysed through the T time window and a group is created if objects are close to each other and the associated GI is valid. The update step consists on validating the GI of a group through the time window. The split step is responsible for splitting a object/objects that consistently move away from their group, resulting in a two groups. As the name suggests, the merge step is responsible for merging two groups if they are linked. Finally, the termination step erases empty groups and groups without new physical objects for a long period of time.
Identification (ID) management is performed by considering that the group ID is given by the set of people in the group. Finally, a group termination module is employed to delete any objects that have not been present in the scene for an extended period of time, which include both people and groups.
Proposed enhancements
The base algorithm uses GI as the metric for group classification decision. The authors proposed the following weights: w 1 = 0.7, w 2 = 0.15 and w 3 = 0.15, which reflects the importance of the average distance between people. While using the GI criterion with a single threshold provides good results, it may cause unnecessary fragmentations. We propose several changes so that the robustness and performance of the base algorithm is augmented.
Hysteresis We argue that using hysteresis can reduce the number of fragmentations and propose two different threshold values for the splitting and merging events, as they should only happen when the algorithm is fairly confident, even if that delays the decisions. Merge events should only happen when GI < t min and, likewise, splitting events should only happen when GI > t max , where t min and t max represent the hysteresis thresholds values. This avoids unwanted jitter in the decisions caused by excessive splitting or premature grouping.
Average Speed Instantaneous speed and direction represent the most immediate movement, but are noisy and often suffer from inconsistencies derived from tracking errors [12] . We propose the use of the average speed s * i,k (Equation 2) in the previous t frames, for the calculation of the speed deviation.
where P x,i,k P y,i,k are the X and Y coordinates of person i in frame k. Experiments show that generally a value of 5 for T is sufficient to obtain good results.
Group Elements Distance When a group grows, individual distances will tend to increase; but the average distance, used in the base algorithm, can remain similar (see Figure 1a) . To address this, we propose the use of distance d * :
whered center is the average distance of members to the group centroid, d closest2 is the average distance to the closest two persons. The weights were empirically determined.
Angle and Direction of Movement
The direction has been used to assess the type of movement, but in cases such as Figure 1b where the movement is only present in one direction, it may contribute to a wrong decision in the original GI formula as the direction displacement might not suffice. Even though the two represented persons are splitting, this only happens in a single axis. Equation 4 represents how the group is spreading from their movement angle. Equation 5 represents the smallest angle between the person and the group.
where θ i is the angle of movement of the person i andθ is the mean angle of a group. We argue that the use of σ dir to characterize the group movement is not enough and, as such, we propose the addition of a weighted contribution of the group spreading angle (see Equation 6 ).
where σ dir is the direction deviation used in GI. The weights were determined empirically.
Non-Linear Evaluation
The previous proposed enhancements are alternative components for the calculation of GI (Equation 1). However, we argue that it is necessary to go further and change the way GI is used. We propose a non-linear formulation of GI, depending on the group motion (Equation 7).
wheres is the normalized average speed of the group and σ * speed is the standard deviation of speed between entities, calculated using the speed formula s * i . These presented weights were obtained empirically for each type of motion.
Results
Group tracking data can be obtained from well known datasets such as CAVIAR [14] or BIWI [15] , they have annotated data for both individuals and groups. However, these datasets miss some specific group evolution situations. One dataset that contains prominent group social interactions and annotated data is the Friends Meet dataset [16] , used in different proposals on the literature. As such, we performed the evaluation of both the base algorithm and the proposed changes using the subset of 13 sequences from the Friends Meet Dataset depicting real scenarios. These sequences contain interesting and difficult group situations and have associated reference information for objective assessment. The evaluation was two-fold: without and with noise. The following subsection (4.1) describes the noise addition process and its importance. Next the results are presented and discussed in subsection 4.2.
Addition of Noise
State-of-the-art group management algorithms are often assessed using noise free tracking data. While this has several challenges by itself, we also analyse the algorithms with noisy data resulting in a significantly challenging task. For the latter, we added typical tracking errors to the reference data, as characterized in [4] : localization errors (type I); false positives (type II); false negatives (type III). Three increasingly levels of noise were implemented, adding tracking errors of the three types. The levels represent the quantity of noise added, resulting in more difficult tracking data as the noise increases. To simulate errors of type I, we performed random perturbations on the localization and size of bounding boxes. By doing this we create a jitter in the localization of the detections and subsequently degrade the ability to track them. False positives were simulated by randomly adding bounding boxes with typical size and position and an associated identification across the videos. For the errors of type III, portions of existing tracks were randomly selected and cut from the data as a way to simulate miss detections. For all these perturbations, uniform distributions were used.
Proposal Evaluation
Traditionally, metrics such as precision and recall have been used in detection and tracking, but are not sufficient for evaluating groups; hence other metrics are needed. Track Fragmentation (TF) [17] is used to capture the number of discontinuities in the group trajectory when compared to the ground truth. Another useful metric is the Group Detection Success Rate (GDSR) [10] , which represents the success hit rate of detecting groups. Therefore, the results of the algorithms were evaluated using precision, recall, GDSR and TF* (T F * = 1 − T F ). Figure 2a depicts the effect of noise in the initial algorithm. Before the addition of noise (first bar of the columns), the metrics are above 90% and the average fragmentation is 0.59. The fragmentation occurs because the GI value fluctuates around the threshold value. In the presence of tracking errors, the performance drastically degrades with the increase of the noise intensity. With this its noticeable that the base algorithm fails to handle severe errors. Figure 2b depicts the average results of the proposed algorithm with the increase of noise. The comparison clearly shows that our proposal achieves better performance. An additional experiment was performed, comparing the initial algorithm [12] , the proposed algorithm and the state-of-the-art algorithm DEEP ER − JIGT [10] . Since for the latter only GDSR values were available, the comparison was made using this metric. Our proposal obtained the best results of 93%, while the initial algorithm and DEEP ER − JIGT obtained 81% and 88.46%, respectively. Its noticeable that the proposed algorithm modifications enable better performance, namely in the presence of noise inputs.
Conclusion
Object tracking in video is an unsolved problem, with proposals tending to focus on specific applications. In particular, tracking and management of groups has received significant less attention from the research community, and proposals still lack maturity and sufficient robustness. This paper presents a group tracking and management algorithm that is an evolution of a state-of-the-art algorithm. Enhancements to the GI metric are proposed so that noisy tracking data and group dynamics have less impact in the decision criteria, resulting in a better group management. Evaluation was performed using well known sequences. The algorithms were tested in the same conditions and the addition of noise for the tracking data was also performed in order to simulate the effects of tracking in a real and uncontrolled scenario. The results show that the proposed method outperforms state-of-the-art algorithms, namely in the presence of noisy inputs.
The experiments reported show that our proposal enables a better and more robust performance and has the potential to be improved. Next steps will primarily include the preparation of additional realistic datasets and exhaustive experiments to improve the parametrization. Information about the scene, known a priori or automatically extracted, could also be used for an automatic adaptation of the parameters. For an even more in-depth and demanding assessment, the proposed algorithm should be integrated in a real people tracking algorithm and promote the exchange of information between them.
