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  28	  
Figure	  2.3	  Waiting	  time	  dependent	  fitted	  band	  centers	  for	  the	  0-­‐1	  (blue)	  and	  1-­‐2	  (green)	  
transitions	  show	  that	  the	  apparent	  time	  dependent	  anharmonicity	  arises	  due	  to	  the	  
simultaneous	  red	  shifting	  of	  the	  0-­‐1	  band	  and	  blue	  shifting	  of	  the	  1-­‐2	  band.	  Within	  
the	  simple	  Morse	  oscillator	  model,	  this	  trend	  requires	  that	  the	  dissociation	  energy	  
De	   increases,	   while	   the	   Morse	   width	   parameter	   a	   decreases	   (defined	   in	   the	  
Appendix).	   Both	   parameters	   influence	   the	   harmonic	   force	   constant	   since	   kharm	   =	  
2a2De.	  ........................................................................................................................	  31	  
Figure	  2.4	  Energy	   level	  diagrams	  and	   rephasing	   Liouville	   space	  diagrams	   for	   the	   three	  
accessible	  vibrational	  states	  of	   the	  copper-­‐bound	  CO	   ligand	  show	  that	   two	  of	   the	  
three	  pathways	   involve	  population	  evolution	  on	  the	  v=1	  vibrational	  excited	  state,	  
whereas	  only	  one	   involves	  ground	  state	  evolution.	  The	  three	  contributions	  to	  the	  
2D	   spectrum	  are	   shown	   in	   the	   columns:	   (left)	   ground	   state	  bleach,	  GSB;	   (middle)	  
stimulated	   emission,	   SE;	   and	   (right)	   excited	   state	   absorption,	   ESA.	   The	   top	   row	  
illustrates	  the	  conventional	  picture	  where	  vibrational	  excitation	   is	   fully	  uncoupled	  
to	   the	   sensed	   ultrafast	   dynamics.	   The	   middle	   row	   shows	   a	   time-­‐evolving	   CO	  
vibrational	   energy	   level	   structure	   due	   to	   continuous	   modulation	   by	   anharmonic	  
coupling	  to	  a	  slow	  degree	  of	  freedom.	  The	  bottom	  row	  shows	  the	  wave-­‐matching	  
energy	   level	   diagrams	   and	  double-­‐sided	   Feynman	  diagrams	   corresponding	   to	   the	  
GSB,	  SE,	  and	  ESA	  signal	  contributions.	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  33	  
Figure	   2.5	   The	   optimized	   structures	   of	   the	   ground	   (blue)	   and	   vibrationally	   excited	  
(yellow)	  states	  for	  the	  small	  molecule	  analogue	  (A),	  peptide	  calculated	  with	  ONIOM	  
without	   electronic	   embedding	   (B),	   and	   peptide	   modeled	   with	   ONIOM	   including	  
electronic	  embedding	  (C).	  The	  Cu-­‐C-­‐O	  bond	  angle	  tilting	  potential	  is	  shown	  for	  the	  
three	  cases	  (D-­‐F),	  with	  a	  clear	  difference	  between	  the	  ONIOM	  with	  EE	  potential	  and	  
the	  other	  two.	  Calculated	  energies	  are	  shown	  as	  points	  with	  quadratic	  fits	  shown	  as	  
curves.	  ......................................................................................................................	  35	  
Figure	  2.6	  The	  propensity	  for	  excited	  state	  structural	  changes	  appears	  to	  be	  controlled	  
by	   the	   geometry	   of	   the	   histidine's	   coordination	   with	   copper.	   Results	   of	   DFT	  
calculations	  of	  the	  small	  Cu(EtIm)3CO	  cluster	   in	  the	  absence	  of	  the	  protein	  matrix	  
show	   that	   (A)	   the	   optimized	   Cu-­‐C-­‐O	   bond	   angle	   is	   insensitive	   to	   the	   Cδ-­‐Nε-­‐Cu-­‐C	  
dihedral	  angle	  in	  the	  CO	  vibrational	  ground	  state.	  In	  the	  excited	  state,	  however,	  the	  
bond	   angle	   and	   tilt	   become	   acutely	   sensitive	   to	   the	   histidine	   coordination	  
geometry.	   (B)	   Structures	   selected	   from	   the	   full	   dihedral	   angle	   scan	  with	   dihedral	  
angles	  of	  20°	  and	  50°	  illustrate	  the	  link	  between	  the	  histidine	  coordination	  and	  the	  
copper-­‐ligand	   bonding.	   This	   geometrical	   distortion	   only	   occurs	   in	   the	   CO	   excited	  
state,	   suggesting	   the	   inadequacy	  of	   ground-­‐state	   equilibrium	   structures	   to	   reveal	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reactivity.	   Similar	   structures	   showing	  no	   substantial	   changes	  on	   the	   ground	   state	  
are	  shown	  in	  the	  Appendix.	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  42	  
Figure	   2.7	   Dipole	   moment	   of	   each	   histidine	   ring,	   in	   Cu(I)(TRIL2WL23H)3(CO)+	   with	  
average	  magnitude	   of	   3.6	  D.	   These	   dipolar	   side	   chains	   are	   able	   to	   couple	   to	   the	  
electrostatic	  environment	  produced	  by	  the	  protein	  scaffold.	  ..................................	  43	  
Figure	   3.1	   ONIOM-­‐minimized	   Structures	   of	   (TRI)3Cu(I)(CO)	   for	   five	   TRI	   sequences.	   In	  
order	  from	  left	  to	  right,	  the	  histidine	  site	  was	  placed	  at	  the	  9th,	  16th,	  16th,	  23rd,	  and	  
23rd	  residue.	  The	   isomer	  D-­‐histidine	  (dH)	   is	  expected	  to	  bind	  CO	  pointing	  towards	  
the	  C-­‐terminus,	  as	  shown	  in	  the	  structures	  of	  TRIW-­‐L9dH,	  TRIW-­‐L16dH,	  and	  TRIW-­‐
dH.	  ............................................................................................................................	  63	  
Figure	   3.2	   Structures	   of	   two	   different	   peptides	   using	   three	   different	   methods	   of	  
minimizing	   the	  structure	  with	  MM	  prior	   to	  ONIOM	  calculations,	  which	  are	  set	  up	  
identically	   in	   all	   three	   cases.	   (A)	   shows	   the	   TRIW-­‐H	   peptide	   and	   compares	   the	  
structures	   obtained	   starting	  with	   a	  UFF-­‐minimized	   structure	   (green)	   and	  AMBER-­‐
minimized	  with	   the	   active	   site	   frozen	   (blue).	   (B)	   Is	   the	   same	   structure	   as	   (A)	   but	  
zoomed	   in	   on	   the	   copper	   site.	   (C)	   shows	   the	   active	   site	   of	   TRIW-­‐δMHL19A	  when	  
starting	  with	   an	  AMBER-­‐minimized	   structure	  with	   the	   active	   site	   frozen	   (blue)	   or	  
unfrozen	  with	  added	  parameters	   (orange).	   (D)	  shows	  the	  greater	  structure	  of	   the	  
same	  peptide	  as	  (C).	  .................................................................................................	  64	  
Figure	  3.3	  Structure	  of	  histidine	  with	  carbon	  and	  nitrogen	  positions	  labeled	  with	  Greek	  
letters.	  At	  the	  pH	  used,	  either	  Nδ	  or	  Nε	  is	  expected	  to	  be	  protonated.	  The	  histidine	  
will	  bind	  copper	  through	  the	  non-­‐protonated	  nitrogen.	  ..........................................	  66	  
Figure	   3.4	   Optimized	   structure	   of	   several	   peptides	   showing	   methylated	   histidine	  
residues	   and	   the	   residue	   in	   the	   19th	   position.	   The	   two	   structures	   with	   the	   Nδ	  
methylated	  have	  the	  copper	  bound	  higher	  in	  the	  cavity	  while	  the	  peptide	  with	  the	  
Nε	  methylated	  binds	  copper	  through	  the	  Nδ	  and	  has	  a	  smaller	  dihedral	  angle.	  The	  
L19A	  substitution	  results	  in	  a	  less	  crowded	  pocket	  above	  the	  metal	  site.	  ...............	  68	  
Figure	  3.5	  2D-­‐IR	  results	  from	  [(TRIW-­‐δMHL19A)3Cu(I)(CO)]+	  (A)	  Absolute	  value	  rephasing	  
spectrum	  from	  a	  waiting	  time	  of	  0.6	  ps.	  The	  spectra	  looks	  similar	  to	  that	  obtained	  
using	  TRIW-­‐H.	  (B)	  Apparent	  anharmonicity	  decay	  fit	  to	  an	  offset	  exponential	  with	  a	  
decay	   time	  of	   1.5	  ps	   and	   amplitude	  decay	  of	   1.1	  cm-­‐1.	   The	  decay	   is	   on	   the	   same	  
timescale	  as	  TRIW-­‐H,	  but	  with	  a	  smaller	  amplitude.	  The	  3-­‐point	  moving	  average	  is	  
shown	  in	  black.	  .........................................................................................................	  71	  
Figure	   4.1	   Complex	   formed	  between	   thiocyanate	   anion	   and	  α-­‐cyclodextrin.	   (A)	   Shows	  
the	  length	  of	  SCN	  relative	  to	  the	  depth	  of	  the	  cyclodextrin	  cavity	  using	  the	  ball-­‐and-­‐
stick	  representation.	  (B)	  The	  same	  structure,	  but	  with	  space-­‐filling	  model	  from	  the	  
top	   to	   show	  most	   of	   the	   cavity	   is	   filled	   by	   the	   thiocyanate.	   2D-­‐IR	   data	   seems	   to	  
show	  that	  the	  CN	  bond	  is	  shielded	  from	  the	  solvent,	  as	  shown.	  .............................	  79	  
Figure	   4.2	   Normalized	   FTIR	   spectra	   of	   the	   CN	   stretching	   mode	   of	   three	   different	  
thiocyanate	   salts,	   showing	   they	   are	   all	   identical.	   Adding	   α-­‐cyclodextrin	   to	  NaSCN	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(shown	  in	  black)	  causes	  the	  central	  frequency	  to	  redshift	  from	  2064	  cm-­‐1	  to	  about	  
2060	  cm-­‐1	  while	  the	  width	  of	  the	  band	  increases.	  ....................................................	  81	  
Figure	   4.3	   Absolute	   value	   2D-­‐IR	   rephasing	   spectra	   of	   NaSCN	   (A)	   and	   NaSCN	   with	   α-­‐
cyclodextrin	   (B)	  at	  a	  waiting	  time	  of	  0.5	  ps.	  The	  spectrum	  with	  cyclodextrin	  has	  a	  
more	   narrow	   homogeneous	   linewidth	   due	   to	   the	   increased	   time	   to	   sample	  
available	  environments.	  ...........................................................................................	  82	  
Figure	  4.4	  FFCF	  of	  NaSCN	   in	  D2O	   (blue	  dots)	   fit	   to	  an	  exponential	  decay	   (red	   line)	  and	  
NaSCN	   with	   α-­‐cyclodextrin	   (green	   dots)	   fit	   to	   an	   offset	   biexponential	   decay	  
(magenta	   line)	  with	   the	   faster	  decay	   constant	   fixed	  at	   the	   same	  value	  as	  NaSCN.	  
The	  thiocyanate	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  83	  
Figure	  4.5	  The	  FFCF	  decay	  time	  of	  the	  thiocyanate	  CN	  stretching	  mode	  is	  dependent	  on	  
the	   cation	   where	   kosmotropes	   show	   the	   fastest	   dynamics	   and	   chaotropes	   the	  
slowest.	   Error	   bars	   are	   the	   95%	   confidence	   interval	   from	   an	   offset	   exponential	  
decay.	  .......................................................................................................................	  84	  
Figure	  5.1	  FTIR	  spectra	  of	  carbonyl	  and	  thiocyanate	  frequencies	  of	  BCECT	  and	  NaSCN	  in	  
THF	  normalized	   to	   the	  symmetric	  CO	  stretching	  mode	  near	  1960	  cm-­‐1.	  The	  molar	  
ratio	  of	  NaSCN	  to	  BCECT	  used	  is	  shown	  in	  blue	  (8.0),	  green	  (4.0),	  yellow	  (1.5),	  red	  
(1.0),	  pink	  (0.5),	  and	  purple	  (0.0).	  The	  symmetric	  CO	  stretching	  mode	  redshifts	  with	  
increasing	   NaSCN	   concentration,	   as	   shown	   in	   (B).	   (C)	   shows	   the	   NaSCN	   band	  
normalized	  to	  the	  contact	   ion	  pair	  peak	  near	  2060	  cm-­‐1.	  The	  peak	  near	  2040	  cm-­‐1	  
that	  grows	  in	  is	  assigned	  to	  NaSCN	  dimers.	  ..............................................................	  97	  
Figure	   5.2	   FTIR	   spectra	   of	   the	   carbonyl	   and	   thiocyanate	   bands	   of	   BCECT	   and	   two	  
different	   sodium	   salts,	   normalized	   to	   the	   symmetric	   carbonyl	   peak	   around	   1960	  
cm-­‐1.	  10	  mM	  BCECT	  in	  THF	  is	  shown	  in	  purple,	  a	  1:1	  mixture	  of	  BCECT	  and	  NaSCN	  is	  
shown	   in	   red	   and	   a	   1:1	   mixture	   of	   BCECT	   and	   NaBPh4	   is	   shown	   in	   black.	   The	  
carbonyl	  bands	  redshift	  when	  NaSCN	  is	  added	  and	  blueshift	  when	  NaBPh4	  is	  added.
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Figure	  5.3	  2D-­‐IR	  spectra	  of	  10	  mM	  BCECT	  and	  80	  mM	  NaSCN	  in	  THF,	  with	  the	  symmetric	  
carbonyl	  mode	   of	   BCECT	   at	   1960	   cm-­‐1	   and	   the	   excited	   state	   absorption	   band	   of	  
NaSCN	  at	  an	  excitation	  frequency	  of	  2050	  cm-­‐1	  just	  below	  the	  diagonal.	  (A)	  shows	  
the	  spectrum	  at	  an	  early	  waiting	  time,	  t2	  =	  0.7	  ps	  when	  the	  two	  bands	  have	  similar	  
intensity.	  (B)	  shows	  the	  spectrum	  at	  a	  later	  waiting	  time,	  t2	  =	  30	  ps	  where	  the	  SCN	  
band	  is	  much	  more	  intense,	  indicating	  that	  SCN	  has	  a	  longer	  vibrational	  lifetime.	  No	  
cross-­‐peaks	  are	  present,	  indicating	  that	  energy	  is	  not	  exchanged	  between	  the	  two	  
modes.	  ......................................................................................................................	  99	  
Figure	   5.4	   (A)	   FFCF	   of	   symmetric	   CO	  mode	   for	   four	   different	  mixtures	   of	   NaSCN	   and	  
BCECT.	  The	  offset	  increases	  as	  the	  concentration	  of	  NaSCN	  increases.	  (B)	  The	  offset	  
from	  the	  FFCF	  fits	  correlate	  well	  with	  the	  expected	  complex	  concentration	  given	  an	  
binding	  constant	  of	  104	  M-­‐1.	  ...................................................................................	  100	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Figure	  5.5	  FFCF	  of	  symmetric	  CO	  mode	  of	  BCECT	  with	  NaBPh4	  in	  comparison	  to	  a	  sample	  
of	  just	  BCECT	  and	  with	  NaSCN,	  showing	  that	  while	  there	  is	  a	  small	  increase	  in	  offset	  
from	   the	   sodium	   coordinating	   to	   the	   crown	   ether,	   the	  majority	   comes	   from	   the	  
thiocyanate	  anion.	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  102	  
Figure	   5.6	   DFT	   optimized	   geometries	   for	   the	   BCECT	   and	   NaSCN	   complex	   with	   the	  
thiocyanate	  located	  (A)	  and	  (C)	  above,	  or	  on	  the	  opposite	  side	  of	  the	  crown	  ether	  
than	  the	  carbonyls	  and	  (B)	  and	  (D)	  below,	  or	  on	  the	  same	  side	  of	  the	  crown	  ether	  
as	   the	  carbonyls.	  The	   two	  structures	  are	  both	  expected	   to	  be	  present	  due	   to	   the	  
small	  energy	  difference	  between	  the	  two.	  .............................................................	  103	  
Figure	  6.1	  Snapshots	  from	  MD	  simulations	  showing	  the	  presence	  of	  water	  (A)	  within	  5	  Å	  
of	  the	  metal	  carbonyl	  and	  (B)	  at	  the	  bottom	  of	  the	  hydrophobic	  cavity.	  ...............	  112	  
Figure	   A.1	   Apparent	   anharmonicity	   decay	   (left)	   of	   the	  mutant	   TRIL2WK22QL23HK24Q	  
(right).	  While	   the	   decay	   rate	   and	   amplitude	   are	   different	   than	   observed	   for	   the	  
peptide	  described	  in	  the	  main	  text,	  the	  band	  coalescence	  is	  clearly	  present	  in	  both	  
cases.	   Differences	   may	   be	   due	   to	   the	   change	   in	   local	   electrostatics	   due	   to	   the	  
preponderance	  of	  negative	  charges	  .	  .....................................................................	  118	  
Figure	   A.2	   (A)	   Structure	   of	   the	   copper	   peptide	   Cu(I)(TRIL2WL23H)3(CO)+	   discussed	  
previously.	   (B)	   Structure	   of	   the	   Fe(II)(N4Py)(CO)2+	   small	   monocarbonyl	   used	   for	  
comparison.	  (C)	  2D-­‐IR	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   a	   temperature	   of	   298	   K	   for	   the	   ground	   and	   excited	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Abstract	  
	  
	   Understanding	   the	   ultrafast	   dynamics	   of	   enzymes	   is	   required	   to	   fully	   explain	  
what	   makes	   them	   such	   efficient	   catalysts.	   Two-­‐dimensional	   infrared	   (2D-­‐IR)	  
spectroscopy	  along	  with	  molecular	  modeling	  helps	  provide	  a	  more	  complete	  description	  
of	  the	  environment	  of	  enzyme	  active	  sites	  and	  other	  related	  systems.	  
	   A	  carbonyl-­‐labeled	  copper	  site	  in	  a	  de	  novo	  peptide	  exhibits	  vibrationally	  driven	  
nonequilibrium	  dynamics	  when	   characterized	  using	  2D-­‐IR	   spectroscopy.	   The	   source	  of	  
the	   dynamics	   is	   found	   to	   be	   the	   coupling	   of	   the	   CO	   stretching	   mode	   to	   the	   CuCO	  
bending	  mode,	  enhanced	  by	  distortions	  to	  the	  histidine	  side	  chains	  binding	  the	  copper.	  
QM/MM	   calculations	   show	   the	   source	   of	   the	   distortions	   to	   be	   primarily	   from	  
electrostatic	  interactions	  with	  the	  peptide.	  
	   Using	   similar	   calculations,	   but	   with	   a	   refined	   sampling	   of	   starting	   structures,	  
other	   de	   novo	   peptides	   are	  modeled	   to	   identify	   a	   candidate	   that	   will	   show	   different	  
nonequilibrium	   dynamics	   from	   the	   original	   metalloenzyme.	   The	   selected	   enzyme	   is	  
more	   catalytically	   active,	   and	   calculations	   predict	   a	   smaller	   coupling	   between	   the	   CO	  
stretching	   and	   CuCO	   bending	  modes.	   This	   prediction	   is	   confirmed	   using	   2D-­‐IR,	  where	  
the	   nonequilibrium	   dynamics	   have	   a	   smaller	   amplitude,	   but	   occur	   on	   the	   same	   time	  
scale.	  
	   Several	   thiocyanate	   salts	   in	   the	  Hofmeister	   series	   are	   studied	   in	   neat	  D2O	   and	  
with	  alpha-­‐cyclodextrin	  (a-­‐CD).	  In	  neat	  D2O,	  2D-­‐IR	  shows	  slightly	  faster	  spectral	  diffusion	  
for	  kosmotropes	  and	  slower	  spectral	  diffusion	  for	  chaotropes.	  When	  a-­‐CD	  is	  introduced	  
to	   the	   system,	   an	   additional	   slowly	   decaying	   component	   of	   the	   FFCF	   is	   found.	   The	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presence	   of	   the	   slower	   dynamics	   indicates	   the	   nitrogen	   in	   thiocyanate	   is	   not	   solvent	  
exposed,	  but	  embedded	  in	  the	  interior	  of	  the	  a-­‐CD.	  
	   A	  combination	  of	  2D-­‐IR	  and	  molecular	  modeling	  was	  also	  needed	  to	  characterize	  
the	   structure	  of	  a	   labeled	  crown	  either	  with	  a	  nearby	   sodium	  thiocyanate	  contact	   ion	  
pair.	  The	  spectral	  diffusion	  of	  the	  metal	  carbonyl	   label	  shows	  dynamics	  occurring	  on	  a	  
slower	  time	  scale	  than	  the	  vibrational	  lifetime	  of	  the	  probe.	  DFT	  calculations	  show	  that	  
two	  different	  conformations	  of	  the	  thiocyanate	  ion	  around	  the	  crown	  ether	  have	  similar	  
energies,	   but	   produce	   different	   CO	   frequencies.	   The	   time	   to	   sample	   these	   states	   is	  
longer	  than	  the	  vibrational	  lifetime	  of	  the	  metal	  carbonyl.	  
	  
	  	   1	  
Chapter	  1	  
Introduction	  
1.1	  Nanoscale	  Confinement	  and	  Macromolecular	  Constructs	  
	   Enzymes	  are	  an	  important	  area	  of	  research	  with	  many	  applications	  due	  to	  their	  
ability	   to	   selectively	   catalyze	   reactions	   with	   great	   efficiency.1,	   2	   The	   ability	   to	   fully	  
understand	   what	   makes	   these	   natural	   catalysts	   so	   efficient	   would	   lead	   to	   great	  
advances	   in	   adapting	   them	   to	   accelerate	   reactions	   not	   necessarily	   needed	   in	   biology.	  
Despite	  the	  advances	  made	  in	  our	  understanding	  of	  enzymes,	  there	  is	  still	  debate	  over	  
some	   of	   the	   essential	   methods	   by	   which	   enzymes	   increase	   reaction	   rates	   –	   namely	  
whether	   structural	   dynamics	   in	   proteins	   are	   important	   to	   catalysis	   or	   if	   an	  
understanding	   of	   the	   energetic	   landscape	   of	   a	   system	   can	   explain	   reactivity	  
differences.3-­‐6	   Reducing	   the	   height	   of	   the	   barrier	   between	   reactants	   and	   products	   is	  
clearly	  important	  in	  catalysis,	  but	  with	  a	  lower	  barrier	  other	  factors,	  such	  as	  recrossing	  
of	  products	  back	  into	  reactants7	  and	  fluctuations	  in	  the	  size	  and	  shape	  of	  the	  barrier	  due	  
to	   environmental	   fluctuations,8,	   9	   have	   a	   larger	   influence	   on	   the	   system.	   Determining	  
how	  each	  of	  these	  contribute	  to	  the	  catalytic	  pathway	  will	  allow	  for	  the	  design	  of	  better	  
artificial	  enzymes.	  
	   There	  are	  two	  main	  types	  of	  de	  novo	  or	  “from	  the	  beginning”	  peptide	  design	  –	  
from	  the	  “top	  down”,	  where	  an	  existing	  enzyme	  is	  modified	  to	   incorporate	  a	  different	  
metal	  or	  otherwise	  alter	   its	   function,	  and	  “bottom	  up”	  where	  a	  well-­‐defined	  structure	  
not	  necessarily	  based	  on	  any	  natural	  protein	  is	  modified	  to	  improve	  catalytic	  activity	  for	  
a	   specific	   reaction.1	   Working	   with	   artificial	   enzymes	   allows	   us	   to	   selectively	   modify	  
residues	  in	  the	  enzyme	  to	  more	  fully	  understand	  the	  electrostatic	  and	  steric	  effect	  the	  
substitution	   has,	   potentially	   yielding	   insight	   into	   the	   dynamics	   play	   in	   the	   catalysis.	  
However,	   choosing	   the	   residue	   to	   change	   and	  what	   to	   change	   it	   to	  will	   have	   limited	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efficiency	  without	  a	   rationale	   for	  why	   the	  alterations	  are	  being	  made.	  This	   inspiration	  
could	   come	   from	   nature,	   other	   de	   novo	   designs,	   or	   from	   simulations.	   As	   more	  
information	  is	  gathered	  from	  the	  engineered	  peptides,	  better	  models	  can	  be	  produced,	  
resulting	  in	  a	  more	  efficient	  cycle	  of	  designing	  an	  enzyme,	  synthesizing	  it,	  and	  testing	  it	  
for	  the	  desired	  properties.	  
	   Enzymes	   are	   macromolecular	   constructs	   composed	   of	   useful	   and	   modifiable	  
units,	   amino	   acids,	   that	   can	   be	   changed	   or	  modified	   to	   suit	   the	   needs	   of	   a	   particular	  
project.	  For	  example,	  if	  a	  bulkier	  amino	  acid,	  such	  as	  leucine	  or	  tryptophan,	  was	  thought	  
to	  be	  crowding	  the	  active	  site	  of	  an	  enzyme	  it	  could	  be	  changed	  to	  a	  smaller	  amino	  acid,	  
such	  as	  alanine.	  Constructs	  can	  be	  used	  in	  other	  ways,	  such	  as	  modifying	  a	  well-­‐studied	  
molecule	  to	  include	  a	  probe	  to	  gain	  insight	  into	  the	  original	  molecule	  or	  another	  nearby	  
species	  to	  better	  understand	  the	  nearby	  dynamics.	  Many	  of	  these	  constructs	  have	  been	  
focused	   on	   biological	   applications	   or	   catalysis,	   including	   using	   isotope	   labels	   on	   the	  
backbone	  of	  a	  helical	  peptide	  to	  monitor	   the	  nonequilibrium	  reorganization	  as	   it	   folds	  
from	   an	   initially	   perturbed	   state,10	   adding	   cysteine-­‐based	   labels	   to	   sense	   the	  
electrostatics	   of	   a	   protein,11	   labeling	   silica	   nanoparticles	   to	   determine	   the	   distance-­‐
sensitivity	  of	  the	  probes,12	  	  and	  attaching	  a	  catalyst	  that	  doubles	  as	  a	  vibrational	  probe	  
to	  a	  monolayer-­‐forming	  molecule	  to	  compare	  the	  dynamics	  of	  the	  probe	  in	  solution,	  in	  a	  
monolayer	  exposed	  to	  the	  air,	  and	  in	  a	  monolayer	  in	  solution.13	  
	   Macromolecular	  constructs	  are	  often	  studied	  alongside	  confinement,	  where	  two	  
or	  more	  molecules	  are	  held	  together	  by	  non-­‐covalent	  forces.	  These	  forces	  often	  involve	  
water	   –	   where	   hydrophobic	   interactions	   can	   force	   molecules	   or	   ions	   into	   less	   polar	  
environments	  such	  as	  a	  bicelle14	  or	  cyclodextrin.15	  The	  dynamics	  of	  the	  confined	  probe	  
differ	  from	  the	  bulk,	  providing	  insight	  into	  the	  crowded	  or	  interfacial	  environment	  they	  
occupy.	  These	  confined	  species	  are	  inherently	  able	  to	  fluctuate	  between	  environments,	  
as	  they	  are	  not	  covalently	  bonded.	  The	  timescale	  to	  sample	  these	  environments	  is	  short,	  
on	  the	  order	  of	  picoseconds,	  making	  them	  ideal	  systems	  to	  study	  with	  ultrafast	  infrared	  
spectroscopy,	   where	   the	   vibrational	   lifetime	   of	   the	   confined	   probes	   is	   on	   the	   same	  
timescale.	  This	  allows	  us	  to	  study	  many	  different	  systems,	   including	  the	  rebinding	  of	  a	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dissociated	  carbonyl	  confined	  to	  the	  interior	  of	  a	  protein,16	  water	  confined	  in	  a	  reverse	  
micelle17	  and	  ionic	  clusters	  in	  aqueous	  solutions.18	  
1.2	  Infrared	  Spectroscopy	  
	  
Figure	  1.1	  As	  the	  potential	  energy	  of	  the	  vibrational	  mode	  changes	  (left)	  the	  frequency	  will	  shift	  as	  well	  
(right).	  
	   Infrared	  (IR)	  spectroscopy	  allows	  us	  to	  probe	  the	  bonds	  in	  a	  molecule	  and	  obtain	  
information	  about	  their	  environment.	  Molecules	  absorb	  light	   in	  the	  infrared	  frequency	  
range	   to	   excite	   a	   vibrational	  mode	   that	  will	   change	   as	   the	   environment	   of	   the	  mode	  
varies	  as	   shown	   in	  Figure	  1.1.	   This	  allows	   the	   infrared	   frequency	   to	  directly	   report	  on	  
changes	   the	   probe	   experiences,	   such	   as	   the	   presence	   of	   an	   electric	   field,	   hydrogen	  
bonding,	   or	   the	   polarity	   of	   the	   solvent.	   Each	   individual	   molecule	   will	   be	   in	   a	   slightly	  
different	  environment,	  so	  when	  we	  probe	  a	  sample	  with	  IR	  light	  an	  ensemble	  average	  is	  
detected,	   leading	   to	  an	   increased	   linewidth.	  This	  explains	  why	   the	  same	  molecule	  will	  
have	  relatively	  narrow	  peaks	  in	  nonpolar	  solvents	  compared	  to	  the	  broad	  bands	  in	  more	  
polar	   solvents	   –	   the	   movement	   of	   polar	   molecules	   will	   change	   the	   electrostatic	  
environment	  of	  the	  probe	  more	  than	  a	  nonpolar	  solvent.	  For	  example,	  in	  water	  whether	  
a	  partially	  positive	  hydrogen	  atom	  is	  near	  the	  probe	  or	  a	  partially	  negative	  oxygen	  is,	  the	  
electrons	   on	   the	   probe	   will	   be	   slightly	   attracted	   or	   repelled	   resulting	   in	   a	   different	  
frequency	  for	  the	  two	  states.	  Conversely,	  in	  a	  nonpolar	  alkane	  such	  as	  hexane	  the	  large	  
number	   of	   C-­‐H	   bonds	   will	   appear	   mostly	   identical	   to	   the	   probe	   and	   have	   essentially	  
identical	  electrostatics,	  so	  there	  will	  be	  a	  smaller	  distribution	  of	  frequencies.	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   The	  rate	  at	  which	  the	  frequency	  distribution	  is	  sampled	  can	  reveal	  much	  about	  
the	  molecules	   surrounding	   the	   probe.	   If	   the	   nearby	  molecules	   are	  moving	   quickly,	   as	  
they	  are	  expected	  to	  in	  the	  bulk	  solvent,	  the	  frequencies	  will	  change	  relatively	  quickly.	  If	  
the	  solvent	  molecules	  near	  the	  probe	  are	  not	  able	  to	  move	  quickly,	  for	  example	  if	  they	  
are	   constrained	   or	   confined,	   the	   frequencies	   will	   change	   more	   slowly,	   as	   the	  
environment	   will	   remain	   largely	   static.19-­‐25	   The	   rate	   of	   these	   fluctuations	   cannot	   be	  
determined	   by	   linear	   spectroscopy,	   as	   there	   is	   no	   unique	  way	   to	   decompose	   the	   line	  
broadening	   mechanism	   based	   on	   a	   one-­‐dimensional	   spectrum.26	   To	   discern	   how	   the	  
system	   changes	   over	   time,	   a	  multidimensional	   spectroscopy	   such	   as	   two-­‐dimensional	  
infrared	  (2D-­‐IR)	  spectroscopy	  can	  be	  used.	  
1.3	  Two-­‐Dimensional	  Infrared	  Spectroscopy	  
	  
Figure	   1.2	   Pulse	   sequence	   for	   2D-­‐IR	   spectroscopy.	   The	   sample	   is	   excited	   by	   k1	   and	   k2	   which	   are	  
separated	  by	  a	  time	  t1	  followed	  by	  a	  waiting	  time	  where	  dynamics	  can	  occur.	  The	  sample	  then	  interacts	  
with	  k3	  and	  emits	  ks	  in	  the	  detection	  time.	  
	   Two-­‐dimensional	  infrared	  (2D-­‐IR)	  spectroscopy	  is	  a	  third-­‐order	  nonlinear	  process	  
involving	  three	  field-­‐matter	  interactions,	  as	  shown	  in	  Figure	  1.2.27	  Briefly,	  the	  technique	  
correlates	  two	  different	  frequencies	  –	  the	  excitation	  frequency,	  where	  the	  system	  starts,	  
and	   the	  detection	   frequency,	  which	   is	  obtained	  after	   some	  waiting	   time	  during	  which	  
the	   system	   is	   allowed	   to	   evolve.	   The	   detection	   frequency	   is	   obtained	   using	   a	  
spectrometer	   and	   the	   excitation	   frequency	   is	   obtained	   by	   scanning	   the	   time	   delay	  
between	  the	  first	  two	  pulses	  (with	  wave	  vectors	  k1	  and	  k2)	  that	  interact	  with	  the	  sample,	  
	  	   5	  
separated	  by	  a	  time	  delay	  t1	  and	  Fourier	  transforming	  the	  complex	  detected	  signal	  field	  
with	   respect	   to	   this	   delay.28	   The	   spectra	   are	   plotted	   as	   a	   function	   of	   these	   two	  
frequencies	  to	  yield	  a	  2D	  spectrum,	  such	  as	  the	  one	  shown	  in	  Figure	  1.3C.	  	  
	  
Figure	  1.3	  Cartoon	  2D	  spectrum	  showing	  how	  anharmonicity	  may	  be	  observed	  using	  2D-­‐IR.	   (A)	   is	   the	  
pathway	   that	   produces	   the	   diagonal	   peak,	  where	   both	   the	   excitation	   (green)	   and	  detection	   (orange)	  
frequencies	   probe	   the	   0-­‐1	   transition.	   (B)	   shows	   how	   an	   off-­‐diagonal	   peak	   can	   arise	   from	   a	   single	  
oscillator,	  where	  the	  excitation	  frequency	  probes	  the	  0-­‐1	  transition	  and	  the	  detection	  frequency	  probes	  
the	   1-­‐2	   transition,	   which	   is	   lower	   in	   frequency	   due	   to	   the	   anharmonicity	   of	   the	   oscillator.	   The	  
anharmonicity	   is	  measurable	   in	   the	  2D	  spectrum	  (C)	  as	   the	  excited	  state	  absorption	  peak	  will	  appear	  
below	  the	  diagonal,	  shifted	  by	  exactly	  the	  anharmonicity	  in	  the	  detection	  frequency	  axis.	  
	   In	  addition	  to	  the	  0-­‐1	  transition	  probed	  by	  linear	  spectroscopy,	  2D-­‐IR	  allows	  for	  
the	  exploration	  of	  higher	  transitions	  in	  the	  oscillators	  that	  are	  reachable	  because	  of	  the	  
third-­‐order	   nonlinear	   nature	   of	   the	   light-­‐matter	   interactions.27,	   29	   Prior	   to	   any	  
interactions	  with	   the	   laser	  pulses,	   the	  probed	  vibrational	  mode	   is	   in	   the	  ground	  state,	  
and	  after	  the	  first	  two	  field-­‐matter	  interactions	  the	  system	  either	  returns	  to	  the	  ground	  
state	  or	   is	  promoted	  to	  the	  first	  excited	  state,	  where	   it	  evolves	  as	  a	  population	  during	  
the	  waiting	   time.	   The	   third	   field-­‐matter	   interaction	   can	   then	  either	   excite	   the	   already	  
vibrationally	  excited	  molecule	  further,	  probing	  the	  1-­‐2	  transition	  as	  shown	  in	  Figure	  1.3B,	  
or	   it	   can	   stimulate	   emission	   to	   the	   ground	   state,	   thus	   probing	   the	   0-­‐1	   transition	   as	  
shown	  in	  Figure	  1.3A.	  The	  frequency	  of	  the	  1-­‐2	  transition	  is	  generally	  lower	  than	  the	  0-­‐1	  
transition	  due	  to	  the	  anharmonicity	  of	   the	  oscillator,	  which	   is	  usually	  a	  constant	  value	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for	   each	   vibrational	   mode.	   If	   the	   anharmonicity	   is	   large	   enough,	   the	   excited	   state	  
absorption	  peak	  will	  be	  distinctly	  separated	  from	  the	  diagonal	  band,	  as	  shown	  in	  Figure	  
1.3C.	  For	  many	  molecules	  in	  the	  condensed	  phase,	  the	  anharmonicity	  is	  comparable	  to	  
the	  homogeneous	  (antidiagonal)	  linewidth,	  making	  it	  difficult	  or	  impossible	  to	  resolve	  in	  
an	  absolute	   value	   spectrum.	   In	   an	  absorptive	   spectrum,	  which	   is	   created	  by	   summing	  
the	  real	  parts	  of	  the	  rephasing	  (ks	  =	  -­‐k1	  +	  k2	  +	  k3)	  and	  non-­‐rephasing	  (ks	  =	  +k1	  -­‐	  k2	  +	  k3)	  
spectra,	  the	  two	  peaks	  will	  have	  opposite	  signs,	  so	  they	  are	  resolvable.27,	  30,	  31	  The	  peak	  
shape	  and	  amplitude	  of	  2D	  spectra	  may	  change	  as	   the	  waiting	   time	   is	   varied,	  but	   the	  
peak	  positions	  should	  remain	  constant.	  
	   2D-­‐IR	  spectra	  are	  very	  rich,	  and	  the	  various	  aspects	  of	  peak	  positions	  and	  shapes	  
can	  be	  directly	  related	  to	  molecular	  structure	  and	  dynamics.	  For	  example,	   the	  relative	  
widths	   of	   the	   diagonal	   and	   antidiagonal	   components	   of	   a	   peak	   at	   early	  waiting	   times	  
provide	   insight	   into	   inhomogeneous	   and	   homogeneous	   contributions,	   respectively.	   If	  
there	  are	  a	   large	  number	  of	  microenvironments	  that	  the	  probe	   is	   likely	  to	  occupy,	  the	  
peak	  exhibits	  a	  significant	  inhomogeneous	  (diagonal)	  linewidth	  because	  of	  the	  different	  
frequencies	  associated	  with	  the	  various	  environments	  (Figure	  1.3C).32	  The	  anti-­‐diagonal	  
line	  width	   reflects	   the	  homogeneous	  dephasing	   that	   arises	   from	  very	   rapid	   frequency	  
fluctuations	  or	  from	  pure	  dephasing.	  Since	  homogeneous	  broadening	  is	  non-­‐reversible	  it	  
cannot	  be	  “rephrased”	  and	  the	  2D	  spectrum	  reflects	  this	  loss	  of	  correlation	  by	  exhibiting	  
a	   rounder	   shape	   (Figure	   1.4B).	   More	   inhomogeneously	   broadened	   spectra	   are	  
associated	   with	   polar	   environments,	   where	   more	   distinct	   microenvironments	   are	  
present,	   while	   homogeneously	   broadened	   spectra	   are	   frequently	   seen	   in	   nonpolar	  
solvents	   where	   the	   lack	   of	   electrostatic	   modulations	   of	   the	   probe	   result	   in	   fewer	  
spectroscopically	  distinct	  environments.33	  
	   If	  more	  than	  one	  diagonal	  peak	  is	  present	  in	  a	  2D	  spectrum,	  it	  is	  possible	  to	  see	  
energy	  transfer	  or	  coupling	  between	  the	  modes.	  If	  two	  vibrational	  modes	  in	  a	  molecule	  
share	   a	   ground	   state,	   such	   as	   between	   multiple	   modes	   of	   coupled	   metal	   carbonyls,	  
there	  will	   be	   cross-­‐peaks	  between	   the	  diagonal	  peaks	   corresponding	   to	   the	   individual	  
vibrational	   modes	   at	   early	   waiting	   times.27,	   32,	   33	   This	   coupling	   pattern	   can	   help	   to	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deconvolute	   a	   congested	   spectrum	   and	   assign	   peaks	   to	   vibrational	   modes.34,	   35	  
Polarization	  can	  be	  used	  to	  determine	  the	  relative	  transition	  dipole	  moment	  directions,	  
providing	  further	  structural	  constraints.36	  The	  time	  dependence	  of	  cross	  peaks	  can	  also	  
reveal	   information	   about	   vibrational	   energy	   transfer,	   which	   can	   be	   either	   long-­‐range	  
Förster-­‐like	   transfer18	   or	   short	   range	   intramolecular	   vibrational	   redistribution	   (IVR).37	  
Cross	   peak	   dynamics	   been	   used	   in	   small	   peptides,	   for	   example,	   to	   track	   transfer	  
between	  different	  amide	  bands.38	  
1.4	  Spectral	  Diffusion	  
	  
Figure	  1.4	  At	  early	  waiting	   times,	   the	  excitation	  and	  detection	   frequencies	  are	  well	   correlated	   (A),	  as	  
frequencies	   have	   not	   been	   allowed	   enough	   time	   to	   fully	   sample	   all	   available	   microstates.	   (B)	   The	  
frequencies	   fluctuate	   more	   and	   more	   as	   the	   waiting	   time	   is	   increased,	   until	   there	   is	   no	   correlation	  
between	  the	  excited	  and	  detected	  frequency.	  This	   loss	  of	  correlation	  can	  be	  expressed	  in	  a	  frequency	  
fluctuation	  correlation	  function	  (C)	  that	  decays	  exponentially.	  
	   Although	  a	  good	  deal	  of	  information	  can	  be	  obtained	  from	  a	  single	  2D	  spectrum,	  
the	   real	   power	   of	   the	   technique	   is	   providing	   insight	   into	   the	   ultrafast	   dynamics	   of	   a	  
system	  by	  seeing	  how	  the	  spectra	  change	  as	  the	  waiting	  time	  is	  varied.	  At	  each	  waiting	  
time,	  the	  excitation	  and	  detection	  frequency	  are	  correlated	  in	  the	  spectrum,	  making	  it	  
possible	  to	  extract	  the	  frequency-­‐fluctuation	  correlation	  function	  (FFCF),	  which	  provides	  
a	   quantitative	   measurement	   for	   how	   fast	   the	   frequencies	   in	   a	   2D-­‐IR	   band	   are	  
changing.30,	   31	   The	   FFCF	   is	   commonly	   obtained	   by	   analyzing	   the	   lineshape	   of	   the	  
absorptive	   spectrum,	   where	   the	   relative	   contributions	   from	   homogeneous	   and	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inhomogeneous	   broadening	   lead	   to	   an	   asymmetrical	   lineshape.39-­‐42	   For	   example,	   the	  
slope	  of	  a	  line	  connecting	  the	  maxima	  of	  a	  peak	  can	  be	  inverted	  to	  yield	  an	  exponential	  
decay	  such	  as	  Figure	  1.4C.31,	  42-­‐46	  An	  alternative	  method	  of	  obtaining	  the	  FFCF	  that	  does	  
not	   require	   absorptive	   spectra	   is	   the	   inhomogeneity	   index	   method,30	   where	   the	  
normalized	  difference	  between	  the	  moduli	  of	  the	  rephasing	  and	  nonrephasing	  spectra,	  
AR	  and	  ANR	  respectively,	  is	  calculated	  over	  the	  appropriate	  spectral	  range	  at	  each	  waiting	  
time:	  
	  
	   The	  FFCF	  decays	  exponentially,	  as	  shown	   in	  Figure	  1.4C	  because	  as	   the	  waiting	  
time	   is	   increased	  a	  probe	  will	  be	  more	   likely	  to	  have	  sampled	  a	  different	  environment	  
and	  experience	  a	  change	  in	  frequency.	  This	  diffusion	  of	  a	  frequency	  over	  the	  spectrum	  is	  
known	  as	  spectral	  diffusion.	  Spectral	  diffusion	  is	  widely	  studied	  and	  provides	  insight	  into	  
the	  environment	  of	  the	  probe	  and	  how	  quickly	  that	  environment	  changes.47-­‐55	  The	  FFCF	  
does	   not	   always	   decay	   as	   a	   single	   exponential	   function,	   for	   example	   in	   CO	   bound	   to	  
horseradish	   peroxidase31	   one	  of	   the	   bands	   decays	   to	   a	   biexponential	   decay	  while	   the	  
other	  decays	  as	  an	  offset	  exponential.	  The	  biexponential	  decay	  indicates	  that	  there	  are	  
two	  timescales	  to	  the	  spectral	  diffusion	  –	  one	  faster,	   likely	  due	  to	  solvent	  fluctuations,	  
and	  one	  slower,	  caused	  by	  a	  process	  with	  a	  higher	  energy	  barrier	  or	   inherently	  slower	  
process,	  such	  as	  protein	  reorientation.56	  The	  offset	  in	  the	  other	  band	  is	  also	  due	  to	  one	  
of	  these	  slower	  processes,	  but	  this	  process	  takes	  longer	  than	  the	  experimental	  window	  
available	   during	   the	   vibrational	   lifetime	   of	   the	   probe,	   so	   there	   is	   no	   way	   for	   the	  
frequency	  to	  sample	  all	  available	  environments	  before	  the	  amplitude	  of	  the	  2D-­‐IR	  signal	  
decays	  to	  an	  undetectable	  level.	  
	   Information	   about	   a	   probe’s	   environment	   can	   be	   obtained	   not	   just	   from	   the	  
form	   of	   the	   FFCF	   decay,	   but	   also	   how	   quickly	   it	   decays.	   For	   example,	   the	   spectral	  
diffusion	   timescale	   has	   been	   used	   to	   identify	   protein	   crowding,20	   confinement	   in	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incorporating	   an	   unnatural	   amino	   acid	   into	   a	   peptide.59	   Information	   about	   the	  
vibrational	   probe’s	   environment	   extracted	   from	   the	   FFCF	   is	   generally	   with	   more	  
accuracy	   than	   an	   early	  waiting	   time	   2D	   spectrum.	   The	   correlation	   function	  will	   begin	  
with	   a	   value	   lower	   than	   1	   due	   to	   homogeneous	   broadening,	   as	   a	   homogeneously	  
broadened	  system	  will	  have	  already	  fluctuated	  some	  at	  the	  earliest	  detectable	  time.30,	  31	  
The	   inhomogeneity	   of	   a	   peak	   can	   be	   calculated	   when	   both	   the	   y-­‐intercept	   of	   the	  
correlation	  and	  the	  linear	  infrared	  linewidth	  are	  known.	  	  
1.5	  Molecular	  Modeling	  
	   To	   inform	  a	  molecular	   interpretation	  one	   rarely	   can	   rely	  on	  experimental	   data	  
alone.	   This	   dissertation	   reports	   extensive	   computational	   chemistry	   results	   using	   both	  
classical	   and	   quantum	   mechanical	   representations	   of	   the	   molecules	   studied	  
experimentally.	  Density	  Functional	  Theory	   (DFT)	   in	  particular	  has	  become	  a	  prominent	  
method	  of	  calculating	  frequencies	  and	  energies	  of	  molecular	  structures	  using	  quantum	  
mechanics.	   The	   harmonic	   frequencies	   calculated	   using	   DFT	   are	   typically	   accurate	  
enough	  to	  assist	  in	  assigning	  peaks	  in	  a	  linear	  or	  2D-­‐IR	  spectrum,	  though	  a	  scaling	  factor	  
is	   often	   needed	   to	   obtain	   frequencies	   in	   the	   same	   range	   as	   those	   experimentally	  
observed.60-­‐62	   Charges	   can	   also	   be	   obtained	   from	   the	   DFT	   calculation,	   although	  
translating	  a	  quantum	  mechanical	  property	  like	  electron	  density	  into	  a	  classical	  charges	  
is	  not	  trivial	  and	  many	  different	  methods	  exist	  to	  try	  and	  obtain	  results	  that	  reproduce	  
experimentally	  reported	  values.63-­‐67	  
	   One	   advantage	   of	   these	   calculations	   is	   that	   they	   may	   differ	   from	   the	  
experimental	   conditions	   to	   simplify	   the	   system	   or	   exaggerate	   effects.	   For	   example,	  
when	  investigating	  the	  splitting	  of	  the	  asymmetrical	  band	  of	  a	  carbonyl	  probe	  in	  a	  small	  
unilamellar	  vesicle,19	  rather	  than	  modeling	  the	  entire	  probe	  and	  the	  lipids	  surrounding	  it,	  
the	  same	  general	  properties	  could	  be	  obtained	  by	  modeling	  only	  a	  smaller	  part	  of	  the	  
probe	  that	  included	  the	  metal	  carbonyls.	  A	  nearby	  ion	  can	  affect	  one	  of	  the	  degenerate	  
modes	  more	   than	   the	   other,	   so	   a	   sodium	   cation	  was	   placed	   nearby	   and	   the	   distance	  
from	   the	   probe	   was	   varied,	   qualitatively	   reproducing	   the	   splitting	   in	   the	   calculated	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frequencies.	   This	   introduction	   of	   an	   unpaired	   cation	   to	   the	   system	   may	   have	   been	  
possible	  experimentally,	  such	  as	  by	  using	  a	  bulky	  anion	  like	  tetraphenylborate	  to	  ensure	  
the	   two	   ions	   are	   solvent	   separated,68	   but	   keeping	   the	   sodium	   ion	   near	   the	   probe	  
without	   being	   shielded	   by	   the	   solvent	   was	   an	   experimental	   obstacle	   that	   was	   easily	  
overcome	  in	  the	  model	  system.	  
	   DFT	  produces	  reliable	  results	  for	  small	  systems,	  such	  as	  those	  with	  several	  dozen	  
atoms	   or	   fewer,	   but	   for	   larger	   systems	   the	   calculation	   times	   increase	   to	   the	   point	   of	  
being	  unfeasible.	  This	  may	  be	  circumvented	  by	  looking	  only	  at	  the	  relevant	  portion	  of	  a	  
molecule	  by	  making	  reasonable	  substitutions,	  but	  this	  is	  not	  possible	  when	  the	  greater	  
structure	  of	  the	  system	  is	  important,	  for	  example	  in	  proteins	  where	  residues	  that	  are	  far	  
from	  each	  other	   in	  the	  amino	  acid	  sequence	  can	  be	   in	  close	  proximity	  depending	  how	  
the	  protein	  folds.69,	  70	  To	  account	  for	  both	  the	  area	  of	   interest	  and	  the	  greater	  protein	  
structure,	  a	  mixture	  of	  Quantum	  Mechanics	  and	  Molecular	  Mechanics	  (QM/MM)	  can	  be	  
used	   to	   more	   accurately	   represent	   the	   system.	   For	   example,	   the	   active	   site	   of	   an	  
enzyme	  could	  be	  modeled	  with	  DFT	  or	   another	  quantum	  mechanical	   treatment	  while	  
the	  rest	  of	  the	  enzyme	  is	  modeled	  with	  a	  molecular	  mechanical	  force	  field	  like	  AMBER71-­‐
73	  or	  CHARMM.74,	  75	  This	  allows	  for	  more	  accurate	  study	  of	  the	  enzyme	  and	  the	  reaction	  
pathway	  by	  modeling	  transition	  states	   including	  the	  different	  conformations	  of	   rest	  of	  
the	  protein.	  For	  example,	  the	  influence	  of	  a	  nearby	  histidine	  residue	  in	  myoglobin	  was	  
studied	   using	   QM/MM	   and	   the	   dominant	   factor	   in	   the	   shifting	   of	   a	   bound	   carbonyl	  
frequency	  was	  found	  to	  be	  the	  tautomerization	  state	  of	  the	  nearby	  distal	  histidine	  and	  
not	  deformation	  of	  the	  heme	  pocket.76	  
	   One	   implementation	   of	   the	   QM/MM	   methodology	   is	   Our	   own	   N-­‐layered	  
Integrated	  molecular	  Orbital	  and	  molecular	  Mechanics	  (ONIOM)77,	  78	  which	  allows	  atoms	  
to	  be	  placed	   into	   layers	   that	  are	   treated	  with	  different	   levels	  of	   theory,	  either	  QM	  or	  
MM.	  One	  advantage	  of	  ONIOM	   is	   that	   it	   is	   implemented	   in	   the	  Gaussian	  09	   software	  
suite79	   that	   is	   used	   for	   DFT	   calculations.	   ONIOM	   has	   been	   previously	   used	   to	   obtain	  
more	  accurate	  active	  site	  geometries,80	  explored	  intermediate	  structures	  in	  enzymes,81	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explore	  the	  effects	  of	  substituting	  different	  metals	  into	  an	  enzyme,82	  and	  provide	  insight	  
into	  the	  structure	  of	  proteins	  where	  the	  crystal	  structure	  is	  unknown.83	  	  
1.6	  Summary	  of	  Chapters	  
	   In	  Chapter	  2,	  we	  investigate	  a	  vibrationally	  labeled	  de	  novo	  metalloenzyme	  using	  
2D-­‐IR	   to	   reveal	   unexpected	   nonequilibrium	   dynamics.	   The	   system	   is	   modeled	   using	  
ONIOM	   to	   explain	   the	   vibrationally	   driven	   nonequilibrium	   dynamics.	   The	   advanced	  
model	  predicts	  a	   coupling	  between	   two	  vibrational	  modes	  caused	  by	   the	  electrostatic	  
environment	   of	   the	   peptide	   that	   was	   not	   observed	   using	   DFT	   on	   a	   small	   molecule	  
analogue.	  The	  Appendix	  also	  contains	  information	  about	  this	  system	  and	  the	  details	  of	  
some	  of	  the	  assumptions	  and	  further	  calculations	  discussed	  in	  the	  main	  chapter.	  
	   Chapter	   3	   expands	   on	   the	   modeling	   started	   in	   Chapter	   2	   by	   developing	  
generating	  better	  starting	  structures	  for	  the	  ONIOM	  calculations.	  Force	  field	  parameters	  
are	  also	  calculated	  for	  the	  active	  site	  so	  more	  accurate	  molecular	  dynamics	  simulations	  
can	  be	  performed.	  Another	  peptide	  that	  shows	  better	  catalytic	  activity	  is	  studied	  using	  
2D-­‐IR	  and	  the	  improved	  modeling	  method.	  This	  new	  peptide	  also	  shows	  nonequilibrium	  
dynamics	  and	  behaves	  as	  predicted	  by	  the	  model.	  
	   A	   different	   system	   is	   studied	   in	   Chapter	   4,	   where	   the	   effect	   of	   changing	   the	  
cation	   in	   a	   series	   of	   thiocyanate	   salts	   is	   investigated.	   The	   cations	   chosen	   are	   all	   well	  
studied	  members	   of	   the	   Hofmeister	   series,	  which	   can	   either	   cause	   the	   solubility	   of	   a	  
protein	   to	   increase	   or	   decrease	   through	   not	   entirely	   clear	   interactions,	   but	   likely	  
involving	   the	   solvation	   shell	   of	  water.	   The	   confinement	   of	   the	   thiocyanate	   anion	   in	   a	  
hydrophobic	   cavity,	   α-­‐cyclodextrin,	   is	   also	   investigated,	   although	   the	   amount	   of	  
information	  obtained	  is	  limited	  due	  to	  noise	  in	  the	  data	  collected.	  
	   An	   additional	   system	   involving	   thiocyanate	   is	   studied	   in	   Chapter	   5,	   where	   the	  
complex	  between	   sodium	   thiocyanate	  and	  a	   crown	  ether	   are	   investigated.	   The	   crown	  
ether	  is	  labeled	  with	  a	  vibrational	  probe	  to	  reveal	  dynamical	  information	  about	  not	  only	  
the	   thiocyanate,	  but	  also	   the	  crown	  ether	  by	  combining	   two	   types	  of	   confinement.	   In	  
the	  first,	  crown	  ethers	  and	  alkali	  cations	  form	  a	  complex	  with	  the	  cation	  confined	  to	  the	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center	  of	   the	   crown	  ether,	  withdrawing	  electron	  density	   from	   the	  oxygen	  atoms.	   The	  
second	  confinement	  is	  the	  contact	  ion	  pair	  formed	  by	  the	  ions	  in	  sodium	  thiocyanate	  in	  
THF,	  where	  the	  solvent	  is	  unable	  to	  separately	  solvate	  the	  two	  ions	  meaning	  almost	  all	  
of	   the	  dissolved	  NaSCN	  will	  exist	  as	  a	  contact	   ion	  pair	  or	  dimer.	  2D-­‐IR	  spectroscopy	   is	  
able	  to	  provide	  information	  about	  the	  structure	  of	  the	  system	  when	  combined	  with	  DFT	  
calculations.	  
	   The	  final	  chapter,	  Chapter	  6,	  summarizes	  the	  results	  of	  the	  main	  body	  chapters	  
and	  discusses	  potential	  future	  directions	  for	  each	  of	  the	  projects.	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Chapter	  2	  
Histidine	  Orientation	  Modulates	   the	  Structure	  and	  Dynamics	  of	  a	  de	  novo	  
Metalloenzyme	  Active	  Site	  
	  
The	  work	  in	  this	  chapter	  and	  the	  Appendix	  has	  been	  published	  as	  the	  following	  article:	  
M.	   R.	   Ross,	   A.	   M.	   White,	   F.	   Yu,	   J.	   T.	   King,	   V.	   L.	   Pecoraro,	   K.	   J.	   Kubarych	   “Histidine	  
Orientation	  Modulates	  the	  Structure	  and	  Dynamics	  of	  a	  de	  Novo	  Metalloenzyme	  Active	  
Site”	  Journal	  of	  the	  American	  Chemical	  Society,	  137,	  2015,	  10164-­‐10176	  
	  
2.1	  Introduction	  
	   De	   novo	   enzyme	   design	   offers	   opportunities	   to	   engineer	   new	   catalysts,	   while	  
furnishing	  insights	  into	  natural	  biochemical	  function.	  There	  has	  been	  remarkable	  recent	  
progress	   in	   designing	   novel	   macromolecules	   with	   enzymatic	   functionalities,	   adopting	  
both	   "bottom	  up"	  and	  "top	  down"	  approaches.1	  Whereas	   top	  down	  strategies	  modify	  
existing	  enzymes	  with	  well-­‐defined	  scaffolds	  to	  alter	  their	  functions,	  bottom	  up	  schemes	  
assemble	   catalysts	   that	  may	   range	   from	  models	   of	   natural	   enzymes	   to	   entirely	   novel	  
macromolecules	   lacking	   any	   similarities	   to	   native	   enzymes.	   Refining	   selectivity	   and	  
efficiency	   requires	   either	   an	   evolutionary	   strategy	   mimicking	   biology,	   or	   a	   rational	  
chemical	   approach	   based	  on	   principles	   of	   biophysical	   and	   bioinorganic	   chemistry.	  We	  
seek	  to	  advance	  design	  optimization	  from	  a	  chemical	  perspective,	  bridging	  the	  expanse	  
from	  small-­‐molecule	  catalysts	  to	  biological	  macromolecules.	  	  
	   By	   borrowing	   binding	   site	   motifs	   found	   in	   natural	   enzymes,	   we	   have	   already	  
established	   that	   metal	   ions	   coordinated	   within	   stable	   peptide	   matrices	   are	   potent	  
catalysts.	   Using	   engineered	   metal	   binding	   sites,	   we	   have	   recently	   shown	   efficient	  
hydrolytic	   (Zn)	   and	   nitrite	   reductase	   (Cu)	   activity.2,	  3	   In	   these	   first-­‐generation	  de	   novo	  
	  	   21	  
metalloenzymes,	  the	  metal	  binding	  sites	  are	  established	  within	  the	  stable	  scaffold	  of	  a	  
coiled-­‐coil,	  homotrimeric	  peptide.	  That	   is,	   these	  novel	  catalysts	  function	  despite	  a	   lack	  
of	   any	  modifications	   to	   the	   active	   site	   pocket	   formed	  by	   the	   hydrophobic	   side	   chains	  
that	  drive	  the	  peptide	  trimer	  self-­‐assembly,	  though	  changes	  to	  residues	  near	  the	  active	  
site	   can	   modulate	   efficiency.4	   Hence,	   it	   is	   clear	   that	   optimizing	   the	   selectivity	   and	  
efficiency	  will	  rest	  on	  the	  ability	  to	  modify	  and	  control	  the	  second	  coordination	  sphere	  
by	   altering	   the	   side	   chains	   that	   line	   the	   active	   site	  within	   the	   hydrophobic	   coiled-­‐coil	  
interior.	  There	  is,	  however,	  another	  much	  less	  intuitive	  contribution	  to	  the	  chemistry	  at	  
the	  active	  site,	  and	  it	  is	  due	  to	  the	  highly	  directional	  electrostatic	  landscape	  produced	  by	  
the	  parallel	  a-­‐helical	  protein	  matrix	  of	  TRI	   family	  peptide	  assemblies.	  Though	  common	  
elements	  of	  structural	  proteins,	  parallel	  coiled-­‐coils	  are	  rarely	  found	  in	  natural	  enzymes,	  
and	   offer	   both	   a	   challenge	   and	   an	   opportunity	   for	   new	   avenues	   of	   de	   novo	   enzyme	  
optimization.	   A	   question	   arises	   regarding	   the	   degree	   to	   which	   the	   electrostatic	  
environment	   can	   be	   tailored	   to	   specific	   chemical	   transformations,	   for	   example,	   by	  
stabilizing	  transition	  states	  to	  bias	   the	  catalytic	  outcome.5,	  6	  Energetic	  modulations	  are	  
often	  seen	  as	  paramount	  to	  the	  catalytic	  speedup	  performed	  by	  enzymes,	  for	  example,	  
by	   lowering	  a	   reaction's	   free	  energy	  barrier	   (ΔG‡).	   It	   can	  be	   challenging	   to	   isolate	   the	  
role,	  if	  any,	  of	  the	  molecular	  dynamics	  in	  governing	  the	  rate	  and	  selectivity	  of	  an	  ezyme	  
catalyzed	   transformation.	   For	   high	   barrier,	   uncatalyzed	   reactions,	   dynamical	  
phenomena	   such	   as	   friction	   and	   barrier	   fluctuations	   influence	   reaction	   rates	   only	  
negligibly.	  On	  the	  other	  hand,	  given	  that	  catalysts	  significantly	  reduce	  energetic	  barriers,	  
dynamical	   aspects,	   which	   are	   neglected	   by	   conventional	   transition	   state	   theory,	   can	  
assume	  far	  greater	  significance.7-­‐12	  It	  is	  widely	  recognized	  that	  electrostatics	  are	  central	  
to	   enzyme	   function,5	   but	   in	   situ	   experimental	   measures	   of	   the	   electric	   fields	   and	  
potentials	  still	  remain	  open	  challenges.	  Recent	  progress	  by	  Boxer	  et	  al.	  has	  shown	  how	  
vibrational	  probes	  at	  enzyme	  active	  sites	  can	  be	  especially	  powerful	  sensors	  of	  electric	  
fields	  that	  drive	  catalysis.13	  	  
	   The	   full	   picture	   of	   the	   reaction	   dynamics	   will	   need	   to	   be	   able	   to	   treat	   the	  
catalysis	   from	   the	   points	   of	   view	   of	   both	   dynamical	   fluctuations	   and	   static	   energetic	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considerations.	   Based	   on	   the	   approach	   to	   elucidating	   the	   power	   of	   enzyme	   catalysis	  
developed	  by	  Warshel,	  a	  complete	  description	  of	  catalysis	  requires	  an	  understanding	  of	  
both	   the	   dynamics	   and	   energetics	   of	   the	   following	   processes:	   1.	   the	   uncatalyzed	  
reaction	   in	   water;	   2.	   the	   enzymatic	   mechanism	   in	   solution	   (i.e.	   water);	   and	   3.	   the	  
catalysis	  reaction	  that	  takes	  place	  in	  the	  enzyme.	  In	  the	  context	  of	  do	  novo	  design,	  for	  a	  
given	  net	  chemical	  reaction	  the	  uncatalyzed	  path	   is	  a	  constant	  reference,	  whereas	  the	  
enzymatic	   reaction	  mechanism	   in	  solution	  may	  change	  with	  mutations	   to	   the	  de	  novo	  
enzyme	  since	   they	  may	  change	  the	  enzyme	  mechanism.	  Nevertheless,	   it	   is	  possible	   to	  
determine	   the	   static	   energetics	   using	   experiment	   or	   quantum	   chemistry.14	   Since	   the	  
reaction	   free	   energy	   barriers	   for	   the	   aqueous	   protein	   mechanism	   paths	   can	   be	   very	  
similar	  to	  the	  uncatalyzed	  paths	  in	  solution,6	  we	  would	  anticipate	  a	  relatively	  diminutive	  
role	   for	   dynamics	   in	   all	   but	   the	   protein	   catalyzed	   case,	   where	   the	   barrier	   is	   lowered	  
substantially.	   For	   this	   reason,	  we	   focus	   in	   the	   current	  work	   on	   studying	   the	   structure	  
and	  dynamics	  within	  the	  protein,	  but	  we	  do	  anticipate	  that	  future	  studies	  will	  need	  to	  
take	   into	   consideration	   all	   three	   of	   the	   relevant	   reaction	   pathways.	  De	   novo	   enzyme	  
design	  enables	  us	  to	  make	  minor	  modifications	  to	  the	  protein	  catalyzed	  pathway,	  while	  
essentially	  keeping	  the	  other	  two	  pathways	  constant,	  and	  we	  feel	  it	   is	  ideally	  suited	  to	  
the	  approach	  devised	  by	  Warshel.	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Figure	  2.1(A)	  The	  helix	  wheel	  diagram	  of	  TRI(L2W)L23H-­‐Cu(I)CO	  metallopeptide,	  which	  is	  a	  coiled-­‐coil	  of	  
three	  parallel	  α-­‐helices	  built	  from	  the	  repeating	  seven-­‐residue	  motif	  LKALEEK.	  The	  leucine-­‐rich	  interior	  
provides	  a	  hydrophobic	  environment	  in	  which	  the	  type-­‐II	  copper(I)	  site	  is	  coordinated	  by	  three	  histidine	  
side	  chains	   in	  a	  distorted	  tetrahedral	  geometry.	  The	  bound	  CO	  ligand	  serves	  as	  a	  vibrational	  probe	  of	  
the	   active	   site	   dynamics.	   (B)	   QM/MM	   optimized	   geometry	   of	   the	   protein	   showing	   the	   coiled-­‐coil	  
tertiary	  structure,	  and	  the	  distorted	  tetrahedral	  metal	  binding	  site	  with	  coordinated	  CO.	  
	   In	  metalloenzymes,	  it	  has	  been	  shown	  that	  electrostatics	  can	  influence	  electronic	  
structure	  and	  energetics	  leading	  to	  altered	  redox	  potentials	  of	  metal	  sites.15	  It	  remains	  a	  
significant	  challenge	  to	  predict	  and	  design	  electrostatics,	  particularly	  over	  the	  large	  0.1	  
to	   10	   nm	   range	   of	   distances	   spanned	   by	   the	   TRI	   peptide	   scaffolds.	   Since	   the	   protein	  
environment	  is	  not	  static,	  an	  experimental	  probe	  should	  also	  be	  able	  to	  sense	  active	  site	  
flexibility,	  which	  is	  directly	  related	  to	  substrate	  transport	  into	  and	  out	  of	  the	  active	  site,	  
as	   well	   as	   to	   the	   dynamics	   of	   a	   fluctuating	   reaction	   barrier	   resulting	   from	   temporal	  
variations	  of	  both	  local	  structure	  and	  more	  delocalized	  electrostatics.16,	  17	  The	  transport	  
properties	   relevant	   to	   enzyme	   catalysis	   are	   distinct	   from	   those	   operating	   in	   bulk	  
solution	   due	   to	   the	   significant	   degree	   of	   structural	   heterogeneity,	   nanoscale	  
confinement,	  and	  macromolecular	  crowding.16,	  18	  	  
	   In	   this	   paper,	   we	   use	   two-­‐dimensional	   infrared	   spectroscopy19	   to	   study	   the	  
ultrafast	  vibrational	  dynamics	  of	  a	  carbon	  monoxide	  ligand	  bound	  in	  the	  active	  site	  of	  a	  
de	   novo	   metalloenzyme	   in	   which	   we	   have	   previously	   demonstrated	   nitrite	   reductase	  
activity.4	  The	  CO	   ligand	   is	  bound	   to	  a	  Cu(I)	   coordinated	  by	   three	  histidine	   side	  chains,	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and	  provides	   an	   in	   situ	   probe	  of	   the	  active	   site	   (Figure	  2.1).	  Many	  naturally	  occurring	  
copper	  enzymes	  are	  capable	  of	  binding	  CO,	  such	  as	  hemocyanins,20	  and	  the	  CuB	  site	  of	  
cytochrome	   c	   oxidase,21,	   22	   and	   thus	   provide	   valuable	   references	   against	   which	   to	  
compare	  our	  vibrational	  spectroscopy	  results.	  As	  numerous	  studies	  of	  CO-­‐bound	  heme	  
proteins	  have	  shown,	  the	  single	  CO	  oscillator	  bound	  to	  transition	  metal	  atoms	  can	  be	  a	  
particularly	   sensitive	   and	   tractable	  probe,	   offering	   a	  powerful	   sensor	  of	   structure	   and	  
dynamics.23-­‐27	  	  
	   Here	  we	  show	  for	  the	  first	  time	  that	  Cu-­‐CO	  within	  a	  metalloprotein	  displays	  an	  
unexpected	   sensitivity	   to	   the	   electrostatic	   environment	   produced	   by	   the	   protein	  
scaffold.	   For	   a	   single	   oscillator,	   the	   2D-­‐IR	   spectrum	   correlates	   excited	   and	   detected	  
vibrational	   frequencies,	   resulting	   in	  two	  bands	  corresponding	  to	  the	  fundamental	   (v=0	  
to	   v=1)	   and	   excited	   state	   (v=1	   to	   v=2)	   transitions.	   The	   difference	   in	   the	   band	   center	  
frequencies	   is	   the	   vibrational	   anharmonicity,	   and	   it	   reflects	   the	   curvature	   of	   the	  
potential	   energy	   surface.	   With	   increased	   time	   delay	   between	   the	   excitation	   and	  
detection	  steps,	  although	  the	  shapes	  of	  these	  bands	  typically	  evolve	  reflecting	  dynamics	  
sensed	   by	   the	   probe,	   their	   frequency	   centers	   remain	   constant.	   Eventually	   the	   signal	  
decays	  due	  to	  vibrational	  relaxation	  to	  the	  ground	  state.	  	  
	   In	   our	   measurements	   of	   the	   Cu-­‐CO	   probe	   ligand,	   we	   find	   that	   following	  
vibrational	   excitation,	   the	   spectrum	   of	   the	   bound	   CO	   ligand	   undergoes	   a	   surprising	  
ultrafast	  frequency	  shift	  on	  a	  few	  picosecond	  timescale,	  where	  the	  two	  bands	  in	  the	  2D-­‐
IR	   spectrum	   become	   closer	   in	   frequency.	   This	   band	   shifting	   phenomenon	   has	   not	  
previously	   been	   observed	   in	   2D-­‐IR	   spectroscopy,	   but	   it	   appears	   to	   be	   analogous	   to	   a	  
fluorescence	   Stokes	   shift	   in	   electronic	   spectroscopy,	   which	   arises	   due	   to	   non-­‐
equilibrium	  motion	   of	   the	   solvent	   around	   the	   fluorophore.	   Though	  we	   do	   not	   expect	  
excitation	  of	  a	  CO	  vibration	  to	  cause	  the	  protein	  to	  move,	  it	  is	  possible	  that	  the	  CO	  itself	  
could	  respond	  to	  its	  vibrational	  excitation	  by	  sampling	  new	  conformations,	  which	  may	  in	  
turn	  lead	  to	  non-­‐equilibrium	  spectral	  changes.	  	  
	   Determining	  the	  origin	  of	  these	  spectral	  changes	  requires	  information	  about	  the	  
structure	  and	  the	  electrostatics,	  which	  we	  modeled	  using	  hybrid	  QM/MM	  calculations	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as	  well	  as	  DFT	  calculations	  of	  a	  small-­‐molecule	  active	  site	  analogue.	  Our	  computational	  
results	  are	  consistent	  with	  the	  intuitive	  picture,	  revealing	  a	  slight	  bending	  of	  the	  Cu-­‐C-­‐O	  
bond	  angle	   caused	  by	  vibrational	  excitation,	  which	   is	  modeled	  by	  constraining	   the	  CO	  
bond	   to	   be	   10%	   longer	   than	   it	   is	   in	   the	   optimized	   geometry.	   Comparing	   the	   small-­‐
molecule	  (ethylimidizole)3CuCO	  cluster	  to	  the	  full	  structure	  we	  show	  that	  the	  structural	  
change	  arises	  almost	  entirely	  due	  to	  the	  protein	  scaffold’s	  distortion	  of	  the	  geometry	  of	  
histidine	   coordination	   to	   the	   copper,	   which	   is	   found	   to	   be	   largely	   mediated	   by	  
electrostatics	   by	   virtue	   of	   the	   substantial	   (~4	  Debye)	   dipole	  moments	   of	   the	   histidine	  
rings.	   Specifically,	  we	   find	   a	   dependence	  of	   the	  Cu-­‐C-­‐O	  bond	   angle	   on	   the	  Cδ-­‐Nε-­‐Cu-­‐C	  
dihedral	   angle.	   The	   electrostatic	   interactions	   induce	   structural	   distortions	   of	   the	  
histidines,	  which	   in	  turn	  activate	  the	  coupling	  between	  the	  CO	  stretch	  and	  the	  Cu-­‐C-­‐O	  
bending	  motions.	  This	  finding	  suggests	  that	  active	  site	  energetics	  can	  be	  remotely	  tuned	  
by	  modifying	   electrostatics,	   providing	   an	   avenue	   for	   directing	  mutation	   strategies,	   or	  
possibly	  for	  engineering	  long-­‐range	  allosteric	  regulation	  into	  the	  de	  novo	  enzyme.	  
2.2	  Methods	  
2.2.1	  Sample	  Preparation	  
	   Preparation	  of	  all	  solutions	  was	  carried	  out	  in	  an	  inert	  atmosphere	  box	  at	  room	  
temperature.	  The	  apo-­‐peptide	  solution	  was	  prepared	  by	  dissolving	  purified	  dry	  peptide	  
powder	   in	  a	  degassed	  buffer	  solution	   in	  100%	  D2O	   (50	  mM	  HEPES).	   	  1	  eq.	   (wrt.	  3SCC)	  
Cu(I)	   tetra(acetonitrile)	   tetrafluoroborate	   was	   added	   to	   form	   ~1	   mM	  
Cu(I)(TRIL2WL23H)3+	   complex.	   The	   pH	   of	   the	   solution	   was	   then	   adjusted	   to	   7.5	   by	  
adding	   small	   aliquots	   of	   concentrated	   KOH	   in	   100%	   D2O.	   Carbon	   monoxide	   gas	  
(MetroGas)	  was	  purged	  through	  the	  solution	  for	  20	  min.	  
2.2.2	  2D-­‐IR	  Setup	  
	   A	   dual-­‐frequency	   optical	   parametric	   amplifier	   with	   independent	   difference	  
frequency	   generation	   stages,	   pumped	   by	   a	   titanium-­‐sapphire	   laser	   amplifier,	   produce	  
100-­‐fs	  mid-­‐IR	   pulses	   centered	   near	   2060	   cm-­‐1.	   2D-­‐IR	   spectra	   were	   recorded	   for	   both	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rephasing	   and	   nonrephasing	   pulse	   orderings	   using	   our	   chirped-­‐pulse	   upconversion	  
method	  of	   infrared	  detection	  described	   in	  previous	  reports.	  The	  coherence	  time	  delay	  
between	   the	   first	   two	  pulses	   in	   the	  photon	  echo	   sequence	  was	   scanned	   continuously	  
over	   a	   range	  of	   roughly	   10	  ps,	   resulting	   in	   experimental	   resolution	  of	   3	   cm-­‐1.	  Waiting	  
time	  delays	  were	  fixed	  at	  values	  between	  -­‐0.25	  and	  4.5	  ps	  in	  steps	  of	  0.25	  ps,	  5	  and	  20	  
ps	  in	  steps	  of	  0.5	  ps,	  21	  and	  30	  ps	  in	  steps	  of	  1	  ps,	  and	  32	  and	  60	  ps	  in	  steps	  of	  2	  ps.	  The	  
complex	   signal	   field	   is	   obtained	   using	   spectral	   interferometry	   optical	   heterodyne	  
detection.	   The	   local	   oscillator	   reference	   and	   generated	   signal	   fields	   are	   detected	   by	  
sum-­‐frequency	  generation	  in	  a	  MgO:LiNbO3	  crystal	  pumped	  with	  an	  uncompressed	  800	  
nm	  pulse	   from	   the	   amplifier	   system.	   The	   resulting	   visible	   light	   centered	   at	   685	   nm	   is	  
detected	  using	  a	  0.5	  m	  monochromator	  equipped	  with	  a	  1200	  grooves/mm	  diffraction	  
grating	  and	  a	  1300x100	  pixel	  CCD	  camera	  synchronized	  to	  the	  1	  kHz	  laser	  pulses.	  
2.2.3	  Computational	  Details	  
	   All	  DFT	  calculations	  were	  performed	   in	  Gaussian	  09	  using	   the	  B3LYP	   functional	  
and	  6-­‐311G(d,p)	  basis	   set	  on	  all	  atoms	  with	  symmetry	  disabled	  and	   tight	  optimization	  
criteria.	   For	   the	   QM/MM	   ONIOM	   calculations,	   the	   QM	   layer	   (B3LYP/6-­‐311G(d,p))	  
contains	   the	   active	   site	   and	   is	   almost	   identical	   to	   the	   smaller	   cluster	   calculation	  
described	   above,	   consisting	   of	   the	   copper	   ion,	   three	   5-­‐methylimidazole	   ligands	   and	   a	  
carbonyl	   ligand.	   The	   larger	   MM	   layer	   includes	   all	   atoms	   in	   the	   metalloenzyme,	   with	  
atoms	  in	  residues	  located	  more	  than	  four	  residues	  away	  on	  either	  side	  of	  the	  histidine	  
groups	   frozen	   to	   reduce	   computational	   cost.	   The	   MM	   layer	   was	   treated	   using	   the	  
AMBER	   force	   field	   and	   relaxed	   prior	   to	   performing	   ONIOM	   calculations.	   Electronic	  
embedding	   was	   enabled	   so	   that	   the	   atomic	   charges	   from	   the	   MM	   layer	   would	   be	  
included	  in	  the	  QM	  calculations,	  reproducing	  the	  electrostatic	  interactions	  as	  well	  as	  the	  
van	   der	   Waals	   interactions	   that	   are	   automatically	   included.	   Similarly	   to	   the	   DFT	  
calculation,	   symmetry	  was	   disabled	   and	   tight	   optimization	   criteria	  were	   enabled.	   The	  
structure	  was	  optimized	  using	  microiterations	  with	  a	  quadratic	  coupled	  algorithm.	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2.3	  Results	  and	  Discussion	  
2.3.1	  Peptide	  Sequence	  
	   TRI-­‐family	   peptides	   are	   designed	   based	   on	   the	   amphipathic	   heptad	   repeat	  
approach.	   A	   heptad	   contains	   seven	   amino	   acid	   residues	   abcdefg,	   with	   hydrophobic	  
residues	  at	  the	  a	  and	  d	  positions,	  and	  hydrophilic,	  salt-­‐bridging	  residues	  at	  the	  e	  and	  g	  
positions.28	  The	  monomer	  peptides	  assemble	  into	  helical	  coiled	  coils	  upon	  dissolving	  in	  
water	  through	  hydrophobic	  collapse.29-­‐32	  Near	  neutral	  pH	  (6-­‐8),	   it	   forms	  parallel	  three-­‐
stranded	   coiled	   coils	   (3SCC).33,	   34	   The	   sequence	   of	   the	   peptide	   TRIL2WL23H	   is	  
Ac-­‐G	  WKALEEK	  LKALEEK	  LKALEEK	  HKALEEK	  G-­‐NH2	   with	   the	   N-­‐terminus	   acetylated	   and	  
C-­‐terminus	   amidated.	   The	   peptide	   was	   synthesized	   on	   an	   Applied	   Biosystem	   433A	  
peptide	   synthesizer	   using	   standard	   protocols35	   and	   purified	   and	   characterized	   as	  
previously	   reported.36	   Previous	   reports	   demonstrated	   that	   derivatives	   of	   TRI	   peptide,	  
TRI(L2W)L23H,	   can	   bind	   to	   Zn(II)	   and	   Cu(I)/(II),	   forming	   metallopeptides	   that	   are	  
excellent	   structural	   and	   functional	   models	   for	   carbonic	   anhydrase	   and	   copper	   nitrite	  
reductase,	   respectively.3,	   37	   This	   system	   is	   particularly	   interesting	   to	   us	   because	   it	  
maintains	  significant	  levels	  of	  protein	  complexity	  in	  a	  much-­‐simplified	  scaffold.	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2.3.2	  Ultrafast	  2D-­‐IR	  Spectroscopy	  
	  
Figure	  2.2	  Absolute	  magnitude	  2D	  rephasing	  spectra	  recorded	  at	  0.25	  ps	  (A)	  and	  3.5	  ps	  (B)	  waiting	  times.	  
Diagonally	   elongated	   band	   shapes	   indicate	   inhomogeneous	   broadening	   and	   the	   detection	   frequency	  
(ω 3)	  difference	  between	   the	   two	  bands	  gives	   the	  vibrational	  anharmonicity.	  Quantitative	  analysis	  of	  
the	  detection	  frequency-­‐dependent	  spectra	  at	  different	  values	  of	  the	  excitation	  frequency	  (w1)	  for	  t2	  =	  
0.25	  ps	  (C)	  and	  3.5	  ps	  (D)	  show	  waiting	  time	  dependent	  changes	  to	  both	  amplitudes	  and	  centers.	  Three	  
detection	  frequency	  spectra	  are	  shown	  for	  each	  waiting	  time	  in	  purple	  (2060	  cm-­‐1),	  black	  (2063	  cm-­‐1),	  
and	  green	  (2066	  cm-­‐1),	  shown	  in	  the	  2D	  spectra	  as	  vertical	  lines.	  (E)	  Fitting	  the	  bands	  for	  all	  frequencies	  
between	  2060	  and	  2066	  cm-­‐1	  as	  described	   in	  the	  text	  and	  showing	  them	  together	  highlights	  the	  band	  
coalescence.	   (F)	   The	  waiting	   time	   dependent	   relaxation	   of	   the	   apparent	   vibrational	   anharmonicity	   is	  
well	  fit	  with	  a	  decay	  constant	  of	  2	  ps.	  
	   2D-­‐IR	   spectra	   recorded	   at	   a	   series	   of	   waiting	   time	   delays	   (t2)	   between	   the	  
excitation	   pulse	   pair	   and	   the	   detection	   pulse,	   show	   an	   inhomogeneously	   broadened	  
band	   centered	   near	   2063	   cm-­‐1.	   The	   band	   at	   lower	   detection	   frequency	   (2039	   cm-­‐1)	  
corresponds	  to	  excited	  state	  absorption	  from	  the	  v=1	  to	  v=2	  levels	  (denoted	  ν12),	  and	  is	  
red	   shifted	   due	   to	   the	   vibrational	   anharmonicity	   of	   the	   CO	   oscillator.	   The	   2063	   cm-­‐1	  
fundamental	   (v=0	   to	   v=1,	   denoted	   ν01)	   CO	   absorption	   frequency	   is	   typical	   of	   Cu-­‐CO	  
vibrations	  observed	  in	  other	  proteins	  such	  as	  the	  CuB	  site	  of	  cytochrome	  c	  oxidase,	  and	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within	  the	  bimetallic	  binding	  site	  of	  hemocyanins.20,	  21	  Relative	  to	  1950-­‐1960	  cm-­‐1	  Fe-­‐CO	  
vibrations	   in	   heme	   proteins,	   the	   ~100	   cm-­‐1	   blue	   shifted	   transition	   indicates	   that	   the	  
copper-­‐carbon	  bond	   is	  weaker,	  and	  the	  degree	  of	  p	  back	  bonding	   is	  also	  reduced.	  We	  
note	  that	  under	  the	  low	  <1	  mM	  protein	  concentration	  we	  used,	  it	  was	  difficult	  to	  record	  
even	  linear	  FT-­‐IR	  spectra,	  making	  the	  measurement	  of	  absorptive	  2D	  spectra	  impossible	  
given	   our	   2D	   spectrometer's	   sensitivity.	   Although	   the	   data	   shown	   in	   Figure	   2.2	   are	  
absolute	   value	   rephasing	   spectra,	   from	   which	   accurate	   line	   shape	   information	   is	   not	  
readily	  extracted,	  it	  is	  nevertheless	  clear	  that	  the	  anti-­‐diagonal	  spectral	  widths	  are	  very	  
narrow.	  We	  attribute	  the	  preponderance	  of	   inhomogeneous	  broadening	  to	  the	  unique	  
environment	   experienced	   by	   the	   CO	   vibrational	   probe.	   The	   CO	   resides	   in	   the	  
hydrophobic	  core	  of	  the	  homotrimeric	  coiled-­‐coil	  lined	  by	  nonpolar	  leucine	  side	  chains.	  
Numerous	  previous	  studies	  by	  us	  and	  others	  have	  shown	  that	  metal	  carbonyl	  complexes	  
in	  alkane	  solvents	  are	  generally	  homogeneously	  broadened	  due	  to	  the	   lack	  of	  spectral	  
fluctuations	   induced	  by	   the	  motion	  of	   solvating	  nonpolar	   liquid	  molecules.38	  Although	  
the	  CO	  is	  effectively	  solvated	  by	  a	  nonpolar	  shell	  of	  alkane	  side	  chains,	  it	  is	  nevertheless	  
embedded	   within	   a	   complex	   protein	   scaffold,	   which	   has	   charged	   residues	   on	   the	  
solvent-­‐exposed	   exterior,	   as	   well	   as	   highly	   oriented	   CO·∙·∙·∙NH	   bonds	   of	   the	   largely	   a	  
helical	   peptide	   chains.	   In	   addition,	   as	   we	   detail	   below,	   the	   histidine	   side	   chains	  
coordinating	   the	  Cu	  are	  significantly	  polar,	  having	  average	  dipole	  moments	  of	  3.6	  D.39	  
The	   low	   polarity	   of	   the	   interior	   does	   not	   attenuate	   the	   electrostatic	   influence	   of	   the	  
charges	  due	   to	   the	   low	  effective	  dielectric	   constant.40	  The	  substantial	   inhomogeneous	  
broadening	  thus	  reflects	  the	  distribution	  of	  peptide	  conformations,	  including	  the	  coiled-­‐
coil	  packing,	  which	  induce	  shifts	  in	  the	  CO	  vibrational	  frequency.	  	  
2.3.3	  Dynamic	  Evolution	  of	  the	  2D-­‐IR	  Bands	  
	   Waiting-­‐time	  dependent	   changes	   in	   the	  2D	   line	   shape	  are	   routinely	  monitored	  
using	  peak	  shape	  analysis	  of	  absorptive	  spectra,	  or	  by	  using	  the	  inhomogeneity	  index.41-­‐
43	  The	  diagonal	  elongation	  of	  the	  line	  shape	  reflects	  the	  frequency	  correlation	  within	  the	  
inhomogeneously	   broadened	   spectral	   band,	   and	   as	   stochastic	   modulations	   cause	  
equilibrium	   fluctuations	   of	   the	   excited	   vibrations,	   the	   correlation	   becomes	   lost	   as	   a	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function	   of	   the	   waiting	   time.	   This	   stochastic	   frequency	   sampling	   is	   called	   spectral	  
diffusion,	   and	   is	   a	   powerful	   observable	   in	   2D-­‐IR	   spectroscopy.	   The	   decay	   of	   the	  
correlation	   is	   related	   to	   the	   frequency	   fluctuation	   correlation	   function,	   ,	  
where	   the	   instantaneous	   frequency	   .44	   The	   meaning	   of	   this	   correlation	  
function	  is	  somewhat	  poorly	  defined	  when	  the	  system	  is	  evolving	  out	  of	  equilibrium,	  as	  
is	  the	  case	  for	  the	  vibrationally	  excited	  CO	  bound	  to	  the	  Cu	  active	  site.	  
	   On	   the	   few-­‐ps	   time	   scale	   (Figure	  2.2),	   increasing	   the	  waiting	   time	   in	   the	  2D-­‐IR	  
pulse	   sequence	   does	   not	   lead	   to	   significant	   spectral	   reshaping	   besides	   that	   due	   to	  
scattering	  from	  our	  weakly	  absorbing	  sample.	  The	  survival	  of	  spectral	  correlation	  on	  this	  
timescale	   (<5	   ps)	   indicates	   that	  much	   of	   the	   spectral	   diffusion	   takes	   place	   on	   slower	  
timescales,	  as	   is	  expected	   in	  complex	  macromolecular	  environments.45,	  46	  We	  do	  note,	  
however,	  a	  subtle	  but	  significant	  change	  in	  the	  2D	  spectra	  that,	  to	  our	  knowledge,	  has	  
not	  been	  described	  previously.	  The	  shift	  in	  wavenumber	  between	  the	  two	  bands	  in	  the	  
2D-­‐IR	   spectrum	   gives	   the	   difference	   in	   energy	   between	   the	   0-­‐1	   and	   1-­‐2	   vibrational	  
transitions,	  which	  is	  a	  measure	  of	  the	  vibrational	  anharmonicity.	  The	  value	  obtained	  at	  
250	  fs	  waiting	  time	  is	  24	  cm-­‐1,	  which	  is	  typical	  of	  a	  single	  CO	  bound	  to	  a	  metal.47	  With	  
increased	  waiting	   time,	  we	  observe	   a	   surprising	  decrease	   in	   the	   frequency	   separation	  
between	  the	  two	  detected	  bands.	  	  
δω 0( )δω t( )
ω t( ) = ω +δω
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Figure	   2.3	  Waiting	   time	   dependent	   fitted	   band	   centers	   for	   the	   0-­‐1	   (blue)	   and	   1-­‐2	   (green)	   transitions	  
show	  that	  the	  apparent	  time	  dependent	  anharmonicity	  arises	  due	  to	  the	  simultaneous	  red	  shifting	  of	  
the	  0-­‐1	  band	  and	  blue	   shifting	  of	   the	  1-­‐2	  band.	  Within	   the	   simple	  Morse	  oscillator	  model,	   this	   trend	  
requires	   that	   the	   dissociation	   energy	   De	   increases,	   while	   the	   Morse	   width	   parameter	   a	   decreases	  
(defined	  in	  the	  Appendix).	  Both	  parameters	  influence	  the	  harmonic	  force	  constant	  since	  kharm	  =	  2a
2De.	  
	   The	  apparently	  time-­‐evolving	  "anharmonicity"	   is	  more	  evident	   in	  a	  quantitative	  
analysis	  of	  the	  bands.	  Taking	  slices	  along	  the	  detection	  frequency	  axis	  at	  each	  value	  of	  
the	   excitation	   frequency	   between	   2060	   and	   2066	   cm-­‐1,	   we	   fit	   the	   two	   bands	   using	  
Gaussian	   functions	   (Figure	   2.2).	  We	   then	   average	   the	   differences	   of	   the	   fitted	   center	  
frequencies	  over	  all	  of	  the	  excitation	  frequencies.	  Plotting	  the	  waiting	  time	  dependent	  
decay	  of	  the	  averaged	  differences	  reveals	  a	  clear	  dynamical	  signature.	  The	  decay	  of	  the	  
apparent	   anharmonicity,	   due	   to	   the	   spectral	   evolution	   of	   the	   bands,	   is	   well	   fit	   to	   an	  
exponential	   function	   with	   a	   2.1	  ±	  0.8	   ps	   decay	   constant,	   plus	   a	   constant	   offset	  
determined	   by	   the	   long-­‐time	   anharmonicity	   of	   21	   cm-­‐1.	   In	   addition	   to	   plotting	   the	  
frequency	   differences	   between	   the	   fitted	   peak	   centers,	   we	   also	   show	   the	   centers	  
themselves	  in	  Figure	  2.3.	  The	  fitted	  centers	  show	  that	  the	  0-­‐1	  transition	  red	  shifts,	  while	  
the	  1-­‐2	  transition	  blue	  shifts.	  It	  is	  interesting	  to	  note	  that	  the	  magnitude	  of	  the	  red	  shift	  
of	  the	  0-­‐1	  band	  is	  less	  than	  the	  blue	  shift	  of	  the	  1-­‐2	  band.	  This	  difference	  may	  be	  due	  to	  
the	  fact	  that	  roughly	  half	  of	  the	  amplitude	  of	  the	  0-­‐1	  band	  arises	  from	  the	  ground	  state	  
evolution	  pathway,	  where	  we	  do	  not	  expect	  any	  frequency	  shift.	  	  
	   This	   observation	   of	   an	   apparent	   time-­‐dependent	   anharmonicity	   is	   the	   central	  
experimental	   finding	   of	   this	   work,	   and	   provides	   the	   motivation	   for	   the	   subsequent	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computational	   efforts	   to	   identify	   the	   origin	   of	   this	   dynamical	   phenomenon.	  We	   note	  
that	  we	  have	  observed	  nearly	  identical	  behavior	  in	  a	  different	  peptide	  sequence	  (shown	  
in	  the	  SI)	   in	  which	  the	  positively	  charged	  lysine	  residues	  on	  the	  exterior	  of	  the	  peptide	  
have	  been	  mutated	  to	  glutamine,	  indicating	  that	  this	  result	  is	  reproducible	  and	  is	  likely	  a	  
general	  feature	  of	  the	  coiled-­‐coil	  protein	  family	  we	  have	  investigated.	  Future	  studies	  will	  
examine	   several	   other	   peptide	   sequences	   which	   have	   been	   shown	   to	   exhibit	   varying	  
degrees	   of	   nitrite	   reductase	   activity.	   Importantly,	   we	   do	   not	   observe	   this	   dynamical	  
anharmonicity	   in	   a	   small-­‐molecule	   iron-­‐monocarbonyl	   complex	   we	   have	   studied	   in	  
earlier	   work	   (shown	   in	   the	   Appendix);	   this	   observation	   provides	   a	   hint	   that	   the	  
dynamical	  evolution	   is	  due	  to	  the	  protein	  environment.	   Ideally	  we	  would	  compare	  the	  
same	   active	   site	   structure	   experimentally	   in	   solution	   as	  well	   as	   embedded	  within	   the	  
protein	   scaffold,	   but	   doing	   so	   would	   require	   synthesizing	   a	   complex	   such	   as	  
(ethylimidizole)3CuCO.	   There	   are	   monocarbonyl	   complexes	   of	   Cu	   that	   could	   provide	  
useful	  comparison	  systems,	  but	  which	  lack	  the	  imidazole	  rings,48	  which	  we	  have	  found	  
to	  be	  essential	  in	  modulating	  the	  Cu-­‐C-­‐O	  potential	  energy	  surface.	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Figure	   2.4	   Energy	   level	   diagrams	   and	   rephasing	   Liouville	   space	   diagrams	   for	   the	   three	   accessible	  
vibrational	   states	   of	   the	   copper-­‐bound	   CO	   ligand	   show	   that	   two	   of	   the	   three	   pathways	   involve	  
population	   evolution	   on	   the	   v=1	   vibrational	   excited	   state,	   whereas	   only	   one	   involves	   ground	   state	  
evolution.	   The	   three	   contributions	   to	   the	  2D	   spectrum	  are	   shown	   in	   the	   columns:	   (left)	   ground	   state	  
bleach,	  GSB;	   (middle)	   stimulated	  emission,	  SE;	  and	   (right)	  excited	  state	  absorption,	  ESA.	  The	   top	   row	  
illustrates	   the	   conventional	   picture	   where	   vibrational	   excitation	   is	   fully	   uncoupled	   to	   the	   sensed	  
ultrafast	  dynamics.	  The	  middle	  row	  shows	  a	  time-­‐evolving	  CO	  vibrational	  energy	  level	  structure	  due	  to	  
continuous	  modulation	  by	  anharmonic	  coupling	  to	  a	  slow	  degree	  of	   freedom.	  The	  bottom	  row	  shows	  
the	  wave-­‐matching	   energy	   level	   diagrams	   and	   double-­‐sided	   Feynman	  diagrams	   corresponding	   to	   the	  
GSB,	  SE,	  and	  ESA	  signal	  contributions.	  
	   2D-­‐IR	  spectroscopy	  is	  often	  analyzed	  from	  the	  point	  of	  view	  where	  the	  spectral	  
fluctuations	   that	   lead	   to	   decay	   of	   the	   correlation	   of	   frequency	   fluctuations	   are	   not	  
influenced	  by	  the	  measurement	  process.	  For	  example,	  the	  slope	  of	  the	  2D	  peak	  shape's	  
asymmetry	  is	  often	  taken	  to	  report	  the	  frequency	  correlation	  present	  at	  a	  given	  waiting	  
time,	   and	   as	   the	   oscillators	   stochastically	   sample	   their	   full	   conformational	   space,	  
including	   the	  solvent	  or	  other	  nearby	  environment,	   the	   frequency	  performs	  a	   random	  
walk	   through	   the	   inhomogeneously	   broadened	   band.42,	   49,	   50	   The	   decay	   of	   frequency	  
correlation	  is	  generally	  linked	  to	  molecular	  motions	  of	  the	  probe	  and	  of	  its	  surroundings.	  
Since	   nearly	   all	   published	   examples	   analyze	   the	   diagonal	   0-­‐1	   transition,	   it	   is	   tacitly	  
assumed	   that	   the	   two	   pathways	   producing	   signal	   on	   the	   diagonal	   report	   the	   same	  
equilibrium	  molecular	  dynamics.	  As	  shown	  in	  Figure	  2.4,	  however,	  the	  two	  pathways	  are	  
clearly	   distinct,	   since	   the	   ground	   state	   bleach	   pathway	   corresponds	   to	   waiting-­‐time	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evolution	  on	  the	  ground	  state,	  whereas	  the	  stimulated	  emission	  pathway	  corresponds	  
to	   evolution	   on	   the	   excited	   vibrational	   state.	   If	   vibrational	   excitation	   launches	  
nonequilibrium	   motion,	   the	   diagonal	   peak	   will	   not	   reflect	   solely	   the	   equilibrium	  
frequency	   fluctuation	   correlation	   function	   often	   associated	   with	   spectral	   diffusion.	  
Studies	   of	   methanol51	   and	   of	   acetic	   acid52	   have	   shown	   that	   vibrational	   population	  
relaxation	  can	  produce	  "photoproducts"	  such	  as	  broken	  hydrogen	  bonds,	  as	  well	  as	  hot	  
intermediates.	  We	  argue	  that	  our	  observation	  here	  of	  a	  continuously	  evolving	  spectral	  
shift	   reflects	   nonequilibrium	  dynamics	   not	   due	   to	   cascaded	  population	   flow	   since	   the	  
motion	   in	   the	   low-­‐frequency	  coordinate	   is	  promptly	   launched	  by	   the	  v	  =	  0	   to	  v	  =	  1	  CO	  
excitation,	  and	  the	  vibrational	  relaxation	  is	  quite	  slow	  (>30	  ps,	  shown	  in	  the	  Appendix).	  
Alternatively,	   this	   phenomenon	   is	   analogous	   to	   nonequilibrium	   dynamics	   commonly	  
observed	   in	   fluorescent	   dyes,	   where	   solvation	   induces	   dynamically	   shifting	   Stokes	  
emission.53-­‐56	  Though	  the	  solvation	  coordinate	  is	  often	  treated	  only	  qualitatively,	  in	  the	  
present	  case	  of	  nonequilibrium	  vibrational	  dynamics,	  it	  should	  be	  possible	  to	  identify	  a	  
candidate	   for	   the	   coordinate	   along	   which	   motion	   is	   driven.	   Indeed	   the	   analogy	   with	  
polar	   solvation	   is	   particularly	   apt,	   as	   discussed	   below,	   since	   our	   quantum	   chemistry	  
calculations	   show	   a	   significant	   increase	   in	   CO	   bond	   dipole	   associated	  with	   vibrational	  
excitation,	  which	  then	  senses	  the	  collective	  electrostatic	  environment	  (see	  Table	  A2	   in	  
the	  Appendix).	   The	   central	   question	  of	   the	   remainder	  of	   this	   chapter,	   therefore,	   is	   to	  
determine	  the	  molecular	  origin	  of	  the	  otherwise	  hidden	  motional	  coordinate,	  as	  well	  as	  
the	   degree	   to	   which	   the	   motion	   is	   driven	   by	   local,	   bonded	   interactions	   or	   by	   more	  
collective	  electrostatic	  influences.	  	  
	   Figure	  2.2E	  shows	  that	  the	  two	  bands	  become	  closer	  to	  each	  other	  as	  a	  function	  
of	   time,	   which	   requires	   the	   following	   interpretation	   regarding	   the	   shifts	   of	   the	  
vibrational	  levels.	  For	  the	  ground	  state	  bleach	  band	  (v	  =	  0	  to	  v	  =	  1),	  the	  contribution	  due	  
to	  the	  ground-­‐state	  pathway	  is	  unshifted	  and	  only	  exhibits	  equilibrium	  spectral	  diffusion.	  
The	  stimulated	  emission	  contribution	  evolving	  on	  the	  excited	  state,	  however,	  must	  red	  
shift	  to	  cause	  the	  observed	  spectral	  change,	  whereas	  the	  excited	  state	  absorption	  (v	  =	  1	  
to	  v	  =	  2)	  must	  blue	  shift.	  Therefore,	  one	  straightforward,	  though	  unusual,	  conclusion	  is	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that	   the	   CO	   vibration	   becomes	   more	   harmonic	   once	   it	   is	   excited.	   Within	   the	   Morse	  
oscillator	   model,	   which	   describes	   single	   and	   multiple	   metal	   carbonyl	   complexes	   very	  
well,57	   a	   red	   shifted	   fundamental	   and	   reduced	   anharmonicity	   means	   that	   the	   bond	  
dissociation	  energy	  De	  must	   increase.	  Although	   it	   is	  counterintuitive	  to	  associate	  a	  red	  
shifted	   frequency	  with	   a	   stronger	   bond,	   that	   intuition	   is	   based	   on	   a	   one-­‐dimensional	  
harmonic	  oscillator	  picture	  where	  the	  bond	  strength	  is	  encoded	  in	  the	  force	  constant	  k;	  
the	  simple	  harmonic	  model	   is	  necessarily	  not	  able	  to	  account	  for	  the	  anharmonicity	  of	  
real	   bonding	   potential	   energy	   functions.	   We	   discuss	   this	   point	   further	   below	   in	   the	  
context	  of	  our	  computational	  results.	  
2.3.4	  Quantum	  Chemical	  Model	  of	  the	  Copper	  Site	  
	  
Figure	  2.5	  The	  optimized	  structures	  of	  the	  ground	  (blue)	  and	  vibrationally	  excited	  (yellow)	  states	  for	  the	  
small	  molecule	   analogue	   (A),	   peptide	   calculated	  with	  ONIOM	  without	   electronic	   embedding	   (B),	   and	  
peptide	   modeled	   with	   ONIOM	   including	   electronic	   embedding	   (C).	   The	   Cu-­‐C-­‐O	   bond	   angle	   tilting	  
potential	   is	   shown	   for	   the	   three	   cases	   (D-­‐F),	   with	   a	   clear	   difference	   between	   the	   ONIOM	   with	   EE	  
potential	   and	   the	   other	   two.	   Calculated	   energies	   are	   shown	   as	   points	   with	   quadratic	   fits	   shown	   as	  
curves.	  
	   To	   assess	   the	   likelihood	   that	   the	   nonequilibrium	   relaxation	   is	   due	   to	   the	   local	  
bonding	  environment	  of	  the	  copper	  site,	  we	  first	  considered	  a	  small	  molecule	  analogue	  
consisting	  of	  the	  copper	  ion	  with	  three	  5-­‐ethylimidazole	  ligands	  and	  a	  carbonyl	  ligand.	  In	  
general,	  we	  are	  using	  the	  computational	  study	  to	  determine	  what	  degrees	  of	  freedom	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are	  coupled	  to	  the	  CO	  stretching	  mode.	  We	  investigate	  the	  small	  molecule	  analogue	  for	  
two	  main	  reasons.	  Firstly,	  the	  small	  molecule	  calculation	  enables	  a	  direct	  comparison	  to	  
the	  case	  with	  the	  protein	  scaffold,	  which	  allows	  us	  to	  determine	  what	  role	  the	  protein	  
plays	   in	   modulating	   the	   vibrational	   coupling.	   Secondly,	   the	   small	   molecule	   can	   be	  
subsequently	  manipulated	  in	  order	  to	  understand	  why	  the	  protein	  is	  able	  to	  modulate	  
the	   Cu-­‐CO	   potential	   energy	   surface.	   The	   starting	   structure	   was	   based	   on	   the	   crystal	  
structure	  of	  a	  similar	  peptide,	  Hg(II)S[Zn(II)N(H2O)](CSL9CL23H)3+	  (PDB	  ID	  code	  3PBJ),	  and	  
the	   geometry	   of	   the	   small	   molecule	   was	   optimized	   in	   Gaussian	   09	   using	   the	   B3LYP	  
functional	   and	   the	   6-­‐311G(d,p)	   basis	   set	   for	   all	   atoms	   as	   further	   described	   in	   the	  
methods	   section.58	   To	   simulate	   the	   structural	   change	   associated	   with	   vibrational	  
excitation,	  the	  C-­‐O	  bond	  length	  was	  fixed	  at	  110%	  of	  the	  globally	  optimized	  bond	  length	  
while	  the	  remaining	  atoms	  were	  allowed	  to	  reoptimize.	  This	  increase	  in	  bond	  length	  is	  
the	  expected	  change	  for	  a	  Morse	  oscillator	  with	  a	  first	  excitation	  frequency	  of	  2063	  cm-­‐1,	  
an	   anharmonicity	   of	   24	   cm-­‐1,	   and	   the	   same	   reduced	   mass	   as	   CO	   (see	   Appendix	   for	  
details	  of	  the	  Morse	  potential).	  The	  calculated	  vibrationally	  excited	  geometry	  was	  very	  
similar	  to	  the	  ground	  state	  (Figure	  2.5A)	  with	  a	  RMSD	  of	  0.023	  Å	  for	  the	  atoms	  excluding	  
the	   carbonyl.	   A	   more	   detailed	   discussion	   of	   the	   geometry	   change	   upon	   vibrational	  
excitation	  can	  be	  found	  in	  the	  Appendix.	  The	  coordinate	  we	  expect	  to	  show	  the	  largest	  
change	  from	  coupling	  to	  the	  CO	  displacement	  is	  the	  Cu-­‐C-­‐O	  bond	  angle,	  which	  changes	  
by	  less	  than	  one	  degree	  upon	  vibrational	  excitation.	  To	  compute	  the	  expected	  thermal	  
angle	  distribution	  we	  froze	  the	  CO	  bond	  length	  at	  the	  ground	  or	  excited	  state	  value,	  and	  
then	  scanned	  through	  a	  range	  of	  angles	  between	  160°	  and	  180°	  while	  relaxing	  the	  other	  
degrees	  of	  freedom.	  The	  results	  of	  this	  relaxed	  potential	  energy	  surface	  scan	  are	  shown	  
in	  Figure	  2.5D,	  where	  the	  only	  clear	  difference	  is	  the	  curvature	  of	  the	  potentials,	  which	  
is	  4.4	  times	  greater	  in	  the	  ground	  state	  than	  the	  excited	  state,	  indicating	  a	  difference	  in	  
the	  stiffness	  of	  the	  Cu-­‐C-­‐O	  angle	  potential.	  
2.3.5	  QM/MM	  Model	  of	  the	  Full	  de	  novo	  Enzyme	  
	   Since	  we	  were	  unable	  to	  identify	  an	  obvious	  candidate	  for	  the	  hidden	  motional	  
coordinate	   by	   considering	   only	   the	   local	   bonding	   environment,	   we	   performed	   hybrid	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QM/MM	  calculations	  to	  account	  for	  the	  steric	  and	  electrostatic	  interactions	  arising	  from	  
the	  entire	  peptide	  trimer.	  The	  QM/MM	  calculations	  were	  carried	  out	  with	  the	  ONIOM	  
method	   (our	  own	  n-­‐layered	   integrated	  molecular	  orbital	   and	  molecular	  mechanics)	   as	  
implemented	  in	  Gaussian	  09	  using	  two	  layers	  (described	  in	  Methods)	  59-­‐61.	  With	  ONIOM	  
the	  vibrational	  ground	  and	  excited	  state	  geometries	  can	  be	  compared	  in	  a	  similar	  way	  as	  
was	   done	   for	   the	   small	   molecule	   analogue:	   optimizing	   the	   geometry	   for	   the	   ground	  
state	  and	  then	  freezing	  the	  extended	  CO	  bond	  while	  optimizing	  the	  rest	  of	  the	  geometry	  
for	  the	  vibrational	  excited	  state.	  In	  the	  ONIOM	  model,	  the	  optimized	  Cu-­‐C-­‐O	  bond	  angle	  
is	   found	   to	   decrease	   by	  more	   than	   6°	   upon	   vibrational	   excitation,	   as	   shown	   in	   Figure	  
2.5C.	  The	  relaxed	  potential	  energy	  surface	  scan	  is	  also	  included	  in	  Figure	  2.5F	  and	  shows	  
a	  clear	  difference	  between	  the	  ground	  and	  excited	  state	  Cu-­‐C-­‐O	  angle	  potential	  energy	  
surfaces,	   although	   the	   change	   in	   curvature	   is	   less	   pronounced	   than	   for	   the	   small	  
molecule	   analogue.	   In	   the	   peptide	   with	   electronic	   embedding,	   the	   curvature	   in	   the	  
ground	   state	   is	   greater	   by	   a	   factor	   of	   1.5	   relative	   to	   the	   excited	   state,	   which	   is	   a	  
considerably	  smaller	  difference	  than	  in	  the	  small	  molecule	  analogue.	  These	  calculations	  
support	   the	   attribution	   of	   the	   hidden	  motional	   coordinate	   to	   the	   Cu-­‐C-­‐O	   bond	   angle,	  
and	   that	   the	   presence	   of	   the	   peptide	   enhances	   the	   coupling	   to	   the	   CO	   stretch.	   The	  
identification	  of	  the	  bend	  as	  the	  coupled	  degree	  of	  freedom	  is	  consistent	  with	  the	  1-­‐2	  ps	  
time	  scale	  of	  the	  vibrational	  frequency	  shifting	  dynamics.	  Our	  frequency	  analyses	  yield	  
normal	  modes	   that	  most	   closely	   resemble	   the	  bending	  motion	   to	  have	   frequencies	  of	  
27.37	   cm-­‐1	   (small	  molecule)	   and	   31.30	   cm-­‐1	   (ONIOM	  with	   embedding).	   Both	   of	   these	  
frequencies	  correspond	  to	  vibrational	  periods	  of	  about	  1	  ps,	  which	  is	  consistent	  with	  our	  
measured	  timescale.	  
	   In	  order	  to	  separate	  the	  contributions	  due	  to	  electrostatic	  and	  other	  nonbonding	  
interactions,	  we	  repeated	  the	  ONIOM	  calculations	  with	  electronic	  embedding	  disabled	  
so	  that	  the	  electrostatic	  contribution	  from	  atoms	  not	  included	  in	  the	  QM	  layer	  would	  be	  
ignored.	   Comparing	   the	   results	   obtained	   in	   the	   presence	   and	   absence	   of	   the	   MM	  
charges	  enables	  us	  to	  isolate	  the	  electrostatic	  interactions	  from	  the	  excluded-­‐volume,	  or	  
hard-­‐sphere	  collisions,	  for	  example,	  between	  the	  vibrationally	  excited	  carbonyl	  and	  the	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leucine	   residues	   above	   the	   active	   site	   in	   the	   interior	   of	   the	   peptide.	   The	   resulting	  
potentials,	  shown	  in	  Figure	  2.5E,	  are	  much	  more	  similar	  to	  those	  of	  the	  small	  molecule	  
analog	   than	   the	  ONIOM	  calculations	   including	  electronic	  embedding.	  Both	   the	  ground	  
and	   vibrationally	   excited	   states	   have	   Cu-­‐C-­‐O	   bond	   angles	   closer	   to	   180°	   and	   the	  
difference	  between	  the	  two	  is	  less	  than	  3°.	  The	  curvature	  of	  the	  ground	  state	  potential	  
is	  2.6	  times	  that	  of	  the	  excited	  state	  in	  this	  case,	  again	  showing	  that	  the	  ONIOM	  model	  
without	   electronic	   embedding	   again	   falls	   between	   the	   values	   found	   for	   the	   other	  
calculations.	  This	  comparison	  shows	  that	  the	  coupling	  of	  the	  Cu-­‐C-­‐O	  bond	  angle	  to	  the	  
CO	   stretching	   frequency	   is	   more	   strongly	   influenced	   by	   the	   electrostatic	   interactions	  
than	  by	  the	  van	  der	  Waals	  interactions.	  	  
	   Though	   there	   have	   been	   no	   previous	   reports	   of	   copper	   carbonyl	   proteins	   or	  
small	   molecules	   studied	   with	   2D-­‐IR,	   there	   have	   been	   several	   experimental	   and	  
theoretical	  investigations	  of	  heme	  proteins,	  which	  leverage	  the	  Fe-­‐CO	  vibrational	  probe	  
to	  study	  the	  dynamics	  of	  the	  heme	  site.47,	  62-­‐69	  Though	  the	  present	  study	  does	  not	  rely	  
upon	   computations	   to	   model	   the	   dynamics	   or	   2D-­‐IR	   spectra	   for	   comparison	   to	  
experiment,	   several	   previous	   reports	  of	  heme	  proteins	  have	   taken	   this	   approach,	   and	  
we	   summarize	   their	   basic	   characteristics	   here.	   A	   very	   successful	   strategy	   used	   to	  
simulate	   2D-­‐IR	   spectra	   and	   associated	   dynamical	   observables	   employs	   classical	  
molecular	  dynamics	  simulations	  coupled	  with	  an	  electrostatic-­‐based	  mapping	  procedure	  
for	  generating	  instantaneous	  vibrational	  frequencies	  at	  each	  simulation	  step.70-­‐75	  In	  the	  
case	   of	  myoglobin,	  which	   has	   received	   significant	   attention,	   two	   varieties	   of	  mapping	  
approaches	   have	   been	   implemented,	   and	   represent	   the	   range	   of	   complexity	   used	   in	  
other	   2D-­‐IR	   simulation	   studies.	   To	   model	   three-­‐pulse	   vibrational	   photon	   echo	  
spectroscopy,	  which	  can	  be	  considered	  to	  be	  a	  subset	  of	  2D-­‐IR	  spectroscopy,	  Fayer	  and	  
Loring's	  groups	  used	  MD	  simulations	  of	  carboxymyoglobin,	  producing	  CO	  frequencies	  by	  
using	   the	   experimental	   Stark	   tuning	   rate	   determined	   by	   Boxer	   et	   al.47	   They	   used	   the	  
frequency	   trajectories	   to	   construct	   the	   third-­‐order	   response	   function	   and	   found	   good	  
agreement	  with	  experiment.	  	  
	  	   39	  
	   An	   alternative	   approach	   was	   taken	   by	   Cho	   et	   al.,	   using	   a	   much	   more	  
sophisticated	   frequency	   mapping	   procedure	   based	   on	   a	   multi-­‐site	   evaluation	   of	   the	  
electrostatic	   potential.68	   This	   multi-­‐site	   approach	   enables	   the	   detailed	   treatment	   of	  
directional	   hydrogen	   bonding,	   which	   is	   particularly	   important	   in	   capturing	   the	   subtle	  
interactions	  between	  the	  histidine	  side	  chain	  and	  the	  CO	  ligand.	  	  
	   Recent	  theoretical	  and	  experimental	  investigations	  of	  heme	  proteins	  by	  Falvo	  et	  
al.	  used	  an	  explicit	  quantum	  mechanical	  treatment	  of	  the	  CO	  vibrational	  frequency	  and	  
transition	   dipole	   moment.67	   In	   that	   approach,	   the	   CO	   vibrational	   potential	   is	  
parameterized	  in	  such	  a	  way	  that	  electrostatics	  and	  anharmonic	  couplings	  are	  included,	  
yielding	   a	   time-­‐dependent	   CO	   potential	   energy	   surface.76	   Solving	   the	   1D	   Schrödinger	  
equation	   for	   that	   surface	   provides	   the	   vibrational	   frequencies,	   anharmonicities	   and	  
transition	  moments	  needed	  to	  compute	   linear	  and	  nonlinear	  response	  functions.	  Even	  
this	   method,	   however,	   does	   not	   explicitly	   propagate	   the	   CO	   in	   an	   excited	   state	   to	  
calculate	   the	   excited	   state	   absorption	   and	   the	   stimulated	   emission	   pathways.	   Hence,	  
the	  method	  essentially	  makes	  the	  assumption	  that	  vibrational	  excitation	  does	  not	  alter	  
the	   spectral	   dynamics.	   Given	   the	   excellent	   agreement	   between	   experiment	   and	  
simulation,	   it	   appears	   that	   the	   ground	   state	   assumption	   is	   valid	   for	   hemoglobin.	   It	   is	  
noteworthy	   that	   these	   investigators	   did	   include	   an	   explicit	   anharmonic	   coupling	  
between	   the	  CO	  stretch	  and	   the	  Fe-­‐C-­‐O	  bend	  coordinates	   to	   reflect	   the	   red	   shift	   that	  
occurs	  as	  the	  Fe-­‐C-­‐O	  bond	  angle	  is	  distorted	  from	  linear.	  Thus,	  the	  model	  treats	  the	  case	  
where	   the	   protein	   environment's	   distortion	   of	   the	   bond	   angle	   alters	   the	   CO	   stretch	  
potential	   surface.	   This	   coupling	   necessarily	   works	   both	   ways,	   however,	   so	   that	   it	   is	  
possible	   that	  exciting	  the	  CO	  also	  causes	  a	  bending	  motion.	  Evidently	   the	  effect	   is	   too	  
weak	   to	   be	   seen	   in	   the	   experimental	   data,	   so	   neglecting	   the	   explicit	   CO	   stretch	  
excitation	  seems	  to	  be	  a	  valid	  simplification.	  
	   In	  summary,	  these	  approaches	  to	  simulating	  2D-­‐IR	  spectra	  of	  heme	  proteins	  do	  
not	  explicitly	  include	  the	  effect	  of	  vibrational	  excitation	  for	  the	  two	  paths	  that	  evolve	  in	  
excited	  states	  since	  it	  is	  hypothesized	  that	  the	  dynamics	  of	  the	  surroundings	  will	  not	  be	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altered.	   This	   hypothesis	   seems	   quite	   reasonable	   in	   the	   case	   of	   myoglobin	   and	  
hemoglobin	  since	  the	  major	  dynamical	  contribution	  is	  from	  the	  histidine	  motion.	  	  
	   There	  are	  cases	  where	  vibrational	  excitation	  does	  induce	  dynamics.	  For	  example,	  
in	   methanol,	   exciting	   the	   OH	   (or	   OD)	   stretch	   can	   break	   the	   OH·∙·∙·∙O	   hydrogen	   bond,	  
causing	   the	   dangling	   OH	   bond	   to	   blue	   shift.51,	   77-­‐80	   This	   process	   has	   been	   denoted	   a	  
vibrational	  photochemical	  reaction,	  and	  leads	  to	  new	  cross	  peaks	  in	  the	  2D-­‐IR	  spectrum,	  
which	  have	  been	   reproduced	  by	   theoretical	  modeling.81,	  82	  There	  are	  also	  examples	  of	  
coupled,	  hydrogen	  bonded	  dimers,	  such	  as	  those	  of	  acetic	  acid	  and	  of	  7-­‐azaindole.83-­‐88	  
In	   these	  cases,	   there	  are	  clear	  observations	  of	  vibrational	  quantum	  beats	   launched	  by	  
excitation	  of	  the	  OH	  stretches	  that	  are	  anharmonically	  coupled	  to	  low-­‐frequency	  inter-­‐
dimer	  motions.	   It	   is	   these	   types	  of	  couplings	   that	  are	  perhaps	   the	  most	   similar	   to	  our	  
present	   studies	   of	   the	   de	   novo	   metalloenzyme,	   though	   in	   our	   case	   we	   find	   the	  
anharmonic	   coupling	   to	   be	   highly	   dependent	   on	   the	   details	   of	   the	   coordination	  
geometry	  at	  the	  metal	  site.	  	  
2.3.6	  Electrostatic	  Potential	  is	  Indirectly	  Responsible	  for	  the	  Vibrational	  Coupling	  
	   The	   computational	   results	   suggest	   that	   the	   electrostatic	   environment	   of	   the	  
peptide	  enhances	  the	  coupling	  of	  the	  carbonyl	  stretching	  mode	  to	  the	  Cu-­‐C-­‐O	  angle.	  The	  
Adaptive	   Poisson-­‐Boltzmann	   Solver	   (APBS)	   software89	   was	   used	   to	   calculate	   the	  
electrostatic	  potential,	  and	  from	  that	  the	  electric	  field	  projected	  along	  a	  vector	  defined	  
by	  the	  carbonyl	  bond	  as	  described	   in	  the	  Appendix.	  The	  electric	   field	  magnitude	  along	  
the	  carbonyl	  bond	  was	  found	  to	  vary	  greatly	  for	  two	  different	  conformers	  of	  the	  peptide,	  
both	  optimized	   from	  different	   starting	   structures	   using	   the	  ONIOM	   scheme	  described	  
above.	   The	   fields	   of	   the	   two	   conformers	  differ	   by	   about	   35	  MV/cm,	  principally	   in	   the	  
contribution	  from	  the	  histidine	  residues,	  where	  a	  fairly	  small	  geometrical	  change	  (RMSD	  
of	   (His)3CuCO	   is	   0.75	  Å)	   results	   in	   a	  RMS	  Mulliken	   charge	  difference	  of	   0.04	  e	   for	   the	  
same	   atoms.	   Despite	   the	   large	   field	   difference,	   the	   carbonyl	   tilts	   upon	   vibrational	  
excitation	   in	   both	   conformers	   and	   the	   electric	   field	   magnitude	   changes	   along	   the	  
carbonyl	   in	   the	  ground	  and	  excited	   states	  are	   similar.	   So	   rather	   than	   the	  electric	   field	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directly	  affecting	  the	  carbonyl,	  it	  appears	  that	  the	  electric	  field	  from	  the	  peptide	  scaffold	  
distorts	  the	  coordination	  of	  the	  histidines	  to	  the	  copper	  atom,	  which	  is	  responsible	  for	  
inducing	  the	  coupling	  between	  the	  CO	  stretch	  and	  the	  Cu-­‐C-­‐O	  bend	  coordinates.	  	  
	   To	  test	  the	  role	  of	  the	  three	  histidines	  in	  modulating	  the	  CuCO	  potential	  surface	  
and	  to	  simulate	  a	  distortion	  of	  the	  histidines	  caused	  by	  the	  electric	  field,	  we	  performed	  
DFT	  calculations	  on	  the	  small	  molecule	  analogue	  holding	  the	  C-­‐N-­‐Cu-­‐C	  dihedral	  angles	  of	  
each	  histidine	  fixed	  at	  values	  slightly	  larger	  than	  those	  of	  the	  optimal	  geometry.	  Without	  
an	  applied	  field,	  we	  find	  that	  the	  Cu-­‐C-­‐O	  angle	  becomes	  tilted	  in	  the	  vibrational	  excited	  
state,	  confirming	  the	  subtle	  coupling	  between	  the	  histidine	  coordination,	  the	  CO	  stretch	  
and	  the	  Cu-­‐C-­‐O	  bend.	  Though	  the	  electric	  field	  will	  still	  likely	  cause	  a	  frequency	  shift	  and	  
some	  of	  the	  CO	  tilting,	  the	  nonequilibrium	  dynamical	  signatures	  we	  observe	  appear	  to	  
arise	   primarily	   from	   the	   bonding	   environment	   of	   the	   (His)3Cu	   coordination.	   In	   other	  
words,	  the	  histidines	  transduce	  their	  electrostatic	  interactions	  with	  the	  peptide	  scaffold	  
to	   the	   copper	   active	   site	  via	   their	   coordination,	  which	   in	   turn	   alters	   the	  energetics	  of	  
exogenous	  ligand	  binding,	  CO	  in	  this	  case.	  We	  note	  here	  that	  the	  link	  between	  histidine	  
coordination	  geometry	  and	  the	  coupling	  between	  the	  CO	  stretch	  and	  Cu-­‐C-­‐O	  bend	  can	  
be	   completely	   determined	   using	   the	   DFT	   calculations.	   Hence,	   we	   can	   regard	   the	  
QM/MM	  calculations	  as	  providing	  a	  guide	  for	  the	  small	  molecule	  DFT	  calculation.	  That	  
our	   structural	   finding	   is	   essentially	   independent	   of	   the	   QM/MM	   results	   is	   reassuring	  
since	  there	  are	  more	  sophisticated	  QM/MM	  methods	  than	  ONIOM.	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Figure	  2.6	  The	  propensity	  for	  excited	  state	  structural	  changes	  appears	  to	  be	  controlled	  by	  the	  geometry	  
of	  the	  histidine's	  coordination	  with	  copper.	  Results	  of	  DFT	  calculations	  of	  the	  small	  Cu(EtIm)3CO	  cluster	  
in	  the	  absence	  of	  the	  protein	  matrix	  show	  that	  (A)	  the	  optimized	  Cu-­‐C-­‐O	  bond	  angle	  is	  insensitive	  to	  the	  
Cδ-­‐Nε-­‐Cu-­‐C	  dihedral	  angle	   in	   the	  CO	  vibrational	  ground	  state.	   In	   the	  excited	  state,	  however,	   the	  bond	  
angle	  and	  tilt	  become	  acutely	  sensitive	  to	  the	  histidine	  coordination	  geometry.	  (B)	  Structures	  selected	  
from	   the	   full	   dihedral	   angle	   scan	  with	   dihedral	   angles	   of	   20°	   and	   50°	   illustrate	   the	   link	   between	   the	  
histidine	  coordination	  and	  the	  copper-­‐ligand	  bonding.	  This	  geometrical	  distortion	  only	  occurs	  in	  the	  CO	  
excited	   state,	   suggesting	   the	   inadequacy	   of	   ground-­‐state	   equilibrium	   structures	   to	   reveal	   reactivity.	  
Similar	  structures	  showing	  no	  substantial	  changes	  on	  the	  ground	  state	  are	  shown	  in	  the	  Appendix.	  
	   To	  investigate	  the	  histidine	  dihedral	  angle	  dependence	  further,	  we	  varied	  the	  Cδ-­‐
Nε-­‐Cu-­‐C	   dihedral	   angles	   for	   each	   imidazole	   in	   the	   Cu(EtIm)3CO	   cluster	   systematically,	  
optimizing	  the	  other	  atoms	  at	  each	  angle.	  Figure	  2.6	  shows	  the	  optimized	  CuCO	  angle	  as	  
a	  function	  of	  the	  histidine	  coordination	  geometry	  computed	  for	  both	  the	  CO	  vibrational	  
ground	   state	   as	  well	   as	   the	   simulated	   CO	   v	  =	  1	   state.	  Whereas	   there	   is	   essentially	   no	  
dependence	  on	  the	  histidine	  geometry	  in	  the	  vibrational	  ground	  state,	  the	  excited	  state	  
geometry	  is	  highly	  sensitive	  to	  the	  histidine	  coordination.	  These	  findings	  show	  that	  the	  
CO	  excited	  state,	  more	  than	  the	  ground	  state,	  is	  remarkably	  sensitive	  to	  molecular	  and	  
electronic	   structure	   changes	   in	   the	   first	   coordination	   sphere,	   which	   are	   themselves	  
highly	   influenced	   by	   the	   overall	   electrostatics	   of	   the	   macromolecular	   construct.	   In	  
general,	   the	   importance	   of	   histidine	   coordination	   and	   the	   structural	   changes	   upon	  
ligand	  binding	  or	  dissociation	  are	  well	  known.90	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Figure	  2.7	  Dipole	  moment	  of	  each	  histidine	  ring,	  in	  Cu(I)(TRIL2WL23H)3(CO)
+	  with	  average	  magnitude	  of	  
3.6	  D.	  These	  dipolar	   side	  chains	  are	  able	   to	   couple	   to	   the	  electrostatic	  environment	  produced	  by	   the	  
protein	  scaffold.	  
	   It	   remains	   to	  be	  determined	  why	   the	  histidines	  are	  so	  susceptible	   to	  structural	  
modification	   by	   electrostatics.	   By	   considering	   in	   detail	   the	   partial	   charges	   on	   the	  
histidine	  CH	  and	  NH	  bonds,	  we	  find	  that,	  averaged	  over	   the	  three	  histidines,	   the	  Nδ-­‐H	  
and	  Cδ-­‐H	  bonds	  are	  substantially	  more	  polar	  than	  the	  Cε-­‐H	  bonds,	  leading	  to	  a	  net	  dipole	  
moment	   of	   roughly	   3.6	  D	   for	   each	   histidine	   side	   chain	   (Figure	   2.7,	   see	   details	   in	   the	  
Appendix).	  This	  computational	  result	  agrees	  very	  well	  with	  the	  value	  determined	  from	  
microwave	   spectroscopy	   of	   imidazole.39	   The	   electric	   field	   presented	   by	   the	   protein	  
applies	   a	   torque	   on	   the	   histidines	   through	   the	   charge	   asymmetry,	  which	   is	   enhanced	  
relative	  to	  the	  uncoordinated	  histidines	  due	  to	  the	  metal	  coordination.	  This	  polarization	  
has	  been	  observed	  in	  other	  copper	  binding	  sites,	  such	  as	  in	  cytochrome	  c	  oxidase's	  CuB	  
site.91	  It	  is	  interesting	  to	  note	  that	  in	  cytochrome	  c	  oxidase,	  it	  is	  the	  epsilon	  carbons	  that	  
point	  toward	  the	  ligand	  binding	  site,	  rather	  than	  the	  present	  case	  of	  the	  delta	  carbons.	  
In	  our	  QM/MM	  results,	   the	  Cδ-­‐H	  bonds	  are	  more	  polarized	  than	  are	  the	  Cε-­‐H	  bonds	   in	  
cytochrome	   c	   oxidase.	   The	   metal-­‐induced	   polarization	   of	   CH	   bonds	   in	   histidines	   has	  
been	  identified	  as	  a	  source	  of	  structure	  stabilizing	  CH·∙·∙·∙O	  hydrogen	  bonds	  in	  a	  series	  of	  
metalloenzymes.92	   Indeed,	   CH·∙·∙·∙O	   hydrogen	   bonding	   to	   mutated	   side	   chains	   or	  
	  	   44	  
substrates	   in	   the	   active	   site	   of	   our	  de	   novo	  metalloenzyme	  may	   also	   be	   leveraged	   to	  
optimize	  catalytic	  efficiency	  and	  selectivity.93	  
2.3.7	  Relationship	  Between	  Bond	  Angle	  and	  CO	  Frequency	  
	   The	   identification	   of	   the	   Cu-­‐C-­‐O	   angle	   as	   the	   hidden	   coordinate	   coupled	   to	  
carbonyl	   vibrational	   excitation	   does	   not	   necessarily	   explain	   why	   the	   CO	   frequencies	  
appear	   to	   evolve	   dynamically.	   To	   compute	   the	   nonequilibrium	   vibrational	   transition	  
energy	  would	   require	   a	   quantum	   dynamical	   treatment	   of	   a	  much	   higher	   dimensional	  
potential	  energy	  surface.	  Nevertheless,	  there	  is	  ample	  evidence	  from	  previous	  studies	  of	  
metal-­‐CO	  bonding	  in	  heme	  proteins	  to	  help	  draw	  the	  link	  between	  bond	  angle	  and	  CO	  
frequency.	   In	  contrast	  to	  smaller	  coordination	  complexes,	  where	  nonbridged	  metal-­‐CO	  
bonds	   rarely	   deviate	   from	   linear	   geometries,94	   influences	   from	   the	   protein	   do	   indeed	  
induce	  distortions	   in	   ligand	  binding.	  One	  particularly	  well-­‐known	  example	   is	   the	  heme	  
protein	   myoglobin,	   where	   X-­‐ray	   crystallography	   models	   showed	   significantly	   bent	  
Fe-­‐C-­‐O	  bond	  angles,	  apparently	   in	  conflict	  with	  energetic	  constraints	   imposed	  by	  such	  
highly	   distorted	   structures.24,	  25,	  27,	  95,	  96	   The	   discrepancies	  were	   ultimately	   resolved	   by	  
improvements	  in	  crystallography,	  and	  by	  considering	  the	  results	  of	  picosecond	  infrared	  
transient	   anisotropy	   measurements,	   which	   indicated	   much	   more	   linear	   bond	   angles,	  
even	  after	  careful	  consideration	  of	  finite	  sample	  thickness	  effects	  as	  well	  as	  accounting	  
for	  the	  precise	  orientation	  of	  the	  CO	  transition	  dipole	  moment.97	  The	  infrared	  studies	  of	  
myoglobin	   and	   hemoglobin,	   where	   the	   primary	   focus	   was	   on	   the	   geometry	   of	   the	  
Fe-­‐C-­‐O	   and	   its	   orientation	   relative	   to	   the	   heme	   plane,	   are	   particularly	   helpful	   in	  
understanding	  the	  dynamic	  frequency	  shifts	  we	  observe	  in	  the	  Cu-­‐CO	  embedded	  within	  
the	   peptide	   coiled-­‐coil.	   Taking	   the	   values	   obtained	   in	   the	   heme	   proteins	   for	   CO	  
wavenumber	  as	  a	  function	  of	  Fe-­‐C-­‐O	  bond	  angle	  determined	  from	  crystallography	  and	  
IR	  spectroscopy,	  we	  can	  estimate	  a	  shift	  of	  roughly	  5	  cm-­‐1	  for	  a	  6°	  change	  in	  the	  angle	  
assuming	   a	   linear	   regression	   of	   the	   angle-­‐dependent	   vibrational	   frequency	   (details	   in	  
the	  Appendix).	  While	  this	  frequency	  shift	  is	  larger	  than	  the	  3-­‐4	  cm-­‐1	  shift	  we	  observe	  in	  
the	   CuCO	   case,	   in	   heme	   proteins	   the	   Fe-­‐C	   bond	   is	   shorter,	   as	   evidenced	   by	   the	  
considerably	   lower	   Fe-­‐CO	   transition	   energy	   (1930-­‐1950	   cm-­‐1	   in	   heme	   proteins	   in	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contrast	  to	  the	  2063	  cm-­‐1	   in	  the	  CuCO	  peptide).	  Hence,	   for	  Cu-­‐CO	  one	  would	  expect	  a	  
reduced	  coupling	  between	  bond	  angle	  and	  CO	  bond	  strength.	   It	   is	  noteworthy	   that	   in	  
the	  heme	  case,	  much	  of	   the	  distortion	  energy	   (~85%)	   can	  be	  attributed	   to	   the	   strong	  
polar	   contact	   through	  hydrogen	  bonding	   to	   the	  nearby	  histidine	   residue,96	  whereas	   in	  
the	  present	  CuCO	  case,	   the	  distortion	   from	  the	   linear	   form	  arises	  nearly	  entirely	   from	  
variation	  in	  the	  histidine	  orientation,	  which	  itself	  reflects	  the	  longer	  range	  electrostatic	  
interactions	   with	   the	   protein	   scaffold.	   Future	   work	   to	   understand	   the	   CO	   frequency	  
dynamics	  will	   be	   undertaken	   following	   the	   approach	   of	   Falvo	   and	  Meier,67,	   76	   using	   a	  
multidimensional	   potential	   surface	   combined	  with	  quantum	  dynamics	   to	   evaluate	   the	  
non-­‐equilibrium	  transition	  frequencies.98	  	  
2.3.8	  Rationale	   for	   Nonequilibrium	   Decreases	   in	   Fundamental	   Frequency	   and	   in	   the	  
Vibrational	  Anharmonicity	  
	   The	   vibrational	   states	   of	   CO	   bound	   to	   transition	   metals	   are	   typically	   well	  
described	  using	  Morse	  oscillators,	  even	  in	  the	  case	  of	  multiple	  coupled	  CO	  ligands.57	  The	  
Morse	  potential	   is	   characterized	  by	   two	  parameters	  De,	   the	  dissociation	   energy	   (from	  
the	  potential	  minimum),	  and	  a	  term,	  a,	  that	  controls	  the	  stiffness.99	  Although	  the	  Morse	  
potential	  can	  only	  be	  viewed	  as	  an	  approximate	  model	  of	  the	  CO	  bond,	   it	   is	  helpful	   in	  
providing	  a	  chemical	   interpretation	  of	   the	  vibrational	   spectra.	   In	   the	  present	  case,	  we	  
find	  that	  the	  nonequilibrium	  motion	  leads	  to	  both	  a	  red-­‐shift	  of	  the	  carbonyl	  n01	  (where	  
n01	  is	  the	  frequency	  difference	  between	  the	  v=0	  and	  v=1	  vibrational	  states)	  fundamental	  
vibration	   and	   a	   decrease	   in	   the	   vibrational	   anharmonicity.	   Since	   ν01	   and	   Δ	   uniquely	  
specify	  the	  Morse	  potential,	  we	  can	  extract	  Morse	  potential	  parameters	  from	  our	  2D-­‐IR	  
data	   (details	   in	   the	   SI).	   A	   decrease	   in	   both	   ν01	   and	   Δ	   requires	   an	   increase	   in	   the	  
dissociation	  energy.	  In	  chemical	  terms,	  vibrational	  excitation	  of	  CO	  bound	  to	  Cu	  within	  
the	  protein's	  electrostatic	  environment	  produces	  a	  slightly	  bent	  Cu-­‐CO	  bond	  where	  the	  
CO	   bond	   is	   actually	   stronger	   (as	   measured	   from	   the	   minimum	   of	   the	   VCO	   potential	  
surface).	   Within	   the	   Morse	   model,	   in	   order	   for	   a	   bond	   to	   become	   stronger	   while	  
exhibiting	  a	  spectroscopic	  red	  shift,	  it	  must	  become	  more	  harmonic.	  The	  harmonic	  force	  
constant	  for	  a	  Morse	  oscillator,	  evaluated	  at	  the	  position	  of	  the	  potential	  minimum,	   is	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kharm	  =	  2a2De,	  where	  a	  is	  the	  Morse	  width	  parameter,	  and	  De	  is	  the	  classical	  dissociation	  
energy.	  Since	  both	  a	  and	  De	  determine	  the	  harmonic	  force	  constant,	  conventional	  linear	  
spectroscopy	  will	   not	   be	   able	   to	   sense	   the	   competing	   influences	   of	   the	   two	  potential	  
parameters.	  We	  do	  note,	  however,	  that	  unconventional	  IR	  spectroscopy	  performed	  on	  a	  
crystal	  of	  carboxymyoglobin	  has	  been	  able	  to	  determine	  the	  vibrational	  anharmonicity	  
using	  the	  overtone	  (i.e.	  0-­‐2)	  transition,	  which	   is	  two	  orders	  of	  magnitude	  weaker	  than	  
the	   fundamental.100	   This	   method	   is	   not	   likely	   to	   be	   widely	   applicable,	   however,	  
especially	  for	  proteins	  that	  are	  difficult	  to	  crystallize.	  There	  is	  evidence	  in	  recent	  ATR	  2D-­‐
IR	   experiments	   of	   reduced	   anharmonicity	   for	   nonlinear	   metal-­‐CO	   bonds	   relative	   to	  
nearly	   chemically	   identical	   linear	   metal-­‐CO	   bonds.101	   Standard	   arguments	   from	  
inorganic	  chemistry	  provide	  the	  rationale	  for	  the	  increase	  in	  CO	  dissociation	  energy:	  the	  
Cu-­‐CO	  bond	  angle	  tilt	  reduces	  the	  spatial	  overlap	  between	  the	  metal	  d	  orbitals	  and	  the	  
CO	  π*	  orbitals,	   reducing	  back	  bonding	  and	  returning	  electron	  density	  to	  the	  CO	  which	  
strengthens	   the	   bond.	   In	   fact,	   these	   arguments	   appear	   to	   be	   able	   to	   explain	   the	  
paradoxical	  observation	  in	  heme	  proteins	  that	  increased	  deviation	  from	  linear	  metal-­‐CO	  
bond	   angles	   correlates	   with	   red	   shifted	   carbonyl	   vibrations,	   though	   those	   earlier	  
experiments	  did	  not	  measure	   the	   vibrational	   anharmonicity.	   Finally,	   it	   is	   important	   to	  
mention	  that	  the	  Morse	  oscillator	  is	  still	  a	  model	  of	  the	  CO	  interatomic	  potential,	  and	  is	  
not	  exact.	  The	  changes	  we	  have	  measured	  are	  quite	  small,	  and	  it	  is	  evident	  that	  future	  
work	  will	  need	  to	  model	  the	  CO	  potential	  energy	  surface	  using	  quantum	  chemistry.	  
2.3.9	  Prospects	  for	  Future	  Design	  Innovations	  
	   The	  central	  question	  driving	  this	  chapter—one	  that	  we	  have	  not	  answered	  yet—
is	  how	  to	  leverage	  the	  finding	  that	  histidine	  coordination	  can	  modulate	  the	  metal-­‐ligand	  
potential	  energy	  surface	  which	  likely	  plays	  a	  role	  in	  the	  catalysis.	  While	  addressing	  this	  
challenge	   is	   a	   focus	   of	   ongoing	   and	   future	   investigations,	  we	   can	  make	   some	   general	  
comments.	   In	   particular,	   having	   the	   potential	   ability	   to	   tune	   the	   reactivity	   somewhat	  
remotely	   through	   the	   histidine	   coordination	   geometry	   enables	   design	   flexibility,	   since	  
modifications	  can	  be	  made	  both	  "above"	  the	  Cu	  site	  (i.e.	  in	  the	  substrate	  binding	  cavity)	  
and	  below	  the	  Cu	  site.	  Modifications	  in	  the	  binding	  site	  can	  exert	  structural	  control,	  for	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example,	  by	  preforming	  the	  transition	  state	  species	  via	  a	  differential	  binding	  mechanism,	  
whereas	   mutations	   below	   the	   binding	   site	   may	   influence	   the	   reactivity	   without	  
necessarily	   altering	   the	   structural	   preformation.	   The	   histidine	   coordination	   geometry	  
will	  be	  influenced	  both	  by	  packing	  and	  sterics	  in	  the	  core	  of	  the	  coiled-­‐coil	  as	  well	  as	  by	  
the	   longer	   range	   coupling	   to	   the	   electrostatics	   through	   the	   imidazole	   ring	   dipole	  
moments.	  By	  varying	  the	  packing	  near	  the	  histidines,	  the	  steric	  interactions	  may	  be	  able	  
to	  constrain	  the	  ring	  planes	  to	  be	  alternatively	  more	  co-­‐planar	  or	  more	  aligned	  with	  the	  
long	  axis	  of	  the	  coiled-­‐coil.	  Since	  structural	  consequences	  of	  side	  chain	  modifications	  are	  
not	  necessarily	  straightforward	  to	  predict,	  inserting	  bulky	  side	  chains	  near	  the	  histidines	  
may	  directly	  act	  on	  the	  imidazole	  rings,	  or	  they	  may	  push	  out	  the	  peptide	  chains,	  which	  
in	  turn	  strain	  the	  imidazole	  rings.	  Implementing	  and	  testing	  these	  design	  principles	  will	  
benefit	   from	   our	   combined	   approach	   integrating	   synthesis,	   experiment,	   and	  
computational	  modeling.	  	  
2.4	  Conclusions	  
	   Using	   2D-­‐IR	   spectroscopy	   to	   investigate	   the	   vibrational	   dynamics	   of	   a	   CO	  
vibrational	  probe	  bound	  to	  the	  active	  site	  of	  a	  de	  novo	  copper	  metalloenzyme,	  we	  find	  
unexpected	   nonequilibrium	   frequency	   evolution	   with	   a	   2	   ps	   time	   scale.	   This	  
experimental	  observation	  suggests	  a	  coupling	  between	  the	  high-­‐frequency	  CO	  vibration	  
and	  a	  much	  lower-­‐frequency	  motion.	  DFT	  studies	  of	  the	  model	  active	  site	  and	  QM/MM	  
(ONIOM)	  calculations	  of	  the	  full	  peptide	  trimer	  point	  to	  the	  importance	  of	  electrostatics	  
in	  mediating	  the	  coupling	  between	  the	  CO	  stretch	  and	  the	  Cu-­‐C-­‐O	  bending	  motions.	  Our	  
results	  show	  that	  the	  multidimensional	  potential	  energy	  surface	  of	  a	  ligand	  bound	  to	  a	  
metal	   active	   site	   is	   acutely	   sensitive	   to	   the	   geometry	   of	   the	   histidine	   side	   chains	  
coordinating	  the	  copper	  atom.	  This	  conclusion	  was	  motivated	  by	  observations	  of	  a	  novel	  
dynamical	  signature	  in	  2D-­‐IR	  spectroscopy,	  attributed	  to	  a	  nonequilibrium,	  vibrationally	  
triggered	   structural	   distortion,	  manifested	   as	   a	   continuous	   dynamical	   spectral	   shift	   of	  
both	  the	  ν01	  and	  ν12	  transition	  frequencies.	  Guided	  by	  our	  QM/MM	  calculations,	  we	  find	  
using	  DFT	  to	   investigate	  the	  small	  molecule	  that	   the	  coordination	  of	   the	  histidine	  side	  
chains	  to	  Cu	  determines	  the	  CuCO	  potential	  energy	  surface.	  The	  histidines	  derive	  some	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of	  their	  polarity	  from	  the	  metal	  coordination,	  which	  enhances	  their	  directional	  coupling	  
to	   the	   protein's	   electrostatics.	   Future	   work	   to	   modify	   the	   electrostatics	   through	  
mutation	  or	  by	  the	  synthesis	  of	  asymmetric	  heterodimers	  will	  enable	  rational	  design	  of	  
the	   reaction's	   free	   energy	   surface,	   which	   we	   will	   be	   able	   to	   monitor	   with	   2D-­‐IR	  
spectroscopy	  of	  the	  CO	  probe	  while	  comparing	  to	  QM/MM	  calculations	  that	  have	  been	  
shown	   here	   to	   be	   consistent	   with	   experiment.	   Thus,	   there	   is	   promise	   that	   our	  
combination	   of	   2D-­‐IR	   spectroscopy	   and	   quantum	   chemical	   modeling	   will	   enable	  
directed,	   rational	   design	   of	   novel	   metalloenzymes	   by	   incorporating	   both	   long	   range	  
electrostatics	  and	  side	  chain	  modifications.	  When	  combined	  with	  measurements	  of	  the	  
enzyme's	   turn	   over	   frequency,	   we	   anticipate	   the	   combined	   approach	   will	   be	   able	   to	  
provide	  a	  complete	  structural	  and	  dynamical	  picture	  of	  the	  catalysis.	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Chapter	  3	  
Analysis	  of	  Another	  de	  novo	  Metalloenzyme	  with	  Improved	  Modeling	  
3.1	  Introduction	  
	   Following	  the	  first	  report	  of	  the	  de	  novo	  metalloenzyme	  that	  served	  as	  the	  basis	  
for	   the	   enzyme	   in	   the	   previous	   chapter,1	   considerable	   advances	   have	   been	   made	   to	  
improve	  both	   the	   zinc2	   and	   copper3,	  4	   enzymes	  based	  on	   the	  TRI	   scaffold.	   In	   addition,	  
other	  approaches,	  such	  as	  using	  a	  homodimer	  of	  a	  helix-­‐turn-­‐helix	  structure5	  and	  short	  
amyloid-­‐forming	   peptides6	   have	   improved	   on	   the	   catalytic	   activity	   of	   the	   original	   zinc	  
peptide	  by	  an	  order	  of	  magnitude.	  Despite	  these	   improvements,	  the	  artificial	  enzymes	  
are	  still	  several	  times	  less	  active	  than	  carbonic	  anhydrase	  II	  based	  on	  the	  hydrolysis	  of	  p-­‐
nitrophenylacetate,	  which	   is	  not	  the	  natural	  substrate	  of	  the	   incredibly	  active	  enzyme.	  
With	  respect	  to	  the	  biologically	  relevant	  hydration	  of	  CO2,	  the	  zinc	  de	  novo	  enzymes	  still	  
lag	   two	   orders	   of	   magnitude	   behind	   the	   natural	   enzyme.1	   Clearly	   there	   is	   a	   real	  
possibility	   to	   enhance	   the	   engineered	   peptides,	   but	   the	   design	   space	   is	   large	   and	  we	  
would	  like	  to	  develop	  a	  hybrid	  approach	  based	  on	  computation	  and	  experiment.	  
	   One	  way	   to	   accelerate	   design	  while	   building	   a	   physical	   basis	   for	   the	   enzyme's	  
function	   is	   to	   establish	   a	   rapid	   and	   reliable	  way	   to	  model	   the	  whole	  macromolecule,	  
with	   a	   focus	   on	   the	   active	   site.	   For	   example,	   it	   is	   not	   necessarily	   straightforward	   to	  
predict	  the	  impact	  of	  some	  of	  the	  mutations	  made	  to	  the	  TRI	  peptides,	  such	  as	  moving	  
the	  metal	  site2	  or	  changing	  the	  residues	  near	  the	   	  active	  site	  so	  the	  net	  charge	  on	  the	  
enzyme	  is	  reduced.4	  The	  modeling	  method	  used	  for	  our	  first	  investigations	  into	  the	  TRI	  
peptide	   family7	   can	   be	   improved,	   making	   the	   overall	   process	   both	   faster	   and	   more	  
accurate	   by	   judiciously	   optimizing	   the	   generation	   of	   the	   starting	   structure	   for	   the	  
QM/MM	   calculations.	   Our	   previous	   method	   of	   preparing	   the	   force-­‐field	   minimized	  
structure	   for	   the	  ONIOM	  minimization	   (and	  other	  calculations)	  was	  performed	  using	  a	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force	  field	  that	  differed	  from	  that	  used	  for	  the	  rest	  of	  the	  calculations.	  This	  choice	  was	  
made	   based	   solely	   on	   practicality.	   Bonds	   involving	   copper	   are	   not	   parameterized	   in	  
many	  force	  fields,	  but	  they	  are	  contained	  in	  the	  Universal	  Force	  Field	  (UFF),8	  so	  UFF	  was	  
used	  for	  the	  initial	  minimization.	  The	  inclusion	  of	  these	  parameters	  in	  UFF	  has	  made	  it	  
useful	   for	  other	  QM/MM	  calculations	   including	   copper	  enzymes.9-­‐11	  Using	  UFF	   for	   the	  
initial	  minimization	   followed	   by	   the	   AMBER96	   force	   field12,	   13	   in	   the	  MM	   layer	   of	   the	  
ONIOM	   calculation	   almost	   certainly	   introduces	   errors	   due	   to	   the	   mismatch	   of	   force	  
fields.	  Degrees	  of	   freedom	  frozen	   in	   the	  ONIOM	  calculation	   reflect	   the	  UFF	  minimum,	  
rather	   than	   the	   minimum	   appropriate	   for	   the	   AMBER	   parameters.	   Minimizing	   the	  
structure	  using	  AMBER	  would	  require	  the	  atoms	  involving	  undefined	  parameters	  either	  
to	  be	  frozen	  or	  to	  have	  values	  assigned	  to	  them.	  
	   Freezing	  the	  atoms	  that	  have	  undefined	  parameters	  is	  a	  crude	  but	  efficient	  way	  
to	   start	   the	   MM	   minimization.	   Although	   freezing	   some	   atoms	   limits	   conformational	  
sampling,	   the	   atoms	   that	   are	   frozen	  will	   be	  unrestrained	   in	   the	  ONIOM	  minimization.	  
The	  DFT	  analogue	  used	  in	  the	  previous	  chapter	  has	  a	  geometry	  that,	  while	  not	  strained	  
by	   the	   electrostatic	   or	   van	   der	  Waals	   forces	   of	   the	   peptide,	   will	   provide	   a	   good	  MD	  
starting	   point,	   as	   those	   atoms	  will	   later	   be	  minimized	  more	   accurately	   in	   the	  ONIOM	  
calculations.	   A	   better	   but	   more	   time	   consuming	   approach	   would	   be	   to	   iteratively	  
minimize	  the	  QM	  and	  MM	  atoms,	  keeping	  certain	  atoms	  fixed	  in	  each	  step	  as	  proposed	  
by	  Alexandrova	  et	  al.14	  	  
	   Alternatively,	   the	   potential	   energy	   for	   each	   unknown	   parameter	   could	   be	  
calculated	  using	  DFT	   to	   stretch	   bonds,	   bend	   angles,	   and	   twist	   dihedrals	   to	   obtain	   the	  
missing	  values	  for	  the	  force	  field.	  This	  information	  about	  how	  the	  energy	  of	  the	  system	  
changes	  as	  atoms	  are	  moved	  can	  also	  be	  obtained	  from	  the	  Hessian,	  a	  matrix	  of	  force	  
constants	   generated	   during	   DFT	   frequency	   calculations.	   A	   reliable	   method	   for	  
calculating	  force	  field	  parameters	  from	  the	  Hessian	  was	  developed	  by	  Seminario15	  and	  
has	   been	   used	   to	   quickly	   generate	   parameters	   for	   more	   exotic	   bonds,	   angles,	   and	  
dihedrals	  by	  several	  groups.16-­‐22	  While	  not	  completely	  accurate	  due	  to	  the	  assumption	  
that	   the	   calculated	   parameters	   are	   unstrained,23	   the	   parameters	   generated	   using	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Seminario’s	   method	   provide	   a	   more	   flexible	   starting	   geometry	   for	   the	   QM/MM	  
calculations.	   By	   combining	   the	   parameters	   obtained	   by	   DFT	   on	   the	   small-­‐molecule	  
analogue	   with	   the	   existing	   parameters	   of	   the	   AMBER96	   force	   field,	   the	   coordinates	  
obtained	   either	   starting	   with	   or	   modified	   from	   a	   crystal	   structure	   can	   be	   minimized	  
using	   a	   molecular	   dynamics	   package	   such	   as	   GROMACS.24	   The	   resulting	   minimized	  
structure	   should	  give	  more	  useful	   inputs	   for	   the	  next	   step	  –	   the	  ONIOM	  calculation	  –	  
which	   relaxes	   all	   degrees	   of	   freedom,	   and	   where	   the	   force	   field	   used	   to	   obtain	   the	  
minimized	  input	  is	  the	  same	  one	  used	  in	  the	  MM	  layer.	  
3.2	  Materials	  and	  Methods	  
3.2.1	  Sample	  Preparation	  
	   The	   peptide	   sample	   studied	   experimentally	   has	   the	   formula	  
[(TRIL2WL19AL23δMH)3Cu(I)(CO)]+	  and	  was	  prepared	  in	  the	  same	  method	  as	  the	  peptide	  
sample	  in	  Chapter	  2,	  except	  the	  yield	  of	  vibrationally	  labeled	  peptide	  was	  increased	  by	  
using	  a	  greater	  ratio	  of	  copper(I)	  solution	  with	  respect	  to	  the	  peptide	  concentration.	  The	  
resulting	   labeled	   peptide	   concentration	  was	   ~2-­‐3	  mM.	   The	   sample	   cell	   used	  was	   also	  
standard,	   consisting	   of	   two	   25	  mm	   x	   3	  mm	   calcium	   fluoride	  windows	   separated	   by	   a	  
100	  μm	   Teflon	   spacer.	   Vacuum	   grease	  was	   placed	   around	   the	   edge	   of	   interior	   of	   the	  
sample	  cell	   to	  reduce	  oxidation.	  The	  cell	  was	  not	  compressed	  as	  tightly	  as	  other,	  non-­‐
peptide,	  samples	  in	  order	  to	  maximize	  the	  usable	  area	  in	  the	  cell,	  resulting	  in	  a	  slightly	  
longer	  path	  length	  than	  other	  samples.	  
3.2.2	  2D-­‐IR	  Details	  
	   The	  2D-­‐IR	  setup	  is	  the	  same	  as	  previously	  reported.25-­‐27	  Spectra	  were	  collected	  at	  
waiting	  times	  ranging	  from	  -­‐0.2	  to	  2.0	  ps	  in	  0.1	  ps	  steps,	  2.25	  to	  5.0	  ps	  in	  steps	  of	  0.25	  ps,	  
5.5	  to	  30	  ps	  in	  steps	  of	  0.5	  ps,	  and	  31	  to	  45	  ps	  in	  1	  ps	  steps.	  Rephasing	  and	  nonrephasing	  
spectra	   were	   collected,	   but	   only	   the	   rephasing	   spectra	   were	   analyzed	   to	   obtain	  
anharmonicity	  measurements,	  as	  described	  in	  the	  Chapter	  2.	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3.2.3	  Molecular	  Dynamics	  Setup	  
	   All	  molecular	  dynamics	  calculations	  were	  performed	   in	  GROMACS24	  4.5.5	  using	  
the	   AMBER9613	   force	   field	   with	   the	   SPC/E28	   water	   model	   where	   necessary.	   The	  
structures	  of	   the	  TRI	  peptides	  studied	  were	  based	  on	  the	  crystal	  structure	  of	  a	  similar	  
CoilSer	  peptide	  (PDB	  code	  3PBJ).1	  Simulations	  performed	  in	  water	  had	  a	  single	  chloride	  
ion	  added	  to	  neutralize	  the	  charge	  on	  the	  system.	  Energy	  minimization	  was	  performed	  
with	   the	   steepest	  descent	  algorithm,	  an	   initial	   step	   size	  of	  0.01	  nm,	  and	   stopped	  at	  a	  
limit	   of	   100,000	   steps	  or	   once	   a	  maximum	   force	  of	   10.0	   kJ/mol/nm	  was	   reached.	   For	  
molecular	   dynamics	   simulations,	   the	   system	   was	   first	   equilibrated	   using	   a	   canonical	  
(NVT)	   simulation	   for	   100	  ps	   followed	   by	   an	   isothermal-­‐isobaric	   (NPT)	   simulation	   for	  
100	  ps,	  both	  with	  step	  sizes	  of	  2	  fs	  for	  50,000	  steps	  at	  a	  temperature	  of	  300	  K	  using	  the	  
V-­‐Rescale	  thermostat	  with	  a	  time	  constant	  of	  0.1	  ps.	  The	  NPT	  simulation	  was	  run	  with	  
Parrinello-­‐Rahman	   pressure	   coupling	   with	   a	   time	   constant	   of	   2	   ps	   at	   1.0	   bar.	   The	  
dynamics	  simulation	  was	  run	  with	  a	  step	  size	  of	  1	  fs	  for	  5	  ns.	  
	   Atomic	   charges	   for	   the	   (His)3Cu(CO)+	   unit	   were	   calculated	   using	   RESP29	   as	  
implemented	   in	  Amber.30	  To	  obtain	  more	  accurate	  charges,	   the	  histidine	  groups	  were	  
capped	   with	   formyl	   and	   amine	   groups.	   The	   structure	   (HOC-­‐His-­‐NH2)3Cu(CO)+	   was	  
optimized	   in	   Gaussian	   09	   using	   the	   B3LYP	   functional	   and	   6-­‐311G(d,p)	   basis	   set.	   That	  
optimized	  structure	  was	  then	  used	  for	  the	  standard	  RESP	  calculations.	  
3.2.4	  DFT	  and	  ONIOM	  Setup	  
	   All	  DFT	  and	  ONIOM	  calculations	  were	  performed	  using	  the	  Gaussian	  09	  software	  
suite.31	   DFT	   calculations	   used	   the	   B3LYP	   functional	   and	   6-­‐311G(d,p)	   basis	   set	   for	   all	  
atoms.	   In	   geometry	   optimizations,	   symmetry	   was	   disabled	   and	   tight	   optimization	  
criteria	  were	  imposed.	  In	  the	  ONIOM	  calculations,	  the	  B3LYP/6-­‐311G(d,p)	  level	  of	  theory	  
was	  used	  for	  the	  QM	  layer	  and	  the	  AMBER	  force	  field	  was	  used	  for	  the	  MM	  layer.	  The	  
QM	  layer	  consisted	  of	  the	  copper	  atom,	  carbonyl,	  and	  all	  histidine	  or	  methyl-­‐substituted	  
histidine	   residues	   up	   to	   the	   Cβ,	  with	   the	   Cα	   used	   as	   a	   link	   atom	   that	   is	   replaced	   by	   a	  
hydrogen	   atom	   in	   the	   QM	   calculations.	   ONIOM	   calculations	   were	   performed	   using	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electronic	  embedding	  and	  microiterations	  with	  a	  quadratic	  coupled	  algorithm.	  Similarly	  
to	   the	   DFT	   calculations,	   the	   ONIOM	   geometry	   optimizations	   were	   performed	   with	  
symmetry	  disabled	  and	  with	   tight	  optimization	   criteria.	  Atoms	   farther	   than	  4	   residues	  
from	  the	  histidine	  residue	  were	  frozen	  to	  reduce	  computational	  time.	  
3.3	  Results	  and	  Discussion	  
3.3.1	  Simulated	  Movement	  of	  the	  Active	  Site	  
	   The	  first	  series	  of	  peptides	  simulated	  were	  based	  on	  moving	  the	  active	  site	  of	  the	  
metalloenzyme	   closer	   to	   the	   N-­‐terminus	   of	   the	   peptide.2	   Three	   different	   histidine	  
locations	  were	   established	  by	  mutating	   residues	   9,	   16,	   and	   23	   from	   leucine	   so	   that	   a	  
copper	  carbonyl	  could	  be	  introduced.	  These	  residues	  are	  each	  in	  the	  same	  location	  on	  
the	   repeating	   heptad,	   so	   each	   carbonyl	   is	   expected	   to	   remain	   in	   the	   hydrophobic	  
interior	   of	   each	   peptide	   trimer,	   as	   shown	   in	   Figure	   3.1.	   A	   note	   on	   the	   syntax	   used	  
hereafter:	  the	  least-­‐substituted	  peptide	  is	  TRIW	  [sequence	  Ac-­‐G	  WKALEEK	  (LKALEEK)3	  G-­‐
NH2]	  and	  unless	  otherwise	  noted	  the	  histidine	  is	  substituted	  in	  the	  23rd	  residue,	  making	  
the	  sequence	  of	  TRIW-­‐H	  [Ac-­‐G	  WKALEEK	  (LKALEEK)2	  HKALEEK	  G-­‐NH2].	  The	  tryptophan	  in	  
the	   second	   position	   is	   a	   UV	   probe	   that	   allows	   for	   the	   calculation	   of	   stock	   peptide	  
solution	   concentration.	   In	   three	   of	   the	   structures	   shown	   in	   Figure	   3.1	   the	   isomer	   D-­‐
histidine	  was	  used	  in	  place	  of	  the	  natural	  L-­‐histidine,	  as	  it	  is	  expected	  to	  bind	  the	  copper	  
carbonyl	   in	   the	  opposite	  direction	  with	  the	  oxygen	  atom	  towards	   the	  C-­‐terminus.	  This	  
shift	  allows	  the	  carbonyl	  to	  be	  placed	  at	  essentially	  the	  same	  location	  (though	  with	  the	  
carbon	  and	  oxygen	  atoms	  switched)	  using	  two	  different	  sites	  on	  the	  backbone,	  as	  seen	  
in	  TRIW-­‐H	  and	  TRIW-­‐L16dH.	  The	  motivation	  to	  consider	  two	  peptides	  with	  carbonyls	  in	  
the	  same	  location	  was	  originally	   intended	  to	  gauge	  whether	  the	  vibrational	  excitation-­‐
driven	  carbonyl	  tilting	  was	  due	  to	  a	  Stark	  effect.	  Based	  on	  the	  considerations	  laid	  out	  in	  
Chapter	   2,	   we	   do	   not	   attribute	   a	   significant	   role	   to	   the	   Stark	   effect,	   but	   the	   two	  
structural	   analogues	   should	   still	   give	   insight	   into	   how	   important	   the	   carbonyl	   and	  
histidine	  locations	  are	  independently.	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Figure	  3.1	  ONIOM-­‐minimized	  Structures	  of	  (TRI)3Cu(I)(CO)	  for	  five	  TRI	  sequences.	   In	  order	  from	  left	  to	  
right,	   the	  histidine	  site	  was	  placed	  at	   the	  9th,	  16th,	  16th,	  23rd,	  and	  23rd	   residue.	  The	   isomer	  D-­‐histidine	  
(dH)	  is	  expected	  to	  bind	  CO	  pointing	  towards	  the	  C-­‐terminus,	  as	  shown	  in	  the	  structures	  of	  TRIW-­‐L9dH,	  
TRIW-­‐L16dH,	  and	  TRIW-­‐dH.	  
	  
Table	  3.1	  Summary	  of	  methods	  used	  to	  minimize	  system	  prior	  to	  ONIOM	  calculations	  
Minimization	  Shorthand	   Starting	  Structure	   Active	  Site	  Treatment	   MM	  Force	  Field	  Used	  
UFF	   Crystal	  Structure	  (3PBJ)	   UFF	   UFF	  
Frozen	   Crystal	  Structure	  (3PBJ)	   Frozen	  in	  DFT	  configuration	   AMBER96	  
AMBER	   MD	  Simulation	   Parameters	  from	  Hessian	   AMBER96	  
	  
	   The	  structures	  shown	  in	  Figure	  3.1	  were	  first	  minimized	  in	  GROMACS	  using	  the	  
AMBER96	  force	  field,	  but	  keeping	  the	  copper	  carbonyl	  and	  histidine	  side	  chains	  frozen	  
(shorthand	  “Frozen”	  in	  Table	  3.1)	  because	  we	  had	  not	  yet	  calculated	  their	  parameters.	  
This	   structure	   was	   then	   further	   minimized	   using	   ONIOM,	   the	   results	   of	   which	   are	  
discussed	   below.	   All	   of	   the	   structures	   in	   Figure	   3.1	   are	   fairly	   similar,	   especially	   with	  
respect	  to	  the	  helices,	  but	  there	  are	  small	  differences	  between	  several	  of	  the	  structures	  
due	   to	  moving	   the	  histidine	  site.	  For	  example,	   in	   the	  TRIW-­‐L9dH	  mutant,	   the	   leftmost	  
helix	  is	  distorted	  enough	  that	  it	  is	  not	  recognized	  as	  helical	  near	  the	  metal	  site.	  Also,	  in	  
TRIW-­‐L16dH	  mutant	  the	  cylindrical	  coils	  bulge	  out	  slightly.	  The	  helices	  are	  suspected	  to	  
remain	   symmetric	   even	   when	   the	   active	   site	   is	   relocated,	   as	   the	   circular	   dichroism	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spectra	   for	   TRIL23H,	   TRIL9CL23H,	   TRIL9HL23C,	   and	   TRIL9CL19H	   are	   similar,	   with	   a	  
characteristic	  double	  well	  at	  208	  and	  222	  nm,	  indicating	  the	  presence	  of	  a	  coiled	  coil.1,	  2	  
The	   structures	   from	   the	   frozen	  minimization	   reflect	   this	   configuration	   better	   and	   are	  
more	  symmetric	  than	  the	  structure	  obtained	  by	  first	  minimizing	  with	  UFF,	  as	  shown	  in	  
Figure	  3.2,	  where	   the	  UFF-­‐minimized	   structure	   (in	   green)	  has	   several	   regions	   that	   are	  
not	   helical	   near	   the	   active	   site.	   The	   AMBER	   minimized	   structure	   of	   TRIW-­‐H	   has	   an	  
ONIOM-­‐calculated	  energy	  that	  is	  3933	  kJ/mol	  lower	  than	  the	  UFF	  structure,	  highlighting	  
the	  importance	  of	  a	  good	  starting	  structure.	  
	  
Figure	   3.2	   Structures	   of	   two	   different	   peptides	   using	   three	   different	   methods	   of	   minimizing	   the	  
structure	   with	  MM	   prior	   to	   ONIOM	   calculations,	   which	   are	   set	   up	   identically	   in	   all	   three	   cases.	   (A)	  
shows	   the	   TRIW-­‐H	   peptide	   and	   compares	   the	   structures	   obtained	   starting	   with	   a	   UFF-­‐minimized	  
structure	  (green)	  and	  AMBER-­‐minimized	  with	  the	  active	  site	  frozen	  (blue).	  (B)	  Is	  the	  same	  structure	  as	  
(A)	  but	  zoomed	  in	  on	  the	  copper	  site.	  (C)	  shows	  the	  active	  site	  of	  TRIW-­‐δMHL19A	  when	  starting	  with	  an	  
AMBER-­‐minimized	   structure	   with	   the	   active	   site	   frozen	   (blue)	   or	   unfrozen	   with	   added	   parameters	  
(orange).	  (D)	  shows	  the	  greater	  structure	  of	  the	  same	  peptide	  as	  (C).	  
	   After	  the	  MM	  minimization	  was	  completed,	  the	  system	  was	  optimized	  using	  the	  
ONIOM	  method	  detailed	  in	  the	  methods	  section.	  The	  C-­‐O	  distance	  of	  the	  carbonyl	  was	  
then	  stretched	  to	  110%	  of	  the	  optimized	  bond	  length	  to	  simulate	  vibrational	  excitation,	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whereupon	  the	  rest	  of	  the	  system	  was	  re-­‐optimized	  using	  ONIOM.	  The	  results	  of	  these	  
calculations	  are	   shown	   in	  Table	  3.2.	  The	   three	  mutants	  with	  D-­‐histidine	  have	  dihedral	  
angles	   greater	   than	   the	   L-­‐histidine	   mutants	   because	   the	   carbonyl	   is	   pointing	   in	   the	  
opposite	  direction.	  Comparing	  the	  two	  different	  TRIW-­‐H	  results,	  the	  structure	  that	  was	  
first	  minimized	  with	  AMBER	  had	  a	  nearly	  two-­‐fold	   larger	  change	   in	  Cu-­‐C-­‐O	  bond	  angle	  
upon	   vibrational	   excitation	   than	   the	   original	   UFF	   structure,	   despite	   a	   smaller	   average	  
ground	  vibrational	  state	  dihedral	  angle.	  This	  finding	  is	  surprising,	  since	  we	  would	  expect	  
the	  smaller	  (61°	  versus	  73°)	  dihedral	  angle	  to	  correlate	  with	  a	  reduced	  excited-­‐state	  tilt.	  
The	  histidine	  rings	  do	  bind	  to	  the	  copper	  at	  a	  slightly	  different	  angle,	  as	  seen	  in	  Figure	  
3.2B,	   which	   could	   lead	   to	   a	   similar	   effect	   as	   the	   twisting	   of	   the	   dihedral	   angle,	   as	   it	  
results	  in	  a	  change	  in	  the	  electron	  density	  between	  the	  atoms.	  A	  future	  investigation	  will	  
systematically	   vary	   only	   a	   single	   imidazole	   ring’s	   dihedral	   angle	   to	   characterize	   the	  
impact	  of	  structural	  heterogeneity.	  
Table	   3.2	   Calculated	   values	   of	   several	   different	   peptides	   in	   the	   TRI	   family.	   The	   histidine	   is	   the	   23rd	  
residue	   unless	   otherwise	   noted.	   The	   isomer	   D-­‐histidine	   is	   represented	   by	   dH.	   Histidine	   residues	  
methylated	  at	  the	  Nδ	  or	  Nε	  are	  noted	  by	  δM	  and	  εM,	  respectively.	  The	  MM	  minimization	  is	  the	  method	  
used	  to	  generate	  the	  starting	  ONIOM	  geometry	  as	  detailed	  in	  	  
	  
Table	  3.1.	  The	  calculated	  CO	  frequencies	  are	  unscaled.	  
Peptide	  












TRIW-­‐H	   UFF	   171.4	   164.8	   6.58	   73.0	   2107.3	  
TRIW-­‐H	   Frozen	   170.7	   158.1	   12.61	   61.3	   2121.4	  
TRIW-­‐dH	   Frozen	   173.6	   163.7	   9.92	   150.8	   2125.8	  
TRIW-­‐L16H	   Frozen	   167.9	   161.5	   6.34	   75.6	   2116.3	  
TRIW-­‐L16dH	   Frozen	   175.0	   165.4	   9.55	   137.3	   2144.8	  
TRIW-­‐L9dH	   Frozen	   168.9	   162.5	   6.40	   153.6	   2139.6	  
TRIW-­‐HL19A	   Frozen	   174.3	   162.6	   11.76	   59.2	   2126.9	  
TRIW-­‐δMH	   Frozen	   175.6	   170.3	   5.34	   66.4	   2131.9	  
TRIW-­‐δMHL19A	   Frozen	   174.0	   166.6	   7.42	   65.2	   2131.7	  
TRIW-­‐δMHL19A	   AMBER	   176.1	   164.0	   12.07	   59.4	   2142.7	  
TRIW-­‐εMH	   AMBER	   174.1	   166.3	   7.78	   42.7	   2142.4	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   Comparing	   the	   two	   sets	   of	   shifted	   active	   sites	   where	   the	   carbonyls	   are	   in	  
approximately	   the	   same	   location,	   it	   appears	   that	   the	   carbonyl	   tilts	   more	   when	   the	  
histidine	  orientation	  places	  the	  carbonyl	  between	  the	  16	  and	  23	  positions	  (TRIW-­‐H	  and	  
TRIW-­‐L16dH)	  than	  when	  placed	  between	  the	  16	  and	  9	  positions	  (TRIW-­‐L16H	  and	  TRIW-­‐
L9dH).	   The	   calculated	   Cu-­‐C-­‐O	   angle	   change	   is	   slightly	   less	   for	   TRIW-­‐L16dH	   (9.6°)	   than	  
TRIW-­‐H	  (12.6°),	  but	  both	  are	  greater	  than	  TRIW-­‐L16H	  (6.3°)	  and	  TRIW-­‐L9dH	  (6.4°).	  The	  
calculated	   frequencies	   are	   also	   greater	   for	   carbonyls	   above	   the	   23	   position	   by	   about	  
5	  cm-­‐1,	   although	   both	   of	   the	   D-­‐histidine	   peptides	   have	   a	   frequency	   about	   20	   cm-­‐1	  
greater	   than	   the	   comparable	   L-­‐histidine	   residue	   with	   CO	   in	   the	   same	   location.	   This	  
difference	  could	  be	  due	  to	  a	  Stark	  shift,	  but	  additional	  calculations	  explicitly	  considering	  
the	  electrostatics	  of	  the	  complex	  interior	  would	  be	  needed	  to	  determine	  the	  origin	  more	  
reliably.	   Positioning	   the	   active	   site	   closer	   to	   the	   N-­‐terminus	   has	   been	   shown	  
experimentally	  to	   lower	  the	  catalytic	  activity	  of	  a	  similar	  zinc	  peptide,2	  although	  in	  the	  
experiment	   it	  was	  moved	  to	  the	  19	  position	  and	  not	  by	  a	   full	  heptad	  as	  done	   in	  these	  
calculations.	   The	   different	   location	   in	   the	   heptad	   could	   lead	   to	   a	   change	   in	   how	   the	  
histidines	  bind	  copper,	  as	  the	  distance	  to	  the	  metal	  from	  the	  backbone	  will	  be	  different	  
for	   this	   new	   location	   on	   the	   heptad.	   For	   example,	   the	   histidine	   residues	   may	   favor	  
bonding	   through	   the	  Nε	   instead	   of	   the	  Nδ	   seen	   in	   the	   crystal	   structure	   of	   the	   CoilSer	  
peptide.1	   The	   different	   atoms	   in	   histidine	   are	   labeled	   in	   Figure	   3.3	   with	   the	  
nomenclature	  used	  throughout	  this	  chapter.	  
	  
Figure	  3.3	  Structure	  of	  histidine	  with	  carbon	  and	  nitrogen	  positions	   labeled	  with	  Greek	  letters.	  At	  the	  
pH	  used,	  either	  Nδ	  or	  Nε	  is	  expected	  to	  be	  protonated.	  The	  histidine	  will	  bind	  copper	  through	  the	  non-­‐
protonated	  nitrogen.	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   The	  TRIW-­‐dH	  peptide	  is	  interesting	  because	  the	  carbonyl	  would	  likely	  be	  solvent-­‐
exposed.	  The	  potential	  energy	  surface	  shows	  fairly	  similar	  properties	  to	  the	  TRIW-­‐L16dH	  
peptide	  in	  terms	  of	  angle	  change	  and	  ground	  state	  Cu-­‐C-­‐O	  angle,	  but	  the	  dihedral	  angle	  
and	   frequency	   are	   significantly	   different.	   Interestingly,	   the	   frequency	   of	   the	   TRIW-­‐dH	  
peptide	   is	   the	   lowest	   of	   the	   D-­‐histidine	   residues	   and	   is	   relatively	   close	   to	   the	   CO	  
frequency	   of	   TRIW-­‐H,	   differing	   by	   4.4	   cm-­‐1	   instead	   of	   the	   28	   cm-­‐1	   difference	   seen	  
between	  the	   two	  L16H	  peptides.	   In	   future	  calculations,	   the	  solvent	  can	  be	   included	   in	  
the	  MM	  layer	  of	  the	  ONIOM	  calculation	  so	  that	  hydrogen	  bonding	  could	  potentially	  be	  
seen,	  assuming	  there	  is	  water	  near	  the	  carbonyl.	  
3.3.2	  Simulated	  Changes	  to	  Nearby	  Residues	  
	   The	  most	   obvious	   change	   to	   the	   peptide	   would	   be	   to	   alter	   residues	   near	   the	  
active	  site.	  Reducing	  the	  charge	  around	  the	  copper	  site	  was	  found	  to	  improve	  the	  nitrite	  
reductase	   activity	   of	   the	   copper	   de	   novo	   metalloenzyme,4	   but	   an	   even	   greater	  
improvement	  was	  seen	  using	  a	  non-­‐natural	  histidine	  residue	  where	  the	  Nδ	  has	  a	  methyl	  
group	  attached	  instead	  of	  a	  hydrogen	  atom.32	  Methylating	  one	  of	  the	  nitrogen	  atoms	  in	  
histidine	  forces	  the	  copper	  to	  bind	  to	  the	  other	  nitrogen	  in	  the	  imidazole	  ring	  and	  also	  
changes	  the	  electron	  density	  on	  the	  histidine.	  Another	  change	  near	  the	  active	  site	  that	  
increases	  the	  catalytic	  performance	  is	  to	  replacing	  the	  leucine	  residue	  directly	  above	  the	  
active	  site	  on	  the	  interior	  of	  the	  peptide	  with	  the	  considerably	  smaller	  alanine	  residue.	  
This	  substitution	  of	  a	  nearby	  bulky	  group	  for	  a	  smaller	  one	  has	  been	  shown	  to	  influence	  
the	  shape	  of	  the	  metal	  binding	  site	  in	  a	  similar	  metalloenzyme.33,	  34	  The	  consequences	  of	  
methylating	   the	   histidine	   residues	   and	   changing	   the	   larger	   leucine	   groups	   to	   alanine	  
residues	   was	   studied	   by	   modeling	   TRIW-­‐δMH,	   TRIW-­‐δMHL19A,	   TRIW-­‐HL19A,	   and	  
TRIW-­‐εMH,	  where	   the	  δM	  and	   εM	   refer	   to	   the	  Nδ	   or	  Nε	  in	   histidine	  being	  methylated,	  
respectively	  (see	  Figure	  3.3).	  The	  ONIOM-­‐optimized	  structures	  of	  the	  three	  methylated	  
peptides	  are	  shown	  in	  Figure	  3.4.	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Figure	   3.4	   Optimized	   structure	   of	   several	   peptides	   showing	   methylated	   histidine	   residues	   and	   the	  
residue	  in	  the	  19th	  position.	  The	  two	  structures	  with	  the	  Nδ	  methylated	  have	  the	  copper	  bound	  higher	  in	  
the	   cavity	  while	   the	   peptide	  with	   the	  Nε	  methylated	   binds	   copper	   through	   the	  Nδ	   and	   has	   a	   smaller	  
dihedral	  angle.	  The	  L19A	  substitution	  results	  in	  a	  less	  crowded	  pocket	  above	  the	  metal	  site.	  
	   The	   starting	   structures	   of	   TRIW-­‐δMH,	   TRIW-­‐	   δMHL19A,	   and	   TRIW-­‐HL19A	   were	  
generated	   using	   the	   same	   frozen	   AMBER	   method	   described	   in	   the	   previous	   section.	  
Minimizing	  the	  structure	  of	  TRIW-­‐εMH	  was	  not	  feasible	  with	  this	  method,	  as	  the	  histidine	  
residues	  are	  bonded	  to	  the	  copper	  atom	  through	  the	  Nδ	   instead	  of	   the	  Nε	  used	   in	  the	  
other	   peptides	   in	   this	   work	   and	   the	   crystal	   structure	   they	   are	   based	   on	   (PDB	   code	  
3PBJ).1	  This	  perturbation	  to	  the	  active	  site	   is	   larger	  than	  the	  other	  modifications	  made	  
to	   the	  peptide	  where	   the	  active	   site	  was	   relocated.	  When	  moving	   the	  active	   site,	   the	  
histidine	  residues	  should	  remain	  bonded	  in	  much	  the	  same	  way,	  as	  only	  the	  number	  of	  
heptads	   before	   and	   after	   the	   active	   site	   are	   changing.	   Changing	   the	   copper-­‐binding	  
nitrogen	  atom	  results	  in	  a	  change	  in	  the	  position	  of	  the	  Cβ	  (Figure	  3.4),	  which	  would	  not	  
be	  observed	   if	   the	  atom	   is	   frozen.	   To	   sample	   the	  active	   site	   reorganization,	   any	   force	  
field	  parameters	  not	  defined	  in	  AMBER	  were	  generated	  using	  the	  method	  described	  by	  
Seminario.15	  The	  Hessian	  used	  was	  from	  the	  DFT-­‐optimized	  structure	  to	  calculate	  atomic	  
charges.	  Using	  these	  newly	  generated	  parameters,	  a	  5	  ns	  molecular	  dynamics	  simulation	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was	   run	   without	   any	   atoms	   frozen,	   as	   described	   in	   the	  methods	   section.	   The	   lowest	  
energy	   structure	   from	   the	   simulation	   after	   the	   first	   nanosecond	   was	   selected	   and	  
minimized	  without	  solvent	  to	  use	  as	  the	  starting	  point	  for	  the	  ONIOM	  calculations.	  The	  
structure	   obtained	   from	   this	   fully	   parameterized	   method	   for	   TRIW-­‐εMH	   is	   shown	   in	  
Figure	  3.4.	  	  
	   The	  structure	  for	  TRIW-­‐	  δMHL19A,	  the	  peptide	  with	  the	  highest	  observed	  nitrite	  
reduction	   rate	   constant,32	  was	  also	  minimized	  using	   the	   fully-­‐parameterized,	  unfrozen	  
AMBER	  method	  as	  TRIW-­‐εMH.	  The	  structures	  obtained	  using	  this	  newer	  method	  and	  the	  
frozen	  AMBER	  minimization	  are	  compared	  in	  Figure	  3.2C	  and	  D,	  with	  the	  frozen	  method	  
shown	  in	  blue	  and	  the	  structure	  minimized	  starting	  with	  the	  newer	  method	  in	  orange.	  
The	   fully	   AMBER	   minimized	   structure	   has	   an	   ONIOM	   extrapolated	   energy	   that	   is	  
616	  kJ/mol	   lower	   than	   the	   frozen	   AMBER	   method,	   again	   showing	   considerable	  
improvement	   from	   the	   better	   starting	   structure.	   The	   active	   site	   is	   largely	   unchanged	  
between	   the	   two	  methods,	   with	   only	   a	   6°	   difference	   in	   mean	   dihedral	   angle	   and	   2°	  
difference	  in	  CuCO	  bond	  angle.	  There	  are	  larger	  structural	  differences	  between	  the	  two	  
methods,	   especially	   towards	   the	   C-­‐terminus	   (bottom	   of	   Figure	   3.2D)	   where	   the	  
structure	  minimized	  from	  the	  MD	  simulation	  is	  less	  helical.	  The	  structural	  change	  is	  due	  
to	  the	  bulkier	  methyl-­‐histidine	  causing	  a	  slight	  uncoiling	  of	  the	  coiled-­‐coil	  structure	  and	  
stabilized	   by	   positively	   charged	   lysine	   residues	   hydrogen-­‐bonding	   with	   nearby	  
negatively	   charged	   glutamic	   acid	   residues	   (i.e.	   the	   formation	   of	   salt	   bridges).	   This	  
uncoiling	   was	   only	   observed	   in	   the	   structure	   where	   the	   conformational	   space	   was	  
searched	  by	  performing	  an	  MD	  simulation.	  
	   Comparing	  the	  ONIOM-­‐calculated	  frequencies	  in	  Table	  3.2	  for	  this	  second	  group	  
of	  peptides,	  a	  few	  features	  stand	  out.	  The	  L19A	  substitution	  appears	  to	  cause	  almost	  no	  
change	  in	  the	  active	  site.	  The	  ground	  state	  CuCO	  angle	  is	  straighter	  by	  4°	  in	  TRIW-­‐HL19A	  
compared	  to	  TRIW-­‐H,	  but	  the	  same	  angle	  is	  1.6°	  more	  bent	  when	  the	  Nδ	  is	  methylated.	  
The	  CuCO	  angle	  changes	  after	  excitation	  are	  even	  more	  similar,	  changing	  by	  2°	  and	  1°,	  
respectively,	  and	  the	  average	  dihedral	  angles	  only	  differ	  by	  1-­‐2°	  as	  well.	  There	  is	  a	  more	  
noticeable	   difference	   between	   the	   peptides	  with	   natural	   histidine	   and	   those	  with	  Nδ-­‐
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methyl-­‐histidine,	  though.	  Notably,	  the	  CuCO	  angle	  change	  is	  about	  half	  as	  large	  for	  the	  
methylated	   active	   site,	  which	  would	  mean	   that	   a	   smaller	   angle	   change,	   and	  with	   it	   a	  
smaller	   frequency	   shift	   would	   be	   expected	   for	   the	   methylated	   histidine.	   The	   smaller	  
change	  in	  angle	  could	  also	  mean	  a	  faster	  anharmonicity	  decay	  in	  the	  2D-­‐IR	  spectra,	  and	  
a	  small	  magnitude	  change	  in	  the	  apparent	  anharmonicity.	  These	  predictions	  have	  been	  
tested	  experimentally,	  as	  will	  be	  discussed	  in	  the	  following	  section.	  
	   Fewer	   comparisons	   can	   be	  made	   between	   the	   sequences	   optimized	   using	   the	  
full	  AMBER	  MD	  minimization,	   as	  only	   two	  have	  been	   calculated	  with	   that	   approach	  –	  
TRIW-­‐δMHL19A	  and	  TRIW-­‐εMH.	  The	  two	  different	  methods	  of	  minimizing	  TRIW-­‐δMHL19A	  
yield	   few	   similarities	   from	   the	   ONIOM	   calculations.	   Indeed,	   the	   AMBER	   minimized	  
results	  resemble	  the	  TRIW-­‐HL19A	  with	  similar	  angle	  changes,	  mean	  dihedral	  angles,	  and	  
ground	  state	  CuCO	  bond	  angles.	  Without	  a	  full	  AMBER	  optimized	  structure	  of	  TRIW-­‐H	  or	  
TRIW-­‐δMH,	   it	   is	   difficult	   to	   make	   more	   conclusive	   observations	   at	   this	   time.	   The	  
structures	  of	  TRIW-­‐H,	  TRIW-­‐	  δMH,	  and	  TRIW-­‐HL19A	  should	  also	  be	  compared	  using	   the	  
full	   AMBER	   minimization	   followed	   by	   ONIOM	   calculations	   scheme.	   This	   allows	   the	  
contributions	  from	  the	  L19A	  mutation	  and	  methylation	  to	  be	  separated.	  Comparing	  the	  
ONIOM	  results	   for	   the	   structures	   that	  have	  been	   calculated	  using	   this	  method,	   TRIW-­‐
εMH	  with	  those	  of	  TRIW-­‐δMHL19A	  is	  interesting,	  as	  both	  have	  almost	  identical	  harmonic	  
frequencies	  but	  the	  dihedral	  angle	  of	  TRIW-­‐εMH	  is	  the	  lowest	  calculated.	  This	  difference	  
in	  dihedral	  angle	  is	  understandable,	  as	  a	  different	  nitrogen	  atom	  is	  bound	  to	  the	  copper,	  
causing	  it	  to	  bond	  at	  a	  slightly	  different	  angle.	  This	  difference	  can	  be	  seen	  in	  Figure	  3.4,	  
where	   it	   is	   also	   shown	   that	   the	   copper	   is	   closer	   to	   the	   C-­‐terminus	   by	   3	   Å	   when	   the	  
histidine	  binds	  through	  the	  Nδ.	  
3.3.3	  2D-­‐IR	  Shows	  a	  Smaller	  Anharmonicity	  Decay	  in	  Better	  Catalyst	  
	   All	   of	   the	   modeling	   done	   to	   this	   point	   has	   been	   helpful	   in	   trying	   to	   predict	  
properties	  of	  the	  enzyme	  structure,	  but	  being	  able	  to	  relate	  the	  predicted	  angle	  change	  
to	  a	  different	  anharmonicity	  decay	  –	  either	  a	  change	  in	  the	  amplitude	  or	  the	  time	  scale	  –	  
would	  tie	  the	  simulations	  more	  directly	  to	  physical	  observables.	  Deciding	  which	  peptide	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to	  study	  with	  2D-­‐IR	  was	   important,	  as	  a	  distinct	  difference	   in	  the	  anharmonicity	  decay	  
would	   be	   the	  most	   helpful.	   Comparing	   the	   series	   of	   simulations	   performed	   using	   the	  
frozen	  AMBER	  method,	   the	  peptide	   that	   shows	   the	   largest	  difference	   in	  Cu-­‐C-­‐O	  angle	  
change	  from	  TRIW-­‐H	   is	  TRIW-­‐δMH.	  However,	  TRIW-­‐δMHL19A	  shows	  an	   improved	  nitrite	  
reductase	  activity	  and	  still	  has	  a	  distinct	  difference	  in	  predicted	  angle	  change,	  so	  it	  was	  
selected.	   Ultimately	   we	   would	   like	   to	   be	   able	   to	   link	   experimental	   observations,	  
structural	  dynamics,	  and	  the	  computations	  to	  actual	  enzyme	  function,	  so	  it	  is	  sensible	  to	  
investigate	  the	  peptide	  sequence	  that	  exhibits	  a	  pronounced	  change	  in	  function.	  
	  
Figure	  3.5	  2D-­‐IR	  results	  from	  [(TRIW-­‐δMHL19A)3Cu(I)(CO)]
+	  (A)	  Absolute	  value	  rephasing	  spectrum	  from	  a	  
waiting	   time	   of	   0.6	   ps.	   The	   spectra	   looks	   similar	   to	   that	   obtained	   using	   TRIW-­‐H.	   (B)	   Apparent	  
anharmonicity	  decay	   fit	   to	  an	  offset	  exponential	  with	  a	  decay	   time	  of	  1.5	  ps	  and	  amplitude	  decay	  of	  
1.1	  cm-­‐1.	   The	   decay	   is	   on	   the	   same	   timescale	   as	   TRIW-­‐H,	   but	   with	   a	   smaller	   amplitude.	   The	   3-­‐point	  
moving	  average	  is	  shown	  in	  black.	  
	   The	   2D-­‐IR	   absolute	   value	   rephasing	   spectrum	   of	   the	   TRIW-­‐δMHL19A	   copper	  
carbonyl	   at	   a	  waiting	   time	   of	   0.6	   ps	   is	   shown	   in	   Figure	   3.5A.	   The	   spectrum	   generally	  
looks	   similar	   to	   that	   of	   TRIW-­‐H	   studied	   previously,	   showing	   two	   well-­‐resolved	   peaks	  
separated	   by	   the	   anharmonicity	   of	   the	   CO	   stretching	   mode.	   Fitting	   slices	   along	   the	  
detection	   axis	   to	   two	   Gaussian	   functions	   to	   estimate	   the	   anharmonicity	   for	   each	  
spectrum	  yields	  the	  apparent	  anharmonicity	  as	  a	  function	  of	  waiting	  time	  (Figure	  3.5B).	  
The	  anharmonicity	  exponentially	  decays	  from	  21.7	  cm-­‐1	  to	  20.6	  cm-­‐1	  with	  a	  decay	  time	  
	  	   72	  
constant	  of	  1.5	  ps	  ±	  1.7	  ps.	  This	  decay	  has	  markedly	  smaller	  amplitude	  than	  the	  TRIW-­‐H	  
peptide	   from	   Chapter	   2,	   and	   is	   entirely	   consistent	  with	   the	   predictions	   based	   on	   the	  
QM/MM	   calculations	   described	   above.	   The	   similarity	   of	   relaxation	   time	   scale	   is	  
consistent	  with	   the	   common	  origin	  of	   the	   low-­‐frequency	  bending	  motion	   identified	   in	  
the	  previous	  study	  with	  natural	  histidine	  and	  the	  leucine	  side	  chain.	  	  
	   Although	   the	   frequency	   shift	   dynamics	  of	   TRIW-­‐δMHL19A	  appear	   to	  have	  more	  
noise	   than	   the	   TRIW-­‐H	   decay	   previously	   reported,	   the	   uncertainty	   of	   each	   calculated	  
anharmonicity	  value	  is	  about	  the	  same	  –	  ranging	  from	  about	  0.2	  to	  1.0	  cm-­‐1,	  as	  shown	  
by	  the	  error	  bars.	  The	  smaller	  decay	  amplitude	  leads	  to	  an	  increased	  uncertainty	  in	  the	  
error	  time,	  despite	  sampling	  the	  first	  2	  ps	  of	  waiting	  time	  more	  finely	  for	  TRIW-­‐δMHL19A	  
(each	   waiting	   time	   was	   separated	   by	   0.1	   ps)	   than	   for	   TRIW-­‐H	   (0.25	  ps).	   A	   moving	  
average	  was	  calculated	  with	  a	   three-­‐point	  window,	  shown	   in	  Figure	  3.5B	   in	  black.	  The	  
averaged	   points	   show	   a	   decay	   from	   21.4	   cm-­‐1	   to	   20.2	   cm-­‐1	   with	   a	   decay	   time	   of	  
2.9	  ±	  3.0	  ps.	  The	  decay	  time	  resolution	  is	  not	  improved	  by	  averaging	  the	  points,	  but	  the	  
same	  decay	  amplitude	  is	  found.	  For	  future	  experiments,	  it	  would	  likely	  be	  beneficial	  to	  
collect	   spectra	  at	  an	  even	   finer	   sampling	   rate	  or	  average	  multiple	   spectra	  collected	  at	  
the	   same	   waiting	   time.	   It	   is	   straightforward	   to	   re-­‐collect	   this	   data	   and	   will	   be	   done	  
before	  publication	  of	  these	  results,	  but	  we	  are	  confident	  that	  the	  smaller	  anharmonicity	  
change	  is	  significant.	  
3.4	  Conclusions	  
	   Two	  series	  of	  copper	  carbonyl	  peptides	  were	  studied	  using	  an	  improved	  method	  
of	  minimizing	  the	  structure	  prior	  to	  QM/MM	  calculations.	  In	  the	  first	  series,	  the	  location	  
of	  both	  the	  histidine	  residues	  bonded	  to	  the	  copper	  atom	  and	  the	  carbonyl	  were	  moved	  
to	   several	   different	   regions	  of	   the	   interior	  of	   the	  peptide.	   The	  only	   consistent	   change	  
observed	   by	   relocating	   the	   active	   site	   is	   that	   the	   Cu-­‐C-­‐O	   angle	   changes	   less	   after	  
excitation	   in	  all	  of	   the	  moved	  peptides	   than	  the	  original	  TRIW-­‐H.	  The	  second	  series	  of	  
peptides	  had	  modifications	  to	  the	  residues	  that	  bind	  copper	  or	  near	  the	  copper	  site.	  The	  
peptide	   with	   the	   best	   nitrite	   reductase	   activity,	   TRIW-­‐δMHL19A,	   where	   the	   Nδ	   is	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methylated	   and	   the	   leucine	   group	   above	   the	   metal	   site	   is	   replaced	   with	   a	   smaller	  
alanine	  residue,	  was	  predicted	  to	  have	  one	  of	  the	  smallest	  Cu-­‐C-­‐O	  angle	  changes	  after	  
being	   vibrationally	   excited.	   2D-­‐IR	   spectroscopy	   showed	   that	   the	   anharmonicity	   of	   the	  
carbonyl	  mode	  decays	  on	  about	  the	  same	  time	  scale	  as	  TRIW-­‐H,	  but	  the	  magnitude	  of	  
the	  frequency	  shift	  is	  smaller	  than	  the	  original	  peptide,	  as	  predicted.	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Chapter	  4	  
Influence	  of	  the	  Hofmeister	  Effect	  on	  a	  Confined	  Probe	  
4.1	  Introduction	  
	   The	  Hofmeister	   series	   is	   a	   ranking	  of	   ions	  based	  on	   their	   ability	   to	   increase	  or	  
decrease	   the	  solubility	  of	  proteins	   in	  aqueous	  solution.1-­‐3	  Despite	   the	  great	   interest	   in	  
the	   series	   and	   large	   amount	   of	   investigation	   into	   these	   ions,	   the	   exact	   origin	   of	   the	  
Hofmeister	   effect	   is	   unknown.	   The	   traditional	   explanation	   is	   that	   kosmotropes	  
strengthen	  hydrophobic	   interactions	   in	   the	  protein	   and	   increase	   their	   folded	   stability,	  
reducing	   their	   solubility,	  while	  chaotropes	   reduce	  hydrophobic	   interactions,	   increasing	  
the	  solubility	  of	  the	  macromolecule.	  It	  was	  originally	  thought	  that	  the	  ions	  modified	  the	  
hydrogen-­‐bonding	   network	   of	   water	   surrounding	   the	   protein,	   making	   kosmotropes	  
water	   so-­‐called	   “structure	   makers”	   and	   chaotropes	   water	   “structure	   breakers”.	   The	  
effect	  these	  salts	  have	  on	  the	  structure	  of	  water	  throughout	  solution	  has	  been	  disputed	  
by	  recent	  spectroscopic	   investigations	  that	  show	  the	  salts	  have	   little	   influence	  beyond	  
the	   first	   or	   second	   solvation	   shell	   and	   no	   effect	   on	   bulk	   water.2,	   4-­‐6	   Cho	   et	   al.	   have	  
recently	   discovered	   that	   the	   different	   extrema	   of	   the	   Hofmeister	   series	   aggregate	  
differently	   at	   high	   concentrations	   –	   the	   kosmotropes	   form	   crystal-­‐like	   clusters	   while	  
chaotropes	  tend	  to	  form	  a	  network	  of	  ions	  intertwined	  with	  the	  water.7-­‐10	  	  
	   The	   formation	   of	   ionic	   networks	   or	   clusters	   is	   only	   noticeable	   at	   high	  
concentrations	  –	  the	  lowest	  studied	  by	  Cho	  et	  al.	  was	  0.92	  M,	  but	  the	  disruption	  of	  the	  
hydrogen-­‐bonding	   network	   may	   be	   present	   at	   lower	   concentrations.7	   One	   way	   to	  
explore	  this	  formation	  of	  ionic	  aggregates	  would	  be	  to	  monitor	  the	  ultrafast	  dynamics	  of	  
a	  vibrational	  probe	  in	  the	  aqueous	  solution,	  where	  the	  change	  in	  the	  water’s	  hydrogen-­‐
bonding	   could	   be	   detected	   by	   a	   change	   in	   the	   spectral	   diffusion	   of	   the	   probe.	   This	  
vibrational	  probe	  could	  be	  a	  labeled	  side-­‐chain	  of	  a	  protein,	  where	  differences	  between	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bulk	   and	   interfacial	  water	   have	  been	  observed	  previously,11	   or	   one	  of	   the	  Hofmeister	  
series	   ions	   itself.	  The	  thiocyanate	  anion	   is	  an	  excellent	  choice	  for	  the	  probe	  because	  a	  
number	  of	  salts	  with	  other	  Hofmeister	  series	  cations	  are	  readily	  available,	  allowing	  us	  to	  
detect	  how	  the	  water	   surrounding	   the	   thiocyanate	  changes	  when	  a	  different	  cation	   is	  
used.	   The	   Hofmeister	   effect	   is	   generally	   stronger	   for	   anions	   than	   cations,	   but	   there	  
should	  still	  be	  a	  noticeable	  trend,	  especially	  if	  comparing	  strong	  chaotropes	  and	  strong	  
kosmotropes.	  The	  general	  Hofmeister	  series	  for	  cations	  is	  NH4+	  >	  K+	  >	  Na+	  >	  Li+	  >	  Mg2+	  >	  
Ca2+	  with	  ammonium	  the	  strongest	  kosmotrope	  and	  calcium	  the	  strongest	  chaotrope.12,	  
13	  	  
	   Another	  advantage	  of	  using	  the	  thiocyanate	  ion	  as	  a	  probe	  of	  the	  ultrafast	  water	  
dynamics	   is	   that	   it	  will	   form	  a	  complex	  with	  hydrophobic	  cavities	   in	  aqueous	  solution,	  
such	   as	   a	   cyclodextrin	   or	   a	   curved	   amphiphile.14	   More	   chaotropic	   anions	   bind	   more	  
strongly	   to	   these	   concave	   structures,	   increasing	   their	   solubility,	   exactly	   as	   would	   be	  
predicted	   for	   proteins.14	   Cyclodextrins	   are	   cyclically	   connected	   glucose	   residues	   that	  
form	   a	   tube	   or	   barrel-­‐like	   shape	   that	   can	   promote	   host-­‐guest	   complexes	   with	   small	  
molecules	   or	   ions	   giving	   them	   a	   wide	   variety	   of	   applications	   from	   drug	   delivery	   to	  
household	  cleaning	  products.15,	  16	  The	  smallest	  of	  these,	  α-­‐cyclodextrin	  (α-­‐CD)	  which	   is	  
composed	  of	  six	  glucose	  units	  with	  a	  hydrophobic	  cavity	  with	  a	  diameter	  of	  about	  5	  Å	  
and	  a	  depth	  of	  about	  7	  Å.	  The	  cavity	  is	  comparable	  in	  size	  to	  the	  thiocyanate	  anion	  and	  
only	  one	  ion	  would	  be	  expected	  to	  bind	  to	  the	  cavity	  at	  a	  time,	  as	  shown	  in	  Figure	  4.1.17	  
The	   thiocyanate/α-­‐CD	   complex	   has	   a	   cation-­‐dependent	   binding,	   but	   is	   highest	   for	  
NaSCN	  with	  a	  value	  of	  27	  M-­‐1,	  meaning	  that	  in	  a	  50	  mM	  mixture	  of	  sodium	  thiocyanate	  
and	   α-­‐CD,	   roughly	   43%	   of	   the	   thiocyanate	   anions	   will	   be	   complexed	   with	   the	  
cyclodextrin.17	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Figure	  4.1	  Complex	  formed	  between	  thiocyanate	  anion	  and	  α-­‐cyclodextrin.	  (A)	  Shows	  the	  length	  of	  SCN	  
relative	   to	   the	   depth	   of	   the	   cyclodextrin	   cavity	   using	   the	   ball-­‐and-­‐stick	   representation.	   (B)	   The	   same	  
structure,	   but	   with	   space-­‐filling	   model	   from	   the	   top	   to	   show	   most	   of	   the	   cavity	   is	   filled	   by	   the	  
thiocyanate.	  2D-­‐IR	  data	  seems	  to	  show	  that	  the	  CN	  bond	  is	  shielded	  from	  the	  solvent,	  as	  shown.	  
	   Using	   α-­‐cyclodextrin	   to	   bind	   a	   vibrational	   probe	   in	   a	   known	   location	   could	  
provide	   insight	   into	   the	  Hofmeister	   effect.	   If	   the	   chaotropic	   thiocyanate	   salts	   form	  an	  
ionic	   network	   and	   the	   kosmotropic	   salts	   form	   ionic	   clusters,	   the	   cyclodextrin	   could	  
interrupt	   the	   formation	   of	   these	   ionic	   aggregates	   even	   at	   low	   concentrations.	  
Cyclodextrins	  are	  open	  at	  both	  ends,	  meaning	  the	  ionic	  networks	  could	  continue	  to	  form	  
even	  at	  high	  cyclodextrin	  concentration	  by	  chaining	  the	  cyclodextrins	  together	  similar	  to	  
how	  polyethylene	  glycol	  and	  other	  polymers	  have	  been	  observed	   in	   cyclodextrins.18-­‐21	  
Due	   to	   the	   restraints	   of	   the	   cavity	   size,	   any	   thiocyanate	   confined	   to	   the	   cyclodextrin	  
would	   be	   unable	   to	   join	   an	   ionic	   cluster,	   disrupting	   the	   structure	   that	   forms	   in	   the	  
absence	  of	  cyclodextrin.	  
4.2	  Methods	  
4.2.1	  Materials	  
	   All	   thiocyanate	   salts	   were	   purchased	   from	   Sigma-­‐Aldrich	   and	   used	   without	  
further	   purification.	   α-­‐cyclodextrin	   was	   purchased	   from	   TCI	   and	   also	   used	   without	  
further	  purification.	  D2O	  was	  purchased	  from	  Merk.	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4.2.2	  Sample	  Preparation	  
All	   solutions	   were	   prepared	   with	   50	   mM	   thiocyanate	   salt	   in	   D2O,	   except	   for	  
Ca(SCN)2	   solutions,	   which	   were	   25	   mM	   to	   keep	   the	   thiocyanate	   ion	   concentration	  
constant.	   Any	   α-­‐cyclodextrin	   solutions	   were	   also	   50	  mM	   so	   that	   a	   1:1	   mixture	   of	   α-­‐
cyclodextrin	   and	   thiocyanate	  was	  present.	   The	   concentrations	   for	   LiSCN	  and	  NBu4SCN	  
may	  not	  be	  exactly	  50	  mM	  because	  LiSCN	   forms	  a	  hydride	  without	  a	   fixed	  number	  of	  
water	  molecules,	  making	  it	  difficult	  to	  accurately	  measure	  solely	  based	  on	  weight	  while	  
NBu4SCN	   partially	   phase-­‐separates	   from	   water.	   To	   make	   up	   for	   this,	   solutions	   were	  
diluted	  or	  had	  additional	  salt	  added	  until	  the	  FTIR	  spectra	  had	  a	  similar	  SCN	  stretching	  
band	  (near	  2060	  cm-­‐1)	  intensity	  as	  50	  mM	  NaSCN.	  The	  250	  μL	  samples	  were	  placed	  in	  a	  
sample	  cell	  consisting	  of	  two	  25	  mm	  x	  3	  mm	  calcium	  fluoride	  windows	  separated	  by	  a	  
100	  μm	  Teflon	  spacer.	  
4.2.3	  2D-­‐IR	  Details	  
	   The	   2D-­‐IR	   experimental	   setup	   has	   been	   described	   elsewhere	   previously.22-­‐24	  
Spectra	   of	   solutions	   with	   only	   thiocyanate	   salts	   were	   collected	   with	   waiting	   times	  
ranging	  from	  -­‐0.2	  to	  5.0	  ps	  in	  steps	  of	  0.1	  ps,	  5.25	  ps	  to	  10.0	  ps	  in	  steps	  of	  0.25	  ps,	  and	  
10.5	   to	  15.0	  ps	   in	   steps	  of	  0.5	  ps.	   Spectra	  of	   solutions	   containing	  α-­‐cyclodextrin	  were	  
collected	  with	  waiting	  times	  of	  -­‐0.2	  to	  5.0	  ps	  in	  steps	  of	  0.1	  ps,	  5.25	  to	  8.0	  ps	  in	  steps	  of	  
0.25	  ps,	  8.5	  to	  12.0	  ps	  in	  steps	  of	  0.5	  ps,	  and	  13	  to	  30	  ps	  in	  1	  ps	  steps	  to	  account	  for	  the	  
longer	   frequency	   fluctuation	   correlation	   function	   (FFCF)	   decay	   time.	   The	   FFCF	   was	  
calculated	  using	  the	  inhomogeneity	  index	  method:25	  
	  
where	   AR	   and	   ANR	   are	   the	   moduli	   of	   the	   rephasing	   and	   nonrephasing	   signals,	  
respectively,	   integrated	   over	   the	   spectral	   range	   of	   interest	   at	   each	  waiting	   time.	   The	  
resulting	   points	   are	   fit	   to	   an	   offset	   exponential	   or	   biexponential	   decay	   to	   extract	   the	  
spectral	  diffusion	  timescale.	  The	  offsets	  are	  adjusted	  so	  that	  the	  correlation	  function	  of	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4.3	  Results	  and	  Discussion	  
4.3.1	  FTIR	  Results	  
	  
Figure	   4.2	   Normalized	   FTIR	   spectra	   of	   the	   CN	   stretching	   mode	   of	   three	   different	   thiocyanate	   salts,	  
showing	   they	   are	   all	   identical.	   Adding	   α-­‐cyclodextrin	   to	   NaSCN	   (shown	   in	   black)	   causes	   the	   central	  
frequency	  to	  redshift	  from	  2064	  cm-­‐1	  to	  about	  2060	  cm-­‐1	  while	  the	  width	  of	  the	  band	  increases.	  
	   The	  Fourier	  Transform	  Infrared	  (FTIR)	  spectra	  of	  all	  of	  the	  thiocyanate	  salts	  are	  
very	   similar,	   as	   seen	   in	   Figure	   4.2.	   The	   spectra	   shown	   are	   normalized	   to	   the	   highest	  
absorbance	   (near	  2060	  cm-­‐1)	   to	  clearly	   illustrate	   the	  similarities	   in	   the	   lineshapes.	  The	  
addition	  of	  α-­‐cyclodextrin	  causes	  a	  noticeable	  redshift	  in	  the	  frequency,	  from	  2064	  cm-­‐1	  
to	  2060	  cm-­‐1,	  through	  a	  broadening	  of	  the	  peak,	  as	  shown	  in	  Figure	  4.2.	  However,	  since	  
the	  blue	  edge	  of	  the	  band	  is	  unaffected,	  the	  spectrum	  is	  most	  likely	  not	  simply	  shifted,	  
but	   instead	  a	  new	  species	   is	   favored.	  This	   increased	  amplitude	  at	   lower	   frequencies	   is	  
likely	   due	   to	   a	   decrease	   in	   the	   amount	   of	   hydrogen	   bonding,26,	   27	   which	   is	   largely	  
expected	   to	   occur	   on	   the	   nitrogen	   atom	   of	   the	   thiocyanate	   ion.26,	   28	   The	   decrease	   in	  
hydrogen	  bonding	  could	  be	  due	  to	  either	  the	  nitrogen	  atom	  being	  separated	  from	  the	  
solvent	   in	  the	  middle	  of	  the	  hydrophobic	  cyclodextrin	  or	  due	  to	  the	  decreased	  surface	  
area	   of	   the	   complex.	   It	   should	   be	   noted	   that	   all	   thiocyanate	   salts	   studied	   –	   NH4SCN,	  
KSCN,	  NaSCN,	  LiSCN,	  Ca(SCN)2,	  and	  NBu4SCN	  all	  showed	  similar	  shifts	  with	  the	  addition	  
of	  	  α-­‐cyclodextrin.	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4.3.2	  2D-­‐IR	  Shows	  Slightly	  Cation-­‐Dependent	  Dynamics:	  Insight	  into	  Binding	  
	  
Figure	  4.3	  Absolute	  value	  2D-­‐IR	  rephasing	  spectra	  of	  NaSCN	  (A)	  and	  NaSCN	  with	  α-­‐cyclodextrin	  (B)	  at	  a	  
waiting	  time	  of	  0.5	  ps.	  The	  spectrum	  with	  cyclodextrin	  has	  a	  more	  narrow	  homogeneous	  linewidth	  due	  
to	  the	  increased	  time	  to	  sample	  available	  environments.	  
	   The	  2D-­‐IR	   spectra	  of	   the	   thiocyanate	   salts	   also	   look	   similar	   to	   each	  other.	   The	  
absolute-­‐value	   rephasing	   spectrum	   of	   sodium	   thiocyanate	   shown	   in	   Figure	   4.3	   is	  
representative	   of	   all	   of	   the	   salts	   studied,	   where	   the	   spectrum	   is	   already	   quite	  
homogeneously	  broadened,	  indicating	  the	  frequencies	  are	  interchanging	  quickly	  due	  to	  
the	   low	   barrier	   between	   environments.	   The	   addition	   of	   α-­‐cyclodextrin	   causes	   an	  
increase	   in	   the	   inhomogeneous	   broadening	   because	   of	   the	   added	   environmental	  
complexity	  –	  primarily	  bound	  in	  the	  cyclodextrin	  –	  that	  cannot	  be	  sampled	  in	  the	  500	  fs	  
between	  excitation	  and	  detection	   for	   the	  given	   spectrum.	  This	   is	  more	  clearly	   seen	   in	  
the	  FFCFs,	   shown	   in	  Figure	  4.4	  where	   the	  correlation	   function	  decays	  more	  slowly	   for	  
sodium	  thiocyanate	  with	  α-­‐cyclodextrin	  than	  without.	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Figure	  4.4	  FFCF	  of	  NaSCN	   in	  D2O	   (blue	  dots)	   fit	   to	  an	  exponential	  decay	   (red	   line)	  and	  NaSCN	  with	  α-­‐
cyclodextrin	   (green	   dots)	   fit	   to	   an	   offset	   biexponential	   decay	   (magenta	   line)	   with	   the	   faster	   decay	  
constant	  fixed	  at	  the	  same	  value	  as	  NaSCN.	  The	  thiocyanate	  	  
	   From	  the	  FFCFs	  shown	  in	  Figure	  4.4	  it	  is	  clear	  that	  the	  addition	  of	  α-­‐cyclodextrin	  
slows	  the	  decay	  of	  the	  correlation	  function,	  but	  the	  fast	  decay	  time	  seen	  in	  the	  absence	  
of	  thiocyanate	   is	  still	  present.	  The	  presence	  of	  the	  fast	  decay	   is	   likely	  due	  to	  not	  all	  of	  
the	  thiocyanate	  forming	  a	  complex	  with	  the	  cyclodextrin,	  as	  only	  43%	  of	  the	  thiocyanate	  
anions	   are	   expected	   to	   be	   bound,17	   leaving	   a	   comparable	   number	   of	   the	   thiocyanate	  
ions	  in	  solution	  unchanged	  from	  the	  cyclodextrin-­‐free	  solution	  unless	  some	  kind	  of	  ionic	  
aggregation	  occurs.	  To	  account	  for	  this	  mixture	  of	  bound	  and	  unbound	  thiocyanate	  ions,	  
the	  FFCF	  of	  the	  solution	  containing	  both	  a	  thiocyanate	  salt	  and	  α-­‐cyclodextrin	  was	  fit	  to	  
an	  offset	  biexponential	  decay,	  where	  the	   faster	  decay	  time	  (around	  1	  ps)	  was	   fixed	  at	  
the	   same	   value	   found	   in	   the	   solution	   without	   cyclodextrin.	   The	   offsets	   of	   the	   FFCFs	  
studied	  were	  adjusted	  so	  that	  the	  NaSCN	  in	  D2O	  correlation	  function	  decayed	  to	  zero.	  
NaSCN	  had	   the	   lowest	  offset	  of	   all	   the	   thiocyanate	   salts,	   but	   the	  others	  decayed	   to	  a	  
value	  within	   0.02,	   so	   the	   choice	   of	   NaSCN	   does	   not	   appear	   to	   be	   significant	   and	   any	  
other	  thiocyanate	  could	  also	  have	  been	  used.	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Figure	   4.5	   The	   FFCF	   decay	   time	   of	   the	   thiocyanate	   CN	   stretching	   mode	   is	   dependent	   on	   the	   cation	  
where	   kosmotropes	   show	   the	   fastest	   dynamics	   and	   chaotropes	   the	   slowest.	   Error	   bars	   are	   the	   95%	  
confidence	  interval	  from	  an	  offset	  exponential	  decay.	  	  
	   The	  easily	  noticeable	  trend	  in	  the	  FFCFs	  of	  thiocyanate	  salts	   in	  D2O	  (without	  α-­‐
cyclodextrin)	   is	   that	   the	   decay	   time	   is	   generally	   longer	   for	   chaotropes,	   with	   the	  
exception	  being	  Ca(SCN)2,	  as	  shown	  in	  Figure	  4.5.	  This	  may	  be	  because	  the	  amount	  of	  
calcium	  ions	  present	  in	  solution	  is	  half	  that	  of	  the	  other	  cations	  because	  it	  was	  the	  only	  
cation	   studied	  with	  a	  +2	   charge,	   so	   for	  every	   calcium	   ion	  added	   two	   thiocyanate	   ions	  
were	  introduced	  to	  the	  solution.	  It	  would	  be	  possible	  to	  add	  a	  different	  calcium	  salt	  to	  
increase	  the	  cation	  concentration,	  but	  that	  would	  also	   introduce	  another	  anion,	  which	  
could	  interact	  with	  the	  water	  structure	  near	  the	  thiocyanate	  anion	  differently,	  altering	  
the	   FFCF.	   So	   discounting	   Ca(SCN)2	   for	   now,	   it	   appears	   that	   the	   kosmotropic	   cations	  
cause	  the	  thiocyanate	  to	  sample	  its	  environments	  more	  quickly,	  which	  could	  be	  due	  to	  
the	   water	   reorienting	   faster	   in	   the	   presence	   of	   the	   kosmotropes	   and	   slower	   in	   the	  
presence	   of	   chaotropes.	   This	   trend	   had	   been	   observed	   previously	   in	   the	   dielectric	  
relaxation	   of	   water	   molecules	   in	   the	   presence	   of	   1	  M	   salt	   solutions,	   where	   water	  
reorients	  more	  quickly	   in	  the	  presence	  of	  ammonium	  and	  potassium,	  but	  more	  slowly	  
with	  sodium	  and	  the	  other	  cations,	  especially	  tetrabutylammonium.29-­‐31	  It	  is	  interesting	  
to	  note	  that	  Kaatze	  also	  noticed	  a	  faster	  reorientation	  time	  for	  divalent	  cations,	  such	  as	  
Ca2+,	  but	  did	  not	  have	  a	  full	  understanding	  of	  why	  that	  would	  be.31,	  32	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   The	  order	  of	  the	  cations	  in	  Figure	  4.5	  is	  generally	  agreed	  upon	  for	  NH4+	  through	  
Ca2+,	  but	  the	  placement	  of	  NBu4+	  is	   less	  certain.	  Most	  rankings	  only	  compare	  the	  alkali	  
and	  alkaline	  earth	  cations	  with	  several	  other	  common	  cations,	  such	  as	  ammonium	  and	  
guanadiumium.1,	  12,	  33-­‐35	  However,	  few	  studies	  have	  compared	  tetraalkylammonium	  salts	  
to	   these	   standard	   cations.	   The	   few	   that	   have	   looked	   at	   these	   cations,	   have	   generally	  
placed	   tetrabutylammonium	   among	   the	   most	   chaotropic	   of	   the	   ions,	   so	   it	   seems	  
reasonable	  to	  place	  it	  on	  the	  far	  chaotropic	  end	  of	  the	  spectrum.13,	  36	  
Table	   4.1	   Fit	   parameters	   from	   the	   FFCF	   of	   thiocyanate	   salts	   with	   α-­‐cyclodextrin	   in	   D2O.	   All	   the	  
correlation	   functions	  were	   fit	   to	   an	   offset	   biexponential	   with	   the	   fast	   decay	   time	   fixed	   at	   the	   value	  
obtained	  from	  fitting	  the	  FFCF	  of	   just	  the	  thiocyanate	  salt	   in	  D2O.	  The	  third	  column	  is	  the	  ratio	  of	  the	  
amplitude	  of	  the	  slow	  decay	  to	  the	  fast	  decay	  to	  see	  if	  a	  binding	  constant	  could	  be	  extracted	  from	  the	  
FFCF.	  
Thiocyanate	  Salt	  
(with	  α-­‐cyclodextrin)	   Slow	  FFCF	  Decay	  (ps)	   Offset	   Slow/Fast	  Amp.	  Ratio	  
NH4SCN	   12.75	  ±	  4.51	   0.056	  ±	  0.033	   0.798	  ±	  0.143	  
KSCN	   5.26	  ±	  0.64	   0.140	  ±	  0.004	   0.881	  ±	  0.122	  
NaSCN	   13.13	  ±	  6.89	   0.067	  ±	  0.036	   0.432	  ±	  0.078	  
LiSCN	   5.70	  ±	  0.49	   0.102	  ±	  0.002	   0.438	  ±	  0.030	  
Ca(SCN)2	   13.24	  ±	  1.19	   -­‐0.010	  ±	  0.012	   1.658	  ±	  0.133	  
NBu4SCN	   11.31	  ±	  1.68	   0.103	  ±	  0.011	   1.036	  ±	  0.106	  
	  
	   It	   does	  not	  appear	   that	   there	  are	  any	   clear	   trends	   from	   the	  FFCFs	  of	   solutions	  
containing	   both	   a	   thiocyanate	   salt	   and	   α-­‐cyclodextrin,	   as	   seen	   by	   the	   offset	  
biexponential	   fit	  parameters	   listed	   in	  Table	  4.1.	  The	  addition	  of	  50	  mM	  α-­‐cyclodextrin	  
increases	   the	   amount	   of	   scatter	   in	   the	   2D-­‐IR	   signal,	  making	   it	   difficult	   to	   obtain	   clear	  
spectra	   and	   thus	   reducing	   the	   confidence	   in	   the	   fits	   of	   the	   resulting	   correlation	  
functions.	   In	  the	  case	  of	  KSCN	  and	  LiSCN,	  the	  slower	  part	  of	  the	  FFCF	  decays	  relatively	  
quickly	  (~5	  ps),	  resulting	  in	  a	  well-­‐defined	  offset	  with	  a	  95%	  confidence	  range	  of	  <0.01.	  
In	   cases	  where	   the	  decay	   time	   is	   less	   resolved,	   the	  offset	  also	  has	  a	   larger	  amount	  of	  
error,	  such	  as	  in	  ammonium	  thiocyanate	  and	  sodium	  thiocyanate,	  where	  the	  uncertainty	  
of	  the	  slow	  decay	  is	  several	  picoseconds	  and	  the	  offset	  uncertainty	  is	  the	  highest	  of	  the	  
thiocyanate	   salts.	   Ca(SCN)2	   is	   an	   outlier	   here	   as	   well,	   with	   the	   slow	   decay	   being	   the	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longest	  of	  any	  observed,	  but	  with	  an	  uncertainty	  of	  1.2	  ps	  and	  an	  offset	  of	  essentially	  
zero.	   Previous	   2D-­‐IR	   studies37,	   38	   on	   concentrated	   divalent	   cations	   in	   solution	   with	  
thiocyanate	   have	   shown	   that	   another	   ion	   MNCS+	   (where	   M2+	   is	   the	   divalent	   cation)	  
forms	  at	  higher	  concentrations	  of	  the	  cation.	  While	  it	  is	  unlikely	  that	  this	  ion	  is	  forming	  
at	   low	   concentrations,	   as	   the	   frequency	   of	   this	   ion	   is	   higher	   than	   thiocyanate,	   it	   is	  
possible	  that	  the	  calcium	  ion	  remains	  closer	  to	  the	  thiocyanate	  than	  other	  cations.	  This	  
may	  displace	  water	  molecules	  that	  would	  normally	  slow	  the	  anion’s	  entrance	  and	  exit	  
from	  the	  cyclodextrin	  cavity,	  so	  that	  this	  environment	  sampling	  now	  occurs	  within	  the	  
30	  ps	   window	   studied,	   removing	   the	   offset	   seen	   in	   other	   cations,	   although	   it	   seems	  
unlikely	  that	  the	  calcium	  ion	  would	  remain	  in	  such	  close	  proximity	  to	  the	  thiocyanate.	  
	   The	   ratio	   of	   the	   slow	   decay	   amplitude	   to	   the	   fast	   decay	   amplitude	   from	   the	  
biexponential	  FFCF	  was	  calculated	  to	  try	  to	  estimate	  how	  many	  thiocyanate	   ions	  were	  
confined	  to	  the	  cyclodextrin	  (giving	  the	  slow	  decay)	  or	  free	  in	  solution	  (fast	  decay).	  The	  
results	   are	   shown	   in	   Table	   4.1,	   but	   there	   is	   no	   clear	   trend	   present.	   For	   two	   known17	  
binding	  constants,	  NaSCN	  (27.1	  M-­‐1)	  and	  KSCN	  (21.2	  M-­‐1),	  the	  expected	  ratios	  of	  bound	  
to	  unbound	  thiocyanate	  are	  0.767	  and	  0.645,	  respectively,	  neither	  of	  which	   is	  close	  to	  
the	  measured	  values	  of	  0.432	  and	  0.881.	  This	  error	  is	  likely	  due	  to	  the	  amount	  of	  noise	  
in	   the	   FFCF	   but	   could	   also	   arise	   from	   the	   unknown	   weighting	   of	   the	   different	  
contributions	  to	  the	  FFCF.	  	  
	   One	   takeaway	   from	   the	  2D-­‐IR	  data	  of	   solutions	  with	  α-­‐cyclodextrin	   is	   that	   the	  
FFCF	  decay	  time	  attributed	  to	  the	  thiocyanate	  confined	  to	  the	  cavity	  of	  the	  cyclodextrin	  
is	  longer	  than	  that	  of	  the	  free	  thiocyanate	  ion.	  This	  seems	  straightforward,	  as	  it	  will	  take	  
more	   time	   for	   the	   thiocyanate	   to	  move	   to	   a	   different	   environment	   and	   for	   water	   to	  
make	  or	  break	  hydrogen	  bonds	   in	  this	  constrained	  environment.	  However,	  the	  solven-­‐
accessible	  surface	  area	  of	   the	  probe	   is	  also	  reduced	  which	  has	  been	  previously39	  been	  
seen	  as	  a	  reason	  for	  spectral	  diffusion	  to	  occur	  more	  quickly.	  Because	  the	  decay	  time	  is	  
slower,	   the	  nitrogen	  of	  the	  thiocyanate	   ion	   is	   likely	  not	  exposed	  to	  the	  solvent,	  as	  the	  
carbonyl	  groups	  were	  in	  the	  cyclopentadienyl	  chromium	  tricarbonyl	  with	  β-­‐cyclodextrin.	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This	  implies	  that	  the	  thiocyanate	  is	  bound	  to	  the	  α-­‐cyclodextrin	  as	  shown	  in	  Figure	  4.1,	  
with	  the	  sulfur	  solven-­‐exposed	  and	  the	  nitrogen	  in	  the	  cavity.	  
4.4	  Conclusions	  
	   A	  series	  of	  thiocyanate	  salts	  were	  studied	  in	  neat	  D2O	  as	  well	  as	  in	  complex	  with	  
α-­‐cyclodextrin.	  The	   initial	  goal	  was	   to	   identify	  a	   trend	   in	   the	  ultrafast	  dynamics	  of	   the	  
thiocyanate	  ion	  using	  2D-­‐IR	  spectroscopy,	  but	  the	  FFCFs	  from	  solutions	  containing	  both	  
the	  thiocyanate	  and	  cyclodextrin	  were	  too	  noisy	  to	  discern	  a	  meaningful	  trend.	  	  For	  the	  
solutions	   containing	   only	   thiocyanate,	   the	   dynamics	   reported	   by	   the	   thiocyanate	   CN	  
stretching	  mode	  were	   faster	   in	   the	   presence	  of	  more	   kosmotropic	   ions,	   such	   as	  NH4+	  
and	  K+	  and	  slower	   in	   the	  presence	  of	  more	  chaotropic	   ions	   like	  NBu4+.	  A	  similar	   trend	  
was	  previously	   reported	  using	  dielectric	   relaxation	   spectroscopy	   to	   study	   the	  water	   in	  
concentrated	   salt	   solutions.29-­‐32	   The	   2D-­‐IR	   results	   suggest	   that	   the	   thiocyanate	   anion	  
binds	   to	   the	   cyclodextrin	   cavity	  with	   the	  nitrogen	  pointing	   inwards,	   leaving	   the	   sulfur	  
atom	  solvent-­‐exposed.	  This	  was	  determined	  from	  the	  spectral	  diffusion	  timescale,	  which	  
is	   longer	   for	   the	   complexed	   thiocyanate,	   as	   opposed	   to	   another	   vibrational	   probe-­‐
cyclodextrin	  complex39	  where	  the	  	  solvent-­‐exposed	  probe	  had	  a	  faster	  spectral	  diffusion	  
time	  than	  in	  bulk	  solvent.	  
	   This	   system	   could	   still	   provide	   insights	   into	   the	  Hofmeister	   effect,	   especially	   if	  
the	  insights	  by	  Cho	  et	  al.	  regarding	  ionic	  networks	  and	  clusters	  are	  indeed	  linked	  to	  the	  
effect.7-­‐10	  It	  is	  uncertain	  if	  trends	  will	  be	  observable	  at	  the	  concentration	  levels	  used	  in	  
these	  experiments,	  as	  most	  of	  the	  other	  investigations	  into	  the	  Hofmeister	  series	  have	  
been	   closer	   to	   1	   M	   than	   the	   50	   mM	   used	   here.	   In	   fact,	   some	   studies	   with	   low	   salt	  
concentration	   (~300	  mM)	   have	   seen	   an	   “inverse	   Hofmeister	   series”	   where	   the	   trend	  
seen	   is	   the	  opposite	  of	  the	  trend	  at	  higher	  concentrations.40,	  41	  One	  way	  to	  use	  higher	  
concentrations	  of	  salt	  while	  using	  the	  same	  concentration	  of	  probe	  would	  be	  to	  use	  a	  
different	  salt	  with	  the	  same	  cation,	  but	  an	  anion	  that	  does	  not	  have	  a	  vibrational	  mode	  
close	   in	   frequency	  to	  thiocyanate,	  such	  as	  chloride.	  That	  way,	   the	  concentration	  could	  
be	   increased	  and	   since	  Cl–	   is	   not	   extremely	   chaotropic	  or	   kosmotropic,	   it	   likely	  would	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have	   less	  of	  an	   influence	  on	   the	   ionic	  aggregation.	  Then	   the	   thiocyanate	  anions	  could	  
still	   participate	   in	   the	   aggregation	   and	   report	   on	   the	  dynamics,	   even	   at	   relatively	   low	  
concentrations.	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Chapter	  5	  
Structural	  Impact	  of	  a	  Contact	  Ion	  Pair	  on	  a	  Functionalized	  Crown	  Ether	  
5.1	  Introduction	  
Investigating	   a	   system	   with	   charged	   species	   and	   a	   vibrational	   probe	   can	   be	  
complicated	  due	  to	  the	   large	  amount	  of	  unknown	   information	  about	  how	  the	  charges	  
are	  arranged,	  as	  shown	  in	  the	  preceding	  chapters.	  In	  the	  case	  of	  the	  peptide,	  the	  motion	  
of	  charged	  side	  chains	  and	  the	  electric	  field	  from	  the	  α-­‐helical	  dipole	  alignment	  create	  
an	  electrostatic	  environment	  that	  is	  difficult	  to	  model.	  When	  using	  an	  anion	  in	  aqueous	  
solution	   as	   the	   vibrational	   probe,	   as	   done	   with	   the	   thiocyanate	   with	   cyclodextrin	  
experiments,	   the	  anion	  and	   cation	  are	   separately	   solvated,	   so	   the	   relative	  distance	  of	  
the	  two	  varies,	  complicating	  the	  analysis	  of	  the	  electrostatics.	  Another	  situation,	  where	  
the	   anion	   and	   cation	   are	   always	   a	   knowable	   distance	   from	   the	   probe	   could	   ease	   the	  
interpretation	  of	  the	  results.	  	  
One	  well-­‐studied	  system	  that	  has	  a	  vibrational	  probe	  where	  the	  ions	  of	  a	  salt	  are	  
a	   knowable	  distance	   from	  each	  other	   is	   sodium	   thiocyanate	   in	   tetrahydrofuran	   (THF),	  
where	  the	  sodium	  cation	  and	  thiocyanate	  anion	  essentially	  only	  form	  contact	  ion	  pairs,	  
even	  at	   low	  concentrations.1-­‐4	  The	  THF	  is	  not	  polar	  enough	  to	  overcome	  the	  attractive	  
force	  between	   the	   two	   ions	  and	   solvate	   them	  separately,	   leading	   to	   contact	   ion	  pairs	  
and	   even	   dimers	   at	   higher	   concentrations,	   as	   determined	   by	   infrared	   and	   ultrasonic	  
spectroscopy.1	   The	   contact	   ion	   pairs	   and	   the	   dimer	   have	   different	   thiocyanate	   CN	  
stretching	   frequencies,	   so	   they	   can	   be	   studied	   separately	   using	   2D-­‐IR,	   meaning	   the	  
dynamics	  of	  the	  two	  environments	  can	  be	  monitored	  individually,	  as	  well	  as	  potentially	  
seeing	   energy	   transfer	   or	   coupling	   between	   the	   two	   if	   it	   is	   present.	   Energy	   transfer	  
between	  different	  clusters	  of	  thiocyanate	  salts	  has	  been	  investigated	  previously,5,	  6	  but	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at	   very	   high	   concentrations	   in	   aqueous	   solutions,	   to	   estimate	   the	   size	   of	   the	   ionic	  
clusters.7	  
Another	   system	   that	  has	  been	   studied	   involving	  alkali	  metal	   salts	   in	  THF	   is	   the	  
complex	  formed	  between	  crown	  ethers	  and	  the	  cation	  from	  the	  salt.8-­‐10	  Specifically,	  the	  
crown	   ethers	   15-­‐crown-­‐5	   and	   18-­‐crown-­‐6	   show	   a	   great	   affinity	   for	   sodium	   and	  
potassium	   ions	   in	   many	   different	   solvents,	   with	   the	   oxygen	   atoms	   in	   the	   ether	  
coordinating	  to	  the	  cation.	  The	  binding	  constant	  of	  Na+	  to	  each	  of	  these	  crown	  ethers	  
has	  been	  determined	  to	  be	  at	  least	  104	  M-­‐1	  in	  THF.11	  The	  binding	  constant	  was	  measured	  
more	   accurately	   in	   methanol,	   where	   the	   15-­‐crown-­‐5	   has	   a	   slightly	   lower	   binging	  
constant	   (log	   K	   =	   3.24)	   compared	   to	   the	   18-­‐crown-­‐6	   (log	   K	   =	   4.35),	   with	   both	   cases	  
indicating	   that	   the	  vast	  majority	  of	   the	  cations	   in	   solution	  will	  be	  complexed	  with	   the	  
crown	  ether.12	  This	  affinity	  allows	  crown	  ethers,	  especially	  when	  attached	  to	  a	  reporting	  
molecule	  of	   some	  kind,	   to	   act	   as	  detectors	  of	   cations	   in	   solution	  and	  has	  made	   them	  
popular	  molecules	  to	  modify	  with	  different	  labels.13-­‐15	  
One	  example	  of	  a	  crown	  ether	  detector	  is	  (η6-­‐benzocrown	  ether)Cr(CO)3,	  where	  
the	   reporting	   group	   is	   the	  metal	   carbonyl	   that	   is	   connected	   to	   the	   crown	   ether	   by	   a	  
linking	   aromatic	   group.	   Benzocrown	   ethers	   have	   similar	   cation	   binding	   constants	   as	  
unsubstituted	   crown	   ethers,11	   but	   allow	   the	   change	   in	   electron	   density	   from	  
coordinating	  the	  cation	  to	  be	  extended	  to	  the	  metal	  carbonyl	  system	  which	  results	  in	  a	  
blueshifting	   of	   the	   carbonyl	   stretching	   modes.16	   This	   is	   because	   the	   loss	   in	   electron	  
density	   on	   the	   crown	   ether	   oxygen	   atoms	   also	   withdraws	   electron	   density	   from	   the	  
carbonyl	  π*	  orbitals,	  causing	  the	  bonds	  to	  shorten	  and	  the	  frequencies	  to	  blueshift.	  The	  
chromium	  tricarbonyl	  system	  is	  useful	  because	  the	  carbonyl	  stretching	  frequencies	  are	  
located	  in	  a	  fairly	  uncrowded	  part	  of	  the	  infrared	  spectrum	  and	  absorb	  strongly,	  so	  they	  
can	   be	   detected	   even	   at	   low	   concentrations	   (on	   the	   order	   of	  mM)	   and	   the	   carbonyl	  
frequencies	  will	   shift	  with	   a	   similar	   cation	   concentration	  because	  of	   the	  high	  bonding	  
constant.	  
By	  combining	  the	  two	  systems	  –	  sodium	  thiocyanate	  contact	  ion	  pairs	  in	  THF	  and	  
cation-­‐coordinating	   benzocrown	   ether	   chromium	   tricarbonyl,	   the	   sodium	   ion	   from	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sodium	   thiocyanate	   is	   expected	   to	   coordinate	  with	   the	   crown	   ether	   and	   because	   the	  
solvent	   is	   THF,	   the	   thiocyanate	   anion	   is	   expected	   to	   remain	   in	   contact,	   giving	   two	  
vibrational	  probes	  in	  close	  spatial	  and	  spectral	  proximity.	  This	  could	  potentially	  lead	  to	  
coupling	  of	  the	  thiocyanate	  CN	  stretching	  and	  the	  symmetric	  CO	  stretching	  mode,	  which	  
have	  frequencies	  around	  2060	  and	  1960	  cm-­‐1,	  respectively.	  	  
5.2	  Methods	  
5.2.1	  Materials	  
Tetrahydrofuran	   (THF)	   and	   sodium	   thiocyanate	   were	   purchased	   from	   Sigma-­‐
Aldrich	   and	   used	   without	   further	   purification.	   The	   THF	   used	   contained	   250	   ppm	  
butylated	   hydroxytoluene	   (BHT)	   to	   inhibit	   peroxide	   formation.	   Sodium	  
tetraphenylborate	  was	   purchased	   from	  Alfa	   Aesar	   and	  was	   also	   used	  without	   further	  
purification.	  
5.2.2	  Synthesis	  of	  Benzocrown	  Ether	  Chromium	  Tricarbonyl	  	  
Benzo-­‐18-­‐Crown-­‐6	   Ether	   Chromium	   Tricarbonyl	   (BCECT)	   was	   synthesized	   using	  
the	   method	   established	   by	   Mahaffey	   and	   Pauson.17	   A	   solution	   of	   937	   mg	   benzo-­‐18-­‐
crown-­‐6	   and	   662	   mg	   chromium	   hexacarbonyl	   was	   prepared	   using	   80	   mL	   of	   a	   9:1	  
volumetric	   mixture	   of	   dibutyl	   ether:THF.	   The	   mixture	   was	   heated	   to	   boiling	   under	   a	  
nitrogen	  atmosphere	  and	  stirred	  at	  140	  °C	   for	  20	  hours	  using	  a	  condensing	  column	  to	  
retain	  the	  solvent.	  The	  now	  yellow	  solution	  was	  then	  cooled	  to	  room	  temperature	  and	  
the	  product	  was	  crystalized	  using	  a	  rotary	  evaporator,	  leaving	  a	  yellow-­‐green	  solid.	  The	  
solid	  was	  purified	  using	  a	  silica	  column	  with	  a	  2:1	  mixture	  of	  diethyl	  ether	  and	  hexanes	  
as	  the	  mobile	  phase,	  leaving	  a	  yellow	  band	  at	  the	  top	  of	  the	  column.	  This	  band	  was	  then	  
flushed	  out	  using	  methanol,	  and	   the	   resulting	  solution	  was	   rotary	  evaporated	  yielding	  
BCECT,	   a	   yellow	   solid,	   as	   confirmed	   by	   the	   distinct	   FTIR	   peaks	   at	   1960	  cm-­‐1	   and	  
1878	  cm-­‐1,	   corresponding	   to	   the	   symmetric	   and	   asymmetric	   stretching	   modes	   of	   the	  
carbonyls.	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5.2.3	  Sample	  Preparation	  
In	  order	   to	   easily	   prepare	  many	  different	  mixtures	  of	  BCECT	  and	   sodium	   salts,	  
three	  stock	  solutions	  in	  THF	  were	  prepared:	  50	  mM	  BCECT,	  150	  mM	  sodium	  thiocyanate,	  
and	   100	  mM	   sodium	   tetraphenylborate.	   The	   proper	   volumes	   of	   NaSCN	   and	   BCECT	  
solution	  were	  combined	  and	  diluted	  with	  THF	  to	  yield	  1:2,	  1:1,	  3:2,	  4:1,	  and	  8:1	  mixtures	  
with	  a	  constant	  BCECT	  concentration	  of	  10	  mM.	  A	  solution	  of	  1:1	  NaBPh4	  and	  BCECT	  was	  
prepared	  as	  well	  as	  a	  solution	  of	  only	  BCECT	   in	  THF.	  These	  solutions	  also	  had	  a	  BCECT	  
concentration	  of	  10	  mM.	  The	  250	  μL	  samples	  were	  placed	  in	  a	  sample	  cell	  consisting	  of	  
two	  25	  mm	  x	  3	  mm	  calcium	  fluoride	  windows	  separated	  by	  a	  100	  μm	  Teflon	  spacer.	  
5.2.4	  FTIR	  Measurements	  
	   FTIR	  spectra	  were	  collected	  using	  the	  sample	  preparation	  described	  above	  on	  a	  
JASCO	  FT/IR-­‐4100	  spectrometer.	  The	  spectra	  were	  baseline	  corrected	  by	  subtracting	  a	  
4th-­‐order	  polynomial	  and	  then	  normalized	  to	  the	  absorbance	  of	  the	  symmetric	  carbonyl	  
band	  in	  BCECT	  at	  around	  1960	  cm-­‐1.	  	  
5.2.5	  2D-­‐IR	  Details	  
	   The	   2D-­‐IR	   experimental	   setup	   has	   been	   described	   elsewhere	   previously.18-­‐20	  
Spectra	  were	  collected	  with	  a	  waiting	  time	  ranging	  from	  -­‐0.2	  to	  1.0	  ps	  in	  steps	  of	  0.1	  ps,	  
1.25	   to	  10	  ps	   in	   steps	  of	  0.25	  ps,	  and	  10.5	   to	  30	  ps	   in	   steps	  of	  0.5	  ps.	  The	  Frequency	  
Fluctuation	  Correlation	   Function	   (FFCF)	  was	   calculated	  using	   the	   inhomogeneity	   index	  
method:21	  
	  
where	  AR	  and	  ANR	  are	  the	  moduli	  of	  the	  rephasing	  and	  nonrephasing	  signals,	  
respectively,	  integrated	  over	  the	  spectral	  range	  of	  interest	  at	  each	  waiting	  time.	  The	  
resulting	  points	  are	  fit	  to	  an	  offset	  exponential	  decay	  to	  extract	  the	  spectral	  diffusion	  
timescale.	  The	  resulting	  offsets	  are	  adjusted	  so	  that	  the	  correlation	  function	  with	  the	  
















	  	   96	  
5.2.6	  Electronic	  Structure	  Calculations	  Setup	  
All	  Density	  Functional	  Theory	  (DFT)	  calculations	  were	  performed	  in	  the	  Gaussian	  
09	  software	  suite22	  using	  the	  B3LYP	  functional.	  The	  6-­‐31+G(d)	  basis	  set	  was	  used	  for	  all	  
atoms	   except	   for	   chromium,	   which	   was	   modeled	   using	   the	   LANL2DZ	   effective	   core	  
potential	  and	  basis	  set.	   	  Calculations	  performed	  in	  a	  self-­‐consistent	  reaction	  field	  were	  
done	   using	   a	   polarizable	   continuum	   model	   with	   the	   default	   properties	   of	  
tetrahydrofuran.	  
5.3	  Results	  and	  Discussion	  
5.3.1	  FTIR	  Results	  
	   The	  labeled	  crown	  ether	  and	  sodium	  thiocyanate	  were	  first	  studied	  using	  Fourier	  
Transform	   Infrared	   (FTIR)	   spectroscopy	   to	   compare	   the	   samples	   and	   concentrations	  
used	   to	   those	   previously	   reported.	   Figure	   5.1	   shows	   the	   normalized	   spectra	   of	   the	  
carbonyl	   and	   thiocyanate	   stretching	  modes	  of	   several	   different	  mixtures	  of	   Benzo-­‐18-­‐
Crown-­‐6	  Ether	  Chromium	  Tricarbonyl	  (BCECT)	  and	  sodium	  thiocyanate.	  All	  samples	  had	  
a	  BCECT	   concentration	  of	   10	  mM	  and	   the	  NaSCN	   concentration	   varied	   from	  0	  mM	   to	  
80	  mM.	  The	  spectra	  were	  all	  normalized	  to	  the	  absorbance	  of	  the	  symmetric	  CO	  stretch	  
of	   BCECT	   around	   1960	   cm-­‐1.	   The	   absorbance	   of	   the	   asymmetric	   CO	   stretch	   (centered	  
around	   1878	  cm-­‐1)	   remained	   fairly	   constant,	   although	   the	   width	   increases	   until	   the	  
concentration	  of	  NaSCN	  reaches	  15	  mM	  at	  which	  point	  additional	   sodium	  thiocyanate	  
does	  not	  affect	   the	  peak	  width.	   This	  may	   indicate	   that	   the	  asymmetric	  CO	  band	   is	   an	  
indicator	   of	   how	  much	  NaSCN	   is	   coordinated	   to	   the	   crown	  ether,	   as	   the	  high	  binding	  
constant	  means	  almost	  all	  of	  the	  sodium	  ions	  should	  be	  coordinated	  to	  the	  crown	  ether	  
and	  so	  assuming	  a	  1:1	  complex,	  additional	  NaSCN	  shouldn’t	  affect	  the	  CO	  backbonding,	  
as	  the	  additional	  ion	  pairs	  are	  solvated	  separately	  from	  the	  BCECT.	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Figure	  5.1	  FTIR	  spectra	  of	  carbonyl	  and	  thiocyanate	  frequencies	  of	  BCECT	  and	  NaSCN	  in	  THF	  normalized	  
to	  the	  symmetric	  CO	  stretching	  mode	  near	  1960	  cm-­‐1.	  The	  molar	  ratio	  of	  NaSCN	  to	  BCECT	  used	  is	  shown	  
in	   blue	   (8.0),	   green	   (4.0),	   yellow	   (1.5),	   red	   (1.0),	   pink	   (0.5),	   and	   purple	   (0.0).	   The	   symmetric	   CO	  
stretching	  mode	  redshifts	  with	  increasing	  NaSCN	  concentration,	  as	  shown	  in	  (B).	  (C)	  shows	  the	  NaSCN	  
band	  normalized	  to	  the	  contact	  ion	  pair	  peak	  near	  2060	  cm-­‐1.	  The	  peak	  near	  2040	  cm-­‐1	  that	  grows	  in	  is	  
assigned	  to	  NaSCN	  dimers.	  
	   The	  asymmetric	  band	  in	  a	  similar	  chromium	  tricarbonyl	  molecule	  was	  previously	  
observed23	   to	  broaden	   in	  more	  polar	   solvents,	   as	   the	  different	  environments	   split	   the	  
degeneracy	  of	  the	  two	  different	  asymmetric	  CO	  stretching	  modes	  in	  the	  band.	  The	  band	  
was	   even	   observed	   to	   separate	   into	   two	   distinct	   peaks	   in	   a	   small	   unilamellar	   vesicle,	  
likely	  due	  to	  a	  nearby	  ion.	  For	  BCECT,	  all	  of	  the	  nearby	  ions	  will	  be	  contact	  ion	  pairs,	  so	  
the	  effective	  charge	  that	  reaches	  the	  carbonyls	  is	  less	  than	  an	  unpaired	  ion.	  This	  further	  
supports	   the	   1:1	   complex,	   as	   the	   difference	   between	   1.5:1	   and	   8:1	   NaSCN:BCECT	   is	  
minimal,	  suggesting	  there	  is	  no	  change	  in	  the	  electron	  density	  in	  the	  crown	  ether	  and	  no	  
nearby	  ions	  to	  split	  the	  degenerate	  peaks.	  
	   Another	   feature	   of	   the	   FTIR	   spectra,	   as	   shown	   in	   Figure	   5.1B,	   is	   that	   the	  
symmetric	   CO	  mode	   redshifts	   as	   the	   relative	   concentration	   of	   sodium	   thiocyanate	   is	  
increased.	  This	  shift	   is	   in	  the	  opposite	  direction	  as	  the	  frequency	  shift	  observed	   in	  the	  
complex	   formed	   between	   benzo-­‐15-­‐crown-­‐5	   ether	   chromium	   tricarbonyl	   and	   sodium	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perchlorate	   in	   methanol.16	   The	   reason	   for	   the	   difference	   in	   the	   shift	   is	   that	   sodium	  
perchlorate	  is	  not	  expected	  to	  form	  many	  contact	  ion	  pairs	  in	  methanol,4	  so	  the	  majority	  
of	  the	  complexed	  sodium	  cations	  will	  be	  unpaired,	  resulting	  in	  a	  greater	  withdrawal	  of	  
electron	  density	   from	  the	  aromatic	  group,	  reducing	  the	  amount	  of	  π-­‐backbonding	  and	  
blueshifting	  the	  carbonyl	  frequencies.	  Instead,	  the	  presence	  of	  a	  thiocyanate	  anion	  with	  
the	   cation	   causes	   the	   frequency	   to	   redshift,	   as	   supported	   by	   quantum	   chemical	  
calculations	  that	  will	  be	  discussed	  further	  below.	  To	  confirm	  that	  the	  blueshifting	  of	  the	  
carbonyl	  bands	  was	  due	  to	  solvent-­‐separated	  ion	  pairs	  and	  not	  a	  unique	  feature	  of	  the	  
benzo-­‐15-­‐crown-­‐5	   chromium	   tricarbonyl,	   a	   solution	   of	   10	   mM	   BCECT	   and	   10	   mM	  
sodium	  tetraphenylborate	  in	  THF	  was	  prepared	  and	  its	  FTIR	  spectrum	  is	  shown	  in	  Figure	  
5.2.	   The	   FTIR	   spectra	   show	   that	   the	   carbonyl	  modes	   blueshift	   in	   the	   presence	   of	   the	  
solvent-­‐separated	  ion	  pairs,	  and	  the	  asymmetric	  band	  is	  broader	  than	  the	  solution	  with	  
just	  BCECT.	  
	  
Figure	  5.2	  FTIR	  spectra	  of	  the	  carbonyl	  and	  thiocyanate	  bands	  of	  BCECT	  and	  two	  different	  sodium	  salts,	  
normalized	  to	  the	  symmetric	  carbonyl	  peak	  around	  1960	  cm-­‐1.	  10	  mM	  BCECT	  in	  THF	  is	  shown	  in	  purple,	  
a	  1:1	  mixture	  of	  BCECT	  and	  NaSCN	  is	  shown	  in	  red	  and	  a	  1:1	  mixture	  of	  BCECT	  and	  NaBPh4	  is	  shown	  in	  
black.	  The	  carbonyl	  bands	  redshift	  when	  NaSCN	  is	  added	  and	  blueshift	  when	  NaBPh4	  is	  added.	  	  
	   Another	  striking	  change	  in	  the	  FTIR	  spectra	  is	  that	  the	  shape	  of	  the	  thiocyanate	  
band	  (near	  2060	  cm-­‐1)	  changes	  greatly	  as	  the	  NaSCN:BCECT	  ratio	  increases	  from	  1.5:1	  to	  
4:1	   as	   shown	   in	   Figure	   5.1C.	   The	   reason	   for	   this	   change	   is	   that	   as	   the	   thiocyanate	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concentration	   increases,	   the	   ions	   form	   larger	   groups	   than	   just	   contact	   ion	   pairs.	   The	  
peak	   at	   2057	   cm-­‐1	   is	   assigned	   to	   thiocyanate	   in	   a	   contact	   ion	   pair,	  while	   the	   peak	   at	  
2043	  cm-­‐1	  is	  assigned	  to	  a	  sodium	  thiocyanate	  dimer	  by	  Saar	  and	  Petrucci.1	  The	  relative	  
intensity	  of	  the	  two	  bands	  is	  different	  with	  BCECT	  than	  the	  previously	  reported	  spectra,	  
with	  more	   intensity	   associated	  with	   contact	   ion	   pairs	   than	   the	   dimers.	   This	   has	   been	  
interpreted	  as	  the	  presence	  of	  the	  crown	  ether	  interrupting	  the	  formation	  of	  dimers.24	  
However,	   sodium	   thiocyanate	  will	   begin	   to	   dimerize	  when	   the	   concentration	   exceeds	  
that	  of	  the	  crown	  ether	  by	  at	  least	  4:1,	  as	  seen	  in	  Figure	  5.1C.	  An	  additional	  peak	  from	  
sodium	  thiocyanate	   in	  THF	   is	  expected	  at	  1973	  cm-­‐1,	  attributed	  to	  a	  thiocyanate	   ion	   in	  
contact	  with	  two	  sodium	  cations,1	  but	  typically	  only	  appears	  at	  high	  concentrations	  and	  
is	  much	  weaker	  than	  the	  other	  two,	  which	  could	  explain	  the	  shoulder	  on	  the	  blue	  side	  of	  
the	  SCN	  band	  seen	  in	  the	  4:1	  and	  8:1	  mixtures.	  	  
5.3.2	  2D-­‐IR	  Spectra	  
	  
Figure	  5.3	  2D-­‐IR	  spectra	  of	  10	  mM	  BCECT	  and	  80	  mM	  NaSCN	  in	  THF,	  with	  the	  symmetric	  carbonyl	  mode	  
of	  BCECT	  at	  1960	  cm-­‐1	  and	   the	  excited	   state	  absorption	  band	  of	  NaSCN	  at	  an	  excitation	   frequency	  of	  
2050	  cm-­‐1	  just	  below	  the	  diagonal.	  (A)	  shows	  the	  spectrum	  at	  an	  early	  waiting	  time,	  t2	  =	  0.7	  ps	  when	  the	  
two	  bands	  have	  similar	  intensity.	  (B)	  shows	  the	  spectrum	  at	  a	  later	  waiting	  time,	  t2	  =	  30	  ps	  where	  the	  
SCN	  band	   is	  much	  more	   intense,	   indicating	   that	  SCN	  has	  a	   longer	  vibrational	   lifetime.	  No	  cross-­‐peaks	  
are	  present,	  indicating	  that	  energy	  is	  not	  exchanged	  between	  the	  two	  modes.	  
	   The	  linear	  infrared	  spectra	  provide	  a	  good	  deal	  of	  information	  about	  the	  system,	  
but	  little	  is	  known	  about	  the	  dynamics,	  where	  the	  system	  could	  be	  undergoing	  changes	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on	  the	  ultrafast	  timescale.	  It	  has	  been	  previously	  observed	  that	  while	  the	  linear	  infrared	  
spectrum	  of	  a	  probe	  may	  appear	  similar	  or	  even	  identical,	  the	  ultrafast	  dynamics	  can	  be	  
vastly	  different.25,	  26	  The	  initial	  goal	  of	  this	  system	  was	  to	  monitor	  both	  the	  carbonyl	  and	  
thiocyanate	   modes,	   but	   as	   seen	   in	   Figure	   5.3,	   the	   detection	   bandwidth	   of	   the	   2D-­‐IR	  
setup	  is	  not	  broad	  enough	  to	  resolve	  both	  the	  symmetric	  mode	  of	  the	  carbonyls	  and	  the	  
thiocyanate	   band.	   The	   excited	   state	   absorption	   band	   from	   the	   thiocyanate	   modes	   is	  
visible	   because	   it	   inherently	   has	   a	   lower	   frequency	   than	   the	   diagonal	   band,	   which	   is	  
composed	   of	   the	   signal	   corresponding	   to	   the	   ground	   state	   bleach	   and	   stimulated	  
emission	   pathways.27	   Despite	   only	   being	   able	   to	   see	   one	   diagonal	   peak	   in	   the	   2D-­‐IR	  
spectra,	  the	  symmetric	  carbonyl	  mode	  should	  provide	  insight	   into	  the	  dynamics	  of	  the	  
system	  as	  other	  piano-­‐stool	  complexes	  have	  been	  used	  previously.23,	  28,	  29	  
5.3.3	  Spectral	  Diffusion	  Gives	  Insight	  to	  the	  Complex	  
	  
Figure	  5.4	  (A)	  FFCF	  of	  symmetric	  CO	  mode	  for	  four	  different	  mixtures	  of	  NaSCN	  and	  BCECT.	  The	  offset	  
increases	  as	  the	  concentration	  of	  NaSCN	  increases.	  (B)	  The	  offset	  from	  the	  FFCF	  fits	  correlate	  well	  with	  
the	  expected	  complex	  concentration	  given	  an	  binding	  constant	  of	  104	  M-­‐1.	  
	   The	  FFCF	  can	  be	  used	  to	  sense	  how	  quickly	  a	  probe	  samples	  the	  distribution	  of	  
environments	   that	   produce	   the	   varying	   frequencies	   and	   has	   been	   used	   to	   provide	  
insight	   into	   the	   dynamics	   of	   a	   wide	   variety	   of	   systems	   from	   labeled	   proteins30-­‐32	   to	  
catalysts.33-­‐35	  The	  FFCF	  was	  measured	  for	  the	  symmetric	  CO	  mode	  of	  BCECT	  and	  shown	  
in	  Figure	  5.4A	  for	  several	  different	  mixtures	  of	  BCECT	  and	  NaSCN.	  The	  striking	  difference	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between	  the	  4	  different	  FFCF	  shown	  is	  that	  the	  offset	  increases	  with	  increased	  sodium	  
thiocyanate	   concentration.	   The	   increase	   saturates	   at	   slightly	   above	   a	   1:1	   mixture	   as	  
shown	  by	  the	  small	  increase	  in	  offset	  between	  1:1	  and	  8:1,	  where	  there	  is	  a	  large	  excess	  
of	  NaSCN.	  This	  offset	   indicates	  that	  there	   is	  some	  dynamical	  process(es)	  that	  occur	  on	  
timescales	   slower	   than	   the	  experimentally	   accessible	  window	   limited	  by	   the	   finite	   (12	  
ps)	   vibrational	   lifetime	   of	   the	   probe.	   The	   precise	   origin	   of	   the	   long-­‐time	   dynamics	  
cannot	  be	  determined	  from	  the	  FFCF	  alone,	  but	  based	  on	  the	  structural	  considerations	  
discussed	   above,	   a	   likely	   explanation	   would	   involve	   the	   complexation	   of	   NaSCN	   to	  
BCECT.	  Indeed,	  the	  change	  in	  offset	  is	  well	  correlated	  with	  the	  expected	  concentration	  
of	  complex	  formed	  assuming	  an	  equilibrium	  constant	  of	  104	  M-­‐1,	  as	  shown	  in	  Figure	  5.4B.	  
	   The	  correlation	  of	  the	  offset	  with	  the	  formation	  of	  BCECT/NaSCN	  complex	  makes	  
it	  easy	  to	  speculate	  about	  the	  origin	  of	  the	  offset—either	  because	  of	  the	  coordination	  of	  
the	   sodium	   cation	   to	   the	   crown	   ether	   or	   the	   presence	   of	   the	   thiocyanate	   ion	   due	   to	  
contact	   ion	   pair	   formation.	   To	   investigate	   the	   origin	   of	   the	   offset,	   sodium	  
tetraphenylborate	  was	  again	  used	  to	  separate	  the	  contribution	  of	  the	  sodium	  cation	  and	  
the	   thiocyanate	   anion	   by	   providing	   a	   source	   of	   solvent-­‐separated	   sodium	   that	   will	  
coordinate	  to	  the	  crown	  ether	  separately	  from	  the	  bulky	  tetraphenylborate	  anion.	  The	  
FFCF	  of	  a	  1:1	  mixture	  of	  BCECT	  and	  NaBPh4	   is	  shown	  in	  Figure	  5.5	   in	  black,	  where	  the	  
offset	   (0.09)	   is	   a	   little	   higher	   than	   the	   offset	   of	   pure	   BCECT	   in	   THF	   (0.0),	   but	   still	  
considerably	  lower	  than	  a	  1:1	  mixture	  of	  BCECT	  and	  NaSCN	  (0.25).	  This	  seems	  to	  show	  
that	   the	  majority	  of	   the	   long-­‐time	  dynamics	   is	  due	  to	  the	  presence	  of	   the	  thiocyanate	  
anion	  and	  not	  the	  coordination	  of	  the	  sodium	  cation	  to	  the	  crown	  ether.	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Figure	  5.5	  FFCF	  of	  symmetric	  CO	  mode	  of	  BCECT	  with	  NaBPh4	  in	  comparison	  to	  a	  sample	  of	  just	  BCECT	  
and	  with	  NaSCN,	  showing	  that	  while	  there	  is	  a	  small	  increase	  in	  offset	  from	  the	  sodium	  coordinating	  to	  
the	  crown	  ether,	  the	  majority	  comes	  from	  the	  thiocyanate	  anion.	  
Table	  5.1	  FFCF	  decay	  time	  for	  solutions	  with	  varying	  concentration	  ratios	  of	  NaSCN	  and	  BCECT.	  
[NaSCN]/[BCECT]	   C(t)	  Decay	  Time	  (ps)	  
0.0	   3.78	  ±	  0.39	  
0.5	   3.82	  ±	  0.38	  
1.0	   3.34	  ±	  0.32	  
1.5	   4.99	  ±	  0.15	  
4.0	   3.76	  ±	  0.12	  
8.0	   4.65	  ±	  0.13	  
	  
	   It	   is	   interesting	   to	   note	   that	   the	   addition	   of	   sodium	   thiocyanate	   or	   sodium	  
tetraphenylborate	   has	   very	   little	   effect	   on	   the	   spectral	   diffusion	   timescale	   of	   the	  
symmetric	  carbonyl	  mode	  of	  BCECT.	  All	  of	  the	  FFCFs	  for	  BCECT	  and	  NaSCN	  have	  a	  decay	  
time	  between	  3	  and	  5	  ps	  with	  no	  apparent	  trend	  with	   increasing	  salt	  concentration	  as	  
shown	  in	  Table	  5.1.	  The	  solution	  with	  BCECT	  and	  NaBPh4	  has	  a	  FFCF	  decay	  time	  of	  3.96	  ±	  
0.33	  ps,	  which	  is	  in	  the	  same	  range	  as	  the	  NaSCN	  solutions.	  Although	  it	  is	  difficult	  to	  say	  
too	   much	   about	   the	   system	   from	   this,	   it	   seems	   to	   indicate	   that	   the	   introduction	   of	  
excess	   salt	   does	   not	   change	   the	   environment	   of	   the	   carbonyl,	   so	   the	   dimers	   or	  
additional	  contact	   ion	  pairs	  are	  likely	  forming	  far	  from	  the	  BCECT	  in	  solution.	  Also,	  the	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increase	   in	   offset	   does	   not	   affect	   the	   spectral	   diffusion	   timescale,	   so	   the	   new	  
environment	  being	  created	  by	  the	  addition	  of	  NaSCN	  is	  sampled	  at	  about	  the	  same	  rate	  
as	  that	  of	  just	  BCECT	  in	  THF.	  
5.3.4	  Investigating	  the	  System	  with	  DFT	  
	  
Figure	  5.6	  DFT	  optimized	  geometries	   for	   the	  BCECT	  and	  NaSCN	  complex	  with	   the	   thiocyanate	   located	  
(A)	  and	  (C)	  above,	  or	  on	  the	  opposite	  side	  of	  the	  crown	  ether	  than	  the	  carbonyls	  and	  (B)	  and	  (D)	  below,	  
or	  on	  the	  same	  side	  of	  the	  crown	  ether	  as	  the	  carbonyls.	  The	  two	  structures	  are	  both	  expected	  to	  be	  
present	  due	  to	  the	  small	  energy	  difference	  between	  the	  two.	  
	   DFT	   calculations	   were	   used	   to	   model	   the	   system	   and	   better	   understand	   the	  
origin	  of	  the	  FFCF	  offset	  using	  the	  B3LYP/6-­‐31+G(d)	  level	  of	  theory	  on	  all	  atoms	  except	  
for	   chromium,	  which	  was	   represented	  with	   the	   LANL2DZ	   basis	   set	   and	   effective	   core	  
potential	  using	  the	  Gaussian	  09	  software	  suite.22	  These	  quantum	  chemical	  calculations	  
allow	   geometries,	   frequencies,	   and	   energies	   to	   be	   calculated	   based	   on	   the	   electronic	  
structure	  of	  a	  molecule	  or	  ion.	  The	  crystal	  structure	  of	  the	  complex	  between	  benzo-­‐15-­‐
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crown-­‐5	  chromium	  tricarbonyl	  and	  sodium	  thiocyanate	  has	  been	  determined16	  and	  has	  
the	  thiocyanate	  anion	  located	  “above”	  the	  crown	  ether,	  or	  on	  the	  opposite	  side	  as	  the	  
metal	  and	  carbonyls.	  A	  similar	  structure	  was	  optimized	  for	  BCECT	  and	  is	  shown	  in	  Figure	  
5.6A,	  as	  well	  as	  a	  structure	  where	  the	  thiocyanate	  is	  “below”	  the	  crown	  ether	  –	  on	  the	  
same	   side	   as	   the	   carbonyls	   as	   shown	   in	   Figure	   5.6B.	   These	   structures	   have	   similar	  
energies	  –	  only	  a	  difference	  of	  5.13	  kJ/mol,	  where	  the	  structure	  with	  thiocyanate	  above	  
the	  crown	  ether	  is	  lower	  in	  energy.	  Assuming	  a	  Boltzmann	  distribution,	  this	  means	  that	  
about	  13%	  of	   the	  complexes	  would	  have	   the	   thiocyanate	  below	  the	  crown	  ether.	  The	  
energy	  difference	  between	  these	  two	  states	  may	  be	  even	   lower	   in	  solution,	  as	  placing	  
the	  complex	  in	  a	  THF	  solvent	  cavity	  and	  optimizing	  the	  two	  geometries	  gives	  an	  energy	  
difference	  of	  2.56	  kJ/mol,	  but	  the	  conformation	  with	  the	  thiocyanate	  below	  the	  crown	  
ether	   has	   the	   lower	   energy.	   Either	   way,	   it	   looks	   like	   a	   combination	   of	   the	   two	  
conformations	  will	  be	  present	  at	  room	  temperature,	  which	  could	  cause	  the	  offset	  in	  the	  
FFCF.	  
Table	  5.2	  Calculated	  BCECT	  and	  NaSCN	  Frequencies	  (cm-­‐1,	  unscaled)	  
	  
	  
	   A	   harmonic	   frequency	   calculation	   was	   performed	   for	   both	   BCECT/NaSCN	  
complex	   structures	   as	   well	   as	   BCECT	  with	   a	   sodium	   cation	   coordinated	   to	   the	   crown	  
ether	  and	  BCECT	  by	  itself.	  The	  unscaled	  frequencies	  are	  listed	  in	  Table	  5.2	  and	  show	  the	  
trends	  observed	  in	  the	  FTIR	  spectra	  –	  the	  carbonyl	  frequencies	  generally	  blueshift	  when	  
complexed	   with	   an	   unpaired	   sodium	   cation	   and	   the	   carbonyl	   frequencies	   generally	  
redshift	   when	   a	   thiocyanate	   anion	   is	   included	   in	   the	   calculation.	   When	   an	   unpaired	  
sodium	  cation	  is	  complexed,	  the	  lowest	  frequency	  asymmetric	  mode	  redshifts,	  but	  the	  
total	   splitting	   of	   the	   asymmetric	   mode	   (98	   cm-­‐1)	   is	   much	   larger	   than	   experimentally	  
Molecule	   νasym	  1(CO)	   νasym	  2(CO)	   νsym(CO)	   νCN	  (SCN)	  
BCECT	   1982	   1987	   2045	   -­‐	  
BCECT	  +	  Na+	   1897	   2015	   2060	   -­‐	  
BCECT	  +	  NaSCN	  above	   1952	   1979	   2035	   2157	  
BCECT	  +	  NaSCN	  below	   1969	   1999	   2051	   2157	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observed,	  so	  the	  redshifting	   is	   likely	  the	  result	  of	  an	  unrealistically	  unshielded	  positive	  
charge	  from	  the	  sodium.	  For	  the	  BCECT/NaSCN	  complex	  with	  the	  thiocyanate	  below	  the	  
crown	  ether,	   the	  higher	   frequency	  asymmetric	  CO	  mode	  and	  symmetric	  CO	  mode	  are	  
both	   blueshifted	   from	   the	   frequencies	   of	   BCECT,	   although	   the	   average	   of	   the	  
asymmetric	  CO	  modes	  is	  redshifted	  by	  0.2	  cm-­‐1.	  These	  frequency	  shifts	  could	  be	  reduced	  
in	  the	  real	  system	  where	  solvent	  molecules	  would	  likely	  be	  shielding	  the	  carbonyls	  from	  
the	  charges	  on	  the	  sodium	  and	  thiocyanate	  ions.	  
	   The	   sizeable	   difference	   in	   symmetric	   CO	   frequency	   between	   having	   the	  
thiocyanate	   anion	   above	   or	   below	   the	   crown	   ether	   could	   be	   the	   source	   of	   the	   FFCF	  
offset,	  as	  the	  thiocyanate	  would	  take	  longer	  to	  travel	  from	  one	  side	  of	  the	  crown	  ether	  
to	   the	   other	   than	   the	   vibrational	   lifetime	   of	   the	   BCECT,	   which	   is	   about	   12	   ps.	   The	  
distance	   between	   the	   thiocyanate	   anions	   when	   superimposing	   the	   two	   complex	  
structures	  is	  about	  10	  Å.	  The	  time	  for	  a	  thiocyanate	  anion	  to	  travel	  this	  distance	  in	  THF	  
can	   be	   calculated	   using	   the	   Stokes-­‐Einstein	   equation	  with	   a	   radius	   of	   1.5	   Å	   for	   SCN–,	  
yielding	   a	   time	   of	   about	   100	   ps,	   which	   is	   an	   order	   of	   magnitude	   longer	   than	   the	  
vibrational	  lifetime	  of	  the	  probe,	  so	  this	  motion	  would	  not	  be	  observable	  in	  2D-­‐IR.	  
5.4	  Conclusions	  
	   A	  combination	  of	  spectroscopic	  and	  computational	  efforts	  revealed	  new	  details	  
about	  a	  combination	  of	  two	  well-­‐studied	  systems.	  The	  FFCF	  of	  the	  symmetric	  CO	  band	  in	  
BCECT	   was	   observed	   to	   have	   an	   increasing	   offset	   as	   more	   sodium	   thiocyanate	   was	  
added,	  roughly	  at	  the	  same	  rate	  as	  the	  formation	  of	  the	  complex.	  The	  offset	   indicates	  
that	   there	   are	   frequency	   environments	   in	   the	   band	   that	   are	   not	   accessible	   on	   the	  
timescale	   of	   the	   probe’s	   vibrational	   lifetime.	  Modeling	   the	   system	  with	   DFT	   revealed	  
that	  two	  different	  structures,	  one	  with	  the	  thiocyanate	  anion	  on	  the	  opposite	  side	  of	  the	  
crown	   ether	   as	   the	   carbonyls	   and	   another	   with	   it	   on	   the	   same	   side,	   were	   similar	   in	  
energy,	  but	  gave	  different	  carbonyl	   frequencies.	  Because	  of	   the	   low	  energy	  difference	  
between	  the	  conformations,	  both	  are	  expected	  to	  be	  present	  in	  solution,	  but	  the	  time	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required	  for	  the	  thiocyanate	  to	  travel	  from	  one	  side	  of	  the	  crown	  ether	  to	  the	  other	  is	  
an	  order	  of	  magnitude	  longer	  than	  the	  vibrational	  lifetime	  of	  the	  carbonyl.	  
5.5	  Acknowledgements	  
	   Tyler	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Chapter	  6	  
Conclusions	  and	  Future	  Directions	  
6.1	  Introduction	  
	   The	  debate	  over	  the	  role	  of	  structural	  dynamics	  on	  the	  reactivity	  of	  enzymes	  is	  
ongoing	   and	   unlikely	   to	   end	   soon,	   with	   evidence	   continuing	   to	   be	   produced	   both	  
supporting1-­‐5	   and	   refuting6-­‐10	   the	   idea	   that	   vibrational	  motion	   is	   important	   to	   enzyme	  
catalysis.	  This	  debate	   is	  not	  over	   the	   larger,	   slower	  dynamics	  where	   substrate	  binding	  
causes	  conformational	  change	  in	  a	  protein,	  such	  as	  the	  opening	  and	  closing	  of	  the	  active	  
site,	   but	   the	   coupling	   of	   ultrafast	   motion	   to	   the	   reaction	   coordinate,	   especially	   the	  
transition	   state.1,	   6	   Regardless	   of	   which	   side	   is	   correct,	   the	   argument	   highlights	   that,	  
despite	   the	   numerous	   advances	   made,	   we	   lack	   a	   complete	   understanding	   of	   what	  
makes	  enzymes	  such	  powerful	  catalysts.	  A	  better	  understanding	  of	  enzyme	  catalysis	  can	  
be	   reached	   through	   a	   combination	   of	   experimental	   and	   computational	   study,	   where	  
protein	   design	   can	   be	   led	   by	   computational	   modeling	   and	   unexpected	   experimental	  
results	  will	   necessitate	   refinement	   of	   the	  model	   and	   a	  more	   complete	   picture	   of	   the	  
catalysis.11	  
	   Electrostatics	   are	   known	   to	  be	   a	   dominant	   factor	   in	   enzyme	   function,12	   so	   the	  
ability	   to	   reliably	   modify	   and	   detect	   changes	   in	   the	   electrostatic	   environment	   of	   a	  
protein	   is	   needed	   to	   precisely	   pinpoint	   the	   electrostatic	   contribution	   to	   catalysis.	  De	  
novo	  metalloenzymes	  provide	  an	  excellent	  opportunity	  to	  test	  our	  ability	  to	  modify	  the	  
electrostatic	  environment	  and	  may	  be	   labeled	  with	  vibrational	  probes	   to	  detect	   these	  
modifications.	  Vibrational	  probes	  give	  insight	  not	  only	  into	  the	  de	  novo	  peptide,	  but	  also	  
other	   systems	   such	   as	   the	   Hofmeister	   series	   and	   complexation	   of	   cations	   to	   crown	  
ethers.	  Computational	  models	   can	  provide	   insights	   into	   the	   structure	  of	   these	   smaller	  
systems	  and	  lead	  to	  more	  efficient	  sampling	  of	  the	  design	  space	  for	  new	  enzymes.	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6.2	  de	  novo	  Peptides	  
	   In	  Chapter	  2,	  a	  vibrationally	   labeled	  de	  novo	  metalloenzyme	  was	   studied	  using	  
2D-­‐IR,	  yielding	  spectra	  with	  well-­‐resolved	  anharmonicity.	  This	  anharmonicity	  appears	  to	  
be	  waiting	  time	  dependent,	  but	  the	  anharmonicity	  change	  is	  actually	  the	  coalescence	  of	  
the	   two	   2D-­‐IR	   bands	   due	   to	   nonequilibrium	   dynamics,	   suggesting	   a	   coupling	   of	   the	  
carbonyl	   stretching	  mode	  with	   lower	   frequency	   degrees	   of	   freedom.	   The	   system	  was	  
investigated	  using	  DFT,	  but	  no	  hidden	  coordinate	  was	  found	  until	  a	  more	  sophisticated	  
modeling	  technique,	  ONIOM,	  was	  used.	  These	  QM/MM	  calculations	  revealed	  the	  Cu-­‐C-­‐
O	   bending	  mode	   to	   be	   coupled	   to	   the	   CO	   stretching	  mode,	   but	   the	   coupling	   is	   only	  
evident	  when	  including	  the	  electrostatic	  contributions	  from	  the	  enzyme.	  The	  coupling	  of	  
the	  two	  modes	  was	  found	  to	  be	  linked	  to	  the	  dihedral	  angle	  of	  the	  histidine	  side-­‐chains	  
bound	  to	  the	  copper	  atom,	  which	  twist	  in	  response	  to	  the	  macromolecule’s	  electric	  filed,	  
such	  as	  that	  provided	  by	  the	  α-­‐helical	  coiled-­‐coil	  motif	  of	  the	  enzyme.	  	  
	   In	   Chapter	   3,	   the	   de	   novo	   design	   space	   was	   explored	   computationally	   by	  
modeling	  two	  series	  of	  mutants.	  In	  the	  first	  series,	  we	  tested	  the	  influence	  of	  having	  the	  
carbonyl	  bond	  aligned	  opposite	  in	  direction	  to	  the	  original	  calculations	  (towards	  the	  C-­‐
terminus)	   by	   replacing	   L-­‐histidine	   with	   D-­‐histidine.	   Additionally,	   the	   active	   site	   was	  
relocated	  to	  different	  heptads	  to	  investigate	  the	  influence	  of	  the	  larger	  scale	  scaffold.	  In	  
the	  second	  series,	  mutations	  to	  the	  active	  site	  and	  nearby	  residues	  were	  considered	  by	  
replacing	  natural	  histidine	  with	  methylated	  histidine	  side	  chains,	  and	  the	  leucine	  residue	  
near	   the	   carbonyl	   was	   replaced	   with	   the	   significantly	   smaller	   alanine.	   Methods	   for	  
obtaining	   a	   better	   minimized	   starting	   structure	   for	   the	   ONIOM	   calculations	   were	  
implemented,	  including	  the	  calculation	  of	  force	  field	  parameters	  previously	  not	  included	  
for	   the	   copper.	   From	   the	   resulting	  ONIOM	   calculations,	   a	   peptide	  was	   selected	   to	   be	  
studied	   using	   2D-­‐IR	   based	   on	   the	   expected	   anharmonicity	   change.	   The	   peptide	   was	  
chosen	   because	   it	   exhibits	   one	   of	   the	   largest	   predicted	   differences	   in	   the	   coupling	  
between	   the	   CO	   stretching	   and	   Cu-­‐C-­‐O	   bending	   modes	   and	   has	   the	   highest	   nitrite	  
reductase	  activity	  of	  any	  peptide	  in	  either	  series.13	  The	  2D-­‐IR	  spectra	  showed	  a	  smaller	  
amplitude	  decay	  for	  this	  new	  peptide,	  as	  predicted	  by	  the	  calculations.	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   This	   project	  has	   really	   only	   scratched	   the	   surface	  of	  what	   can	  be	   studied	  both	  
experimentally	   and	   computationally.	   The	   first	   step	   should	   be	   to	   minimize	   all	   of	   the	  
structures	   discussed	   in	   Chapter	   3	   using	   the	   calculated	   copper	   parameters.	   This	   will	  
provide	  a	  more	  meaningful	   comparison	   for	  predicted	  Cu-­‐C-­‐O	  angle	   changes,	   and	  with	  
them	  apparent	  anharmonicity	  decay	  from	  the	  experimental	  data.	  Additionally,	  now	  that	  
MD	  simulations	  can	  easily	  be	  run	  using	  the	  calculated	  parameters,	  the	  structures	  from	  
several	  snapshots	  during	  the	  simulation	  can	  be	  minimized	  and	  compared	  with	  ONIOM.	  If	  
the	  different	  structures	  have	  a	  large	  range	  of	  CO	  frequencies,	  it	  would	  explain	  the	  large	  
inhomogeneous	  linewidth	  of	  the	  2D-­‐IR	  spectrum.	  
	  
Figure	  6.1	  Snapshots	  from	  MD	  simulations	  showing	  the	  presence	  of	  water	  (A)	  within	  5	  Å	  of	  the	  metal	  
carbonyl	  and	  (B)	  at	  the	  bottom	  of	  the	  hydrophobic	  cavity.	  	  
	   Another	  point	  of	   consideration	   for	   the	   simulations	   is	   that	  up	   to	   this	  point,	  any	  
water	  has	  been	  removed	  prior	  to	  MM	  minimization,	  resulting	  in	  a	  large	  number	  of	  salt	  
bridges.	  Oppositely	  charged	  lysine	  and	  glutamic	  acid	  residues	  that	  are	  normally	  solvated	  
are	  attracted	  to	  each	  other	  and	  in	  the	  absence	  of	  water	  will	  form	  these	  salt	  bridges.	  The	  
water	  could	  easily	  be	  retained	  and	  included	  in	  the	  ONIOM	  MM	  layer,	  potentially	  leading	  
to	  a	  structure	  more	  similar	   to	   the	  crystal	   structure	  3PBJ,	  where	   fewer	  salt	  bridges	  are	  
observed	  than	  the	  current	  ONIOM	  structures.	  The	  water	  could	  prove	  quite	  interesting	  in	  
peptides	   with	   the	   L19A	   mutation,	   as	   a	   preliminary	   MD	   simulation	   shows	   the	   cavity	  
above	  the	  carbonyl	  less	  crowded,	  as	  expected,	  but	  also	  more	  open	  to	  the	  solvent	  (Figure	  
6.1A).	  When	   solvating	   a	   structure	   without	   a	   carbonyl,	   initially	   a	   water	   molecule	   was	  
placed	  in	  the	  open	  cavity,	  but	  was	  found	  to	  exit	  early	  in	  the	  MD	  simulation.	  Other	  water	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molecules	  were	  seen	  entering	  and	  exiting	  the	  cavity	  as	  well.	  The	  MD	  simulations	  should	  
provide	  insight	  into	  how	  solvent	  exposed	  the	  metal	  sites	  actually	  are,	  as	  well	  as	  insights	  
to	  restrained	  water	  below	  the	  cavity	  (Figure	  6.1B),	  where	  the	  carbonyl	  from	  TRIW-­‐dH	  is	  
expected	  to	  bind.	  
	   The	   next	   clear	   experimental	   step	   (after	   re-­‐collecting	   the	   noisy	   TRIW-­‐δMHL19A	  
data)	  is	  to	  study	  a	  peptide	  expected	  to	  show	  a	  larger	  anharmonicity	  decay	  than	  TRIW-­‐H.	  
The	   peptide	   choice	   should	   be	   supported	   by	   calculations	   first,	   as	   was	   done	   for	   the	  
peptide	   in	   Chapter	   3.	   Coupling	   between	   the	  CO	   stretching	  mode	   and	  Cu-­‐C-­‐O	  bending	  
mode	   was	   observed	   in	   a	   DFT	   analogue	   of	   (imidazole)3Cu(CO)+	   where	   the	   imidazole	  
nitrogen	   not	   bound	   to	   copper	   was	   deprotonated.	   This	   protonation	   state	   would	   only	  
physically	  occur	  at	  high	  pH	  values,	  but	  seems	  to	  show	  that	  increased	  electron	  density	  on	  
the	   histidine	   side	   chain	   may	   enhance	   the	   coupling	   of	   two	  modes.	   Also,	   as	   a	   smaller	  
anharmonicity	  change	  is	  seen	  when	  the	  nitrogen	  is	  bonded	  to	  a	  methyl	  group,	  which	  is	  
electron	  donating,	   it	  would	  be	  interesting	  to	  see	  the	  effect	  of	  an	  electron-­‐withdrawing	  
group.	  For	  example,	  a	  halogen	  or	  nitrile	  group	  could	  be	  used,	  although	  this	  may	  not	  be	  
feasible	  experimentally	  as	  synthesis	  routes	  to	  fluorinated	  or	  chlorinated	  histidine	  have	  
not	  been	  investigated.	  	  
	   The	   long-­‐term	  goal	  of	   this	  project	   should	  be	   to	  attempt	  modeling	   the	   reaction	  
pathway	  of	  either	  CO2	  hydration	  using	  zinc	  as	  the	  metal	  or	  nitrite	  reduction	  keeping	  the	  
metal	   a	   copper	   atom.	   A	   similar	   kind	   of	   QM/MM	   calculation	   will	   be	   necessary,	   but	   a	  
more	  accurate	   technique	  may	  be	  needed.	  For	  example,	  Warshel	  et	  al.	   recommend	  ab	  
initio	  QM/MM	  with	  reliable	  sampling.11	  Once	  the	  reaction	  pathway	  is	  better	  understood,	  
it	  should	  be	  possible	  to	  make	  similar	  claims	  about	  predicted	  enzyme	  activity	  as	  are	  now	  
being	  made	  about	  the	  apparent	  anharmonicity	  decay	  from	  2D-­‐IR.	  
6.3	  Hofmeister	  Series	  and	  Cyclodextrin	  
	   Chapter	   4	   investigated	   another	   biologically	   relevant	   system	   with	   electrostatic	  
interactions,	   the	   Hofmeister	   series,	   by	   monitoring	   the	   spectral	   diffusion	   of	   several	  
thiocyanate	  salts	  in	  neat	  D2O	  and	  with	  α-­‐cyclodextrin.	  In	  neat	  D2O	  the	  spectral	  diffusion	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time	  constant	  of	   the	   thiocyanate	  CN	   stretching	  mode	  mostly	   followed	   the	  Hofmeister	  
series,	  with	  NH4+	  producing	  the	  fastest	  FFCF	  decay	  time,	  Na+	  an	  intermediate,	  and	  NBu4+	  
showing	   the	   slowest	   dynamics.	   The	   exception	   to	   the	   trend,	   Ca2+	   was	   previously	  
observed14	   to	   show	  a	   similar	  acceleration	   in	  water	  dynamics,	  but	   for	   reasons	   that	  are	  
not	   fully	   understood.	   When	   α-­‐CD	   is	   added	   to	   the	   solution,	   a	   host-­‐guest	   complex	   is	  
formed	  with	  the	  thiocyanate	  anion,	  resulting	  in	  a	  biexponential	  decay	  of	  the	  FFCF	  with	  
an	   additional	   slow-­‐decaying	   component.	   This	   change	   in	   the	   FFCF	   indicates	   that	   the	  
nitrogen	  of	  SCN–	   is	   solvent	  separated	  by	   the	  α-­‐CD	  with	   the	  sulfur	  end	  of	  SCN–	  solvent	  
exposed.	  
	   The	  next	  step	  taken	  with	  this	  project	  should	  be	  to	  reduce	  the	  amount	  of	  scatter	  
from	  the	  samples	  with	  α-­‐CD	  to	  obtain	  more	  accurate	  decay	  times	  for	  the	  slower	  portion	  
of	   the	   FFCF.	   This	   enhancement	  of	   signal-­‐to-­‐noise	   can	  be	   accomplished	  either	   through	  
the	  “phase	  wobblers”	  described	  by	  Hamm	  et	  al.15	  that	  are	  ready	  to	  be	  implemented	  in	  
our	  lab	  or	  the	  method	  of	  synchronously	  modulating	  the	  local	  oscillator	  and	  k3	  proposed	  
by	  Massari	  et	  al.16	  Even	  if	  the	  scatter	  is	  eliminated,	  it	  is	  possible	  that	  no	  trend	  will	  exist	  
for	  the	  SCN/α-­‐CD	  decay	  times,	  as	  the	  salt	  concentrations	  used	  (50	  mM)	  are	  much	  lower	  
than	   the	   normal	   concentrations	   used	   to	   study	   the	   Hofmeister	   series	   (<	   1	   M).	   This	  
difference	   in	   concentration	   could	   be	   overcome	  by	   adding	   another	   salt	  with	   the	   same	  
cation	  and	  an	  anion	  that	  does	  not	  have	  a	  vibrational	  mode	  near	  thiocyanate	  and	  that	  is	  
not	  extremely	  chaotropic	  or	  kosmotropic,	  such	  as	  chloride.	  	  
	   Alternatively,	   low	   concentrations	   could	   continue	   to	   be	   used	   and	   an	   “inverse	  
Hofmeister	   series”	   could	   be	   investigated.17-­‐19	   This	   inverse	   series	   was	   not	   observed	   in	  
neat	   D2O,	   but	   it	   could	   be	   that	   the	   trend	   has	  more	   to	   do	   with	   involvement	   with	   the	  
protein	  than	  the	  water,	  in	  which	  case	  a	  trend	  could	  be	  observed	  with	  α-­‐CD	  and	  SCN	  in	  
solution.	  Whether	  the	  concentration	  is	  increased	  or	  not,	  the	  SCN/α-­‐CD	  complex	  seems	  
like	   an	   ideal	   system	   to	   study	   using	   the	   rapidly	   acquired	   spectral	   diffusion	   (RASD)	  
method,20	  as	  there	  is	  only	  one	  mode	  present	  and	  the	  offset	  doesn’t	  seem	  to	  contain	  any	  
useful	   information.	  This	  would	  allow	   the	  decay	   time	  of	   the	  FFCF	   to	  be	   calculated	   in	  a	  
fraction	  of	  the	  time	  with	  many	  more	  waiting	  time	  points	  collected.	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6.4	  Crown	  Ether	  and	  Sodium	  Thiocyanate	  
	   Another	  confined	  thiocyanate	  complex	  was	  studied	  in	  Chapter	  5,	  in	  this	  case	  the	  
contact	  ion	  pairs	  formed	  by	  sodium	  thiocyanate	  in	  THF	  were	  confined	  to	  a	  crown	  ether	  
labeled	  with	  a	  metal	  carbonyl.	  The	  oxygen	  atoms	  on	  the	  crown	  ether	  donate	  electron	  
density	  to	  the	  complexed	  sodium	  cation	  in	  the	  absence	  of	  thiocyanate	  and	  the	  resulting	  
electron	  density	   loss	   is	  propagated	  to	  the	  vibrational	  probe,	  resulting	   in	  a	  blue	  shift	   in	  
the	  carbonyl	  mode	  frequencies.	  When	  thiocyanate	  is	  present	  in	  solution	  the	  frequency	  
redshifts,	  a	  trend	  that	  is	  reproduced	  in	  DFT	  calculations.	  2D-­‐IR	  spectra	  do	  not	  show	  any	  
energy	  transfer	  between	  the	  thiocyanate	  and	  carbonyl	  modes.	  The	  FFCF	  offset	   for	  the	  
symmetric	   CO	   stretching	   mode	   increases	   with	   increasing	   relative	   concentration	   of	  
thiocyanate	   in	  solution,	   indicating	  dynamics	   that	  occur	  on	  time	  scales	  slower	   than	  the	  
probe’s	   vibrational	   lifetime	   of	   a	   few	   10s	   of	   picoseconds.	   DFT	   calculations	   show	   two	  
different	  conformations	  of	  the	  thiocyanate,	  above	  and	  below	  the	  crown	  ether,	  that	  give	  
slightly	   different	   frequencies	   that	   are	   the	   likely	   the	   cause	   of	   the	   apparent	   static	  
inhomogeneity.	  
	   This	  project	   is	   the	  closest	   to	  complete,	  as	   there	  are	  only	  a	  couple	  more	  details	  
that	   need	   to	   be	   addressed.	   First,	   the	   FFCF	   of	   the	   SCN	   band	   should	   be	   calculated	   to	  
compare	  with	  BCECTs.	  It	  seems	  intuitive	  that	  a	  similar	  offset	  would	  be	  expected	  as	  the	  
addition	  of	   the	  crown	  ether	  creates	  additional	  microenvironments	   for	   the	   thiocyanate	  
that	  will	  not	  be	  sampled	  on	  the	  timescale	  of	  the	  vibrational	  lifetime.	  However,	  because	  
the	  only	  part	  of	  the	  SCN	  band	  present	  in	  the	  2D	  spectrum	  is	  the	  1-­‐2	  transition,	  it	  must	  
first	   be	   shown	   that	   the	   0-­‐1	   and	  1-­‐2	   transitions	   show	   the	   same	  dynamics.	   This	   can	  be	  
done	   using	   data	   collected	   on	   thiocyanate	   in	   THF	   with	   the	   frequencies	   tuned	   high	  
enough	  to	  observe	  all	  of	  the	  SCN	  bands	  and	  not	  just	  the	  1-­‐2	  transition.	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Appendix	  
Additional	  Details	  About	  the	  de	  novo	  Metalloenzyme	  
A.1	  Band	  position	  dynamics	  in	  a	  different	  peptide	  sequence	  
	  
Figure	  A.1	  Apparent	  anharmonicity	  decay	  (left)	  of	  the	  mutant	  TRIL2WK22QL23HK24Q	  (right).	  While	  the	  
decay	  rate	  and	  amplitude	  are	  different	  than	  observed	  for	  the	  peptide	  described	   in	  the	  main	  text,	   the	  
band	   coalescence	   is	   clearly	   present	   in	   both	   cases.	   Differences	   may	   be	   due	   to	   the	   change	   in	   local	  
electrostatics	  due	  to	  the	  preponderance	  of	  negative	  charges	  .	  
	   Another	   de	   novo	   metalloenzyme	   was	   studied	   using	   2D-­‐IR	   spectroscopy	   in	  
addition	  to	  the	  TRIL2WL23H	  that	  was	  the	  focus	  of	  the	  main	  discussion.	  The	  apo-­‐peptide	  
of	  this	  additional	  peptide	  has	  the	  sequence	  TRIL2WK22QL23HK24Q,	  which	  is	  similar	  to	  
the	  peptide	  considered	  in	  the	  main	  text,	  except	  the	  positively	  charged	  lysine	  residues	  on	  
either	   side	  of	   the	  histidine	   site	  where	   the	   copper	   ion	  binds	   are	   replaced	  with	  neutral	  
glutamine	   residues.	   This	   change	   reduces	   the	   charge	   on	   the	   tripeptide	  metal	   carbonyl	  
system	  from	  +1	  to	  -­‐5,	  as	  two	  positive	  charges	  are	  neutralized	  in	  each	  of	  the	  three	  coils.	  
This	  metalloenzyme	  also	  displays	  a	  time	  dependent	  merging	  of	  the	  two	  bands,	  as	  shown	  
in	  Figure	  A.1.	  The	  decay	   is	   faster	   than	   in	   the	  TRIL2WL23H	  enzyme	   (1.20	  ±	  0.4	  ps)	  and	  
changes	   by	   a	   larger	   amount	   (6.18	   ±	   1.2	   cm-­‐1),	   but	   the	   presence	   of	   nonequilibrium	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spectral	  dynamics	   in	  both	  peptides	  studied	  shows	  that	   it	   is	  not	  an	  exclusive	  feature	  of	  
one	  mutation	  and	  implies	  that	  it	  is	  due	  to	  the	  more	  global	  structure	  of	  the	  peptide	  and	  
not	   interaction	  with	   nearby	   charged	   residues.	  Moreover,	   given	   the	   attribution	   of	   the	  
stretch-­‐bend	  coupling	  to	  the	  histidine	  coordination,	  it	  would	  appear	  that	  modifying	  the	  
charges	  on	  the	  external	  face	  of	  the	  peptide	  does	  not	  abolish	  the	  coupling.	  Rather,	  it	  may	  
even	   be	   the	   case	   that	   the	   altered	   charge	   increases	   the	   coupling,	   resulting	   in	   a	   larger	  
dynamical	  frequency	  shift.	  
A.2	  Iron	  monocarbonyl	  complex	  shows	  no	  band	  merging	  dynamics	  
	   We	  wanted	  to	  discern	  if	  the	  band	  merging	  was	  a	  property	  of	  all	  transition	  metal	  
mono-­‐carbonyls,	   as	   we	   had	   not	   studied	   any	   before	   and	   this	   signature	   has	   not	   been	  
reported	  previously.	  A	  small	  molecule	  iron	  carbonyl,	  [FeII(CO)(N4Py)](ClO4)2,	  provided	  by	  
Kodanko	  et	  al.1	  was	  studied	  as	  it	  has	  a	  single	  carbonyl	  on	  a	  metal	  center	  coordinated	  to	  
multiple	  nitrogen	  atoms,	  similar	  to	  the	  TRI-­‐family	  peptide.	  The	  molecule	   is	  also	  similar	  
to	  the	  myoglobin	  and	  hemoglobin	  carbonyls	  previously	  studied	  by	  other	  groups,2,	  3	  but	  
has	  a	  higher	  CO	  stretching	   frequency,	  2009	  cm-­‐1,	   that	   is	   closer	   to	   the	  copper	  carbonyl	  
presented	  in	  the	  main	  text	  than	  the	  iron-­‐containing	  proteins.	  The	  anharmonicity	  of	  the	  
iron	   carbonyl	   is	   similar	   to	   the	   copper	   carbonyl,	   21	  cm-­‐1,	   but	   does	   not	   show	   the	   same	  
band	  coalescence	  seen	  in	  the	  metalloenzyme,	  as	  seen	  in	  Figure	  A.2C-­‐F.	  
	  	   120	  
	  
Figure	   A.2	   (A)	   Structure	   of	   the	   copper	   peptide	   Cu(I)(TRIL2WL23H)3(CO)
+	   discussed	   previously.	   (B)	  
Structure	  of	  the	  Fe(II)(N4Py)(CO)2+	  small	  monocarbonyl	  used	  for	  comparison.	  (C)	  2D-­‐IR	  spectrum	  of	  the	  
copper	  peptide	  at	  a	  waiting	  time	  of	  0.25	  ps.	  (D)	  2D-­‐IR	  spectrum	  of	  the	  iron	  complex	  at	  a	  waiting	  time	  of	  
0.40	   ps.	   The	   carbonyl	   has	   a	   similar	   anharmonicity,	   but	   the	   peak	   is	  more	   homogeneously	   broadened,	  
indicating	   more	   solvent	   interaction	   and	   making	   the	   anharmonicity	   more	   difficult	   to	   determine.	   (E)	  
Apparent	  anharmonicity	  decay	  of	   the	  copper	  carbonyl,	   for	   reference.	  There	   is	   clearly	  a	   change	   in	   the	  
splitting	   of	   the	   two	   bands.	   (F)	   Apparent	   change	   in	   anharmonicity	   of	   the	   iron	   carbonyl.	   The	  
anharmonicity	  does	  not	  change	  by	  a	  measurable	  amount	  as	  shown	  by	  the	  uncertainty	  in	  the	  decay	  time	  
of	  the	  offset	  exponential.	  
	   When	  comparing	  the	  2D-­‐IR	  spectra	  of	  the	  copper	  peptide	  and	  the	  iron	  carbonyl,	  
one	  of	  the	  clearest	  differences	  is	  that	  the	  lineshape	  of	  the	  iron	  complex	  is	  much	  more	  
homogeneously	  broadened,	  which	  is	  attributed	  to	  the	  iron	  carbonyl	  being	  more	  solvent	  
exposed	  than	  the	  copper	  carbonyl,	  which	  is	  in	  the	  hydrophobic	  interior	  of	  the	  coiled-­‐coil	  
structure.	  Although	  this	  homogeneous	  broadening	  lowers	  the	  resolution	  of	  the	  diagonal	  
and	   off-­‐diagonal	   peaks	   in	   the	   2D-­‐IR	   spectrum,	   it	   is	   still	   possible	   to	   determine	   the	  
distance	  between	  the	  two	  bands,	  as	  shown	  in	  Figure	  A.2F.	  In	  this	  small	  iron	  complex	  the	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carbonyl	  bands	  do	  not	  appreciably	  merge,	  as	  shown	  by	  the	  poor	  fitting	  exponential	  with	  
a	  decay	  time	  uncertainty	  that	  is	  an	  order	  of	  magnitude	  larger	  than	  the	  decay	  time.	  	  
	   We	   note	   here	   that	   recent	   work	   by	   Hunt	   et	   al.	   has	   found	   evidence	   for	  
nonequilibrium	   frequency	   dynamics	   in	   the	   heme	   site	   of	   catalase	   using	   the	  NO	  bound	  
ligand	  as	  a	  vibrational	  probe.4	  In	  those	  studies,	  they	  observed	  frequency	  modulations	  as	  
a	  function	  of	  the	  time	  delay	  in	  a	  IR/IR	  pump	  probe	  transient	  absorption	  spectroscopy.	  In	  
addition	   to	   the	   frequency	  modulations,	   they	   also	   reported	   dynamics	   of	   the	   apparent	  
anharmonicity.	  The	  results	  were	  interpreted	  in	  terms	  of	  a	  coupling	  to	  a	  water-­‐mediate	  
intermolecular	   interaction	   via	   a	   low-­‐frequency	   motion,	   similar	   to	   the	   present	   case	  
(though	   we	   see	   no	   oscillations).	   The	   identity	   of	   the	   low-­‐frequency	   motion	   was	   not	  
established,	  but	  presumably	  some	  approach	  similar	  to	  that	  taken	  here	  would	  be	  able	  to	  
elucidate	  the	  detailed	  coupling	  and	  mechanism.	  	  
A.3	  APBS	  and	  electric	  field	  calculations	  
	   The	   geometries	   used	   in	   the	   APBS	   calculations5	  were	   obtained	   from	  optimizing	  
the	   geometry	   of	   the	   (TRIL2WL23H)3Cu(I)(CO)+	  metalloenzyme	   using	   the	   same	  ONIOM	  
scheme	   described	   earlier	   (B3LYP/6-­‐311G(d,p):AMBER)	   with	   electronic	   embedding	  
enabled.	   For	   each	   calculation,	   the	   Cu-­‐C-­‐O	   bond	   angle	   was	   frozen	   and	   the	   CO	   bond	  
length	  was	  frozen	  at	  the	  ground	  (1.145	  Å)	  or	  vibrationally	  excited	  length	  (1.260	  Å)	  and	  
the	  rest	  of	  the	  geometry	  was	  allowed	  to	  relax.	  
	   The	   electric	   field	   along	   the	   CO	   bond	  was	   analyzed	   using	   APBS	   by	   rotating	   the	  
optimized	   coordinates	   to	   align	   the	   carbonyl	   with	   the	   z-­‐axis.	   This	   produced	   a	   grid	   of	  
electrostatic	   potential	   values	   and	   no	   interpolation	   was	   needed	   to	   determine	  
electrostatic	  potential	  values	  along	  the	  carbonyl	  bond	  vector.	  Most	  of	  the	  charges	  used	  
were	   the	   same	  as	   the	  default	   charges	  used	   in	  AMBER	   for	   standard	   amino	   acids.6	   The	  
atoms	   included	   in	   the	   QM	   layer	   of	   the	   ONIOM	   calculation	   had	   charges	   assigned	   as	  
generated	   by	   Gaussian	   according	   to	   the	  Merz-­‐Singh-­‐Kollman	   scheme	   for	   reproducing	  
electrostatic	   potential.7-­‐9	   Because	   the	   QM	   layer	   did	   not	   include	   the	   whole	   histidine	  
residue,	  the	  total	  charge	  generated	  this	  way	  is	  not	  equal	  to	  1.0,	  but	  is	  reasonably	  close,	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1.64.	  Most	   of	   the	   radii	   were	   obtained	   using	   the	   PDB2PQR	   utility,	   but	   radii	   were	   not	  
generated	  for	  the	  NH2	  groups,	  the	  metal	  carbonyl,	  or	  the	  hydrogen	  atoms	  in	  the	  methyl	  
group	  of	  the	  acetyl	  caps.	  10,	  11	  The	  radii	  used	  are	  listed	  in	  Table	  A.1.	  
Table	  A.1	  Atomic	  radii	  used	  for	  atoms	  not	  generated	  by	  PDB2PQR	  
Residue	  Name	   Atom	   Radius	  (Å)	  
NH2	   N	   1.824	  
	   H	   0.600	  
Acetyl	   H	   0.600	  
Metal	  Carbonyl	   Cu	   2.000	  
	   C	   1.908	  
	   O	   1.661	  
	  
	   These	  radii	  are	  the	  same	  as	  radii	  generated	  in	  other	  residues,	  with	  the	  exception	  
of	  the	  copper	  atom,	  which	  was	  estimated	  to	  be	  2	  Å.	  This	  seems	  reasonable	  because	  the	  
copper	   has	   a	   partial	   positive	   charge,	   so	   while	   it	   is	   larger	   than	   the	   second-­‐period	  
elements	  it	  will	  not	  be	  as	  large	  as	  an	  uncharged	  copper	  atom.	  Separate	  PQR	  files	  were	  
generated	  for	  each	  optimized	  structure.	  There	  were	  40	  in	  total,	  one	  for	  each	  angle	  from	  
160	  to	  179	  degrees,	   inclusive,	   in	  steps	  of	  one	  degree	   for	  both	  the	  ground	  and	  excited	  
state.	  The	  geometry	  was	  centered	  on	  the	  carbon	  in	  the	  metal	  carbonyl	  and	  the	  CO	  bond	  
was	   aligned	   with	   the	   z-­‐axis	   as	   described	   above.	   Both	   the	   coarse	   and	   fine	   grids	   had	  
dimensions	   of	   50.0	   by	   45.0	   by	   75.0	   Å	   to	   include	   the	   entire	   peptide	   in	   the	   grid.	   The	  
output	  electrostatic	  potential	  was	  a	  grid	  of	  97	  by	  97	  by	  1601	  points	  to	  give	  a	  resolution	  
of	  0.52	  Å	  in	  the	  X	  dimension,	  0.46	  Å	  in	  the	  Y	  dimension,	  and	  0.05	  Å	  in	  the	  Z	  dimension.	  
The	  increased	  resolution	  was	  necessary	  along	  the	  Z	  dimension	  to	  monitor	  changes	  in	  the	  
electrostatic	  potential	  and	  accurately	  calculate	  the	  electric	  field.	  	  
	   The	  electrostatic	  potential	   output	  by	  APBS	   is	   in	  units	  of	   kBT/ec	  where	  kB	   is	   the	  
Boltzmann	   constant,	   T	   is	   the	   temperature,	   and	   ec	   is	   the	   charge	   on	   an	   electron.	   All	  
calculations	   were	   run	   at	   the	   default	   temperature	   of	   298.15	   K,	   so	   the	   resulting	  
electrostatic	   potential	   was	   converted	   to	   mV	   and	   is	   shown	   in	   Figure	   A.3A.	   The	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electrostatic	   potential	   is	   clearly	   dominated	   by	   the	   carbon	   and	   oxygen	   atoms	   of	   the	  
carbonyl.	  The	  same	  calculations	  were	  performed	  with	  the	  charges	  on	  the	  CO	  set	  to	  zero	  
to	   make	   a	   clearer	   electrostatic	   potential,	   shown	   in	   Figure	   A.3B.	   While	   indeed	   much	  
cleaner,	  there	  still	  was	  a	  large	  influence	  from	  the	  nearby	  copper	  atom	  that	  affected	  the	  
electrostatic	   potential,	   so	   the	   copper	   charge	   was	   also	   set	   to	   zero	   for	   the	   remaining	  
calculations.	  The	  electrostatic	  potential	  shown	   in	  Figure	  A.3C	   is	   thus	  the	  result	  of	  only	  
the	  atoms	  in	  the	  apo-­‐peptide	  and	  not	  the	  metal	  carbonyl.	  The	  ground	  and	  vibrationally	  
excited	   states	   have	   similar	   but	   different	   electrostatic	   potentials	   and	   should	   reveal	   a	  
difference	  in	  the	  electric	  field	  present	  at	  the	  carbonyl	  site.	  	  
	  
Figure	  A.3	  (A)	  Electrostatic	  potential	  along	  the	  CO	  bond	  vector,	  centered	  on	  the	  carbon	  atom	  for	  both	  
ground	  and	  vibrationally	  excited	  CO	  bond	  lengths.	  The	  potential	  is	  dominated	  by	  the	  carbon	  and	  oxygen	  
atom	   charges.	   (B)	   The	   same	   electrostatic	   potential,	   but	  with	   the	   CO	   charges	   set	   to	   0.	   There	   is	   still	   a	  
noticeable	   influence	   from	   the	   copper	   atom.	   (C)	   Electrostatic	   potential	   with	   the	   Cu,	   C,	   and	   O	   atoms'	  
charges	  set	  to	  zero.	  (D)	  Electric	  field	  strength	  along	  the	  carbonyl	  bond	  vector	  derived	  from	  electrostatic	  
potential	   for	   three	  different	  Cu-­‐C-­‐O	  bond	  angles.	   (E)	  Average	  field	  strength	  at	   the	  carbon	  and	  oxygen	  
positions	  as	  a	  function	  of	  Cu-­‐C-­‐O	  bond	  angle	  for	  the	  ground	  and	  vibrationally	  excited	  states.	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   The	  electric	   field	  strength	  was	  calculated	   from	  the	  electrostatic	  potential	  along	  
the	  CO	  bond	  vector	  for	  the	  ground	  and	  excited	  states.	  These	  field	  strengths	  are	  shown	  
for	  three	  different	  Cu-­‐C-­‐O	  bond	  angles	  in	  Figure	  A.3D.	  While	  all	  six	  fields	  have	  a	  similar	  
shape	  and	  intensity,	  the	  general	  trend	  is	  that	  the	  ground	  state	  fields	  are	  weaker	  and	  the	  
larger	  angles	  have	  stronger	  field	  strength.	  Taking	  the	  average	  of	  the	  field	  strength	  at	  the	  
carbon	  and	  oxygen	  atom	  positions	  in	  the	  carbonyl	  provided	  a	  method	  of	  comparing	  the	  
field	  strength	  for	  each	  angle.	  These	  values,	  shown	  in	  Figure	  A.3E,	  are	  mostly	  between	  -­‐
35	   and	   -­‐40	  MV/cm	   and	   increase	   roughly	   linearly	   with	   increasing	   Cu-­‐C-­‐O	   bond	   angle.	  
From	   the	   linear	   fits	   there	   is	   a	   difference	   of	   2.51	   MV/cm	   between	   the	   ground	   state	  
optimized	   geometry	   (171.5°	   Cu-­‐C-­‐O	   angle)	   and	   the	   excited	   state	   optimized	   geometry	  
(164.8°).	  
A.4	  Vibrational	   excitation	   alters	   the	   charge	   distribution	   on	   CO:	   Partial	   Charges	  
(Mulliken)	  on	  the	  Cu,	  C	  and	  O	  Atoms	  
Table	  A.2	  Partial	   charges	   (Mulliken)	  on	   the	  Cu,	  C	  and	  O	  atoms	  of	   the	   copper	   site	   for	   the	   cases	  of	  no	  
protein,	  with	  protein,	  and	  CO	  using	  two	  different	  bases.	  The	  lower	  level	  of	  theory	  is	  that	  used	  for	  the	  
QM/MM	   calculations	   of	   the	   full	   peptide.	   The	   higher	   level	   of	   theory	  more	   faithfully	   captures	   the	   CO	  
dipole	  moment	   in	   the	   ground	   state,	   whereas	   both	   return	   similar	   values	   for	   the	   extended	   geometry	  
corresponding	  to	  the	  first	  vibrationally	  excited	  state.	  



























q(Cu),	  C	   1.094350	   1.119054	   1.105311	   1.129153	   0.079896	   0.13866	   0.059075	   0.136604	  
q(C),	  C	   -­‐0.135865	   -­‐0.116676	   -­‐0.163153	   -­‐0.143809	   -­‐0.079896	   -­‐0.13866	   -­‐0.059705	   -­‐0.136604	  
q(O),	  C	   -­‐0.124328	   -­‐0.195784	   -­‐0.193973	   -­‐0.273272	   0.159792	   0.27732	   0.11878	   0.273208	  
q(C)	  -­‐	  q(O),	  C	   -­‐0.011537	   0.079108	   0.03082	   0.129463	   1.127	   1.227	   1.125692	   1.2375	  
dCO,	  Å	   1.13577	   1.24934	   1.14543	   1.25999	   0.18008	   0.34027	   0.13370	   0.33809	  
dipole	  
moment,	  D	  
-­‐0.010157	   0.06331	   0.02690	   0.10274	   0.07989	   0.13866	   0.05907	   0.13660	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A.5	  Stark	  effect	  frequency	  shifts	  
	  
Figure	   A.4	   (A)	   Geometry	   of	   the	   Cu(EtIm)3CO
+	   system	   with	   an	   arrow	   pointing	   in	   the	   direction	   of	   a	  
positive	  applied	  electric	  field,	  aligned	  with	  the	  Cu-­‐C	  bond	  vector.	  (B)	  Unscaled	  CO	  stretching	  frequencies	  
from	  DFT	  calculations	  for	  three	  different	  applied	  electric	  field	  values.	  The	  magenta	  line	  is	  a	  linear	  fit	  of	  
the	  three	  points	  that	  gives	  a	  Stark	  tuning	  rate	  of	  0.7	  cm-­‐1/(MV/cm).	  
	   The	  rather	   large	  electric	   field	  magnitude	  could	  provide	  a	  rationale	   for	  both	  the	  
vibrational	   frequency	   shift	   and	   the	   coupling	   of	   the	   carbonyl	   stretching	   mode	   to	   the	  
angle	  coordinate	  which	  drives	  the	  nonequilibrium	  dynamics.	  The	  argument	  is	  as	  follows:	  
vibrational	   excitation	   alters	   the	   charge	   distribution	   on	   the	   CO	   (see	   partial	   charges	  
above),	   causing	   it	   to	   realign	   in	   the	   field	   produced	  by	   the	  protein	   environment.	   In	   the	  
new	   geometry,	   the	   projection	   of	   the	   field	   onto	   the	   CO	   bond	   changes,	   altering	   the	  
frequency	  due	  to	  a	  Stark	  effect.	   In	  our	  model	  of	  the	  electric	  field,	  we	  find	  that	  the	  CO	  
experiences	  a	  reduced	  electric	  field	  projection	  as	  the	  Cu-­‐C-­‐O	  angle	  deviates	  from	  180°.	  
In	  fact,	  the	  6°	  geometrical	  change	  corresponds	  to	  a	  change	  in	  electric	  field	  magnitude	  of	  
roughly	  -­‐2	  MV/cm,	  or	  5%	  of	  the	  initial	  field	  magnitude.	  To	  estimate	  the	  frequency	  shift	  
associated	  with	  the	  field	  change,	  we	  carried	  out	  vibrational	  Stark	  effect	  calculations	  by	  
computing	   vibrational	   frequencies	   of	   optimized	   geometries	   of	   the	   smaller	   cluster	  
[Cu(EtIm)3CO]	   in	   the	   presence	   of	   finite	   fields.	   Using	   field	   values	   of	   -­‐0.5,	   0,	   and	   +0.5	  
MV/cm	  oriented	  parallel	   to	   the	  CuCO	  bond	   in	   the	   field-­‐free	  geometry,	  we	  obtained	  a	  
linear	  Stark	  tuning	  rate	  of	  0.68	  cm-­‐1/(MV/cm),	  which,	  when	  combined	  with	  the	  electric	  
field	  change,	  yields	  a	  1.4	  cm-­‐1	  frequency	  shift.12	  The	  discrepancy	  of	  a	  factor	  of	  2	  in	  the	  
magnitude	  of	   the	   frequency	  shift	   is	   likely	   to	  be	  within	   the	   range	  of	  uncertainty	   in	  our	  
electrostatic	  potential	  calculation,	  but	  given	  the	  general	  agreement	  with	  other	  CO	  Stark	  
tuning	  rates,	   it	   is	  unlikely	  that	  our	  DFT	  derived	  Stark	  tuning	  rate	   is	   incorrect	  by	  such	  a	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large	  magnitude.	   Instead	   of	   ascribing	   the	  majority	   of	   the	   frequency	   shift	   to	   a	   typical	  
vibrational	   Stark	   effect,	   we	   argue	   below	   that	   the	   primary	   origin	   of	   the	   shift	   is	   the	  
geometrical	  change,	  which	  is	  itself	  driven	  by	  the	  long-­‐range	  electrostatics.	  
A.5.1.	  Calculation	  of	  Stark	  Tuning	  Rate	  
	   The	  Stark	  tuning	  rate	  of	  the	  carboxymetalloenzyme	  was	  estimated	  by	  performing	  
geometry	   optimizations	   and	   frequency	   calculations	   on	   the	   small	   molecule	   analogue	  
discussed	   previously	   with	   an	   applied	   electric	   field	   of	   varying	   strength	   using	   the	  
Gaussian09	   package.	   The	   dipole	   field	   was	   aligned	   with	   the	   Cu-­‐C	   bond	   in	   the	  
Cu(I)(EtIm)3(CO)+	   system,	  pointing	   towards	   the	  oxygen	  atom	   in	   the	  carbonyl	  when	   the	  
field	  was	  positive,	  as	  shown	  in	  Figure	  A.4A.	  Field	  strengths	  of	  +0.5	  and	  -­‐0.5	  MV/cm	  were	  
used	   and	   resulted	   in	   small	   shifts	   of	   the	   CO	   stretching	   frequency	   from	   the	   field-­‐free	  
frequency	   calculation,	   as	   shown	   in	   Figure	   A.4B.12	   A	   Stark	   tuning	   rate	   of	  
0.679	  cm-­‐1/(MV/cm)	  was	   calculated	  by	   fitting	   the	  unscaled	   frequency	   change	  of	   these	  
three	  points	  as	  a	  function	  of	  the	  electric	  field	  strength.	  This	  value	  should	  be	  reasonably	  
close	   to	   the	   tuning	   rate	   of	   the	   actual	   peptide,	   and	   is	   accurate	   enough	   for	   the	   rough	  
calculations	  we	  wanted	  to	  perform.	  
A.5.2.	  Application	  to	  APBS	  Results	  
	   We	  wanted	  to	  obtain	  frequency	  distributions	  of	  the	  0-­‐1	  and	  1-­‐2	  transitions	  of	  the	  
CO	   stretching	   mode	   to	   characterize	   how	   the	   Stark	   effect	   would	   influence	   the	   bands	  
observed	  with	  2D-­‐IR	  spectroscopy	  when	  only	  accounting	  for	  the	  Stark	  tuning	  rate.	  This	  
was	   done	   using	   Cu-­‐C-­‐O	   bond	   angle	   distributions,	   the	   electric	   field	   present	   from	   the	  
peptide	   at	   each	   angle,	   and	   the	   Stark	   tuning	   rate	   calculated	   previously.	   Two	   different	  
angle	   distributions	   (Figure	   A.5B)	   were	   generated	   for	   the	   ground	   and	   excited	   state	  
potential	   energy	   of	   the	   Cu-­‐C-­‐O	   bond	   angle,	   shown	   in	   Figure	   A.5A,	   by	   assuming	   a	  
Boltzmann	   distribution	   for	   the	   Cu-­‐C-­‐O	   angle	   potentials	   at	   a	   temperature	   of	   298.15	   K.	  
These	   two	   distributions	   correspond	   to	   equilibrium	   distributions	   for	   the	   ground	   and	  
vibrationally	   excited	   states	   of	   the	   peptide.	   The	   angle	   distributions	  were	   converted	   to	  
electric	   field	   distributions	   using	   the	   field	  mapping	   discussed	   previously	   and	   shown	   in	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Figure	  A.3E.	  These	  field	  distributions	  were	  then	  translated	   into	  frequency	  distributions	  
using	   the	   calculated	   Stark	   tuning	   rate	   of	   0.68	   cm-­‐1/(MV/cm).	   These	   frequency	  
distributions	  were	  then	  centered	  around	  the	  0-­‐1	  or	  1-­‐2	  transition	  frequency	  to	  simulate	  
the	  diagonal	  or	  off-­‐diagonal	  peak	  present	  in	  the	  2D-­‐IR	  spectra.	  
	  
Figure	  A.5	   (A)	   Potential	   energy	   of	   the	   Cu-­‐C-­‐O	   bond	   angle	  with	  ONIOM	   calculated	   energies	   shown	   as	  
circles	  and	  quadratic	  fits	  shown	  as	  lines.	  The	  blue	  and	  yellow	  data	  refer	  to	  the	  ground	  and	  vibrationally	  
excited	  states,	  respectively.	  (B)	  Boltzmann	  distributions	  at	  a	  temperature	  of	  298	  K	  for	  the	  ground	  and	  
excited	  states.	  (C)	  In	  orange	  is	  the	  frequency	  distributions	  for	  the	  0-­‐1	  and	  1-­‐2	  transitions	  expected	  from	  
the	  Stark	  tuning	  rate,	  the	  electric	  field	  strength	  as	  a	  function	  of	  Cu-­‐C-­‐O	  bond	  angle,	  and	  the	  bond	  angle	  
distribution.	   In	   blue	   is	   the	   same	   frequency	   distribution	   after	   vibrational	   excitation	   and	   the	   angle	  
distribution	  has	  had	  time	  to	  reach	  the	  excited	  distribution.	  
	   To	  simplify	  the	  frequency	  distribution	  calculations,	  two	  different	  situations	  were	  
considered.	  First,	  early	  waiting	  times	  were	  considered,	  where	  molecules	  that	  propagate	  
through	   the	   waiting	   time	   in	   the	   excited	   state	   do	   not	   relax	   to	   an	   equilibrium	   angle	  
distribution.	  In	  this	  case,	  both	  the	  ground	  and	  excited	  state	  would	  be	  expected	  to	  have	  
the	   same	   angle	   distribution.	   Both	   the	   0-­‐1	   and	   1-­‐2	   distributions	   are	   expected	   to	   have	  
similar	  widths,	  as	  shown	  in	  Figure	  A.5C	   in	  the	  orange	  curve.	  The	  second	  situation	   is	  at	  
later	   times,	   when	   the	   excited	   molecules	   have	   relaxed	   to	   an	   equilibrium	   angle	  
distribution.	  This	  means	  that	  there	  are	  three	  total	  species	  to	  account	  for	  in	  the	  late	  time	  
frequency	  distributions:	  molecules	  that	  spend	  the	  waiting	  time	  in	  the	  ground	  state	  and	  
therefore	  will	   still	   have	   the	  ground	   state	   angle	  distribution	  and	  a	   center	   frequency	  of	  
2064	  cm-­‐1.	  The	  other	  two	  frequency	  distributions	  are	  from	  molecules	  that	  propagate	  the	  
waiting	   time	   in	   the	   excited	   state	   and	   are	   then	   either	   excited	   again,	   giving	   them	   a	  
frequency	  near	   the	  normal	  1-­‐2	   frequency,	  or	  undergo	  stimulated	  emission	  and	  have	  a	  
frequency	   near	   the	   regular	   0-­‐1	   frequency.	   Both	   of	   these	   later	   frequencies	   will	   be	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redshifted	   by	   a	   few	   wavenumbers,	   as	   the	   excited	   equilibrium	   angle	   distribution	   is	  
centered	   on	   an	   angle	   that	   has	   a	   less	   negative	   field	   present,	   so	   the	   frequencies	   are	  
expected	  to	  be	  slightly	  less,	  as	  shown	  in	  Figure	  A.4B.	  The	  end	  result	  of	  this	  is	  shown	  in	  
Figure	  A.5C	  as	  the	  blue	  peaks.	  Both	  peaks	  are	  redshifted,	  but	  because	  only	  part	  of	  the	  
0-­‐1	  peak	  frequencies	  are	  expected	  to	  redshift	  the	  entire	  band	  does	  not	  shift	  as	  much	  as	  
the	  1-­‐2	  peak.	  From	  this	  we	  would	  expect	  the	  0-­‐1	  band	  to	  redshift	  by	  0.57	  cm-­‐1	  and	  the	  1-­‐
2	  band	  to	  redshift	  by	  1.3	  cm-­‐1,	  assuming	  the	  shift	  was	  due	  only	  to	  the	  change	  in	  electric	  
field	  because	  of	  the	  Cu-­‐C-­‐O	  bond	  angle	  decreasing	  after	  vibrational	  excitation.	  Because	  
the	  1-­‐2	  band	  actually	  blueshifts,	  we	  suspect	  there	  are	  additional	  factors	  affecting	  the	  CO	  
frequency,	  such	  as	  the	  geometry	  distortion	  upon	  excitation.	  	  
A.5.3.	  Comparison	  with	  heme	  proteins	  
	   From	  the	  work	  of	  Hochstrasser,13	  we	  can	  correlate	  Fe-­‐C-­‐O	  bond	  angle	  with	  the	  
CO	   stretching	   frequency.	   Since	   small	  model	   compounds	   do	   not	   exhibit	   such	   distorted	  
bond	   angles,	   we	   rely	   upon	   the	   protein	   environment	   to	   provide	   the	   distortion	   driving	  
force.	  
Table	  A.3	  Correlation	  of	  CO	  frequency	  and	  FeCO	  angle13	  
Species	   MbCO	   MbCO	   HbCO	  
CO	  frequency	  (cm-­‐1)	   1933	   1944	   1951	  
FeCO	  angle	  
(degrees)	  
157	   174	   172	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Figure	  A.6	  Correlation	  between	  CO	  stretching	  frequency	  and	  the	  FeCO	  bond	  angle	  from	  Ref.	  13.	  The	  fit	  
allows	  a	  rough	  estimate	  of	  CO	  stretch	  for	  a	  given	  change	  in	  bond	  angle.	  In	  our	  case,	  we	  find	  a	  6°	  bond	  
tilt	  upon	  vibrational	  excitation,	  which	  would	  correspond	  to	  a	  5	  cm-­‐1	  frequency	  shift,	  which	  is	  similar	  to	  
our	  3-­‐4	  cm-­‐1	  observation.	  	  
A.6	  Histidine	  Distortion	  in	  ONIOM	  and	  DFT	  Calculations	  
	  
Figure	  A.7	  The	  optimized	  structures	  of	  the	  ground	  (blue)	  and	  vibrationally	  excited	  (yellow)	  states	  for	  the	  
small	  molecule	   analogue	   (A),	   peptide	   calculated	  with	  ONIOM	  without	   electronic	   embedding	   (B),	   and	  
peptide	  modeled	  with	  ONIOM	  including	  electronic	  embedding	  (C).	  The	  average	  of	  those	  two	  structures	  
are	  shown	  (D-­‐F)	  color	  coded	  to	  show	  the	  amount	  of	  displacement	  upon	  vibrational	  excitation	  with	  pink	  
atoms	  remaining	  stationary	  and	  green	  atoms	  having	  the	  greatest	  displacement.	  
	   As	   seen	   in	   Figure	   A.7,	   most	   of	   the	   non-­‐carbonyl	   atoms	   in	   the	   vibrationally	  
labeled	  peptide	  are	  not	  displaced	  when	  the	  CO	  stretching	  mode	  is	  excited.	  The	  atoms	  in	  
the	   small	   molecule	   analogue	   are	   more	   easily	   displaced	   because	   the	   rigid	   peptide	  
backbone	  is	  not	  present,	  but	  the	  change	  in	  geometry	  is	  still	  fairly	  small,	  with	  an	  RMSD	  of	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0.023	  Å	  for	  the	  non-­‐carbonyl	  atoms,	  compared	  to	  0.015	  and	  0.008	  Å	  for	  the	  same	  atoms	  
in	   the	  ONIOM	  geometries	  with	  and	  without	  electronic	  embedding,	   respectively.	  There	  
does	   not	   appear	   to	   be	   an	   obvious	   geometrical	   change	   associated	   with	   the	   carbonyl	  
tilting,	   such	   as	   a	   large	   change	   in	   the	   histidine-­‐copper-­‐carbonyl	   dihedral	   angle	   or	   the	  
histidine-­‐copper	  bond	  distance.	  The	  Cδ-­‐Nε-­‐Cu-­‐C	  dihedral	  angle	  does	  differ	  in	  each	  of	  the	  
three	   cases	   pictured	   in	   Figure	   A.7	   –	   the	   dihedral	   angles	   (in	   the	   ground	   state)	   for	   the	  
small	  molecule	  are	  48.9,	  48.9,	  and	  48.0°,	   in	   the	  ONIOM	  calculation	  without	  electronic	  
embedding	   the	   angles	   are	   59.8,	   56.3,	   and	   65.4°,	   and	   in	   the	   ONIOM	   calculation	   with	  
electronic	   embedding	   the	   angles	   are	   81.6,	   57.6,	   and	   79.8°.	   All	   nine	   of	   these	   angles	  
change	   by	   less	   than	   3	   degrees	   upon	   vibrational	   excitation,	   meaning	   this	   difference	  
would	  not	  be	  expected	  to	  have	  a	  significant	  on	  the	  Cu-­‐C-­‐O	  bond	  angle.	  This	  difference	  
from	  excitation	   is	   especially	   small	   in	   comparison	   to	   the	  difference	  between	   the	   three	  
different	  structures.	  The	  relationship	  between	  the	  dihedral	  angle	  and	  the	  Cu-­‐C-­‐O	  angle	  
was	  explored	  by	  freezing	  the	  dihedral	  angle	  for	  each	  of	  the	  three	  ethylimidazole	  rings	  in	  
the	  small	  molecule	  analogue	  and	  allowing	  the	  rest	  of	  the	  geometry	  to	  optimize.	  This	  was	  
done	  for	   the	  ground	  state	  and	  the	  vibrationally	  excited	  state	  as	  described	   in	   the	  main	  
text,	  resulting	  in	  the	  trend	  shown	  in	  Figure	  A.8.	  
	  
Figure	  A.8	  Calculated	  Cu-­‐C-­‐O	  bond	  angles	  when	  the	  C-­‐N-­‐Cu-­‐C	  dihedral	  angles	  are	  frozen	  at	  a	  particular	  
value	  for	  the	  (EtIm)3CuCO	  small	  molecule	  analogue.	  The	  ground	  state	  shows	   little	  dependence	  on	  the	  
dihedral	   angle,	   while	   the	   excited	   state	   changes	   considerably	   when	   the	   dihedral	   angle	   is	   sufficiently	  
distorted.	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Figure	  A.9	  Geometries	  of	  DFT	  optimized	  (grey)	  and	  dihedral	  angle	  constrained	  at	  20°	  (blue)	  for	  the	  CO	  
vibrational	   ground	   state.	   Despite	   the	   large	   change	   in	  His	   coordination,	   the	   Cu-­‐C-­‐O	   bond	   angle	   is	   not	  
altered.	  
	   For	  fixed	  dihedral	  angles	  near	  the	  optimized	  angle	  (average	  48.6°	  from	  the	  three	  
rings),	  there	  was	  little	  difference	  in	  the	  Cu-­‐C-­‐O	  angle	  when	  the	  geometry	  was	  optimized	  
with	  the	  carbonyl	  10%	  longer.	  However,	  the	  coupling	  between	  the	  Cu-­‐C-­‐O	  tilting	  and	  CO	  
stretching	   modes	   was	   greater	   when	   the	   dihedral	   became	   more	   distorted.	   From	   this	  
small	  molecule	  DFT	  calculation	  alone,	  we	  would	  expect	  an	  angle	  difference	  of	  ~1°	  upon	  
excitation	   for	   the	   dihedral	   angles	   from	   the	   ONIOM	   geometry	   without	   electronic	  
embedding,	  when	  the	  actual	  angle	  was	  found	  to	  change	  by	  2.8°.	  Similarly,	  the	  expected	  
change	  given	  the	  dihedral	  angles	  from	  the	  ONIOM	  geometry	  with	  electronic	  embedding	  
is	  ~10°,	  while	  the	  calculated	  difference	   is	  6.7°.	  The	  small	  difference	  from	  the	  expected	  
angle	   change	   is	   a	   reasonable	   error,	   considering	   the	   frozen	   dihedral	   angle	   calculations	  
were	  performed	  on	  only	  the	  small	  molecule	  analogue	  and	  the	  dihedral	  angles	  were	  not	  
allowed	  to	  change	  upon	  vibrational	  excitation.	  	  
A.7	  Morse	  Potential	  Parameters	  
The	  Morse	  oscillator	  potential	  function	  is:	  
	  	   	   	   	   (A1)	  
where	   the	   two	   parameters	   are	   the	   dissociation	   energy,	  De,	   and	   the	   stiffness,	   a.	   The	  
equilibrium	  position,	  xe,	  is	  independently	  adjustable.	  	  
V x( ) = De 1− e−a x−xe( )( )2 −1⎡⎣⎢ ⎤⎦⎥
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The	  solutions	  to	  the	  Morse	  oscillator	  eigenvalue	  problem	  are:	  
	   	   	   (A2)	  
in	  which	  the	  following	  definitions	  are	  made:	  
1.	   	   	   	   	   	   (A3)	  
where	  m	  is	  the	  reduced	  mass	  and	  h	  is	  Planck's	  constant.	  	  
2.	   	   	   	   	   	   	   	   (A4)	  
3.	   	   	   	   	   	   	   (A5)	  
4.	   	  is	  the	  confluent	  hypergeometric	  function	  of	  the	  first	  kind.	  	  
The	  energy	  eigenvalues	  are:	  
	   	   	   (A6)	  
where	   .	  
The	  values	  of	   the	  constants	   that	  yield	   the	  observed	   fundamental	   frequency	  and	   initial	  
anharmonicity	  are:	  
m	  =	  1.1386	  ×	  10-­‐26	  kg	  
a	  =	  2.21	  Å-­‐1	  
De	  =	  1.803	  ×	  10-­‐18	  J	  
xe	  =	  1.10	  Å	  
With	   these	   parameters,	   the	   n	   =	   0	   to	   n	   =1	   transition	   is	   2063.24	   cm-­‐1,	   and	   the	  
anharmonicity	  is	  23.9986	  cm-­‐1.	  	  
ψ n x( ) = zAρn exp −z( ) 1F1 −n,1+ 2Aρn ,2z( )
z = 2Deµah exp −ax( )
A = 2µah
ρn = De −
n + 12
A
1F1 −n,1+ 2Aρn ,2z( )
En = −De + hcω e n + 12( )−
hcω e( )2
4De
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The	  expectation	  values	  of	  position	  are	  found	  to	  be:	  
	   	   	   	   (A7)	  
n	  =	  0:	  	   	  =	  1.1476	  Å	  
n	  =	  1:	  	   	  =	  1.24885	  Å	  
n	  =	  2:	  	   	  =	  1.36014	  Å	  
The	   change	   in	   bond	   length	   is	   therefore	   1.24885	   Å	   -­‐	   1.1476	   Å	   =	   0.10125	  Å,	   which	   is	  
roughly	  10%	  of	  the	  n	  =	  0	  bond	  length.	  
A.8	  Additional	  2D-­‐IR	  spectra	  
	   There	  is	  an	  increase	  in	  the	  noise	  in	  the	  spectra,	  especially	  at	  later	  times	  when	  the	  
signal	  level	  is	  lower,	  but	  we	  do	  not	  expect	  that	  to	  have	  a	  significant	  effect	  on	  the	  fitted	  
frequencies.	  To	  quantify	  this	  increase	  in	  noise,	  we	  compared	  the	  standard	  deviation	  of	  
the	  fit	  residual	  for	  each	  detection-­‐axis	  slice	  at	  each	  waiting	  time	  point	  for	  three	  different	  
windows:	  2020-­‐2080	  cm-­‐1,	  1960-­‐2020	  cm-­‐1,	  and	  2080-­‐2140	  cm-­‐1	   to	  get	  an	   idea	  of	  how	  
noisy	   the	  spectra	  are	  along	  the	  region	  of	   interest	  compared	  to	  an	  equivalent	   range	  at	  
lower	  and	  higher	  frequency.	  For	  an	  offset	  two-­‐Gaussian	  function	  (one	  Gaussian	  for	  each	  
peak,	  as	  used	   in	   the	  main	   text),	   the	   standard	  deviation	   is	  about	  4	   times	  higher	   in	   the	  
range	  with	  our	  peaks	  than	  the	  background	  regions.	  When	  using	  two	  Gaussian	  functions	  
for	  each	  peak	  with	  an	  offset,	  to	  better	  account	  for	  the	  lineshape,	  the	  standard	  deviation	  
is	  reduced	  to	  less	  than	  twice	  that	  of	  the	  background	  region.	  Because	  of	  this,	  we	  do	  not	  
feel	  the	  noise	  is	  substantially	  higher,	  or	  high	  enough	  to	  account	  for	  the	  frequency	  shifts.	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Figure	   A.10	   Absolute	  magnitude	   2D	   rephasing	   spectra	   of	   Cu(I)(TRIL2WL23H)3(CO)
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A.9	  Determination	  of	  vibrational	  lifetime	  
	  
Figure	  A.11	  The	  vibrational	   lifetime	  of	   the	  carbonyl	  was	  determined	  to	  be	  39	  ps	  by	   finding	   the	  decay	  
time	  of	  the	  excited	  state	  absorption	  band	  in	  the	  nonrephasing	  spectra.	  
A.10	  Calculation	  of	  Histidine	  Dipole	  Moment	  
	   The	  average	  atomic	  charges	  from	  the	  ONIOM	  calculations	  using	  the	  Merz-­‐Singh-­‐
Kollman	  scheme	  for	  reproducing	  electrostatic	  potential	  8,	  9	  are	  found	  to	  be	  comparable	  
to	  the	  RESP	  charges	  obtained	  for	  the	  CuB	  site	  in	  cytochrome	  c	  oxidase,	  14	  shown	  in	  Table	  
A.4.	  There	  is	  a	  greater	  charge	  separation,	  and	  thus	  a	  larger	  dipole	  moment,	  between	  the	  
Cε-­‐H,	   Cδ-­‐H,	   and	   Nδ-­‐H	   pairs,	   which	   could	   produce	   increased	   hydrogen	   bonding	   to	   the	  
carbonyl	   or	   nearby	   side	   chains.	   Using	   the	   charges	   above,	   plus	   the	   calculated	   atomic	  
charge	  of	  0.1827	  e	   on	   the	  alpha-­‐carbon,	   the	  dipole	  moment	  of	   each	  histidine	   residue	  
was	   calculated	   from	   the	   center	   of	   the	   imidazole	   ring,	   as	   shown	   in	   Figure	   A.12.	   This	  
average	  dipole	  moment	  of	  3.6	  D	  is	  large	  enough	  to	  induce	  a	  torque	  when	  exposed	  to	  the	  
electric	  field	  of	  the	  peptide,	  distorting	  the	  Cδ-­‐Nε-­‐Cu-­‐C	  dihedral	  angle.	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Table	  A.4	  Average	  partial	  charges	  for	  atoms	  in	  histidine	  residues	  of	  Cu(I)(TRIL2WL23H)3(CO)
+	  (this	  work)	  
and	  cytochrome	  c	  oxidase	  CuB	  (Ref.	  14)	  
Atom	   TRI	  charge	   CCO	  charge	  
CB	   -­‐0.4566	   	  0.0971	  
HB1	   	  0.0679	   -­‐0.0113	  
HB2	   	  0.1253	   -­‐0.0113	  
CG	   	  0.4615	   	  0.1642	  
ND1	   -­‐0.5290	   -­‐0.1160	  
HD1	   	  0.4383	   	  0.0616	  
CE1	   	  0.1454	   -­‐0.0109	  
HE1	   	  0.2233	   	  0.0088	  
NE2	   -­‐0.1904	   	  0.1528	  
CD2	   -­‐0.4412	   -­‐0.2485	  
HD2	   	  0.2642	   	  0.1410	  
Cu	   	  0.1546	   -­‐0.0741	  
	  
Figure	  A.12	  Dipole	  moment	  of	  each	  histidine	  ring,	   in	  Cu(I)(TRIL2WL23H)3(CO)
+	  with	  average	  magnitude	  
of	  3.6	  D	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