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With the rapid development of computer science, large dimensional data have become
increasingly common in various disciplines. These data resist conventional multivariate
analysis that rely on large sample theory, since the number of variables for each obser-
vation can be very large and comparable to the sample size. The classical multivariate
analysis appears to have intolerable errors in dealing with large dimensional data. Con-
sequently, a new approach, large dimensional randommatrices (LDRM) theory, has been
proposed to replace the classical large sample theory.
Spectral analysis of LDRM plays an important role in large dimensional data anal-
ysis. After finding the limiting spectral distribution (LSD) of the empirical spectral
distribution (ESD i.e. the empirical distribution of the eigenvalues) of LDRM, one can
easily derive the limit of the corresponding linear spectral statistics (LSS). Then, in order
to conduct further statistical inference, it is important to find the limiting distribution of
LSS of LDRM.
A general conjecture about the convergence rate of ESD to LSD puts it at the order of
Summary viii
O(n−1). If this is true, then it seems natural to consider the asymptotic properties of the
empirical process Gn(x) = n(Fn(x) − F(x)). Unfortunately, many lines of evidence show
that the processGn(x) cannot converge in any metric space. As an alternative, we turned
to finding the limiting distribution of LSS of the process Gn(x). In this thesis, using
the Bernstein polynomial approximation and Stieltjes transform method, under suitable
moment conditions, we prove the central limit theorem (CLT) of LSS with a generalized
regular class C4 of the kernel functions for large dimensional Wigner matrices and sam-
ple covariance matrices. These asymptotic properties of LSS suggest that more efficient
statistical inferences, such as hypothesis testing, constructing confidence intervals or re-
gions, etc., on a class of population parameters, are possible. The improved criteria on
the constraint conditions of kernel functions in our results should also provide a better
understanding of the asymptotic properties of the ESD of the corresponding LDRM.
List of Notations ix
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U the open set of the real line containing the interval [−2, 2]
Gn( f ) n
∫ ∞
−∞ f (x)[Fn − F](dx), f ∈ C4(U)






Wn(k) the submatrix extracted from Wn by removing its k-th
row and k-th column
γm the contour formed by the boundary of the rectangle with
vertices (±a ± i/√m)
γmh, γmv the union of the two horizontal/vertical parts of γm
List of Notations x
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Xn (xi j)p×n = (x1, · · ·, xn)
yn p/n → y, the dimension to sample size ratio index
Bn 1nXX
∗, the simplified sample covariance matrix
Fy(x) Marcˇenko-Pastur (MP) law
sn(z), s(z) the Stieltjes transform of FBn(x) and Fy(x)
Gn(x) p[FBn(x) − Fyn(x)]
U the open set of the real line containing the interval [a, b]
Gn( f )
∫ ∞
−∞ f (x)dGn(x), f ∈ C4(U)
γm the contour formed by the boundary of the rectangle with





FBn(x) (1 − y)I[0,∞] + yFBn(x)
sn(z) the Stieltjes transform of F
Bn(x) equal to − 1−yz + ysn(z)
Fyn(x) (1 − yn)I(0,∞)(x) + ynFyn(x)
s0n(z), s
0
n(z), s(z) the Stieltjes transform of Fyn(x), Fyn(x) and Fy(x)
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Chapter 1
Introduction
1.1 Large Dimensional Random Matrices
In classical multivariate analysis, large sample theory assumes that the data dimension
p is very small and fixed; the number of observations, sample size n, is large or tends
to infinity. However, in recent four or five decades, this is not always the case with the
rapidly developing computer science. For some contemporary data, the dimension p is
also large and comparable to the sample size n, in some cases, even larger than the sample
size. These phenomena are commonplace in various fields, such as finance, genetics,
bioinformatics, wireless communications, signal processing, and environmental science
and so on. Hence, the new features of contemporary data bring a series of new tasks to
statisticians, for example, how to properly describe these new features of data; whether
the classical limiting theory is suitable for analyzing large dimensional data and if not,
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how to amend it.
In the 1972WaldMemorial Lecture, Huber (1973) proposed a new reasonably asymp-
totic setup for large sample theory. After summarizing and analyzing several possibilities
for the concomitant of p as n tends to infinity, he strongly suggested studying the situa-
tion of dimension p increasing together with n in linear regression analysis. For LDRM,
it is the convention to exploit the properly simple asymptotic setup, p tends to infinity
proportional to n, that is, p/n → y ∈ (0,∞). This new setup leads to two kinds of limiting
results: classical limiting theory (for fixed dimension p) and large dimensional limiting
theory (for large dimension p and also called LDRM theory). Therefore, it is natural
to ask which one is closer to reality, meaning which kind of limiting theory should be
applied to a particular problem.
Bai and Saranadasa (1996) encouraged statisticians to reexamine classical statistical
approaches when dealing with high dimensional data. As an example for the effect of
high dimension, a two sample problem was investigated. They showed that both Demp-
ster’s non-exact test (Dempster, 1958) and their asymptotically normally distributed test
have higher power than classical Hotelling’s test when the data dimension is proportion-
ally close to the within sample degree of freedom. Another example was presented in
Bai and Silverstein (2004). When p increases proportionally to n, an important statistics
in multivariate analysis Ln = ln(detS n) performs in a complete different manner than it
does on data of low dimension with large sample size (Here S n is the sample covariance
matrix of n samples from a p-dimensional mean zero random vector with population
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matrix I). Thus, when p is large, any test which assumes asymptotic normality of Ln, i.e.
employs the classical limiting theory will result in a serious error.
These examples show that some classical limiting theory might be no longer suitable
for dealing with large dimensional data. The LDRM theory might offer one possible
method to analyze large dimensional data and has attracted much interest from statisti-
cians. At the international conference “Mathematical Challenges of the 21st Century”,
Donoho (2000) stated that, “we can say with complete confidence that in the coming cen-
tury, high-dimensional data analysis will be a very significant activity, and completely
new methods of high-dimensional data analysis will be developed; we just don’t know
what they are yet.”
1.2 Spectral Analysis of LDRM
A major part of LDRM theory is the spectral analysis of LDRM. Suppose A is an n ×
n matrix with eigenvalues λ j, j = 1, 2, · · · , n. If all these eigenvalues are real, e.g.,





× cardinal number of { j ≤ n, λ j ≤ x} = 1n
n∑
j=1
I{λ j ≤ x}
called the Empirical Spectral Distribution (ESD) of the matrix A, where I{·} is the indi-
cator function. If the eigenvalues λ j’s are not all real, we can define a two-dimensional
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I{Re(λ j) ≤ x, Im(λ j) ≤ y},
whereRe(λ j) and Im(λ j) denote the real and imaginary parts of the complex number λ j,
respectively.
One of the original motivations of spectral analysis of LDRM arose in nuclear physics
during the 1950’s. In a quantummechanical system, the energy levels of quantum cannot
be observed but can be represented by eigenvalues of a matrix of some physical measure-
ments or observations. Furthermore, most nuclei have thousands of energy levels, which
are too complex to be described exactly. Since the 1950’s, a large number of physicists
and statisticians have showed keen interest in the research on spectral analysis of LDRM
and have carried out some research results on it. Many theorems and applications of the
LDRM theory in quantum mechanic and other related areas were well summarized by
Mehta (1990).
In multivariate statistical inference, the motivation of spectral analysis of LDRM
is due to the fact that many important statistics can be expressed as functionals of the
spectral distribution of some random matrices. For concrete applications, the reader may
refer to Bai (1999).
Two key problems in spectral analysis of LDRM theory are to investigate the con-
vergence and its rate of the sequence of empirical spectral distributions FAn for a given
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sequence of random matrices {An}. The limit distribution F (possibly defective), which
is usually non-random, is called the Limiting Spectral Distribution (LSD) of the matrix
sequence {An}. The following section will review three main methodologies of finding
the limits and improving the convergence rates.
1.3 Methodologies
It is known that the eigenvalues of a matrix are continuous functions of the elements
of the matrix elements. However, the explicit forms of eigenvalues are too complex to
calculate when the matrix dimension is larger than 4. In order to investigate the spectral
distributions of LDRM, three primary methods have been employed in the literature.
They are moment method, Stieltjes transform and orthogonal polynomial decomposition
of the exact density of eigenvalues.
1.3.1 Moment Method
Moment method is one of the most popular methods in LDRM theory, which is based on
the Frechet-Shohat Moment Convergence Theorem (MCT, see Loe`ve, 1977). Suppose
{Fn} denotes a sequence of distribution functions with finite moments of all orders. The
MCT investigates under what conditions the convergence of moments of all fixed orders
implies the weak convergence of the sequence of the distributions Fn. The sufficient
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conditions are precisely described in the following three lemmas. One may refer to Bai
and Silverstein (2006, Appendix B) for their detailed proof.
Let
βnk = βk(Fn) :=
∫
xkdFn(x)
be the k-th moment of the distribution Fn.
Lemma 1.3.1 (Unique Limit). A sequence of distribution functions {Fn} converges weakly
to a limit if the following conditions are satisfied:
(1) Each {Fn} has finite moments of all orders.
(2) For each fixed integer k ≥ 0, βnk converges to a finite limit βk as n → ∞.
(3) If two right continuous nondecreasing functions F, G have the same moment
sequence βk, then F = G+constant.
One can prove Lemma 1.3.1 by using Helly’s selection theorem and the property of
distribution function. When we applying this lemma, besides verifying condition (1)
and (2), we need to check condition (3) of this lemma. The following two lemmas give
sufficient conditions which imply condition (3) in Lemma 1.3.1.
Lemma 1.3.2 (Carleman). Let {βk = βk(F)} be the sequence of moments of the distribu-
tion function F. If the following Carleman condition is satisfied:
∞∑
β−1/2k2k = ∞,
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then, F is uniquely determined by the moment sequence {βk, k = 0, 1, · · · }.
The following Lemma 1.3.3 is a corollary of Craleman condition in Lemma 1.3.2.
The Riesz condition referring to (1.1) is easy to check and is powerful enough in spectral
analysis of LDRM.






β−1/2k2k < ∞, (1.1)
then, F is uniquely determined by the moment sequence {βk, k = 0, 1, · · · }.








This representation plays an important role in spectral analysis of LDRM. By MCT, the
problem of showing the ESD of a sequence of random matrices {An} strongly or weakly
or in other sense tends to a limit reduces to proving that the sequence 1n tr(A
k) tends to a
limit in the corresponding sense and then verifying the Carleman condition or the Riesz
condition. Most results in proving the existence of the LSD and finding the LSD were
obtained by estimating the mean, variance or higher moments of 1n tr(A
k).
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1.3.2 Stieltjes Transform
Stieltjes Transform (also called Cauchy transform in some literature) of a bounded varia-
tion function is another important tool in LDRM theory. For a bounded variance function




x − zdG(x), z ∈ C
+,
where C+ := {z = u + iv ∈ C : Imz = v > 0}.
One of the important advantages of Stieltjes transform is that it always exists for all
functions with bounded variations defined on the real line. The following lemmas in this
section about the properties and inequalities of Stieltjes transform are well summarized
and proved in Bai and Silverstein (2006, Appendix B).
Lemma 1.3.4 (Inversion formula). If G is a distribution function, for any continuity
points a < b of G,







This lemma provides a one-to-one correspondence between the distribution functions
and their Stieltjes transforms. Furthermore, it also offers an easy way to extract the
distribution function if its Stieltjes transform is known.
Lemma 1.3.5 (Continuity). Assume that {Gn} is a sequence of bounded variation func-
tions and Gn(−∞) = 0 for all n. Then
lim
n→∞
sGn(z) = s(z) ∀z ∈ C+,
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if and only if there is function of bounded variation G with G(−∞) = 0 and Stieltjes
transform s(z) such that Gn → G vaguely.
This Lemma describes continuity properties between the family of bounded variation
functions and the family of their Stieltjes transforms.
Lemma 1.3.6 (Differentiability). Let G be a function of bounded variation and x0 ∈ R.
Suppose that ImsG(x0) = lim
z∈C+→x0




From this lemma, one can find another important advantage of Stieltjes transform
is that the density function of a distribution function can be obtained via its Stieltjes
transform.










where I is the identity matrix.







akk − z − α∗k(Ak − zI)−1βk
where Ak is a (n − 1) × (n − 1) major submatrix of A, obtained by removing the k-th row
and column from A; α∗k and βk are the k-th row and column of A deleting the k-th entry,
respectively.
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If the denominator akk − z − α∗k(Ak − zI)−1βk = g(z, s(z)) + o(1) for some function g,





Most results in proving the existence of the LSD and finding the LSD can be derived by
applying this scheme.
The following three lemmas describe the distance between distributions in term of
their Stielfjes transforms and pave way for estimating convergence rates of ESD of
LDRM to its LSD.
Lemma 1.3.7 Let F be a distribution function and let G be a function of bounded vari-
ation satisfying
∫ |F(x) − G(x)|dx < ∞. Denote their Stieltjes transforms by f (z) and
g(z), respectively. Then, we have













|G(x + y) −G(x)|dy
]
,












In some cases, the functions F and G may have light tails or both may even have
bounded supports, then we may establish a bound for ‖F − G‖ via the integral of the
absolute difference of their Stieltjes transforms only on a finite interval.
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Lemma 1.3.8 Under the assumptions of Lemma 1.3.7, we have
‖F −G‖ ≤ 1
pi(1 − κ)(2γ − 1)
[∫ A
−A












|G(x + y) −G(x)|dy
]
,
where A and B are positive constants such that A > B and κ = 4B
pi(A−B)(2γ−1) < 1.
The following Lemma 1.3.9 is an immediate corollary of Lemma 1.3.8.
Lemma 1.3.9 In addition to the assumptions of Lemma 1.3.8, assume further that, for
some constant B > 0, F([−B, B]) = 1 and |G|((−∞,−B)) = |G|((B,∞)) = 0, where
|G|((a, b)) denotes the total variation of the signed measure G on the interval (a, b).
Then, we have
‖F −G‖ ≤ 1
pi(1 − κ)(2γ − 1)
[∫ A
−A








|G(x + y) −G(x)|dy
]
,
where A, B and κ are defined in Lemma 1.3.8.
1.3.3 Orthogonal Polynomial Decomposition
If all elements of the matrix A has a joint density pn(A) = H(λ1, ..., λn), then the joint
density of the eigenvalues will be given by
f (λ1, ..., λn) = cJ(λ1, ..., λn)H(λ1, ..., λn),
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where J is the integral of the Jacobian of the transform from the matrix space to its
eigenvalue-eigenvector space.
Generally, it is assumed that H has the form H(λ1, ..., λn) = Πnk=1g(λk) and J has the
form J(λ1, ..., λn) = Πi< j(λi − λ j)βΠnk=1hn(λk). For example, β = 1 and hn = 1 for real
Gaussian matrix, β = 2 and hn = 1 for complex Gaussian matrix, β = 4 and hn = 1 for
quaternion Gaussian matrix, β = 1 and hn = xn−p for real Wishart matrix with n ≥ p.
Note that the orthogonal polynomial decomposition can only be applied under the as-
sumption that the exact density of eigenvalues is known. However, in this thesis, we will
not assume the existence of density functions which is too restrictive. Instead, we con-
sider a general situation. The underlying distribution of the elements of matrices could
be discrete. Hence the detailed discussion on the orthogonal polynomial decomposition
is beyond the scope of this study.
1.4 Organization of the Thesis
This thesis consists of five chapters and is organized as follows. In this chapter, Chapter
1, we have provided a general introduction to the motivation of the LDRM theory and
the spectral analysis as well as three main methodologies in this field.
In Chapter 2, we present a detailed review on spectral analysis of LDRM.
Chapter 3 and Chapter 4 are the main parts of this thesis. We prove our main results,
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Theorem 3.1.1 and Theorem 4.1.1.
In the last chapter, Chapter 5, we discuss some applications and possible future re-
search.
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Chapter 2
Literature Review
2.1 Limiting Spectral Distribution (LSD) of LDRM
2.1.1 Wigner Matrix
Definition 2.1.1 (Wigner Matrix) The Wigner matrix (standard Gaussian matrix) is a
symmetric random matrix whose entries on the diagonal are independent and identically
distributed (i.i.d.) N(0, 2); and entries above the diagonal are i.i.d N(0, 1). A general-
ized definition of Wigner matrix only requires that the matrix is symmetric (or Hermitian
in the complex case); and the entries on or above the diagonal are independent.
The Wigner matrix is named after the famous physicist Eugene Wigner; and it plays
an important role in nuclear physics (see Mehta (1990)). It also has strong statistical
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meaning in multivariate analysis as it is the limit of the normalized Wishart Matrix.
The study of spectral analysis of large dimensional Wigner matrix can date back to
Eugene Wigner’s (1955, 1958) famous semicircular law. He proved that the expected
ESD of an n × n standard Gaussian matrix Wn, normalized by (1/√n), converges to the






4 − x2, if |x| ≤ 2;
0, otherwise.
(2.1)
Grenander (1963) proved that ‖F 1√nWn − F‖ → 0 in probability. It was further gener-
alized by Arnold (1967, 1971) in various aspects. Bai (1999) derived the almost sure
version using both the moment method and the Stieltjes transform method. This result
is presented in the following theorem.
Theorem 2.1.1 Suppose Wn = (xi j) is an n× n generalized Wigner matrix whose entries
above the diagonal are i.i.d. complex random variables with variance σ2, and whose
diagonal entries are i.i.d. real random variables (without any moment requirement).
Then, as n → ∞,with probability 1, the ESD F 1√nWn tends to the semicircle law with






4σ2 − x2, if |x| ≤ 2σ;
0, otherwise.
(2.2)
The following theorem is the generalized result of the non-i.i.d. case proved by Bai
and Silverstein (2006, page 23).
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Theorem 2.1.2 Suppose that Wn is a Wigner matrix, the entries above or on the diagonal
of Wn are independent but may be dependent on n and may not be necessarily identically
distributed. Assume that all the entries of Wn are of mean zero and variance 1 and satisfy







E|xi j|2I{|xi j| ≥ η
√
n} = 0,
Then, the ESD of Wn converges to the semicircular law almost surely.
2.1.2 Sample Covariance Matrix
Definition 2.1.2 (Sample Covariance Matrix) Let Xn = (xi j)p×n, 1 ≤ i ≤ p, 1 ≤ j ≤ n,
be an observation matrix of size n from a certain p-dimensional population distribution






(x j − x¯)(x j − x¯)∗,
where x¯ = n−1
∑n
j=1 x j and A
∗ denotes the complex conjugate transpose of matrix A.
In spectral analysis of large dimensional sample covariance matrix, it is usual to study










since the center x¯ does not influence the LSD, in other words, FBn and FS n have the same
liming properties according to Theorem 11.43 in Bai and Silverstein (2006).
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The first success in finding the LSD of sample covariance matrix was attributed to
Marcˇenko and Pastur (1967). They found the limiting distribution, presently known as
Marcˇenko-Pastur law (MP law). Subsequent work was done in Grenander and Silver-
stein (1977), Jonsson (1982), Silverstein (1995), Wachter (1978) and Yin (1986). The
following theorem in Bai (1999) for the complex case is a generalized version of Yin
(1986) where the real case was studied.
Theorem 2.1.3 Suppose that {xi j, 1 ≤ i ≤ p, 1 ≤ j ≤ n} is a double array of i.i.d.
complex random variables with mean zero and variance σ2 and p/n → y. Then, with






(b − x)(x − a), if a ≤ x ≤ b;
0, otherwise.
and a point mass 1 − 1/y at the origin if y > 1, where a = σ2(1 − √y)2 and b =
σ2(1 +
√
y)2; the constant y is the dimension to sample size ratio index.
The limiting distribution of Theorem 2.1.3 is called the Marcˇenko-Pastur law with ratio
index y and scale parameter σ2. If σ2 = 1, the MP law is known as the standard MP law.
The following theorem extend the above result to the non-i.i.d. case for sample
covariance matrices proposed in Bai and Silverstein (2006, page 46).
Theorem 2.1.4 Suppose that for each n, the entries of Xn are independent complex vari-
ables with a common mean µ and variance σ2. Assume that p/n → y and that for any
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E|xi j|2I{|xi j| ≥ η
√
n} = 0,
Then, with probability one, the ESD of sample covariance matrices FBn converges to the
MP law with ratio index y and scale parameter σ2.
2.1.3 Product of Two Random Matrices
The study of a product of two random matrices originates from two areas. The first
is the investigation of the LSD of a sample covariance matrix ST when the population
covariance matrix T is not a multiple of the identity matrix. The second is the study of
LSD of a multivariate F-matrix F = S 1S −12 which is a product of a sample covariance
matrix and the inverse of another sample covariance matrix, both independent of each
other.
Yin and Krishnaiah (1983) investigated the limiting distribution of a product of a
Wishart matrix S and a positive definite matrix T. Other variations of the product was
considered by Bai, Yin and Krishnaiah (1986). Silverstein and Bai (1995) showed the
existence of the ESD of the generalized version B = A+ 1nX
∗TX. The set-up of matrix B
originated from nuclear physics, but is also encountered in multivariate statistics.
As for the F-matrix, pioneering work was done by Wachter (1980), who considered
the LSD of F when S 1 and S 2 are independent Wishart matrices. Yin, Bai and Krishnaiah
(1983) also showed the existence of the LSD of the multivariate F-matrix. The explicit
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form of the LSD of multivariate F-matrices was derived in Bai, Yin, and Krishnaiah
(1987) and Silverstein (1985a). Under the same structure, Bai, Yin, and Krishnaiah
(1986) established the existence of the LSD when the underlying distribution of S is
isotropic.
2.2 Limits of Extreme Eigenvalues
In multivariate analysis, many statistics generated from a random matrix can be written
as functions of integrals with respect to the ESD of the random matrix. When the LSD is
known, the approximate values of the statistics can be obtained by using the Helly-Bray
theorem (see Loe`ve (1977) p.184-186), which is not applicable unless we can prove that
the extreme eigenvalues of the random matrix remain in certain bounded intervals.
The investigation on limits of extreme eigenvalues is not only important in the above
aspect, but also in many other areas, such as signal processing, pattern recognition, edge
detection, numerical analysis.
The first work in this direction is attributed to Geman (1980) who proved that the
largest eigenvalue of the large dimensional sample covariance matrix tends to b = (1 +
√
c)2 as p/n → y ∈ (0, ∞) under a restriction on the growth rate of the moments of the
underlying distribution
E|X11|k ≤ Mkαk,
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for some M > 0, α > 0 and for all k ≥ 3. This result was further generalized by
Yin, Bai and Krishnaiah (1988) under the assumption of the existence of the fourth
moment of the underlying distribution. The fourth moment condition was further proved
to be necessary in Bai, Silverstein and Yin (1988). Silverstein (1989) showed that the
necessary and sufficient conditions for the weak convergence of the largest eigenvalue




→ 0. In Bai and
Yin (1988), the necessary and sufficient condition for the almost sure convergence of the
largest eigenvalue of Wigner matrix was obtained. Jiang (2004) proved that the almost
sure limit of the largest eigenvalue of the sample correlation matrix is same as that of the
largest eigenvalue of the sample covariance matrix.
A relatively difficult problem is to find the limit of the smallest eigenvalue of sam-
ple covariance matrix. Yin, Bai and Krishnaiah (1983) proved that the lower limit of
the smallest eigenvalue of a Wishart matrix has a positive lower bound if p/n → y ∈
(0, 1/2). Silverstein (1984) extended this work to y ∈ (0, 1). He later (1985b) proved
that the smallest eigenvalue of a standard Wishart matrix tends to a = (1 − √y)2 if
p/n → y ∈ (0, 1). However, it is hard to use his approach to obtain a general result, as
his method depends heavily on the normality assumption. A breakthrough was made in
Bai and Yin (1993). They used a unified approach to establish the strong limits of both
the largest and the smallest eigenvalues of the sample covariance matrix simultaneously
under the existence of fourth moment of the underlying distribution. In fact, the strong
limit of the smallest eigenvalue was proven to be a = (1 − √y)2.
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2.3 Convergence Rate of ESD
The convergence rate of the ESD, is of practical interest, but had been an open problem
for decades since there were no suitable tools. The first great breakthrough in estimating
the convergence rate was made in Bai (1993a), in which a Berry-Esseen type inequality
of the difference of two ESDs was established in terms of their Stieltjes transforms.
Through this tool, Bai offered a way to establish the convergence rate and proved that
a convergence rate for the expected ESD of large dimensional Wigner matrix is O(n−
1
4 ).
Applying this inequality, Bai, Miao and Tsay (1997) first showed that the ESD itself
converges to the Wigner semicircular law in probability with the rate O(n−
1
4 ), under the
assumption of the finite fourth moment. Later, Bai, Miao and Tsay (1999) improved the
rate to Op(n−
1
3 ). In 2002, they further derived that under the eighth moment condition,
the convergence rate of the expected ESD is O(n−
1
2 ) and that of ESD itself is Op(n−
2
5 ).
For large dimensional sample covariance matrices, under the finite fourth moment
condition, Bai (1993b) showed that the convergence rate for the expectation of ESD is
O(n−
1
4 ) if the ratio of the dimension to the degrees of freedom is away from 1, and is
O(n−
5
48 ), if the ratio is close to 1. Bai, Miao and Tsay (1997) proved the same rates of
convergence in probability for ESD itself.
Using the Stieltjes transform, Bai, Miao, and Yao (2003) improved that the expected
spectral distribution converges to the Marcenko–Pastur law with the rate of O(n−
1
2 ) if the
ratio of dimension to sample size y = yn = p/n keeps away from 0 and 1, under the
assumption that the entries have a finite eighth moment. Furthermore, the rates for both
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5+η), respectively, when y is away from 1. It is interesting that the rate in
all senses is O(n−
1
8 ) when y is close to 1. However, the exact convergence rate and the
optimal condition of convergence for Wigner and sample covariance matrices are still
open.
2.4 CLT of Linear Spectral Statistics (LSS)
As mentioned in the introduction section, many important statistics in multivariate anal-
ysis can be expressed as functionals of ESD of some random matrices. Indeed, a param-




Let Fn(x) be the ESD of the random matrix which has a LSD F. To make statistical




which we call linear spectral statistics (LSS), as an estimator of θ, where Fn(x) is the
ESD of the RM computed from the data set.
The strong consistency of the ESD to LSD is not enough for statistical inference,
such as hypothesis testing, constructing confident intervals or regions, etc.. Therefore,
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we need to know the limiting distribution of
Gn( f ) = αn(θˆ − θ) =
∫
f (x)dGn(x)
where Gn(x) = αn(Fn(x) − F(x)) and αn → ∞ is a suitably chosen normalizer such that
Gn( f ) tends to a non-degenerate distribution.
It seems natural to pursue the properties of linear functionals by considering the
asymptotic of the empirical processGn(x) = αn(Fn(x)− F(x)) when viewed as a random
element in C space or D space, the metric spaces of functions, equiped with the Sko-
rokhod metric. If for some choice of αn,Gn(x) tends to a limiting process G(x), then the
limiting distribution of all LSS can be derived. Unfortunately, many lines of evidence
show that Gn(x) cannot tend to a limiting process in any metric space. The work done
in Bai and Silverstein (2004) showed that Gn(x) cannot converge weakly to any non-
trivial process for any choice of αn. This phenomenon appears in other random matrix
ensembles as well. When Fn is the empirical distribution of the angles of eigenvalues
of an n × n Haar matrix, Diaconis and Evans (2001) proved that all finite dimensional
distributions of Gn(x) converge in distribution to independent Gaussian variables when
αn = n/
√
log n. This shows that when αn = n/
√
log n, the process Gn cannot be tight in
D space.
Therefore, we have to withdraw our attempts of looking for the limiting process of
Gn(x). Instead, we will consider the convergence of the empirical process Gn( f ) with
suitable αn and f .
The first work in this direction was done by Jonsson (1982) in which he proved the
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CLT for the centralized sum of the r-th power of eigenvalues of a normalized Wishart
matrix. Similar work for Wigner matrix was obtained in Sinai and Soshnikov (1998).
Later, Johansson (1998) proved the CLT of linear spectral statistics of Wigner matrix
under density assumption.
In Bai and Silverstein (2004), the normalization constant αn for large dimensional
sample covariance matrices has been found to be n, by showing that the limiting distri-
bution ofGn( f ) = n
∫
f (x)d(Fn(x)−F(x)) is Gaussian under certain assumptions, where
f is any function analytic on a certain open set including the support of MP law. In Bai
and Yao (2005), they considered the Wigner matrix case. Under fourth moment condi-
tion, they proved that Gn( f ) converges to a Gaussian limit. For the CLT of other type
matrices, one can refer to Anderson and Zeitouni (2006).
In Bai and Silverstein (2004) and Bai and Yao (2005), the test functions f are analytic
on an open set, including the support of the corresponding limit distributions. However,
the condition that the functions have to be analytic is stringent. This is because some
of the functions observed in real-life situations do not satisfy this condition. As such, it
will be more useful to relax this condition.
The aim of this thesis is to relax this condition. We only require that the test functions
have continuous fourth-order derivatives on an open interval including the support of the
corresponding limiting spectral distribution. We prove that the LSS for sample covari-
ance matrices andWigner matrices converge weakly to Gaussian processes under certain
moment conditions. We also provide the explicit formulae for the mean and covariance
Chapter 2: Literature Review 25
function of the limiting Gaussian processes.
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Chapter 3
CLT of LSS for Wigner Matrices
3.1 Introduction and Main Result
A real Wigner matrix of size n is a real symmetric matrix Wn = (xi j)1≤i, j≤n where the
upper-triangle entries (xi j)1≤i≤ j≤n are independent, zero-mean real-valued random vari-
ables satisfying the following moment conditions:
(1). ∀i, E|xii|2 = σ2 > 0; (2). ∀i < j, E|xi j|2 = 1.
The set of these real Wigner matrices is called the Real Wigner Ensemble (RWE).
A complex Wigner matrix of size n is a Hermitian matrix Wn = (xi j)1≤i, j≤n where the
upper-triangle entries (xi j)1≤i≤ j≤n are independent, zero-mean complex-valued random
variables satisfying the following moment conditions:
(1). ∀i, E|xii|2 = σ2 > 0; (2). ∀i < j, E|xi j|2 = 1, and Ex2i j = 0.
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The set of these complex Wigner matrices is called the Complex Wigner Ensemble
(CWE).
The empirical distribution Fn generated by the n eigenvalues of the normalizedWigner
matrix n−1/2Wn is called the empirical spectral distribution (ESD) of Wigner matrix. The





4 − x2, x ∈ [−2, 2].
Its various versions of convergence were later investigated.
Clearly, as stated in introduction, one method of refining the above approximation
is to establish the rate of convergence, which was studied in Bai (1993a), Costin and
Lebowitz (1995), Johansson (1998), Khorunzhy, Khoruzhenko and Pastur (1996), Sinai
and Soshnikov (1998) and Bai, Miao and Tsay (1997, 1999, 2002). The convergence
rate was improved gradually from O(n−
1
4 ) to O(n−
2
5 ). Although the exact convergence
rate remains unknown for Wigner matrices, Bai and Yao (2005) proved that the LSS of
Wigner matrices indexed by a set of functions analytic on an open domain of the complex
plane including the support of the semicircular law converges to a Gaussian process with
rate n under finite fourth moment and a Lindeberg type condition.
Naturally, one may ask whether it is possible to derive the convergence of the LSS
of Wigner matrices indexed by a larger class of functions. In other words, can we relax
the analyticity condition on test functions?
In this paper, we consider the LSS of Wigner matrices, which is indexed by a set
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of functions with continuous fourth-order derivatives on an open interval of the real line
including the support of the semicircular law. More precisely, letC4(U) denote the set of
functions f : U → C which have continuous fourth-order derivatives. The open set U
of the real line includes the interval [−2, 2], the support of F(x). The empirical process
Gn , {Gn( f )} indexed by C4(U) is given by
Gn( f ) , n
∫ ∞
−∞
f (x)[Fn − F](dx), f ∈ C4(U).
In order to give a unified treatment for both Wigner ensembles RWE and CWE, we
define the parameter κ with values 1 and 2 for the complex and real Wigner matrices
respectively. Also set β = E(|x12|2 − 1)2 − κ. Our main result is as follows.
Theorem 3.1.1 Suppose
E|xi j|6 ≤ M for all i, j. (3.1)
Then the empirical process Gn = {Gn( f ) : f ∈ C4(U)} converges weakly in finite dimen-
sions to a Gaussian process G := {G( f ) : f ∈ C4(U)} with mean function
EG( f ) =
κ − 1
4
[ f (2) + f (−2)] − κ − 1
2
τ0( f ) + (σ2 − κ)τ2( f ) + βτ4( f ).
and covariance function









Chapter 3: CLT of LSS for Wigner Matrices 29
where f , g ∈ C4(U),
V(t, s) =
(




(4 − t2)(4 − s2)
+κ log
4 − ts + √(4 − t2)(4 − s2)
4 − ts − √(4 − t2)(4 − s2)

and




















Here {Tl, l ≥ 0} is the family of Chebyshev polynomials.
The strategy of the proof is to use Bernstein polynomials to approximate functions
in C4(U). This will be done in Section 3.2. Then the problem is reduced to the analytic
case. The truncation and re-normalization steps are given in Section 3.3. We derive the
mean function of the limiting process in Section 3.4. The convergence of the empirical
processes is proved in Section 3.5.
3.2 Bernstein Polynomial Approximation
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where ξy is a number between k/m and y. Hence









For the function f ∈ C4(U), there exists a constant a > 2 such that [−a, a] ⊂ U.Make a
linear transformation y = Kx+ 12 ,  ∈ (0, 1/2), where K = (1−2)/(2a), then y ∈ [, 1−]
if x ∈ [−a, a]. Define f˜ (y) , f (K−1(y − 1/2)) = f (x), y ∈ [, 1 − ], and define













From (3.2), we have









Since h˜(y) , y(1 − y) f˜ ′′(y) has a second-order derivative, we can use Bernstein polyno-
mial approximations once again to get



















So, with hm(x) = h˜m(Kx + 12 ),
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Therefore, Gn( f ) can be split into three parts:
Gn( f ) = n
∫ ∞
−∞
f (x)[Fn − F](dx)
= n
∫











= ∆1 + ∆2 + ∆3.
For ∆3, we need the following Lemma3.2.1 which follows from Theorems 8.6 and 8.15
in Bai and Silverstein (2006).
Lemma 3.2.1 Under condition (3.1), we have
‖EFn − F‖ = O(n−1/2),
‖Fn − F‖ = Op(n−2/5),
‖Fn − F‖ = O(n−2/5+η) a.s., for any η > 0.














From now on we choose 0 = 1/20, and then m = [n13/40].
Note that fm(x) and hm(x) are both analytic. Following from the result proved in
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It suffices to consider ∆1 = Gn( fm). In the above, fm(x) and f˜m(y) are only defined
on the real line. Clearly, the two polynomials can be extended to complex rectangular
regions [−a, a] × [−ξ, ξ] and [, 1 − ] × [−Kξ,Kξ], respectively.
Since f˜ ∈ C4(U), there is a constant M, such that | f˜ (y)| < M, ∀y ∈ [, 1− ]. Noting
that for (u, v) ∈ [, 1 − ] × [−Kξ,Kξ],
|u + iv| + |1 − u − iv| =
√
u2 + v2 +
√













≤ 1 + v
2

we have, for y = Kx + 1/2 = u + iv,




















If we take |ξ| ≤ K/√m, then | f˜m(y)| ≤ M
(
1 + K2/(m)
)m → MeK2/ , as m → ∞. So f˜m(y)
is bounded when y ∈ [, 1 − ] × [−K/√m,K/√m]. In other words fm(x) is bounded
when x ∈ [−a, a] × [−1/√m, 1/√m]. Let γm be the contour formed by the boundary of
the rectangle with vertex (±a ± i/√m). Similarly, we can derive that hm(x), f ′m(x) and
h′m(x) are bounded on γm.
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3.3 Truncation and Preliminary Formulae
3.3.1 Simplification by Truncation
As proposed in Bai and Yin (1988), to control the fluctuations around the extreme eigen-
values under condition (3.1), we will truncate the variables at a convenient level without
changing their weak limit.







|xi j|4I|xi j |≥ηn √n
]
= o(1).
We first truncate the variables as xˆi j = xi jI|xi j |≤ηn √n and normalize them to x˜i j = (xˆi j −
Exˆi j)/si j, where si j is the standard deviation of xˆi j for i , j and σsii is the standard
deviation of xˆii.
Let Fˆn and F˜n denote the ESDs of the Wigner matrices n−1/2(xˆi j) and n−1/2(x˜i j), and
Gˆn and G˜n the corresponding empirical process, respectively. First of all, by (3.1),












E|xi j|4I|xi j |≥ηn √n = o(1).
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Second, we compare G˜n( fm) and Gˆn( fm). Note that
max
i, j
|1 − si j| 6 max
i, j




E(|xi j|2I|xi j |≥ηn √n) + |E(xi jI|xi j |≥ηn √n)|2
]
≤ (n−1η−2n + Mη−6n n−3)maxi, j [E(|xi j|
4I|xi j |≥ηn √n)] → 0.
Therefore, there exist positive constants M1 and M2 so that
∑
i, j
E(|xi j|2|1 − s−1i j |2) ≤ M1
∑
i, j





E(x4i jI|xi j |≥ηn √n) → 0.
Since f ∈ C4(U), it follows that fm(x) are uniformly bounded in x ∈ [−a, a] and m, we
obtain
E|G˜n( fm) − Gˆn( fm)|2 ≤ ME
 n∑
j=1




















where λ˜n j and λˆn j are the jth largest eigenvalues of the Wigner matrices n−1/2(x˜i j) and
n−1/2(xˆi j), respectively.
Therefore the weak limit of the variables (Gn( fm)) is not affected if we substitute the
normalized truncated variables x˜i j for the original xi j.
From the normalization, the variables x˜i j all have mean 0 and the same absolute
second moments as the original variables. But for the CWE, the condition Ex2i j = 0
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−1), which is good enough for our purposes.
For simplicity, in the sequel we still use xi j to denote the truncated and normalized
variables x˜i j.
3.3.2 Preliminary Formulae






which satisfies the equation s(z)2 + zs(z) + 1 = 0. Here and throughout this thesis,
√
z
denotes the square root of complex number z with positive imaginary part.
Define D(z) = (n−1/2Wn − zIn)−1. Let αk be the k-th column of Wn with xkk removed
and Wn(k) the submatrix extracted from Wn by removing its k-th row and k-th column.
Define Dk(z) = (n−1/2Wn(k)− zIn−1)−1. Let A∗ denote the complex conjugate transpose of
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matrix or vector A. We shall use the following notation:
βk(z) = − 1√
n






























bn(z) = n[Esn(z) − s(z)].

























Throughout this paper, M may denote different constants on different occassions and
n a sequence of numbers which converges to 0 as n goes to infinity.
3.4 The Mean Function of LSS
Let λext(n−1/2Wn) denote both the smallest and the largest eigenvalue of the matrix n−1/2Wn
(defined by the truncated and normalized variables). For η0 < (a − 2)/2, define
An = {|λext(n−1/2Wn)| ≤ 2 + η0}.
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Then, by Cauchy integral we have









z − xn[Fn − F](dx)IAndz
+
∫
fm(x)n[Fn − F](dx) IAcn .
Since P(Acn) = o(n
−t) for any t > 0 (see the proof of Theorem 2.12 in Bai (1999),
∫
fm(x)n[Fn − F](dx) IAcn → 0 (3.4)
in probability. It suffices to consider




fm(z)n[sn(z) − s(z)]IAndz. (3.5)
In the remainder of this section, we will handle the asymptotic mean function of ∆. The
convergence of random part of ∆ will be given in Section 3.4.
To this end, write bn(z) = n[Esn(z) − s(z)] and b(z) , [1 + s′(z)]s3(z)[σ2 − 1 + (κ −
1)s′(z) + βs2(z)]. Here and in the sequel, γmh denotes the union of the two horizontal
parts of γm and γnv the union of the two vertical parts. Write ∆ = ∆h+∆v, Then we prove













fm(z)[n(Esn(z)IAn − s(z)) − b(z)]dz + o(1)
, R1 + R2 + o(1) (3.6)
∆v = − 12pii
∮
γmv
fm(z)n[sn(z) − s(z)]IAndz = op(1), (3.7)
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The estimation o(1) follows from the same skill in (3.4) and the proof of (3.7) is added
at the end of this section 3.4. The limit of R1 is given in the following proposition.
Proposition 3.4.1 R1 tends to
EG( f ) =
κ − 1
4
[ f (2) + f (−2)] − κ − 1
2
τ0( f ) + (σ2 − κ)τ2( f ) + βτ4( f )
for both the CWE and RWE.
Proof: Since fm(z) are analytic functions, by [14], we have




' κ − 1
4
[ fm(2) − fm(−2)] − κ − 12 τ0( fm) + (σ








As fm(t) → f (t) uniformly on t ∈ [−a, a] as m → ∞, it follows that
R1 −→ κ − 14 [ f (2) + f (−2)] −
κ − 1
2
τ0( f ) + (σ2 − κ)τ2( f ) + βτ4( f ).
Since fm(z) is bounded on and in γm, in order to prove R2 → 0 as m → ∞, it is
sufficient to show that
|bnA(z) − b(z)| = o(1) uniformly on γmh, (3.8)
where bnA = n(Esn(z)IAn − s(z)).
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z + Esn(z) − εk(z) ,
by the identity
1




































, S 1 + S 2 + S 3 + S 4.
In order to analyze S 1, S 2, S 3 and S 4, we present several facts.
Fact 1.
|Esn(z) − s(z)| =
∣∣∣∣∣1nEtrD(z) − s(z)












where we have used Lemma 3.2.1. This implies
|Esn(z)| 6 |Esn(z) − s(z)| + |s(z)| 6 O( 1√
nv
) + M 6 M.
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Fact 2.
E|εk(z)|4 = E

















where we have used |trD(z) − trDk(z)| 6 1/v, E|trD(z) − EtrD(z)|2l 6 cn−2lv−4l(∆ + v)l
(l ≥ 1) which is Lemma 8.13 in Bai and Silverstein (2006), and the following Lemma
3.4.1 (i.e. Lemma 8.10 of Bai and Silverstein (2006)).
Lemma 3.4.1 For X = (x1, ..., xn)T i.i.d. standardized (complex) entries with Exi = 0
and E|xi|2 = 1, and C is an n × n matrix (complex), we have, for any l > 2





Taking l = 4, we have

















From (3.3) we have
Esn(z) =
−z + √z2 − 4 + 4Eδn(z)
2
, (3.9)





















∣∣∣∣∣ 1z + Esn(z)
∣∣∣∣∣ = ∣∣∣∣∣ Esn(z)1 − Eδn(z)
∣∣∣∣∣ 6 M.∣∣∣∣∣ 1z + Esn(z) − 1z + s(z)






Now we can estimate S 1, S 2, S 3 and S 4. First, we prove S 4 → 0. By |βk(z)|−1 6 v−1,












E|εk(z)|4 = Mnv5 = Mn
− 316 .










|Eεk(z)|3 = Mn · 1n3/2v3 = Mn
− 180 .
For S 1, we will prove that
S 1 = s2(z)[1 + s′(z)] + o(1), uniformly on γmh.




z − √z2 − 4(1 − Eδn(z))
2(1 − Eδn(z)) = −s(z)(1 + o(1)), (3.10)
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where the o(1) is uniform for z ∈ γmh.
Thus, we have






































= S 11 + S 12.
Using the fact ∣∣∣∣∣1 + 1nα∗kD2k(z)αkβk(z)
∣∣∣∣∣ ≤ 1v ,
and Fact 2, for z ∈ γmh, we obtain
|S 12| ≤ Mnv
n∑
k=1
E|εk(z)| ≤ Mnv · n · n
−1/2v−1 ≤ Mn−7/20. (3.11)









∥∥∥∥∥n − 1n EFkn−1 − F
∥∥∥∥∥ ≤ Mv−2n−1/2 ≤ Mn−7/40. (3.12)
By (3.10) and (3.12), for all z ∈ γmh,
|S 11 − s2(z)(1 + s′(z))| = o(1).
Finally we deal with
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By the previous estimate for Eεk(z), it follows that






























E[α∗kDk(z)αk − trDk(z)]2 (3.13)
− 1
n2






From Lemma 8.13 of Bai and Silverstein (2006),
1
n2









so we neglect the third item in (3.13). In order to estimate the second item in (3.13),
we introduce the notation αk = (x1k, x2k, ..., xk−1k, xk+1k, ..., xnk)∗ , (xi) and Dk(z) , (di j).




































Here we need to separately consider CWE and RWE.
Chapter 3: CLT of LSS for Wigner Matrices 44
For RWE, all the original and truncated variables have the properties: Exi j = 0 and
E|xi j|2 = Ex2i j = 1. So























. Note that |∑
i, j
d2i j| 6 tr(Dk(z)D∗k(z)) 6 n/v2 and
∑










 + o ( 1nv2η4n
)
.
We introduce the parameters κ with values 1 and 2 for the CWE and RWE, and β =
E(|x1|2 − 1)2 − κ, which allow us to have the following unified expression,


















κE[trD2k(z)] + βE ∑
i
d2ii
 + o ( 1nv2η4n
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and























|S 2 + s2(z)[σ2 + κs′(z) + βs2(z)]| 6 M√
nv3
.
Summarizing the estimates of S i, i = 1, ..., 4, we have obtained that




bn(z) = n[Esn(z) − s(z)] = 2sgn(Im(z))nEδn(z)√





z2 − 4 (1 + o(1)).
and that





z2 − 4 .
The second equation is equivalent to
sgn(Im(z))√
z2 − 4 = s(z)(1 + s
′(z)).
From the above two equations, we conclude
|bn(z) − b(z)| = o(1), uniformly on γmh.
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Then, (3.8) is proved by noticing that |bn(z) − bnA(z)| ≤ nv−1P(Acn) ≤ o(n−t) for any fixed
t > 0.




fm(z)n(sn(z)IQn − s(z))dz = op(1). (3.14)
By continuity of s(z), there are positive constants Ml and Mu such that for all z ∈ γmv,
Ml ≤ |z + s(z)| ≤ Mu. Define Bn = {min
k
|βk(z)|IAn > }, where  = Ml/4. So
P(Bcn) = P(mink































Let Ank = {|λext(n−1/2Wnk)| ≤ 2 + η0}. It is trivially seen that An ⊂ Ank. Noting the
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where Ek denotes the expectation taken only about αk. Therefore
P(Bcn) ≤ M
(
n−2 + n−2 + (n−2/5+η)4
)
+ nP(Acn) ≤ Mn−8/5+4η.
This gives P(Bcn) = o(n
−1) as n → ∞. Define Qn , An ∩ Bn, we have P(Qn) → 1, as
n → ∞.






















kDk(z)αk + Esn(z)IQn .
















z2 − 4(P(Qn) − δnQ(z)) +
√
z2 − 4] .
We shall prove that bnQ(z) is uniformly bounded for all z ∈ γmv. Noticing that |z2 − 4| >
(a − 2)2 and the fact P(Qcn) = o(1), we only need to show that
nδnQ(z) is uniformly bounded for z ∈ γmv. (3.16)



























P(Ank) − trDk(z)(IQcnAnk + IQnP(Acnk))
)
= O(1/n).
Here, the result follows from facts that 1/βk is uniformly bounded when Qn happens,
1
nDk(z) is bounded when Ank happens and P(Q
c
n) = o(1/n). From this and the facts that









we conclude that the first term in the expansion of nδnQ(z) is bounded.
By similar argument, one can prove that the second term of the expansion of nδnQ(z)




fm(z)n(Esn(z)IQn − s(z))dz → 0 in probability as n → ∞.




fm(z)n(sn(z)IQn − Esn(z)IQn)dz → 0 in probability as n → ∞.
We postpone the proof of Proposition 3.4.3 to the next section.
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3.5 Convergence of ∆ − E∆
Let Fk = σ(xi j, k + 1 ≤ i, j ≤ n) for 0 ≤ k ≤ n and Ek(·) = E(·|Fk). Based on the
decreasing filtration {Fk} , we have the following well known martingale decomposition













































































= R31 + R32 + R33
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First, we note that




≤ P(Acn) → 0.
Next, we note that R32 is a sum of martingale differences. Thus, we have





















∣∣∣∣∣σ2 + 2n trDk(z)Dk(z¯)z + n−1trDk(z)
∣∣∣∣∣2. (3.17)
When z ∈ γmv and Ank happens, we have |n−1trDk(z)Dk(z¯)| ≤ η−20 . Also, z+ n−1trDk(z) →
z + s(z) uniformly. Further, |z + s(z)| has a positive lower bound on γmv. These facts,
together with (3.17), imply that
R32 → 0, in probability.
The proof of Proposition 3.4.3 is the same as those for R32 → 0 and R33 → 0. We
omit the details.
Note that when z ∈ γmh,
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where op(1) follows from the following Condition 5.1. Clearly Ynk ∈ Fk−1 and EYnk = 0.
Hence {Ynk, k = 1, 2, ..., n} is a martingale difference sequence and ∑nk=1 Ynk is a sum




k=1 Ynk from now on. In order to apply CLT toGn( fm), we need to check the follow-
ing two conditions:




Condition 3.5.2. Conditional covariance. Note that Ynk are complex, we need to
show that U2 =
∑n
k=1 EkY2nk converges to a constant limit to guarantee the convergence
to complex normal. For simplicity, we may consider two functions f , g ∈ C4(U) and
show that Covk[Gn( fm),Gn(gm)] converges in probability, where fm and gm denote their
Bernstein polynomial approximations respectively. That is,
Covk[Gn( fm),Gn(gm)] → C( f , g) in probability.



















∣∣∣∣∣ qk(z)z + n−1trDk(z)
∣∣∣∣∣3 ≤ n uniformly on γmh.
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For all z ∈ γmh, by Lemma 3.4.1, we have
E














where we have used the facts that
∣∣∣∣∣ 1n tr(Dk(z)Dk(z¯))z + 1n trDk(z)












∣∣∣∣∣∣ qk(z)z + 1n trDk(z)
∣∣∣∣∣∣3 ≤ M√nv3 = Mn−1/80 uniformly on γmh.
Proof of Condition 3.5.2.
The conditional covariance is
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For z ∈ γmh, since
E|[D(z)kk] − s(z)|2 = E






n xkk − 1nα∗kDk(z)αk + s(z)

















)2 = Mnv4 = Mn− 720 .
we obtain
E




































s(z1)s(z2)[Γn(z1, z2) − Γ(z1, z2)] f ′m(z1)g′m(z2)dz1dz2 + op(1)
= Q1 + Q2 + op(1).
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where








A(z1, z2) = s(z1)s(z2)Γ(z1, z2) f ′m(z1)g
′
m(z2)
For Q1, we have






























since f ′m(t) → f ′(t), g′m(t) → g′(t) uniformly in [−2, 2].
For Q2, since s(z1)s(z2) f ′m(z1)g
′
m(z2) is bounded on γmh×γmh, in order to prove Q2 → 0
in probability, it is sufficient to prove that Γn(z1, z2) converges in probability to Γ(z1, z2)
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, σ2 + S1 + S2.
Since E|[Dk(z)]ii − s(z)|2 ≤ M/(nv4) uniformly on γmh,
E|Ek[Ek−1Dk(z1)]ii[Ek−1Dk(z2)]ii − s(z1)s(z2)| ≤ Mnv4
uniformly on γmh × γmh. Hence
E
∣∣∣∣∣S2 − β2 s(z1)s(z2)
∣∣∣∣∣ ≤ Mnv4
In the following, we consider the limit of S1. As proposed in Bai and Yao (2005),
we use the following decomposition. Let
e j = (0, . . . , 1, . . . , 0)′n−1, j = 1, 2, . . . , k − 1, k + 1, . . . , n









xi jeie′j − zIn−1
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[Wn(k) − δi j(xi jeie′j + x jie je′i)] − zIn−1
)−1
where δi j = 1 for i , j and δii = 1/2, such that Dki j is a perturbation of Dk and indepen-
dent of xi j.
From the formula A−1 − B−1 = −B−1(A − B)A−1, we have
Dk − Dki j = −Dki j 1√
n
δi j(xi jeie′j + x jie je
′
i)Dk.
From the above, we get































n−1δi jx2i j[Dki j] jieie
′
jDk(z).







































= T1 + T2 + T∗ + T3 + T4.
First note that the term T∗ is proportional to the term of the left hand side. We now
evaluate the contributions of the remaining four terms to the sum S1.











E|[Dk(z)]ii − s(z)|2 ≤ Mnv4 .
The terms T3 and T4 are negligible. The calculations are lengthy but simple. We omit all
the details.
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= T2a + T2b.











l + |xil|2ele′i)Dk(z2)] ji
















Hence, the contribution of this term is negligible.





















[Ek−1Dk(z1)]l j[Ek−1Dk(z2)] jl + O(n1/2v−3),











Summarizing the estimations of all the terms Ti, we have proved that
z1Xk = −s(z1)Xk − (n − k)s(z2)Xk n − kn + rk,
where the residual term rk is of order O(
√
nv−3) uniformly in k = 1, ..., n and z1, z2 ∈ γm.
By z1 + s(z1) = −1/s(z1), the above identity is equivalent to




















1 − n−kn s(z1)s(z2)
,





1 − ts(z1)s(z2)dt = −1 −
(
s(z1)s(z2)
)−1 log (1 − s(z1)s(z2)).
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As a conclusion, Γn(z1, z2) converges in probability to
Γ(z1, z2) = σ2 − κ − κs(z1)s(z2) log
(
1 − s(z1)s(z2)) + 12βs(z1)s(z2).
The proof of Condition 5.2 is then complete.
Although we have completed the proof of Theorem 3.1.1, we summarize the main
steps of the proof for reader’s convenience. In Section 3.2, the weak convergence of
Gn( f ) is reduced to that of Gn( fm). Then in Section 3.5, we show that this is equivalent
to the weak convergence of





The weak convergence of ∆ is proved in Section 3.5, where we also calculate the co-
variance function of the limiting process. The mean function of the limiting process is
obtained in Section 3.4.
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Chapter 4
CLT of LSS for Sample Covariance
Matrices
4.1 Introduction and Main Result
Sample covariance matrix plays an important role in multivariate analysis since it is an
unbiased estimator of the population covariance matrix and, more importantly, many
statistics in multivariate statistical analysis, e.g., principal component analysis, factor
analysis and multivariate regression analysis, can be expressed as functionals of the ESD
of sample covariance matrices.
Assume that the magnitude of dimension p is proportional to sample size n, we will
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which has the same LSD as that of usual sample covariance matrices S n.
The first success in finding the LSD of sample covariance matrices came fromMarcˇenko
and Pastur (1967). Subsequently, further work was conducted by many other researchers.
It was proven that under suitable moment conditions on xi j, with probability 1, the ESD





(x − a)(b − x), x ∈ [a, b],
with point mass 1 − 1/y at the origin if y > 1, where a = (1 − √y)2 and b = (1 + √y)2;
the constant y is the limit of p/n, the dimension to sample size ratio index. The most
commonly used method to study the convergence of FBn is Stieltjes transform. As is
known, the Stieltjes transform of MP law s(z) , sFy is the unique solution to the equation
s =
1
1 − y − z − yzs , (4.1)













Here and in the sequel,
√
z denotes the square root of complex number z with positive
imaginary part.
Using a Berry-Esseen type inequality established in terms of Stieltjes transforms, Bai
(1993b) was able to show that the convergence rate ofEFBn to Fyn isO(n−5/48) orO(n−1/4)
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according to whether yn is close to 1 or not. Bai, Miao and Tsay (1997) proved the
same rates of the convergence in probability. Later, Bai, Miao and Yao (2003) improved
that FBn converges to Fyn at a rate of O(n
−2/5) in probability and O(n−2/5+η) a.s. when
yn = p/n is away from 1; when yn = p/n is close to 1, both rates are O(n−1/8). The exact
convergence rate still remains unknown for the ESD of sample covariance matrices.
Instead of studying the convergence rate directly, Bai and Silverstein (2004) con-
sidered the limiting distribution of the LSS of the general form of sample covariance
matrices, indexed by a set of functions analytic on an open region covering the support
of the LSD. They proved the CLT for the LSS of sample covariance matrices with ex-
plicit expressions for the asymptotic mean and covariance functions. Their result is very
useful to test large dimensional hypotheses. However, the analytic assumption seems
inflexible in practical applications, because in many cases of applications, the test func-
tions can only be defined on the real line instead of the complex plane. On the other
hand, it is proved in Bai and Silverstein (2006, page 213) that the CLT of LSS does not
hold for indicator functions with rate n. Therefore, it is natural to ask what is the weakest
continuity condition that should be imposed on the test functions so that the CLT of the
LSS holds with rate n.
In this paper, we consider the CLT for the LSS of sample covariance matrices, in-
dexed by a set of functions with continuous fourth-order derivatives on an open interval
containing [a, b], the support of the MP law. More precisely, let U denote the open
interval including [a, b]; C4(U) the set of functions f : U → C which have contin-
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uous fourth-order derivatives and Gn(x) = p[FBn(x) − Fyn(x)]. The empirical process
Gn , {Gn( f )} indexed by C4(U) is given by
Gn( f ) ,
∫ ∞
−∞
f (x)dGn(x), f ∈ C4(U).
Lets(z) be the Stieltjes transform of Fy(x) = (1 − y)I(0,∞)(x) + yFy(x), and set k(z) =
s(z)/(s(z) + 1), where for x ∈ R, s(x) = lim
z↓x+i0
s(z).
Our main result is as follows.
Theorem 4.1.1 Assume that
a) For each n, Xn = (xi j)p×n, where xi j are independent identically distributed (i.i.d.)
for all i, j with Ex11 = 0, E|x11|2 = 1, E|x11|8 < ∞ and if xi j are complex variables,
Ex211 = 0;
b) yn = p/n → y ∈ (0,∞) and y , 1.
Then, the empirical process Gn = {Gn( f ) : f ∈ C4(U)} converges weakly in finite
dimensions to a Gaussian process G = {G( f ) : f ∈ C4(U)} with mean function





























∣∣∣∣∣∣∣ s(x1) − s(x2)s(x1) − s(x2)
∣∣∣∣∣∣∣ dx1dx2 (4.4)







f ′(x1)g′(x2)Re[k(x1)k(x2) − k(x1)k(x2)]dx1dx2, (4.5)
where f , g ∈ C4(U), the parameter κ1 = |Ex211|2 takes value 1 if xi j are real, 0 otherwise
and κ2 = E|x11|4 − κ1 − 2.
Remark 4.1.1 For y = 1, the density F′y(x) → ∞, as x → a, which slows down the
convergence rate of FBn .





n in Silverstein (1995). In our work, we only consider Bn because we
do not know the convergence rate of Tn to T , which will affect the the convergence rate





The strategy of the proof is to use Bernstein polynomials to approximate functions in
C4(U). This will be done in Section 4.2. Then the problem is reduced to the analytic
case. The truncation and re-normalization step is given in Section 4.3. The convergence
of the LSS is proven in Section 4.4. We derive the mean function of the limiting process
in Section 4.5.
4.2 Bernstein Polynomial Approximations
As in section 3.2, suppose f˜ (y) ∈ C4[0, 1], we also have
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For function f ∈ C4(U), there exist 0 < al < a < b < br such that [al, br] ⊂ U. Let
 ∈ (0, 1/2) and make a linear transformation y = Lx + c, where L = (1 − 2)/(br − al)
and c = ((al + br) − al)/(br − al), then y ∈ [, 1 − ] if x ∈ [al, br]. Define f˜ (y) ,
f ((y − c)/L) = f (x), y ∈ [, 1 − ], and













From (4.6), we have









Since h˜(y) , y(1 − y) f˜ ′′(y) has a second-order derivative, we can use Bernstein
polynomial approximation once again to get


















So, with hm(x) = h˜m(y),






Therefore, Gn( f ) can be split into three parts:
Gn( f ) = p
∫ ∞
−∞
f (x)[FBn − Fyn](dx)
= p
∫













= ∆1 + ∆2 + ∆3.
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For ∆3, we will use the following Lemma 4.2.1 which is the results of Theorem 3.1.1,
1.2 and 1.3 in Bai, Miao and Yao (2003).
Lemma 4.2.1 Under the conditions in Theorem 4.1.1, we have
‖EFBn − Fyn‖ = O(n−1/2),
‖FBn − Fyn‖ = Op(n−2/5),
‖FBn − Fyn‖ = O(n−2/5+η) a.s., for any η > 0.
Under the conditions in Theorem 4.1.1, by Lemma 4.2.1, if take m2 = [n3/5+0], for













From now on we choose 0 = 1/20, then m = n13/40.
Note that fm(x) and hm(x) are both analytic. Following from the result proved in





It suffices to consider ∆1 = Gn( fm). Clearly, the two polynomials fm(x) and f˜m(y) only
defined on the real line can be extended to complex rectangular regions [al, br] × [−ξ, ξ]
and [, 1 − ] × [−Lξ, Lξ], respectively.
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Since f˜ ∈ C4[0, 1], there is a constant M, such that | f˜ (y)| < M, ∀y ∈ [, 1 − ].
Noting that for (u, v) ∈ [, 1 − ] × [−Lξ, Lξ],
|u + iv| + |1 − (u + iv)| =
√
u2 + v2 +
√













≤ 1 + v
2





















If we take |ξ| ≤ L/√m, then | f˜m(y)| ≤ M
(
1 + L2/(m)
)m → MeL2/ , as m → ∞. So
f˜m(y) is bounded when y ∈ [, 1−]× [−L/√m, L/√m]. In other words fm(x) is bounded
when x ∈ [al, br] × [−1/√m, 1/√m].
Denote v = 1/
√
m = n−13/80 and let γm be the contour formed by the boundary of the
rectangle with vertices (al ± iv) and (br ± iv). Similarly, one can show that hm(x), f ′m(x)
and h′m(x) are bounded on γm.
4.3 Simplification by Truncation and Normalization
In this section, we will truncate the variables at a suitable level and re-normalize the
truncated variables. As we will see, the truncation and re-normalization do not affect the
weak limit of the spectral process.
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By condition (a) in Theorem 4.1.1, for any δ > 0,
δ−8E|x11|8I{|x11 |≥√nδ} → 0,
which implies the existence of a sequence δn ↓ 0 such that
δ−8n E|x11|8I{|x11 |≥√nδn} → 0,
as n → ∞. Let xˆi j = xi jI{|xi j |≤√nδn} and x˜i j = (xˆi j − Exˆi j)/σn, where σ2n = E|xˆi j − Exˆi j|2.
Then Ex˜i j = 0 and σ2n → 1 as n → ∞. We use Xˆn and X˜n to denote the analogues of Xn
when the entries xi j are replaced by xˆi j and x˜i j, respectively; Bˆn and B˜n the analogues of
Bn; Gˆn( fm) and G˜n( fm) the analogues of Gn( fm). Then,
P(Gn( fm) , Gˆn( fm)) ≤ P(Bn , Bˆn) ≤ np P(|x11| ≥
√
nδn) (4.7)
≤ pn−3δ−8n E|x11|8I{|x11 |≥√nδn} = o(n−2).
From Yin, Bai and Krishnaiah (1988), we know that λBˆnmax and λ
B˜n
max are a.s. bounded
by b = (1 +
√
y)2. Let λAj denote the jth largest eigenvalue of matrix A. Since
|σ2n − 1| ≤ 2E|x11|2I{|x11 |≥√nδn} ≤ 2(
√
nδn)−6E|x11|8I{|x11 |≥√nδn} = o(δ2nn−3)
and
|Exˆ11|2 ≤ E|x11|2I{|x11 |≥√nδn} ≤ o(δ2nn−3)
we have ∣∣∣∣∣∫ fm(x)dGˆn(x) − ∫ fm(x)dG˜n(x)∣∣∣∣∣ ≤ K p∑
j=1
|λBˆnj − λB˜nj | (4.8)
≤ K(tr(Xˆn − X˜n)(Xˆn − X˜n)∗)1/2 ≤ 2(1 − σ−1n )2trBˆn + 2σ−2n trEXˆnEXˆ∗n







n np|Exˆ11|2 = o(δ2nn−1).
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Therefore, we only need to find the limiting distribution of
∫
fm(x)dG˜n(x) with the
conditions that Ex˜11 = 0,E|x˜11|2 = 1, E|x˜11|8 < ∞ and Ex˜211 = o(n−2) for complex
variables. For simplicity, in the sequel we shall suppress superscript on the variables
and still use xi j to denote the truncated and re-normalized variable x˜i j. Note that, in this
paper, we use K as a generic positive constant independent of n and may be distinct on
different occasions.
4.4 Convergence of ∆ − E∆
Let Bn = n
−1X∗nXn, then F
Bn(x) = (1−yn)I(0,∞)(x)+ynFBn(x). Correspondingly, we define
Fyn(x) = (1− yn)I(0,∞)(x)+ ynFyn(x). Let sn(z) and s0n(z) be the Stieltjes transforms of FBn
and Fyn; sn(z) and s
0
n(z) be the Stieltjes transforms of F
Bn and Fyn , respectively. Then, by
Cauchy’s theorem, we have
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It is easy to verify that
Gn(x) = p[FBn(x) − Fyn(x)] = n[FBn(x) − Fyn(x)].
Hence, we only need to consider y ∈ (0, 1). We shall use the following notation:
r j = (1/
√






, β¯ j(z) =
1









, ε j(z) = r∗jD
−1




δ j(z) = r∗jD
−1





D−1(z) − D−1j (z) = −β j(z)D−1j (z)r jr∗jD−1j (z), (4.9)
β j(z) − β¯ j(z) = −β j(z)β¯ j(z)ε j(z) = −β¯2j(z)ε j(z) + β j(z)β¯2j(z)ε2j(z), (4.10)
β j(z) − ¯¯β j(z) = −β j(z) ¯¯β j(z)δ j(z) = − ¯¯β2j(z)δ j(z) + β j(z) ¯¯β2j(z)δ2j(z). (4.11)
Note that by (3.4) of Bai and Silverstein (1998), the quantities β j(z), β¯ j(z) and ¯¯β j(z)
are bounded in absolute value by |z|/v.
Denote the σ-field generated by r1, · · ·, r j by F j = σ(r1, · · ·, r j), conditional expec-
tation E j(·) = E(·|F j) and E0(·) = E(·). We have the following well-known martingale
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decomposition
p[sn(z) − Esn(z)] = tr(D−1(z) − ED−1(z)) =
n∑
j=1




tr(E j − E j−1)(D−1(z) − D−1j (z)) = −
n∑
j=1




(E j − E j−1)d log β j(z)dz .
Integrating by part, we obtain
∆1 − E∆1 = − 12pii
n∑
j=1
(E j − E j−1)
∮
γm


















(E j − E j−1)
∮
γm
f ′m(z) log(1 + ε j(z)β j(z))dz.
Let R j(z) = log(1 + ε j(z)β j(z)) − ε j(z)β j(z), and write
∆1 − E∆1 = 12pii
n∑
j=1
(E j − E j−1)
∮
γm






(E j − E j−1)
∫
γmh






(E j − E j−1)
∫
γmv
f ′m(z)[ε j(z)β j(z) + R j(z)]dz, (4.13)
where and in the sequel γmh denotes the union of the two horizontal parts of γm and γmv
the union of the two vertical parts.
We first prove (4.13) → 0 in probability. Let An = {a − 1 ≤ λBn ≤ b + 1} for any
0 < 1 < a − al and An j = {a − 1 ≤ λBn j ≤ b + 1}, where λB denotes all eigenvalues of
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matrix B. By the interlacing theorem (see Rao and Rao (2001) Page 328), it follows that
An ⊆ An j. Clearly, IAn j and r j are independent. By Yin, Bai and Krishnaiah (1988) and
Bai and Silverstein (2004), when y ∈ (0, 1), for any l ≥ 0,
P(λBnmax ≥ b + 1) = o(n−l) and P(λBnmin ≤ a − 1) = o(n−l).
We have P(Acn) = o(n
−l), for any l ≥ 0.
By continuity of s(z), for large n, there exist positive constants Ml and Mu such that
for all z ∈ γmv, Ml ≤ |yns(z)| ≤ Mu. Let Cn j = {|β j(z)|−1IAn j > 2}, here 0 < 2 < Ml/2,
and Cn = ∩nj=1Cn j,











{∣∣∣∣∣1ntrD−1j (z) − yns(z)








∣∣∣∣∣1ntrD−1j (z) − yns(z)







5 )4 + nP(Acn) ≤ O(n−
2
5 ),
where we have used Lemma 4.2.1. Define Qn j = An j∩Cn j and Qn = ∩nj=1Qn j, it is easy to




(E j − E j−1)
∫
γmv
f ′m(z)[ε j(z)β j(z) + R j(z)]IQn jdz + op(1).
We first present Burkholder inequality in the following Lemma 4.4.1. In the refer-
ence, Burkholder (1973), only real variables were considered. It is straightforward to
extend to complex cases.
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Lemma 4.4.1 [Burkholder (1973)] Let Xk, k = 1, 2, · · ·, be a complex martingale differ-
ence sequence with respect to the increasing σ-fields Fk. Then, for p > 1,
E
∣∣∣∣∑ Xk∣∣∣∣p ≤ KpE (∑ |Xk|2)p/2 .
From Burkholder inequality, Lemma 3.4.1 and these two inequalities






(E j − E j−1)
∫
γmv














E|ε j(z)|2IAn j ≤ Kn−
13
40 .
By Lemma 3.4.1, for z ∈ γmv, we have
n∑
j=1
P(|ε j(z)β j(z)|IQn j ≥ 1/2) ≤ K
n∑
j=1
E|ε j(z)β j(z)|4IQn j ≤ K/n.





(E j − E j−1)
∫
γmv














E|ε j(z)|4IAn j ≤ Kn−
53
40 .
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Therefore, from the above estimates, we can conclude that (4.13) converges to 0 in
probability. Similarly, for z ∈ γmh, we also have these two estimates
n∑
j=1









(E j − E j−1)
∫
γmh




























Yn j + op(1),
where op(1) follows from the above two estimations and the following condition 4.1.
Therefore, our goal reduces to the convergence of
∑n
j=1 Yn j.
Since Yn j ∈ F j and E j−1Yn j = 0, {Yn j, j = 1, ..., n} is a martingale difference sequence,
thus
∑n
j=1 Yn j is a sum of a martingale difference sequence. In order to apply martingale
CLT (Theorem 35.12 in Billingsley (1995)) to it, we need to check the following two
conditions:
Condition 4.4.1. Lyapunov condition
n∑
j=1
E|Yn j|4 → 0.
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E j−1[Yn j( fm) · Yn j(gm)]
converges to a constant c( f , g) in probability, where f , g ∈ C4(U) and fm, gm are their
corresponding Berstein polynomial approximations, respectively.
In order to prove Condition 4.4.1, we firstly present the following several lemmas.
Lemma 4.4.2 For any nonrandom p × p matrix A,
E|r∗1Ar1|2 ≤ Kn−1‖A‖2.



































 = Kn−2Etr(AA¯) ≤ Kn−1‖A‖2.














Proof: Recalling the truncation steps E|x11|8 < ∞ and Lemma 3.4.1, we have, for all
l > 1,




Chapter 4: CLT of LSS for Sample Covariance Matrices 77
Then, (4.14) is the consequence of (4.15) and Ho¨lder inequality.
Lemma 4.4.4 Under the conditions in Theorem 4.1.1, for any l ≥ 2, E|β j(z)|l, E|β¯ j(z)|l,and
| ¯¯β j(z)|l are uniformly bounded on γmh. Furthermore, β j(z), β¯ j(z) and ¯¯β j(z) are uniformly
convergent in probability to −zs(z) in γmh.
Proof: This lemma follows from Lemma 3.4.1, (4.2) and (4.3) in Bai and Silverstein
(1998) and the following facts.






z2 − (1 + yn)z + (1 − yn)2 − 1−ynynz
)
and





1 − yn + z −
√
z2 − (1 + yn)z + (1 − yn)2
)
.
Thus, zs0n(z) is bounded in any bounded and closed complex region.
Fact 2.
| ¯¯β j(z) − Eβ j(z)| ≤ 1v2E





E|ε j(z)| + E















where the last inequality follows from (4.33).






Eβ j(z) = −Eβ j(z).
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Fact 4. From Lemma 4.2.1, we have
|zEsn(z) − zs0n(z)| ≤ zynE|sn(z) − s0n(z)| = zynE








5 ) = Op(n−
2
5 v−1).
Proof of condition 4.4.1.
By the above lemmas, for any z ∈ γmh,
E|ε j(z)|6 ≤ Kn6
[
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Proof of condition 4.4.2.















f ′m(z)E j(ε j(z)β j(z))dz ·
∫
γ′mh




























E j(ε j(z1)β j(z1))E j(ε j(z2)β j(z2))
]
and γ′m is the contour formed
by the rectangle with vertex a′l ± i/(2
√
m) and b′r ± i/(2
√
m), here 0 < al < a′l < a < b <




mh denotes similarly the union
of the two horizontal parts of γ′m.
Firstly, we show that
Γn(z1, z2) − Γ(z1, z2) Pr.−→ 0 uniformly on γmh × γ′mh,
where
Γ(z1, z2) = κ2ynk(z1)k(z2) − (κ1 + 1) ln s(z1)s(z2)(z1 − z2)s(z1) − s(z2) .
From Lemma 4.4.4, for all z ∈ γmh ∪ γ′mh and any l ≥ 2,
E|β j(z) − ¯¯β j(z)|l = E|β j(z) ¯¯β j(z)n−1(trD j(z) − EtrD j(z))|l
≤ M(E|n−1(trD j(z) − EtrD j(z))|2l)1/2 ≤ K(
√
nv)l. (4.16)
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This leads to
E
∣∣∣∣∣∣∣Γn(z1, z2) − ¯¯β j(z1) ¯¯β j(z2)
n∑
j=1
E j−1(E jε j(z1)E jε j(z2))
∣∣∣∣∣∣∣ ≤ K√nv3 = O (n− 180 ) .
Thus we need to consider
¯¯β j(z1) ¯¯β j(z2)
n∑
j=1
E j−1(E jε j(z1)E jε j(z2)). (4.17)
Let [A]ii denote the (i, i) entry of matrix A. For any two p × p non-random matrices
A and B, we have
E(x∗1Ax1 − trA)(x∗1Bx1 − trB) (4.18)













aiibii + κ1trABT + trAB,
from which (4.17) becomes





trE jD−1j (z1)E jD−1j (z2)
+ κ2







E j[D−1j (z1)]iiE j[D−1j (z2)]ii , Γn1(z1, z2) + Γn2(z1, z2).
In order to deal with Γn2(z1, z2), we first prove Lemma 4.4.5.
Lemma 4.4.5 Under the conditions in Theorem 4.1.1, as n → ∞
max
i, j
|E j[D−1j (z)]ii − s(z)| → 0 in probability
uniformly in γmh, where the maximum is taken over all 1 ≤ i ≤ p and 1 ≤ j ≤ n.
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Proof : Firstly, let e j (1 ≤ j ≤ n) be the p-vector whose j-th element is 1, the rest being
0 and e′i the transpose of ei, then
E|[D−1(z)]ii − [D−1j (z)]ii| = E|e′i(D−1(z) − D−1j (z))ei|
= E|β j(z)e′iD−1j (z)r jr∗jD−1j (z)ei|




Secondly, by martingale inequality, for any  > 0, we have
P(max
i, j































|(El − El−1)βl(z)e′iD−1l (z)rlr∗l D−1l (z)ei|2
3 .






l (z)ei. We have that
















3 = Kn2v12 .








In section 4.5 it is proved that p(Esn(z) − s(z)) converges to 0 uniformly on γmh. The
proof of Lemma 4.4.5 is complete.
By Lemmas 4.4.4, 4.4.5 and −zs(z)(s(z) + 1) = 1 , one can get
Γn2(z1, z2) = κ2ynk(z1)k(z2) + op(1),
here op(1) denotes uniform convergence in probability on γmh × γ′mh.
It is easy to check that k(z¯) = k(z) since s(z¯) = s(z). Then as n → ∞, al → a and





















f ′(x1)g′(x2)Re[k(x1)k(x2) − k(x1)k(x2)]dx1dx2,
which is (4.5) in Theorem 4.1.1.
For Γn1(z1, z2), we will find the limit of





trE jD−1j (z1)E jD−1j (z2). (4.19)
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Let Di j(z) = D(z)− r jr∗j − rir∗i , βi j(z) = (1+ r∗i D−1i j (z)ri)−1, b12(z) = (1+ 1nEtrD−112 (z))−1
and t(z) =
(
z − n−1n b12(z)
)−1
. Write







Multiplying by t(z)Ip on the left, D−1j (z) on the right and combining with the identity
r∗i D
−1




i j (z), (4.20)
we gain


























(D−1i j (z) − D−1j (z)).
It is easy to verify that for all z ∈ γmh ∪ γ′mh
|t(z)| =
∣∣∣∣∣∣z + n − 1n 11 + n−1EtrD−112 (z)
∣∣∣∣∣∣−1 =
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since al ≤ |z| ≤ br + 1. Thus, by Lemmas 4.4.4, 4.4.2 and Cauchy-Schwartz inequality,
we have



















From Lemma 2.10 of Bai and Silverstein (1998) for any n × n matrix A,

























From the above estimate on B(z1) and C(z1) terms, we arrive at
trE jD−1j (z1)E jD−1j (z2) (4.23)





D−1j (z2) − D−1i j (z2) = −βi j(z2)D−1i j (z2)rir∗i D−1i j (z2),
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we can write
trE j(A(z1))D−1j (z2) = A1(z1, z2) + A2(z1, z2) + A3(z1, z2), (4.24)
where
A1(z1, z2) = −tr
∑
i< j




t(z1)βi j(z2)r∗iE j(D−1i j (z1))D−1i j (z2)rir∗i D−1i j (z2)ri,






E j(D−1i j (z1))(D−1j (z2) − D−1i j (z2))
and










E j(D−1i j (z1))D−1i j (z2).
From (4.22), we get
|A2(z1, z2)| =
∣∣∣∣∣∣∣1n ∑i< j t(z1)tr(D−1j (z2) − D−1i j (z2))E jD−1i j (z1)
∣∣∣∣∣∣∣ (4.25)









and by Lemma 3.4.1, we have
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For A1(z1, z2), by Lemmas 4.4.2 and 4.4.3,
E
∣∣∣r∗iE j(D−1i j (z1))D−1i j (z2)rir∗i D−1i j (z2)ri
− 1
n2





r∗iE j(D−1i j (z1))D−1i j (z2)ri −
1
n















]∣∣∣∣∣∣ ≤ K√nv3 .
Let ϕ j(z1, z2) = tr(E j(D−1j (z1))D−1j (z2)). Using the identity (4.22), we have∣∣∣tr(E j(D−1i j (z1))D−1i j (z2))trD−1i j (z2) − ϕ j(z1, z2)trD−1j (z2)∣∣∣ ≤ Knv−3.
Thus, joint with Lemma 4.4.4, we can get
E
∣∣∣∣∣A1(z1, z2) + j − 1n2 t(z1)b12(z2)ϕ j(z1, z2)trD−1j (z2)
∣∣∣∣∣ ≤ K√nv3 (4.27)








= −tr(t(z1)trD−1j (z2)) + A4(z1, z2),
where




























= −pt(z1)t(z2) + A5(z1, z2),
where





By Lemma 4.4.4, we can write
ϕ j(z1, z2)
[













































E|A7(z1, z2)| ≤ K√
nv3
.
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Since
an(z1, z2) → a(z1, z2) = ys(z1)s(z2)(s(z1) + 1)(s(z2) + 1) ,






1 − ta(z1, z2)dt = − ln(1 − a(z1, z2))
= − ln l(z1, z2)
s(z1) − s(z2) ,
where l(z1, z2) = s(z1)s(z2)(z1 − z2), which implies





trE jD−1j (z1)E jD−1j (z2)
= − (κ1 + 1) ln(l(z1, z2)) + (κ1 + 1) ln(s(z1) − s(z2)) + op(1).
Thus, adding the vertical parts of both contours and using the fact that f ′m(z) and g
′
m(z)







m(z2)(κ1 + 1) ln(l(z1, z2))dz1dz2






m(z2) ln(l(z1, z2))dz1dz2 + O(v)
= o(1).
For the second term of Γn1(z1, z2), since s(z¯) = s(z), as n → ∞, al → a and br → b,
we get






m(z2) ln(s(z1) − s(z2))dz1dz2 + op(1)







∣∣∣∣∣∣∣ s(x1) − s(x2)s(x1) − s(x2)
∣∣∣∣∣∣∣ dx1dx2,
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which is (4.4) in Theorem 4.1.1.
4.5 The Mean Function of LSS
In this section, we will find the limit of




We shall first consider
Mn(z) = p[Esn(z) − s0n(z)] = n[Esn(z) − s0n(z)].




j , multiplying by D
−1(z) on the right side and using (4.20),
we find














Taking trace, dividing by n on both sides and combining with the identity zsn(z) =















Then, using (4.20) once again and A−1 − B−1 = −A−1(A − B)B−1, we get
Ip
z(Esn(z) + 1)
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Taking trace, dividing by p and taking expectation, we derive











d j(z) = r∗jD
−1

































For s0n(z), since s
0
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By (4.30) and (4.31), we get




















































Thus, in order to find the limit of Mn(z) = n[Esn(z)− s0n(z)], it suffices to find the limit
of Jn(z). Let d¯ j(z) = r∗jD
−1
j (z)r j − 1n trD−1(z) and J¯n(z) =
∑n
j=1 E(β j(z)d¯ j(z)). By (4.11),
we have
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It follows from Bai and Silverstein (1998) (4.3) that for l ≥ 2
E
∣∣∣∣∣1ntrD−1(z) − 1n trED−1(z)




















From the above estimates on T1 and T2, we claim that
Jn(z) = J¯n(z) + ¯n,
here and in the sequel, ¯n = O((
√
nv3)−1).




E[(β j(z) − β¯ j(z))ε j(z)] + 1n
n∑
j=1













,J¯n1(z) + J¯n2(z) + J¯n3(z).















EtrD−2j (z) + ¯n
, z2s2(z)ψn(z) + ¯n
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By the identity of quadric form (4.18) and the fact from Lemma 4.4.5 that E[D−1j (z)]ii





















= ynκ2k2(z) − z2s2(z)(κ1 + 1)ψn(z) + ¯n,
where κ1, κ2 and k(z) were defined in Theorem 4.1.1. Now our goal is to find the limit of













































Note that the cross terms will be 0 if either D−1i j (z) or D
−1
l j (z) is replaced by D
−1
li j (z),
where Dli j(z) = Di j(z) − rlr∗l = D−1l j (z) − rir∗i and










Therefore, by (4.22), we claim that the sum of cross terms is negligible and bounded
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by K/(
√








































































trD−2i j (z)(p + O(1))
]
+ ¯n = ynψn(z) + ¯n.




+ ynk2(z)ψn(z) + ¯n.
Joint with (4.34), we have
Jn(z) = κ2ynk2(z) − κ1ynk
2(z)
1 − ynk2(z) + ¯n.











(1 − ynk2(z))2 −
κ2ynk3(z)
1 − ynk2(z) + ¯n
, M˜1(z) + M˜2(z) + ¯n.
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ln(1 − ynk2(z))dz = − κ14pii
∫
γmh

































Hence, summing the two terms, we obtain the mean function of the limiting distri-
bution in (4.3). We complete the whole proof of Theorem 4.1.1.
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Chapter 5
Conclusion and Further Research
5.1 Conclusion and Discussion
The purpose of this thesis is to investigate the asymptotic properties of LSS of some
LDRM. Our main results, Theorem 3.1.1 and Theorem 4.1.1 enable us to perform statis-
tical inference, such as hypothesis testing, constructing confidence intervals or regions,
etc., on a class of population parameters θ =
∫
f (x)dF(x).
In both theorems, we prove the CLT of LSS with a more generalized regular class
(actually C4) of the test functions but not analytic functions as in Bai and Yao (2005)
for Wigner matrices and in Bai and Silverstein (2004) for sample covariance matrices.
Pastur and Lytova (2008) studied asymptotic distributions of n
∫
f (x)d(Fn(x) − EFn(x))
under the conditions that the fourth cumulant of off-diagonal elements of Wigner matri-
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ces are zero and the Fourier transform of f (x) has the fifth moment, which is equivalent
to the fact that f has the fifth continuous derivative. Their conditions are stronger than
ours.
In the definition of Gn( f ), the LSS θˆ =
∫
f (x)dFn(x) can be regarded as an estima-
tor of θ =
∫
f (x)dF(x). We remind the reader that the center θ =
∫
f (x)dF(x) itself,
instead of Eθˆ = E
∫
f (x)dFn(x), has its strong statistical meaning in the application of
Theorem 3.1.1 and Theorem 4.1.1. For example, in quantum mechanics, Wigner matrix
is a discretized version of a random linear transformation in a Hilbert space, and semi-
circular law is derived under ideal assumptions. Quantum physicists may want to test
the validity of the ideal assumptions. Therefore, they may suitably select one or several
f ’s so that θ’s may characterize the semicircular law. Using the limiting distribution of
Gn( f ) = n(θˆ − θ), one may perform statistical test of the ideal hypothesis. However, one
cannot apply the limiting distribution of n(θˆ − Eθˆ) in the above test.
In this thesis, for the first time, we introduced Bernstein polynomial approximation
in LDRM study. Since Bernstein polynomials are analytic functions, we use the Cauchy
Theorem to show that the convergence of ESD is converted to the convergence of their
Stieltjes transforms. Following this procedure, we obtaine the CLT of the LSS. This
approximation procedure may provide a novel way for exploring the convergence rate of
other general matrices.
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5.2 Future Research
Our present results suggest several potentially fruitful lines of inquiry.
Firstly, examining the proofs of Theorem 3.1.1 and Theorem 4.1.1, one may find that
the assumption of the fourth continuous derivative of f is related to the convergence rate
of ‖Fn−F‖. If the convergence rate of ‖Fn−F‖ is improved and/or proved under weaker
conditions, then the results of Theorem 3.1.1 and Theorem 4.1.1 would hold under the
new weakened conditions. We conjecture that our results still hold under the condition
that the fourth moment of the entries of random matrices are finite and f has the first
continuous derivative.
Secondly, the theorems derived in this study are based on the assumption that the en-
tries of random matrices are mutually independent. However, random matrices without
independence structures can be found in a number of practical situations. One could ex-
tend our work to different practical related structures, such as T 1/2YkY∗kT
1/2, the general-
ized deformation of sample covariance matrices studied by Silverstein (1995), and large
dimensional sample covariance matrices without independence structure in columns in
Bai and Zhou (2008).
Thirdly, finding the limiting spectral distribution and convergence rates of other types
of matrices may serve practical purposes. Examples include the following three types of
matrices listed as unsolved problems in Bai (1999): the autocovariance matrix in time
series analysis, the information matrix in a polynomial regression model, the derivative
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of a transition matrix in a Markov process. Additional examples include the multivariate
F-matrix which is a product of two random matrices first considered by Wachter (1980);
Hankel matrices, Toeplitz matrices and symmetric Markov matrices in Bryc, Dembo and
Jiang (2006).
Finally, the asymptotic behavior of eigenvectors (also known as the eigenmatrix in
literature) of LDRM is another research issue in LDRM theory. Compared with ex-
tensive research on eigenvalues, there have been very little results on the asymptotic
properties of eigenvector of LDRM. The main difficulty seems to be that contrary to the
deterministic limit of the eigenvalues, the eigenvectors behave in a completely chaotic
manner which is difficult to describe. Silverstein (1979, 1981) first defined a stochas-
tic process to characterize the randomness of eigenvectors. His results supported the
conjecture that the orthonormal eigenvectors of large sample covariance matrices are
asymptotically Haar-distributed. Different eigenvector statistics arising from the dissi-
pative systems can be found in Pepłowski and Haake (1993). Much work remains to be
done to clarify the asymptotic properties of eigenvectors.
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