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ABSTRACT
Minimum-fuel trajectories in the Clohessy-Wiltshire orbital model are in-
vestigated. Low-thrust variable-specific-impulse propulsion is assumed. The
necessary conditions for an optimal solution and the equations of motion are
combined to produce a single equation. Every solution to this equation is an
optimal trajectory. Boundary conditions for rendezvous and intercept trajec-
tories are formulated and optimal solutions are obtained. Previous analytical
solutions are examined and reconciled.
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CHAPTER 1
INTRODUCTION
When designing spacecraft trajectories, a key goal is the minimization of
fuel required. Reduction of fuel reduces cost and optimizes mission perfor-
mance. With the rise of interest in continuous thrust propulsion system, this
problem of spacecraft trajectory optimization is of particular interest when
the spacecraft is power-limited. The use of ”indirect” methods to solve this
problem has been well studied.Historically, the limitation to this method of
solution is the sensitivity to initial conditions of the necessary conditions.
Poor choice of the initial conditions may not result in a feasible solution.
The focus of this thesis is to explore a method combining the equations of
motion and the necessary conditions for an optimal trajectory into a single
fourth order differential equation in the state vector. The solutions to this
differential equation always represent optimal solutions in the specified grav-
itational field. This differential equation may be solved as an initial value
problem or a boundary value problem as the mission requires. The benefits to
this solution methodology are the elimination of the need for an initial guess
and the availability of numerical boundary value problem solvers. This thesis
also explores a few historic solutions, generating analytical state transition
matrices and attempting to reconcile the different solutions.
There are three unique types of orbital maneuvers that may be performed
by a spacecraft: orbital intercept, orbital rendezvous, and orbit transfer. In
an orbital intercept, at some final time tf the position vector of the spacecraft
r(tf ) is equal to the position vector of some target body r
∗(tf ). Here the
target may be a planet, an asteroid, or any other object to perform a flyby
of.
In an orbital rendezvous, the final position and velocity vectors of the
spacecraft and the target are equal. That is r(tf ) = r
∗(tf ) and v(tf ) = v∗(tf ).
The target here may be a planet or large body to land on or a spacecraft to
dock with.
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In an orbital transfer, there is no target body. The goal of this maneuver
is to reach some final conditions corresponding to a different orbit from the
one the spacecraft is currently in.
This work focuses on generation of optimal solutions for intercept and
rendezvous missions.
2
CHAPTER 2
BACKGROUND
2.1 Equations of Motion
This chapter is based on chapters 2-4 of [1]. The trajectory of a spacecraft
in an arbitrary gravity field can be expressed in terms of the orbital radius
vector r as
r¨ = g(r) + Γ; Γ = Γu (2.1)
Here g(r) is the gravitational acceleration vector and Γ is the thrust accelera-
tion vector. The scalar Γ represents the magnitude of the thrust acceleration
and the unit vector u represents the direction of the thrust. Thrust acceler-
ation is defined as the thrust force T divided by the mass of the spacecraft
m. The mass of the spacecraft is governed by the equation:
m˙ = −b; b ≥ 0 (2.2)
where b is the mass flow rate of the rocket engine. The thrust magnitude T
is equal to bc, where c is the exhaust velocity of the engine. A quantity often
used to characterize the performance of an engine is its specific impulse (Isp)
which is defined as
Isp =
(bc)∆t
(b∆t)g
=
c
g
(2.3)
where g is the acceleration due to gravity at the surface of the Earth, g =
9.80665m/s2.
The equation of motion from Eq. (2.1) may instead be expressed as
v˙ =
cb
m
u + g(r) (2.4)
Using Eq. (2.2) and integrating for a constant-specific-impulse (CSI) engine
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yields
∆v = cu ln(
m0
mf
) +
∫ tf
t0
g(r)dt (2.5)
Of interest for this work are variable-specific-impulse (VSI) engines. For
these engines, the limiting factor is the maximum power Pmax but the specific
impulse can be varied. The exhaust power can be expressed as
P =
1
2
Tc =
1
2
mΓc =
1
2
bc2 (2.6)
Using this along with Eq. (2.2) results in
d
dt
(
1
m
) =
Γ2
2P
(2.7)
which can be integrated to yield
1
mf
− 1
m0
=
1
2
∫ tf
t0
Γ2
P
dt (2.8)
The goal is to maximize mf for a given m0. For a specified trajectory r(t), Γ
is determined by Eq. (2.1) and maximum mf . This is achieved by running
the engine at max power whether or not Γ is optimal. So the cost functional
is
J =
1
2
∫ tf
t0
Γ2dt =
1
2
∫ tf
t0
ΓTΓdt (2.9)
2.2 Optimal Trajectories
Consider a general controlled dynamic system of the form
x˙ = f(x,u, t), x(t0) = x0 (2.10)
subject to terminal constraints
Ψ[x(tf ), tf ] = 0 (2.11)
The cost functional to be minimized
J = φ[x(tf ), tf ] +
∫ tf
t0
L[x,u, t]dt (2.12)
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For convenience define
Φ[x(tf ), tf ] = φ+ ν
TΨ (2.13)
where ν is a constant Lagrange multiplier vector. The Hamiltonian for this
system is defined as
H(x,u,λ, t) = L(x,u, t) + λT (t)f(x,u, t) (2.14)
Using the definition of the Hamiltonian and forming the variation of the cost
the necessary conditions (NC) can be obtained as [2],
λ˙
T
= −∂H
∂x
(2.15)
λT (tf ) =
∂Φ
∂x(tf )
(2.16)
∂H
∂u
= 0 (2.17)
and either δxk(t0) = 0 or λk(t0) = 0, k = 1, 2, 3, ...n (2.18)
From the NC it can be shown that for any optimal trajectory,
dH
dt
= 0 (2.19)
To specify this analysis to a trajectory optimization problem, Eqs. (2.1),
(2.9), and (2.14) to obtain the Hamiltonian function as
H =
1
2
ΓTΓ + λTr v + λ
T
v [g(r) + Γ] (2.20)
where λTv ,λ
T
r are the adjoint variables of the velocity and position respec-
tively. The NC are
λ˙
T
r = −
∂H
∂r
= −λTv G(r) (2.21)
λ˙
T
v = −
∂H
∂v
= −λTr (2.22)
where
G(r) =
∂g(r)
∂r
(2.23)
is the 3x3 gravity gradient matrix.
5
H is a nonlinear function of Γ, so the Minimum Principle [3] is applied to
yield
∂H
∂Γ
= ΓT + λTv = 0
T => Γ = −λv (2.24)
−λv is always in the direction of the optimal thrust. It is redefined as the
primer vector
p(t) = −λv(t) (2.25)
which implies that the optimal thrust acceleration vector is equal to the
primer vector.
Γ(t) = p(t) (2.26)
So the equation of motion for the system, Eq. (2.1) becomes
r¨ = g(r) + p (2.27)
Eq. (2.20) is written as
H = p˙Tv− pTg− 1
2
pTp (2.28)
From Eq. (2.21) and Eq. (2.22), the primer vector must satisfy
p¨ = Gp (2.29)
Differentiating Eq. (2.27) twice and substituting in Eq. (2.29) yields the
fourth order ODE
r(4) − G˙r˙ + G(g− 2r¨) = 0 (2.30)
which will be studied in the later sections of this work.
2.3 Boundary Conditions
The fourth order ODE from Eq. (2.30) is used to solve for the optimal
intercept and rendezvous maneuvers. These problems are boundary value
problems (BVP) and have constraints at the initial and final time.
The BC for a rendezvous can be obtained directly from the definition of a
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rendezvous. That is
r(t0) = r0, v(t0) = v0, r(tf ) = rf , v(tf ) = vf (2.31)
Since the state vector for these problems consists of r and v, this problem is
fully constrained.
The BC for an intercept are similarly formulated using the definition. That
is
r(t0) = r0, v(t0) = v0, r(tf ) = rf (2.32)
However, in this case the problem is under-constrained. An additional con-
straint can be obtained from the definition of the primer vector and the NC
relating the adjoint state and the terminal constraint . Since the terminal
constraint in this case is independent of the velocity vector, from Eq. (2.16),
the final adjoint vector λv must equal zero. From Eq. (2.25), this implies
that
pf = 0 (2.33)
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CHAPTER 3
FIELD-FREE DYNAMIC MODEL
The theory described in Chapter 2 is applied to a dynamic model with no
gravitational field g(r) = 0. The equations of motion for this dynamic model
are
r˙ = v (3.1)
v˙ = p (3.2)
where r and v are the position and velocity vectors of the spacecraft. Dif-
ferentiating Eq. (3.1) and substituting Eq. (3.2) yields the equations of
motion
r¨ = p (3.3)
The equation for the primer vector is determined using Eq. (2.29). Since
this dynamic model has no gravitational field G(r) = 0. Therefore,
p¨ = 0 (3.4)
Differentiating Eq. (3.3) twice and substituting Eq. (3.4) yields
r(4) = 0 (3.5)
This equation can be solved analytically by simply integrating to obtain a
solution of the form
r(t) = c0 + c1t+ c2t
2 + c3t
3 (3.6)
v(t) = c1 + 2c2t+ 3c3t
2 (3.7)
where ci are vectors of dimension equal to the state dimension (2 for planar
problem, 3 for spatial problems). These are constants of integration and
depend on the initial and final conditions of the specific problems.
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An analytical expression for the primer vector can be determined from Eq.
(3.3) and Eq. (3.6) as
p(t) = 2c2 + 6c3t (3.8)
p˙(t) = 6c3 (3.9)
Substitution of Eq. (3.8) into Eq. (2.9) yields
J =
1
2
∫ tf
t0
(4cT2 c2 + 24c
T
2 c3t+ 36c
T
3 c3t
2)dt (3.10)
which can integrated to obtain an algebraic expression for the cost function
for any problem in this dynamic model. For simplicity, t0 = 0 is assumed
with no loss of generality. The integration yields
J = 2cT2 c2tf + 6c
T
2 c3t
2
f + 6c
T
3 c3t
3
f (3.11)
Similarly, substitution of Eq. (3.8) into Eq. (2.20) can be used to obtain
an analytical expression for the Hamiltonian as
H = 6cT1 c3 − 2cT2 c2 (3.12)
which satisfies the condition from Eq. (2.19) that H˙ = 0
3.1 Intercept Problem
Consider the example of an intercept problem. Assume that the spacecraft
is initially at the point (x0, y0, z0) with velocity x˙0, y˙0, z˙0 and intercepts the
point (xf , yf , zf ) at time tf . The value of the final primer vector is given by
Eq. (2.33). The BC in this case are
r(0) =
x0y0
z0
 ,v(0) =
x˙0y˙0
z˙0
 , r(tf ) =
xfyf
zf
 ,p(tf ) =
00
0
 (3.13)
This problem is solved by substitution of the boundary conditions shown
in Eq. (3.13) into Eq. (3.6) and Eq. (3.7) at t = 0 and Eq. (3.6) and
Eq. (3.8) at t = tf to obtain solutions for c1, c2, c3, c4. Substitution of these
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values back into Eq. (3.6) and Eq. (3.7) allows for obtaining equations that
describe the trajectory across the mission. The obtained values for ci are
also be substituted into Eq.(3.11) to obtain the cost for the trajectory and
into Eq. (3.12) to obtain the value of the Hamiltonian.
3.2 Rendezvous Problem
Now consider a rendezvous problem where the spacecraft is initially at the
point (x0, y0, z0) with velocity x˙0, y˙0, z˙0 and reaches the point (xf , yf , zf ) at
time tf with velocity x˙f , y˙f , z˙f . This problem has boundary conditions
r(0) =
x0y0
z0
 ,v(0) =
x˙0y˙0
z˙0
 , r(tf ) =
xfyf
zf
 ,v(tf ) =
x˙fy˙f
z˙f
 (3.14)
The procedure for solving the problem is similar to that of solving the
intercept problem described in section (3.1). The boundary conditions shown
in Eq. (3.14) are substituted into Eq. (3.6) and Eq. (3.7) at t = 0 and at
t = tf to obtain solutions for c1, c2, c3, c4. These values are substituted back
into Eq. (3.6) and Eq. (3.7) to obtain expressions describing the motion of
the spacecraft throughout the mission. The obtained values for ci are also
be substituted into Eq.(3.11) to obtain the cost for the trajectory and into
Eq. (3.12) to obtain the value of the Hamiltonian.
3.3 Examples
Consider first an example intercept problem. The spacecraft starts at the
origin at rest and intercepts the point 1.0, 20.0, 5.0 at time tf = 2. This
problem can be solved following the method described in section 3.1. The
boundary conditions take the form
r(0) =
00
0
 ,v(0) =
00
0
 , r(tf ) =
 1.020.0
5.0
 ,p(tf ) =
00
0
 (3.15)
10
Applying these BC are applied to Eq. (3.6) and Eq. (3.7) at time t = 0
yields
c0 = 0 (3.16)
and
c1 = 0 (3.17)
Applying the BC to Eq. (3.6) and Eq. (3.8) at time t = 2 yields
4c2 + 8c3 = r(tf ) (3.18)
and
2c2 + 12c3 = 0 (3.19)
which have solutions
c2 = − 6
t2f
r(tf ) (3.20)
c3 =
2
t3f
r(tf ) (3.21)
Substituting the BC yields
c0 =
00
0
 , c1 =
00
0
 , c2 =
0.37507.5000
1.8750
 , c3 =
−0.0625−1.2500
−0.3125
 , (3.22)
This solution to the independent constants is substituted back into Eq. (3.6)
and Eq. (3.7) to obtain the solution
r(t) =
0.37507.5000
1.8750
 t2 +
−0.0625−1.2500
−0.3125
 t3 (3.23)
v(t) =
 0.750015.0000
3.7500
 t+
−0.1875−3.7500
−0.9375
 t2 (3.24)
The cost of this trajectory J = 79.875. The trajectory is seen in Fig. 3.1
and the primer magnitude over the mission is seen in Fig. 3.2. As expected
the trajectory is a straight ”bee-line” path from the origin to the target
11
Figure 3.1: Field-free space intercept mission - trajectory
point. Any steering away from this path would require more fuel. The
thrust acceleration direction is constant and its magnitude decreases linearly
to zero at the final time.
The value of the Hamiltonian is the sensitivity of the the cost to small
changes in the final time as
δJ = Hδtf (3.25)
The Hamiltonian for this problem is calculated from Eq. (3.12) to be equal to
-119.8125. So a small increase in tf will lower the cost. For a 2% increase in
the final time, tf = 2.04, the first-order change in the cost can be computed
from Eq. (3.25) as
δJ = −4.7925 (3.26)
This will result in the lower cost J = 75.0825. Resolving the problem for the
new final time yields the exact value for the cost as 75.2680.
Now consider a rendezvous problem to the same point as the previous
example. The final velocity at time tf = 2 is 0,−1.5, 2. So, the BC take the
form
r(0) =
00
0
 ,v(0) =
00
0
 , r(tf ) =
 1.020.0
5.0
 ,v(tf ) =
 0−1.5
2
 (3.27)
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Figure 3.2: Field-free space intercept mission - primer magnitude history
Applying these BC are applied to Eq. (3.6) and Eq. (3.7) at time t = 0
yields
c0 = 0 (3.28)
and
c1 = 0 (3.29)
Applying the BC to Eq. (3.6) and Eq. (3.7) at time t = 2 yields
4c2 + 8c3 = r(tf ) (3.30)
and
2c2 + 12c3 = v(tf ) (3.31)
which have solutions
c2 =
3
t2f
r(tf )− 1
tf
v(tf ) (3.32)
c3 = − 2
t3f
r(tf ) +
1
t2f
v(tf ) (3.33)
Substituting the BC yields
c0 =
00
0
 , c1 =
00
0
 , c2 =
 0.750015.7500
2.7500
 , c3 =
−0.2500−5.3750
−0.7500
 , (3.34)
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Figure 3.3: Field-free space rendezvous mission - trajectory
This solution to the independent constants is substituted back into Eq. (3.6)
and Eq. (3.7) to obtain the solution
r(t) =
 0.750015.7500
2.7500
 t2 +
−0.2500−5.3750
−0.7500
 t3 (3.35)
v(t) =
 1.500031.5000
5.5000
 t+
 −0.7500−16.1250
−2.2500
 t2 (3.36)
The final primer is
p(tf ) =
 −1.5000−33.0000
−3.5000
 (3.37)
The cost of this trajectory J = 355.75.The trajectory is seen in Fig. 3.3
and the primer magnitude over the mission is seen in Fig. 3.4. The path is
straight until the end when it curves to match the final velocity. The thrust
acceleration magnitude decreases to near zero at the halfway time to effect
the reversal of thrust direction in all three components to achieve the final
velocity.
It can be observed that the cost of the rendezvous is higher than that of
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Figure 3.4: Field-free space rendezvous mission - primer magnitude history
the intercept which is as expected since the final velocity is constrained. The
final primer vector is the sensitivity of the cost to small changes in the final
velocity. Since pyf is negative, a small increase in vyf will decrease the cost
as
δJ = pyfδvyf (3.38)
For a 10% increase in vyf set δvyf = 0.15. The first order change in the exact
cost is δJ = −4.95 which results in a lower cost of J = 350.80. The new
solution obtained is
r(t) =
0.750015.675
2.7500
 t2 +
−0.2500−5.3375
−0.7500
 t3 (3.39)
v(t) =
 1.500031.2000
5.5000
 t+
 −0.7500−15.9000
−2.2500
 t2 (3.40)
The final primer is
p(tf ) =
 −1.5000−32.7000
−3.5000
 (3.41)
and the cost is J = 350.822.
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This procedure can be iterated on to achieve until a balance between the
desired BC and desired cost is achieved. Continuously modifying the bound-
ary conditions to reduce the cost will cause the specified boundary velocity
to eventually converge to the final velocity of the intercept problem.
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CHAPTER 4
CLOHESSY-WILTSHIRE DYNAMIC
MODEL
The theory is now applied in the Clohessy-Wiltshire (CW) dynamic model
of linearized orbits [4]. For an arbitrary gravity field, the equation of motion
for a VSI spacecraft is given by Eq. (2.27)
r¨(t) = g(r) + p (4.1)
Taking r(t) to be the orbit of the vehicle and r∗(t) to be a circular reference
orbit, the relative position vector can be determined by taking a contempo-
raneous variation as
δr(t) = r(t)− r∗(t) (4.2)
Since the goal is to determine the relative motion between the spacecraft and
the reference orbit, δr(t) is the quantity to be determined. Rearranging Eq.
(4.2) and substituting into Eq. (4.1) yields
r¨ = r¨∗ + δr¨ = g(r∗ + δr) + p (4.3)
The vector g is then expanded in a Taylor series about the reference orbit:
g(r∗ + δr) = g(r∗) +
∂g(r∗)
∂r∗
δr +O(||δr||2) (4.4)
where O(||δr||2) represents second and higher order terms. Substituting Eq.
(4.4) into Eq. (4.3) and using the fact that the target orbit also satisfies Eq.
(4.1) with p = 0 yields
δr¨ = G(r∗)δr + p (4.5)
where G is the gravity gradient matrix ∂g
∂r
in Eq. (4.4).
Consider a rotating coordinate frame such that the origin is a point on
the circular reference orbit, x axis of the frame points in the direction of
the reference position on the reference orbit, the y axis is in the direction
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of the motion, and the z axis is normal to the reference orbit plane. The
acceleration of the relative motion δr¨ is then transformed into the relative
acceleration in the rotating coordinate frame (δr¨)R. This transformation is
performed as
(δr¨)R = δr¨− 2ω × (δr˙)R − ω˙ × δr− ω × (ω × δr) (4.6)
where the R subscript represents a derivative relative to the rotating frame
and ω is the angular velocity of the rotating CW frame relative to the inertial
planet centered frame. To simplify the notation let u = δr, in Cartesian
components,
u =
xy
z
 , ω =
00
n
 (4.7)
where n is the mean motion of the circular reference orbit.
Evaluating 4.6 yields the equation of motion for a spacecraft within the
CW frame as
u¨ = Au +Bu˙ + p (4.8)
where
A =
3n
2 0 0
0 0 0
0 0 −n2
 , B =
 0 2n 0−2n 0 0
0 0 0
 (4.9)
The next step is to determine an equation for the primer vector using the
Hamiltonian and necessary conditions as derived in chapter 2. The Hamil-
tonian function for the CW dynamic model is obtained by substituting Eq.
(4.8) in Eq. (2.20)
H =
1
2
pTp + λTr u˙ + λ
T
v (Au +Bu˙ + p) (4.10)
Substituting Eq. (4.10) into Eq. (2.21) and (2.22) yields the necessary
conditions
λ˙
T
r = −
∂H
∂u
= −λTvA (4.11)
and
λ˙
T
v = −
∂H
∂u˙
= −λTr − λTvB (4.12)
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Differentiating Eq. (4.12) and substituting Eq. (4.11) yields
λ¨v = A
Tλv −BTλr (4.13)
Applying the definition of the primer vector Eq. (2.25) and the fact that
AT = A and BT = −B yields the equation for the primer vector as
p¨ = Ap +Bp˙ (4.14)
From Eq. (4.14) and Eq. (2.28), the Hamiltonian for the system can be
determined to be
H = p˙T u˙− pTAu− 1
2
pTp (4.15)
Differentiating Eq. (4.8) yields
u(3) = Au˙ +Bu¨ + p˙ (4.16)
and
u(4) = Au¨ +Bu(3) + p¨ (4.17)
where u(3) and u(4) represent the third and fourth derivatives of u respec-
tively. Substitution of 4.16, 4.8, and 4.14 into 4.17 yields the equation
u(4) − 2Bu(3) − (2A−B2)u¨ + (AB +BA)u˙ + A2u = 0 (4.18)
The solution to this equation represents the state history for the optimal tra-
jectory in the CW space. This equation can be separated into three equations
for the x, y and z directions as
x(4) − 4ny(3) − 10n2x¨+ 6n3y˙ + 9n4x = 0 (4.19)
y(4) + 4nx(3) − 4n2y¨ − 6n3x˙ = 0 (4.20)
z(4) + 2n2z¨ + n4z = 0 (4.21)
It can be observed from these equations that the out-of-plane part (z com-
ponent) of the problem is uncoupled from the in-plane portion, and therefore
can be solved separately.
The solutions to these ODEs were obtained both numerically and analyt-
ically. Both solution methods will be discussed in the following sections
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4.1 Numerical Solutions
Eq. (4.18) can be solved numerically by formulating as a boundary value
problem (BVP) for both intercept and rendezvous problems. A MATLAB
program was created to solve the problems for both cases. The full program
may be found in Appendix B.2. This program makes use of the MATLAB
built-in BVP functions bvp4c and bvpinit[5]. It requires the user to provide
the equations of motion and the BC for the problem and outputs the state
history of u, u˙, u¨,u(3) along with the primer vector along the trajectory.
The equations of motion given to the solver are the equations from Eq.
(4.18). The BC given to the solver depend on the nature of the problem
posed. Consider first a planar rendezvous problem. In this case, the bound-
ary conditions are of the form
x(t0)− x0
x˙(t0)− x˙0
y(t0)− y0
y˙(t0)− y˙0
x(tf )− xf
x˙(tf )− x˙f
y(tf )− yf
y˙(tf )− y˙f

= 0 (4.22)
where x0, x˙0, y0, y˙0, xf , x˙f , yf , y˙f corresponds to known quantities.
Now consider a planar intercept problem. In this case the boundary con-
ditions are of the form 
x(t0)− x0
x˙(t0)− x˙0
y(t0)− y0
y˙(t0)− y˙0
x(tf )− xf
x¨(tf )− 2ny˙f − 3n2xf
y(tf )− yf
y¨(tf ) + 2nx˙f

= 0 (4.23)
where the sixth and eighth component are derived from the condition estab-
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lished by Eq. (2.33) that the final value of p from Eq. (4.8) must equal
zero.
4.2 Analytical Solutions
The equations for the relative motion are linear time invariant (LTI) ODE.
So, an analytical solution can be obtained using Laplace transforms. For a
general LTI system
x˙ = Ax,x ∈ Rn
the solution can be obtained by computing (sI − A)−1 where I is the n by
n identity matrix. Performing the inverse Laplace transform on this matrix
to the time domain yields the state transition matrix (STM) Φ(t− t0) for x
such that
x(t) = Φ(t− t0)x(t0) (4.24)
For LTI systems t0 can be set equal to 0 without loss of generality. So only
Φ(t) is considered
This solution methodology is first applied to the to the out-of-plane compo-
nent of the problem. First, equation Eq. (4.21) is converted into state-space
form of 
z˙
z¨
z(3)
z(4)
 = Mz

z
z˙
z¨
z(3)
 (4.25)
where
Mz =

0 1 0 0
0 0 1 0
0 0 0 1
−n4 0 −2n2 0
 (4.26)
Computing (sI −Mz)−1 using MATLAB yields the matrix Rz. Performing
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an inverse Laplace transform on Rz yields the STM Φz(t) such that
z(t)
z˙(t)
z¨(t)
z(3)(t)
 = Φz(t)

z(0)
z˙(0)
z¨(0)
z(3)(0)
 (4.27)
The full STM may be found in Appendix A.2.
Similarly, for the in-plane portion of the problem, the ODEs were rewritten
in state space form as the LTI system
x˙
x¨
x(3)
x(4)
y˙
y¨
y(3)
y(4)

= Mxy

x
x˙
x¨
x(3)
y
y˙
y¨
y(3)

(4.28)
where
Mxy =

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
−9n4 0 10n2 0 0 −6n3 0 4n
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 6n3 0 −4n 0 0 4n2 0

(4.29)
The matrix Rxy = (sI −Mxy)−1 is computed using MATLAB. Performing
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an inverse Laplace transform on Rxy yields the STM Φxy(t) such that
x(t)
x˙(t)
x¨(t)
x(3)(t)
y(t)
y˙(t)
y¨(t)
y(3)(t)

= Φxy(t)

x(0)
x˙(0)
x¨(0)
x(3)(0)
y(0)
y˙(0)
y¨(0)
y(3)(0)

(4.30)
The full STM may be found in Appendix A.1.
Given initial conditions, these STMs, Φxy(t) and Φz(t), can be used to
determine the final conditions for any time. A simple test case is to use the
initial conditions determined by the MATLAB boundary value solver bvp4c
in the numerical solution, propagate them forward using Φxy(t), and check
that the final state matches the boundary condition provided by the solver.
However, while this is sufficient for initial value problems, problems of
interest such as intercept and rendezvous problems are BVPs and require
additional steps for obtaining a solution. Consider, the case of a planar ren-
dezvous with given x(0), x˙(0), y(0), y˙(0), x(tf ), x˙(tf ), y(tf ), y˙(tf ). In this case,
direct use of Φxy(t) is insufficient and solutions for x¨(0), x
(3)(0), y¨(0), y(3)(0)
in terms of Φxy(t) and the given initial and final states is required. This was
done by isolating rows 1, 2, 5, and 6 of Eq. (4.30) and splitting them up as
x(tf )
x˙(tf )
y(tf )
y˙(tf )
 = Pxy

x(0)
x˙(0)
y(0)
y˙(0)
+Qxy

x¨(0)
x(3)(0)
y¨(0)
y(3)(0)
 (4.31)
where Pxy, Qxy are sub-matrices of Φxy(t) such that
Pxy =

φ11 φ12 φ15 φ16
φ21 φ22 φ25 φ26
φ51 φ52 φ55 φ56
φ61 φ62 φ65 φ66
 , Qxy =

φ13 φ14 φ17 φ18
φ23 φ24 φ27 φ28
φ53 φ54 φ57 φ58
φ63 φ64 φ67 φ68
 (4.32)
where φij corresponds to element of Φxy(t) in the i-th row and j-th column.
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Eq. (4.31) can be solved as
x¨(0)
x(3)(0)
y¨(0)
y(3)(0)
 = Q−1xy (

x(tf )
x˙(tf )
y(tf )
y˙(tf )
− Pxy

x(0)
x˙(0)
y(0)
y˙(0)
) (4.33)
to obtain the initial conditions necessary to complete the full analytical so-
lution.
4.3 Examples
The example considered is a spacecraft in a circular orbit at radius of 1.1
times the radius of the Earth. This orbit is the reference orbit about which
the linearization is performed. The spacecraft maneuvers to a nearby circular
orbit that has a slight inclination.
Consider first an intercept maneuver to the nearby circular orbit. The BC
are
r0 =
00
0
 , v0 =
00
0
 rf =
 0.10.075pi
0.1
 , pf =
00
0
 (4.34)
This is solved first using the numerical solver detailed in section 4.1. The
resulting trajectory can be observed in figure 4.1.
Now consider a rendezvous maneuver to the same nearby circular orbit.
The BC are
r0 =
00
0
 , v0 =
00
0
 rf =
 0.10.075pi
0.1
 , vf =
 0−0.15
−0.01
 (4.35)
The results for the trajectory obtained from the numerical solver can be seen
in figure 4.2.
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Figure 4.1: CW space intercept mission - trajectory
Figure 4.2: CW space rendezvous mission - trajectory
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CHAPTER 5
GENERAL SOLUTIONS FOR PRIMER
EQUATION
In this chapter some early formulations of the solution to the primer vector
equation Eq. (2.29) are described. Because the equation for the primer vector
is the same as the equation for the variation in the position when coasting,
δr¨ = Gδr, the form of the solutions for the position-velocity state variation
vector and the primer-primer rate vector is the same.
A general solution to the primer equation Eq. (2.29) for an inverse-square
graavity field was derived by Marchal and presented in Gravier et al [6] as
p0 = Λ1v + Λ2 × r + Λ3(2r− 3vt) + (r× v)×Λ4 + r× (v×Λ4) (5.1)
where Λ1 and Λ3 are scalars and Λ2 and Λ4 are vectors of dimension 3. So
the number of constants is eight. Since the state vector is of dimension 6, two
of these constants must be dependent on the others. In the work by Gravier
this dependency is eliminated using the fact that the relations
e× r + r× [v× (h/µ)] = 0 (5.2)
−pv + (h/a)× r + h× e + r× (v× e) = 0 (5.3)
are true for trajectories in an inverse-square gravitational field. Here e is the
eccentricity vector, h is the angular momentum vector, and p is the conic
parameter. For the set of constants
Λ1 = 0, Λ2 = e, Λ3 = 0, Λ4 = h/µ (5.4)
Eq. (5.2) gives
p1(0, e, 0,h/µ) = 0 (5.5)
And for
Λ1 = −p, Λ2 = h/a, Λ3 = 0, Λ4 = e (5.6)
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Eq. (5.3) gives
p2(−p,h/a, 0, e) = 0 (5.7)
So applying a linear combination of the solutions as
p = p0 − µ(Λ4z/h)p1 − (Λ4x/e)p2 (5.8)
yields
p = λ1v + λ2 × r + λ3(2r− 3vt) + h× λ4 + r× (v× λ4) (5.9)
Here, in Cartesian coordinates for which the x axis is the major axis of the
conic in the x-y plane
λ4 =
 0λ4y
0
 (5.10)
and the number of constants has been reduced to 6.
Eq. (5.9) represents the primer vector for any optimal trajectory prob-
lem. Given this, it must satisfy certain properties. The Hamiltonian for this
trajectory must be a constant:
H = p˙Tv− pTg = λ3µ
a
(5.11)
The vector
A = p× v− p˙× r = λ2 × h + λ3h− µe× λ4 (5.12)
must be a constant. Lastly, the quantity
a = 2p˙T r + pTv− 3Ht = −λ1µ
a
− λT2 h (5.13)
must be a constant [7].
The solution for the primer vector is now transformed into the rotating
radial-transverse-normal (STW) coordinate frame as pSpT
pW
 =
 cosf sinf 0−sinf cosf 0
0 0 1

pxpy
pz
 (5.14)
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with f being the true anomaly. This yields the components of the primer as
pS =
λ1h
p
esinf − hλ4ycosf + λ3p[2(1− ecosE)
1− e2 −
3esinf
(1− e2)3/2 (E − esinE)]
(5.15)
pT = λ1
h
p
(1+ecosf)+λ2zr+hλ4y(sinf+
sinE√
1− e2 )−
3λ3p
(1− e2)3/2 (1+ecosf)(E−esinE)
(5.16)
pW = a[λ2x
√
1− e2sinE − λ2y(cosE − e)] (5.17)
where E is the eccentric anomaly.
The primer components and the primer rate components are written as
the linear system
[
p(t)
p˙(t)
]
= M

λ1
λ2x
λ2y
λ2z
λ3
λ4y

(5.18)
Considering the case of t = 0 yields
[
p(0)
p˙(0)
]
= M0

λ1
λ2x
λ2y
λ2z
λ3
λ4y

(5.19)
So an STM Φ(t) of the form[
p(t)
p˙(t)
]
= Φ(t)
[
p(0)
p˙(0)
]
(5.20)
can be generated as
Φ(t) = MM−10 (5.21)
At this point, it is helpful to reformulate the equations to put f to be in
terms of the eccentric anomaly E. This is done by using the relations
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cosf =
cosE − e
1− ecosE (5.22)
sinf =
√
1− e2sinE
1− ecosE (5.23)
Using these relations allows for M and M0 to be written in a form where E
is the only time-varying quantity. The primer components can be expressed
in terms of only E. The STM can now be found as Φe(E), where it only
varies on E. The full STM can be found in Appendix A.4. This STM can be
used to find the components of the primer vector for any point on an elliptic
trajectory. However, the linear combination performed in Eq. (5.8) is not
valid for the case of a circular orbit since the eccentricity is zero.
Since for a circle the eccentricity is zero, the following relation holds true
p = a = r (5.24)
For the set of constants
Λ1 = −p, Λ2 = h/a, Λ3 = 0, Λ4 = 0 (5.25)
Eq. (5.24) gives
p1(−p,h/a, 0,0) = 0 (5.26)
And for
Λ1 = 0, Λ2 = 0, Λ3 = 0, Λ4 = h (5.27)
Eq. (5.24) gives
p2(0,0, 0,h) = 0 (5.28)
Similar to the previous solution, a linear combination of the solutions is
applied as
p = p0 − µ(Λ4z/h)p2 − (aΛ2z/h)p1 (5.29)
This again yields a solution of the form
p = λ1v + λ2 × r + λ3(2r− 3vt) + h× λ4 + r× (v× λ4) (5.30)
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where
λ2 =
λ2xλ2y
0
 , λ4 =
λ4xλ4y
0
 (5.31)
which, along with scalars λ1 and λ3 represent the required 6 independent
constants. The primer components in the STW frame are
pS = −hλ4ycosE + hλ4xsinE + 2λ3a (5.32)
pT = 2hλ4xcosE + 2hλ4ysinE − 2λ3aE + λ1h
a
(5.33)
pW = −aλ2ycosE + aλ2xsinE (5.34)
The STM for the primer vector, Φc(E), can be found in Appendix A.3.
These equations for the primer vector are now compared to those derived
by Lawden [8]. The primer vector components on a circular orbit in the STW
coordinate frame are
pS = Acosf +Bsinf + 2C (5.35)
pT = 2Bcosf − 2Asinf − 3Cf +D (5.36)
pW = Ecosf + F sinf (5.37)
For a circular orbit E = f so comparing Eq. (5.35), (5.36), and (5.37) to Eq.
(5.32), (5.33), and (5.34) obtains the relation between the two solutions as
A = −hλ4y (5.38)
B = hλ4x (5.39)
C = λ3a (5.40)
D = λ1
h
a
(5.41)
E = −aλ2y (5.42)
F = aλ2x (5.43)
Similarly for an elliptic orbit, the solution derived the solutions for the
primer components as
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pS = Acosf +Besinf + CI1 (5.44)
pT = −Asinf +B(1 + ecosf) + D − Asinf
1 + ecosf
+ CI2 (5.45)
pW =
Ecosf + F sinf
(1 + ecosf)
(5.46)
where
I2 =
cotf
e(1 + ecosf)
+
1 + ecosf
esinf
I1 (5.47)
and
I1 = sinf
∫
df
sin2f(1 + ecosf)2
(5.48)
A similar comparison of the two solutions yields a relationship for the
constants as
A = −hλ4y (5.49)
B =
h
p
λ1 (5.50)
C = λ3p (5.51)
D = λ2zp (5.52)
E = −aλ2y(1− e2) (5.53)
F = aλ2x(1− e2) (5.54)
and obtains algebraic expressions for I1 and I2 as
I1 =
2(1− ecosE)
1− e2 −
3esinE(E − esinE)
(1− e2)(1− ecosE) (5.55)
I2 = − 3(E − esinE)
(1− ecosE)√1− e2 (5.56)
Similar procedures to obtain analytical expressions for the STM of the
primer-primer rate vector have been performed by Glandorf [9], Battin [10],
Carter [11], and others. These STMs can be used to obtain the primer history
of a mission and to schedule optimal thrust maneuvers.
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CHAPTER 6
CONCLUSION
This thesis explored an alternative solution method for a well known prob-
lem, the so-called ”indirect optimization” problem for spacecraft trajectory
optimization. The solution methodology involves combining the necessary
conditions for optimality with the second-order equations of motion to pro-
vide a fourth order boundary value problem BVP which can be solved to
yield the optimal solution for the desired trajectory optimization problem.
This methodology was applied to simple gravitational fields such as the field-
free model and the CW model. The formed BVP were solved analytically
and numerically, proving the applicability of the method. An extension of
this work would be to use this methodology to solve similar problems in
the inverse-square gravity field and the circular restricted three-body model
using BVP solvers.
Additionally, an effort was made to aggregate and compare known analyt-
ical solutions for the primer vector in the inverse-square gravity model. The
equivalency of solutions was demonstrated and closed-form expressions for
two integrals in Lawden’s original work were identified.
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APPENDIX A
FULL MATRICES
A.1 CW STM - In Plane
The full STM is represented below element-wise in the form Φxy(t) = φij
where φij corresponds to the the element of Φxy(t) in the i-th row and j-th
column.
φ11 = 81cos(nt) + 18n
2t2 + 45ntsin(nt)/2− 80
φ12 =
32nt− 45sin(nt) + 15ntcos(nt)
2n
φ13 = −120cos(nt) + 24n
2t2 + 35ntsin(nt)− 120
2n2
φ14 = −8nt− 13sin(nt) + 5ntcos(nt)
2n3
φ15 = 0
φ16 =
54cos(nt) + 12n2t2 + 15nt ∗ sin(nt)− 54
n
φ17 =
10nt− 15sin(nt) + 5ntcos(nt)
n2
φ18 = −16cos(nt) + 3n
2t2 + 5ntsin(nt)− 16
n3
φ21 =
9n(8nt− 13sin(nt) + 5ntcos(nt))
2
φ22 = 16− 15ntsin(nt)/2− 15cos(nt)
φ23 = −48nt− 85sin(nt) + 35ntcos(nt)
2n
φ24 =
8cos(nt) + 5ntsin(nt)− 8
2n2
φ25 = 0
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φ26 = 24nt− 39sin(nt) + 15ntcos(nt)
φ27 = −10cos(nt) + 5ntsin(nt)− 10
n
φ28 = −6nt− 11sin(nt) + 5ntcos(nt)
n2
φ31 = −9n
2(8cos(nt) + 5ntsin(nt)− 8)
2
φ32 =
15nsin(nt)− 15n2tcos(nt)
2
φ33 = 25cos(nt) + (35ntsin(nt))/2− 24
φ34 = −3sin(nt)− 5ntcos(nt)
2n
φ35 = 0
φ36 = −3n(8cos(nt) + 5ntsin(nt)− 8)
φ37 = 5sin(nt)− 5ntcos(nt)
φ38 =
6cos(nt) + 5ntsin(nt)− 6
n
φ41 =
9n3(3sin(nt)− 5ntcos(nt))
2
φ42 =
15n3tsin(nt)
2
φ43 = −15nsin(nt)− 21ntcos(nt)
2
φ44 = cos(nt)− (5ntsin(nt))/2
φ45 = 0
φ46 = 9n
2sin(nt)− 15n3tcos(nt))
φ47 = 5n
2tsin(nt)
φ48 = 5ntcos(nt)− sin(nt)
φ51 = 144nt− 9n3t3 − 189sin(nt) + 45ntcos(nt)
φ52 = −54cos(nt) + 12n
2t2 + 15ntsin(nt)− 54)
n
φ53 =
141sin(nt) + 6n3t3 − 106nt− 35ntcos(nt)
n2
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φ54 =
16cos(nt) + 3n2t2 + 5ntsin(nt)− 16
n3
φ55 = 1
φ56 = −126sin(nt) + 6n
3t3 − 97nt− 30ntcos(nt)
n
φ57 = −72cos(nt) + 15n
2t2 + 20ntsin(nt)− 72
2n2
φ58 =
76sin(nt) + 3n3t3 − 56nt− 20ntcos(nt)
2n3
φ61 = −9n(16cos(nt) + 3n2t2 + 5ntsin(nt)− 16)
φ62 = 39sin(nt)− 24nt− 15ntcos(nt)
φ63 =
106cos(nt) + 18n2t2 + 35ntsin(nt)− 106
n
φ64 =
6nt− 11sin(nt) + 5ntcos(nt))
n2
φ65 = 0
φ66 = 97− 18n2t2 − 30ntsin(nt)− 96 ∗ cos(nt)
φ67 = −15nt− 26sin(nt) + 10ntcos(nt)
n
φ68 =
56cos(nt) + 9n2t2 + 20ntsin(nt)− 56
2n2
φ71 = −9n2(6nt− 11sin(nt) + 5ntcos(nt))
φ72 = 54ncos(n ∗ t) + 15 ∗ n ∗ t ∗ sin(n ∗ t)− 54
φ73 = 36nt− 71sin(nt) + 35ntcos(nt)
φ74 = −6cos(nt) + 5ntsin(nt)− 6)
n
φ75 = 0
φ76 = −6n(6nt− 11sin(n ∗ t) + 5ntcos(nt))
φ77 = 16cos(nt) + 10ntsin(nt)− 15
φ78 =
9nt− 18sin(nt) + 10ntcos(nt)
n
φ81 = 9n
3(6cos(nt) + 5ntsin(nt)− 6)
35
φ82 = 15n
3tcos(nt)− 9n2sin(nt)
φ83 = 36n− 36ncos(nt)− 35n2tsin(nt)
φ84 = sin(nt)− 5ntcos(nt)
φ85 = 0
φ86 = 6n
2(6cos(nt) + 5ntsin(nt)− 6)
φ87 = 10n
2tcos(nt)− 6nsin(nt)
φ88 = 9− 10ntsin(nt)− 8cos(nt)
A.2 CW STM - Out of Plane
The full STM is represented below element-wise in the form Φz(t) = φij
where φij corresponds to the the element of Φz(t) in the i-th row and j-th
column.
φ11 = cos(nt) + ntsin(nt)/2
φ12 =
3sin(nt)− ntcos(nt)
2n
φ13 =
tsin(nt)
2n
φ14 =
sin(nt)− ntcos(nt)
2n3
φ21 = −nsin(nt)− n
2tcos(nt)
2
φ22 = cos(nt) + ntsin(nt)/2
φ23 =
sin(nt) + ntcos(nt)
2n
φ24 =
tsin(nt)
2n
φ31 = −n
3tsin(nt)
2
φ32 = −nsin(nt)− n
2tcos(nt)
2
φ33 = cos(nt)− ntsin(nt)/2
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φ34 =
sin(nt) + ntcos(nt)
2n
φ41 = −n
3sin(nt) + n4tcos(nt)
2
φ42 = −n
3tsin(nt)
2
φ43 = −3nsin(nt) + n
2tcos(nt)
2
φ44 = cos(nt)− ntsin(nt)/2
A.3 General Solution STM from Marchal - Circular
The full STM is represented below element-wise in the form Φc(E) = φij
where φij corresponds to the the element of Φc(E) in the i-th row and j-th
column.
φ11 = 2− cosE
φ12 = sinE
φ13 = 0
φ14 =
a2
h
sinE
φ15 =
2a2
h
(1− cosE)
φ16 = 0
φ21 = 2sinE − 3E
φ22 = 2cosE − 1
φ23 = 0
φ24 =
2a2
h
(cosE − 1)
φ25 =
a2
h
(4sinE − 3E)
φ26 = 0
φ31 = 0
37
φ32 = 0
φ33 = cosE
φ34 = 0
φ35 = 0
φ36 =
a2
h
sinE
φ41 =
h
a2
(3E − sinE)
φ42 =
h
a2
(1− cosE)
φ43 = 0
φ44 = 2− cosE
φ45 = 3E − sinE
φ46 = 0
φ51 =
h
a2
(cosE − 1)
φ52 = − h
a2
sinE
φ53 = 0
φ54 = −sinE
φ55 = 2cosE − 1
φ56 = 0
φ61 = 0
φ62 = 0
φ63 = − h
a2
sinE
φ64 = 0
φ65 = 0
φ66 = cosE
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A.4 General Solution from Marchal STM - Elliptic
The full STM is represented below element-wise in the form Φe(E) = φij
where φij corresponds to the the element of Φe(E) in the i-th row and j-th
column.
φ11 =
e− cosE − 4ecosE + 2e2 − e3 + e2cosE + e2sinE − 3eEsinE + 2
(1− e)2(1− ecosE)
φ12 =
√
1− e2sinE
1− ecosE
φ13 = 0
φ14 =
p2
h
√
1− e2sinE
(1 + e)2(1− ecosE)
φ15 =
p2
h
2e− 2cosE − 2ecosE + e2sinE − 3eEsinE + 2
(1− e)2(1 + e)(1− ecosE)
φ16 = 0
φ21 = −(1 + e)(3E − 2sinE − 3esinE + e
2sinE + 2sinEcosE√
1− e2(1− e)(1− ecosE)
φ22 =
1− e2
e(1− ecosE) −
1− ecosE
e(1− e)
φ23 = 0
φ24 =
p2
h
(1− cosE)(e+ ecosE − 2)
(1− e2)(1− ecosE)
φ25 =
p2
h
3(1 + e)(sinE − E) + (1 + e2)sinE + 2ecosEsinE
(1− e2)3/2(1− ecosE)
φ26 = 0
φ31 = 0
φ32 = 0
φ33 =
cosE − e
1− e
φ34 = 0
φ35 = 0
φ36 =
p2
h
sinE
(1− e2)1/2(1 + e)
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φ41 =
h
p2
√
1− e2(1 + e)(4esinE − sinE + 3E + e2sinE + e2sinEcosE
(1− e)(1− ecosE)2
φ42 =
h
p2
(1− e)(1 + e)2(1− cosE)
(1− ecosE)2
φ43 = 0
φ44 =
(1− e)(2− cosE − ecosE)
(1− ecosE)2
φ45 = (
1 + e
1− e)
1/2 ecosEsinE + 6esinE − 3E − 2sinE
(1− ecosE)2
φ46 = 0
φ51 = − h
p2
(1 + e)2(1− cosE)
1− ecosE
φ52 = − h
p2
(1− e2)1/2(1 + e)sinE
1− ecosE
φ53 = 0
φ54 = −(1− e
2)1/2sinE
1− ecosE
φ55 =
2cosE − e− 1
1− ecosE
φ56 = 0
φ61 = 0
φ62 = 0
φ63 = − h
p2
sinE(1− e2)1/2(1 + e)
1− ecosE
φ64 = 0
φ65 = 0
φ66 =
(1− e)cos2E
1− ecosE
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APPENDIX B
BVP SOLVER
B.1 Field-free Space Solver
r0 = [0;0;0];
v0 = [0;0;0];
rf = [1;20;5];
pf = [0;0;0];
vf = [0;-1.5;2];
tf = 2;
mission_type = "i";
c0 = r0;
c1 = v0;
if mission_type == "i"
A = [tf^2 0 0 tf^3 0 0;
0 tf^2 0 0 tf^3 0;
0 0 tf^2 0 0 tf^3;
2 0 0 6*tf 0 0;
0 2 0 0 6*tf 0;
0 0 2 0 0 6*tf];
b = [rf-tf*c1-c0;pf];
end
if mission_type == "r"
A = [tf^2 0 0 tf^3 0 0;
0 tf^2 0 0 tf^3 0;
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0 0 tf^2 0 0 tf^3;
2*tf 0 0 3*tf^2 0 0;
0 2*tf 0 0 3*tf^2 0;
0 0 2*tf 0 0 3*tf^2];
b = [rf-tf*c1-c0;vf-c1];
end
in = A\b;
c2 = in(1:3);
c3 = in(4:6);
pf = 2*c2+6*c3*tf;
J = 2*c2’*c2*tf+6*c2’*c3*tf^2+6*c3’*c3*tf^3;
2*c2;
3*c3;
t = 0:1e-3:tf;
r = zeros(3,length(t));
p = zeros(3,length(t));
for i = 1:length(t)
r(:,i) = c0+c1*t(i)+c2*t(i)^2+c3*t(i)^3;
p(:,i) = 2*c2+6*c3*t(i);
p_m(i) = norm(p(:,i));
end
figure(1)
plot3(r(1,:),r(2,:),r(3,:))
hold on
scatter3(1, 20, 5, ’filled’);
axis([0 20 0 20 0 20]);
grid on
xlabel(’x’)
ylabel(’y’)
zlabel(’z’)
hold off
figure(2)
plot(t,p_m);
grid on
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xlabel(’t’)
ylabel(’p’)
B.2 CW Numerical Solver
function primer_CW
clc
T = 2*pi;
n = sqrt(1/1.1^3);
solinit = bvpinit(linspace(0, T), @init_guess);
sol = bvp4c(@eom, @primer_bc, solinit);
t_int = linspace(0, T);
st_int = deval(sol, t_int);
for i = 1:length(st_int(1,:))
p(:,i) = [st_int(3,i);st_int(7,i)]
-[3*n^2 0;0 0]*[st_int(1,i);st_int(5,i)]
-[0 2*n;-2*n 0]*[st_int(2,i);st_int(6,i)];
end
mid = find((t_int > (T/2)-3e-2) & (t_int < (T/2)+4e-2));
cost = (t_int(end)-t_int(1))*(p(:,1)’*p(:,1)
+4*p(:,mid)’*p(:,mid)+p(:,end)’*p(:,end))/12
plot3(st_int(1,:), st_int(5,:), st_int(9,:))
xlabel(’x’)
ylabel(’y’)
zlabel(’z’)
axis([-0.5 0.5 -0.5 0.5 -0.5 0.5])
hold on
scatter3(0.1, 0.075*pi, 0.1, ’filled’);
hold off
grid on
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% ------------------------------------------------------------
function dudt = eom(t,u)
n = sqrt(1/1.1^3);
x4 = 4*n*u(8)+10*n^2*u(3)-6*n^3*u(6)-9*n^4*u(1);
y4 = -4*n*u(4)+4*n^2*u(7)+6*n^3*u(2);
z4 = -2*n^2*u(11)-n^4*u(9);
dudt = [u(2); u(3); u(4); x4; u(6); u(7); u(8); y4; u(10); u(11); u(12); z4];
% ------------------------------------------------------------
function res = primer_bc(u0, uf)
xf = 0.1;
n = sqrt(1/1.1^3);
if m_type == "r"
res = [ u0(1); u0(2); u0(5); u0(6); u0(9); u0(10); uf(1)-xf; uf(2);
uf(5)-0.75*pi*xf; uf(6)+1.5*xf; uf(9)-0.1; uf(10)+0.01;];
end
if m_type == "i"
res = [ u0(1); u0(2); u0(5); u0(6); u0(9); u0(10);
uf(1)-xf; uf(3)-3*n^2*uf(1)-2*n*uf(6);uf(5)-0.75*pi*xf;
uf(7)+2*n*uf(2); uf(9)-0.1; uf(11)+n^2*uf(9)];
end
% ------------------------------------------------------------
function yinit = init_guess(t)
yinit = [ 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1 ];
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