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ON INTEGRALITY OF p-ADIC ITERATED INTEGRALS
ANDRE CHATZISTAMATIOU
Abstract. The purpose of this paper is to prove integrality for certain p-
adic iterated Coleman integrals. As underlying geometry we will take the
complement of a divisor D ⊂ X with good reduction, where X is the projective
line or an elliptic curve over the Witt vectors of a perfect characteristic p field.
As a corollary we prove a lower bound for the valuations of p-adic multiple
zeta values.
Introduction
The basic idea for analytic continuation in real analytic spaces fails for classical
p-adic spaces due to their totally disconnected nature. On such spaces it is not at
all evident how to patch local primitives of a function together into an essentially
unique global primitive. Guided by Dwork’s principle, that the p-adic analogue of
analytic continuation along a path is ”analytic continuation along Frobenius”, Cole-
man developed in [Col82, Col85, CdS88] a theory for solving iterated integrals. The
solutions form a subring of the locally analytic functions whose elements are called
Coleman functions. As an application, Coleman constructed the p-adic version of
the polylogarithm functions. The relationship between values of ”the” p-adic zeta
function at positive integers and the value of Coleman polylogarithms at 1 is the
same as in the complex setting.
In our paper, we will use the generalization of Coleman’s theory by Besser [Bes02]
and, independently, Vologodsky [Vol03], which is built on the Tannakian formalism.
The notion of a set of paths between two points is replaced by the space of natural
isomorphisms between two fibre functors on a suitable category of unipotent con-
nections. The Frobenius action on the space of natural isomorphisms singles out
a distinguished path, which is called the Frobenius invariant path. Therefore ”an-
alytic continuation along Frobenius” admits a precise formulation as continuation
along the Frobenius invariant path.
The main tool in our paper is an extension of the Tannakian formalism to very
simple unipotent categories over any commutative ring (Corollary 1.7). Broadly
speaking, these categories are equivalent to unipotent representations of a free ten-
sor algebra with finitely many generators. We develop the theory in the first section
to a degree sufficient for our application; a more general study of Tannakian duality
in the unipotent case would be very worthwhile. Our application is to the category
U of unipotent connections on Xˆ with logarithmic singularities in D 6= ∅, where X
is a geometrically connected smooth projective curve over the ring of Witt vectors
W of a perfect characteristic p field, Xˆ denotes the completion along the special
fibre, and D is finite e´tale over W .
The author is supported by the Heisenberg program (DFG).
1
2 ANDRE CHATZISTAMATIOU
In Sections 2 and 3, we recall some properties of U . In particular, we describe
the absolute Frobenius functor, and we give integral versions (that is, defined over
W ) of the fibre functors attached to W -points of X with good or bad reduction
with respect to D, and give an account of tangential fibre functors.
Section 4 contains the two main theorems. Theorem 4.2 asserts that it is sufficient
to construct an integral version of the Frobenius invariant path between two fibre
functors x and y for unipotent connections on Xˆ. Then there is a unique extension
to connections with logarithmic singularities. In the case X = P1W , this implies
integrality immediately. For an elliptic curve X , we can only prove integrality
under the additional assumption that the reductions x0, y0 ∈ X(k) of the points
underlying x, y, yield a point x0 − y0 of order prime to p (Theorem 4.3).
In Section 5, we give the application to p-adic multiple zeta values (Corollary
5.5): ζp(k1, . . . , km) ∈ p[
∑m
i=1 ki], for all positive integers k1, . . . , km, all primes p,
and where p[
∑m
i=1 ki] ⊂ Zp is the ideal generated by all
pj
j! with j ≥
∑m
i=1 ki.
1. A simple case of unipotent Tannaka duality for arbitrary base
rings
Let R be a commutative ring, and let C be an R-linear exact category. Let 1 be
an object of C such that Hom(1,1) = R.
Definition 1.1. For any non-negative integer r, we define Ur = Ur(C,1) to be the
full subcategory consisting of objects V ∈ C that have an admissible filtration (that
is, the inclusions are admissible morphisms)
0 ⊂ V0 ⊂ V1 ⊂ · · · ⊂ Vr = V,
such that the quotients Vi+1/Vi and V0 are isomorphic to a finite sum with sum-
mands 1. We set U =
⋃
r Ur.
Note that U is closed under extensions in C and is an R-linear exact category.
Let Uc be the idempotent completion of U . We have its derived category D(Uc) at
disposal [Nee90], and may set
Exti(X,Y ) := HomD(Uc)(X,Y [i]),
for X,Y ∈ U . As for abelian categories, this construction is the same as the Yoneda
construction where an element in Exti(X,Y ) is represented by an exact sequence
of admissible morphisms in Uc, which starts with Y and ends with X .
Notation 1.2. We say that U is free if Ext1(1,1) is a free and finitely generated
R-module and Ext2(1,1) = 0.
Definition 1.3. Let r ≥ 0. An R-linear functor ω : Ur −→ (R-modules) is called a
fibre functor if ω respects exact sequences and ω(1) ∼= R. We define fibre functors
with source category U in the same way.
By definition, we have U0 ∼= (free finitely generated R-modules). For a free
finitely generated R-module V , we will denote by V ⊗1 ∈ U0 the representing object
of the functor U0 −→ (free finitely generated R-modules);T 7→ Hom(T,1)⊗R V . It
comes equipped with an isomorphism Hom(1, V ⊗ 1) −→ V .
Proposition 1.4. Suppose that U is free, and let r ≥ 0.
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(1) There is an object Er of Ur such that Hom(Er ,−) : Ur −→ (R-modules) is a
fibre functor.
(2) Let Er be an object with the properties of (1), let ǫ : Er −→ 1 be a generator
for Hom(Er ,1). For every fibre functor ω : Ur −→ (R-modules), and every
e ∈ ω(Er) such that ω(ǫ)(e) generates ω(1), ω is represented by (Er , e).
Proof. For r = 0, we can take E0 = 1.
Set Γ := Ext1(1,1)∨ and T⊗r := Γ⊗r ⊗ 1. For r > 0, we will proceed by
induction and construct an extension
(1.4.1) 0 −→ T⊗r −→ Er −→ Er−1 −→ 0,
such that the induced map
(1.4.2) Hom(T⊗r,1) −→ Ext1(Er−1,1)
is an isomorphism. Note that in view of the embedding theorem [TT90, A.7.1,A.7.16]
(cf.[Bu¨h10, Theorem A.1]), the category U is closed under extensions in Uc.
Obviously, Ext2(1,1) = 0 implies Ext2(V,W ) = 0 for any two objects V,W ∈ Ur.
Suppose we have constructed Er−1. Then
Ext1(Er−1,1)
∼=
−→ Ext1(T⊗r−1,1)
is an isomorphism. Let Er correspond to the preimage of the identity via the map
Ext1(Er−1, T
⊗r) −→ Ext1(T⊗r−1, T⊗r) −→ Ext1(1,1)⊗ Γ∨⊗r−1 ⊗ Γ⊗r
= Hom(Γ⊗r,Γ⊗r).
Let us show (1.4.2) holds. This map is induced by the class of Er and the first row
of the commutative diagram
Hom(T⊗r,1)⊗ Ext1(Er−1, T
⊗r) //
∼=

Ext1(Er−1,1)
∼=

Hom(T⊗r,1)⊗ Ext1(T⊗r−1, T⊗r) // Ext1(T⊗r−1,1),
which proves the claim.
By induction, we easily obtain Hom(Er,1) ∼= R.
Let us prove by induction on r that
(1.4.3) 0 −→ Hom(Er, V0) −→ Hom(Er, V ) −→ Hom(Er, Vr−1) −→ 0
is an exact sequence if V ∈ Ur, and V0 ⊂ V is such that V0 ∈ U0 and Vr−1 :=
V/V0 ∈ Ur−1.
First, we note that, for every V ∈ Ur−1, the map
Hom(Er−1, V ) −→ Hom(Er , V ),
induced by Er −→ Er−1, is an isomorphism. Certainly, this holds for V ∈ U0. For
the general case, we can use an exact sequence
0 −→ V0 −→ V −→ Vr−2 −→ 0,
with V0 ∈ U0, Vr−2 ∈ Ur−2, and induction.
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For η ∈ Hom(Er−1, Vr−1) = Hom(Er , Vr−1) consider
0 // V0 // V // Vr−1 // 0
0 // V0 //
=
OO
Eη //
OO
Er−1 //
η
OO
0,
with Eη being the induced extension. Since Hom(T
⊗r, V0) −→ Ext
1(Er−1, V0) is an
isomorphism, Eη defines a morphism τ : T
⊗r −→ V0, and the class of Eη is the image
of the class of Er via τ . We obtain a commutative diagram
0 // V0 // Eη // Er−1 // 0,
0 // V0 //
τ
OO
Er //
ψ
OO
Er−1 //
=
OO
0.
The composition η˜ := (Eη −→ V ) ◦ ψ : Er −→ V yields a lifting of η and proves the
exactness of (1.4.3).
As a consequence, we conclude that Hom(Er , V ) is a free and finitely generated
R-module. Furthermore, the morphism Hom(Er, V ) ⊗ Er −→ V is an admissible
epimorphism, where Hom(Er , V )⊗Er is the obvious direct sum of Er terms. That
is, we have an exact sequence in U :
0 −→ K −→ Hom(Er, V )⊗ Er −→ V −→ 0.
Let the following be an exact sequence in U :
0 −→ X −→ Y −→ Z −→ 0.
We will show by induction on r that, for all s ≥ r and Y ∈ Us, Z ∈ Ur, the map
Hom(Es, Y ) −→ Hom(Es, Z) is surjective. Suppose first that r = 0. Since
Hom(Es, Y )⊗ Es −→ Y −→ Z
is an admissible epimorphism and factors through Hom(Es, Y ) ⊗ E0, the claim
follows.
For r ≥ 1, we consider:
0 // X //
=

Y ′ //

Zr−1
_

// 0
0 // X // Y //
""❊
❊❊
❊❊
❊❊
❊ Z
//

0
Z0.
Since the r = 0 case is proved, we only need to lift morphisms contained in
Hom(Es, Zr−1) to Y . We know Y
′ ∈ Ut for some t and Hom(Et, Y
′) −→ Hom(Et, Zr−1)
is surjective by induction. Since every morphism Et −→ Y factors through Er, we
are done with the first part of the proposition. The second part follows easily. 
Proposition 1.5. Assumptions and Er as in Proposition 1.4. We set Sr =
Hom(Er, Er)
op and I := ker(Sr −→ S0). The functor
Hom(Er,−) : Ur −→ Ur((Sr-modules), R)
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is an equivalence of categories. Moreover, In = ker(Sr −→ Sn−1), for all r ≥ n ≥ 1,
and In/In+1 ∼=
(
Ext1(1,1)∨
)⊗n
.
Proof. Since Hom(Er, V ) ⊗ Er −→ V is an admissible epimorphism for all V ∈
Ur, the functor is faithful. In order to show that the functor is full, let f ∈
HomSr(Hom(Er , V ),Hom(Er ,W )). We need to prove that it induces a morphism
of exact sequences
0 // KV // Hom(Er, V )⊗ Er //
f⊗idEr

V // 0
0 // KW // Hom(Er,W )⊗ Er // W // 0.
Again, we have an admissible epimorphism Hom(Es,KV )⊗Es −→ KV , for some s ≥
r. Therefore, it suffices to show that for every a ∈ Hom(Er , V )⊗R Hom(Es, Er) =
Hom(Er, V )⊗RHom(Er , Er) with trivial image in Hom(Er, V ) under the composi-
tion map, (f ⊗ idHom(Er,Er))(a) has also trivial image in Hom(Er,W ). This follows
immediately, because f is a morphism of Sr-modules.
Finally, let us prove the essential surjectivity. It is sufficient to show that the
map
Ext1(1,1) −→ ExtSr (R,R),
is an isomorphism for r ≥ 1. The claim is easily proved for r = 1. We would like to
prove ker(Sr −→ S1) = I2 for r ≥ 2, which implies ExtSr(R,R) = ExtS1(R,R) and
reduces the assertion to the r = 1 case. Let us show Hom(Er, T
⊗r) = Ir. Let X
be the following pullback
0 // T⊗r //
=

X

// T⊗r−1 //

0
0 // T⊗r // Er // Er−1 // 0,
and set J := Hom(Er , X) ⊂ Sr. Since X = Γ⊗r−1 ⊗ E1, we conclude I · J =
Hom(Er, T
⊗r). By induction, J maps to Ir−1 in Sr−1, hence I
r = Hom(Er, T
⊗r).

1.6. For a fibre functor ω : U −→ (R-modules), we have
End(ω) = lim
←−
r≥0
Hom(ω|Ur , ω|Ur),
where Hom(ω|Ur , ω|Ur) are the R-linear natural transformations; we set
Iω := ker(End(ω) −→ End(ω|U0)).
Corollary 1.7. Suppose U is free. A fibre functor ω : U −→ (R-modules) induces
an equivalence of categories
U −→ U(End(ω), R).
Moreover, Inω = ker(End(ω) −→ End(ω|Un−1)), and there is a natural isomorphism
Inω/I
n+1
ω
∼=
(
Ext1(1,1)∨
)⊗n
.
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Proof. The equivalence of categories is an immediate consequence of Proposition
1.5. The natural isomorphism Inω/I
n+1
ω
∼=
(
Ext1(1,1)∨
)⊗n
is induced by
HomR(Iω/I
2
ω, R)
∼= Ext1End(ω)(R,R) = Ext
1
U (1,1),
and the isomorphism (Iω/I
2
ω)
⊗n
∼=
−→ Inω/I
n+1
ω . 
Definition 1.8. (cf. Definition [BF06]) Let σ : R −→ R be an endomorphism. Let
F : U −→ U be a σ-linear exact functor, where U is a category as in Definition 1.1.
A pair (ω, η), where ω : U −→ (R-modules) is a fibre functor, and
η : ω ⊗R,σ R
∼=
−→ ω ◦ F
is an R-linear natural isomorphism, is called an F -fibre functor.
There is a unique isomorphism F (1) ∼= 1 compatible with η and ω(1) ∼= R.
1.9. For two F -fibre functors x = (ω1, η1), y = (ω2, η2), we define
ρy,x : HomR(ω1, ω2) −→ HomR(ω1 ⊗R,σ R,ω2 ⊗R,σ R)
to be the R-module morphism rendering commutive the following diagram:
ω1 ⊗R,σ R
η1 //
ρy,x(a)

ω1 ◦ F
a◦F

ω2 ⊗R,σ R
η2 // ω2 ◦ F.
For all r ≥ 0, we obtain induced maps
ρy,x : HomR(ω1|Ur , ω2|Ur) −→ HomR(ω1|Ur ⊗R,σ R,ω2|Ur ⊗R,σ R)
Remark 1.9.1. If U is free then
lim
←−
r≥0
HomR(ω1|Ur , ω2|Ur)⊗R,σ R −→ HomR(ω1 ⊗R,σ R,ω2 ⊗R,σ R),
is an isomorphism, because both modules can be identified with lim←−r≥0 ω2(Er)⊗R,σ
R, where (Er, er) is representing ω1|Ur as in Proposition 1.4.
1.9.2. If x = y, then ρx := ρx,x is a morphism of R-algebras. If ω1 = ω2, then
(1.9.1) ρy,x = (η
−1
2 ◦ η1) ◦ ρx.
We can consider Hom(ω1, ω2) as an End(ω2)-module. Since there exists a natural
isomorphism ω2 −→ ω1, it is a free End(ω2)-module of rank 1. Obviously,
(1.9.2) ρy,x(ab) = ρy(a) · ρy,x(b)
for all a ∈ End(ω2) and b ∈ Hom(ω1, ω2).
Remark 1.9.3. Suppose U is free, and let (ω, η) be an F -fibre functor. Let (Er , er)
be representing ω|Ur , we obtain a projective system E = (Er)r with er+1 7→ er, and
an isomorphism
τ : End(ω)
∼=
−→ lim
←−
r≥0
ω(Er), 1 7→ (er)r =: e.
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Let φ : E −→ F (E) be the unique morphism of projective systems in U such that
ω(φ)(e) = η(e ⊗ 1). Via the isomorphism τ , we have
ρ(ω,η) = lim←−
r≥0
[
ω(E)
ω(φ)
−−−→ ω(F (E))
η−1
−−→ ω(E)⊗R,σ R
]
.
Definition 1.10. For two F -fibre functors x = (ω1, η1), y = (ω2, η2), we set
Hom(x, y) := {a ∈ HomR(ω1, ω2) | ρy,x(a) = a⊗ idR},
Isom(x, y) := {a ∈ IsomR(ω1, ω2) | ρy,x(a) = a⊗ idR}.
1.10.1. Suppose that Ext1(1,1) is free and finitely generated; we set Γ = Ext1(1,1)∨.
We have a σ-linear map
Ext1(F, F ) : Ext1(1,1) −→ Ext1(F (1), F (1)) = Ext1(1,1),
and let φ : Γ∨ ⊗R,σ R −→ Γ∨ be the associated R-linear map. Define
φ∨ : Γ −→ (Γ∨ ⊗R,σ R)
∨ = Γ⊗R,σ R
as dual of φ.
Lemma 1.11. Suppose U is free. Set I = ker(End(ω2) −→ End(ω2|U0)) and H :=
Hom(ω1, ω2).
(1) The following map is an isomorphism
HomR(ω1(1), ω2(1))⊗R
In
In+1
−→
InH
In+1H
, b⊗ a 7→ a · b˜,
where b˜ ∈ H is a lifting of b.
(2) For all n, ρy,x induces a map
ρ(n)y,x :
InH
In+1H
−→
InH
In+1H
⊗R,σ R,
which equals ρ
(0)
y,x ⊗ (φ∨)⊗n via the isomorphism of (1).
Proof. Assertion (1) is obvious. For (2), we may use (1.9.2) to reduce to the case
x = y = (ω, η). Since ρx is a morphism of R-algebras, it suffices to compute for
n = 1. Recall that we have an extension
0 −→ T −→ E1
ǫ
−→ 1 −→ 0.
Choose an isomorphism R
τ
−→ ω(1) and e ∈ ω(E1) such that ω(ǫ)(e) = τ(1). Via
τ , we may identify ω(T ), Γ and I/I2. For a ∈ I/I2, a · e ∈ ω(T ) corresponds to
a. Moreover, we identify 1 and F (1) via the isomorphism t : 1
∼=
−→ F (1) satisfying
ω(t)(τ(1)) = η(τ(1) ⊗ 1). We have
Hom(1, T )⊗R,σ R −→ Hom(F (1), F (T ))
◦t
−→ Hom(1, F (T )),
which yields F (T ) = (Γ⊗R,σ R)⊗ 1.
Let ψ : E1 −→ F (E1) be the unique morphism such that ω(ψ)(e) = η(e ⊗ 1).
Then
ρx(a) = η
−1(ω(ψ)(a · e)) ∈ ω(T )⊗R,σ R = I/I
2 ⊗R,σ R.
The restriction of ψ to T is given by the class f of F (E1) in Ext
1(1, (Γ⊗R,σR)⊗1) =
HomR(Γ,Γ ⊗R,σ R). By definition, we have (γ ⊗ 1) ◦ f = φ(γ ⊗ 1) for all γ ∈ Γ∨,
which proves f = φ∨. 
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Definition 1.12. Suppose U is free. A full subcategory U ′ of U is called admissible
if the following conditions are satisfied:
• 1 ∈ U ′,
• there exists a fibre functor ω : U −→ (R-modules), and a two-sided ideal
Kω ⊂ End(ω), such that
E ∈ U ′ ⇔ Kω · ω(E) = 0,
and End(ω|Ur)/Kω ·End(ω|Ur) is an object in U(End(ω), R) for every r ≥ 0.
We could replace the second condition by requiring the existence of Kω for
every ω. An admissible subcategory is automatically an exact category. In view
of Corollary 1.7, the ideal Kω · End(ω|Ur) depends only on U
′, and ω induces an
equivalence of categories
(1.12.1) U ′ −→ U(End(ω)/Kω, R).
Remark 1.12.1. The R-module defined by
Kω ∩ I
n
ω
Kω ∩ I
n+1
ω
⊂
Inω
In+1ω
=
(
Ext1(1,1)∨
)⊗n
is independent of the choice of ω.
Lemma 1.13. Suppose F (U ′) is contained in U ′. For every F -fibre functor (ω, η),
and every n ≥ 0,
ρ(ω,η)(Kω · End(ω|Un)) ⊂ Kω · End(ω|Un)⊗R,σ R,
and
(φ∨)⊗n
(
Kω ∩ Inω
Kω ∩ I
n+1
ω
)
⊂
Kω ∩ Inω
Kω ∩ I
n+1
ω
⊗R,σ R.
Proof. By Corollary 1.7, there is E′n in U
′ ∩ Un with ω(E′n)
∼= End(ω|Un)/Kω. For
every a ∈ Kω ·End(ω|Un), we have ρ(ω,η)(a) ·ω(E
′
n)⊗R,σR = 0, which easily implies
ρ(ω,η)(a) ∈ Kω · End(ω|Un)⊗R,σ R.
We know ρ(ω,η)
(
In · End(ω|Un)
)
⊂ In · End(ω|Un)⊗R,σ R. Since End(ω|Un)/Kω
is a projective R-module for all n, we conclude
(
Kω · End(ω|Un)⊗R,σ R
)
∩
(
In · End(ω|Un)⊗R,σ R
)
=
(Kω ∩ I
n) · End(ω|Un)⊗R,σ R,
which yields the claim by using Lemma 1.11. 
Proposition 1.14. Suppose U is free and U ′ is an admissible F -invariant subcat-
egory, that is, F (U ′) is contained in U ′. Let x = (ω1, η1), y = (ω2, η2) be F -fibre
functors on U . If
(1.14.1) (φ∨)⊗n − id⊗ 1 :
Kω1 ∩ I
n
ω1
Kω1 ∩ I
n+1
ω1
−→
Kω1 ∩ I
n
ω1
Kω1 ∩ I
n+1
ω1
⊗R,σ R
is surjective (resp. injective) for all n ≥ 1, then
Hom(x, y) −→ Hom(x|U ′ , y|U ′)
is surjective (resp. injective).
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Proof. In the first step we note, for all n ≥ 0, the surjectivity of
(1.14.2) Hom(ω1|Un , ω2|Un) −→ Hom(ω1|U ′n , ω2|U ′n).
Indeed, in order to prove this, we may suppose ω1 = ω2 = ω. Since there is E
′
n ∈ U
′
n
with ω(E′n)
∼= End(ω|Un)/Kω (as End(ω|Un)-module), we may use the equivalence
of categories (1.12.1) to conclude. Moreover, we note that the kernels of (1.14.2)
form a projective system with surjective transition maps. Therefore
Hom(ω1, ω2) −→ Hom(ω1|U ′ , ω2|U ′)
is surjective. After lifting an element in Hom(x|U ′ , y|U ′) to Hom(ω1, ω2), one can use
the surjectivity of (1.14.1) to alter a lift and obtain an element in Hom(x, y) (Lemma
1.11, Lemma 1.13). Clearly the injectivity of (1.14.1) implies the uniqueness of a
lift in Hom(x, y). 
2. Unipotent connections for curves
2.1. Let k be a perfect field of characteristic p. We denote by W (k) the ring of
Witt vectors and by σ the Frobenius endomorphism. Let π : X −→ Spec(W (k)) be a
smooth projective curve such that W (k) = H0(X,OX), that is, X is geometrically
connected. Let D ⊂ X be a subscheme such that π|D is finite and e´tale. We denote
by Xˆ and Dˆ the completions along the special fibres X0 and D0.
We denote by C (resp. Cˆ) the category of locally free coherent OX -modules
(resp. OXˆ -modules) with logarithmic connection along D (resp. Dˆ), that is, objects
are of the form (E,∇) with ∇ : E −→ E ⊗OX Ω
1
X/W (k)(logD) (resp. ∇ : E −→
E ⊗OXˆ Ω
1
Xˆ/W (k)
(log Dˆ)) a connection. The categories C and Cˆ are exact categories
in the evident way, we set 1 = (OX , d) (resp. 1 = (OXˆ , d)), and define U := U(C,1)
(resp. Uˆ := U(Cˆ,1)) with R = W (k). There is an evident completion functor
U −→ Uˆ , E 7→ Eˆ. We will only work with unipotent logarithmic connections in the
following.
We have
Ext1U (1, (E,∇))
∼=
−→ H1(X,E
∇
−→ E ⊗OX Ω
1
X/W (k)(logD))
= H1(X0, Eˆ
∇
−→ Eˆ ⊗OXˆ Ω
1
Xˆ/W (k)
(log Dˆ))
∼=−→ Ext1
Uˆ
(1, (Eˆ,∇)),
so that the completion functor is an isomorphism on Ext1(1,1). Moreover, we have
an exact sequence
0 −→ H0(X,Ω1X/W (k)(D)) −→ Ext
1(1,1) −→ H1(X,OX) −→ 0,
which implies that Ext1(1,1) is a free and finitely generated R-module. It is easy
to see that there is a functorial injective map
Ext2
Uˆ
(1, (E,∇)) →֒ H2(X0, E
∇
−→ E ⊗OXˆ Ω
1
Xˆ/W (k)
(log Dˆ)),
and the analogous statement holds for U . In particular, Ext2(1,1) = 0 if D 6= ∅,
and we are in the setup of Proposition 1.4.
Proposition 2.2. Let U ⊂ Xˆ be an open, and (E1,∇), (E2,∇) logarithmic (for
Dˆ) unipotent connections on U . Then
Hom((E1|U ,∇), (E2|U ,∇)) −→ Hom((E1|(U\Dˆ),∇), (E2|(U\Dˆ),∇))
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is bijective.
Proof. Since E∨1 ⊗ E2, with the induced connection, is unipotent again, we may
assume (E1,∇) = (OXˆ , d).
Injective is evident. Hence the question is local; we may suppose U = Spf(A),
Dˆ consists only of a single point x0, Dˆ = V (t) for some t ∈ A, and ΩA/W (k) = Adt.
Moreover, we may suppose that E2 has an A-basis e1, . . . , er such that the connec-
tion matrix is strictly sub-diagonal. We denote by Â[t−1] the p-adic completion. We
note that if f ∈ Â[t−1] satisfies t·∂t(f) ∈ A, then f ∈ A. Let
∑
i fiei be a horizontal
section with fi ∈ Â[t−1]. By induction, we may assume that f1, . . . , fr−1 ∈ A, thus
t · ∂t(fr) ∈ A, which proves the claim. 
2.3. Let us define the Frobenius pullback F : Uˆ −→ Uˆ . Suppose U ⊂ Xˆ\Dˆ is
an open, and φ, φ′ : U −→ U two lifts of the absolute Frobenius. If (E,∇) is a
unipotent connection on U , then it is automatically nilpotent and we obtain a
canonical horizontal morphism
(2.3.1) φ∗(E)
∼=−→ φ′∗(E).
For (E,∇) = (OU , d), it is the identity.
Let {Ui}i be an open covering of Xˆ together with φi : Ui −→ Ui, a lifting of the
Frobenius for each i, such that
(2.3.2) φ∗i (IDˆ|Ui) = I
p
Dˆ|Ui
,
where IDˆ is the ideal for Dˆ. Condition (2.3.2) implies that φ
∗
i (E|Ui) is a logarithmic
unipotent connection on Ui for every E ∈ Uˆ . In view of (2.3.1) and Proposition
2.2, we can glue to a connection F (E) ∈ Uˆ via the natural morphisms
φ∗i (E|Ui)|Ui∩Uj −→ φ
∗
j (E|Uj )|Ui∩Uj .
This construction does not depend (up to natural isomorphisms) on the choice of
the covering and the choices for φi. We can always find such a covering, because
around every point x0 ∈ Xˆ , there is an open neighborhood U and an e´tale morphism
f : U −→ Aˆ1W (k) with {x0} = f
−1(0). Any Frobenius lift on Aˆ1W (k) can be lifted to
U .
In this way, we obtain the Frobenius pullback
(2.3.3) F : Uˆ −→ Uˆ .
2.4. In fact, we do not need Proposition 2.2 in order to define F . For x0 ∈ D0 let
φ1, φ2 be two Frobenius lifts on the local ring OXˆ,x0 , such that (2.3.2) is satisfied.
In the following we will give an explicit description of the natural map
(2.4.1) f : φ∗1Ex0 −→ φ
∗
2Ex0 ,
where Ex0 is the stalk of a logarithmic unipotent connection defined in a neighbor-
hood of x0. Let t ∈ OXˆ,x0 be a generator of IDˆ, we have Ω
1
Xˆ,x0
= OXˆ,x0dt. Let us
write Ex0 [t
−1] for the induced (regular) connection on OXˆ,x0 [t
−1]. We denote by
̂OXˆ,x0 [t
−1] the p-adic completion of OXˆ,x0[t
−1]. Over ̂OXˆ,x0 [t
−1], we know that f
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is given by Taylor expansions
̂OXˆ,x0 [t
−1]⊗φ∗1,OXˆ,x0 [t
−1] Ex0 [t
−1] −→ ̂OXˆ,x0 [t
−1]⊗φ∗2,OXˆ,x0 [t
−1] Ex0 [t
−1]
1⊗ e 7→
∞∑
n=0
(φ∗1(t)− φ
∗
2(t))
n
n!
⊗∇n∂t(e).
To define this map over OXˆ,x0 , we set
OXˆ,x0 ⊗φ∗1,OXˆ,x0
Ex0 −→ OXˆ,x0 ⊗φ∗2,OXˆ,x0
Ex0
1⊗ e 7→
∞∑
n=0
(
φ∗1(t)
φ∗2(t)
− 1)n
n!
⊗ tn∇n∂t(e).(2.4.2)
Since
φ∗1(t)
φ∗2(t)
∈ O∗
Xˆ,x0
and
φ∗1(t)
φ∗2(t)
− 1 ∈ pOXˆ,x0 , we conclude (
φ∗1(t)
φ∗2(t)
− 1)n/n! ∈ OXˆ,x0 .
Moreover, tn∇n∂t = Pn(t∇∂t) for a polynomial Pn with integral coefficients, thus
tn∇n∂t(e) ∈ Ex0 . For the convergence of the sum on the right hand side note that
e ∈ E(U) for some open neighborhood U of x0. Suppose that t, φ1, φ2 are defined
on U , then we can make sense of the right hand side in OXˆ(U) ⊗φ∗2,OXˆ(U) E(U),
because tn∇n∂t(e) converges p-adically to 0. We used an open neighborhood U
instead of working with OXˆ,x0 , because the latter is not p-adically complete.
In fact, (2.4.2) equals
1⊗ e 7→
∞∑
n=0
log(
φ∗1(t)
φ∗2(t)
)n
n!
⊗ (t∇∂t)
n(e),
where log(
φ∗1(t)
φ∗2(t)
) = −
∑∞
n=1
(1−
φ∗1(t)
φ∗2(t)
)n
n , which is well-defined and contained in pOXˆ,z0 .
We will not use this formula and leave the proof to the reader.
3. Frobenius fibre functors
The goal of this section is to construct F -fibre functors (see Definition 1.8) for
unipotent logarithmic connections on curves.
3.1. Points with good reduction. Recall the setup in Section 2.1. Let x :
Spf(W (k)) −→ Xˆ be a morphism over W (k) such that the topoligical image x0
is not contained in D0 (we call this a point with good reduction). We set ωx(E) :=
x∗E = Ex0 ⊗OXˆ,x0 ,x
∗ W (k), for every E ∈ Uˆ . In order to define
ηx : ωx(E)⊗W (k),σ W (k) −→ ωx(F (E)),
we choose {(Ui, φi)} as in Section 2.3. For i with x0 ∈ Ui, we have φi ◦ x = yi ◦ σ
for some yi : Spf(W (k)) −→ Xˆ with topological image x0, hence an isomorphism
(3.1.1) ωyi(E)⊗W (k),σ W (k) −→ ωx(φ
∗
i (E)).
We will simply write φ∗i (E) for φ
∗
i (E|Ui). We define ηx to be the composition of
(3.1.1) with the base change (along σ) of the natural map
(3.1.2) ωx(E) −→ ωyi(E),
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provided by the connection. Recall that we have a functorial map (3.1.2), because
x and yi are equal modulo p, and the connection is nilpotent. For j with x0 ∈ Uj,
there is a commutative diagram
(3.1.3)
ωx(φ
∗
i (E))
(2.3.1) // ωx(φ∗j (E))
ωyi(E)⊗W (k),σ W (k)
OO
ωyj (E)⊗W (k),σ W (k)
OO
ωx(E) ⊗W (k),σ W (k),
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
which implies that ηx is well-defined.
3.2. Points with bad reduction. Let x : Spf(W (k)) −→ Xˆ be a morphism over
W (k) such that the topoligical image x0 is contained in D0, but x does not factor
through Dˆ. We will essentially use the same method as in the good reduction case,
but the maps (3.1.1) will depend on the choice of a logarithm for p, so that the
Frobenius fibre functors obtained in this way are indexed by (x, a) with a ∈ pZp.
3.2.1. We denote by z : Spf(W (k)) −→ Dˆ the point with topological image z0 = x0,
and let I ⊂ OXˆ,x0 be the associated ideal; set W := W (k) and K := Frac(W ). For
every generator t of I, we have an evident commutative diagram
lim
←−n
OXˆ,x0/I
n // lim
←−n
(OXˆ,x0/I
n ⊗W K)
W [|t|]
∼=
OO
// K[|t|].
ρt ∼=
OO
We define the subring
At := {
∞∑
n=0
an
tn
n!
| an ∈ W, lim
n→∞
|
an
n!
|rn = 0 for all 0 < r < 1} ⊂ K[|t|],
and note W [|t|] ⊂ At. It is easy to see that ρt(At) is independent of the choice of t,
and we denote this ring by Az. The point x : Spf(W (k)) −→ Xˆ induces an evident
ring homomorphism
x∗ : Az −→W.
This also holds for the point z. We will need that the kernel of z∗ is a divided
power ideal.
Lemma 3.3. For f ∈ Az with z∗(f) = 0, we have fn ∈ n! · Az for every n ≥ 1.
Proof. By induction we may suppose fn−1/(n−1)! ∈ Az. There is a unique g ∈ Az
satisfying
dg =
fn−1
(n− 1)!
df, z∗(g) = 0,
hence fn = n! · g. 
ON INTEGRALITY OF p-ADIC ITERATED INTEGRALS 13
Every lift of the Frobenius φ∗ : OXˆ,z0 −→ OXˆ,z0 with φ
∗(I) ⊂ I, extends to Az.
We have an obvious connection
(3.3.1) d : Az −→ Az ⊗OXˆ,z0
Ω1
Xˆ,z0
.
The reason for introducing Az is that d is surjective and has kernel W . In partic-
ular, every unipotent connection can be trivialized over Az . Since we work with
logarithmic connections we have to go one step further.
3.3.1. We set
At,log(t) := At[
ln
n!
| n ≥ 1] ⊂ (K ⊗W At)[l],
and extend (3.3.1) to a logarithmic connection
d : At,log(t) −→ At,log(t) ⊗OXˆ,z0
Ω1
Xˆ,z0
(log z)(3.3.2)
d(
ln
n!
) =
ln−1
(n− 1)!
⊗
dt
t
(n ≥ 1),
thus l plays the role of log(t).
In order to relate At,log(t) and At′,log(t′), we will need the logarithm
log : O∗
Xˆ,z0
−→ Az.
For f ∈ O∗
Xˆ,z0
, we can uniquely write f = c · g, with c ∈ W ∗ and z∗(g) = 1. We set
log(f) = log(c) + log(g),
where log(g) ∈ Az is determined by the properties z∗(log(g)) = 0 and d log(g) =
dg
g .
It is given by the series log(g) = −
∑∞
n=1
(1−g)n
n . Note that x
∗ ◦ log = log ◦x∗ and
φ∗ ◦ log = log ◦φ∗.
Let t′ be another generator for I, we would like to define
αt,t′ : At,log(t) −→ At′,log(t′)
ln
n!
7→
(l + log(t/t′))n
n!
.
For this, we need to show log(t/t′)n ∈ n! ·Az for every n. Indeed, since log(W ∗) ⊂
pW , we may suppose z∗(t/t′) = 1 and use Lemma 3.3. By using the maps αt,t′ , we
glue a ring Az,log together with the logarithmic connection (3.3.2).
In order to extend points to Az,log, we need an extension of log : W
∗ −→ pW to
log :W\{0} −→ pW such that log(xy) = log(x) + log(y). We can do this by picking
a choice a ∈ pZp for log(p).
Our point x : Spf(W (k)) −→ Xˆ induces
x∗ : At,log(t) −→W,
ln
n!
7→
log(x∗(t))n
n!
,
for every t, and compatibility with αt,t′ yields x
∗ : Az,log −→W . Here we have used
that x 6= z. In order to extend z, we will need to use tangent vectors, which is done
in the next section.
Every lift of the Frobenius φ∗ : OXˆ,z0 −→ OXˆ,z0 with φ
∗(I) = Ip, extends nat-
urally to Az,log. Indeed, choose a generator t for I, then φ(t) = t
pf where f is a
unit. In At,log(t) we set
φ(
ln
n!
) =
(pl + log(f))n
n!
.
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Again, this is well-defined and compatible with αt,t′ , so that we obtain an induced
map on Az,log.
Proposition 3.4. Let E be a unipotent logarithmic (with respect to z) connection
over OXˆ,z0 . For the induced (logarithmic) connection Az,log ⊗OXˆ,z0 E, we denote
by
(Az,log ⊗OXˆ,z0
Ez0)
∇ = {
∑
i
ai ⊗ ei |
∑
i
ai∇(ei) + d(ai)⊗ ei = 0}
the horizontal sections. The natural map
Az,log ⊗W (Az,log ⊗OXˆ,z0
Ez0)
∇ −→ Az,log ⊗OXˆ,z0
Ez0
is an isomorphism.
Proof. First, note that
A∇z,log = A
∇
z = W.
Fix a generator t for I. Since every (regular) connection has enough horizontal
sections over Az, we can find an Az-basis of Az⊗OXˆ,z0
Ez0 such that the connection
matrix is of the formB dtt where B has only entries inW and is strictly sub-diagonal.
Working in At,log(t), the matrix exp(−Bl) provides a basis of horizontal sections. 
This proposition enables us to identify ωx(E) ∼= ωx′(E) via the horizontal
sections over Az,log, provided that the topological image of x and x
′ is z0, and
x 6= z, x′ 6= z. Note that this identification depends on the choice of log(p) = a if
|x∗(t)| 6= |x′∗(t)|. In case |x∗(t)| = |x′∗(t)|, the fibres are canonically identified.
All we need in order to define
ηx,a : ωx(E)⊗W (k),σ W (k) −→ ωx(F (E))
as in the good reduction case is the commutativity of the following diagram, where
we have set Ez,log := Az,log ⊗OXˆ,z0
Ez0 ,
Az,log ⊗OXˆ,z0
φ∗iEz0
idAz,log⊗(2.4.1) // Az,log ⊗OXˆ,z0
φ∗jEz0
Az,log ⊗φ∗
i
,Az,log Ez,log
=
OO
Az,log ⊗φ∗
j
,Az,log Ez,log
=
OO
W ⊗σ,W E∇z,log
55❦❦❦❦❦❦❦❦❦❦❦❦❦
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
The commutativity is not difficult to prove with the help of the explicit description
in Section 2.4.
3.5. Tangential basepoints. Recall the notations from Section 3.2. Let z :
Spf(W (k)) −→ Dˆ and ξ ∈ HomW (I/I2,W )\{0}. We are going to define an F -
fibre functor depending on (z, ξ, a), where log(p) = a. If ξ is an isomorphism, then
the construction will not depend on a. We will give two construction. In the first
one, we will use the methods from Section 3.2. The second construction will follow
the general formalism due to Deligne [Del89, p. 242] (cf. [BF06, §3]).
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3.5.1. We can extend z∗ : Az −→W to Az,log by defining
(z, ξ)∗ : At,log(t) −→W,
ln
n!
7→
log(ξ(t))n
n!
,
which is compatible with αt,t′ . This extension depends on a = log(p) if ξ is not an
isomorphism.
We define φTz (ξ) ∈ HomW (I/I
2,W ) by the property
φTz (ξ)(t) = σ
−1(ξ(t)p · z∗(f)),
where, as usual, φ∗ is a lifting of the absolute Frobenius with φ∗(t) = f · tp and
f ∈ O∗
Xˆ,z0
. It is easy to see that φTz does not depend on the choice of t. Moreover,
(3.5.1) σ ◦ (z, φTz(ξ))
∗ = (z, ξ)∗ ◦ φ∗.
We set
ω(z,ξ,a)(E) = (z, ξ)
∗(Az,log ⊗OXˆ,z0
Ez0) = z
∗E,
and
(3.5.2) η(z,ξ,a) : ω(z,ξ,a)(E)⊗W,σ W −→ ω(z,φTz (ξ),a)(E)⊗W,σ W −→ ω(z,ξ,a)(φ
∗(E)),
where the first map is induced by the trivialization over Az,log, and the second map
comes from (3.5.1).
Remark 3.5.2. The functor ω(z,ξ,a) is simply ωz. However, η(z,ξ,a) depends on (ξ, a).
If ξ is an isomorphism then so is φTz (ξ), and η(z,ξ,a) does not depend on a. We will
reprove this fact via the second construction of tangential base points below.
The second arrow in (3.5.2) can be identified with the isomorphism z∗E ⊗W,σ
W −→ z∗φ∗E coming from σ ◦ z∗ = z∗ ◦ φ∗. For another lift φ′ the diagram
z∗φ∗E
(2.4.1) // z∗φ′∗E
z∗E ⊗W,σ W
ff▼▼▼▼▼▼▼▼▼▼▼
88♣♣♣♣♣♣♣♣♣♣♣
does not commute in general.
3.5.3. Let us explain the second construction. We set Tz = HomW (I/I
2,W ), and
Pz := P(Tz ⊕W ) = Proj(Sym
∗
W (I/I
2 ⊕W )). We let Dz = {0} ∪ {∞} ⊂ Pz. For
any generator t of I/I2 we get a corresponding open immersion
Spec W [t] −→ Pz
with ∞ as complement. As usual, we denote by Pˆz the p-adic completion. We
denote by Uz (resp. Uˆz) the category of unipotent connections on Pz (resp. Pˆz)
with logarithmic singularities at Dz.
We have a residue functor
Resz : Uˆ −→ (free f.g. W -modules equipped with a nilpotent endomorphism),
(E,∇) 7→ (z∗E,Resz(∇)).
For E ∈ Uˆ we obtain a unipotent connection (z∗E ⊗W OW [t], d + Resz(∇)
dt
t ) on
Spec(W [t]) with logarithmic singularities at 0. Any two extensions of this connec-
tion to an object in Uz are canonically isomorphic, because taking residues at 0 is
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an equivalence of categories for Uz. This construction is independent of the choice
of t, because dtt is. Therefore, we obtain a functor
Tz : Uˆ −→ Uˆz .
Obviously, Tz is already defined on unipotent logarithmic connections over OXˆ,z0 .
Let φ∗ be as in Section 3.5.1. We get an associated lifting of the Frobenius
φTz : SpecW [t] −→ Spec W [t], φ
∗
Tz (t) = z
∗(f)tp, φ∗Tz |W = σ,
and can extend it to Pz. There is a unique isomorphism
(3.5.3) Tzφ
∗(E) −→ φ∗TzTz(E)
inducing the identity on the fibre at 0, when we identify
0∗φ∗TzTz(E) = 0
∗Tz(E)⊗W,σW = z
∗E⊗W,σW, 0
∗Tzφ
∗(E) = z∗φ∗E = z∗E⊗W,σW.
In order to see that (3.5.3) gives rise to a natural isomorphism
(3.5.4) Tz ◦ F −→ F ◦ Tz
of functors Uˆ −→ Uˆz, we have to show that
z∗φ∗E
(2.4.1)

(3.5.3) // 0∗φ∗TzTz(E)
(2.4.1)

z∗φ′∗E
(3.5.3) // 0∗φ′Tz
∗Tz(E)
is commutative. This follows from the explicit description of (2.4.1) in Section 2.4.
Given Tz and (3.5.4), we can make every F -fibre functor on Uˆz to an F -fibre
functor on U . In particular, every ξ ∈ Hom(I/I2,W )\{0} ⊂ Pz(W ) gives rise to an
F -fibre functor. If ξ is an isomorphism then ξ has good reduction and there is no
dependence on log(p).
For the compatibility of the first construction in Section 3.5.1 and the second,
we note that (3.5.2) corresponds to
η(z,ξ,a) : z
∗E ⊗W,σ W −→ z
∗E ⊗W,σ W −→ z
∗φ∗E
by using ω(z,ξ,a) = ωz, and it is not difficult to show that the first map is given by
exp((log(ξ(t)) − log(φTz (ξ)(t))) ·Resz(∇)) ⊗ idW for any generator t of I/I
2.
4. Proof of the main theorem
Recall the setup of Section 2.1.
Lemma 4.1. Let a ∈ Dˆ(W (k)). Let x = (ωa, η) be a tangential F -fibre functor
at the point a. We denote by Uˆ ′ the unipotent logarithmic connections on Xˆ with
respect to Dˆ − a.
(1) Resa(∇) defines an element in End(ωa) with ρx(Resa(∇)) = p ·Resa(∇)⊗
idW (k).
(2) If Dˆ 6= a then Resa(∇) ∈ Iωa\I
2
ωa and Iωa/(W (k) · Resa(∇) + I
2
ωa) is p-
torsion free.
(3) If Dˆ = a then Resa(∇) ∈ I2ωa\I
3
ωa and I
2
ωa/(W (k) · Resa(∇) + I
3
ωa) is p-
torsion free.
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In any case, Uˆ ′ is an admissible subcategory of Uˆ and the corresponding ideal is
generated by Resa(∇).
Proof. (1) is easy to check. For (2). Since Dˆ 6= a, Resa : H
0(Xˆ, ωXˆ(Dˆ)) −→ W (k)
is surjective. For b ∈ W (k)∗ choose ω ∈ H0(Xˆ, ωXˆ(Dˆ)) with Res(ω) = b. Then
E = OXˆe0 ⊕OXˆe1 with ∇(e0) = ω ⊗ e1,∇(e1) = 0, shows the claim.
For (3). In this case, we have H1dR(Xˆ/W ) = Ext
1
Uˆ ′
(1,1) = Ext1
Uˆ
(1,1). Hence
Resa(∇) ∈ I2ωa . We have
I2ωa/I
3
ωa =
(
Ext1
Uˆ
(1,1)⊗2
)∨
=
(
H1dR(Xˆ/W )
⊗2
)∨
,
and the image of Resa(∇) in I2ωa/I
3
ωa is given by the Poincare´ pairing. We are done
with (3), because this pairing is perfect for curves, that is, induces an isomorphism
H1dR(Xˆ/W )
∼= H1dR(Xˆ/W )
∨.
For the last claim on Uˆ ′, we can take Kωa to be the two sided ideal generated by
Resa(∇). Since the leading term of Resa(∇) is not divisible by p, we obtain that
In/(Kω ∩ In + In+1) is a free W (k)-module for all n. By induction on n, we see
that End(ωa|Un)/Kω is contained in U(End(ωa),W (k)). 
Theorem 4.2. Let k be a perfect field of characteristic p. Suppose X/W (k) is
a smooth projective geometrically connected curve. Let D =
∑
i ai, with ai ∈
X(W (k)), be a divisor that is e´tale over W (k). Let x, y be two F -fibre functors
(Definition 1.8) on the category Uˆ of unipotent connections on Xˆ with logarithmic
singularities at Dˆ. We denote by Uˆ ′ the category of unipotent connections on Xˆ.
Then
Hom(x, y) −→ Hom(x|Uˆ ′ , y|Uˆ ′)
is bijective (see Definition 1.10).
Proof. We denote by Uˆa1 the category of unipotent connections on Xˆ with loga-
rithmic singularities at Dˆ − a1. It suffices to prove that
Hom(x, y) −→ Hom(x|Uˆa1
, y|Uˆa1
)
is bijective. Since Uˆa1 is an admissible subcategory of Uˆ by Lemma 4.1, we may
use Proposition 1.14 and show that (1.14.1) is bijective. In view of Remark 1.12.1
and Lemma 1.11(2) applied to a tangential fibre functor at a1, we conclude from
Lemma 4.1(1) that
(φ∨)⊗n
(
Kωx ∩ I
n
ωx
Kωx ∩ I
n+1
ωx
)
⊂ p ·
(
Kωx ∩ I
n
ωx
Kωx ∩ I
n+1
ωx
⊗W (k),σ W (k)
)
.
Hence (1.14.1) is bijective. 
Theorem 4.3. Suppose X/W (k) is either P1W (k) or an elliptic curve. Let D =∑
i ai, with ai ∈ X(W (k)), be a divisor that is e´tale over W (k). Let x, y be two
F -fibre functors on the category Uˆ of unipotent connections on Xˆ with logarithmic
singularities at Dˆ as constructed in Section 3, that is, x (resp. y) is attached to a
point with good or bad reduction or is tangential. Let x0 ∈ X(k) (resp. y0 ∈ X(k))
be the reduction of the underlying point of x (resp. y). If X is an elliptic curve
then we assume that y0 − x0 has order prime to p.
Then there exists γy,x ∈ Isom(x, y) such that γy,x induces the identity on (OXˆ , d).
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Proof. By using Theorem 4.2, we may suppose D = ∅.
Let x = (ωa, ηa), y = (ωb, ηb) with a, b ∈ X(W (k)) the underlying points. We
have identified ωa(OXˆ) with ωb(OXˆ) by 1 7→ 1. If X = P
1
W (k) then there is nothing
to prove, because every unipotent connection is a direct sum of trivial ones.
Now assume that X is an elliptic curve. Certainly we may suppose that a is the
zero. For any b′ ∈ X(W (k)) in the same residue disc with b, there is a canonical
isomorphism in Isom((ωb′ , ηb′), (ωb, ηb)) inducing the identity on (OXˆ , d), because
the fibres are identified via the connection. By Hensel’s lemma, there is a prime-to-p
torsion point b′ ∈ X(W (k)) in the residue disc of b. We may assume b′ = b.
Let N ≥ 1 be such that (N, p) = 1 and N · b = 0. Multiplication by N ,
mN : Xˆ −→ Xˆ, induces a functor
m∗N : (unipotent connections on Xˆ) −→ (unipotent connections on Xˆ).
This functor is an equivalence of categories, because on Ext1(1,1) and Ext2(1,1)
it induces multiplication by N and N2, respectively. Moreover there is a natural
isomorphism
F ◦m∗N −→ m
∗
N ◦ F.
Indeed, if φ is a lifting of the absolute Frobenius on an open U of Xˆ and φ′ is a
lifting of the Frobenius on m−1N (U), then there is a natural isomorphism
φ′∗ ◦m∗N
∼=
−→ m∗N ◦ φ
∗
provided by the connection, because mN ◦φ′ and φ ◦mN agree on the special fibre.
For a unipotent connection E, find E′ and m∗NE
′ ∼= E. We obtain a map
ω0(E)
∼=−→ ω0(m
∗
NE
′) = ω0(E
′) = ωb(m
∗
NE
′)
∼=−→ ωb(E),
which is independent of the choices made. This construction yields the desired
element in Isom((ωb′ , ηb′), (ωb, ηb)). 
Remark 4.3.1. (1) If X = P1W (k) then γy,x is unique. In particular, this yields
compatibility with composition:
γz,x = γz,y ◦ γy,x.
(2) If x0 = y0 6∈ D(k) then γy,x is simply the usual isomorphism of fibres
induced by the connection.
(3) Suppose x0 = y0 ∈ D(k), hence x (resp. y) is attached to a point with bad
reduction or is tangential. Let z ∈ D(W (k)) be such that z0 = x0 = y0.
Then γy,x fits into a commutative diagram
ωx(E)
γy,x // ωy(E)
E∇z,log,
cc❍❍❍❍❍❍❍❍❍
;;✈✈✈✈✈✈✈✈✈
where E∇z,log are the horizontal sections of Ez0 over the ring Az,log (see
Section 3.2).
For the proof of this remark we can reduce to D = ∅ by Theorem 4.2 again.
Then the claims follow immediately from the construction of γy,x.
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4.4. Compatibilities. In this section we sketch the compatibility of the path con-
structed in Theorem 4.3 with Besser’s Frobenius invariant path. Again, we assume
the setup of Section 2.1, and suppose that D =
∑
i ai 6= 0, with ai ∈ X(W (k)), is
e´tale over W (k).
We set K := Frac(W (k)). For a W (k)-linear category C, we denote by C ⊗Q the
K-linear category with the same objects as in C and
HomC⊗Q(Z, Y ) := HomC(Z, Y )⊗Z Q.
4.4.1. We set A := OX(X\D). Let us denote by Aˆ the p-adic completion and by
A† ⊂ Aˆ the weak completion [MW68, §1]. We denote by U(A† ⊗K) (resp. U(Aˆ ⊗
K)) the unipotent A† ⊗ K-connections (resp. Aˆ ⊗ K-connections). We have a
commutative diagram of functors
U ⊗Q
E 7→Eˆ
%%▲▲
▲▲
▲▲
▲▲
▲
E 7→E†
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
U(A† ⊗K)
J† &&◆◆
◆◆
◆◆
◆◆
◆◆
◆
Uˆ ⊗Q
Jˆyysss
ss
ss
ss
s
U(Aˆ⊗K),
where J† and Jˆ are the evident restriction functors. The functors E 7→ Eˆ and
E 7→ E† are equivalences of categories. The functors Jˆ and J† are fully faithful by
Proposition 2.2.
We have a functor F : U(A†⊗K) −→ U(A†⊗K), which is defined by E 7→ φ∗E if
φ : A† −→ A† is a lifting of the absolute Frobenius. For all E ∈ U , we may identify
J†(F (E†)) and Jˆ(F (Eˆ)).
4.4.2. Suppose k is a field with pn elements. Besser [Bes02, p. 26] constructs for
all x0 ∈ X(k) a fibre functor (in the Tannakian sense)
ωBx0 : U(A
† ⊗K) −→ (K-vector spaces)
equipped with an evident isomorphism ωBx0◦F
n ∼= ωBx0 . For every pair x0, y0 ∈ X(k),
there is a unique natural isomorphism γBy0,x0 ∈ Isom
⊗(ωBx0 , ω
B
y0) such that
ωBx0
∼= //
γBy0,x0

ωBx0 ◦ F
n
γBy0,x0◦F
n

ωBy0
∼= // ωBy0 ◦ F
n
is commutative; it is called the Frobenius invariant path. For E ∈ U and x0 ∈ X(k),
the following holds.
(Good reduction): If x0 ∈ X(k)\D(k) then
ωBx0(E) = {s ∈ Eˆx0(]x0[) | ∇(s) = 0}.
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Therefore Remark 4.3.1(2) implies the commutivity of the diagram
(4.4.1) ωBx0(E)
xxrrr
rr
rr
rr
r
&&▼▼
▼▼
▼▼
▼▼
▼▼
ωx(E)⊗K
γx′,x // ωx′(E)⊗K
for all x, x′ ∈ X(W (k)) reducing to x0. Here we have used the notation
Eˆx0(]x0[) = A(]x0[)⊗OXˆ,x0
Eˆx0 with
A(]x0[) = {
∞∑
i=0
ait
i | ai ∈ K and lim
i→∞
|air
i| = 0 for all 0 < r < 1},
where t ∈ OXˆ,x0 reduces to a uniformizing element modulo p.
(Bad reduction/Tangential): If x0 ∈ D(k) then ωBx0(E) = Eˆ
∇
z,log ⊗ K,
where z ∈ D(W (k)) is the lifting of x0 [Bes02, p. 41]. Remark 4.3.1(3)
implies the commutativity of (4.4.1) if x (resp. x′) is an F -fibre functor
attached to a point with reduction x0 or is tangential.
Therefore we obtain an isomorphism
(4.4.2) Isom(ωx ⊗K,ωy ⊗K)
∼=
−→ Isom(ωBx0 , ω
B
y0),
for all F -fibre functors x, y constructed in Section 3, and where x0 ∈ X(k) denotes
the reduction of the point underlying x.
4.4.3. For every F -fibre functor x = (ω, η) (on Uˆ) we obtain an Fn-fibre functor
x[n] = (ω, η[n]), where
η[n] = (ω ⊗W (k),σn W (k)
η
−→ (ω ◦ F )⊗W (k),σn−1 W (k)
η[n−1]◦F
−−−−−−→ ω ◦ Fn).
We denote by x[n]⊗K = (ω⊗K, η[n]⊗K) the induced Fn-fibre functor on Uˆ ⊗Q.
In fact, (4.4.2) induces
(4.4.3)
Isom(x[n] ⊗K, y[n] ⊗K)
∼=
−→ Isom((ωBx0 , ω
B
x0
∼=
−→ ωBx0 ◦ F
n), (ωBy0 , ω
B
y0
∼=
−→ ωBy0 ◦ F
n)),
where Isom is as in Definition 1.10, on the left hand side for Uˆ ⊗ Q, and on the
right hand side for U(A† ⊗ K). Although we have explained the construction for
D 6= ∅ only, we also have (4.4.3) in the case D = ∅.
Proposition 4.5. Via (4.4.3), the element γy,x constructed in Theorem 4.3 maps
to Besser’s Frobenius invariant path.
Proof. Indeed, for D = ∅, we can see from the explicit description of γy,x that it
is a ⊗-isomorphism, hence maps to the Frobenius invariant path by uniqueness of
the latter.
For D 6= ∅, the Frobenius invariant path provides an extension of the restriction
of γy,x to Uˆ ′ ⊗ Q, where U ′ is the category of unipotent connections on X . By a
variant of Theorem 4.2 for Uˆ ⊗Q and Uˆ ′ ⊗Q, whose proof is essentially the same,
this extension is unique. 
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5. Application to p-adic multiple zeta values
5.1. Let X = P1R, where R = W (k), and k is a finite field of characteristic p. Let
D =
∐s
i=0 ai, with ai ∈ P
1(R), be a non-empty subscheme of P1R; in particular, we
have a¯i 6= a¯j , for i 6= j, and where a¯i denotes the induced k-valued point.
We define ωi ∈ H0(P1R,Ω
1(D)), for i = 1, . . . , s, to be the form with residue −1
at ai, and vanishing residues at all other aj with j > 0. If a0 =∞ then ωi =
dx
ai−x
.
We set Γ = H0(Pˆ1R,Ω
1(D))∨ = H1(Pˆ1R,Ω
∗(logD))∨, ∆r =
⊕r
i=0 Γ
⊗i, and we write
ω∨1 , . . . , ω
∨
s for the basis dual to ω1, . . . , ωs. We equip
Er := OPˆ1
R
⊗R ∆r
with the connection induced by
∇(1 ⊗ α) :=
s∑
i=1
ωi ⊗ ω
∨
i · α
for all α ∈ ∆r. It is a unipotent logarithmic connection and satisfies the properties
of Proposition 1.4.
5.2. Fix a non-degenerate tangent vector ξ at a1, that is ξ ∈ IsomR(Ia1/I
2
a1 , R),
where Ia1 is the ideal for a1. Let y ∈ P
1(R) be such that the reduction y¯ ∈ P1(k)
is not contained in D(k). We identify ωa1(Er) and ωy(Er) with ∆r in the evident
way. Note that
γy,(a1,ξ),Er(1) = 1 +
∑
i1,...,ij
(−1)j
∫ y
(a1,ξ)
ωi1 ◦ · · · ◦ ωij · ω
∨
i1 ⊗ · · · ⊗ ω
∨
ij ,
where
∫ y
(a1,ξ)
ωi1 ◦ · · · ◦ ωij is the iterated Coleman integral (Proposition 4.5).
We denote the prosystem of connections (Er,∇) by (E,∇), so that γy,(a1,ξ),E is
an endomorphism of R〈〈Γ〉〉 = lim
←−r
∆r.
Theorem 5.3. Let p[r] ⊂ W (k) be the ideal generated by all p
i
i! with i ≥ r. We
have
(5.3.1) γy,(a1,ξ),E(1) ∈
∏
r≥0
p[r] · Γ⊗r.
Proof. Let us choose a covering Pˆ1 =
⋃s
i=0 Ui with open sets such that a¯j 6∈ Ui
for all i 6= j. Furthermore, we may assume that U1 is the p-adic completion of
P1W (k)\{a0, a2, . . . , as}. We can find on each Ui a lifting of the absolute Frobenius
φi with the property φ
∗
i (Iai) = I
p
ai .
The construction of F ∗(E,∇) works as follows. We glue φ∗iE|Ui via the canonical
morphisms
gji : φ
∗
iE|Ui∩Uj −→ φ
∗
jE|Uj∩Ui
φ∗i (e) 7→
∞∑
m=0
(φ∗i (t)− φ
∗
j (t))
m
m!
· φ∗j (∇
m
∂t(e)),
where t is a coordinate on Ui∩Uj and e is any section of E. Note that φi(t)−φj(t) ∈
p · O(Ui ∩Uj) so that the fraction makes sense. Convergence of the sum is evident
if p 6= 2, and follows from the quasi-nilpotence of the connection if p = 2.
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Let us identify
ǫi : OUi⊗ˆσ,W (k)W (k)〈〈Γ〉〉
∼=
−→ φ∗iE|Ui , ǫi(1⊗ α) = φ
∗
i (α),
for every α ∈ W (k)〈〈Γ〉〉. We claim that
Fi =
∏
r≥0
OUi ⊗σ,W (k) p
[r] · Γ⊗r
ǫi
→֒ φ∗iE|Ui
inherits the connection from φ∗iE|Ui and glues via {gji} to a (pro-)object F of Uˆ .
Since φ∗i (ωj) ∈ p·H
0(Ui,Ω
1(D)) for every j, which is evident if j 6= i, and follows
from φ∗i (Iai) = I
p
ai if j = i, we conclude the existence of the induced connection on
Fi. In order to show that {Fi}i=0,...,s glues, it suffices to show
(5.3.2) gji(p
[r]φ∗i (α)) ∈ Fj(Ui ∩ Uj)
for all α ∈ Γ⊗r. In fact, gji(p[r]φ∗i (α)) = p
[r] ·gji(φ∗i (1))·α, because gji is compatible
with the right multiplication on E by W (k)〈〈Γ〉〉. Therefore p[ℓ] · p[r] ⊂ p[ℓ+r]
reduces (5.3.2) to the case α = 1. Since the image of ∇m∂t(1) via the projection to
OUi∩Uj ⊗W (k) Γ
⊗r vanishes if m < r, we are done.
We denote by ǫ the inclusion (F,∇) −→ F ∗(E,∇). Once again, for x ∈ {(a1, ξ), y},
let us identify
ωx(F
∗(E,∇)) = W (k)⊗ˆσ,W (k)W (k)〈〈Γ〉〉
via ǫ1, so that
(5.3.3) ωx(ǫ)(ωx(F,∇)) = W (k)⊗ˆσ,W (k)
∏
r≥0
p[r] · Γ⊗r.
It follows easily from the functoriality of ηx and its simple shape for 1, that
ηx(1) ∈ 1 +W (k)⊗ˆσ,W (k)W (k)〈〈Γ〉〉 · Γ,
ηx(1⊗ α) = ηx(1) · (1⊗ α), for all α ∈ W (k)〈〈Γ〉〉.
We claim that, for all m ≥ 0,
(5.3.4) ηx(1⊗ Γ
⊗m) ⊂W (k)⊗ˆσ,W (k)
∏
r≥0
p[r] · Γ⊗r+m.
Suppose first that x = y, and fix a coordinate t on U1. Then ηy is theW (k)⊗ˆσ,W (k)-
base change of
α 7→
∞∑
m=0
(t(y)− t(φ(y)))m
m!
· ∇m∂t(α)|t=φ(y),
and we can argue as above. If x = (a1, ξ) then η(a1,ξ) is the base change of
α 7→ exp (log(λξ,φ) ·Resa1(E,∇)) (α),
for a certain λξ,φ ∈W (k)∗ (Section 3.5), and the residue Resa1(E,∇) ∈ End(ωa1(E)).
Since log(λξ,φ) ∈ p ·W (k) and
Resa1(E,∇)(α) = ω
∨
1 · α,
we can even show (5.3.4) with substituting p
r
r! for p
[r].
In view of the bijection
(5.3.5) HomUˆ (E,F )
∼=
−→ ωa1(F ), f 7→ ωa1(f)(1),
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for any F ∈ ob(Uˆ), and (5.3.4), there is a unique θ′ : (E,∇) −→ (F,∇) such that
ωa1(θ
′)(1) = η(a1,ξ)(1). We get a commutative diagram
ωa1(F
∗(E))
γy,(a1 ,ξ),F∗(E) // ωy(F ∗(E))
ωa1(F )
γy,(a1 ,ξ),F //
ωa1 (ǫ)
OO
ωy(F )
ωy(ǫ)
OO
ωa1(E)
γy,(a1 ,ξ),E //
ωa1 (θ
′)
OO
ωy(E),
ωy(θ
′)
OO
which, together with the fact that γy,(a1,ξ) is an isomorphism of F -fibre functors,
implies
ηy(1 ⊗ γy,(a1,ξ),E(1)) = ωy(ǫ)(ωy(θ
′)(γy,(a1,ξ),E(1))).
In view of (5.3.3) and (5.3.4), we conclude (5.3.1). 
5.4. Suppose that a0 =∞, a1 = 0, a2 = 1; we set A = ω∨1 and B = ω
∨
2 . Furusho’s
p-adic multiple zeta values can be computed as follows. Let ξ0 be the tangent vector
at 0 pointing to 1, and let ξ1 be the tangent vector at 1 pointing to 0. We denote
by x0 = (ω0, ηξ0) and x1 = (ω1, ηξ1) the corresponding tangential F -fibre functors.
As noted in Section 3.5.3, they do not depend on a choice of log(p).
Furusho [Fur04, Theorem 3.3/Proposition 3.7] constructs solutions Ga0(y) and
Ga1(y) of the p-adic Knizhnik-Zamolodchikov equation with values in Coleman func-
tions. In view of Proposition 4.5, it is easy to see that, for every y ∈ W (k) with
y¯ 6∈ {0, 1}, and every finite extension k ⊃ Fp,
(5.4.1) Ga0(y) = γy,x0(1), G
a
1(y) = γy,x1(1).
Furusho defines the p-adic Drinfel’d associator ΦpKZ(A,B) by requiring
Ga0(y) = G
a
1(y) · Φ
p
KZ(A,B).
Since right multiplication by W (k)〈〈Γ〉〉 induces endomorphisms of the pro-object
Eˆ, we have
(5.4.2) γz,x(e) = γz,x(1) · e
for every two F -fibre functors x, z. Therefore
(5.4.3) γx1,y(1) · γy,x1(1) = γx1,x1(1) = 1, γx1,y(1) · γy,x0(1) = γx1,x0(1),
hence ΦpKZ(A,B) = γx1,x0(1). Now it follows from Furusho’s definition of p-adic
multiple zeta values as coefficients of the Drinfel’d associator that
(5.4.4) (−1)mζp(k1, . . . , km) = c(k1, . . . , km)
where c(k1, . . . , km) is the coefficient of A
km−1BAkm−1−1B . . . Ak1−1B in γx1,x0(1).
Corollary 5.5. For all k1, . . . , km, we have ζp(k1, . . . , km) ∈ p[
∑m
i=1 ki].
Proof. Follows immediately from (5.4.4), (5.4.3), and Theorem 5.3. 
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