Abstract-Imbalanced data with a skewed class distribution are common in many real-world applications. Deep Belief Network (DBN) is a machine learning technique that is effective in classification tasks. However, conventional DBN does not work well for imbalanced data classification because it assumes equal costs for each class. To deal with this problem, cost-sensitive approaches assign different misclassification costs for different classes without disrupting the true data sample distributions. However, due to lack of prior knowledge, the misclassification costs are usually unknown and hard to choose in practice. Moreover, it has not been well studied as to how cost-sensitive learning could improve DBN performance on imbalanced data problems. This paper proposes an evolutionary cost-sensitive deep belief network (ECS-DBN) for imbalanced classification. ECS-DBN uses adaptive differential evolution to optimize the misclassification costs based on the training data that presents an effective approach to incorporating the evaluation measure (i.e., G-mean) into the objective function. We first optimize the misclassification costs, and then apply them to DBN. Adaptive differential evolution optimization is implemented as the optimization algorithm that automatically updates its corresponding parameters without the need of prior domain knowledge. The experiments have shown that the proposed approach consistently outperforms the state of the art on both benchmark data sets and real-world data set for fault diagnosis in tool condition monitoring.
I. INTRODUCTION

C
LASS imbalance with disproportionate number of class instances commonly affects the quality of learning algorithms. Multifarious imbalanced data problems exist in numerous real-world applications, such as fault diagnosis [1] , recommendation systems, fraud detection [2] , risk management [3] , tool condition monitoring [4] - [6] and medical diagnosis [7] , brain computer interface [8] , [9] , data visualization [10] , etc. As a result of the equal misclassification costs or balanced class distribution assumption, the traditional learning algorithms are prone to the majority class when dealing with complicated classification problems that have skewed class distribution. Such imbalanced data often lead to degradation of performance in learning and classification systems. Typically, imbalance learning can be categorized into two conventional approaches, namely, data level approaches and algorithm level approaches [11] . The typical data level approaches are based on resampling approaches [12] - [17] . Some well-known resampling based approaches include synthetic minority oversampling technique (SMOTE) [12] and adaptive synthetic sampling approach (ADASYN) [13] , and so on. SMOTE [12] is an oversampling technique that generates synthetic samples of minority class. ADASYN [13] uses a weighted distribution for different minority class according to their level of difficulty in learning and more synthetic data for minority class. A typical algorithm level approach is costsensitive learning [18] - [22] . We focus the study of algorithmlevel approach in this paper.
Resampling approaches attempt to manually rebalance the data set by oversampling minority samples and/or undersampling majority samples. Unfortunately, such approaches may, on one hand, miss out potentially useful data and, on the other hand, add the computational burden with the redundant samples. Essentially, resampling-based approaches would alter the original distribution of classes. In practice, the assumption that all misclassification errors have equal costs is not true in real-world applications. There could be large differences in terms of costs between the different misclassification errors. For instance, in fault diagnosis of tool condition, if we are detecting the healthy state versus failure state of a machine, we know that missing the detection of a failure state may cause a catastrophic accident which costs much higher than the others.
Many conventional approaches presume equal costs for all the classification errors and this assumption usually does not hold in practice. Some real-world problems have drastically various costs for different classes, for example, between the failure state and healthy state of a machine. Cost-sensitive learning methods are popular methods that deal with imbalanced classification problems with unknown and unidentical costs on algorithmic level. The intuition of costsensitive learning is to assign misclassification costs for each class appropriately. We have seen studies in cost-sensitive neural networks [18] , cost-sensitive decision trees [23] , costsensitive extreme learning machine (ELM) [20] , and so on. However, there are few studies on cost-sensitive deep belief networks (CSDBNs). Deep belief network (DBN) [24] , [25] , a generative model stacked with several restricted Boltzmann machines (RBMs), has drawn tremendous attention recently.
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It has shown promising results in classification tasks such as, image identification, speech recognition [26] , and natural language processing [27] . DBN is known for its extraordinary end-to-end feature learning and classification characteristics. However, it has not been investigated as to how cost-sensitive learning could enhance the DBN to deal with imbalanced data problems. A key issue in cost-sensitive learning is to estimate the costs associated with data classes in different problems. The generic population-based evolutionary algorithms (EAs) that successfully deal with multimodel optimization problems [28] - [31] offer a solution to address the issue. Differential evolution (DE) is a popular variant of EAs. DE optimizes an optimization problem by iteratively searching for a solution given in an evaluation metric. Basically, DE moves the candidate solutions around the search space by using simple mathematical formulas to combine the positions of existing solutions. In this way, if a new position gives improvement, an old position is replaced; otherwise, the new position is discarded. It solves nonseparable multimodel (i.e., has many local optima) problems and avoids local optima. In comparison with other variants of EAs, DE has better exploration capability with fewer parameters. It is also easy to implement. However, the exploration and exploitation capabilities of DE are mainly controlled by two key parameters, i.e., the mutation factor and crossover probability. Traditional DEs use fixed parameters which are not suitable for different problems and are hard to tune. Adaptive DE [30] automatically updates the parameters according to the probability matching that can be easily implemented. Therefore, it becomes a logical choice in solving practical problems.
The above-mentioned observations have promoted us to study an evolutionary cost-sensitive deep belief network (ECS-DBN) to deal with the imbalanced data problems, where we find ways to assign differential misclassification costs to the classes, which we also call class-dependent misclassification costs. The misclassification costs are optimized by adaptive DE algorithm [30] . We consider that such a study could help us to identify methods to heuristically optimize the misclassification costs. In the rest of the paper, we presume positive label for the minority class and negative label for the majority class.
The contributions of this paper are summarized as follows. 1) We formulate a novel learning algorithm for classification prediction of DBN that handles imbalanced data classification. 2) We show how ECS-DBN works by assigning appropriate misclassification costs and incorporating cost-sensitive learning with deep learning. 3) We show that ECS-DBN allows us to determine the unknown misclassification costs without prior domain knowledge. 4) We show that ECS-DBN offers an effective solution of good performance to imbalanced classification problems. The proposed approach can automatically work for both binary and multiclass classification problems.
The rest of the paper is organized as follows. Section II reviews the current related literature. Sections III and IV introduce CSDBN and present the proposed ECS-DBN, respectively. Section V compares the proposed approach and other state-of-the-art methods on 58 benchmark data sets. Section VI reports the experiments on a real-world data set of fault diagnosis in tool condition monitoring on gun drilling. Finally, Section VII concludes the discussion and highlights some potential research directions.
II. LITERATURE REVIEWS
A. Cost-Sensitive Learning
Cost-sensitive learning method [32] is a learning paradigm that assigns differential misclassification costs to the classes involved in a classification task.
Datta et al. [19] investigated near-Bayesian support vector machines for imbalanced classification with equal or unequal misclassification costs for multiclass scenario. Zong et al. [20] proposed a weighted extreme learning machine (WELM) for imbalance learning. The approach benefits from the idea of original ELM which is simple and convenient to implement. It can be applied directly into multiclass classification tasks. The WELM is capable of dealing with imbalanced class distribution. The weights are assigned for each example according to users' needs. Krempl et al. [22] proposed optimized probabilistic active learning which is a fast, nonmyopic, and costsensitive probabilistic active learning approach. However, such approaches cannot determine the optimal misclassification loss without the need of prior domain knowledge. Castro et al. [21] proposed a cost-sensitive multilayer perceptron (CSMLP) using a single cost parameter to differentiate misclassification errors to improve the performances of multilayer perceptrons (MLPs) on binary imbalanced class distributions. ABMODLEM [33] addressed imbalanced data with argumentbased rule learning. By using the expert knowledge, CSMLP and ABMODLEM improve learning rules from imbalanced data. With argument based rule induction, such approaches are convenient for domain experts to describe the reasons for specific classes.
There are many studies related to neural networks over imbalanced learning. Zheng [34] proposed cost-sensitive boosting neural networks which incorporate the weight updating rule of boosting procedure to associate the samples with misclassification costs. Bertoni et al. [35] proposed a cost-sensitive neural network for semisupervised learning in graphs. Cost-sensitive support vector machine (CS-SVM) [36] was discussed with model selection via global minimum cross validation error. Tan et al. [37] proposed an evolutionary fuzzy adaptive resonance theory-based multidimensional maps neural network using adaptive incremental learning method to overcome the stability-plasticity dilemma on stream imbalanced data. A cost-sensitive convolutional neural network [38] was proposed for imbalanced image classification. Despite many studies on imbalanced learning, the potential benefits through DBN with imbalanced learning have not been fully explored yet.
B. Evolutionary Algorithm
We note that it is possible to decide misclassification costs either by trial and error [18] , [39] or by EAs [37] , [40] , [41] . Inspired by the biological evolution process, EA is a metaheuristic optimization method which attracts significant attention when learning from imbalanced data. EA-based studies on optimizing imbalanced classification can be broadly grouped into two categories.
In the first category, one can implement EA to optimize the data set for training classifiers. Early studies are focused on using EA to drive the sampling process of the training data set. Such approaches [15] , [42] , [43] represent the data by expressing the chromosome with binary representation. However, these approaches have poor scaling ability for large data sets as the chromosome expands proportionally with the size of the data set, resulting in a cumbersome and time-consuming evolutionary process. Recent methods citegarci2012evolutionary attempt to circumvent this problem by employing EA to sample smaller subsets of data to represent the imbalanced data set. Another idea [44] is to use EA to carry out random undersampling by determining the optimal regions in the sample space. Recent trends incorporating EA into sample space are limited to repetitive sampling-based solutions. Evolutionary cluster-based synthetic oversampling (ECO)-ensemble [17] incorporates synthetic data generation within an ensemble framework optimized by EA simultaneously. Although this approach integrates EA into the whole framework from sample space to model space, the computational complexity also increases accordingly. These data-level approaches are dreadfully sensitive to the quality of imbalanced data (i.e., outliers, sparse data, and small disjuncts). The use of synthetic data may change the true distribution of the original data set, therefore, do more harm than good to the classifier.
In the second category, one can implement EA by optimizing the classifiers for imbalanced classification at algorithmic level. Such approaches [45] optimize the classifier in the model space by using EA. Some studies [46] - [48] implement EAs to enhance rule-based classifiers. Genetic programming has been utilized to acquire sets of optimized classifiers such as negative correlated learning [49] - [51] . Perez et al. [52] integrate an evolutionary cooperativecompetitive algorithm to obtain a set of simple and accurate radial basis function networks. Due to lack of sufficient domain knowledge, the costs of misclassification in costsensitive methods are usually hard to determine. In the literature, we note that the present studies are focused very much on traditional simple network models [18] , [37] , [40] . To our best knowledge, there is no reported work on the study of EA in cost-sensitive deep learning. In this paper, we study how to estimate the misclassification costs automatically to improve the performance of CSDBN.
III. TECHNICAL DETAILS OF DEEP BELIEF NETWORK WITH COST-SENSITIVE LEARNING A. Deep Belief Network
DBN is a probabilistic generative model stacked with several RBMs. DBN is trained by greedy unsupervised layerwise pretraining and discriminative supervised finetuning. The weight connections in DBN are between the contiguous layers; there is no connection between the hidden neurons within the same layer.
The fundamental building block of DBN is an RBM which consists of one visible layer and one hidden layer. To construct a DBN, the hidden layer of previous RBM is regarded as the visible layer of its subsequent RBM in the deep structure. To train a DBN, typically each RBM is pretrained initially from the bottom to the top in a layerwise manner, and subsequently the whole network is fine-tuned with supervised learning methods. Ultimately, the hypothesized prediction is obtained in the output layer based on the posterior probability distribution obtained from the penultimate layer.
DBN is usually trained by progressively untying the weights in each layer from the weights in higher layers [53] . The pretraining is carried out by alternating the Gibbs sampling from the true posterior distribution over all the hidden layers between a data sample on the visible variables and the transposed weight matrices to infer the factorial distributions over each hidden layer. All the variables in one layer are updated in parallel via Markov chain until they reach their stationary equilibrium distribution. The log posterior probability of the data is maximized by this training procedure. While the posterior distribution is created by the likelihood term coming from the data [24] . Factorial approximations are used in DBN to replace the intractable true posterior distribution. The true posterior distribution is factorial by implementing a prior distribution.
The posterior in each layer is approximated by a factorial distribution of independent variables within a layer, given the values of the variables in the previous layer. Based on the wake-sleep algorithm proposed by Hinton et al. [54] , the weights on the undirected connections at the top level are learned by fitting the top-level RBM to the posterior distribution of the penultimate layer. The fine-tuning starts with a state of the top-level output layer, and uses the topdown generative connections to stochastically activate each lower layer in turn. So, a DBN can be viewed as an RBM that defines a prior over the top layer of hidden variables in a directed belief net, combined with a set of "recognition" weights to perform fast approximate inference.
The architecture of DBN makes it possible to abstract higher level features through layer conformation [25] . Each layer of hidden variables learns to represent features that capture higher order correlations in the original input data. Applying DBNs to a classification problem, feature vectors from data samples are used to set the states of the visible variables of the lower layer of the DBN. The DBN is then trained to produce a probability distribution over the possible labels of the data based on posterior probability distribution of the data samples.
Suppose a data set S = {{x 1 , y 1 }, {x 2 , y 2 }, . . . , {x N , y N }} contains a total number of N data sample pairs {x n , y n }, where x n is the nth data sample, y n is the corresponding nth target label. Assume a DBN consists of H hidden layers and the parameters of each layer i ∈ {1, . . . ,
Given an input data sample x from the data set, the DBN with H hidden layer(s) presents a complex feature mapping function. After feature transformation, softmax layer serves as the output layer of DBN to perform classification predictions as parameterized by θ s = {W s , b s }. Suppose there are K neurons in the softmax layer, where the j th neuron is responsible for estimating the prediction probability of class j , given input of x H which is the output of the previous layer and associated with weights W ( j ) s and bias b
where x H is the output of the previous layer. Based on the probability estimation, the trained DBN classifier provides a prediction as
In practice, the parameters {θ 1 , θ 2 , . . . , θ H , θ s } of DBN are massively optimized by statistic gradient descent with respect to the negative log-likelihood loss over the training set S t .
B. Cost-Sensitive Deep Belief Network
The concept of cost-sensitive learning is to minimize the overall cost (e.g., Bayes conditional risk [55] ) on the training data set.
Assume the total number of classes is K , given a sample data x, C i, j denotes the cost of misclassifying x as class j when x actually belongs to class i . In addition, C i, j = 0, when i = j , which indicates the cost for correct classification is 0.
Given the misclassification costs C i, j , a data sample should be classified into the class that has the minimum expected cost. Based on the decision theory [56] , the decision rule minimizing the expectation cost R(i |x) of classifying an input vector x into class i can be expressed as
where P( j |x) is the posterior probability estimation of classifying a data sample into class j . Given the prior probability P(x n ), the general decision rule indicates which action to take for each data sample x n , thus the overall risk R is
According to the Bayes decision theory, an ideal classifier will give a decision by computing the expectation risk of classifying an input to each class and predicts the label that reaches the minimum overall expectation risk. Misclassification costs represent the penalties for classification errors. In cost-sensitive learning, all misclassification costs are essentially nonnegative.
Mathematically, the probability that a sample data x ∈ S belong to a class j , a value of a stochastic variable y, can be expressed as
The misclassification threshold values are introduced to turn the posterior probabilities into class labels such that the misclassification costs are minimized. By implementing the misclassification threshold value 1 − C i, j on the obtained posterior probability P(y = j |x), one can obtain the new probability P ξ
The hypothesized prediction f (x) of the sample, x is the member of the maximum probability among classes, can be obtained by using the following equation:
The proposed cost-sensitive learning method only concerns the output layer of a DBN. In this paper, we follow the same pretraining and fine-tuning procedures as in [24] .
For imbalanced classification problems, the prior probability distribution of different classes is essentially imbalanced or nonuniform. To reflect the class imbalance, there is a need to introduce the misclassification cost at the output layer to reflect the imbalanced class distributions. In addition, traditional training algorithms generally assume uniform class distribution with equal misclassification costs, i.e., ∀i, j
, which is not true in many real-world applications.
In many real-world applications, the misclassification costs are essentially unknown, and they vary across various classes. The current studies [55] usually attempt to determine the misclassification costs by trial and error which generally does not lead to an optimal solution. Some studies [39] have devised the mechanisms to update the misclassification costs based on the number of samples in different classes. However, such methods may not be suitable for the cases where the classes are important but rare, such as some rare fatal diseases. To avoid hand tuning of misclassification costs, adaptive differential evolution algorithm [30] is implemented in this paper. Adaptive differential evolution algorithm is a simple effective and efficient EA which could obtain the optimal solution by evolving and updating a population of individuals during several generations. It attempts to adaptively self-update the control parameters without the need of prior knowledge.
IV. EVOLUTIONARY COST-SENSITIVE DEEP BELIEF NETWORK
As discussed in Section II-B, EA is a widely used optimization algorithm which is motivated by the biological evolution process. The EA algorithm can be designed to optimize the misclassification costs that are unknown in practice. In this paper, we propose an ECS-DBN by incorporating costsensitive function directly into its classification paradigm with the misclassification costs being optimized through adaptive differential evolution [30] , [57] . The main idea of this costsensitive learning technique is to assign class-dependent costs. Fig. 1 shows the schematic of a CSDBN.
The procedure of training the proposed ECS-DBN can be summarized in Table I . First, a population of misclassification cost is randomly initialized. We then train a DBN with the training data set. After applying misclassification costs on the outputs of the DBN, we evaluate the training error based on the performance of the corresponding cost-sensitive hypothesized prediction. According to the evaluation performance on training data set, proper misclassification costs are selected to generate the population of next generation. In the next generation, mutation and crossover operators are employed to evolve a new population of misclassification costs. Adaptive DE algorithm will proceed to next generation and continuously iterate between mutation and selection to reach the maximum number of generations. Eventually, the best found misclassification costs are obtained and applied to the output layer of DBN to form ECS-DBN as shown in Fig. 1 . During run time, we test the resulting ECS-DBN with test data set to report the performance. The practical steps of ECS-DBN are summarized in Algorithm 1, and discussed next.
A. Chromosome Encoding
Chromosome encoding is an important step in EAs which aims at effectively representing the important variables for better performance. In many real-world applications, misclassification costs in CSDBN are usually unknown. In order = 1, . . . , N) in the initial population via its corresponding trained DB N(x ∈ S t , y|c) to obtain a vector representing the fitness functions F(c i 0 ) which is G-mean of training data set in this paper.
Step 2) Evolution:
Set the set of all successful mutation factor F i at each generation S F = ∅; Set the set of all successful crossover probabilities Cr i at each generation S Cr = ∅;
Step 2 
Step 3) ECS-DBN Creation: Generate an ECS-DBN with the best individual c best obtained from the training data set S t as the misclassification cost.
Step 4) Run-time Evaluation: Evaluate ECS-DBN on test data set S test . Fig. 2 .
Illustration of chromosome encoding and evolution process in ECS-DBN. The chromosome is encoded with the misclassification costs of different classes in numerical type. The evolution process mainly includes mutation, crossover, evaluation, and selection. The population is iteratively evolved via evolution process in each generation.
to obtain appropriate costs, in our proposed approach, each chromosome represents the misclassification costs for different classes, and the final evolved best chromosome is chosen as the misclassification costs for ECS-DBN. The chromosome encoding, here, directly encodes the misclassification costs as values in the chromosome with numerical type and value range of [0, 1]. Fig. 2 illustrates the chromosome encoding and evolution process in ECS-DBN.
B. Population Initialization
The initial population is obtained via uniformly random sampling in feasible solution space for each variable within the specified range of the corresponding variable. The population holds the possible misclassification costs and forms the unit of evolution. The evolution of the misclassification costs is an iterative process with the population in each iteration called a generation.
C. Adaptive DE Operators
After initialization, adaptive differential evolution evolves the population with a sequence of three evolutionary operations, i.e., mutation, crossover, and selection, generation by generation. Mutation is carried out with DE mutation strategy to create the mutation individuals based on the current parent population as shown in Step 2.1 of Algorithm 1. After mutation, a binomial crossover operation is utilized to generate the final offspring as shown in Step 2.2 of Algorithm 1. In adaptive DE, each individual has its associated crossover probability instead of a fixed value. The selection operation selects the best one from the parent individuals and offspring individuals according to their corresponding fitness values as shown in Step 2.3 of Algorithm 1. Parameter adaptation is conducted at each generation. In this way, the control parameters are automatically updated to appropriate values without the need of prior parameter setting knowledge in DE. The crossover probability of each individual is generated independently based on a normal distribution with mean μ Cr and standard deviation 0.1. Similarly, the mutation factor of each individual is generated independently based on a Cauchy distribution with location parameter μ F and scale parameter 0.1. Both the mean μ Cr and the location parameter μ F are updated at the end of each generation as shown in Step 2.4 of Algorithm 1.
D. Fitness Evaluation
Fitness evaluation allows us to choose the appropriate misclassification costs. In the proposed method, each individual chromosome is introduced into individual DBN as misclassification costs. We generate suitable misclassification costs for DBN using the training set. G-mean of training set is chosen as the objective function for the optimization.
E. Termination Condition
EAs are designed to evolve the population generation by generation and maintain the convergence as well as the diversity characteristics within the population. A maximum number of generations is set to be a termination condition of the algorithm. In this implementation, we consider the solutions converged when the best fitness value remains unchanged over the past 30 generations [17] . The algorithm terminates either when it reaches the maximum number of generations or when it meets the convergence condition.
F. ECS-DBN Creation
Eventually, the optimization process ends with the best individual which is used as misclassification costs to form an ECS-DBN. The best individual is obtained from the last generation.
V. EVALUATION ON BENCHMARK DATA SETS
In this section, the proposed ECS-DBN approach is evaluated on 58 popular Knowledge Extraction based on Evolutionary Learning (KEEL) benchmark data sets.
A. Nomenclature
ADASYN, SMOTE, and its various resampling methods are applied with DBN to generate synthetic minority data on the imbalanced data sets. The nomenclature convention used in labeling the imbalance learning methods are as follows: the prefix letters "ADASYN," "SMOTE," "SMOTE-SVM," "SMOTE-borderline1," and "SMOTE-borderline2," respectively, represent the adaptive synthetic sampling approach [13] , synthetic minority over-sampling technique [12] , support vectors SMOTE [58] , and borderline SMOTE of types 1 and 2 [14] . The suffix "-DBN" represents the deep belief network.
B. Benchmark Data Sets
In this paper, benchmark data sets are selected from KEEL data set repository [59] . The details specification of 58 binaryclass imbalanced data sets are illustrated in Table II . All data sets are downloaded from KEEL website. 1 They are known to have a high IR between the majority and minority classes. The imbalance ratio (IR) is the number of data samples in majority class divided by that in minority class which is described by the following equation:
C. Implementation Details
The learning rates of both pretraining and fine-tuning are 0.01. The number of pretraining and fine-tuning iterations are 100 and 300, respectively. The range of hidden neuron number is [5, 50] . The number of hidden neuron networks is randomly selected from the range of hidden neuron number. Generally speaking, there are two key parameters that affect DE process, namely, mutation factor F and crossover probability Cr. A larger F enables DE of better exploration ability. A smaller F allows DE to have better exploitation ability. DE with better exploitation ability leads to better convergence. DE with better exploration ability avoids local optima better, but it may result in slower convergence. Crossover probability affects the diversity of populations. A larger Cr enables DE of better exploitation ability while a smaller Cr enables DE of better exploration ability. We set the parameters empirically [30] to ensure that DE generally converges. All the codes of resampling methods, for comparison in this paper, are from [60] in Python, and their corresponding parameters are set as default. All the simulation results are obtained with fivefold cross validation over 10 trials. All of the simulations are done on an Intel Core i5 3.20 GHz machine with 16 GB RAM and NVIDIA GeForce GTX 980.
D. Evaluation Metrics
As in [12] - [14] , [17] , [32] , [44] , [58] , accuracy, G-mean, F1-score, recall, and precision are the most commonly used evaluation metrics. Considering an imbalance binary-class classification problem, let TP, FP, FN, and TN represent true positive, false positive, false negative, and true negative, respectively.
To evaluate the performance of a classifier, it is common to use the overall accuracy that is formulated in the following equation:
In this section, both accuracy and G-mean are used. We use G-mean (10) because it evaluates the degree of inductive bias which considers both positive and negative accuracy. The higher G-mean values represent the classifier that could achieve better performance on both minority and majority classes. G-mean is less sensitive to data distributions that are given as follows:
E. Results of ECS-DBN
In this section, we investigate the performance of DBN in different settings that include ECS-DBN, DBN, ADASYN-DBN, SMOTE-DBN, SMOTE-borderline1-DBN, SMOTE-borderline2-DBN, and SMOTE-SVM-DBN. We report the results over a total of runs on 58 KEEL benchmark data sets in terms of test accuracy and test G-mean, respectively. A detailed summary can be found at [61, Tables AI  and AII] , with the best results being highlighted in boldface. To visualize, Fig. 3 illustrates the overall performances of the seven variations of DBN algorithms on 58 benchmark data sets. It is clear that ECS-DBN stands out from the rest. Fig. 3 .
Comparison of the overall G-mean and accuracy across seven algorithms, i.e., ECS-DBN, DBN, ADASYN-DBN, SMOTE-DBN, SMOTE-borderline1-DBN, SMOTE-borderline2-DBN, and SMOTE-SVM-DBN, on 58 benchmark data sets. ECS-DBN has higher average values and lower variance for both G-mean and accuracy than other competing methods.
From the simulation results, the proposed ECS-DBN exhibits a superior overall performance, especially in terms of G-mean. We document the detailed experiment results in a publicly available archive [61] . From [61, Table AII] , we observe that ECS-DBN excels in 34 out of 58 benchmark data sets in terms of accuracy. As there are many more samples in majority class than minority class, a classifier can bias to the majority class yet achieve a high accuracy. We also report the results in G-mean that it takes the performances of both the majority class and minority class into account. If some methods give a highly biased performance, their G-mean values will be close to 0. It is worth noting that ECS-DBN outperforms on 52 out of 58 benchmark data sets in terms of G-mean as shown in [61, Table AII ]. We may attribute this to the fact that ECS-DBN has been optimized using EA with maximized G-mean objective. Therefore, the proposed ECS-DBN can provide better performances on minority class as well as those on majority class.
F. Computational Time Analysis
The computing of ECS-DBN at run-time is closely related to the DBN network complexity. The larger and deeper network size of DBN, the more computing is required. Table III reports the average computational time of ECS-DBN with fivefold cross validation over 10 trials on the overall 58 benchmark data sets. In order to make a fair and clear comparison between different imbalance learning methods, the average computational time at run-time testing is summarized in Table III. ECS-DBN shows a higher computational cost that is mainly due to the EA. We note that the resampling methods are a little bit faster than ECS-DBN due to the small data size of KEEL benchmark data sets.
G. Statistical Tests for Evaluating Imbalance Learning
Statistical tests provide evidence to ascertain the claim that the ECS-DBN outperforms other competitive methods. It is noted that three common statistical tests [16] , [17] , [21] , [62] - [64] can serve our purpose. Wilcoxon paired signed-rank test is adopted for pairwise comparisons between algorithms. Alternatively, for comparison between ξ multiple algorithms, a Holm post hoc test can be utilized to conduct a 1 × ξ posteriori tests between the control algorithm and the rest subgroups of algorithms. Average rank is also implemented for fair comparison.
1) Wilcoxon Paired Signed-Rank Test:
In order to substantiate whether the results of ECS-DBN and other kinds of imbalance learning methods differ in a statistically significant way, a nonparametric statistical test known as Wilcoxon paired signed-rank test is conducted at the 5% significance level. The Wilcoxon paired signed-rank test is employed separately between the pairs of algorithms for each data set. The entries which are significantly better than all the counterparts are marked with † in [61, Tables AI and AII] . The total number of win-lose-draw between the proposed method and its counterparts is then reckoned. The pairwise comparisons of the proposed ECS-DBN method against other kinds of methods in terms of accuracy and G-mean are shown in [61, Tables AI and AII] . In most cases, the proposed ECS-DBN method outperforms other state-of-the-art resampling methods, i.e., ADASYN, SMOTE, SMOTE-borderline1, SMOTE-borderline2, and SMOTE-SVM.
2) Holm Post Hoc Test: For multiple comparisons, different algorithms are compared using the Holm post hoc test to detect the statistical differences among them. The proposed ECS-DBN is chosen as the control algorithm for comparison. Then, Holm post hoc test is implemented on the results of the method for all data sets in terms of accuracy and G-mean as shown in [61, Tables AI and AII 3) Average Rank: Average rank is the mean of the ranks of individual method on all the data sets. Average ranks provide a fair comparison in terms of accuracy and G-mean of different methods as shown in [61, Tables AI and AII] . Based on the average ranks in terms of both accuracy and G-mean on all data sets, the proposed ECS-DBN ranked the first in the majority of the data sets. The results indicate that ECS-DBN outperforms other competing methods and excels, especially in terms of G-mean. For a better illustration, the average rank of different algorithms in terms of G-mean and accuracy is shown in Fig. 4 . It is apparent that ECS-DBN outranks others in terms of G-mean and accuracy.
In sum, the results show that ECS-DBN method significantly outperforms other competing methods. First of all, according to the Wilcoxon paired signed-rank test, ECS-DBN outperforms other methods in most cases. Second, the p-values from the Holm post hoc test suggest that ECS-DBN achieves a statistically significant improvement over other competing methods. Third, average ranks show that ECS-DBN is ranked the first across most of the benchmark data sets. The fact that ECS-DBN outperforms DBN validates the need for costsensitive learning. Finally, the significant improvement of ECS-DBN over some other methods manifests the effectiveness of optimization.
VI. EVALUATION ON A REAL-WORLD DATA SET
A. Overview of the Imbalanced Gun Drilling Data Set
We report the experiment results on gun drilling data set collected from a UNISIG USK25-2000 gun drilling machine in Advanced Manufacturing Lab at the National University of Singapore, Singapore, in collaboration with SIMTech-NUS joint lab.
B. Experimental Setup
In the experiments, an Inconel 718 workpiece with the size of 1000 mm×100 mm×100 mm is machined using gun drills. The tool diameter of gun drills is 8 mm. The detailed tool geometry of the tools are shown in Table IV . Four vibration sensors (Kistler Type 8762A50) are mounted on the workpiece in order to measure the vibration signals in three directions (i.e., x, y, and z) during the gun drilling process. The details about sensor types and measurements are shown in Table V . The sensor signals are acquired via an NI cDAQ-9178 data acquisition device and logged on a laptop. In data acquisition, 14 channels of raw signals belonging to three types are logged. The measured signals include force signal, torque signal, and 12 vibration signals (i.e., acquired by four accelerometers in x, y, z directions). The tool wears have been measured using Keyence VHX-5000 digital microscope. In this paper, the maximum flank wear which is most widely used in the literature [5] , [6] , [65] - [68] has been used as the health indicator of the tool. In this data set, it is found that 3 out of 20 tools are broken, 6 out of 20 tools have chipping at final state, and 11 out of 20 tools are worn after gun drilling operations.
The machining operation is carried out with the detailed hole index, drill depth, tool geometry, tool diameter, feed Table IV . The drilling depth is 50 mm in z-axis direction. The tool wear is captured and measured by Keyence digital microscope. The tool wear is measured after each drill during gun drilling operations. Table VI lists the details of the imbalanced gun drilling data set. The imbalanced gun drilling data set is selected from the raw experimental data by discarding lousy noise data samples. The total number of data samples in the imbalanced gun drilling data set is 19 712 414. The number of training data samples and test data samples are 13 798 690 and 5 913 724, respectively. The data has been labeled into healthy (i.e., maximum flank wear of the tool <300 μm) and faulty (i.e., maximum flank wear of the tool ≥300 μm) two classes. The IR of this data set is 10. The data preprocessing and time window process are the same with [5] .
The details of the gun drilling cycle are as follows and also shown in Fig. 7. 1) Machine startup.
2) Feed internal coolant through coolant hole of gun drill.
3) Start to drill through the workpiece. 4) Finish drilling and pull the tool back. 5) Machine shutdown. The internally fed coolant will exhaust the heat generated during the gun drilling process and offers high accuracy and precision performance.
C. Evaluation Metrics
In this section, despite the evaluation metrics used in Section V-D, area under the curve (AUC), precision, and F1-Score are introduced to evaluate the methods. The formulation of those metrics are listed as follows:
Precision (11) is a measure of a classifiers exactness. For this real-world application, exactness of classifier is an important indicator. F1-score (13) is a weighted average of precision and recall. The reason for choosing F1-score in this realworld application is that F1-score is used to evaluate the performance of the minority class (i.e., faulty) which is very important in this application. G-mean and F1-score incorporate both to express their tradeoff [32] and indicate the overall performance. AUC is used to evaluate the overall performance of the method on both classes. Recall is also known as the true positive rate, which signifies a measure of completeness.
D. Experiment Results
In this section, all the parameters of DBN and adaptive DE are the same with those in Section V. All conventional machine learning algorithms, for comparison purpose in this paper, are from [69] and their corresponding parameters are set as default. The resampling methods for comparison in this section are the same with Section V. Since there is only one real-world data set, only Wilcoxon paired signed-rank test has been implemented in this section.
The simulation results of imbalanced gun drilling data set with DBN, multilayer neural network (MLP), SVM, K-nearest neighbors (KNN), linear classifier with stochastic gradient descent (SGD) training, logistic regression (LR), gradient boosting (GB), AdaBoost classifier, and Lasso are given in Table VII in For clear illustration, Fig. 6 illustrates the errorbar plot comparison of the performance between ECS-DBN and different resampling methods with different evaluation metrics. WELM [20] is a state-of-theart cost-sensitive ELM. ECO-ensemble [17] incorporates the synthetic data generation within an ensemble framework optimized by EA simultaneously. The experiment results show that ECS-DBN outperforms WELM and ECO-ensemble. By comparing with other resampling methods, ECS-DBN outperforms on G-mean and precision metrics. Especially on G-mean, ECS-DBN generates a significant performance improvement over the others.
As an example, we illustrate the G-mean and precision between ECS-DBN and the grid search of misclassification costs of DBN in Fig. 8 . It is clear that the proposed ECS-DBN benefits from the well-optimized misclassification costs to achieve better performance. In terms of accuracy and F1-score, ECS-DBN can also provide comparable performance. The performance improvement of ECS-DBN over DBN and CSDBN with randomly generated cost values on many performance metrics further illustrates the need for cost-sensitive learning and the effectiveness of optimization. Therefore, ECS-DBN could generate comparable performance not only on the benchmark data set but also on real-world application.
We further examine the effect of the proposed ECS-DBN over majority verse minority classes. Fig. 9 shows that ECS-DBN benefits from more suitable misclassification costs and improves the accuracy of minority class. Figs. 8 and 9 validate the ability of ECS-DBN of finding suitable misclassification costs via EA that improves the accuracy of minority class, thus the overall performance. How ECS-DBN may impact on the majority class depends on the way we define the objective functions. While ECS-DBN improves the overall performance, it also provides a mechanism to tradeoff the performance between the majority class and the minority class.
E. Computational Cost
Average computational time of ECS-DBN, DBN, ADASYN-DBN, SMOTE-DBN, SMOTE-borderline1-DBN, SMOTE-borderline2-DBN, and SMOTE-SVM-DBN on the gun drilling imbalanced data set are presented in Table IX . It is obvious that ECS-DBN consumes less average computational time than other competing methods. In comparison with the KEEL benchmark data sets, the gun drilling imbalanced data set has a much larger size of data samples, which increases the computational complexity for resampling methods. Hence, the proposed ECS-DBN is more efficient than some resampling methods to large data set. If we compare the computational time required between the EA to estimate the misclassification cost and the DBN training, the former is very small and negligible. In short, the proposed ECS-DBN approach is both efficient and effective.
VII. CONCLUSION
In this paper, an ECS-DBN is proposed for imbalanced classification problem. We have shown that ECS-DBN significantly outperforms other competing techniques on 58 benchmark data sets and a real-world data set. The proposed ECS-DBN improves DBN by applying costsensitive learning strategy. To tackle with unknown misclassification costs, in practice, adaptive differential evolution algorithm has been utilized to find the misclassification costs. Since many real-world data are naturally imbalanced, and hence, the misclassification costs of different classes are usually unknown, ECS-DBN offers an effective solution. ECS-DBN is also computationally more efficient than some popular resampling methods on large scale data sets. It can also be easily implemented on multiclass scenarios. In this paper, we only incorporate the cost-sensitive learning technique on algorithmic level. However, the imbalanced distribution in feature space may also impact the performance of learning models. In the future, we consider that cost-sensitive methods could also be applied to high dimensional data and dynamic data. Furthermore, online learning usually suffers from concept drift with different IR over time. ECS-DBN can be further extended for online imbalanced classification problems with some online learning strategies. The proposed approach can also be applied to other deep learning models, such as convolutional neural network, etc.
