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SELF-SIMILAR GROUPS OF TYPE FPn
DESSISLAVA H. KOCHLOUKOVA, SAID N. SIDKI
Abstract. We construct new classes of self-similar groups : S-aritmetic groups,
affine groups and metabelian groups. Most of the soluble ones are finitely pre-
sented and of type FPn for appropriate n.
1. Introduction
In this paper we construct new classes of self-similar groups : S-aritmetic groups,
affine groups and metabelian groups. To fix the terminology, a group G is self-
similar if it is a state closed subgroup of the automorphism group of an infinite
regular one-rooted m-tree Tm (i.e. every vertex has precisely m descendents) that
preserves the levels of the tree. And if the action of G on the first level of Tm is
transitive we say that G is a transitive self-similar group . Obviously if m = 2
every nontrivial self-similar group is a transitive self-similar group but if m ≥ 3
there are self-similar groups that are not transitive self-similar. A group acting on
the tree Tm is finite-state provided each of its elements has a finite number of states.
An automata group is a finitely generated self-similar finite-state group. We say
that G is a transitive automata group if it is transitive as a self-similar group. We
use virtual endomorphisms introduced by Nekrashevych and Sidki in [27], [29] to
establish the classes of groups we consider are transitive self-similar
There is an extensive literature on self-similar groups and the subclass of au-
tomata groups (i.e. finitely generated, finite state, self-similar groups) including
the Grigorchuk group [21], the Gupta-Sidki group [22], abelian groups [14], finitely
generated nilpotent groups [5], soluble groups [4] and aritmetic groups [24]. For a
good survey on this topic the reader is referred to the book [28].
Most of the self-similar groups considered in the literature are not finitely pre-
sented, while in this paper most of the new classes of transitive self-similar groups
we construct are finitely presented and of homological type FPn for appropriate
n. Examples of metabelian self-similar groups with higher finiteness homological
properties were first introduced by Bartholdi, Neuhauser and Woess in [3]. These
examples now belong to the class of S-aritmetic nilpotent-by-abelian groups defined
in Theorem A.
Recall from homological group theory that a group G has a homological type
FPn if the trivial ZG-module Z has a projective resolution with all projectives
finitely generated in dimension ≤ n. A group is of type FP1 if and only if it is
finitely generated. Every finitely presented group is of type FP2 but as shown in
[7] the converse does not hold. It is easy to see that the property FPn is invariant
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under going up and down by finite index, this and more properties of groups of type
FPn can be found in [8], [12]. We rely on already existing results in the literature
on higher finiteness homological properties to check the groups in question are of
type FPn and finitely presented.
In Section 3 we construct a class of S-aritmetic self-similar groups. Given a
commutative algebra A we denote the upper triangular m × m matrix group, or
Borel subgroup, with coefficients in A by U(m,A) and its projective quotient by
PU(m,A) which is nilpotent-by-abelian.
Theorem A Let n ≥ 1 be an integer, p be a prime number and
A = Fp[x
±1,
1
f1
, . . . ,
1
fn−1
]
the subring of Fp(x), where f0 = x, f1, . . . , fn−1 ∈ Fp[x] \ Fp(x − 1) are pairwise
different, monic, irreducible polynomials. Then PU(m,A) is transitive, finite-state
and state-closed of degree pl, where l is a cubic polynomial of m.
The group G = PU(m,A) considered in Theorem A is of type Fn (i.e. is finitely
presented if n ≥ 2 and of homological type FPn) but not of type FPn+1. This
follows from the fact that U(m,A) has these properties as shown by Bux in [15]
using the theory of buildings and by the fact that the center of U(m,A) is a finitely
generated abelian group, so is of type FP∞ ( i.e. is FPs for every s).
In Section 4 we introduce a positive characteristic version of the affine linear
groups Zn ⋊ B(n,Z) considered by Nekrashevych and Sidki in [29], where B(n,Z)
is the (pre-Borel) subgroup of finite index in GLn(Z) consisting of the matrices
whose entries above the main diagonal are even. They showed that these affine
groups are realizable as transitive automata groups acting on the binary tree. We
define here similarly B(n,Fp[x]) as the subgroup of GLn(Fp[x]) consisting of the
matrices whose entries above the main diagonal belong to the ideal (x− 1)Fp[x].
Theorem B Let n ≥ 3 be an integer, p a prime number and G the affine group
Fp[x]
n⋊B(n,Fp[x]). Then G is transitive, finite-state and state-closed of degree p.
For n = 2 the group G in Theorem B is state closed of degree p but not finitely
generated since by a result of Nagao [26] SL2(Fp[x]) is not finitely generated. The
fact that GLn(Fp[x]) is finitely generated for n ≥ 3 follows from work of Behr in [6]
and this implies that G is finitely generated for n ≥ 3. As for the higher finiteness
homological properties, Abramenko proved in [2] that SLn(Fq[x]) is FPn−2 if Fq
is the finite field of order q = ps for sufficiently large s. The restriction on s was
removed by Bux, Ko¨hl, Witzel in [17].
Note that in both Theorem A and Theorem B the polynomial x − 1 can be
substituted with an irreducible, monic polynomial g ∈ Fp[x]. In Theorem A we
need the additional condition that g be coprime to the polynomials f0, . . . , fn.
In this case the degree of the representation is pl, where l is a cubic polynomial
in m and whose coefficients depend on deg(g). Furthermore, the degree of the
representation of G in Theorem B becomes pdeg(g).
The rest of the paper is devoted to the class of metabelian groups. It is worth
noting that not every finitely generated metabelian group is transitive self-similar.
In [19] Dantas and Sidki showed that Z ≀Z is not a transitive self-similar group. In
Section 5 we make explicit calculations about the states of some generating elements
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of a metabelian self-similar group that has finite index in PU(2, A) from Theorem
A.
In Section 6 we take up the study of self-similar representations of metabelian
groups B ⋊ Q, where B and Q are abelian and B has Krull dimension 1 as ZQ-
module via conjugation.
Theorem C Let Q be a finitely generated abelian group and B be a finitely
generated, right ZQ-module of Krull dimension 1 such that CQ(B) = {q ∈ Q |
B(q − 1) = 0} = 1. Then G = B ⋊Q is a transitive self-similar group.
The proof of Theorem C uses methods from commutative algebra. The general
strategy of the proof goes as follows: given δ in ZQ, we may form the subgroup
H = (δB)⋊Q. We show the existence of δ in ZQ such that δB is of finite index in
B and such that the map f(δb) = b for all b in B together with f |Q = idQ defines
a simple virtual endomorphism f : H → G of G. With this, we have the extra nice
property that f is an isomorphism between the subgroup H of finite index in G and
G itself. Note that by the main result of Dantas and Sidki [19], Theorem C does
not hold for metabelian groups, where the Krull dimension of B is bigger than 1.
Under certain additional conditions the group G from Theorem C is finitely
presented and of type FPm. In Section 2.2 we recall the Bieri-Strebel theory of
m-tame modules and the FPm-Conjecture for metabelian groups. If in Theorem
C, the subgroup B is m-tame as ZQ-module and is either Z-torsion free or of finite
exponent, then G is a transitive self-similar metabelian group of type FPm, since
in both cases the FPm-Conjecture for metabelian groups holds by [1] and [25].
Both Theorem A and Theorem C generalize the automata group considered by
Bartholdi, Neuhauser and Woess in [3, p. 16]. The Cayley graph of this group is
a Diestel-Leader graph i.e. is the horocyclic product of several homogeneous trees.
We note that the idea of horocyclic product of trees was used earlier in A˚berg’s
paper on metabelian groups of 1986 with different terminology [1].
In Section 7 using localization technique from commutative algebra we embed
the transitive self-similar group G = Cp ≀ Zd, constructed by Dantas and Sidki in
[18], in a transitive self-similar group G˜, whose definition depends on a choice of a
polynomial g. This new class of metabelian transitive self-similar groups G˜ is of the
form A˜⋊ Q˜ and the Krull dimension of A˜ is d, so it can be arbitrary large, contrary
to the class of groups considered in Theorem C, where the Krull dimension is 1.
Theorem D Let p be a prime number, g ∈ Fp[x]\ (∪j≥0Fpxj ∪ (x−1)Fp[x]) and
G˜ be the group A˜⋊ Q˜, where
A˜ = Fp[x
±1
1 ,
1
g(x1)
]⊗Fp . . .⊗Fp Fp[x±1d ,
1
g(xd)
]
and
Q˜ = Z2d = 〈x1, . . . , xd, y1, . . . , yd〉
and yi and xi act on A˜ (via conjugation) as multiplication by g(xi) and xi respec-
tively. Then G˜ is a transitive self-similar group.
Note that for special choices of the polynomial g, for example irreducible and
coprime to x, the group G˜ from Theorem D is finitely presented; this follows from
the Bieri-Strebel classification of finitely presented metabelian groups in [10], see
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Theorem 2.1. But since A˜ is never 3-tame as ZQ˜-module, the group G˜ is never of
type FP3.
2. Preliminaries
2.1. Preliminaries on transitive self-similar groups and virtual endomor-
phisms. Given a homomorphism f : H → G from a subgroup H of finite index
in G, we call f a virtual endomorphism. Now we explain how the existence of a
simple virtual endomorphism
f : H → G
produces a faithful, state-closed action of G on the infinite regular one-rooted m-
tree Tm, where m = [G : H ] and this action is transitive on the first level of the
tree. The endomorphism is simple if every normal subgroup K of G contained in
H and such that f(K) ⊆ K is trivial. This idea was first used in [29] and later on
was applied several times to construct transitive self-similar groups in [5], [18], [19].
Let T = {t0, . . . , tm−1} be a right transversal of H in G i.e. G is the disjoint
union ∪t∈THt. Note that G acts on the right coset classes of H in G by right
multiplication. Given g ∈ G we can define recursively the action of g on Tm as
(2.1) g = (g0, . . . , gm−1)σ ∈ G ≀ Sm,
where σ is a permutation of the set {0, 1, . . . ,m − 1} defined by the permutation
action of g on the coset classes i.e. Htig = Ht(i)σ and we call
t0gt
−1
(0)σ, . . . , tm−1gt
−1
(m−1)σ
the cofactors of g. The states g0, . . . , gm−1 are defined by
gi = f(tigt
−1
(i)σ) ∈ G, for every i ∈ X = {0, . . . ,m− 1}.
This is a recursive definition and we can repeat this process with each state g0, . . . , gm−1.
The product of elements written as in (2.1) is given by the following formula
(2.2) (g0, . . . , gm−1)σ(g˜0, . . . , g˜m−1)σ˜ = (g0g˜(0)σ, g1g˜(1)σ, . . . , gm−1g˜(m−1)σ)σσ˜,
where σ, σ˜ ∈ Perm(X). The degree of this presentation of G as a self-similar group
is the index [G : H ].
The converse is also true. If G is a transitive self-similar group i.e. it has a
faithful, state-closed action on the tree Tm and the action of G on the vertices that
are descendants of the root i.e. the set X = {0, 1, . . . ,m− 1} is transitive, then we
can define a subgroup H of finite index in G as the the stabilizer of 0 ∈ X in G.
As before there is a recursive description of the elements g of G
(2.3) g = (g0, g1, . . . , gm−1)σ,
where σ is a permutation from Sm and g0, . . . , gm−1 are elements of G, with each
gi acting on the subtree of Tm headed by the vertex i ∈ X . Thus g ∈ H precisely
when (0)σ = 0. Then the virtual endomorphism f : H → G can be defined by
f(g) = g0.
Finally for g as in (2.3) we define recursively the set of statesQ(g) of the elements
g as the subset of Aut(Tm) given by
Q(g) = {g} ∪ ∪0≤i≤m−1Q(gi).
A self-similar group G i.e. a state closed subgroup of Aut(Tm) is an automata group
(or a finite state self-similar group) if there is a finite generating set X of G such
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that for every g ∈ X we have that Q(g) is finite. If furthermore in the definition of
automata group G is transitive self-similar, we say that G is a transitive automata
group.
2.2. Preliminaries on metabelian groups of type FPm. Several of our exam-
ples are metabelian groups i.e. there is a short exact sequence A → G → Q such
that G is finitely generated and A and Q are abelian. Then we can view A as a
right ZQ-module via conjugation and A is finitely generated as ZQ-module since Q
is finitely presented. The set Hom(Q,R) \ {0} has an equivalence relation ∼ given
by multiplication with a positive real number i.e. for χ1, χ2 ∈ Hom(Q,R) \ {0} we
have χ1 ∼ χ2 if and only if there is a positive real number r such that χ1 = rχ2.
Define
S(Q) = Hom(Q,R) \ {0}/ ∼ .
Note that for the torsion free rank n of Q we have that Hom(Q,R) ≃ Rn, hence
S(Q) ≃ Sn−1,
where Sn−1 is the unit sphere in Rn. We write [χ] for the equivalence class of
χ ∈ Hom(Q,R) \ {0} and define the monoid
Qχ = {q ∈ Q | χ(q) ≥ 0}.
The Bieri-Strebel invariant defined in [10] is
ΣA(Q) = {[χ] | A is finitely generated as ZQχ-module}
and was used in the classification of finitely presented metabelian groups in [10].
Theorem 2.1. [10] Let A → G → Q be a short exact sequence of groups with G
finitely generated, A and Q abelian. Then the following are equivalent :
1) G is finitely presented;
2) G is of homological type FP2;
3) ΣA(Q) ∪ −ΣA(Q) = S(Q).
We denote the complement S(Q) \ ΣA(Q) as ΣcA(Q) and say that A is m-tame
as ZQ-module if for every [χ1], . . . , [χm] ∈ ΣcA(Q), not necessary different, we have
χ1 + . . . + χm 6= 0. The last condition of Theorem 2.1 is equivalent to A being
2-tame as ZQ-module. The following conjecture suggests when a metabelian group
is of type FPm.
The FPm-Conjecture for metabelian groups Let A → G → Q be a short
exact sequence of groups with G finitely generated, A and Q abelian. Then G is of
type FPm if and only if A is m-tame as ZQ-module.
We state below cases when the FPm-Conjecture holds. Recall that a group G
is of finite Pru¨fer rank if there is an integer d such that every finitely generated
subgroup can be generated by at most d elements. If G is an extension of A by Q
with both A and Q abelian and G finitely generated it is easy to see that G is of
finite Pru¨fer rank precisely when dimQ(A ⊗Z Q) < ∞ and the torsion part tor(A)
of A is finite.
Theorem 2.2. The FPm-Conjecture holds when
1. G is of finite Pru¨fer rank;
or
2. A is of finite exponent and of Krull dimension 1.
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Part 1 of Theorem 2.2 was proved in [1] and part 2 was proved in [25].
2.3. Horocyclic product of trees and A˚berg’s construction. Here we dis-
cuss the link between the construction of horocyclic product of trees and A˚berg’s
construction. The first example of a self-similar metabelian group of type FPn was
given by Bartholdi, Neuhauser, Woess in [3]. The group is
Fq[x,
1
x
,
1
x+ 1
, . . . ,
1
x+ q − 1 ]⋊Q
where Q = 〈x0, . . . , xq−1〉 ≃ Zq, xi acts by conjugation via multiplication with
fi = x + i, q = p1 . . . pr is the decomposition as product of powers of different
primes, so each pi is a power of a prime and Fq = Fp1 × . . . × Fpr , where Fpi is
the field of pi elements. By [3] the Cayley graph of G is the horocyclic product
of d = q + 1 homogeneous trees i.e. each tree comes with a height function, the
horocyclic product is the set of d-tuples in the direct product of the trees whose
coordenate heights sum up to zero.
In this subsection we explain the connection between the idea of horocyclic prod-
uct of trees for metabelian groups and A˚berg’s paper [1], where the FPm-Conjecture
for metabelian groups was proved for groups G of finite Pru¨fer rank. The main idea
of [1] is to consider finitely many trees on which the metabelian group G acts. Each
tree is associated to a valuation and the trees are Serre’s valuation trees. Each tree
is equipped with a height function and inside the direct product of these trees is
considered the subcomplex Y of points whose height functions sum to 0. It was
shown in [1] that the action of G on Y has the following properties :
1. the action is combinatorial in the sense that if g ∈ G fixes a cell of Y then it
fixes the cell pointwise;
2. the cell stabilizers are all polycyclic;
3. G acts cocompactly on Y in each dimension i.e. there are finitely many
G-orbits of cells in each dimension;
4. if the Bieri-Strebel invariant ΣA(Q) is m-tame, then Y is (m− 1)-connected.
Then by the Brown criterion [13] G is of type FPm. Indeed, the conditions in
the Brown criterion require that the action is combinatorial, stabilizers of cells of
dimension i are of type FPm−i for 0 ≤ i ≤ m − 1, G acts cocompactly on the
m-skeleton of Y and the complex Y is m− 1 connected. Note that the horocyclic
product of the trees in the A˚berg construction is exactly the 1-skeleton of the
complex Y .
2.4. Preliminaries from commutative algebra. Recall some basic facts from
commutative algebra, for more details see [20, Chapter 3] or [11]. Let S be a com-
mutative Noetherian ring with unit. Then S has finitely many minimal prime ideals
and its intersection is the nilpotent radical
√
0 = {s ∈ S | sn = 0 for some n ≥ 1}.
Hence for every ideal I of S we have that
√
I = {s ∈ S | sn ∈ I for some n ≥ 1} = P˜1 ∩ . . . ∩ P˜j ,
where P˜1, . . . , P˜j are the minimal prime ideals of S above I.
Let V be a finitely generated, right S-module. An associated prime of V is a
prime ideal P of S such that P = annS(m) for some element m ∈ V . The set
of associated primes of V is always finite and is denote by Ass(V ). The minimal
primes among the prime ideals containing annS(V ) are associated primes of V . For
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the elements s ∈ S such that for some v ∈ V \ {0}, vs = 0, we have
s ∈ ∪P∈Ass(V )P.
There is a composition series
V0 = 0 ⊆ V1 ⊆ . . . ⊆ Vs−1 ⊆ Vs = V,
such that each factor Vi+1/Vi ≃ S/Pi for some prime ideal Pi of S and furthermore
Ass(V ) ⊆ {P0, . . . , Ps−1} ⊆ Supp(V ),
where Supp(V ) is the set of all prime ideals P of S such that the localization
module V (S \ P )−1 6= 0. Furthermore the minimal elements of the three sets of
primes considered above Ass(V ), {P0, . . . , Ps−1} and Supp(V ), are the same.
3. Nilpotent-by-abelian S-aritmetic self-similar groups : proof of
Theorem A
Recall that a groupG is of homotopical type Fs if there is aK(G, 1)-complex with
finite s-skeleton. Thus type F1 is finite generation and F2 is finite presentability.
For s ≥ 2 type Fs is equivalent to type FPs together with finite presentability. A
matrix B = (bi,j) ∈Mn(R) is upper triangular (or upper Borel), where R is a ring,
if bi,j = 0 for i > j.
Theorem 3.1. [15] Let G be a Chevalley group, B its Borel subgroup, K a finite
field extension of k(x), where k is a finite field and S a finite set of places. Let
OS = {t ∈ K | v(t) ≥ 0 for v /∈ S}. Then B(OS) has type Fd−1 but not FPd, where
d = |S|.
In this section we consider applications of Theorem 3.1 for G = GLm. Then
B = UT , where T is the group of diagonal matrices in G and U are the upper
triangular matrices with 1 on the main diagonal. Fix a prime p, k = Fp the finite
field with p elements and K = k(x). Let
f0 = x, f1, . . . , fn−1
be pair-wise different, monic, irreducible polynomials in Fp[x] \ Fp(x − 1). For an
irreducible polynomial f ∈ Fp[x] \ Fp define vf the f -adic valuation i.e. vf (g) = s
for g ∈ Fp[x] if s ≥ 0 and f s divides g but f s+1 does not divide g. Let v0 be the
valorization defined by v0(g) = −deg(g). Set
S = {v0, vfi | 0 ≤ i ≤ n− 1}.
Then
A := OS = Fp[x±1, 1
f1
, . . . ,
1
fn−1
]
and
G0 = B(OS) = N ⋊Q,
where N = U(A), Q = (F∗p ×Q0) × . . .× (F∗p × Q0) = (F∗p ×Q0)m, F∗p = Fp \ {0}
and Q0 is the subgroup of A \ {0} generated by f0, . . . , fn−1. Then Z(G0) is the
group of diagonal matrices λIm, where λ ∈ F∗p ×Q0. Set
G = G0/Z(G0).
By Theorem 3.1 since |S| = n + 1 we obtain that G0 is of type Fn but not of
type FPn+1. Since Z(G0) ≃ F∗p ×Q0 is a finitely generated abelian group, so is of
type FP∞ and is finitely presented, we deduce the following result.
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Corollary 3.2. For n ≥ 2, G is Fn but not FPn+1. In particular G is finitely
presented.
Define I = (x− 1)A an ideal in A.
Lemma 3.3. I 6= A and A = I ⊕ Fp as vector space.
Proof. Consider the ring B = Fp[x]/(x − 1) ≃ Fp. The images g0, g1, . . . , gn−1 of
f0 = x, f1, . . . , fn−1 in B are all non-zero. Hence
A/I ≃ B[ 1
g0
, . . . ,
1
gn−1
] = B 6= 0.
Note that | B |= p <∞. 
Define N0 the subgroup of the nilpotent group N that contains the matrices
(ai,j) such that ai,j ∈ Ij−i. Define the group homomorphism
θ : N0 → N
given by
θ(M) = M˜, where M = (ai,j), M˜ = (a˜i,j) and a˜i,j =
ai,j
(x− 1)j−i .
The rule of multiplication of matrices implies that θ is a homomorphism. Set
H = N0 ⋊Q a subgroup of G0 and define
f : H → G0,
where the restriction of f on Q is the identity and the restriction of f on N0 is θ.
Lemma 3.4. f is a virtual endomorphism of groups and Z(G0) is the maximal
normal and f -invariant subgroup K of G0 which is contained in H. Hence G =
G0/Z(G0) is a transitive self-similar group of degree p
l, where l is a cubic polynomial
of m.
Proof. Note first that [G0 : H ] = p
m−1p2(m−2) . . . pi(m−i) . . . pm−1 = pl < ∞,
where l =
∑
1≤i≤m i(m− i) is a cubic polynomial of m. The rule of multiplication
of matrices implies that f is a homomorphism.
Suppose that K is a normal subgroup of G0 contained in H such that f(K) ⊆ K.
Set K0 = K ∩N . Then f(K0) ⊆ K0 and for A = (ai,j) ∈ K0 we have that A ∈ U
and ai,j ∈ ∩s≥1Is = 0 for i < j. Thus A is the identity matrix Im and K0 is the
trivial group.
Since N intersects K trivially and both are normal in G we deduce that NK ≃
N×K, soK ⊆ CG0(N) = {g ∈ G0 | [g,N ] = 1} = 〈Z(G0), Z(N)〉 = Z(G0)×Z(N).
Since for (α, β) ∈ Z(G0) × Z(N) we have f(α, β) = (α, β/(x − 1)m−1) we deduce
that for (α, β) ∈ K we have β = 1G0 . Hence K ⊆ Z(G0) as required.
Finally since Z(G0) are the scalar matrices λIm, where λ ∈ F∗p × Q0 and Im is
the identity matrix, we have that Z(G0) ⊆ Q. Hence f(Z(G0)) = Z(G0). 
Note that we have constructed a self-similar S-arithmetic nilpotent-by-abelian
group G = G0/Z(G0). The following result proves Theorem A.
Theorem 3.5. The group G is a transitive, automata group.
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Proof. For 1 ≤ i < j ≤ m let x(j)i be the diagonal matrix diag(1, . . . , 1, fj, 1, . . . , 1),
where fj is on the ith place and let ui be the matrix with entries 1 on the main
diagonal, 0 below the main diagonal and above the main diagonal all entries 0 except
on the i, i+ 1-th place, where the entry is 1. Note that the ideal Ij = (x− 1)jA of
A has a transversal Tj in A defined by
Tj = {g ∈ Fp[x] | deg(g) ≤ j − 1 or g = 0}.
We fix the following right transversal T of H in G
T = {(ai,j) ∈Mm(Fp[x]) |
ai,j = 0 if 1 ≤ j < i ≤ m, ai,i = 1 for 1 ≤ i ≤ m, ai,j ∈ Tj−i if 1 ≤ i < j ≤ m}.
Thus G0 is the disjoint union ∪t∈THt. Note that
Tui = T for every 1 ≤ i ≤ m− 1.
Hence the set of states Q(ui) contains only the trivial group.
Claim 1 Let t ∈ T . Then t−1 ∈ T .
Proof of Claim 1 We use induction on m. Set t = A = (ai,j) ∈ T a matrix
m × m. Thus ai,i = 1 for all 1 ≤ i ≤ m, ai,j = 0 for 1 ≤ j < i ≤ m and
deg(ai,j) ≤ j − i− 1 for 1 ≤ i < j ≤ m if ai,j 6= 0.
Let B = A−1 = (bi,j). Claim 1 is equivalent to bi,i = 1 for all 1 ≤ i ≤ m, bi,j = 0
for 1 ≤ j < i ≤ m and deg(bi,j) ≤ j−i−1 for 1 ≤ i < j ≤ m if bi,j 6= 0. The first two
properties obviously hold since A is an upper triangular matrix. Set M = (mi,j) a
matrix (m− 1)× (m− 1), where mi,j = ai+1,j+1 for 1 ≤ i, j ≤ m− 1. Then since
A is an upper triangular matrix for M˜ = (m˜i,j) a matrix (m− 1)× (m− 1) defined
by m˜i,j = b1+i,1+j we have that M˜ =M
−1. By induction on m we have that
(3.1) deg(m˜i,j) ≤ j − i− 1 if 1 ≤ i < j ≤ m− 1 and m˜i,j 6= 0.
Similarly we can define a (m−1)×(m−1) matrix S = (si,j) such that si,j = ai,j
and a (m−1)×(m−1) matrix S˜ = (s˜i,j) such that s˜i,j = bi,j , where 1 ≤ i, j ≤ m−1.
Then again since A is an upper triangular matrix we have that S˜ = S−1 and by
induction on m we have that
(3.2) deg(s˜i,j) ≤ j − i− 1 if 1 ≤ i < j ≤ m− 1 and s˜i,j 6= 0.
By (3.1) and (3.2) we obtain that
(3.3) deg(bi,j) ≤ j − i− 1 for i < j, (i, j) 6= (1,m) and bi,j 6= 0.
Finally it remains to consider the coefficient b1,m. Note that since AB = Im we
have
(3.4) 0 = b1,m + a1,2b2,m + . . .+ a1,m−1bm−1,m + a1,m.
If a1,ibi,m 6= 0 and 2 ≤ i ≤ m− 1 we have
(3.5) deg(a1,ibi,m) = deg(a1,i) + deg(bi,m) ≤ i− 2 +m− i− 1 = m− 3 < m− 2.
Finally (3.4) and (3.5) together with deg(a1,m) ≤ m− 2 if a1,m 6= 0 imply that
def(b1,m) ≤ m− 2 if b1,m 6= 0.
This completes the proof of Claim 1.
Consider the finite set
∆
(s)
k = {(ai,j) ∈Mm(Fp[x]) | ai,j = 0 if i > j, ai,i = 1 for 1 ≤ i 6= k ≤ m,
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ak,k = fs, deg(ai,j) ≤ deg(fs) or ai,j = 0 if i < j}
Claim 2 The set of states Q(x(s)k ) ⊆ ∆(s)k . In particular Q(x(s)k ) is finite.
Proof of Claim 2 Since x
(s)
k ∈ ∆(s)k to complete the proof of the claim it suffices
to show that
∪
δ∈∆
(s)
k
Q(δ) ⊆ ∆(s)k .
Let δ ∈ ∆(s)k . We will calculate δ1, . . . , δd, where d = [G0 : H ], such that the
recursive description of δ is
δ = (δ1, . . . , δd)σ
for some σ ∈ Sd. We aim to show that δr ∈ ∆(s)k for 1 ≤ r ≤ d.
Suppose t1 ∈ T . Then there is an unique t2 ∈ T such that t1δt−12 ∈ H . Write
t1 = (ai,j), δ = (bi,j), t
−1
2 = (ci,j), t1δt
−1
2 = (di,j).
By Claim 1 t−12 is an upper triangular matrix, hence all three matrices t1, δ and
t−12 are upper triangular. Then
di,j =
∑
i≤r≤u≤j
ai,rbr,ucu,j for i ≤ j
and di,j = 0 for i > j. Then the states δ1, . . . , δd of δ are
f(t1δt
−1
2 ) = (ei,j).
Thus by the definition of the virtual endomorphism f we have
ei,j = di,j/(x− 1)j−i for i ≤ j
and ei,j = 0 otherwise. We claim that
(3.6) (ei,j) ∈ ∆(s)k .
Note that the diagonal of (ei,j) is the same as the diagonal of (di,j), and is equal to
(1, . . . , 1, fs, 1, . . . , 1), where fs is on the kth place. Finally we find an upper limit
for deg(ei,j) when i < j and this will imply (3.6). Note that if ei,j 6= 0
(3.7) deg(ei,j) = deg(di,j)− (j − i)
and
(3.8) deg(di,j) ≤ maxi≤r≤u≤j;ai,rbr,ucu,j 6=0{deg(ai,r) + deg(br,u) + deg(cu,j)}.
Observe that deg(br,u) ≤ deg(fs) if br,u 6= 0, then
(3.9) deg(ai,r)+deg(br,u)+deg(cu,j) ≤ (r− i)+deg(fs)+j−u ≤ deg(fs)+(j− i).
Then by (3.7), (3.8) and (3.9)
deg(ei,j) ≤ deg(fs) or ei,j = 0 for i < j, so the matrix (ei,j) ∈ ∆(s)k .
This completes the proof of Claim 2. 
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4. A positive characteristic version of the Nekrashevych-Sidki
example : proof of Theorem B
1. We recall first the Nekrashevych-Sidki example from [29]. Let W = Zn.
B(n,Z) is the subgroup of GLn(Z) containing the matrices containing only even
elements above the main diagonal. The elements of W are considered as columns
and we have
G =W ⋊B(n,Z),
where for b1, b2 ∈ B(n,Z), w1, w2 ∈W we have
(w1b1)(w2b2) = (w1 + b1(w2))(b1b2)
and
b1(w2) is the product of matrices b1w2.
Then for
H = (2Z× Zn−1)⋊B(n,Z)
Nekrashevych and Sidki defined in [29] a virtual endomorphism
f : H → G
given by
f(wb) = A(w)AbA−1 for w ∈ 2Z× Zn−1, b ∈ B(n,Z),
where A is the matrix
A =


0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 · · · 0 1
1
2 0 · · · 0 0


and A(w) is the product of matrices Aw. By [29] G is a finite state self-similar
group i.e. an automata group.
2. Let p be a prime number and Fp be the field with p elements. Define
B(n,Fp[x]) as the subgroup of matrices of GLn(Fp[x]) whose elements on (i, j)th
place are inside the ideal I = (x − 1)Fp[x] of Fp[x], whenever i < j. Now define
V = (Fp[x])
n and think of the elements of V as columns. We define the group G as
G = V ⋊B(n,Fp[x])
with multiplication given by
(4.1) (v1, b1)(v2, b2) = (v1 + b1(v2), b1b2),
where b1, b2 ∈ B(n,Fp[x]), v1, v2 ∈ V and b1(v2) is the product of matrices b1v2.
Define
V0 = (x− 1)Fp[x]× Fp[x]n−1
and
H = V0 ⋊B(n,Fp[x]).
Thus H is a subgroup of G of index p. Define a virtual endomorphism
f : H → G
given by
f(v, b) = (A(v), AbA−1),
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where
A =


0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 · · · 0 1
1
x−1 0 · · · 0 0


and A(v) is the product of matrices Av.
From now on for simplicity we write B for B(n,Fp[x]).
Lemma 4.1. f is a simple endomorphism.
Proof. Let K be a normal subgroup of G contained in H such that f(K) ⊆ K. Let
M = K ∩ V0, thus M is a ZB-submodule of V0 such that
f(M) ⊆M.
Let m = (m1, . . . ,mn)
t be a matrix column from M , where upper index t denotes
matrix transpose. Then by the definition of f we have that f(m) = A(m) =
(m2, . . . ,mn,m1/(x− 1)). Then
fn(m) = (m1/(x− 1), . . . ,mn/(x− 1))t,
hence mi ∈ ∩j(x − 1)jFp[x] = 0, so M = 0. Then since B does not contain non-
trivial elements that centralize V we deduce that K is the trivial subgroup of G i.e.
f is simple. 
We fix ei = (0, . . . , 0, 1, 0 . . . , 0)
t the matrix column that has unique non-zero
entry 1 on the ith position.
Lemma 4.2. Let n ≥ 3 and Y0 be a finite generating set of B. Then for every
g ∈ {e1, . . . , en} ∪ Y0 we have that the set of states Q(g) is finite. In particular
G = V ⋊B is a transitive, automata group.
Proof. Observe that {e1}∪B generates G. Indeed if v ∈ V there are v1, . . . , vn ∈ V
such that the ith coordinate of vi is 1. Then there is bi ∈ B such that the first
column of bi is vi and so
∑
1≤i≤n bi(e1) =
∑
1≤i≤n vi = v. Thus v belongs to the
subgroup of G generated by e1 and B.
Recall that by [6] B is finitely generated for n ≥ 3. Hence G is generated by
{e1} ∪ Y0, where Y0 is a finite generating set of B.
Define for any non-zero matrix C = (ci,j) with entries in Fp[x] the non-negative
integer
ρ(C) = max{deg(ci,j) | ci,j 6= 0}.
If C is the zero matrix we define ρ(C) = −∞. Using the definition of ρ we define
∆k = {(v, b) ∈ V ⋊B | ρ(AjbA−j) ≤ k for 0 ≤ j ≤ n− 1 and ρ(v) ≤ k}.
Observe that An = 1
x−1In, where In is the identity n×n-matrix, hence AnbA−n = b
and the condition on AjbA−j in the definition of ∆k holds for all j ∈ Z.
Define a right transversal T of H in G by
T = {eα1 | α ∈ Fp}.
Claim For every g ∈ ∆k the set of states Q(g) is a subset of ∆k. In particular,
since ∆k is finite, Q(g) is finite.
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Proof of the Claim Let g = (v, b) ∈ ∆k and t ∈ T . Then Htg = Ht˜ for some
t˜ ∈ T . Then the cofactor is tgt˜−1 = tvbt˜−1 = (tvb(t˜)−1, b) ∈ V0 ⋊ B. Applying the
virtual endomorphism f we obtain the element
gt = (A(tvb(t˜)
−1), AbA−1) ∈ V ⋊B.
We claim that gt ∈ ∆k. It remains to show that ρ(A(tvb(t˜)−1)) ≤ k. Note that by
the definition of A for any non-zero matrix column w we have ρ(A(w)) ≤ ρ(w), in
particular
ρ(A(tvb(t˜)−1)) ≤ ρ(tvb(t˜)−1).
Furthermore
ρ(tvb(t˜)−1) ≤ max{ρ(t), ρ(v), ρ(b(t˜)−1)}
and ρ(t) = 0, ρ(v) ≤ k. Finally
ρ(b(t˜)−1) = ρ(b(t˜)) ≤ ρ(b) ≤ k.

5. Explicit calculations of the states in the metabelian case
In this section we consider in more details the metabelian case of Theorem A
i.e. m = 2. Here we denote by Q the group that was denoted by Q0 in section
3 and note that we actually consider a subgroup of finite index of the original
group from Theorem A. All actions and modules are right ones and as before p is
a prime number. Let f0 = x, f1, . . . , fn−1 ∈ Fp[x] \Fp(x− 1) be pair-wise different,
irreducible, monic polynomials. To simplify the calculations we assume further that
(5.1) fi(1) = 1 for 1 ≤ i ≤ n− 1.
Consider the group
G = A⋊Q, where A = Fp[x
±1,
1
f1
, . . . ,
1
fn−1
] and Q = 〈x0, . . . , xn−1〉 ≃ Zn,
where xi acts on A via multiplication with fi for 0 ≤ i ≤ n− 1.
The homological finiteness properties in this case follow from earlier results in
[15] , [25] and do not involve the theory of buildings.
Theorem 5.1. For n ≥ 2, G is finitely presented, of type FPn but not of type
FPn+1.
Proof. By Theorem 2.1 and Theorem 2.2, Theorem 5.1 is equivalent to A is n-tame
but not (n+ 1)-tame as ZQ-module. In our case , because of the link between Σc
and valuation-theory described in [9], ΣcA(Q) = {[χi]}0≤i≤n, where
a) χi(xj) = δi,j for 0 ≤ i, j ≤ n− 1, where δi,j is the Kronecker symbol;
b) χn(xj) = −deg(fj) for 0 ≤ j ≤ n− 1.
Thus every n elements of ΣcA(Q) lie in an open semi-sphere of S(Q) but the
whole set ΣcA(Q) does not lie in an open semi-sphere of S(Q), so A is n-tame but
not (n+ 1)-tame as ZQ-module. 
We move from additive to multiplicative notation. Let A˙ be the multiplicative
group formed by ur where r ∈ A and
up = 1 and ur1ur2 = ur1+r2 .
Thus G ≃ A˙⋊Q, where Q acts on A˙ as
xi : u
r → ur.xi for 0 ≤ i ≤ n− 1.
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From now on we identify G with A˙⋊Q. Note that Q acts faithfully on A˙ and G is
a metabelian group generated by {u, x0, x1, ..., xn−1}.
Consider the ideal I = (x − 1)A of A. Recall that A = I + Fp. Let I˙ be the
corresponding subgroup of A˙ formed by elements ur such that r ∈ I. Define the
subgroup H of G
H = I˙ ⋊Q.
Then H is a subgroup of G of index p with transversal T =
{
e, u, u2, ..., up−1
}
which we will re-write later as {0, 1, ..., p− 1}. Elements of G have the unique form
urq and elements of H have the unique form u(x−1)rq, where r ∈ A, q ∈ Q. By
(5.1) it is easy to deduce that H is normal in G.
Define the virtual endomorphism
f : H → G,
u(x−1)rq → urq for all r ∈ A.
In the rest of the section we make explicit calculation of the states of the gener-
ators of G. Write e for the identity element.
The permutational representation of σ : G → Perm ({0, 1, ..., p− 1}) on
the transversal T .
(i) u : Hui → Hui+1 for all 0 ≤ i ≤ p−2 and Hup−1 → Hup = He = H ; therefore,
σ (u) = (0, 1, ..., p− 1) ∈ Sp;
(ii) xj : Hu
i → Huixj = H (xj)u
−i
ui = Hui; therefore,
σ (xj) = e.
The vector of co-factors
(1) of u is
(e)0≤i≤p−1 ;
(2) of xj is (
ui(1−f
−1
j )xj
)
0≤i≤p−1
,
since uixju
−i =
(
ui
(
u−i
)x−1
j
)
xj = u
i(1−f−1j )xj .
We apply f to the entries of the above vectors to obtain the image of the
generators of G in Aut(Ap):
(5.2) u = (0, 1, ..., p− 1) ∈ Sp;
(5.3) xj =

u−i
(
f
−1
j
−1
x−1
)
xj


0≤i≤p−1
,
(5.4) x−1j =

x−1j ui
(
f
−1
j
−1
x−1
)

0≤i≤p−1
=
(
u
−i
(
fj−1
x−1
)
x−1j
)
0≤i≤p−1
.
Thus
x−10 =
(
u−ix−10
)
0≤i≤p−1
.
Note that for p = 2, x−10 =
(
x−10 , u
−1x−10
)
is just the classical representation of the
lamplighter group generated by x0 and u.
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For g ∈ G we write (g)(1) for (g0, . . . , gp−1), where g0 = g1 = . . . = gp−1 = g.
Lemma 5.2. For every positive integer i we have
ux
i
= (ux
i−1
ux
i−2
. . . uxu)(1)u.
Hence for λ ∈ Fp[x] we have
uλ = (u
λ−λ(1)
x−1 )(1)uλ(1).
Proof. To prove the first equality we induct on i. We calculate first ux = x−10 ux0.
Using (2.2), (5.2), (5.3) and (5.4) we obtain
ux =
(
x−10 , u
−1x−10 , . . . , u
1−px−10
)
(0, 1, 2, . . . , p− 1) (x0, x0u, . . . , x0up−1)
=
(
x−10 , u
−1x−10 , . . . , u
1−px−10
) (
x0u, . . . , x0u
p−1, x0
)
(0, 1, 2, . . . , p− 1)
= (u, . . . , u)u = (u)(1)u.
For the inductive step we have
ux
i
=
(
x−10 , u
−1x−10 , . . . , u
1−px−10
)
ux
i−1 (
x0, x0u, . . . , x0u
p−1
)
=
(
x−10 , u
−1x−10 , . . . , u
1−px−10
)
(ux
i−2
. . . uxu)(1)u
(
x0, x0u, . . . , x0u
p−1
)
=
(
x−10 , u
−1x−10 , . . . , u
1−px−10
)
(ux
i−2
. . . uxu)(1)
(
x0u, . . . , x0u
p−1, x0
)
u
= (ux
i−1
. . . uxu, . . . , ux
i−1
. . . uxu)u = (ux
i−1
. . . uxu)(1)u
To prove the second equality we induct on deg(λ) if λ 6= 0. The case deg(λ) = 0 is
obvious. Suppose that deg(λ) = m > 0, λ = h + αxm for h ∈ Fp[x], deg(h) < m
and α ∈ Fp \ {0}. Then by induction
uλ = uh(ux
m
)α = (u
h−h(1)
x−1 )(1)uh(1)
(
(u
xm−1
x−1 )(1)u
)α
= (u
h−h(1)
x−1 uα
xm−1
x−1 )(1)uh(1)+α = (u
λ−λ(1)
x−1 )(1)uλ(1).

Lemma 5.3. Let j ∈ {0, 1, 2, . . . , n− 1}. The subset
Yj = {uλx−1j | λ ∈ Fp[x], deg(λ) ≤ deg(fj) or λ = 0}
of G is state closed i.e. for ever g ∈ Yj we have a recursive presentation g =
(g0, g1, g2, . . . , gp−1)pi, where pi = σ(g) is a permutation and g0, g1, g2, . . . , gp−1 ∈
Yj. In particular G is a transitive automata group i.e. a finite state, transitive
self-similar group.
Proof. Assume that λ 6= 0 and deg(λ) ≤ deg(fj). By the Euclidian algorithm
λ = (x − 1)λ˜ + λ(1), where deg(λ˜) < deg(λ) if λ˜ 6= 0. Recall that by Lemma 5.2,
(5.3) and (5.4)
uλ = (u
λ−λ(1)
x−1 )(1)uλ(1) and x−1j =
(
u
−i
(
fj−1
x−1
)
x−1j
)
0≤i≤p−1
.
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Then since u = (0, 1, 2, . . . , p− 1)
uλx−1j = (u
λ˜)(1)uλ(1)
(
u
−i
(
fj−1
x−1
)
x−1j
)
0≤i≤p−1
= (uλ˜)(1)
(
u
−((i)uλ(1))
(
fj−1
x−1
)
x−1j
)
0≤i≤p−1
uλ(1)
=
(
u
λ˜−((i)uλ(1))
(
fj−1
x−1
)
x−1j
)
0≤i≤p−1
uλ(1)
has states {uλ˜−((i)u
λ(1))
(
fj−1
x−1
)
x−1j }0≤i≤p−1. Note that λ˜ −
(
(i)uλ(1)
) (fj−1
x−1
)
is a
polynomial in Fp[x] of degree smaller than the degree of fj . 
6. Commutative algebra approach
In this section we show that the metabelian example considered in Section 5
generalizes significantly. What makes the example in Section 5 work is that A
is of Krull dimension 1. We observe that similar results will not hold if A has
Krull dimension 2. Recently Sidki and Dantas showed that the metabelian group
A ⋊ Q = Z ≀ Z is not transitive self-similar [19], note that in this example A is a
domain of Krull dimension 2.
Lemma 6.1. Let Q be a finitely generated abelian group and P be a prime ideal in
ZQ such that B = ZQ/P has Krull dimension 1. Then every non-zero ideal I of
B has finite index i.e. B/I is a finite ring.
Proof. Indeed consider the radical ideal of I defined by
√
I = {r ∈ B | there is k ≥ 1 such that rk ∈ I}.
There are only finitely many minimal prime ideals of B above any fixed ideal, in
particular above I. Let P1, . . . , Pk be the minimal prime ideals above the ideal I.
Then √
I = P1 ∩ P2 ∩ . . . ∩ Pk.
Since B has Krull dimension 1 and B is a domain we deduce 0 ⊂ Pi is maximal chain
of prime ideals, hence each Pi is a maximal ideal in B. Since every maximal ideal in
ZQ has finite index ( actually this holds in more general situation : simple modules
over group algebra of polycyclic groups are finite [30]), we obtain that B/Pi is finite
for every i. Then B/
√
I embeds in the finite ring B/P1 × B/P2 × . . . × B/Pk, in
particular
(6.1) B/
√
I is finite.
Since B is a Noetherian ring
√
I is finitely generated as an ideal, say by b1, . . . , bm.
Then there is a positive integer k such that bki ∈
√
I for all 1 ≤ i ≤ m, hence
(6.2)
√
I
s ⊆ I for s = m(k − 1) + 1.
Observe that there is a filtration of ideals in B
√
I
s ⊆
√
I
s−1 ⊆ . . . ⊆
√
I
i ⊆
√
I
i−1 ⊆ . . . ⊆
√
I.
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By Noetherianess each quotient
√
I
i−1
/
√
I
i
is a finitely generated B-module, where√
I acts as 0 i.e. is a finitely generated B/
√
I-module. This together with (6.1)
implies that each quotient
√
I
i−1
/
√
I
i
is finite. Hence
(6.3)
√
I/
√
I
s
is finite.
By (6.1) and (6.3) B/
√
I
s
is finite. This together with (6.2) implies that B/I is
finite. 
Theorem 6.2. Let Q be a finitely generated abelian group and B be a finitely
generated ZQ-module such that CQ(B) = {q ∈ Q | B(q − 1) = 0} = 1. Let
P1, . . . , Ps be prime ideal of ZQ such that
1. there is a filtration of ZQ-submodules of B
B0 = 0 ⊂ B1 ⊂ B2 ⊂ . . . ⊂ Bi ⊂ Bi+1 ⊂ . . . ⊂ Br−1 ⊂ Br = B,
where Bi/Bi−1 ≃ ZQ/Pαi for 1 ≤ i ≤ r, where {α1, . . . , αr} = {1, 2, . . . , s};
2. there is some d ∈ {1, . . . , r} such that the domain ZQ/Pi has Krull dimension
1 for every 1 ≤ i ≤ d and if d < r the domain ZQ/Pi has Krull dimension 0 (i.e.
is finite) for every d+ 1 ≤ i ≤ s;
3. there is an element δ ∈ ZQ \ (∪1≤i≤dPi) such that the image of δ in ZQ/Pi
is not invertible for every 1 ≤ i ≤ d.
Then G = B ⋊Q is a transitive self-similar group.
Proof. We will prove the existence of a homomorphism of ZQ-modules
(6.4) f : B˜ → B
such that B˜ is a ZQ-submodule of B of finite index, i.e. B/B˜ is finite, and there
is not a non-trivial ZQ-submodule M of B˜ such that f(M) ⊆ M . Then we set
H = B˜ ⋊Q and extend f to a virtual endomorphism of groups
(6.5) f : H → G
by defining f |Q= idQ. Then it would follow that f is a simple virtual endomor-
phism of G. For, suppose that K is a normal subgroup of G such that f(K) ⊆ K.
Then M = K ∩B = K ∩ B˜ is a ZQ-submodule of B˜ such that f(M) ⊆ M , hence
M = 0. Then BK ≃ B ×K, hence K acts trivially on B via conjugation. Then
for the canonical map pi : G→ G/B = Q we have that pi(K) ⊆ CQ(B) = {q ∈ Q |
q acts trivially on B} = 1. Since B ∩K = 0 we deduce that K ≃ pi(K) = 1, hence
f from (6.5) is a simple endomorphism. Thus G is a transitive self-similar group.
Note that for some b1, . . . , br ∈ B we have
Bi = b1ZQ + . . .+ biZQ for 1 ≤ i ≤ r.
We claim that there is a ZQ-submodule C of finite index in B such that ifBi/Bi−1 ≃
ZQ/Pαi is finite for some 1 ≤ i ≤ r then C∩Bi = C∩Bi−1. Since C has finite index
in B whenever Bi/Bi−1 is infinite, the quotient (Bi ∩C)/(Bi−1 ∩C) is an ideal of
finite index in Bi/Bi−1. To prove the existence of C we induct on r, the case r = 1
is obvious. By the inductive hypothesis there is a ZQ-submodule C˜ of Br−1 such
that if Bi/Bi−1 ≃ ZQ/Pαi is finite for some 1 ≤ i ≤ r− 1 then C˜ ∩Bi = C˜ ∩Bi−1.
If Br/Br−1 is finite then we set C = C˜. Now suppose that Br/Br−1 is infinite. It
suffices to find a ZQ-submodule C of finite index in B such that C ∩ Br−1 ⊆ C˜.
Consider the group G˜ = (B/C˜)⋊Q. Since every finitely generated metabelian group
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is residually finite (actually by [23] every finitely generated abelian-by-nilpotent
group is residually finite) and Br−1/C˜ is finite there is an epimorphism
θ : G˜→ ∆
where ∆ is a finite group such that Ker(θ) ∩ (Br−1/C˜) = 1. Then V = Ker(θ) ∩
(B/C˜) is a normal subgroup of G˜ inside B/C˜, hence V is a ZQ-submodule of B/C˜.
Finally we define C as the preimage of V in B under the canonical epimorphism
B → B/C˜.
Consider the virtual endomorphism
f : B˜ = Cδ → B
given by f(cδ) = c for c ∈ C. Observe that f is a homomorphism of ZQ-module and
f is well defined since δ is not a zero divisor in every quotient (C∩Bi)/(C∩Bi−1) for
1 ≤ i ≤ r, hence δ is not a zero divisor in C. Indeed either (C ∩Bi)/(C ∩Bi−1) = 0
or (C∩Bi)/(C∩Bi−1) has finite index in Bi/Bi−1 and Bi/Bi−1 has Krull dimension
1. By assumption δ is not a zero divisor in Bi/Bi−1 if Bi/Bi−1 has Krull dimension
1.
Observe that since (C ∩ Bi)/(C ∩ Bi−1) = 0 or (C ∩ Bi)/(C ∩ Bi−1) has finite
index in Bi/Bi−1 and Bi/Bi−1 has Krull dimension 1, there is a filtration of C
with quotients Mj cyclic ZQ-modules, each of Krull dimension at most 1. Then by
Lemma 6.1 Mj/Mjδ is finite for each j and so C/Cδ is finite. Since B/C is finite
we deduce that B˜ = Cδ has finite index in B.
Suppose that M is a ZQ-submodule of B˜ such that f(M) ⊆ M . Then M ⊆
∩j≥1Cδj and (M∩Bi)/(M∩Bi−1) = (M∩Bi∩C)/(M∩Bi−1∩C) is a ZQ-submodule
of (Bi∩C)/(Bi−1∩C). If Bi/Bi−1 is finite, we deduce that (Bi∩C)/(Bi−1∩C) = 0
and so M ∩Bi =M ∩Bi−1.
From now on suppose that Bi/Bi−1 is infinite, so it is a domain of Krull dimen-
sion 1. We claim that for the image Mi of M ∩Bi in Vi = Bi/Bi−1 we have
Mi ⊆ ∩j≥1Viδj .
Indeed to prove this observe that δ is not a zero divisor of C/(C ∩Bi) since C/(C ∩
Bi) has filtration with quotients (C ∩Bj)/(C ∩Bj−1) for j ≥ i+ 1 that are either
0 or are finite index ideals in Vj and Vj has Krull dimension 1 and in this case by
assumption δ is not a zero divisor. Now since δ is not a zero divisor of C/(C∩Bi) we
have that Cδ∩Bi = (C∩Bi)δ and by induction on j we have Cδj∩Bi = (C∩Bi)δj .
Thus
M ∩Bi ⊆ Bi ∩ (∩j≥1Cδj) ⊆ ∩j≥1(C ∩Bi)δj ⊆ ∩j≥1Biδj .
Since the image of δ is not invertible in Vi we get that Viδ is a proper ideal
of Vi. Let Q˜i be a maximal ideal of Vi above Viδ. Consider the multiplicatively
closed set Si = Vi \ Q˜i and the localization ViS−1i i.e. ViS−1i is a subring of
the field of fractions of Vi. Then Q0,i = Q˜iS
−1
i is the unique maximal ideal of
Ai = ViS
−1
i i.e. Ai is a local ring. Then the Jacobson radical J(Ai) = Q0,i
and for Ii = ∩j≥1Qj0,i it is easy to see that Ii = 0, hence ∩j≥1Viδj = 0 and
consequently 0 = Mi = (M ∩ Bi)/(M ∩ Bi−1). Indeed if Ii 6= 0 then its radical√
Ii is the intersection of all primes ideals above it. Since Ai has Krull dimension
1 any prime ideal above
√
Ii is a maximal one, hence is Q0,i and
√
Ii = Q0,i. By
Noetherianess of Ai there is an integer k such that Q
k
0,i =
√
Ii
k ⊆ Ii = ∩j≥1Qj0,i.
Thus Qk0,i = Q
k+1
0,i = Ii = IiQ0,i and by Nakayama lemma Ii = 0, a contradiction.
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Note that we have proved that M ∩ Bj = M ∩Bj−1 for every 1 ≤ j ≤ r, hence
M = 0 and f is a simple endomorphism. 
Theorem 6.3. Let Q be a finitely generated abelian group and B be a finitely
generated ZQ-module of Krull dimension 1 such that CQ(B) = {q ∈ Q | B(q− 1) =
0} = 1. Then G = B ⋊Q is a transitive self-similar group.
Proof. By the preliminaries on commutative algebra, see Section 2.4 , there are
prime ideals P1, . . . , Ps of ZQ such that there is a filtration of ZQ-submodules of B
B0 = 0 ⊂ B1 ⊂ B2 ⊂ . . . ⊂ Bi ⊂ Bi+1 ⊂ . . . ⊂ Br−1 ⊂ Br = B,
where Bi/Bi−1 ≃ ZQ/Pαi for 1 ≤ i ≤ r, {α1, . . . , αr} = {1, 2, . . . , s} and further-
more
(6.6) Ass(B) ⊆ {P1, . . . , Ps} ⊆ Supp(B),
where the minimal elements of the three sets of primes considered above are the
same. Since B has Krull dimension 1, each quotient Bi/Bi−1 ≃ ZQ/Pαi has Krull
dimension at most 1 i.e. either has Krull dimension 1 or has Krull dimension 0, in
this case it is finite.
Let P1, . . . , Pd be the ideals among the elements of the set of prime ideals
{P1, . . . , Ps} such that ZQ/Pi has Krull dimension 1. Let Qi be a maximal ideal
of ZQ such that Pi ⊂ Qi for 1 ≤ i ≤ d. We claim that there is an element
(6.7) δ ∈ ZQ \ (∪1≤i≤dPi)
such that for every 1 ≤ i ≤ d the image of δ in ZQ/Pi is not invertible. It suffices
to choose
(6.8) δ ∈ ∩1≤i≤dQi
to guarantee that the image of δ in ZQ/Pi is not invertible for 1 ≤ i ≤ d. This will
be impossible if
(6.9) ∩1≤i≤d Qi ⊆ ∪1≤i≤dPi.
Suppose from now on that (6.9) holds. We can choose Qi 6= Qj for i 6= j. Then for
i 6= j we have that Qi and Qj are coprime ideals in the sense that Qi +Qj = ZQ,
hence ∩1≤i≤dQi =
∏
1≤i≤dQi and so∏
1≤i≤d
Qi ⊆ ∪1≤i≤dPi.
Assume that j is the minimal number such that for some 1 ≤ i1 < . . . < ij ≤ d we
have
(6.10) Qi1 . . .Qij ⊆ ∪1≤i≤dPi.
If j ≥ 2 then there are elements q2 ∈ Qi2 , . . . , qj ∈ Qij such that q2 . . . qj /∈
∪1≤i≤dPi. Since Qi1q2 . . . qj ∈ Qi1 . . . Qij ⊆ ∪1≤i≤dPi and each Pi is a prime ideal
we deduce that for Q˜ = Qi1 we have
(6.11) Q˜ ⊆ ∪1≤i≤dPi,
a contradiction with the minimality of j. Hence j = 1 and (6.11) still holds.
Let Ji = Q˜ ∩ Pi, hence
Q˜ = ∪1≤i≤dJi.
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Choose
qj ∈ (∩1≤i6=j≤dJi) \ Jj .
Then
q = q1 + . . .+ qd ∈ Q˜ = J1 ∪ . . . ∪ Jd
so for some i we have q ∈ Ji. Hence qi = q− (
∑
j 6=i qj) ∈ Ji, a contradiction. Then
for some 1 ≤ j ≤ d we have ∩1≤i6=j≤dJi ⊆ Jj , hence∏
1≤i6=j≤d
Ji ⊆ ∩1≤i6=j≤dJi ⊆ Jj ⊆ Pj .
Since Pj is a prime ideal, for some i 6= j we have
Q˜Pi ⊆ Q˜ ∩ Pi = Ji ⊆ Pj .
Using again that Pj is a prime ideal and Pi ( Pj for 1 ≤ i 6= j ≤ d we deduce that
Q˜ ⊆ Pj .
Thus the infinite ring (of Krull dimension 1) ZQ/Pj is a quotient of the finite ring
(of Krull dimension 0) ZQ/Q˜, a contradiction.
Then there is an element δ ∈ ZQ such that (6.7) and (6.8) hold and we can apply
the previous theorem. 
Corollary 6.4. Let G = B⋊Q be a constructible group, where B and Q are abelian
such that CQ(B) = 1. Then G is a transitive self-similar group.
Proof. By definition constructible soluble groups are obtained from the trivial group
using ascending HNN extensions and finite extensions, where the base and associ-
ated subgroups are already constructible. Thus G is of finite Pru¨fer rank, hence
the Krull dimension of B is 1. Then we can apply Theorem 6.3. 
7. A localised version of Dantas-Sidki example
In [18] Dantas and Sidki considered the following metabelian group
Gp,d = Cp ≀ Zd = 〈a〉 ≀ 〈x1, . . . , xd〉,
where p is a prime number and Cp is the cyclic group of order p. Note that Gp,d is
finitely generated but not finitely presented. The normal closure A of a in Gp,d is
Fp[Q], where Q = 〈x1, . . . , xd〉 ≃ Zd. Set
Q0 = 〈xp1 , x2, . . . , xd〉 and H = G′Q0,
where G′ is the commutator subgroup of G. Thus A0 = A ∩H ≃ Aug(FpQ) is the
augmentation ideal of the group algebra and
H = A0 ⋊Q0.
Furthermore as shown in [18] there is a simple virtual endomorphism
f : H → G
given by
f(ax
i
1−1) = ai for 1 ≤ i ≤ p− 1 and f(az−1) = 1 for z ∈ Q0
and
f(xp1) = x2, f(xi) = xi+1 for 2 ≤ i ≤ d− 1, f(xd) = x1.
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In this section we show how localizing the above example we can construct transitive
self-similar metabelian group A˜⋊ Q˜ that is finitely presented. In this example the
Krull dimension of A˜ is precisely d, thus showing that there are finitely presented
examples where the Krull dimension is not 1.
Let g ∈ Fp[x] \ (∪j≥0Fpxj ∪ (x− 1)Fp[x]). Let
si = g(xi) ∈ Fp[xi].
Then
S = {sz11 . . . szdd | zi ≥ 0, 1 ≤ i ≤ d} ⊆ Fp[x1, . . . , xd]
is a multiplicatively closed subset of A \ {0}. Define
G˜ = A˜⋊ Q˜, where A˜ is the localization AS−1,
we view A as right FpQ-module with Q action (via conjugation) given by multipli-
cation,
Q˜ = Q×Q1, where Q1 = 〈y1, . . . , yd〉
and each yi acts via conjugation (on the right) on AS
−1 by multiplication with
si ∈ S. Note that
A˜ = AS−1 = Fp[x
±1
1 ,
1
g(x1)
]⊗ . . .⊗ Fp[x±1d ,
1
g(xd)
].
Set
Q˜0 = Q0 ×Q1,0,
where Q1,0 = 〈yp1 , y2, . . . , yd〉. We extend first the virtual endomorhism f to
f˜ : Q˜0 → Q˜
by
f˜(yp1) = y2, f˜(yi) = yi+1 for 2 ≤ i ≤ d− 1, f˜(yd) = y1.
Define an isomorphism of groups
µ : Q× 〈S〉 → Q˜
by µ(si) = yi, µ(xi) = xi for 1 ≤ i ≤ d. We extend the virtual endomorhism f to
f˜ : H˜ = A0S
−1 ⋊ Q˜0 → G˜
in the following way : for a ∈ A0, s ∈ S we choose s1 ∈ S such that µ(ss1) ∈ Q˜0
define
f˜(a/s) = f(as1)/µ−1(f˜(µ(ss1))) ∈ AS−1
where by abuse of notation we write as1 for aµ(s1) ∈ A0(FpQ) = A0. By abuse of
notation we write f˜(ss1) for µ
−1(f˜(µ(ss1))), hence
f˜(a/s) = f(as1)/f˜(ss1) ∈ AS−1.
Lemma 7.1. f˜ is well-defined.
Proof. Suppose that s1, s2 ∈ S are such that µ(ss1) ∈ Q˜0 and µ(ss2) ∈ Q˜0. Then
f(as1)f˜(ss2) = f(a)f(s1)f˜(ss2) = f(a)f˜(s1ss2) = f(a)f(s2)f˜(ss2) = f(as2)f˜(ss1).

Lemma 7.2. f˜ is a simple, virtual endomorphism.
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Proof. Note that since g 6∈ (x − 1)Fp[x] we have that A0S−1 6= AS−1, where A0 =
Aug(FpQ), otherwise (A/A0)S
−1 = 0 and since A = Fp + A0 there is s ∈ S ∩ A0.
By construction s = sz11 . . . s
zd
d = g(x1)
z1 . . . g(xd)
zd and then for x1 = x2 = . . . =
xd = 1 we get s(1, . . . , 1) = g(1)
z1+...+zd ∈ Fp \ {0} but on the other hand since
s ∈ A0 we have s(1, . . . , 1) = 0, a contradiction.
Let K be a normal subgroup of G˜ contained in H˜ = A0S
−1 ⋊ Q˜0 such that
f˜(K) ⊆ K. Since K is normal in G˜ we deduce that K ∩A0S−1 = K ∩ AS−1 is an
ideal in AS−1, hence K ∩AS−1 = IS−1 for some ideal I in A contained in A0. Let
J = IS−1 ∩ A = K ∩ A0S−1 ∩A = K ∩ A0 ⊆ A0.
Then
JS−1 = IS−1 and JS−1 ∩ A = IS−1 ∩ A = J.
Furthermore
f(J) = f˜(J) ⊆ f˜(JS−1) = f˜(IS−1) ⊆ f˜(K) ⊆ K and f(J) ⊆ f(A0) ⊆ A.
Thus
f(J) ⊆ A ∩K = A ∩ AS−1 ∩K = A ∩ (K ∩ AS−1) = A ∩ IS−1 = J.
Since f is simple this implies that J = 0 and so K ∩A0S−1 = K ∩AS−1 = IS−1 =
JS−1 = 0. Finally since every non-trivial element of Q˜ acts non-trivially on AS−1
we deduce that f˜ is simple. 
Lemma 7.2 implies immediately the following corollary.
Corollary 7.3. G˜ is a transitive self-similar group.
Lemma 7.4. With the appropriate choice of polynomial g the group G˜ is finitely
presented.
Proof. It suffices to choose g an irreducible polynomial coprime to x such that g is
not divisible by x− 1. It is easy to see that in this case A˜ is 2-tame as ZQ˜-module
and then we can apply Theorem 2.1. 
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