We present a multi-resolution-based approach for solving trajectory optimization problems. The original optimal control problem is solved using a direct method, thereby being transcribed into a nonlinear programming problem that is solved using standard nonlinear programming codes. The novelty of the proposed approach hinges on the automatic calculation of a suitable nonuniform grid over which the nonlinear programming problem is subsequently solved. This tends to increase numerical efficiency and robustness. Control and/or state constraints are handled with ease and without any additional computational complexity. The proposed algorithm is based on a simple and intuitive method to balance conflicting objectives, such as accuracy of the solution, convergence, and speed of computations. The benefits of the proposed algorithm over uniform grid implementations are demonstrated with the help of several nontrivial examples.
I. Introduction I
T IS well known that the solution of realistic trajectory optimization problems is a challenging task. Analytical solutions are seldom available or even possible. As a result, more often than not, one resorts to numerical techniques [1] [2] [3] [4] [5] [6] . Available numerical methods can be broadly divided into direct methods [1, 3, 7, 8] and indirect methods [5, 9, 10] . Indirect methods solve the necessary optimality conditions, stated in terms of Pontryagin's minimum principle, the adjoint differential equations, and the transversality conditions. Direct methods, on the other hand, are based on discretizing the control and/or state variables at a set of nodes, transforming the optimal control problem into a nonlinear programming (NLP) problem. The solution of the resulting NLP problem can be obtained using standard NLP solvers. A nice survey of available numerical algorithms for solving trajectory optimization problems can be found in [11, 12] .
In recent years, direct transcription methods have become increasingly popular for solving trajectory optimization problems, the major reason being that direct methods do not need an explicit expression for the necessary conditions, which can be intimidating for complicated nonlinear dynamics. Moreover, incorporating state and control constraints is rather straightforward. Most important, experience has shown that direct methods tend to be more robust with respect to inaccurate initial guesses, thus converging more easily. Indirect methods, on the other hand, result in more accurate overall solutions than direct methods and provide more confidence in the (at least local) optimality of the obtained solution. Algorithms that aim at taking advantage of both direct and indirect methods by combining them into a single algorithm have been also proposed in the literature [10, 13] . One of the main themes of current research on numerical trajectory optimization techniques is to develop methods that combine the accuracy of indirect methods with the robustness and good convergence properties of direct methods.
The algorithm proposed in this paper falls under the direct method category. Direct methods can be further broadly classified as either shooting methods [1, 2, 8, 14] or collocation methods [3, 7, [15] [16] [17] . Direct collocation methods discretize the ordinary differential equations (ODEs) using collocation or interpolation schemes [18, 19] , along with the introduction of collocation conditions as NLP constraints, together with the initial and terminal conditions. Direct collocation methods can be further subdivided into pseudospectral methods [16, [20] [21] [22] and other collocation methods [3, 7, 15, 17, 23] . In a sense, pseudospectral is a synonym for collocation, but the term pseudospectral is typically applied only when collocation is used in conjunction with a basis of global functions such as Chebyshev or Legendre polynomials. The other difference between pseudospectral and the rest of collocation methods is that pseudospectral methods use differentiation, whereas typical collocation methods are based on integration. In other words, pseudospectral methods rely on the discretization of the tangent bundle (roughly, the left-hand side of the differential equations), whereas most of collocation methods rely on the approximation of the vector field (i.e., the right-hand side of the differential equations).
Regardless of the particular method used, if a highly accurate solution is needed using one of the aforementioned direct methods, one must resort to the use of a high-resolution (dense) grid. This choice may lead to the use of a large amount of computational resources, both in terms of CPU time and memory, especially if the resulting NLP problem is not sparse. Therefore, recent work has focused on suitable sparse representations or on the reduction of the high computational load associated with uniform grid discretizations (see, for instance, the work by Betts et al. [7, 15] , Ross et al. [24, 25] , Gong and Ross [22] , Binder et al. [8, 26] , and Schlegel et al. [27] ).
In terms of mesh refinement algorithms, we should mention the work of Betts et al. [7, 15] , which selects the new grid points by solving an integer programming problem that minimizes the maximum discretization error by subdividing the current grid. The pseudospectral knotting method of Ross and Fahroo [25] generalizes the spectral patching method ‡ of [21] by exchanging information across the patches in the form of event conditions associated with the optimal control problem, hence removing the restriction of continuity in the solution across the end points of the phases. The phase boundaries, termed as knots, can be fixed or free, with the free knots being part of the optimization process. On each phase, the problem is solved using the Legendre or Chebyshev pseudospectral method. To improve the pseudospectral methods, Gong and Ross [22] present an algorithm in which the user specifies the number of nodes to be increased within a particular phase, in case the error of the computed optimal control between two successive iterations is greater than a prescribed threshold. The authors of [22] use the gradient of the control to determine (approximately) the location of the knots. Binder et al. [8, 26] use a wavelet-Galerkin approach to discretize the optimal control problem into an NLP problem. They use a local error analysis of the states and a wavelet analysis of the control profile to add or remove wavelet basis functions. In [26] the authors use a direct shooting approach in which the optimal control problem is converted into an NLP problem by parameterizing the control profile, combined with a wavelet analysis of the gradients of the Lagrangian function with respect to the parameterizing functions at the optimal points to determine the regions that require refinement. For problems with state and/or control path constraints, Schlegel et al. [27] use wavelet analysis of the control profile to determine the regions that require refinement.
The work of this paper continues the current research activities in the multiresolution trajectory optimization area and is motivated by our willingness to trade numerical accuracy for robustness and complexity for execution speed. For several applications (for instance, for onboard real-time guidance or during emergencies) it is of paramount importance to be able to control the accuracy of the solution (both locally and globally) to promptly obtain a good solution that can subsequently be further refined and improved upon as needed. For such cases, the overall result does not hinge upon the accuracy of a particular intermediate iteration step; imposing a high numerical accuracy from the outset is wasteful and may even hinder convergence. From a computational point of view, it is not advisable to use high-accuracy numerical schemes and/or dense integration grids during the initial iterations, because these have only a minor effect on the final solution (assuming, of course, that the solution is maintained within the region of convergence). For similar comments corroborating this point of view, see also [28] . What we propose is a progressive tightening of the tolerances at different levels of resolution. Furthermore, this progressive increase of accuracy should not be done uniformly, but only at the locations that dominate the overall accuracy of the solution. Finally, the algorithm should be simple enough so as not to add to the overall computational overhead.
Motivated by the previous observations in [29, 30] , we have introduced a novel multi-resolution-based mesh refinement technique for the solution of initial boundary-value problems for evolution equations. The algorithm results in a fewer number of nodes than with similar grid adaptation schemes, while maintaining the same overall accuracy of the final solution. Several challenging examples (namely, Burgers's equation and Euler's equations of gas dynamics) have demonstrated the stability and robustness of the mesh refinement algorithm for the solution of these types of problems in 1-D [30] . In the current paper, we use the ideas introduced in [29, 30] to design a novel, fully automated, adaptive multiresolution trajectory optimization technique to solve optimal control problems quickly and accurately. The criterion for deciding the region to refine the mesh is based on simple interpolations, which tends to speed up the whole process. In a single step, the proposed algorithm adds and removes points from the grid, as necessary. Furthermore, all computations are performed on refinable complementary dyadic grids (see Sec. III.A). Working with dyadic grids is essentially equivalent to using interpolating wavelets [31] [32] [33] for the analysis of the underlying function. We can thus take advantage of the nice multiresolution properties of wavelets to obtain error estimates about the local smoothness properties of the solution [27, 31, 34] .
Compared with previous similar results in this area [7, 8, 15, 22, 24, 26, 27] , the algorithm proposed in this paper has several advantages. First, we avoid the solution of a secondary optimization problem for adding points to the mesh as in [7, 15, 35] . Only simple interpolations are needed to refine the mesh, which can be done on-the-fly. Furthermore, our algorithm does not involve any integrations, as opposed to the highly accurate integrations (Romberg quadratures) required in the method by Betts et al. [7] , which again can be computationally expensive for nonlinear dynamics. Finally, our algorithm is capable of not only adding points to the grid but also removing points from the grid when and where is needed. Moreover, both the operations of adding and removing points can be done in a single step. In the pseudospectral knotting method of Gong and Ross [22] and Ross et al. [24] , one needs to know a priori the approximate number and location of singularities in the solution; for most problems, these may not be known beforehand. The number of nodes to be added to a particular phase must be defined by the user before starting the algorithm. In our algorithm, the user need not know a priori the number nor the locations of the irregularities in the solution. The algorithm will automatically detect the regions in the solution that are nonsmooth. Furthermore, the nonuniform grids of pseudospectral methods result in grid distributions that remain fixed for each phase, because the location of the nodes are dictated by the zeros of the first derivative of the Legendre or Chebyshev polynomials, irrespective of the location of the soft knots [24] . Our algorithm uses a grid that is fully adaptive, embracing any form, depending on the nonsmooth characteristics of the solution. This provides more flexibility in capturing any irregularities in the solution.
From all previous references in this area the work of Binder et al. [8, 26] and Schlegel et al. [27] are the closest, at least in spirit, to the approach proposed in the current paper. These references use wavelet-based ideas to locate possible singularities in the solution and to refine the grid locally. However, because these references work solely in the wavelet domain, they may lead to an increase of the overall computational overhead, because one needs to transform back and forth between the physical and wavelet domain. We avoid this issue altogether by always working in the physical domain. Nonetheless, by working with dyadic grids we still take advantage of the major benefit of the wavelet-based analysis: that is, multiresolution functional representations [31, 36] .
The rest of the paper is organized as follows. We first formulate the trajectory optimization problem and discretize the continuous optimal control problem into an NLP problem. Next, we present the multiresolution trajectory optimization algorithm (MTOA), followed by a section underpinning the rationale behind the proposed mesh refinement technique, along with a discussion on error estimates. We then give several nontrivial examples that show the robustness, efficiency, and accuracy of the proposed algorithm. We conclude with a brief summary of our results, along with some remaining related open problems and potential extensions.
II. Problem Statement
We wish to determine the state x and the control u that minimize the Bolza cost functional:
where
the boundary conditions
where e f : R N x R ! R N e , and the constraints
The initial time t 0 is assumed to be given and the final time t f can be fixed or free.
Without loss of generality, we will assume that the time interval of interest is the unit interval, that is, t 2 0; 1 t 0 ; t f . The transformation from t 0 ; t f to [0, 1] is trivial when t f is fixed. For a free-final-time problem, one can use an appropriate transformation of the independent variable and the dynamics to cast the problem as a fixed-final-time problem. Because this is a well-known fact, the details are omitted.
We next transcribe the continuous optimal control problem [Eqs. (1) (2) (3) (4) ] over the interval [0, 1] into an NLP problem over dyadic grids. This process is described in the next section.
III. NLP Formulation

A. Dyadic Grids
All discretizations of the state dynamics, constraints, and performance index in Eqs. (1-4) will be performed on (nonuniform) grids induced by dyadic grids. A uniform dyadic grid over the unit interval is a collection of points of the form
where j denotes the resolution level, k is the spatial location, and J min and J max are positive integers. We denote by W j the set of grid points belonging to V j1 n V j ; that is,
;
Hence, t j1;k 2 V j1 if and only if
An example of a dyadic grid with J min 0 and J max 5 is shown in Fig. 1 .
where the overbar denotes set closure. Furthermore, the sequence of subspaces W j satisfy the property
Notice that these dyadic grids are constructed by successive subdivisions. Furthermore, the sets V j and W k for k j are orthogonal to each other, as are the sets W j and W ' for j ≠ ' (see Fig. 1 ). Such subdivision schemes of dyadic grids can be used to construct interpolating wavelets using, for instance, the scheme of Deslauriers and Dubuc [32] , independently discovered later by Donoho [33] and Harten [37] . The idea here is that one can keep only the even-indexed points in the grid and generate the odd-indexed grid points (at every level) using polynomial interpolation. The use of subdivision schemes simplifies the computations, because it eliminates the need to constantly transform back and forth between the physical domain and the wavelet/scaling coefficient domain, as was done, for example, in [27] .
B. Discretizations on Dyadic Grids
For simplicity, henceforth we denote x j;k xt j;k and u j;k ut j;k . We convert the optimal control problem [Eqs. (1) (2) (3) (4) ] into an NLP problem using Runge-Kutta (RK) discretizations. To this end, let a nonuniform grid of the form
for i 0; . . . ; N; and t j i ;k i < t j i1 ;k i1 ;
Then a q-stage RK method for discretizing Eq. (2) is given by [11, 35] 
The variable q denotes the stage of the RK method. In the previous expressions, ' , ' , and ';m are known constants with 0 1 2 . . . 1. The scheme is explicit if ';m 0 for m ' and implicit otherwise. Some common examples of q-stage RK methods are the trapezoidal method (q 2), the Hermite-Simpson method (q 3), and the classical fourth-order RK method (q 4) [11, 35, 38] .
Using Eq. (10), the defects of the discretization are given by
for i 0; . . . ; N 1. To discretize the cost functional (1), we introduce a new state zt such that
Using a q-stage RK method to discretize Eq. (13) yields
Because z0 z j 0 ;k 0 0, the cost functional (1) in discretized form can be written as follows:
Let us now define the following sets:
As a result of the discretization, the optimal control problem reduces to the following NLP problem in terms of the variables X, U, andŨ. (17) subject to the constraints i 0; i 0; . . . ; N 1 (18)
C xu X;X; U;Ũ 0 (23) Remark 1. It is well known [39, 40] that RK discretizations for optimal control problems need to satisfy additional assumptions to obtain consistent approximations. Henceforth, we will therefore assume that the following conditions always hold:
1) If the optimal control problem does not have any constraints, or if the optimal control problem has only pure control constraints, then by RK discretizations we mean RK discretizations that satisfy the conditions in [39] .
2) If the optimal control problem has only pure control constraints, the coefficients of the RK scheme satisfy the conditions given in [40] or [39] .
3) If the optimal control problem has state or mixed state/control constraints, then by RK discretizations we mean either Euler, trapezoidal, or Hermite-Simpson discretization.
The restriction to the aforementioned schemes stems from the fact that the convergence of these schemes for optimal control problems has been demonstrated in the literature [35, [39] [40] [41] [42] . Nonetheless, we point out that the proposed mesh refinement approach will work with any RK discretization for which the convergence for the optimal control problems can be shown, using either uniform or nonuniform meshes.
We are now ready to present the proposed multi-resolution-based trajectory optimization algorithm.
IV. Multiresolution Trajectory Optimization
Consider a set of dyadic grids V j and W j as described in Eqs. (5) and (6) . Suppose g: D ! R is specified on a grid G [see Eq. (9)], such that
where g j;k gt j;k . Let I p t; T G t denote the pth-order essentially nonoscillatory (ENO) interpolation [31] of
The stencil T G t consists of one neighboring point on the left and one neighboring point on the right of t in the set G, with the remaining p 1 points selected from the set G in a way such that the resulting polynomial is least oscillatory. For more details on ENO interpolations the reader is referred to [31] .
To proceed with the algorithm, we first choose the minimum resolution level J min based on the minimum time step required to achieve the desired accuracy in the regions of the solution where no constraints are active, § the threshold , which should be at least on the order of h J min , where h J min 1=2
J min (the significance of and the reason for such a choice of will be clear shortly), and pick the maximum resolution level J max . The proposed MTOA involves the following steps. First, we transcribe the continuous trajectory optimization problem into an NLP problem using a q-stage RK discretization, as described in the previous section. We use trapezoidal discretization for the first iteration and switch to a high-order discretization for subsequent iterations. Next, we set iter 1, initialize grid iter V J min , and choose an initial guess for all NLP variables. Let us denote the set of initial guesses by X iter . The proposed MTOA then proceeds as follows:
Multiresolution Trajectory Optimization Algorithm: 1) Solve the NLP problem on grid iter with the initial guess X iter . If grid iter has points from the level W J max 1 , terminate.
2 and set j J min 1. e) While j < J max do f) Procedure_MR g) End while h) The final nonuniform grid is grid new grid int and the corresponding function values are in the set new int .
3) Set iter iter 1. If the number of points and the level of resolution remain the same after the mesh refinement procedure, terminate. Otherwise interpolate the NLP solution found in step 1 on the new mesh grid new (which will be the new initial guess X iter ), resassign the set grid iter to grid new , and go to step 1.
Next, we give the algorithm Procedure_MR (step 2f of MTOA). The minimum time step required to achieve a desired accuracy in the regions of the solution where no constraints are active can be calculated using well-known error estimation formulas for RK schemes [39, [42] [43] [44] 
Here,ĵ is the number of finer levels from which the points are added to the grid for refinement. In particular, we add to the intermediate grid grid int the points
The order of the interpolating polynomial p can be taken to be one less than the order of the RK discretization of the differential equations. This choice of p is dictated by the error analysis given in the next section, which considers the case with no constraints. It is noted that under the presence of constraints, the order of the RK discretization for optimal control problems may be less than the order of the RK discretization used for the differential equations [39] . The subsequent analysis, albeit heuristic, elucidates the motivation behind the proposed approach and the previous choice of p. Although a more rigorous analysis is required to justify the recommended choice for the order of the interpolating polynomials (hence the order of the RK discretization as well), nonetheless, in all numerical examples we considered, choosing the interpolating polynomial according to the previous criterion turned out to be adequate, irrespective of the presence (or not) of the constraints.
V. Rationale of Proposed Multiresolution Scheme and Error Estimates
In this section, we outline the main idea behind the multiresolution mesh refinement algorithm. In the process, we also provide estimates on the error one expects to obtain by following the proposed approach. To keep the notation as simple as possible, the subsequent discussion will be restricted to the case of a scalar-valued control function u. Furthermore, we will consider a problem without state and control constraints, so that the refinement algorithm is performed based on the (scalar-valued) control histories [case 2b of MTOA with N u N r 1].
The key idea behind the proposed mesh refinement algorithm is based on the fact that the interpolative error coefficient in step 3b of the procedure_MR, and for a sufficiently fine grid, provides a good measure of the local smoothness of the function u. To see why this is so, consider a function u that, at t t, has 1 continuous derivatives, * * but that has a jump discontinuity in its 1th derivative. Locally around any point t ≠ t, the function u can be approximated accurately by a polynomial (say,û) of degree . Furthermore, in the neighborhood of t, any interpolating polynomial of degree at least 1 will induce an error that is proportional to the jump discontinuity of u 1 . The proposed algorithm uses the information of the local interpolation error in Eq. (27) to locally refine the grid, if necessary. In particular, at the locations where the solution is smooth (hence it can be accurately interpolated by neighboring points), no further refinement is performed. At those locations where the function is not smooth, grid points are added to reduce the interpolation error below a certain threshold.
To this end, let the final grid at a certain iteration step be given by the points G ft 0 ; t 1 ; . . . ; t N g. For each point t i 2 G, (0 i N) [39] , the error in the discrete controls u i may be one or more orders larger that the error obtained if the control were computed by the minimization of the Hamiltonian and by using the discrete state/costate pair instead. Hence, ideally, the approximation order in the right-hand side of Eq. (34) will be one or more orders less that p 1, even if a p 1th RK order is used. The interested reader may refer to [39] for further details in regard to this observation. Because here we are only interested in rough error estimates, the exact order of convergence for the discrete controls is immaterial for the overall analysis (for example, use a higher order RK scheme if needed) and is well beyond the scope of the paper.
VI. Numerical Examples
In this section, we provide several examples to demonstrate the robustness and efficiency of the proposed approach for the solution of optimal control problems. For all cases, we have used SNOPT [48] to solve the resulting NLP problem [Eqs. (17) (18) (19) (20) (21) (22) (23) ]. SNOPT is an NLP solver, which is based on sequential quadratic programming. All computations were performed in MATLAB on a Pentium IV machine with a 3-GHz processor and 2 GB of RAM. In all of the following examples, and unless stated otherwise, a linear function was used as an initial guess for the first iteration of MTOA. We also used the implicit Hermite-Simpson scheme for the high-order discretizations in MTOA, the defects of which can be found in [35] . Example 1. We first consider a simple minimum-energy problem with a second-order state variable inequality constraint, taken from [49] . Because the analytic solution for this problem is known, we can infer the absolute accuracy of the solution provided by the proposed MTOA.
The problem is to find the control ut that minimizes the cost function
subject to the dynamics
initial and final conditions x0 x1 0; v0 v1 1 (44) and the path constraint xt 0:04
We solved this problem on a grid with J min 3 and J max 10. The threshold used was 10 4 . The algorithm terminated in 5 iterations. The time histories of the states x and v at the final iteration are shown in Fig. 2 . The time history of the control u and the grid point distribution at the final iteration are shown in Fig. 3 . It should be noted that the proposed algorithm used only 61 points out of the maximum of 1025 points at the finest resolution grid V 10 . Because the analytic solution of this problem is known [49] , the absolute error can be computed for all cases. The errors in the computed solution, along with the number of grid points (N iter ) used by the algorithm at each iteration, are shown in Table 1 . As shown in Table 1 , the numerical solution converges to the analytic solution and, with each iteration, the errors are decreasing by roughly an order of magnitude.
The overall CPU time taken by MTOA to solve this problem was 5.6 s. For comparison, we also solved the same problem using a Hermite-Simpson discretization on a uniform grid with the same number of points as in MTOA at the final iteration: that is, on a uniform mesh with 61 nodes. The algorithm terminated in 2.5 s with the errors shown in Table 2 . Because the errors in the solution using a uniform mesh with 61 nodes are larger than those achieved using MTOA, we also gradually increased the number of nodes in the uniform mesh and resolved the problem using the same linear initial guess until either the errors were of the same order of magnitude as those obtained using the MTOA or the CPU time taken by the algorithm was approximately equal to the CPU time taken by MTOA. This process ended up in a uniform mesh of 131 nodes. The algorithm terminated in 5.7 s and the final errors are shown in Table 2 . These results show a typical trend we observed in all examples we tested and demonstrate the efficacy of the MTOA: higher accuracy for the same CPU time or a smaller number of grid points and CPU time for the same accuracy, compared with uniform grid implementations.
Example 2. Here, we consider a problem derived from the control of a chemical reaction [15, 50] . The problem is to maximize the final amount of product y during a two-stage chemical reaction, x ! y ! z, by a proper choice of the rate coefficient ut. The amount of waste product z formed does not influence x and y, and because the magnitude of z is of no interest, we may consider only the reaction rates for x and y, which are given by
where and k are positive constants. For this example we consider the same parameters as in [15, 50] 2:5;
and initial conditions
The allowable control must lie within the range
We solved this problem on a grid with J min 3 and J max 6 for three different choices of u max : namely, u max 0:5, 0.4, and 0.3. The threshold used in the simulations was 10 4 . The algorithm terminated in four iterations for all cases. The time history of the states x and y and the control u, along with the grid point distribution for different values of u max at the final iteration of MTOA, are shown in Fig. 4 . The final states x2 and y2 (rounded off to five decimal places), the overall CPU time taken by MTOA to solve the problem, and the number of nodes used at the final iteration of MTOA (N f ) for the previous three values of u max are summarized in Table 3 . The values of x2 and y2 are the same as those reported in [50] .
We also solved the same problem using the Hermite-Simpson discretization on a uniform grid with the same number of points as used by MTOA at the final iteration: that is, on a uniform mesh with N 4 nodes. The CPU times t CPU used by the algorithm for all the cases are summarized in Table 4 . The values for both x2 and y2 were accurate up to five decimal places for the case u max 0:4. Because neither of the two values x2 or y2 was of the same accuracy for the remaining two cases, we resolved the problem for the cases u max 0:5 and 0.2 with a larger number of nodes in the uniform mesh (again using a linear initial guess). We repeated this process until the values for both the states at the final time coincided to five decimal places to the solution given in Table 3 . The result was a uniform mesh of 55 and 20 nodes for the cases u max 0:5 and 0.3, respectively. These observations, along with the corresponding CPU times, are reported in Table 4 . The uniform mesh implementation required more points to obtain the same accuracy. The corresponding CPU times were comparable for this example for both uniform and nonuniform mesh implementations. The reader should be reminded, however, that the Table 1 Example 1: number of grid points along with the error in the computed optimal cost at each iteration Table 2 Example 1: number of grid points and error for uniform mesh In this example, we investigate the performance of MTOA to a hypersensitive problem, taken from [35] . As pointed out in [35, 51] , this problem is extremely difficult to solve using indirect methods. The problem is to minimize
subject to 
We solved this problem on a grid with J min 4 and J max 10. The threshold used was 10 4 . MTOA terminated in 5 iterations and the overall CPU time taken by MTOA to solve this problem was 17.5 s. The final nonuniform grid (shown in Fig. 5b ) included 53 nodes. The time history of the state x and the grid point distribution at the final iteration of MTOA are shown in Fig. 5 .
For comparison, we also solved the same problem using a Hermite-Simpson discretization on a uniform grid with the same number of nodes as used by MTOA at the final iteration: that is, on a uniform mesh with 53 nodes. The algorithm terminated after 43.7 s; the value of the optimal cost found was an order of magnitude larger than the optimal cost found using MTOA. These results again show the superiority of the MTOA over uniform grid implementations. For this example, the uniform grid implementation not only took more than twice the CPU time of MTOA, but also returned a solution that was far worse than that obtained from MTOA.
Example 4. As our final example, we consider the realistic problem of optimizing the reentry trajectory of an Apollo-type vehicle [9] . This is a benchmark problem in trajectory optimization that is known to be very challenging, owing to its sensitivity in terms of the initial guesses.
The equations of motion during the flight of the vehicle through the Earth's atmosphere are as follows: where v is the velocity, is the flight-path angle, h=R is the normalized altitude, h is the altitude above the Earth's surface, R is the Earth's radius, and is the distance on the Earth's surface of a trajectory of an Apollo-type vehicle. The cost functional to be minimized that describes the total stagnation point convective heating per unit area is given by the integral
The vehicle is to be maneuvered into an initial position favorable for the final splashdown in the Pacific. Data at the moment of entry are Pesch [9] considered two situations for the given problem: one with constraints on control and the other with constraints on the state. We consider both of these problems in the sequel. Problem A. Problem A imposes a control inequality constraint that limits the deceleration of the vehicle:
The data prescribed at the unspecified terminal time t f for problem A are as follows: We solved this problem for all the cases considered by Pesch [9] , and the results obtained using MTOA vindicate the proposed algorithm. For the sake of brevity, we only give the results for the cases when u max 180 and 68.
We solved this problem on a grid with J min 3 and J max 7. The threshold used for this problem was 10 2 . The algorithm for both cases terminated after 5 iterations and the overall CPU times taken by MTOA to solve the problem for both cases were 111.2 and 125.6 s, respectively. The time histories of the velocity v and altitude above the Earth's surface (h) at the final iteration of MTOA for u max 180 are shown in Fig. 6 . The time history of the angle of attack u along with the grid point distribution at the final iteration of MTOA for u max 180 are shown in Fig. 7 . The time histories of the flight-path angle and the distance on the Earth's surface () at the final iteration of MTOA for u max 68 are shown in Fig. 8 . The time history of the angle of the angle of attack (u) along with the grid point distribution at the final iteration of MTOA for u max 68 are shown in Fig. 9 .
We also solved this problem for both the previous two cases on a grid with J min 3 and J max 6, but this time we uniformly refined the mesh after each iteration. The reason for choosing J max 6 is because this problem could not be solved on a uniform grid finer than V 6 because of hardware limitations. The CPU times taken by the algorithm for both the cases are shown in Table 5 . We solved the problem using MTOA with the same parameters as before, but this time with J max 6. MTOA terminated within four iterations for both cases. The overall CPU times taken by MTOA, along with the number of nodes used by MTOA at the final iteration N f , are given in Table 5 . As shown in Table 5 , the MTOA outperformed the standard uniform grid implementation for this problem in terms of CPU time.
Problem B. For this problem, we impose a constraint to reduce reascent after the first dip into the atmosphere; that is, we have
The data prescribed at the unspecified terminal time t f for this problem are Again, we solved this problem for all the cases considered by Pesch [9] . The results obtained using MTOA once again justify the proposed algorithm. For the sake of brevity, we only give the results for the case when max 0:0066. We solved this problem on a grid with J min 2 and J max 7. The threshold used for this problem was 10 2 . The algorithm terminated after 6 iterations and the overall CPU time taken by MTOA to solve this problem was 235.2 s. The time histories of the velocity v and altitude above the Earth's surface (h) at the final iteration of MTOA are shown in Fig. 10 . The time history of the angle of attack u and the final grid point distribution are shown in Fig. 11 .
When we attempted to solve the same problem on a uniform mesh with 33 nodes (with the same linear initial guess) using HermiteSimpson discretization, the algorithm failed to converge. Increasing the number of nodes to 65 nodes and again using the same linear initial guess did not help. We therefore solved this problem again on a grid with J min 2 and J max 6, but this time we progressively refined the mesh uniformly after each iteration. The value of J max 6 was chosen because the problem could not be solved on a uniform grid finer than V 6 , owing to hardware limitations. The CPU time taken by the algorithm in this case is given in Table 5 . Once again, we solved the problem using MTOA with the same parameters as before, but this time with J max 6. MTOA terminated in 5 iterations. The overall CPU times taken by MTOA, along with the number of nodes used by MTOA at the final iteration N f , are also given in Table 5 . These results again show the benefits of the MTOA in terms of accuracy and speed when compared with uniform grid implementations for this problem.
VII. Conclusions
In this paper, we proposed a novel multi-resolution-based approach for direct trajectory optimization. The algorithm automatically, and with minimal effort, generates a nonuniform grid that reduces the discretization error with each iteration. As a result, one is able to capture the solution accurately and efficiently using a relatively small number of points. All the transition points in the solution (for example, bang-bang subarcs or entry and exit points associated with state or mixed constraints) are captured with high accuracy. The convergence of the algorithm can be enhanced by initializing the algorithm on a coarse grid with a small number of variables. Once a converged solution is attained, the grid can be further refined by increasing the accuracy locally, only at the vicinity of those points that cannot be accurately interpolated by neighboring points in the grid. The methodology thus provides a compromise between robustness with respect to initial guesses, intermediate and final solution accuracy, and execution speed. These observations are supported by several numerical examples of challenging trajectory optimization problems.
A preliminary error analysis shows that the effect of the proposed multiresolution scheme is somewhat akin to a local control of the tolerance of the Runge-Kutta integration error. The error analysis also provides guidelines on how certain parameters needed in the algorithm (e.g., the order of the interpolating polynomials, the maximum/minimum time steps, etc.) can be chosen during implementation and to yield consistent approximations. Future work will focus on more quantitative measures for the selection of these parameters as well as on providing explicit error bounds for both the unconstraint case and for more general cases that include path constraints. 
