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Abstract
It has been shown recently that the Eigenvector Method may lead to strong rank
reversal in group decision making, that is, the alternative with the highest priority
according to all individual vectors may lose its position when evaluations are derived
from the aggregated group comparison matrix. We give a minimal counterexample
and prove that this negative result is a consequence of the difference of the rankings
induced by the right and inverse left eigenvectors.
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1 Introduction
Pe´rez and Mokotoff (2016) have presented an example that the alternative with the high-
est priority according to all individual vectors is not necessarily the best on the basis
of aggregated group comparison matrix if Eigenvector Method is used for deriving pri-
orities. The current paper gives an axiomatic discussion with a focus on this property
called group-coherence for choice. Our main contributions are: (1) we reveal that the
violation of group-coherence for choice by the Eigenvector Method is rooted in right-left
asymmetry, that is, the difference of the rankings induced by the right and inverse left
eigenvectors; (2) we provide a minimal example (in the number of alternatives), which is
an improvement on the proof of Pe´rez and Mokotoff (2016, Thereom 3.2 (b)).
∗ e-mail: laszlo.csato@uni-corvinus.hu
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The axioms introduced below are strongly connected to rank reversal, a well-known
phenomenon that has been extensively studied in the AHP literature (Saaty and Vargas,
1984; Barzilai and Golany, 1994; Schenkerman, 1994; Wang and Elhag, 2006; Wang and Luo,
2009; Maleki and Zahir, 2013; Hou, 2016; Koczkodaj et al., 2016).
2 Ranking from pairwise comparison matrices
Assume that n alternatives should be evaluated with respect to a given criterion. Their
pairwise comparisons are known such that aij is an assessment of the relative importance
of alternative i with respect to alternative j.
Let Rn+ and R
n×n
+ denote the set of positive (with all elements greater than zero)
vectors of size n and matrices of size n× n, respectively.
Definition 2.1. Pairwise comparison matrix: Matrix A = [aij ] ∈ R
n×n
+ is a pairwise
comparison matrix if aji = 1/aij for all 1 ≤ i, j ≤ n.
The set of all pairwise comparison matrices of size n× n is denoted by An×n.
Let 1 ∈ An×n be the pairwise comparison matrix with all elements equal to 1.
The set An×n is closed under some modifications of pairwise comparison matrices.
Definition 2.2. Transformation of row multiplication: Let A ∈ An×n be a pairwise com-
parison matrix and 1 ≤ i ≤ n be an alternative. A transformation of row multiplication
on i by α provides the pairwise comparison matrix Aˆ ∈ An×n such that aˆij = αaij and
aˆji = aji/α for all j 6= i, but aˆkℓ = akℓ if {k, ℓ} ∩ i = ∅ or k = ℓ = i.
This transformation changes the ith row of a pairwise comparison matrix by multi-
plying all elements outside the diagonal by α (and dividing all column elements outside
the diagonal by α). In other words, the importance of alternative i compared to all other
alternatives is multiplied by α.
Definition 2.3. Weight vector : Vector w = [wi] ∈ R
n
+ is a weight vector if
∑n
i=1 wi = 1.
The set of all weight vectors of size n is denoted by Rn.
Definition 2.4. Weighting method : Function f : An×n → Rn is a weighting method.
A weighting method associates a weight vector to each pairwise comparison matrix.
One of the most popular weighting method is the following.
Definition 2.5. Eigenvector Method (EM) (Saaty, 1980): The weight vector wEM(A) ∈
Rn for any pairwise comparison matrix A ∈ An×n is given by
AwEM(A) = λmax(A)w
EM(A),
where λmax(A) denotes the maximal eigenvalue, also known as Perron eigenvalue, of A.
A number of articles have discussed axioms for weighting methods (Fichtner, 1984,
1986; Barzilai et al., 1987; Cook and Kress, 1988; Bryson, 1995; Barzilai, 1997; Dijkstra,
2013; Csato´, 2017). However, according to our knowledge, the following property has been
not introduced yet.
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Axiom 1. Invariance to row multiplication (IRM): Let A, Aˆ ∈ An×n be two pairwise
comparison matrices such that Aˆ is obtained fromA through a transformation of row mul-
tiplication on i by α. Weighting method f : An×n → Rn is invariant to row multiplication
if fi
(
Aˆ
)
/fj
(
Aˆ
)
= αfi (A) /fj (A) for all j 6= i.
IRM requires the weight of alternative i to follow the change of its relative importance
compared to all other alternatives.
Lemma 2.1. The Eigenvector Method satisfies invariance to row multiplication.
Proof. Let w ∈ Rn+ be the vector given by wi = αw
EM
i (A) and wj = w
EM
j (A) for all
j 6= i. It is shown that w is a (positive) right eigenvector of Aˆ, so it should be associated
with the maximal eigenvalue.
Consider the equation for the ith row:
n∑
k=1
aˆikwk = aˆiiwi +
∑
k 6=i
aˆikwk = α
n∑
k=1
aikw
EM
k (A) = αλmax(A)w
EM
i (A) = λmax(A)wi.
Consider the equation for the j( 6= i)th row:
n∑
k=1
aˆjkwk = aˆjiwi +
n∑
k 6=i
aˆjkwk =
n∑
k=1
ajkw
EM
k (A) = λmax(A)w
EM
j (A) = λmax(A)wj.
It implies that wEMi
(
Aˆ
)
/wEMj
(
Aˆ
)
= wi/wj = αw
EM
i (A) /w
EM
j (A) and the maximal
eigenvalues of A and Aˆ coincide.
Weighting methods are often used only to derive a ranking of the alternatives. Ranking
 is a weak order, a complete (i  j or i  j for all 1 ≤ i, j ≤ n), reflexive (i  i for all
1 ≤ i ≤ n) and transitive (for all 1 ≤ i, j, k ≤ n: if i  j and j  k, then i  k) binary
relation on the set of alternatives. The set of all rankings with respect to n alternatives
is denoted by Rn.
Definition 2.6. Ranking method : Function g : An×n → Rn is a ranking method.
A ranking method associates a ranking of the alternatives to each pairwise comparison
matrix. All weighting method induces a ranking method. For instance, the ranking EM∈
R
n according to the Eigenvector Method is defined by i EM
A
j if wEMi (A) ≥ w
EM
j (A)
for any pairwise comparison matrix A ∈ An×n, that is, if the weight of alternative i is at
least as high as the weight of alternative j by the Eigenvector Method.
3 Properties of ranking methods
The following axioms are specified for ranking methods, that is, they only deal with
the relative importance of alternatives. According to our knowledge, the literature on
pairwise comparison matrices has been dealt with similar properties only implicitly such
as the linear order preservation (Csato´ and Ro´nyai, 2016), or group-coherence for choice
(Pe´rez and Mokotoff, 2016). On the other hand, they have been extensively studied in
social choice (see, for example, Chebotarev and Shamis (1998) and Gonza´lez-Dı´az et al.
(2014)).
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Axiom 2. Anonymity (ANO): Let A = [aij ] ∈ A
n×n be a pairwise comparison matrix,
σ : {1, 2, . . . , n} → {1, 2, . . . , n} be a permutation on the set of alternatives, and σ(A) =
[σ(a)ij ] ∈ A
n×n be the pairwise comparison matrix obtained from A by this permutation
such that σ(a)ij = aσ(i)σ(j). Ranking method g : A
n×n → Rn is anonymous if i g
A
j ⇐⇒
σ(i) gσ(A) σ(j) for all 1 ≤ i, j ≤ n.
ANO makes the ranking of alternatives independent of their labels. This property was
called ’comparison order invariance’ by Fichtner (1984) in the case of weighting methods
when the weight of alternative σ(i) in σ(A) is required to be equal to the weight of
alternative i in A.
Definition 3.1. Aggregation of pairwise comparison matrices: Let A(1) =
[
a
(1)
ij
]
∈ An×n,
A(2) =
[
a
(2)
ij
]
∈ An×n, . . . , A(k) =
[
a
(k)
ij
]
∈ An×n be any pairwise comparison ma-
trices. Their aggregate is the pairwise comparison matrix A(1) ⊕ A(2) ⊕ · · · ⊕ A(k) =[
k
√
a
(1)
ij a
(2)
ij · · ·a
(k)
ij
]
∈ An×n.
In other words, aggregation is equivalent to taking the geometric mean of all cor-
responding matrix elements. This transformation preserves the reciprocity condition.
Acze´l and Saaty (1983) use an axiomatic approach in order to prove that geometric mean
is the only reasonable aggregation procedure, a conclusion widely accepted in the decision-
making community.
Axiom 3. Aggregation invariance (AI): Let A(1),A(2), . . . ,A(k) ∈ An×n be any pairwise
comparison matrices. Let g : An×n → Rn be a ranking method such that i g
A(ℓ)
j for
all 1 ≤ ℓ ≤ k. g is called aggregation invariant if i g
A(1)⊕A(2)⊕···⊕A(k)
j, furthermore,
i ≻g
A(1)⊕A(2)⊕···⊕A(k)
j if i ≻g
A(ℓ)
j for at least one 1 ≤ ℓ ≤ k.
AI is a general and intuitive condition of group decision making: if alternative i is not
worse (better) than j according to all decision-makers, this relation should be preserved
after their preferences are aggregated.
Pe´rez and Mokotoff (2016) introduce a weaker property called group-coherence for
choice where alternative i should have the highest priority in each pairwise comparison
matrices.
Axiom 4. Group-coherence for choice (GCC): Let A(1),A(2), . . . ,A(k) ∈ An×n be any
pairwise comparison matrices. Let g : An×n → Rn be a ranking method such that
i g
A(ℓ)
j for all 1 ≤ j ≤ n and 1 ≤ ℓ ≤ k. g is called group-coherence for choice
if i g
A(1)⊕A(2)⊕···⊕A(k)
j for all 1 ≤ j ≤ n, furthermore, i ≻g
A(1)⊕A(2)⊕···⊕A(k)
j for all
1 ≤ j ≤ n if i ≻g
A(ℓ)
j for all 1 ≤ j ≤ n in the case of at least one 1 ≤ ℓ ≤ k.
Definition 3.2. Opposite of a pairwise comparison matrix: Let A = [aij ] ∈ A
n×n be
a pairwise comparison matrix. Its opposite is the pairwise comparison matrix A− =
[1/aij ] ∈ A
n×n.
Taking the opposite is equivalent to reversing all preferences of the decision-maker, or
considering the transpose of the original pairwise comparison matrix.
Axiom 5. Inversion (INV ): Let A ∈ An×n be a pairwise comparison matrix. Ranking
method g : An×n → Rn is invertible if i g
A
j ⇐⇒ i g
A−
j for all 1 ≤ i, j ≤ n.
Inversion means that reversing all preferences changes the ranking accordingly.
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4 Analysis of the Eigenvector Ranking Method
Lemma 4.1. A ranking method g : An×n → Rn, satisfying ANO and AI, meets INV .
Proof. Assume to the contrary that there exist alternatives i and j with a pairwise com-
parison matrix A such that i g
A
j and i ≻g
A−
j. Consider the aggregated pairwise
comparison matrix A⊕A− = 1. Anonymity implies i ∼g1 j, while aggregation invariance
leads to i ≻g1 j, a contradiction.
Lemma 4.2. The Eigenvector Method satisfies anonymity.
Proof. A ranking method is guaranteed to be anonymous if it is derived from a weighting
method satisfying comparison order invariance, a property introduced by Fichtner (1984).
Fichtner (1986, p. 344) mentions that the Eigenvector Method fulfil comparison order
invariance.
Lemma 4.3. The Eigenvector Method may violate inversion.
Proof. It is due to right-left asymmetry (Johnson et al., 1979), the difference of the rank-
ings induced by the right and inverse left eigenvectors. Using the example of Dodd et al.
(1995):
A =


1 1 3 9 9
1 1 5 8 5
1/3 1/5 1 9 5
1/9 1/8 1/9 1 1
1/9 1/5 1/5 1 1


: wEM(A) =


0.3657
0.3896
0.1672
0.0347
0.0429


; wEM(A−) =


0.0388
0.0432
0.1045
0.4580
0.3555


,
therefore 1 ≺EM
A
2 and 1 ≺EM
A−
2. Note that the principal eigenvalue is λ(A) ≈ 5.348 and
the inconsistency ratio is CR(A) ≈ 0.078.
Furthermore, a counterexample with four alternatives and an inconsistency ratio below
the 10% threshold can be found, too (a 4×4 pairwise comparison matrix of Johnson et al.
(1979) has an unacceptable level of inconsistency):
B =


1 1 1 9
1 1 2 5
1 1/2 1 9
1/9 1/5 1/9 1

 : wEM(B) =


0.3242
0.3502
0.2821
0.0435

 ; wEM(B−) =


0.0886
0.0905
0.1104
0.7105

 ,
hence 1 ≺EM
B
2 and 1 ≺EM
B−
2. The principal eigenvalue is λ(B) ≈ 4.158, so the inconsis-
tency ratio is CR(B) ≈ 0.06.
Proposition 4.1. The Eigenvector Method may violate aggregation invariance.
Proof. It immediately follows from Lemmata 4.1, 4.2 and 4.3.
Lemma 4.4. The Eigenvector Method satisfies aggregation invariance if the number of
alternatives is at most three.
Proof. The Eigenvector Method coincides with the Logarithmic Least Squares Method
in the case of n = 3 (Crawford and Williams, 1985), and the latter obviously satisfies
aggregation invariance.
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Proposition 4.2. Aggregation invariance and group-coherence for choice are equivalent
properties in the case of a weighting method satisfying invariance to row multiplication.
Proof. AI ⇒ GCC: if aggregation invariance holds, there can be no pair of alternatives
for which a reversion in the order of preferences happens, and, in particular, there can be
no reversion in the order of preferences between the alternative with the highest priority
and another alternative. Therefore, group-coherence for choice holds.
GCC ⇒ AI: Suppose that a weighting method f : An×n → Rn does not satisfy AI,
namely, there exist some pairwise comparison matrices A(1),A(2), . . . ,A(k) ∈ An×n such
that fi
(
A(ℓ)
)
≥ fj
(
A(ℓ)
)
, but fi
(
A(1) ⊕A(2) ⊕ · · · ⊕A(k)
)
< fj
(
A(1) ⊕A(2) ⊕ · · · ⊕A(k)
)
,
or fi
(
A(1) ⊕A(2) ⊕ · · · ⊕A(k)
)
= fj
(
A(1) ⊕A(2) ⊕ · · · ⊕A(k)
)
and fi
(
A(ℓ)
)
> fj
(
A(ℓ)
)
for at least one 1 ≤ ℓ ≤ n.
Consider the pairwise comparison matrixA(ℓ). Choose a number α(ℓ) > max{fm
(
A(ℓ)
)
:
1 ≤ m ≤ n}/fi
(
A(ℓ)
)
. Let Aˆ(ℓ) be the pairwise comparison matrix obtained from A(ℓ)
through two transformations of row multiplication on i and j by α(ℓ) (in an arbitrary order).
Consequently, fi
(
Aˆ(ℓ)
)
/fj
(
Aˆ(ℓ)
)
= fi
(
A(ℓ)
)
/fj
(
A(ℓ)
)
≥ 1 and fi
(
Aˆ(ℓ)
)
≥ fm
(
Aˆ(ℓ)
)
for
all 1 ≤ m ≤ n due to IRM .
Note that Aˆ(1) ⊕ Aˆ(2) ⊕ · · · ⊕ Aˆ(k) can also be obtained from A(1) ⊕A(2) ⊕ · · · ⊕A(k)
through two transformations of row multiplication on i and j by k
√∏n
ℓ=1 α
(ℓ). Thus invari-
ance to row multiplication of this particular weighting method f results in
fi
(
Aˆ(1) ⊕ Aˆ(2) ⊕ · · · ⊕ Aˆ(k)
)
fj
(
Aˆ(1) ⊕ Aˆ(2) ⊕ · · · ⊕ Aˆ(k)
) = fi
(
A(1) ⊕A(2) ⊕ · · · ⊕A(k)
)
fj (A(1) ⊕A(2) ⊕ · · · ⊕A(k))
< 1,
which implies the violation of GCC.
As an illustration of the proof above, take pairwise comparison matrix B from the
counterexample of Lemma 4.3. Here 2 ≻EM
B
1 ≻EM
B
3 ≻EM
B
4, but 4 ≻EM
B−
3 ≻EM
B−
2 ≻EM
B−
1.
Actually, max{wEMm (B
−) : 1 ≤ m ≤ 4}/wEM2 (B
−) ≈ 7.8478, so α = 9 is an appropriate
choice for row multiplications on 1 and 2:
Bˆ− =


1 1 9 1
1 1 9/2 9/5
1/9 2/9 1 1/9
1 5/9 9 1

 : wEM
(
Bˆ−
)
=


0.3278
0.3349
0.0454
0.2920

 ;
B⊕ Bˆ− =


1 1 3 3
1 1 3 3
1/3 1/3 1 1
1/3 1/3 1 1

 : wEM
(
B⊕ Bˆ−
)
=


3/8
3/8
1/8
1/8

 .
Hence 2 ≻EM
Bˆ−
1 ≻EM
Bˆ−
4 ≻EM
Bˆ−
3, but 2 ∼EM
B⊕Bˆ−
1.
Corollary 4.1. The Eigenvector Method may violate group-coherence for choice.
Proof. It can be derived from Lemmata 4.1, 4.2 and 4.3 (violation of aggregation invari-
ance is a consequence of failing inversion) together with Lemma 2.1 and Proposition 4.2
(violation of aggregation invariance is equivalent to failing group coherence for choice).
The counterexample of Pe´rez and Mokotoff (2016) contains five alternatives. We have
shown that the Eigenvector Method may violate GCC even if n = 4, but this example
cannot be simplified with respect to the number of alternatives (see Lemma 4.4).
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5 Conclusions
We have discussed a powerful argument against the use of Eigenvector Method in group
decision-making: it may happen that the relative priorities derived from the aggregated
pairwise comparison matrix do not reflect the common individual preferences even if
there are only four alternatives and all decision-makers provide a pairwise comparison
matrix with an acceptable level of inconsistency. This negative result is proved to be a
consequence of the right-left asymmetry of eigenvectors, the possibly different ranking of
alternatives from a given pairwise comparison matrix and its tranpose.
Investigation of other ranking (weighting) methods with respect to these axioms re-
mains a topic of future research.
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