The dynamical zeta function and transfer operators for the Kac-Baker
  model by Hilgert, J. & Mayer, D.
ar
X
iv
:m
at
h/
01
11
06
3v
1 
 [m
ath
.D
S]
  6
 N
ov
 20
01
The dynamial zeta funtion and transfer operators for the
Ka-Baker model
J. Hilgert
∗
and D. Mayer
†
Otober 30, 2001
1 Introdution
Dynamial zeta funtions seem to play a rather speial role in the general theory of zeta funtions.
They share many properties with the zeta funtions of number theory and algebrai geometry
and have lead to new approahes to some of the outstanding open problems in the theory of
these funtions. A well known suh problem in this theory is the general Riemann hypothesis for
these funtions and a possible spetral interpretation of their zeros and poles in terms of some
dynamial operator attahed to the zeta funtion. There are several examples like the Selberg or
the Artin-Mazur zeta funtions where suh an operator exists and whih furthermore is indeed
related to some dynamial system. In Selberg's ase the underlying dynamial system is the
geodesi ow on a surfae of onstant negative urvature and the operator in question is the
transfer operator of this ow (see [Ma91℄). For the Artin-Weil funtion the dynamial system
is the Frobenius map on an algebrai variety and the operator is again the transfer operator for
this map (see [Ro86℄, [Ru92℄). One should also mention the reent approahes to Riemann's zeta
funtion and more general L-funtions by A. Connes ([Co96℄) and C. Deninger ([De99℄) where
also a dynamial interpretation of these zeros is looked for.
In speial ases there is even a simple physial interpretation of the zeros of suh a zeta
funtion in terms of energy eigenvalues of a hamiltonian system, like in the Selberg ase, so that
it is not surprising that also ideas from the theory of quantum haos are being applied now to the
Riemann zeros, whih should be onneted to the spetrum of some hamiltonian whose lassial
limit should be haoti (f. [Be86℄). One ould therefore speulate if not all the known zeta
funtions nally turn out to be dynamial zeta funtions.
In the same spirit one an interpret also the work of M. Gutzwiller in [Gu82℄ on the semilas-
sial quantization of a partile moving in the anisotropi Kepler potential. There he related the
energy spetrum of this partile to the zeros of the Ruelle zeta funtion of an abstrat dynamial
system known in ergodi theory as a subshift of nite type over two symbols. In statistial me-
hanis language this is a lattie spin system of Ising type with a 2-body interation of the spins
deaying exponentially fast with distane on the lattie. The system is known in the physial
literature as the Ka-Baker model (f. [Ka59℄ and [Ba61℄). These authors introdued this model
for a better understanding of phase transitions in weak long-range systems like the van der Waals
gas.
It turns out that the Ruelle zeta funtion of this system, whih is just a generating funtion
for the nite lattie partition funtions of the model, an be expressed in terms of Fredholm
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determinants of a transfer operator (see [Ka66℄, [Ma80℄) and hene its zeros and poles have a
nie spetral interpretation. There exist indeed two ompletely dierent suh operators for this
system: one is the Ruelle operator introdued for general lattie spin systems in dimension one
with a rather straightforward physial interpretation (see [Ru68℄), the other one was found by M.
Ka (see [Ka66℄), using the very speial nature of the interation of this model and its relation to
the Ornstein-Uhlenbek proess. Indeed Ka onsidered his operator himself a nie trik devoid
of any physial signiane.
Whereas Ruelle's operator is ating in a Banah spae of observables losely related to the lat-
tie spin system, the Ka operator is an abstrat integral operator in the Hilbert spae L2(R, dx)
not diretly related to the spin system. It has a rather ompliated kernel Kβ whih in the form
used also by Gutzwiller in [Gu82℄ is given by
Kβ(ξ, η) =
(
cosh(
√
βJξ) cosh(
√
βJη)
pi sinh γ
) 1
2
exp
(
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
)
, (1)
where β denotes inverse temperature and J > 0 and 0 < γ < 1 are physial parameters
haraterizing the strength of the interation respetively its deay rate as a funtion of distane.
We should mention that the kernel used by Ka in [Ka66℄ is slightly dierent from the one given
above sine he worked with so alled xed boundary onditions whereas we will use periodi
boundary onditions as Gutzwiller did in [Gu82℄.
The Ruelle operator Lβ : B(D) → B(D) on the other hand is ating in a Banah spae of
smooth observables holomorphi in some dis D in the omplex plane and has the following rather
simple looking form
Lβg(z) = eβJzg(λ+ λz) + e−βJzg(−λ+ λz),
where λ = exp(−γ). Various aspets of this operator have been studied in [Ma80℄, [ViMa77℄
and [PTMT94℄. For instane, it denes a family of nulear operators holomorphi in the entire
omplex β-plane.
The Ruelle zeta funtion ζR(z, β) of the subshift of nite type (Ω+, τ), where Ω+ = {1,−1}Z+
denotes the onguration spae over the two symbols {1,−1} and τ the shift on the lattie Z+,
is then dened as
ζR(z, β) = exp
∞∑
n=1
zn
n
Zn(β), (2)
where the Zn(β) denote the so alled nite lattie partition funtions of the Ka-Baker model.
In his diploma thesis [Mo89℄ B. Moritz showed that for real β this zeta funtion an be expressed
through Fredholm determinants of both these two operators as
ζR(z, β) =
det(1− zλGβ)
det(1− zGβ) =
det(1− zλLβ)
det(1− zLβ) , (3)
where the operator Gβ is related to the Ka operator Kβ simply by Gβ = 1√λ expβKβ . From this
he onluded that the two operators have indeed the same spetra. However, he ould not relate
the two operators Gβ and Lβ in an expliit way so that the eigenfuntions of the two operators
ould be determined from eah other diretly.
In the present paper we solve this problem and give expliit formulas relating the two oper-
ators and their eigenfuntions to eah other. Hene the two operators are losely onneted to
eah other and it is not by aident that M. Ka ould nd his operator. Sine the Fredholm
determinant of the operator Lβ is an entire funtion in the omplex variable β surprisingly also
the Fredholm determinant of the operator Gβ an be extended to an entire funtion in β. This is
ertainly not true for the operator Gβ itself.
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Our result ould throw some light also on a more general problem arising in the transfer
operator method in ergodi theory of dynamial systems: there are several ases known where
the Ruelle operator when ating in some Banah spae of smooth observables turns out, at
least numerially, to have real spetrum for real temperature β. Unfortunately, there are no
general riteria known in the theory of operators in Banah spaes whih would guarantee suh a
behaviour. There are very speial approahes to this problem for speial systems (see [Rug94℄), in
several ases however reality of the spetrum of suh transfer operators an be proved by relating
the Ruelle operator to some selfadjoint operator in a Hilbert spae. A typial example for this
is the transfer operator for the Gauss map and its generalizations, whih when restrited to a
ertain Hardy spae of holomorphi funtions an be onjugated to an integral operator with
symmetri kernel given by Bessel funtions (see [Ma90℄, [Is01℄). One ould therefore speulate
if there does exist always suh a relation in ases where the Ruelle operator has real spetrum
for real β. A omplete understanding of this rather mysterious behaviour of transfer operators
however is ertainly still missing.
In the present example of the Ka-Baker model the Ruelle transfer operator Lβ ating on a
Banah spae of holomorphi funtions in a dis an be restrited to a Hilbert spae of entire
funtions in the omplex plane square integrable with respet to the weight funtion µt(z) =
t exp(−t | z |2), the so alled Fok spae HL2(C, µt) for an appropriate value of the parameter
t depending obviously on β. This Hilbert spae is isomorphi to the spae L2(R, dξ) via the
Segal-Bargmann transform Bt : L
2(R, dξ) → HL2(C, µt). It is basially this transformation for
t = 1 whih relates the Ka-Gutzwiller operator Gβ and the Ruelle operator Lβ for real β in a
unitary way. For this speial parameter value t = 1 the Segal-Bargmann transformation will be
denoted simply by B and it is given by
Bf(z) = 2
1
4
∫
R
f(ξ) exp(2piξz − piξ2 − pi
2
z2) dξ.
This transformation allows us to relate also the eigenfuntions of the two operators in an expliit
way.
By making use of both these two operators we an show that the Ruelle zeta funtion ζR(1, β)
has innitely many zeros and poles on the real axis unless some unexpeted anellations will
take plae , whereas there are also innitely many trivial zeros at least for the speial value λ = 12
on the line Re(β) = ln 2, again if there are not analogous anellations. Indeed, there are no signs
for suh anellations numerially. We expet a similar behaviour also for general 0 < λ < 1.
Obviously it would be interesting to know if there exists other zeros of this zeta funtion in
the omplex βplane besides the ones mentioned above. If this is not the ase, and indeed we
have some numerial hints also for this, this dynamial zeta funtion would satisfy some kind of
Riemann hypothesis well known for many zeta and L-funtions of number theory. This would
be a further sign for the basi role dynamial zeta funtions play in the general theory of zeta
funtions.
2 The Ka-Gutzwiller and the Ruelle transfer operator
If F = {1,−1} denotes the set of possible values of a lassial spin variable σ the onguration
spae Ω+ of all allowed spin ongurations ξ on the half lattie Z+ = {0, 1, 2, . . .} is dened as
Ω+ = F
Z+ =
{
ξ = (ξi)i∈Z+ | ξi ∈ F ∀i ∈ Z
}
. The shift τ : Ω+ → Ω+ is dened as (τξ)i = ξi+1 for
all i ∈ Z+ if ξ = (ξi)i∈Z+ ∈ Ω+. Consider next the two body interation Φ(ξi, ξj) = −J ξiξj λ|i−j|
between spins on lattie sites i and j, where J > 0 determines the strength of the interation and
0 < λ < 1 is its deay rate. Obviously this interation deays exponentially fast with distane
|i− j|. The energy Un(ξ) of a onguration ξ ∈ Ω+ when restrited to a nite sublattie [0, n− 1]
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of length n is dened as
Un(ξ) =
n−1∑
i=0
∞∑
j=1
Φ(ξi, ξi+j).
A onguration ξ = (ξi)i∈Z+ ∈ Ω+ is alled periodi with period n i ξi+n = ξi for all i ∈ Z+.
Denote by Pern the set of periodi ongurations of period n, i.e.
Pern =
{
ξ ∈ Ω+ | τnξ = ξ
}
.
The partition funtions Zn(β) for the lattie spin system with interation Φ for the nite sublat-
ties [0, n− 1] with periodi boundary onditions are dened as
Zn(β) =
∑
ξ∈Pern
exp
(−βUn(ξ)) .
Inserting the expliit expression for the interation Φ for the Ka-Baker model we get
Zn(β) =
∑
ξ∈Pern
exp
βJ n−1∑
k=0
∞∑
j=1
ξkξk+jλ
j
 .
The physial properties of the spin system are ompletely determined by these partition funtions.
For instane the free energy f = f(β) is given by f(β) = −β limn→∞ 1n lnZn(β). The main
problem of statistial mehanis is then to determine the analyti properties of this funtion in
the temperature variable β = 1
kT
, where T denotes the absolute temperature and k Boltzmann's
onstant. A standard proedure for doing this is the so alled transfer matrix method. There
one looks for a matrix whose leading eigenvalue is losely related to this free energy. Indeed M.
Ka found for his model an integral operator ating in some Hilbert spae of square integrable
funtions whose traes an be related to the partition funtions Zn(β) and hene determine
also the free energy f(β). As was mentioned before, Ka in [Ka66℄ did not work with periodi
boundary onditions so that the kernel of his integral operator is slightly dierent from the
operator Kβ(ξ, η) for periodi boundary onditions given by (1), whih we use in this paper
and whih was used also by M. Gutzwiller in [Gu82℄. The kernel Kβ(ξ, η) denes a trae lass
operator in the Hilbert spae L2(R, dξ). Obviously Kβ(ξ, η) = Kβ(η, ξ) and hene the operator
Kβ is symmetri for real β. Its spetrum is therefore real for suh β-values. In the following we
will simply write β for the expression Jβ sine J is assumed to be xed. For ξ ∈ Pern denote by
ξp the onguration ξp ∈ Ω = F Z on the lattie Z with ξpi = ξi for i ∈ Z+ and ξpi+n = ξi for all
i ∈ Z. Then one has
β
2
n−1∑
i=0
+∞∑
j=−∞
ξ
p
i ξ
p
j exp (−γ|i− j|) =
1
2
ξ
n
· Aξ
n
,
where A is the (n× n)matrix with matrix elements
Ai,j = β
+∞∑
k=−∞
exp(|i − j + nk|), 0 ≤ i, j ≤ n− 1
and ξ
n
= (ξ0, . . . , ξn−1). On the other hand the following identity due to H. Cramér (see [Cr46℄,
p. 118), used also by M. Ka and M. Gutzwiller, holds :
exp(12ξn · Aξn) = (2pi)
−n2 (detA−1)
1
2
∫ +∞
−∞
dz0 . . .
∫ +∞
−∞
dzn−1 exp(− 12z · A−1z) exp(ξn · z)
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with ξ
n
= (ξ0, . . . , ξn−1) and z = (z0, . . . , zn−1). From this one easily derives the identity
Zn(β) = 2 sinh
(nγ
2
)
exp
(
−nβ
2
)
trae (Kβn) ,
where Kβ is the integral operator with kernel Kβ(ξ, η) as given in the introdution, and where
we used the identity
1
2 (ξn · Aξn) = −βUn(ξ) +
nβ
2 . Dening next the operator
Gβ : L2(R, dξ)→ L2(R, dξ)
with kernel Gβ(ξ, η) = 1√λ expβKβ(ξ, η) one nds nally for real β
Zn(β) = (1− λ)n trae Gβn.
The operator Gβ hene serves as a transfer operator for the Ka-Baker model at least for real β.
We all it the Ka-Gutzwiller operator.
Let us next briey reall the Ruelle operator for a 1-dimensional lattie spin system. For this
we denote by C(Ω+) the spae of ontinuous observables for the spin system. On this spae the
following family of linear operators Lβ : C(Ω+)→ C(Ω+) an be dened
Lβf(ξ) =
∑
η∈τ−1(ξ)
exp
(−βU1(η)) f(η),
where U1(η) denotes the interation energy of the onguration η on the sublattie onsisting of
the lattie site 0 only. Inserting the expliit form of U1(η) we nd
Lβf(ξ) =
∑
σ=+1,−1
exp
(
βσ
∞∑
i=1
ξi−1λi
)
f((σ, ξ)),
where we have again replaed Jβ by β. Obviously the operators Lβ leave invariant the subspae
of funtions f depending on the onguration ξ only through the variable z =
∑∞
i=1 ξi−1λ
i
.
Indeed, they leave invariant also the spae of suh funtions depending holomorphially on this
variable for instane in the dis Dr with r >
λ
1−λ . It was shown in [Ma80℄ that the operators Lβ
are nulear for all omplex values of β in the sense of Grothendiek in the Banah spae B(Dr)
of funtions holomorphi in Dr and ontinuous on Dr with the supremum norm. Furthermore
the analyti version of the Atiyah-Bott xed point formula (see [AtBo67℄) shows that
Zn(β) = (1− λn) traeLnβ .
Hene also this Ruelle operator an be used as a transfer operator for the Ka-Baker model. The
Ruelle zeta funtion ζR(z, β) for the Ka-Baker model dened in (2) an indeed be expressed
through Fredholm determinants of both these two transfer operators as desribed in (3). But
the Fredholm determinant det(1− zLβ) of the nulear operator Lβ is an entire funtion both in
the variables z and β hene the Ruelle zeta funtion ζ(z, β) is a meromorphi funtion in the
entire z and βplane. From this it follows immediately (see [Mo89℄) that the operators Gβ and
Lβ have the same spetrum for real β. To relate in this ase the two operators and also their
eigenfuntions in a more expliit way we have to investigate the Ka operator in more detail. We
should mention that some of the following arguments have been used already by M. Gutzwiller
in [Gu82℄.
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3 Hermite Funtions and Mehler's Formula
Consider the operators Z = mx +
1
2pi
∂
∂x
and Z∗ = mx − 12pi ∂∂x on L2(R), where mg is the
multipliation operator (mgf)(x) = g(x)f(x). Then the Hermite funtions hk ∈ L2(R) with
k ∈ N0 are given by (see [Fo89℄, p.51)
h0(x) = 2
1
4 e−pix
2
hk(x) =
√
pik
k!
(Z∗)kh0(x) =
2
1
4√
k!
( −1
2
√
pi
)k
e−pix
2
(
∂
∂x
)k
e−2pix
2
.
One has
Z∗hk =
√
k + 1
pi
hk+1 and Zhk =
√
k
pi
hk−1.
The Hermite funtions form a Hilbert basis for L2(R) (see [Fo89℄, p.53) and the Mehler formula
(see [Fo89℄, p.55) is the identity
∞∑
k=0
λkhk(x)hk(y) =
(
2
1− λ2
) 1
2
exp
(−pi(1 + λ2)(x2 + y2) + 4piλxy
1− λ2
)
(4)
for λ ∈ D1. Here u = 21−λ2 lies in the right half plane, and the sqare root is the branh whih is
positive for u > 0.
Proposition 3.1 For γ ∈ {z ∈ C | Re(z) > 0} and λ = e−γ we have
−pi(1 + λ2)(x2 + y2) + 4piλxy
1− λ2 =
2pi
sinh γ
(
−1
2
(cosh γ)(x2 + y2) + xy
)
.
Proof. Set a := −pi(1+λ
2)
1−λ2 and b :=
4piλ
1−λ2 . Then
b
a
= −4e
−γ
1+e−2γ =
−4
eγ+e−γ =
2
coshγ so that
−pi(1 + λ2)(x2 + y2) + 4piλxy
1− λ2 =
4piλ
1− λ2
(
−1
2
(cosh γ)(x2 + y2) + xy
)
=
4pie−γ
1− e−2γ
(
−1
2
(cosh γ)(x2 + y2) + xy
)
=
2pi
sinh γ
(
−1
2
(cosh γ)(x2 + y2) + xy
)
Proposition 3.2
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
=
1
2 sinh γ
(
−1
2
(cosh γ)(ξ2 + η2) + ξη
)
.
Proof. Using (ξ − η)2 = ξ2 + η2 − 2ξη we alulate
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
= −1
4
(
tanh
γ
2
)
(ξ2 + η2)− ξ
2 + η2
4 sinh γ
+
1
2
ξη
sinh γ
= −1
4
(
tanh
γ
2
+
1
sinh γ
)
(ξ2 + η2) +
1
2
ξη
sinh γ
= −1
4
(
eγ − 1
eγ + 1
+
2
eγ − e−γ
)
(ξ2 + η2) +
ξη
eγ − e−γ .
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Set a := − 14
(
eγ−1
eγ+1 +
2
eγ−e−γ
)
and b := 1
eγ−e−γ . Then
b
a
= −4
(
eγ − 1
eγ + 1
+
2
eγ − e−γ
)−1
1
eγ − e−γ
= −4
(
e2γ − eγ − 1 + e−γ
eγ + 1
+ 2
)−1
= −4
(
e2γ − eγ − 1 + e−γ + 2eγ + 2
eγ + 1
)−1
= −4 (eγ + e−γ)−1
= − 2
cosh γ
and therefore
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
=
1
2 sinh γ
(
−1
2
(cosh γ)(ξ2 + η2) + ξη
)
.
Proposition 3.3 Set λ = e−γ, x = ξ 1
2
√
pi
and y = η 1
2
√
pi
. Then
∞∑
k=0
λkhk(x)hk(y) =
(
1
sinh γ
) 1
2
e
γ
2 exp
(
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
)
.
Proof. Combining the Mehler formula (4) with Proposition 3.1 and Proposition 3.2 we alulate
∞∑
k=0
λkhk(x)hk(y) =
(
2
1− λ2
) 1
2
exp
(
2pi
sinh γ
(
−1
2
(cosh γ)(x2 + y2) + xy
))
=
(
2
1− e−2γ
) 1
2
exp
(
1
2 sinh γ
(
−1
2
(cosh γ)(ξ2 + η2) + ξη
))
=
(
eγ
eγ − e−γ
) 1
2
exp
(
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
)
=
(
1
sinh γ
) 1
2
e
γ
2 exp
(
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
)
We set
K˜(ξ, η) :=
(
1
sinh γ
) 1
2
e
γ
2 exp
(
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
)
and note that
Kβ(ξ, η) =
(
cosh(
√
βξ) cosh(
√
βη)
pieγ
) 1
2
K˜(ξ, η). (5)
Lemma 3.4 Let c 6= 0 and a : R→]0,∞[ be a smooth funtion. Then
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(i) Rc : L
2(R, a( ξ
c
)dξ)→ L2(R, a(x)dx) dened by
(Rcf)(x) :=
√
|c|f(cx)
is an isomorphism of Hilbert spaes.
(ii) If an operator K on L2(R, dξ) is given by an integral kernel K(ξ, η) via
Kf(ξ) =
∫
R
K(ξ, η)f(η)dη,
then the indued operator Kc := Rc ◦K ◦R−1c on L2(R, dx) is given by the kernel
Kc(x, y) = cK(cx, cy).
Proof.
(i) This follows from the alulation
‖Rcf‖2L2(R,a(x)dx) =
∫
R
|(Rc)f(x)|2a(x)dx
=
∫
R
|c| |f(cx)|2a(x)dx
=
∫
R
|f(ξ)|2a(ξ
c
)dξ
= ‖f‖2
L2(R,a( ξ
c
)dξ)
.
(ii) This follows from the alulation(
(Rc ◦K ◦R−1c (f)
)
(x) =
√
|c| (K(R−1c f)) (cx)
=
√
|c|
∫
R
K(cx, η)(R−1c f)(η)dη
=
√
|c|
∫
R
K(cx, η)
1√
|c|f(
1
c
η)dη
=
∫
R
K(cx, cy)f(y)cdy.
Lemma 3.4 yields the following ommutative diagram:
L2(R, dξ)
K−−−−−−−−−→ L2(R, dξ)
Rc
y yRc
L2(R, dx)
Kc−−−−−−−−−→ L2(R, dx)
Example 3.5 We onsider the Ka kernel
Kβ(ξ, η) =
(
cosh(
√
βξ) cosh(
√
βη)
pi sinh γ
) 1
2
exp
(
−1
4
(
tanh
γ
2
)
(ξ2 + η2)− (ξ − η)
2
4 sinh γ
)
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and use the onstant c = 2
√
pi. Then, in view of Lemma 3.4 and formula (5), Proposition 3.2
yields
Kβ,c(x, y) = cKβ(cx, cy)
= cKβ(ξ, η)
= 2
√
pi
(
cosh(
√
βξ) cosh(
√
βη)
pieγ
) 1
2
K˜β(ξ, η)
= 2
(
cosh(2
√
piβx) cosh(2
√
piβy)
) 1
2
∞∑
k=0
e−(k+
1
2 )γhk(x)hk(y)
Lemma 3.6 Let a : R→ [1,∞[ be a smooth funtion and K be a bounded operator on L2(R, dx)
given by an integral kernel K(x, y) via Kf(x) =
∫
R
K(x, y)f(y)dy. Then
(i) The operator K ◦m√a on L2(R, dx) is an unbounded integral operator with kernel
K(x, y)
√
a(y).
(ii) The operator m 1√
a
◦K on L2(R, dx) is a bounded integral operator with kernel
1√
a(x)
K(x, y).
Proof.
(i) This is immediate from
(K ◦m√af)(x) =
∫
R
K(x, y)
√
a(y)f(y)dy
and ‖√af‖L2(R,dx) = ‖f‖L2(R,a(x)dx) <∞.
(ii) Here we alulate
(m 1√
a
◦Kf)(x) = 1√
a(x)
(Kf)(x)
=
1√
a(x)
∫
R
K(x, y)f(y)dy
=
∫
R
1√
a(x)
K(x, y)f(y)dy
For a smooth map a : R→ [1,∞[ Lemma 3.6 yields the following ommutative diagram
L2(R, a(x)dx)
K−−−−−−−−−→ L2(R, dx)
m√a
y yid
L2(R, dx)
K′−−−−−−−−−→ L2(R, dx)
id
y ym 1√a
L2(R, dx)
K′′−−−−−−−−−→ L2(R, dx)
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with integral operators K ′ and K ′′ given by the kernels K ′(x, y) = K(x, y) 1√
a(y)
and
K ′′(x, y) =
1√
a(x)
K(x, y)
1√
a(y)
. (6)
Example 3.7 We onsider the resaled Ka kernel
Kβ,c(x, y) = 2
(
cosh(2
√
piβx) cosh(2
√
piβy)
) 1
2
∞∑
k=0
e−(k+
1
2 )γhk(x)hk(y)
with c = 2
√
pi from Example 3.5 and use the funtion a(x) = cosh(2
√
piβx). Then (6) shows
K′′c (x, y) = 2
∞∑
k=0
e−(k+
1
2 )γhk(x)hk(y),
where we have omitted the index β sine the kernel does not depend on it anymore. Thus the
Hilbert basis (hk)k∈N0 diagonalizesK′′c : L2(R, dx)→ L2(R, dx) and the orresponding eigenvalues
are given by
K′′c hk = 2e−(k+
1
2 )γhk.
Lemma 3.4 now yields the following ommutative diagram
L2(R, a( ξ
c
)dξ)
Kβ−−−−−−−−−→ L2(R, dξ)
Rc
y yRc
L2(R, a(x)dx)
Kβ,c−−−−−−−−−→ L2(R, dx)
m√a
y yid
L2(R, dx)
K′β,c−−−−−−−−−→ L2(R, dx)
id
y ym 1√a
L2(R, dx)
K′′c−−−−−−−−−→ L2(R, dx)
Note that epix
2
hk(x) is a polynomial of degree k in x (see [Fo89℄, p.52). In view of the estimate√
coshRξ ≤ e 12 |Rξ|
this shows that the funtions ξ 7→
√
cosh
√
βξ hk(ξ) are in L
2(R, dξ). Therefore all the hk are
ontained in L2(R, cosh(
√
βξ)dξ).
Proposition 3.8 For c ∈ R \ {0} und s ∈ R we have
mcosh(sx) ◦Rc = Rc ◦mcosh( s
c
ξ).
Proof.
(mcosh(sx) ◦Rcf)(x) = cosh(sx)
√
|c|f(cx)
=
√
|c| cosh(s
c
cx)f(cx)
= (Rc ◦mcosh( s
c
ξ)f)(x)
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Proposition 3.9 Set g(ξ) = cosh(R′ξ)t for t ∈ R+ and R′ ∈ R. Then the Ka operator
Kβ : L2(R, dξ)→ L2(R, dξ) satises Kβ
(
L2(R, dξ)
) ⊆ L2(R, g(ξ)dξ).
Proof. The estimate
|g(x)| ≤ et|R′ξ|
shows that there exist positive onstants c1 and c2 suh that
|g(ξ)Kβ(ξ, η)| ≤ c1e−c2(ξ
2+η2).
Therefore there exists a positive onstant C suh that∫
R
|Kβ(ξ, η)|g(ξ)dξ < C ∀η ∈ R
and ∫
R
|Kβ(ξ, η)|dη < C ∀ξ ∈ R.
Now [Fo84℄, Theorem 6.18, implies that Kβ(ξ, η) denes a bounded integral operator
Kβ : L2(R, dη)→ L2(R, g(ξ)dξ)
with operator norm bounded by C. In partiular Kβf ∈ L2(R, g(ξ)dξ).
4 Fok Spae and Segal-Bargmann Transformation
For t > 0 the Fok spae HL2(C, µt) onsists of all entire funtions F : C→ C suh that
‖F‖2t :=
∫
C
|F (z)|2µt(z)dz <∞
where µt denotes the weight µt = t exp−pit | z |2. The spae HL2(C, µt) with this norm is a
Hilbert spae (see [Fo89], p.46 ). Moreover the polynomials
ζtk(z) :=
√
pik
tkk!
zk ∀k ∈ N0
form an orthonormal basis for the spae HL2(C, µt). Of speial interest for the following disus-
sion is the ase t = 1. In this ase the spae HL2(C, µ1) will be denoted simply by F and we all
it the Fok spae (see [Fo89℄, p.40 ):
F =
{
F : C→ C | F entire with
∫
C
|F (z)|2 exp−(piz2) dz <∞
}
Its basis ζ1k will be denoted simply by ζk with k = 0, 1, . . . .
There is an isomorphism Bt : L
2(R, dξ) → HL2(C, µt), the so alled Segal-Bargmann trans-
form, dened by
Btf(z) :=
(
2
t
) 1
4
∫
R
f(ξ) exp(2piξz − pi
t
ξ2 − pit2 z2)dξ.
It is a Hilbert spae isomorphism suh that Bth
t
k = ζ
t
k (see [Fo89℄, p.40 and p.51), where the
Hermite funtions htk are generalizations of the Hermite funtions h
1
k = hk.
Reall the operator K′′c on L2(R, dx) from Example 3.7. Obviously the Segal-Bargmann
transform B := B1 indues a linear operator in the spae F . Indeed one nds
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Proposition 4.1 For λ = e−γ the operator Mλ := B ◦ K′′c ◦B−1 : F → F is given by
(MλF )(z) = 2
√
λ F (λz).
Proof. Using Example 3.7 and the homogeneity of ζk we alulate
(Mλζk)(z) = B(K′′c hk)(z)
= B(2e−(k+
1
2 )γhk)(z)
= 2e−(k+
1
2 )γζk(z)
= 2e−
1
2 γζk(e
−γz).
Sine (ζk)k∈N0 is a Hilbert basis for F this implies the laim.
The funtions ζk(z), k = 0, 1, . . . are the eigenfuntions of the operator Mλ with eigenvalue
ρk = 2λ
k+ 12
. Sine this operator is nulear its spetrum onsists of these numbers. The above
proposition shows that the following diagram ommutes:
L2(R, dx)
K′′c−−−−−−−−−→ L2(R, dx)yB yB
F Mλ−−−−−−−−−→ F
Proposition 4.2 Let τr : L
2(R, dx)→ L2(R, dx) for r ∈ R be the translation dened by
τrf(x) = f(x− r),
and µr : L
2(R, dx)→ L2(R, dx) for r ∈ R be the multipliation dened by
µrf(x) = rf(x).
Then we have
(Z∗)k ◦ τr = τr ◦ (Z∗ + µr)k ∀k ∈ N0.
In partiular we nd
(Z∗)k ◦ τrh0 =
k∑
l=0
(
k
l
)
rlτrh˜k−l.
Proof. For the rst laim it sues to prove the ase k = 1. So we alulate
((Z∗ ◦ τr)f) (x) = xτrf(x)− 1
2pi
(τr)
′(x)
= xf(x − r)− 1
2pi
f ′(x− r)
= (x − r)f(x− r)− 1
2pi
f ′(x− r) + rf(x − r)
= (τr ◦ Z∗f)(x) + (µr ◦ τrf)(x)
= (τr ◦ Z∗f)(x) + (τr ◦ µrf)(x)
= (τr ◦ (Z∗ + µr)f) (x).
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Now we alulate
(Z∗)k ◦ τrh0 = τr ◦ (Z∗ + µr)kh0
= τr ◦
k∑
l=0
(
k
l
)
µlr(Z
∗)k−lh0
= τr ◦
k∑
l=0
(
k
l
)
rlh˜k−l
=
k∑
l=0
(
k
l
)
rl τrh˜k−l
Proposition 4.3 For eah k ∈ N0 we have
(Z∗)k ◦mesx = mesx ◦ (Z∗ − s2pi )k
and
mesx ◦ (Z∗)k = (Z∗ + s2pi )k ◦mesx .
Proof. It sues to prove the rst equality in the ase k = 1. So we alulate
Z∗(esxf)(x) = xesxf(x)− 1
2pi
(esxf(x))′
= xesxf(x)− 1
2pi
(sesxf(x) + esxf ′(x))
= esx(Z∗f)(x) − s
2pi
esxf(x)
= mesx
(
Z∗ − s
2pi
)
f(x)
Set
h˜k := (Z
∗)kh0.
Proposition 4.4 For s ∈ R we have
mesx h˜k = e
s2
4pi
k∑
j=0
(
k
j
)( s
pi
)k−j
τ s
2pi
h˜j .
Proof.
mesxh0(x) = e
sx2
1
4 e−pix
2
= 2
1
4 esx−pix
2
= 2
1
4 e−pi(
s
2pi−x)2+( s2pi )
2
pi
= e(
s
2pi )
2
pi2
1
4 e−pi(
s
2pi−x)2
= e(
s
2pi )
2
pih0(x− s
2pi
)
= e
s2
4pi τ s
2pi
h0(x).
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Now we use Proposition 4.3 to alulate
mesx h˜k = mesx(Z
∗)kh0
= (Z∗ +
s
2pi
)kmesxh0
= e
s2
4pi (Z∗ +
s
2pi
)kτ s
2pi
h0
= e
s2
4pi
k∑
l=0
(
k
l
)
(
s
2pi
)k−l (Z∗)l τ s
2pi
h0
= e
s2
4pi
k∑
l=0
(
k
l
)
(
s
2pi
)k−l τ s
2pi
(Z∗ + µ s
2pi
)lh0
= e
s2
4pi
k∑
l=0
(
k
l
)
(
s
2pi
)k−l
l∑
j=0
(
l
j
)
(
s
2pi
)l−jτ s
2pi
(Z∗)jh0
= e
s2
4pi
k∑
l=0
l∑
j=0
(
k
l
) (
l
j
)
(
s
2pi
)k−j τ s
2pi
h˜j
= e
s2
4pi
k∑
j=0
k∑
l=j
(
k
l
) (
l
j
)
(
s
2pi
)k−j τ s
2pi
h˜j
On the other hand
k∑
l=j
(
k
l
) (
l
j
)
=
k−j∑
n=0
(
k
n+j
)(
n+j
j
)
=
k−j∑
n=0
(
k−j
n
) (
k
j
)
= 2k−j
(
k
j
)
whih inserted in the alulation above gives the laim.
Proposition 4.5 For r ∈ R we have
B ◦ τr = mepirz−pi2 r2 ◦ τr ◦B.
Here τr : F → F is also dened by τrF (z) = F (z − r). In other words, for F ∈ F we have
(B ◦ τr ◦B−1)F (z) = e−pi2 r
2
epirzF (z − r).
Proof.
((B ◦ τr)f) (z) = 2 14
∫
R
f(ξ − r) exp(2piξz − piξ2 − pi
2
z2)dξ
= 2
1
4
∫
R
f(ξ) exp(2pi(ξ + r)− pi(ξ + r)2 − pi
2
z2)dξ
= 2
1
4
∫
R
f(ξ) exp(2piξ(z − r) − piξ2 − pi
2
(z − r)2 + pirz − pi
2
r2)dξ
= epirz−
pi
2 r
2
2
1
4
∫
R
f(ξ) exp(2piξ(z − r) − piξ2 − pi
2
(z − r)2)dξ
= epirz−
pi
2 r
2
Bf(z − r)
= epirz−
pi
2 r
2
τrBf(z)
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Proposition 4.6 For s ∈ R we have
B ◦mesx ◦B−1 = e 18pi s
2
m
e
sz
2
◦ τ−s.
In other words, for F ∈ F and z ∈ C we have
(B ◦mesx ◦B−1F )(z) = e s
2
8pi e
sz
2 F (z +
s
2pi
).
Proof. Using Proposition 4.4, Proposition 4.5 and the fat that (Bh˜j)(z) = z
j
we alulate
B ◦mexp sxh˜k = exp
(
s2
4pi
) k∑
j=0
(
k
j
) ( s
pi
)k−j
B ◦ τ s
2pi
h˜j
= exp
(
s2
4pi
) k∑
j=0
(
k
j
) ( s
pi
)k−j
exp
(
sz
2
− s
2
8pi
)
τ s
2pi
Bh˜j
= exp
(
s2
8pi
)
exp
(sz
2
) k∑
j=0
(
k
j
)
(
s
pi
)k−j τ s
2pi
zj
= exp
(
s2
8pi
)
exp
(sz
2
) k∑
j=0
(
k
j
)
(
s
pi
)k−j(z − s
2pi
)j
= exp
(
s2
8pi
)
exp
(sz
2
)
(z +
s
2pi
)k
and sine the h˜k form a basis of F this implies the laim.
Consider next the unbounded operator Cs : F → F dened as
Cs := B ◦mcosh(sx) ◦B−1.
Then one nds
CsF (z) =
1
2e
s2
8pi
(
e
sz
2 F (z + s2pi ) + e
− sz2 F (z − s2pi )
)
(7)
and we have the following ommutative diagram
L2(R, dx)
mcosh(sx)−−−−−−−−−→ L2(R, dx)yB yB
F Cs−−−−−−−−−→ F
Proposition 4.7 For s ∈ R and λ = e−γ we have
(Cs ◦MλF )(z) =
√
λe
1
8pi2
s2
(
e
sz
2 F (λz + λ
s
2pi
) + e−
sz
2 F (λz − λ s
2pi
)
)
.
Proof.
(Cs ◦MλF )(z) = 1
2
e
s2
8pi
(
e
sz
2 (MλF )(z +
s
2pi
) + e−
sz
2 (MλF )(z − s
2pi
)
)
=
√
λe
s2
8pi
(
e
sz
2 F (λz + λ
s
2pi
) + e−
sz
2 F (λz − λ s
2pi
)
)
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For α 6= 0 onsider the map
να : HL2(C, µ 1
|α|2
)→ F ,
dened as
(ναF )(z) := F (αz).
Then one nds for the operator
Cs ◦Mλ ◦ να : HL2(C, µ 1
|α|2
)→ F
(Cs ◦Mλ ◦ ναF )(z) =
√
λe
s2
8pi
(
e
sz
2 (Mλ ◦ να ◦ F )(z + s
2pi
) + e−
sz
2 (Mλ ◦ να ◦ F )(z − s
2pi
)
)
=
√
λe
s2
8pi
(
e
sz
2 F (αλz + αλ
s
2pi
) + e−
sz
2 F (αλz − αλ s
2pi
)
)
respetively for the operator
να−1 ◦ Cs ◦Mλ ◦ να : HL2(C, µ 1|α|2 )→ HL
2(C, µ 1
|α|2
)
(να−1 ◦ Cs ◦Mλ ◦ ναF )(z) =
√
λe
s2
8pi
(
e
sz
2αF (λz + αλ
s
2pi
) + e−
sz
2αF (λz − αλ s
2pi
)
)
Next hose the parameters s and α as follows:
s = 2
√
piβ and α =
√
pi
β
.
Obviously, αs = 2pi and therefore one gets for these parameters for the operator
ν√ β
pi
◦ C2√βpi ◦Mλ ◦ ν√pi
β
: HL2(C, µ |β|
pi
)→ HL2(C, µ |β|
pi
)
dened by
(ν√ β
pi
◦ C2√βpi ◦Mλ ◦ ν√pi
β
F )(z) =
√
λe
β
2
(
eβzF (λz + λ) + e−βzF (λz − λ)) .
Proposition 4.8 For real β and c = 2
√
pi the operators
Lβ : HL2(C, µ |β|
pi
)→ HL2(C, µ |β|
pi
)
and
1√
λ exp β
mcosh(2
√
βpix) ◦ K
′′
c : L
2(R, dx)→ L2(R, dx)
are onjugate operators.
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Proof. Indeed one nds after inserting the denitions of the two operators C2
√
βpi and Mλ
C2
√
βpi ◦Mλ = B ◦mcosh 2√βpix ◦B−1 ◦B ◦ K
′′
c ◦B−1 = B ◦mcosh 2√βpix ◦ K
′′
c ◦B−1
whih shows that C2
√
βpi◦Mλ is onjugate to the operatormcosh(2√βpix)◦K
′′
c . Hene f ∈ L2(R, dx)
is an eigenfuntion of the operator mcosh(2
√
βpix) ◦ K
′′
c with eigenvalue ρ i the funtion Bf is an
eigenfuntion of the operator C2
√
βpi ◦Mλ : F → F with the same eigenvalue. In the same way
one onludes: f is an eigenfuntion of the operator 1√
λ exp β
(mcosh(2
√
βpix) ◦ K
′′
c ) with eigenvalue
ρ i the funtion ν√ β
pi
◦Bf is an eigenfuntion of the operator Lβ : HL2(C, µ |β|
pi
)→ HL2(C, µ |β|
pi
)
with eigenvalue ρ.
Hene given an eigenfuntion f = f(x) of the operator 1√
λ exp β
(mcosh(2
√
βpix) ◦ K
′′
c ) the or-
responding eigenfuntion F = F (z) of the operator Lβ : HL2(C, µ |β|
pi
) → HL2(C, µ |β|
pi
) has the
following expliit form:
F (z) = 2
1
4
∫
R
f(ξ) exp
(
2
√
piβξz − piξ2 − β
2
z2
)
dξ.
To relate nally the eigenfuntions f of the operator mcosh(2
√
βpix) ◦ K
′′
c to those of the Ka-
Gutzwiller integral operator Kβ with kernel Kβ(ξ, η) we need
Proposition 4.9 Let H : L2(R, dξ)→ L2(R, dξ) be an integral operator with kernel H(ξ, η) and
g : R→]0,∞[ a smooth funtion. Then the following statements are equivalent:
(1) f is an eigenfuntion of the integral operator mg2 ◦ H with kernel g2(ξ)H(ξ, η) for the
eigenvalue ρ.
(2)
f
g
is an eigenfuntion of the integral operator H ′ with kernel g(ξ)H(ξ, η)g(η) for the eigen-
value ρ.
Proof. This follows from the alulations
ρf(ξ) =
∫
R
g2(ξ)H(ξ, η)f(η)dη
= g(ξ)
∫
R
g(ξ)H ′(ξ, η)g(η)
f(η)
g(η)
dη
= g(ξ)H( f
g
)(ξ)
and
ρ
f(ξ)
g(ξ)
=
∫
R
g(ξ)H(ξ, η)g(η)
f(η)
g(η)
dη
=
1
g(ξ)
∫
R
g2(ξ)H(ξ, η)f(η)dη
=
1
g(ξ)
mg2 ◦H(f)(ξ).
Theorem 4.10 For real β the Ruelle operator Lβ and the Ka-Gutzwiller operator Gβ with kernel
(λ expβ)−
1
2Kβ(ξ, η) have the same eigenvalues (ounted with multipliities) and hene the same
spetrum. Their eigenfuntions F = F (z) and f = f(ξ) to the eigenvalue ρ are related as follows:
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(1)
F (z) = (8pi)
1
4
∫
R
√
cosh 2
√
piβξ f(2
√
piξ) exp
(
2
√
piβξz − piξ2 − β
2
z2
)
dξ.
(2)
f(ξ) =
(
1
2pi
) 1
4 1√
cosh(2
√
piβξ)
∫
C
F
(√
pi
β
z
)
exp
(√
piξz∗ − 1
4
ξ2 − pi
2
z∗2 − piz2
)
dz.
Proof. Aording to Proposition 4.8 the operators
1√
λ expβ
(mcosh(2
√
βpix) ◦K
′′
c ) with c = 2
√
pi and
Lβ are onjugate via ν√pi
β
◦ B. Proposition 4.9 shows that the operator mcosh(2√βpix) ◦ K
′′
c has
the same spetrum as the operator
m√
cosh 2
√
piβx
◦ K′′c ◦m√cosh 2√piβx
with kernel
√
cosh 2
√
piβx cosh 2
√
piβy K′′c (x, y). But this operator is onjugate to the operator
Kβ with kernel Kβ(ξ, η) through the map Rc with c = 2
√
pi. Hene, if f ∈ L2(R, dξ) is an
eigenfuntion of the Ka-Gutzwiller operator
1√
λ exp β
Kβ with eigenvalue ρ, then
(R2√pif)(x) =
√
2
√
pif(2
√
pix)
is an eigenfuntion of the operator
1√
λ expβ
(
m√
cosh 2
√
piβx
◦ K′′c ◦m√cosh 2√piβx
)
with the same
eigenvalue. Hene
√
cosh 2
√
piβx (R2
√
pif)(x) is an eigenfuntion of the operator
1√
λ expβ
(
mcosh(2
√
βpix) ◦ K
′′
c
)
with eigenvalue ρ by Proposition 4.9. But then
F (z) = (8pi)
1
4
∫
R
√
cosh 2
√
piβξ f(2
√
piξ) exp
(
2
√
piβξz − piξ2 − β
2
z2
)
dξ
is an eigenfuntion of the operator Lβ with eigenvalue ρ. On the other hand starting with an
eigenfuntion of the operator L
β
we know that h(x) = (B−1 ◦ να−1F )(x) is an eigenfuntion of
the operator
1√
λ exp β
(
m√
cosh 2
√
βpix
◦ K′′c ◦m√cosh 2√βpix
)
whih is again onjugate to Kβ via the map R−1c and hene R−1c (
√
cosh 2
√
βpix
−1
h)(ξ) is an
eigenfuntion of the operator Gβ . Inserting all the transformations involved we nally get for the
orresponding eigenfuntion f = f(ξ)
f(ξ) = ( 12pi )
1
4 1√
cosh(2
√
piβ)ξ
∫
C
F
(√
pi
β
z
)
exp
(√
piξz∗ − 1
4
ξ2 − pi
2
z∗2 − pi | z |2
)
dz.
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5 Zeros of the Ruelle zeta funtion
From our disussion it follows that for real β the eigenvalues of the Ruelle operator Lβ are real.
Aording to (3) the zeros of the Ruelle zeta funtion ζR(β) := ζR(1, β) are loated at those values
of β, where the operator Lβ has eigenvalue ρ = λ−1 and not at the same time the eigenvalue
ρ = 1. In the following we will show for 0 < λ < 12 that there exist innitely many real β-values
suh that Lβ has the eigenvalue ρ = λ−1 and therefore ζR(β) presumably has innitely many
nontrivial zeros on the real line unless unexpeted anellations take plae. For the speial
ase λ = 12 we an show furthermore that there exists innitely many values of β on the line
Re(β) = ln 2 suh that the operator Lβ has eigenvalue ρ = λ−1 and hene presumably ζR(β)
has innitely many trivial zeros on this line Re(β) = ln 2 unless the aforementioned anellations
take plae. We expet this pole and zero struture for Ruelle's zeta funtion for the Ka-Baker
model to be true indeed for generi 0 < λ < 1.
Consider rst the ase β = 0. The spetrum of the operator L0 an be determined expliitly
and is given by the numbers 2λk, k = 0, 1, 2, . . .. The orresponding eigenfuntions are polynomi-
als of degree k. Hene the Ruelle funtion ζR(z, β) at this point an be alulated and turns out
to be (1 − 2z)−1. This is just the Artin-Mazur zeta funtion for the subshift of nite type over
two symbols. The Ruelle funtion ζR(1, β) hene takes the speial value −1 at the point β = 0
independently of the parameter λ. To show now the existene of innitely many real β-values
suh that the operator Lβ has eigenvalue ρ = λ−1 it is enough to show that for β → +∞, respe-
tively for β → −∞, innitely many eigenvalues beome larger than λ−1, sine the eigenvalues
depend analytially on β. The asymptoti behaviour of the eigenvalues has been determined by
B. Moritz in his unpublished diploma thesis [Mo89℄. To formulate his result we have to introdue
the parity operator P : B(D)→ B(D) dened via
Pf(z) = f(−z).
It is straightforward to see that all eigenspaes of the operator Lβ have a basis onsisting of
eigenfuntions being either even (eigenvalue +1) or odd (eigenvalue −1) under the parity operator
P . But then the spetrum of this operator is just the union of the spetra of the two following
operators L+β : B(D)→ B(D) and L−β : B(D)→ B(D) dened by
L+β f(z) := exp (βz) f(λ+ λz) + exp (−βz) f(λ− λz),
respetively
L−β f(z) := exp (βz) f(λ+ λz)− exp (−βz) f(λ− λz).
Obviously the eigenfuntions of these two operators are even, respetively odd. Their eigenvalues
will be alled even, respetively odd. The main result of Moritz is then the following
Proposition 5.1 For arbitrary N onsider the N even and odd eigenvalues ρi of the operator Lβ
largest in absolute value. For 0 < λ < 12 these eigenvalues behave for β →∞ as λi exp
(
λ
1−λβ
)
.
For β → −∞ the N even eigenvalues largest in absolute value behave like (−1)iλi exp
(
− λ1+λβ
)
,
whereas the odd eigenvalues behave like (−1)i+1λi exp
(
− λ1+λβ
)
.
Proof. Sine the arguments for the odd eigenvalues ρ− are similar to the even eigenvalues ρ+ we
restrit ourselves to the even eigenvalues. Consider the ase β →∞ rst. If we write in this ase
the eigenfuntion f with eigenvalue ρ for the operator L+β in the form f(z) = exp
(
βz
1−λ
)
u(z),
one nds with ρ = exp
(
− βλ1−λ
)
ρ and β = 2β1−λ by a simple alulation
ρu(λ+ z′) = u(λ+ λ2 + λz′) + exp
(−βλ) exp (−βz′) u(λ− λ2 − λz′),
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where we have also replaed the argument z by z′ + λ. For the funtion h(z) := u(λ + z) one
then nds the equation
h(λz + λ2) + exp
(−βλ) exp (−βz) h(−λ2 − λz) = ρh(z).
Hene the funtion h is an eigenfuntion with eigenvalue ρ of the operator Tβ : B(DR)→ B(DR)
dened as
Tβh(z) = h(λz + λ2) + exp
(−βλ) exp (−βz) h(−λ2 − λz),
where DR = {z ∈ C | |z| < R} and R > λ21−λ . This operator is nulear and its spetrum is
losely related to the one of the operator L+β . Writing now
Tβ = T +β + T
−
β
with the obvious denitions of the two operators T +
β
and T −
β
one nds for the norm of the
operator T −
β
‖ T −
β
‖≤ exp (−βλ) exp (βR) .
Sine for λ < 12 one an hoose λ > R >
λ2
1−λ we nd limβ→∞ ‖ T −β ‖= 0. Hene the operator Tβ
approahes for β →∞ in norm the operator T +
β
and hene also their spetra are idential in this
limit. The spetrum of the operator T +
β
, however, is given by the numbers {λi | i = 0, 1, . . .}.
This shows that for large β the even eigenvalues ρ+ of the operator Lβ behave like λi exp
(
λβ
1−λ
)
.
To nd the behaviour of the even eigenvalues of the operator Lβ for large negative values of β
onsider the operator L˜+β dened as
L˜+β f(z) := exp (−βz) f(λ+ λz) + exp (βz) f(λ− λz)
and the behaviour of its eigenvalues for large positive values of β. Writing its eigenfuntion f
with eigenvalue ρ as f(z) = exp
(
βz
1+λ
)
u(z) one nds in this ase with ρ := exp
(
− βλ1+λ
)
and
β := 2β1+λ the equation
h(−λ2 − λz) + exp (−βλ) exp (−βz) h(λ2 + λz) = ρh(z),
where we have introdued again the funtion h(z) = u(λ+z). An argument ompletely analogous
to the former ase then shows that the large β behaviour of the eigenvalues ρ is determined by
the operator T˜ +
β
h(z) = h(−λ2−λz). Its spetrum is given by the numbers {(−λ)i | i = 0, 1, . . .}.
Hene the even eigenvalues of the operator Lβ behave for large negative β as (−λ)i exp
(
− βλ1+λ
)
.
This proves the laim.
Let us alulate the trae of the Ruelle operator Lβ for large positive or negative values of β.
Adding up N of the asymptoti eigenvalues one nds for large positive β:
traeLβ ∼
β→∞
1− λN+1
1− λ exp
(
βλ
1− λ
)
.
For large negative β on the other hand one nds when adding up N asymptoti eigenvalues
traeLβ ∼
β→−∞
O(λN+1).
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From this we expet that the result of Moritz on the asymptoti behaviour of the eigenvalues
indeed is true for general 0 < λ < 1.
Now we an prove the following proposition whih determines the loation of zeros and poles
of the Ruelle zeta funtion for the Ka model:
Proposition 5.2 For any λ with 0 < λ < 1 the Fredholm determinant det(1−λLβ) has innitely
many zeros on the real line R. For λ = 12 there are innitely many zeros on the line Re(λ) = ln 2.
Proof. Sine for real β all the eigenvalues ρ(β) of the operator Lβ are real and analyti in β,
it follows from the asymptoti behaviour of the eigenvalues that innitely many of them must
take the value λ−1 for positive and negative values of the parameter β. On the other hand an
easy alulation shows that for the speial value λ = 12 the funtion f(z) = sinh(2βz) is an
eigenfuntion of the operator Lβ for all β ∈ C with eigenvalue ρ = expβ. But this eigenvalue
takes the value λ−1 = 2 just for β = βn = ln 2 + 2piin.
The zeros of the Fredholm determinant det(1−Lβ) on the real line are ertainly nontrivial,
whereas the ones on the line Re(β) = ln 2 whih even are equidistant ould be alled trivial ones.
Sine the Ruelle zeta funtion ζR(z) has the representation ζR(z) =
det(1−λLβ)
det(1−Lβ) this funtion has
innitely many nontrivial zeros and poles on the real line, whereas for the speial value λ = 12
innitely many trivial zeros lie on the line Re(z) = ln 2. Obviously aidental anellations with
the zeros of det(1−Lβ) whih determine the poles of the Ruelle zeta funtion ould destroy some
of these zeros.
Sine the loation of the nontrivial zeros of the Ruelle zeta funtion is not known expliitly
one has to determine them numerially. Indeed in his paper [Gu82℄ M. Gutzwiller derived expliit
formulas for the matrix elements of more or less the operator
1√
λ expβ
mcosh(2
√
βpix) ◦ K
′′
c in the
basis given by the Hermite funtions hk(ξ) in the spae L
2(R, dξ). After a onjugation this matrix
beomes a symmetri matrix Bβ whose matrix elements Bn,m(β) have the following form:
Bn,m(β) = 2(n!m!)− 12 exp
(
− (n+m)γ
2
)
M !
(2µ)!Φ(2µ−M, 2µ+ 1;−β),
where Φ denotes the onuent hypergeometri funtion, M = max{m,n}, and the number 2µ =
|m − n| must be even. For |m− n| odd the matrix elements Bn,m(β) vanish. Sine the number
2µ−M is a non-positive integer the above onuent hypergeometri funtion is just proportional
to the Laguerre polynomial aording to the formula
Φ(−n, a+ 1;x) = (n+an )−1 Lan(x).
Inserting this relation into the expression for the matrix elements Bn,m one nally gets
Bn,m(β) = 2(n!m!)− 12 exp
(
− (n+m)γ
2
)
M !
(2µ!)
(
M
M−2µ
)−1
L
2µ
M−2µ (−β) .
This allows one to alulate the traes of the iterates of the Ka-Gutzwiller Operator as the sum
over the diagonal elements of this matrix. For instane for the trae of Gβ one obtains in this
way
trae Gβ = 2
∞∑
m=0
exp (−γm) L0m(−β) = 2
1
1− λ exp
(
βλ
1− λ
)
,
whih is just the denition of the generating funtion for the Laguerre polynomials Lm(−β) =
L0m(−β). In omplete analogy one an relate the traes of the iterates of the Ka-Gutzwiller
operator Gβ alulated via the matrix B(β) to the expressions alulated via the Ruelle operator
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Lβ and its iterates. One arrives thereby at rather ompliated formulas whih an be interpreted
as generating funtions for powers of the Laguerre polynomials L
2µ
M−2µ(−β). Whether these
formulas are known in the literature for the Laguerre polynomials is not known to us.
A detailed numerial study of the zeros and poles of the Ruelle zeta funtion by the above
matries is under way.
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