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Abstract 
Approximately one billion people around the world are suffering from hypertension and a 
majority of them experience no symptoms, which makes the disorder one of the most 
elusive silent killers. Using blood pressure (BP) as the basis for diagnoses, prognoses and 
therapies, the life quality of hypertension patients can be improved. Although BP has 
been proved as one of the most promising measurements for early detection of 
hypertension, it is crucial that the accuracy of the measurements is monitored with the 
utmost scrutiny, since a minor mishap in a measurement can ultimately affect a doctor's 
verdict. The standards are no longer only viewed as sets of instructions that 
manufacturers have to follow in order to qualify and validate their products, but also as 
consumer guidelines, which can be used for product evaluation before making the 
purchase. Thus, with newly emerging BP measurement techniques, it is imperative for 
the device standards to evolve, accommodating new criteria for evaluating new products, 
since an outdated standard will definitely lack the capacity to judge them accurately. 
Currently available BP measurement devices are based on a conventional approach which 
requires an occluding cuff. Due to the needs of long-term and continuous monitoring of 
BP, wearable BP measurement devices have been proposed in recent years and are still 
under development. Nonetheless, the protocol and criteria for validating these devices in 
terms of BP measurement accuracy are not available yet. Therefore the aims of this study 
are to investigate the necessity of new standards for wearable BP measurement devices 
and to propose a new parameter to evaluate the overall accuracy of this kind of devices. 
The two widely used standards for validating the conventional cuff-based BP devices are 
those set up by the American Association for the Advancement of Medical 
Instrumentation (AAMI) and the British Hypertension Society (BHS). It was reported 
that although both standards work well for most BP measurement devices, their results do 
not agree with each other under all circumstances. Previous attempts to evaluate the 
measurement errors are based on the assumption of the Gaussian error distribution and 
could not explain the why some devices can pass the BHS criteria but fail the AAMI's. 
After analyzing data from literatures on the performances of BP measurement devices 
and measurement errors for the automatic BP meter collected from our clinical 
experiment, it is found that it is more accurate to evaluate the error distribution of the 
experimental BP measurement errors using the general t distribution than the Gaussian 
distribution. 
Assuming the BP measurement error is general t distributed, we generated a theoretical 
mapping model using the AAMI accuracy criteria and the BHS grading system. 
Comparing to the previous mapping model based on the assumption of Gaussian error 
distribution, this model can provide better error estimation for devices that can pass the 
BHS criteria but fail the AAMI's. Basing on the new model, it is found that the standard 
deviations of the errors (SD) might not be comparable between those using different 
distributions having different degrees of freedom. This indicates that the existing 
standards work well for devices with error distribution close to Gaussian but are not 
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suitable for those devices whose errors follow a general t distribution with a smaller 
degree of freedom. On the other hand, the parameters used in the existing standards, 
namely the mean error (ME), SD and cumulative percentages of absolute error below 
certain limit (CPl)，evaluate accuracy in different aspects. Indeed, the values of the 
extreme errors would greatly influence the ME and SD but still would have no effect on 
CP]S. Therefore, in this study, the mean absolute error (MAE) is proposed to evaluate the 
overall accuracy. Since it takes into account both the probability and absolute value of the 
extreme errors, it can evaluate the accuracy of devices having different error distributions 
while measuring BP according to the theoretical mapping model. 
A new cuff-less measurement based on pulse transit time (PTT) technique has been 
developed by our group for wearable BP measurement devices. A clinical experiment 
was conducted on 85 subjects, in which BP measurement errors were obtained from data 
using both the newly developed PTT-based BP measurement technique and the automatic 
BP meter. It is found that the distribution of the systolic BP (SBP) measurement errors 
for the PTT-based BP measurement technique are of a general t distribution with a small 
degree of freedom while those for the diastolic BP (DBP) are better modeled by a 
Gaussian distribution. This demonstrated the inappropriateness of using existing 
protocols for evaluating newly developed wearable BP measurement devices. 
Furthermore, when both automatic BP meter and the PTT-based techniques were 
evaluated by MAE, the PTT-based technique demonstrated a comparable accuracy level 
with the automatic BP meter, giving MAEs of 6.68 mmHg and 4.14 mmHg for 
measuring SBP and DBP, respectively, while the MAEs for the automatic BP meter were 
5.62 mmHg and 6.72 mmHg for measuring SBP and DBP, respectively. According to the 
experimental results, a grading system based on different requirements on ME and MAE 
and an evaluation procedure is proposed for the wearable BP devices. 
To summarize, the original contributions of the thesis are: 
1. It was found that the general t distribution was more accurate for modeling the error 
distribution of the BP measurement errors than the Gaussian distribution. 
2. A theoretical mapping model using the AAMI accuracy criteria and the BHS grading 
system was proposed with the assumption that the BP measurement error is of general t 
distribution and a new parameter, MAE, was also proposed to evaluate the overall 
accuracy. 
3. The clinical experimental results indicated that the existing standards were not suitable 
to evaluate the newly developed wearable BP measurement technique in which the SBP 
measurement error is of general t distribution with a small degree of freedom. Results of 
MAE demonstrated that the PTT-based technique had a comparable accuracy level to the 
automatic BP meter. 
4. A grading system based on requirements on ME and SD and an evaluation procedure is 
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1.1 Background of Hypertension 
1.1.1 Definition of Blood Pressure 
Blood pressure is a powerful and consistent risk factor for cardiovascular and 
renal diseases [1]. Blood pressure results from the pumping of the heart and its value 
depends on the relationship between the cardiac output and peripheral resistance. It is 
considered as one of the most important physiological variables for assessing 
cardiovascular homodynamic [2]. 
Fig. 1 — 1 Illustration of the definition of blood pressure [3]. 
Usually blood pressure is defined as the force applied against the walls of the 
arteries as the heart pumps blood through the body (Fig. 1-1) [3]. The highest blood 
pressure value, which occurs when the left ventricle contracts and ejects blood to the 
aorta, is called the systolic blood pressure (SBP). On the opposite extreme, the diastolic 
blood pressure (DBP) is the blood pressure when the heart is at rest. Pulse blood pressure 
(PBP) is the difference between SBP and DBP. The period from the end of one heart 
contraction to that of the next is called the cardiac cycle. The mean blood pressure (MBP) 
1 
Chapter 1 
is the average blood pressure during a cardiac cycle. Mathematically, it can be obtained 
by integrating the blood pressure over time. When only SBP and DBP are available, MBP 
is often estimated by the empirical formula: 
MBP ^-SBP+ -DBP ( 1 - 1 ) 3 3 V 7 
Note that this formula can be very inaccurate in extreme situations. Because MBP 
is the driving force of peripheral perfusion, it has particular importance in various 
situations. Also, SBP and DBP can vary significantly throughout the arterial system 
whereas MBP is almost uniform throughout the body in normal situations [2]. 
According to the seventh report from Joint National Committee on Prevention, 
Detection, Evaluation, and Treatment of High Blood Pressure (JNC 7)，the normal range 
of blood pressure in adults is about 120mmHg for SBP and SOmmHg for DBP. 
1.1.2 Hypertension and Its Prevalence 
Based on JNC 7，health risks in adults rise with increasing BP starting at the 
crucial pressure of 115mmHg for SBP and 75 mmHg for DBP. Definitions of 
hypertension have been established based on these risks and on the demonstrated net 
health benefits of blood pressure reduction. Generally, the definition of hypertension is 
having a SBP consistently over MOmmHg or DBP consistently over 90mmHg for adults 
age 18 or over (Table 1 — 1) [4]. 
Table 1 - 1 Classification of Hypertension (JNC-7) 
BP Classification SBP (mmHg*) DBP (mmHg*) 
Normal < 120 <80 
Prehypertensive 120 - 139 8 0 - 8 9 
Stage 1 hypertension 140- 159 9 0 - 9 9 
Stage 2 hypertension > 160 > 100 
* Classification determined by higher BP category. 
2 
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According to JNC 7, there are only 2 stages for hypertension. But the 
recommendations from World Health Organizations, International Society of 
Hypertension and European Society of Hypertension/European Society of Cardiology 
continue to divide 2 stages hypertension, with stage 3 beginning at > 180 mmHg for SBP 
or >110 mmHg for DBP. It also defines the isolated systolic hypertension to patients 
whose SBP are above 140mmHg but DBP remains under 90mmHg [5]. 
Hypertension is a high risk worldwide public-health challenge because of its high 
frequency and concomitant risks of cardiovascular and kidney diseases. It has been 
identified as a leading cause of death, and is ranked third as a cause of disability-adjusted 
life-years [6]. A statistical analysis based on several population surveys from different 
countries reported that: 26.4% (95% confidence interval (CI) 26.0 — 26.8%) of the adult 
population in 2000 had hypertension (26.6% of men [CI 26.0 - 27.2%] and 26.1% of 
women [ CI 25.5 - 26.6%] )，and 29.2% ( CI 28.8 - 29.7%) were projected to have this 
condition by 2025 (29.0% of men [CI 28.6 - 29.4%] and 29.5% of women [CI 29.1— 
29.9%]). The estimated total number of adults with hypertension in 2000 was 972 million 
(CI 957 — 987 million); 333 million (CI 329 - 336 million) in economically developed 
countries and 639 million (CI 625 - 654 million) in economically developing countries. 
The number of adults with hypertension in 2025 was predicted to increase by about 60% 
to a whooping total of 1.56 billion (CI 1 . 5 4 - 1.58 billion) [6]. 
In China, an International Collaborative Study of Cardiovascular Disease in ASIA 
(InterASIA) was conducted 2000 - 2001. Results indicate that the prevalence of 
hypertension for the Chinese adult population between the age 35 to 74 years is 27.2%, 
representing about 130 million persons. When specified the prevalence of hypertension 
according to ages, the population of this disease increases for each group in both men and 
women from 1991 to 2001, and the results are demonstrated in Fig. 1-2 [7]. Based on the 
data collected in 2000，the age specific rate of hypertension for 2025 is shown in Fig. 1-3 
[6]. 
In 2000，among the hypertensive patients, 44.7% were aware of their high blood 
pressures, 28.2% were taking antihypertensive medication, and 8.1% had their blood 
pressure controlled under (< 140/90 mm Hg). All these data indicated that the 
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percentages of awareness, treatment and control of hypertension increased by 86.2%, 
92.6% and 145.4% respectively, in the past ten years, as compared with the data in 1991. 
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1.2 Blood Pressure Measurement Techniques 
The wide variety of devices available for the measurement of BP can be divided into 
two major categories: invasive systems that use indwelling arterial catheters providing 
direct measurements of BP, and noninvasive systems that measure BP indirectly by 
which an occluding cuff are used. 
1.2.1 Invasive Blood Pressure Measurement Techniques 
This technique involves direct measurement of arterial pressure by placing a 
cannula in an artery (usually radial, femoral, dorsalis pedis or brachial) as shown in Fig 
1-4. The cannula must be connected to a sterile, fluid-filled system, which is connected to 
an electronic monitor [8]. The equipment and procedure require proper setup, calibration, 
operation and maintenance. Such system yields BP measurements dependent upon the 
location of the catheter tip in the vascular system [2]. 
r^^^w^ippwppwp' ' 丨  1 ^ ^ ^ 
i ^ ^ ， . ， l a t f l E 
Fig. 1 - 4 Invasive Blood Pressure Measurement [8]. 
The advantage of this system is that pressure is constantly monitored beat-by-beat, 
and a waveform (a graph of pressure against time) can be electronically produced from 
the measured data. Patients with invasive arterial monitoring require very close 
supervision, as there is a danger of severe bleeding if the line becomes disconnected. It is 
generally reserved for critically ill patients where rapid variations in blood pressure are 
anticipated [9]. 
This method is regarded as the 'gold standard' for measuring arterial pressure. 
However, this technique is neither practical nor appropriate for repeated measurements in 
nonhospitalized patients or asymptomatic individuals, and it is also overly cumbersome 
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to be used for large-scale public health screenings. Instead, the indirect measurement 
method is more commonly used [10]. 
1.2.2 Non-invasive Blood Pressure Measurement Techniques 
It is also called indirect blood pressure measurement technique because during the 
whole procedure the body is not intruded in any way. The upper arm, containing the 
brachial artery, is the most commonly chosen site for indirect measurement because of its 
proximity to the heart and convenience of measurement, although many other sites may 
also be used, such as forearm, radial artery, finger, etc. Distal sites such as the wrist, 
although convenient to use, may give much higher systolic blood pressure (SBP) than 
brachial or central sites as a result of the impedance mismatch phenomena and reflective 
waves. 
Pressure mm Mg 
H c u f f Pressure Systolic Pressure 
120" Arterial Blood Pressure 
:::iiiiiiiii||i 
70" J Diastolic Pressure “ 
:—:、丨1丨|"|丨"||丨|"|||||^^^^ 
4 0 -
：：:^ ^^ mmmUMMMMrn^  ： ^ ^ 
Fig.l - 5 Non-invasive blood pressure measurements: oscillometric measurement and 
auscultatory measurement [2]. 
An occlusive cuff is normally placed over the upper arm and is inflated to a 
pressure greater than the SBP. The cuff is then gradually deflated, while a detector 
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system simultaneously employed determines the point at which the blood flow is restored 
to the limb. The detector system does not need to be a sophisticated electronic device. It 
may be as simple as manual palpation of the radial pulse. The most commonly used 
indirect methods are auscultation and oscillometry [2]. Fig. 1-5 illustrates the principle of 
oscillometric measurement technique along with auscultatory method. 
A) Auscultatory Method 
This method employs a sphygmomanometer, an occluding cuff, stethoscope and 
manometer. The stethoscope is placed over the blood vessel for the auscultation of the 
Korotkoff sounds, which defines both SBP and DBP. The setup is shown in Fig 1-6. The 
Korotkoff sounds are mainly generated by the pulse waves propagating through the 
brachial artery. The Korotkoff sounds consist of five distinct phases [2]. The level of the 
pressure in the inflatable bladder (reflected by the mercury level of the connected 
manometer) at the onset of the first Korotkoff sound is the maximum pressure (SBP) 
generated during the cardiac cycle. The pressure at which the sounds disappear 
permanently, or when the artery is no longer compressed and blood flow is completely 
restored, is the resting pressure (DBP) between cardiac contractions [10]. 
* I. -11 - - - ' 
‘»MI 
» «l«4 ^ - 4 
丨 / 
Fig. 1 - 6 Illustration of the Measuring BP by Auscultatory Method [11], 
Both non-invasive and invasive methods yield similar measurements, but these 
results are rarely identical because the invasive method measures pressure whereas the 
non-invasive method is more of an indication of blood flow instead. Experiences with the 
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auscultation method have shown that determining DBP is often more difficult and less 
accurate than detecting the SBP. Thus, the non-invasive method is generally less accurate 
and less reproducible. Nevertheless, it is sufficiently accurate for many diagnostic and 
therapeutic studies [10]. 
B) Oscillometric Method 
The principle of the oscillometric technique is based on the transmission of intra-
arterial pulsation to the occluding cuff surrounding the limb. Pressure in the cuff is 
measured by a sensor. During the process of cuff deflation，the oscillometric signal is 
detected and processed at each interval of decreasing cuff pressure. m 
導I 
Fig. 1 - 7 Illustration of an oscillometric BP meter [12]. 
As shown in Fig. 1 - 5，the arterial pressure oscillations are superimposed on the 
cuff pressure when the blood vessel is no longer fully occluded. Separation of the 
superimposed oscillations from the cuff pressure is accomplished by filters that extract 
the corresponding signals. Signal sampling is carried out at a rate determined by the pulse 
or heart rate. The maximum cuff-pressure oscillation is essentially the true mean arterial 
pressure. Unlike the Korotkoff sounds, the pressure oscillations are detectable throughout 
the whole measurement, even at cuff pressures higher than the SBP or lower than the 
DBP. The oscillation amplitudes are most often used with an empirical algorithm to 
estimate SBP and DBP [2]. Ramsey [13] has indicated that when using the oscillometric 
method, the mean arterial pressure is the signal blood pressure, which is the most robust 
measurement, as compared with systolic and diastolic pressure, because it is measured 8 
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when the oscillations of cuff pressure reach its greatest amplitude. This property usually 
allows mean arterial pressure to be measured accurately even under hypotension with 
vasoconstriction and diminished pulse pressure. 
C) Other Non-invasive BP Measuring Techniques 
The volume-clamp method was first introduced by Jan Penaz in 1973 [14] .The 
method is based on the development of dynamic (pulsatile) unloading of the finger 
arterial walls using an inflatable finger cuff with built-in photoelectric plethysmograph 
[15]. In this method the diameter of an artery in a finger that is being wrapped around by 
a cuff is kept constant (clamped) at a certain value, which is called the ‘set-point，，despite 
of the changes in arterial pressure during each heart beat. Changes in diameter are 
detected by means of an infrared photo-plethysmograph built into the finger cuff. If 
during the systolic phase an increase in arterial diamater is detected the finger cuff 
pressure will immediately increase by a rapid pressure servo-controller system to prevent 
the diameter change. Fully collapsing the finger artery requires a cuff pressure larger than 
the finger intra-arterial pressure. At zero transmural pressure the artery is not collapsed 
(unstressed arteries still have about 1/3 or 1/2 their original cross-sectional area and 
volume) but instead 'unloaded'; the arterial walls are held at zero transmural pressure 
which corresponds to their unstressed diameter. As a result, finger cuff pressure equals 
intra-arterial pressure when the volume-clamp method is active at the proper unloaded 
diameter of the finger artery. However, one of the difficulties with using this method is 
the difficulties defining the correct unloaded diameter of a finger artery. The unloaded 
diameter is closest to the average diameter at a pressure where the amplitude of the 
pulsations in the plethysmogram is largest. Changes in stress and tone of smooth muscles 
in the arterial wall and haematocritaffect affect the unloaded diameter. Therefore, the 
unloaded diameter is usually not constant during a measurement and has to be verified at 
various intervals [16]. 
The ultrasonic determination of BP employs a transcutaneous Doppler sensor that 
detects the motion of the blood-vessel walls in various states of occlusion. A compression 
cuff over a small transmitter (8MHz) and a receiving ultrasound crystal is placed on the 
arm. Signal is transmitted by the transmitting crystal and the reflected signal of the 
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shifted frequency is detected by the receiving crystal. The difference in frequency 
between the transmitted and received signals is proportional to the velocity of the wall 
motion and the blood flow. When the cuff pressure is increased above DBP but below 
SBP, the vessel opens and closes with each heartbeat. The opening and closing of the 
vessel can be detected by the ultrasonic system. As the applied pressure is further 
increased, the time between the opening and closing of the vessel decreases. The instant 
when the time difference is zero, the reading indicates the systolic pressure. When the 
cuff pressure is reduced, the time interval between opening and closing increases. When 
the closing signal from one pulse coincides with the opening signal from the next pulse, 
the blood pressure reading is the diastolic pressure [17]. 
The second method is called "arterial tonometry". The basic principle of this 
method is when a pressurized vessel is partly collapsed by an external object, the 
circumferential stress in the vessel wall is removed and the internal and external 
pressures are equal. Therefore, the applied pressure maintaining the flattened shape 
indicates the arterial blood pressure reading. An array of piezoelectric transducers is used 
for the pressure reading. The arterial tonometer suffers from relatively high costs 
compared to a conventional sphygmomanometer, and its accuracy easily suffers from 
wrist movements [17]. 
An additional method to measure BP is the evaluation of the relationship between 
pulse wave velocity (PWV) and BP or pulse transit time (PTT) and BP. Pulse wave 
velocity is the speed at which a pressure pulse propagates along an elastic artery. Pulse 
transit time as a measure for the mean PWV is the time interval for the pressure pulse to 
travel from the aortic valve to a peripheral site. The relationship between PWV and BP 
arises from the well-known pressure dependent arterial elasticity described by Moens -
Korteweg equation. Strictly speaking, to determine PTT, two pressure pulses have to be 
recoded simultaneously at two positions, proximal and distal, along the arterial tree. 
However, due to motion artifact or distinctive pulse, the proximal pulse is often difficult 
to monitor. In practice, the R-wave of Electrocardiogram (ECG) has been commonly 
used to determine the initial PTT because it is easy to detect and more artifact-free. It is 
reported that PTT triggered by proximal pulse has higher relationship with BP than PTT 
triggered by ECG R-wave [18, 19] PTT triggered by ECG-R wave covaried appreciably 
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with SBP and MBP negatively under a variety of conditions, such as rest, cold pressure 
test, and paced respiration in both normotensive and hypertensive subjects, whereas it 
covaried inconsistently with DBP with both directions [20 - 23], 
Previous studies reported comparisons of ECG R-wave triggered PTT measures 
with beat-to-beat values of BP directly [20 - 23]. The PTT measures could predict 50% 
to 70% of the beat-to-beat variability of BP. Therefore, in combination with periodic 
calibration using other methods, the PTT is a promising surrogate for an invasive arterial 
BP measurement. 
Table 1 一 2 summaries current non-invasive BP measurement techniques. Most 
BP measuring devices are dependent on one common feature, namely, being able to 
occlude the artery of an extremity (arm, wrist, finger, or leg) with an inflatable cuff to 
measure BP either oscillometrically, or auscultatorily by detecting Korotkoff sounds. 
Other techniques may originate from the conventional technique of auscultatory BP 
measurement, such as pulse-waveform analysis [24]. For the cuff-based techniques, there 
are a number of problems related, such as (1) they produce only a snapshot of BP, which 
could be misleading; (2) the inflation and deflation of the cuff will interrupt the blood 
flow and cause unpleasant and uncomfortable feeling for the patient; (3) since the cuff 
needs to be inflated by a pump, the device's power consumption is high and its size is 
relatively large, and unpleasant noise is produced when the cuff is inflating; and (4) some 
sphygmomanometers contain mercury which is toxic to the patient. 
Table 1 - 2 Main Characteristics for the Noninvasive Methods 
Methods Intermittent/ Continuous Cuff/Cuffless 
Ausculatory Intermittent Occlusive cuff 
Oscillometric Intermittent Occlusive cuff 
Palpation Intermittent Occlusive cuff 
Ultrasound Intermittent Occlusive cuff 
Vascular unloading Continuous Partially inflated cuff 
Arterial tonometry Continuous Cuff less although cuff 
IS partially occluded 
Pulse transit time Continuous Cuffless 
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Since arterial tonometry associates with several limitations, the technique has yet 
to gain public's trust to be widely used. The measured BP by this technique is contributed 
by the peripheral circulation that may differ from the arterial BP, In addition an initial BP 
measurement is required for calibration. It has a high sensitivity to sensor's position and 
angle, and is sensitive to motion artifact, not to mention the device is expensive [25]. 
1.3 Accurate BP Measurements 
As stated earlier, the identification of hypertension is critical. The diagnosis of 
hypertension affects patients for the rest of their lives and the BP measurement alone is 
the main indicator of hypertension, therefore the accurate measurement of BP is very 
important [26]. Even minute errors in estimating BP can cost numerous lives by 
preventing doctors from providing safe and effective therapies to those patients with 
cardiovascular diseases. Consistently underestimating the DBP by ImmHg and 5mmHg 
could cause 15% and 23% of those patients, respectively, with hypertension to not 
receive any life-saving treatments. Consistently underestimating the SBP by 3mmHg and 
5mmHg could cause 19% and 30% of the population with hypertension to not receive any 
treatment respectively [27]. Overestimating BP can also lead to lethal results. 
Consistently overestimating DBP by ImmHg and 5mmHg can increase the number 
incorrect hypertensive diagnoses by 23% and 132% respectively. Consistently 
overestimating SBP by 3mmHg and 5mmHg can increase the number of incorrect 
hypertensive diagnoses by 24% and 43% respectively, translating to millions of people 
exposed to inappropriate therapies [27]. 
1.3.1 Error Source for BP Measurement by Conventional Techniques 
It is found that "casual" readings - those obtained with little attention to patient 
factors or recommended techniques — cause errors in BP assessment and are only 
marginally correlated with cardiovascular damage. Conversely, standardized readings -
those that follow recommended protocols - correlate with hypertensive target organ 
damage and were used in the major randomized controlled trials that showed the benefits 
of pharmacotherapy [28]. 
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There are extensive literatures on the sources of error encountered with BP 
measurements. These can be divided into those that are associated with the observer with 
his/her bias or inaccuracy, the physiology of the patient coupled with the variability of 
BP, the manometer itself which may be inaccurate or damaged, and the cuff which may 
be the wrong size. Table 1-3 shows some of the most common sources of error [26]. 
Table 1 — 3 Error Source for Blood Pressure Measurement 
Poor management technique 
Observer Factors Digit preference 
Expectation bias 
Not rest period before measurement 
Not in recommended position 
Patient Factors 
Conversation with observers 
White-coat effect 
Aged mercury devices 
. Non-calibrated aneroid devices 
Equipment Factors 
Non-validated automated devices 
Improper cuff size 
In order to reduce the errors caused by the observer and patient which can be 
controlled, the committee of the JNC7 published a standardized procedure of measuring 
the BP [4]. 
1.3.2 Accurate BP Measurement 
The accurate measurement of BP is the most important for successful 
management. The operator should be well trained and regularly be retrained in the 
standardized technique, and the patient must be properly prepared and positioned [4, 18, 
29, 30]. 
Persons should be seated quietly for at least 5 minutes in a chair (rather than on an 
examination table), with feet on the floor, and arm supported at heart level. Caffeine, 
exercise and smoking should be avoided for at least 30 minutes prior to measurement. An 
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appropriately sized cuff (cuff bladder encircling at least 80% of the arm) should be used 
to ensure accuracy. At least two measurements should be made and the average recorded. 
For manual determinations, palpated radial pulse obliteration pressure should be used to 
estimate SBP. The cuff should then be inflated to 20-30 mmHg above this level for 
auscultatory determinations. Afterwards, the cuff deflation rate for auscultatory readings 
should be 2 mmHg per second. SBP is the point at which the first of two or more 
Korotkoff sounds is heard (onset of phase 1)，and the disappearance of Korotkoff sound 
(onset of phase 5) is used to define DBP [4]. 
For ambulatory BP monitoring, the devices use either a microphone to measure 
Korotkoff sounds or a cuff that senses arterial waves using oscillometric techniques. 
Ambulatory BP monitoring (ABPM) provides information about BP during daily 
activities and sleep. Both the average values and percentage of ABPM are informative. 
Usually, the average values of ABPM are lower and correlate better with target organ 
injury than office readings. A measure of the percentage of ABPM readings that are 
elevated, the overall BP load, and the extent of BP fall during sleep are also provided, 
which can reflect the risk of cardiovascular arrest to the patient. 
The above analysis demonstrates that the BP measurement errors come from three 
sources. The standardized guidelines for patient preparation and measurement techniques 
guarantee to reduce the errors caused by the operators and patients during the 
measurement procedures. In addition to the errors in technique, a large fraction of errors 
is caused by the equipments that cannot be awarded without being tested. With the 
increasing usage of automatic and semi-automatic BP monitor, the human error factors 
are further reduced but the errors caused by the devices inaccuracies become significant, 
especially for those untrained patients who use them at home unsupervised by 
professional operators. The establishments of BP measurement devices standards are 
aimed at validating these devices for satisfying the purchasers, who by correctly using the 




1.4 Objectives of the Thesis 
Currently, there are two widely accepted evaluation standards for conventional BP 
measuring devices. They are established by the Association for the Advancement of 
Medical Instrumentation (AAMI) and British Hypertension Society (BHS). 
The standards recommend to the manufacture the basic safety and performance 
criteria that should be considered for qualifying the device for clinical use and the 
measurement techniques that should be used to determine whether the device conforms 
with the safety and performance criteria comparing to the performances of other products. 
[31]. Therefore, the development of standards is in parallel with the development of BP 
measuring techniques. In the past years, AAMI standard has been revised 3 times since 
its first version was published in 1987 [32, 33]. The BHS protocol has also been revised 
in 1993 [34] after its establishment in 1990 [35]. At present time, the standards are 
applicable for traditional BP measurement devices, including all sphygmomanometers, 
whether nonautomated, automated or electronic, that used an occluding cuff for the 
indirect determination of arterial blood pressure [31]. 
Due to the needs of long-term monitoring of blood pressure, wearable blood pressure 
measuring devices have been proposed in recent years and are still under development. 
Nonetheless, the protocol and criteria for validating these devices in terms of BP 
measurement accuracy is not available yet. Therefore, the objectives of this study are 
listed as follows: 
(1) To investigate the necessity of new standards for wearable blood pressure measuring 
devices. 
(2)To study the underlying distribution of the BP measurement errors for traditional BP 
measurement devices and to propose a model to more accurately approximate the 
experimental BP measurement error distribution. 
(3) To generate a theoretical mapping model using the AAMI accuracy criteria and the 
BHS grading system based on the assumption that the BP measurement errors have the 
proposed error distribution and according to this model to propose a new parameter to 
evaluate the overall accuracy level. 
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(4) To study the distribution of the BP measurement errors for the newly developed 
wearable BP measurement devices and using the proposed parameter to evaluate the 
wearable BP measurement technique and the automatic BP meter in experimental study. 
(5) To propose an evaluation protocol for the PTT-based cuffless wearable BP 
measurement devices. 
1.5 Organization of the Thesis 
The thesis is mainly divided into six chapters. The first chapter reveals the necessity 
of new standards for wearable BP measurement devices. The second chapter compares 
the existing standards and reviews the findings from other researchers that the 
distribution of the BP measurement errors can not be simply modeled as Gaussian. The 
third chapter is focus on studying the underlying distribution of the BP measurement 
errors for traditional cuff-based BP measurement devices and proposing using t 
distribution to more accurately simulate the error distributions. Later in the fourth chapter, 
a new mapping model using the AAMI accuracy criteria and the BHS grading system is 
generated, and the mean absolute error (MAE) is proposed to evaluate the overall 
accuracy according to the model. In the fifth chapter, the proposed parameter is used to 
evaluate the automatic BP meter and the newly developed wearable devices in the 
clinical experiment. Furthermore, a grading system and an evaluation procedure is 
proposed for the PTT-based cuffless wearable BP measurement devices. At last, the sixth 
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Current Standards for the Conventional Blood 
Pressure Measurement Devices 
2.1 Introduction 
Before evaluating the wearable blood pressure (BP) devices, it is necessary to 
investigate various existing standards for the conventional cuff-based BP devices. 
Presently, the two widely accepted standards are from the American Association for the 
Advancement of Medical Instrumentation (AAMI) and the British Hypertension Society 
(BHS). Since these protocols have common objectives, to standardize the evaluation 
procedure, to establish the minimum accuracy and performance requirement and to 
facilitate comparisons of one device with another one [1]. It is believed that the two 
standards should yield comparable ratings. However, experience has shown that although 
both standards work well for most BP devices, the data from the two standards do not 
agree well in all the circumstance. 
Factors that contribute to these disagreements are the differences in the protocol 
setups and the accuracy grading systems. In the first part of this chapter, the two 
standards are briefly introduced and the similarities and differences in the evaluation 
procedures are discussed in detail. Moreover, based on O'Brien's study, by modifying the 
BHS protocol, it is possible that BP measurement devices satisfy the criteria from both 
protocols [1]. Later experimental studies carried out by the European Society of 
Hypertension (ESH) showed that even if the joint criteria are satisfied, discrepancies still 
existed [2], which calls for a need to study the inherent relationship between the accuracy 
criteria of the two standards. In the second part of this chapter, while assuming the error 
distribution is Guassian distribution, a theoretical mapping relationship of the AAMI 
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accuracy criteria and the BHS grading system is constructed to attempt explaining the 
discrepancies shown in the previous experimental results. 
2.2 Current Standards for the Cuff-based BP Measurement Devices 
In 1987，the AAMI published its first standard for the evaluation of BP 
measurement devices which included a protocol for evaluating the accuracy of the 
devices [3]. In 1990，the BHS published its protocol [4]. Both protocols have been 
revised in 1993[5, 6] and the AAMI standard was revised for a second time in 2003 [7]. 
Since the introductions of these two standards, many products have been evaluated 
according to one or both protocols. Recently, it has been demonstrated that some 
conditions required by the protocols are costly and difficult to fulfill, such as large 
number of subjects and wide range of BP required. With an aim of simplifying the 
evaluation procedures, the ESH provided an international standard in 2002 [8]. Since it is 
still under testing, our studies focus on the first two protocols. 
2.2.1 AAMI Standard 
In the first version of the AAMI standard, the accuracy component consisted of a 
comparison of the mean of three simultaneous measurements, on each of the eighty-five 
subjects, between the results using the test device and a mercury sphygmomanometer. 
For both the SBP and DBP, the passing criteria were that the mean error was at most 
5mmHg with a standard deviation (SD) of 8 mmHg [3, 9]. However, it was pointed out 
that the calculation was based on independent, rather than paired, samples for 
comparisons, which results in the possibility that the BPs measured by the test device and 
sphygmomanometer are at different heart beats even when using simultaneous readings 
[8]. 
Later, in the AAMI's second version, which was revised in 1993, followed the 
1990 BHS protocol's recommendations, it is required to use all of the 255 measurements 
instead of just the 85 measurements which are the average of the three measurements in 
each subject to calculate the SD, while the criteria were kept unchanged. This standard 
also allowed the use of the sequential technique where simultaneous measurements were 
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impossible to obtain. For ambulatory BP devices, testing procedures were to be repeated 
in three different positions, standing, sitting and supine, to assess device performance [5]. 
The AAMI again revised its standard in 2003 [7]. In this version, the criteria were 
kept the same as those in the previous version for the first evaluation method, and 255 
measurements were required to be collected from at least 85 different subjects. Since the 
errors made on individual patients are just as important as the mean errors, they re-
introduced the test on the mean of three measurements for at least 85 subjects. In the 
second evaluation method given in the AAMI standard, the mean error (ME) of at most 5 
mmHg and SD between 6.95 mmHg (where the ME was 0 mmHg) and 4.81 mmHg 
(where the ME was 5 mmHg) was introduced. Either one or both of the two methods 
could be used to evaluate the accuracy of devices [10]. Therefore, this standard includes 
both within-subject and between-subject error. 
2.2.2 BHS Protocol 
When the first BHS protocol was published in 1990，the requirement to take three 
simultaneous measurements on each of the 85 subjects, as recommended by the 1987 
AAMI standard, was adopted but the measurements were not averaged. This allowed the 
comparisons of the 255 pairs of measurements. The accuracy criteria were based on 
different required percentages of measurements lying within 5, 10 and 15mmHg. In this 
first version, the possibility of device-induced bias was highlighted with a 
recommendation that bracketing sequential measurement be used as an alternative to 
simultaneous measurement. A grading system was introduced in the BHS protocol to 
describe accuracy testing [8]. 
In its revised version in 1993，the BHS protocol retained the same required 
number of subjects but dropped both the simultaneous and bracketed sequential 
comparisons [1]. Instead, it introduced an even better comparing method with the grading 
requirements loosened to accommodate a greater intra-subject variability. Furthermore, 
devices' accuracies were to be assessed at ' low', 'middle' and 'high' pressure ranges, 
with nearly 85 subjects in each region. In effect, this protocol contained three additional 
evaluations in addition to the overall assessment. Initial measurements are used to 
categorize subjects into one of five systolic and diastolic BP ranges which are stipulated 
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for 76 of the 85 subjects, while allowing nine subjects to fall into any of the three 
pressure categories [9]. 
2.2.3 Other Protocols 
Other than the above-mentioned two protocols, the Deutsches Institut fiir 
Normung (DIN) also developed a clinical testing protocol with a similar objective, but 
has somewhat different methods and requirements [11]. The ESH established a more 
respected international protocol in 2002 based on the BHS preliminary studies, in an 
attempt to simplify the testing procedures. 
Comparing to the previous protocols, the evaluation procedures used in the ESH 
protocol confined its test subjects to be adults over thirty years of age (as these will 
constitute the majority of subjects with hypertension), and it doesn't make 
recommendations for special groups, such as children, pregnant women, elderlys, or for 
special circumstances [8]. 
The population is well defined and guarantees a reasonable spread of BP. A total 
of 99 measurements are collected from 33 subjects with three measurements for each 
subject, which is larger than the 85 sets accepted as the minimum in the AAMI and BHS 
protocols. Although this arrangement has some loss in measurement independence, the 
results compare well with independent measurements [8]. Those in the severe 
hypertensive and hypotensive ranges are purposely excluded because of several reasons: 
(1) BP tends to be more variable in extreme ranges which will reduce the reliability of the 
results; (2) it can be difficult to recruit subjects in these ranges because they must be 
available for the experiment on the day of diagnosis; and (3) differences in BP and 
consequently errors within these ranges have little effect on either the diagnosis or 
treatment of these patients. By removing patients in these categories, cross study 
comparisons are more reliable [9]. BP used in the categorization is the entry BP at the 
time of the evaluation procedure，rather than that at the time of recruitment for evaluation 
[8] that is required by the previous protocols. 
The ESH evaluation procedure is divided into two phases with 15 subjects for 
phase 1 and an additional 18 for phase 2, where three measurements are taken for each 
subject. Experience with existing protocols indicates that the overall outcome of a device 
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can be spotted from a very early stage. This is particularly true for extremely inaccurate 
devices and is in accordance with statistical expectancy - the larger the error, the smaller 
the sample size required to prove it [8]. 
Table 2 - 1 presents the basic requirements for the ESH protocol. The number of 
errors within 5 mmHg, 10 mmHg and 15 mmHg are used to design the criteria. For 
devices to pass the first phase, any one of the following three requirements must be met: 
25 measurements need to fall within 5 mmHg from the reference, 35 measurements need 
to fall within 10 mmHg, or 40 measurements need to fall within 15 mmHg. After 
completing the measurements for all 33 subjects, for the device to pass the first part of 
the phase 2，there must be a minimum of 60, 75 and 90 comparisons falling within 5, 10 
and 15 mmHg, respectively. Furthermore, there must be a minimum of either 65 
comparisons within 5 mmHg and 80 comparisons within 10 mmHg, or 65 comparisons 
within 5 mmHg and 95 comparisons within 15 mmHg, or 80 comparisons within 10 
mmHg and 95 comparisons within 15 mmHg. For the device to pass the second part of 
phase 2, at least 22 of the 33 subjects must have at least two of their three measurements 
lying within 5 mmHg from the reference. At most three of the 33 subjects can have all 
three of their measurements be over 5 mmHg away from the reference [8]. 
Table 2 - 1 Accuracy Criteria for ESH Protocol (2002) 
Measurements Within 5 mmHg Within 10 mmHg Within 15 mmHg 
Phase 1: 15 subjects, 45 measurements 
Requirements to pass phase 1 
At least one of 25 35 40 
Phase 2: 33 subjects, 99 measurements 
Requirements to pass phase 2.1 
Two of 65 80 95 
All of 60 75 90 
Requirements to pass phase 2.2 
Subjects 2/3 within 5 mmHg 0/3 within 5 mmHg 
At least 22 
At most 3 
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Moreover, in this protocol, each measurement is compared to both its preceding 
and following nurse readings, and the one with lesser difference is chosen. However, 
since the efficiency of this validation protocol is under testing, our studies are focused on 
the current AAMI and BHS protocols. 
2.3 Comparison of the AAMI and BHS Protocols - Protocol Setup 
In this section, the protocol setup and different aspects between the AAMI and 
BHS protocols were compared, 
1) Protocol Design 
The AAMI standard is adopted as a United States' national standard. Not only a 
validation protocol, it is also a set of manufacturing requirements for the BP devices. 
Unlike the BHS protocol which is published in a medical journal, the AAMI standard is 
only used within the association, which may, to some extent, reduce its prevalence and 
influence. The complete AAMI standard consists of seven parts: requirements for a 
national standard, rationale for a standard, non-invasive validation, intra-arterial 
validation, data analysis and reporting, assessment of ambulatory systems and statistical 
considerations. 
Of the two protocols, the BHS protocol is more elaborate than the AAMI protocol 
in which it takes particular care to ensure that the operators are trained with a very high 
standard. It includes provisions for special group evaluation and special conditions, and it 
recommends in-use validation of all devices while this is only recommended for the 
ambulatory devices in the AAMI protocol. The whole protocol can be divided into seven 
parts: before-use calibration, in-use assessment, after-use calibration, static device 
validation, grading of devices, special group validation and validation in special 
circumstances. 
2) Requirements for Subjects 
a) BP Ranges 
Both protocols have requirements for the BP ranges of the subjects to represent 
the BP range of the population, as shown in Fig 2 - 1 . The BHS protocol requires more 
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subjects to have their SBP or DBP in the extreme regions: 33% of the subjects' SBPs 
need to be over 160mmHg, and 10% lower than 90mmHg; 33% of the subjects' DBFs 
need to be over 100 mmHg and 10% lower than 60 mmHg. 
For some devices, the BP measurement errors vary with the BP level they 
measured. So the differences in the BP categorizations and number of subjects in each 
region may essentially influence the evaluation results when the devices are tested by 
different protocols. Moreover, for the BHS protocol, it is recommended to have results in 
three different BP ranges: low pressure range < 130/80mmHg (for SBP/DBP), medium 
pressure range 130 - 160/80 — 100 mmHg, and high pressure range > 160/100 mmHg. 
>10% m _ ® n m M £ _ � 8 >10% ^ 
li 丨丨i"丨丨丨 20 __KK}mmHjB|jilQmmHg_2^20 
>20 >20 
沙n迎yg ^ , SOmml-Ig 
i n n m m H p K H � 2 0 6nmmHg > 2 � 
>10% • >8 >1G% B i >8 
八 續 Q R P BHS AAMI p ^ p BHS 
(Percent) (Number) (Percent) ^ ^ ^ (Number) 
⑷ （b) 
Fig. 2 — 1 Requirements on the SBP and DBP ranges in the AAMI and 1993 BHS 
protocols. The numbers of subject at least in each region are addressed in percentage 
for the AAMI standard and in number for the BHS protocol. 
b) Arm Circumference 
Since the arm circumference will have an influence on the BP measurement's 
accuracy, the AAMI standard had stipulate the arm-size distributions. It requires that 10% 
of the subjects to have an arm circumference of less than 25 cm and 10% to be greater 
than 35 cm，with the remainder distributed between 25 cm and 35 cm. If the device is 
designed for use with a single size cuff, at least 40% of the subjects should have a limb 
circumference in the upper half of the cuff range and 40% should have a circumference in 
the lower half. 




c) Other Requirements for the Subjects 
Both of the protocols acknowledge the influence of age on the accuracy of BP 
measurement. And the BHS protocol has a special evaluation procedure for devices that 
are used for the elderly, whereas the AAMI has a general provision for devices used on 
special groups such as neonates, infants, and pediatric populations. For the normal test, 
the AAMI requires that all the subjects are over 12 years old. Aside from the above 
differences, the sex and age are both required to be distributed randomly for all the 
subjects. 
During the validation procedure，the AAMI suggests excluding the participants 
whose BPs, which are measured simultaneously by two operators, are different by more 
than 10 mmHg. And the BHS protocol requires patients with arrhythmias and subjects 
whose Korotkoff sounds persist to nearly zero to be excluded from the test. 
3) Requirements for Reference 
a) Reference Standard 
The AAMI considers the auscultatory and intra-arterial BP measurement methods 
as the two reference standards, while neither of them is widely accepted as the objective 
bench test that takes physiological variation into account. It provides tests of overall 
system efficacy by comparison with manual cuff/stethoscope measurements and intra-
arterial measurements [7]. However, for the BHS protocol, only the former non-invasive 
method is allowed to be used as reference standard. 
When the non-invasive method is used as the reference standard, the AAMI 
requires two trained operators to simultaneously make blind BP measurements on each 
subject, and the values for each reading from each operator shall be averaged for 
calculation purposes. On the other hand, while the BHS protocol also requires the two 
operators to record readings simultaneously, the readings are not averaged but analyzed 
separately. The evaluation result that is more favorable to the tested device is selected. 
b) Measurement Order 
The AAMI standard suggests that single-arm measurements (using a "Y" 
connector) are preferred whenever it is possible since they allow simultaneous, automated 
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and manual BP measurements. When single-arm simultaneous measurements are 
impossible, sequential single-arm measurements are preferred over simultaneous dual-
arm recordings. In the 1993 BHS protocol, only sequential single-arm measurements are 
permitted. 
c) Measurements 
For the AAMI standard, measurements are taken to the nearest 1 mmHg while for 
the BHS protocol measurements are taken to the nearest 2 mmHg. This suggests that the 
measurements from the former standard, in theory at least, are more accurate than the 
latter. 
4) Session Summary 
After comparing the setup for the two protocols, it is found that by modifying the 
BHS protocol, it is possible to validate BP measurement devices by both protocols [1]. 
As a summary, by making the following modifications, the 1993 BHS protocol will 
satisfy the criteria set in the AAMI protocol [1]: 
(1) Selecting arm circumference and limits of BP in participant based on those set in 
AAMI standard; 
(2) Measuring BP to the nearest 1 mmHg in the main validation test; 
(3) Sequential and simultaneous (when feasible) comparison using the sequence outlined 
in Table 2-2, or only using sequential measurements; 
(4) For ambulatory devices, the number of 24-h studies to be increased from 24 to 30 and 
the day time recording intervals from 30 to 15 minutes. 
Table 2 - 2 Sequences for Blood Pressure Measurements [1] 
BP A Operators 1 and 2 
BP B Operator 3 with test instrument 
BP 1 Operators 1 and 2 with mercury standard 
BP 2 Operator 3 with test instrument and operators 1 and 2 with mercury standard 
BP 3 Operators 1 and 2 with mercury standard 
BP 4 Repeat step for BP 2 
BP 5 Repeat step for BP 3 
BP 6 Repeat step for BP 2 
BP 7 Repeat step for BP 3 
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2.4 Comparison of the 2002 AAMI and BHS Protocols 一 Accuracy 
Criteria 
In this section, the differences in analyzing the measurement accuracy using the 
two protocols are investigated. 
A complete evaluation of accuracy is composed of two parts: a graphical part and 
a numerical part. Generally, the graph is informative but hard to be quantified. In both 
protocols, the graphic display of error against average SBP and DBP from both test 
device and the reference device is used to help inferring the results without any further 
special requirement. The plot was first proposed by Bland and Altman in 1986 [12] for 
analysis of measurement accuracy. In the AAMI standard, it is recommended that the 
horizontal lines showing the mean, 士 1, and 士 2 SDs shall be superimposed [7], based on 
an assumption that if the error is of Gaussian distribution, 95% of the errors should lie 
between the limits of the mean - 1.96xSD and mean + 1.96xSD [12 - 14]. For the BHS 
protocol, scatter plot of error among the operator who gives better evaluation result, the 
test device and the corresponding mean pressure is recommended to be accompanied by 
reference lines at 0，士5 mmHg, 士10 mmHg and 士15 mmHg [6]. 
For both protocols, the criteria to be clinically accepted are set in the numerical 
parts. They use different statistics to quantify the measurement accuracy or agreement 
between the test device and the standard reference. 
1) AAMI Criteria 
The AAMI standard uses the statistical ME and SD of the errors between a test 
device and the reference to set their criteria. In the third version published in 2002, there 
are two methods for evaluating the accuracy of the devices, as shown in Table 2-3. The 士 
5 mmHg mean error requirement was based on the published data on the accuracy of BP 
measurements, which are obtainable by highly trained technicians using manual 
sphygmomanometers. The data can also be found in published literatures on the 
comparisons of various BP measurement techniques [3, 5, 7]. The choice of 85 subjects 
was made on the ability to detect an error of 5 土 8 mmHg at a significance level of 0.05 
and a power of 0.98. The second method is tested on the means of three measurements 
from at least 85 subjects, and the underlying principle is that the estimated probability of 
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error by 10 mmHg for a given patient was at least 85%. Either or both tests could be used 
to validate the devices. 
Table 2 - 3 Criteria for the AAMI Standard (2002)[7] 
Mean error(mmHg) SD (mmHg) 
Method 1 (255 paired comparisons) 
“ 士 5 8 一 
Method 2 (85 averaged paired comparisons) 
~ Upper Limit on the SD of paired errors for given 
values of the mean of the paired errors 
0 ^ 
士 0.5 6.93 
±1.0 6.87 
土 1.5 6.78 
士 2.0 6.65 
士 2.5 6.47 
土 3.0 6.25 
士 3.5 5.97 
士 4.0 5.64 
士 4.5 5.24 
4.81 
2) 1993 BHS Protocol 
The BHS protocol uses a grading system based on the percentages of the 
difference between the test device measurements and the standard manual 
sphygmomanometric measurements, using different percentages for differences of 5 
mmHg, 10 mmHg and 15 mmHg for SBP and DBP. Table 2 - 4 presents the details. 
Table 2 - 4 British Hypertension Society Grading Criteria (1993) 
Absolute difference between standard and test device (mmHg) 
Grade 
^ ^ ^ 1 5 
Cumulative percentage of readings 
A 60 85 95 
B 50 75 90 
C 40 65 85 
D Worse than C 
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Based on the fact that the SD of errors between two trained operators using 
manual sphygmomanometers could be as low as 6mmHg for the preferred sequential 
measurements, for grade A，they estimated the proportion of errors that would lie within 
5，10 and 15mmHg with this SD, assuming the errors are of a Gaussian distribution. 
These percentages were rounded and allowed occasional aberrant readings. They relaxed 
the percentages required to within 10 and 15 mmHg. Grade B and C correspond to a SD 
of 8 and lOmmHg respectively [6]. Eighty-five subjects were acquired to simultaneously 
satisfy both the BHS and the AAMI standard. 
2.5 Relationship between the AAMI Accuracy Criteria and the BHS 
Grading System 
It is believe that although the criteria that BP devices have to pass in order to be 
considered acceptable for clinical use are different in various standards, they should yield 
equivalent ratings since both standards are set based upon similar data obtained from 
similar experiments. Thus it is possible to construct a useful relationship between the two 
standards which can be used for device accuracy evaluation in the future. Then one 
should construct a relationship by which one could judge the accuracy of a device by 
either standard. 
With this in mind, using a Microsoft Excel spreadsheet, Sun and Jones [15] 
developed a mapping chart linking the AAMI accuracy criteria and the BHS grading 
system in 1999 to explore the inherent relationships between the two standards, 
particularly the grading results. In this section, a mapped relationship model that is 
represented by theoretical formula instead of numerical chart is first introduced. The 
investigations of data from other research groups, which were derived from the 
application of the mapping model to BP devices performance data for the purpose of 
testing their efficiencies, are proposed and discussed. 
2.5.1 Theoretical Mapping Relationship 
Assuming the BP measurement error is of Gaussian distribution, let |i denote ME 
and a denote SD of the errors. The cumulative percentage (CP) of absolute errors below a 
certain limit (L, i.e. 5, 10, 15 mmHg in the BHS protocol) is a function of [i, a and L: 
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C P 从 = + 丨•八樂)]’(丨4晰(丄，0) (2 - 1) 
1 , ( | / i | , ( 7 ) = ( Z , 0 ) 
where sign{') is the sign function: 
= | 1 _ ( 2 - 2 ) 
[ - 1 , J < 0 
and erj{-) is the error function: 
erf{x) = ^ [ e - ' ' d t ( 2 - 3 ) 
It should be noted that when | |i | Z and a = 0, the term (1/ o) will approach 
infinite (i.e. (1/ a) 00), 
er/(+oo) = A r 广2 = and g r / ( - o o ) = 母 
y h ^ 2 yjn ^ 2 
o (mmHg) a (mmHg) 'V (mmHg) 
...：•••..,. ....... •；••• 
.欣 . _丨 . . . .二 I , . . i�....:i . . .� . . . 2 (d) . CPM^,b )丨 
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Fig. 2 - 2 Cumulative percentage (CP) of absolute errors below certain limit {L) vs. |LI and o with a 
limit of (a) 5mmHg, CPj(|i，a), (b) the area bounded by the curve in the \x and a plain denotes the 
cases where the CP was beyond the given value, (c) CP/o(|^, a) and (d)CP/i(|Li, a). 
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Based on equation (2 - 1)，the 3D graphs of the CP! versus \x and a for Z = 5 
mmHg, 10 mmHg and 15 mmHg are plotted as shown in Fig. 2 - 2 . For a specific value 
of CPz, (e.g. CP5 = 0.5) a curve can be found in the corresponding |li and a domain. The 
area within the curve denotes the cases where the CP/, is greater than the given value. For 
each L, both the area and the distance between the origin and the intersection of the a axis 
and the boundary curve change proportionally to the CPz,. However, the curve always 
cuts the |Li axis at the point of (|i, a) = {L, 0). 
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Fig. 2 - 3 Relationship between the criteria of the AAMI standard and the (a)grade A, (b) grade 
B, (c) grade C criteria and (d) the grading system of the 1993 BHS protocol. 
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Through the same procedures set, in the 1993 BHS protocol, similar curves can be 
obtained in the and a domain for each criterion from each grade. In each grade, three 
areas in the |i and a domain bounded by corresponding curves are intersected into one 
common area using the logical operand "AND," i.e. the intersection area encompasses 
only the joint areas that indicate the same or better grade for all three individual areas. 
Fig. 2 - 3 presents the results: the shaded areas in (a), (b) and (c) denote the cases where 
all three criteria for grades A, B, and C of the 1993 BHS protocol are satisfied. Although 
the BHS protocol requires all the CPj, CP/o and CP/j to be greater than the corresponding 
criteria, it is found that, for each grade, the criteria are guaranteed to be satisfied if the 
first criterion on Z = 5mmHg is fulfilled, providing that the error distribution is of 
Gaussian distribution. 
Finally, a graph for four intersection areas corresponding to grades A, B, C and D 
is generated based on the 1993 BHS protocols. In graph (d) of the Fig. 2 - 3 , the red area 
represents the cases where both the AAMI criteria for accuracy and grade A for the 1993 
BHS protocol are fulfilled, and the blue region indicates where the device fails grade A 
but still passes the grade B test of the 1993 BHS protocol as well as the AAMI criteria for 
clinical acceptance. It is found that both the grade A and grade B in the 1993 BHS 
protocol is stricter than the AAMI accuracy criteria. Some devices that passed the grade 
C of BHS protocol can still pass the AAMI criteria for clinical acceptance. However, 
from Fig. 2 — 3 (d), it can be seen that although a device barely passes with a mean error 
of 5 mmHg and a SD of 8 mmHg (points at the upper-right corner), it still doesn't ensure 
a measurement accuracy of 40%. Even for devices that passed with a higher level of 
certainty(points within the rectangle bounded by the black curves and outer edge of the 
blue area), they would have more than half of their expected measurements categorized 
as inaccurate, which translate to an error value larger than 5 mmHg [8]. 
2.5.2 Application of the Mapping Model: Estimate the BHS Grades from the 
Reported Sample ME and SD 
In 1999, Sun and Jones [15] generated similar mapping charts relating the criteria 
of the first AAMI standard validation method and both of the 1990 and 1993 BHS 
protocols. They applied data from the literature on the performances of the devices to the 
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mapping charts to test their efficiencies. In total, 67 verification entries for SBP and DBP 
were collected from 23 blood-pressure-device-evaluation reports. Based on the mapping 
charts, they estimated the BHS grades for the devices in accordance to their measured 
sample mean and sample SD. They also compared the estimated grades with the 
measured sample grades. Table 2 - 5 presents their results. 
Table 2 - 5 Comparison of the Reported BHS Grading and the Estimated 
BHS Grading [15] 
Reported Estimated BHS Grading 
BHS Grading Grade A Grade B Grade C Grade D 
Grade A 8 7 7 0 
Grade B 0 8 \1_ 2 
Grade C 1 0 8 4 
Grade D 0 0 0 5 
As shown, the percentage of agreement between the reported BHS grading and 
the estimated BHS grading is 43% (29 counts). The percentage of erroneous grading by 
one grade (i.e. reported as grade A but estimated as grade B, reported as grade B but 
estimated as grade C, reported as grade C but estimated as grade D, or vice versa for each 
of these cases) is 42% (28 counts); the percentage for the two-grade mismatches is 15% 
(10 counts). In all but one case of mismatches (97%)，the estimates were conservative, 
i.e., they downgraded the device is accuracy. The results suggest that much of the original 
BHS grading information may not be accessible or derivable simply from the ME and SD 
statistics. Moreover, the chi-square test for matched samples found a statistically 
significant difference between the reported BHS and the estimated BHS gradings [15]. 
Many factors contributed to the disagreement when interpreting the efficacy from one 
standard to the other, including different schemes between the simultaneous and 
sequential validation tests, differences in reference standards (direct or indirect), operator 
qualifications, sample sizes, pressure distributions and arm-size distributions [15]. Other 
than the above reasons, the author proposed that the most important factor for 
disagreements is that the underlying distribution for the measurement errors is deviated 
from the Gaussian model. 
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2.5.3 Application of the Mapping Model: Explain the Evaluation of the Results from 
the Clinical Survey by the ESH 
According to previous discussion on the protocol setup, both protocols' 
requirements could be satisfied simultaneously. So, the joint criteria are applied in most 
validation studies [1]. In 2001, a clinical survey on BP measurement devices was carried 
out by the ESH, in which 67 devices were validated by both the 1993 BHS and the first 
validation method in the AAMI protocols. The survey tested 2 manual 
sphygmomanometers, 5 BP measurement devices used in hospitals, 23 for used at home 
for self-measurements and 24 for ambulatory measurements. Table 2 - 6 summarizes the 
evaluation results of the BP measurement devices [2]. The results of this study show that 
there were disagreements between the two grading systems: 11 devices passed the AAMI 
standard but failed the BHS (16.4%); on the contrary, 2 devices passed the BHS protocols 
but failed the AAMI standards (3.0%). 
Table 2 - 6 Summaries of the Evaluation Results of BP Measurement 
Device by the AAMI and 1993 BHS Protocols 
Number of Device Percentage (%) 
Passed Both 33 49.3 
Failed Both 21 31.3 
Passed AAMI Only 11 16.4 
Passed BHS Only 2 
Total 67 100.0 — 
It is found in the mapping model (Fig. 2 - 3 ) that, for the grade A and grade B of 
the 1993 BHS protocol, the areas under their corresponding solid-line curves are entirely 
bounded within the criteria of the AAMI standard, which reflects that the BHS protocol is 
more strict than the AAMI protocol on BP measurement devices for clinical acceptance. 
The similar results have also been founded in [8，9，and 15]. This model demonstrates 
three kinds of validation results when a device is evaluated simultaneously by both 
standards: passing both standards (denoted as the red and the blue areas), passing the 
AAMI standard but failing the BHS protocol (denoted as the area between the black lines 
and the outer lines of the blue area) and failing both (denoted as the area outside the black 
rectangle). However, this model cannot explain the cases where a device passes the 
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criteria laid down by BHS but not AAMI, which are found in the clinical study by ESH. 
This suggests that the Gaussian model might not be a good approximation of the 
underlying distribution of the actual BP measurement errors. 
2.6 Discussion 
Since the establishments of the AAMI and BHS protocols, a large number of BP 
measurement devices have been evaluated according to one or both protocols. Experience 
has demonstrated that the existing protocols need to be improved, both in the protocol 
setups and the validation methods. 
The issue of how to evaluate the accuracies of electronic/automated 
sphygmomanometers was debated more intensively by the researchers than any other 
issues. The main questions of these debates are: (a) What should be the reference 
standard for BP measurements? (b) What error tolerances are appropriate, considering 
both medical needs and technological capabilities? (c) What ways are appropriate for 
disclosing test findings [7]? 
At the current stage, the auscultatory and intra-arterial BP measurement methods 
are considered as the best references for the evaluation of BP measurement devices. The 
study of comparing the two methods for reference standard still needs to be done. No 
single study that was conducted so far had a sufficient number of subjects or diversity to 
be completely convincing. The various results from different studies are undoubtedly 
caused by many unknown factors [7]. Recently, some researchers suggested replacing the 
subjects with a simulator that stores and regenerates physiological waveforms for testing 
oscillometric non-invasive BP measurement devices [16]. 
It is recognized that the validation method can be sensitive to the capabilities and 
experience of the operators. The AAMI standard specified that the validation is 
acceptable only if two different trained operators (rather than one) perform the 
comparison tests [7]. On the other hand, the ESH introduced the Sphygmocorder, a 
device that records Korotkoff sounds in addition to a video recording of a mercury 
column, providing objective evidence of BP measurement validation. The 
Sphygmocorder removes the expensive need to employ two operators and a supervisor 
throughout the validation procedure. 
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Special considerations were given to the order of the test device and the reference 
measurements. Some researchers prefer to use the sequential same-arm measurements 
over the simultaneous measurement. It is because for most automated devices, a number 
of factors may make it difficult or impossible to perform simultaneous comparisons on 
the same arm. For example, devices that deflate at a rate of more than 5mmHg per second 
do not allow accurate measurements by an auscultating observer, leading to inaccurate 
comparisons between the test and reference devices. Other factors, such as the confusion 
of noise from the device with Korotkoff sounds, failure of the inflating mechanism to 
reach the required pressure, sudden deflation before DBP can be confirmed and uneven 
deflation, will make accurate auscultations impossible and may also preclude 
simultaneous same-arm testing. Simultaneous opposite-arm comparisons are not 
permitted because the BP difference between the arms is a variable rather than a constant, 
and the measurements are not truly simultaneous [8]. 
Despite all these considerations towards the protocol setups, modifications to the 
validation method are suggested. O'Brien points out that in the first validation method of 
the 2002 AAMI standard, it implies but doesn't state that there should be 3 measurements 
per subject. Technically, one could record one reading on 84 subjects and 171 readings 
on one subject and still not break the protocol. And the very fact that it states "For any 
subject not contributing 3 data sets, additional subjects will be tested to reach the 
minimum number of 255 observations" will introduce two unnecessary flexibilities: (a) 
Subjects can be released after only one or two measurements. These are more likely to be 
those on whom measurements are difficult to record. But these are the very subjects on 
whom device readings may vary more from references, (b) Without an exact upper limit 
on the number of measurements, there may be a tendency, especially where a result is 
borderlined, to extend the sample size to get a more definite result [9]. 
In [17], Gerin, et, al indicated that a major limitation of both the first validation 
method of 2002 AAMI standard and the BHS protocol is lack of attention given to the 
number of individual patients to whom a monitor may be inaccurate. A BP monitor that 
meets both of these validation criteria may report BP measurement error by more than 5 
mmHg for more than half of the subjects. In the 2002 AAMI standard, the second 
validation method is only an alternative to the first, which provides a second chance to 
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those devices that cannot pass the first method. In the second method, a device is accurate 
if the average errors, which are the mean of the three errors on each subject, are below 10 
mmHg for 85% subjects. However, if the measurement accuracy on each subject is 
defined as an average of errors within 5 mmHg, the expected rate drops to around 50% of 
subjects [9]. 
A more basic problem than the ones mentioned above is that both the AAMI and 
BHS protocol design their criteria based on the assumption that the SBP and DBP 
measurement errors are of Gaussian distribution. It is well know that the population mean 
and population SD is sufficient to describe the underlying distribution if it is Gaussian. 
On the other hand, the sample mean and sample SD are good estimators for the 
population mean and population SD if the actual data follows Gaussian distribution, but 
this may not be true for other distributions. Although the BHS chooses to use the statistic 
of the percentage of errors within certain limits, which is a non-parametric approach and 
does not require any assumptions of the underlying distribution of the errors, they assume 
the errors are normally distributed when setting the criteria for grading devices. 
In fact, the underlying distributions of the BP measurement errors haven't been 
tested yet in the previous experiments and always been considered as Gaussian 
distribution. However, both the results of the Sun and Jones' study and the clinical survey 
suggested that the BP measurement errors may not be normally distributed. It is 
commonly known that the different statistics reflect different aspects of the same 
distributions. One set of statistics can be transferred to the others if the underlying 
distribution is determined. However, 'accuracy' cannot be simply defined with a set of 
parameters because the data showed that the accuracy criteria accepted for clinical use 
are not interchangeable between the AAMI and BHS protocols. This proves that the 
assumption of the BP errors having a normal distribution is erroneous. Currently, the 
criteria are set by assuming the BP measurement error is of Gaussian distribution; 
obviously, they cannot be transferred to each other if the actual error distribution is not 
Gaussian. This may also cause disagreements on the definition of an accurate BP 
measurement device, based on the different criteria given in the two protocols. Deducing 
from the topics discussed previously, it is obviously necessary to study the underlying 
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Distribution Analysis of the Blood Pressure 
Measurement Errors 
3.1 Introduction 
Assuming the blood pressure measurement errors were of Gaussian distribution, 
Sim and Jones [1] built a theoretical mapping relationship between the AAMI accuracy 
criteria and the BHS grading system, using the requirements in the two standards. Based 
on the mapping model, the BHS grading of a device can be estimated from its measured 
sample ME and SD. Comparing the estimated grades with the grades extracted from the 
published literature on the performance of BP devices by other groups, Sun and Jones 
found a significant difference between them. The difference might be caused by a 
number of factors, such as the deviations of the error distribution from Gaussian 
distribution, as well as measurement sequences, differences in reference standards, 
qualifications of the operators, pressure distributions, arm-size distributions and so on. 
However, according to the observations of the experiment carried out by the ESH, even 
when the same testing procedure that satisfies the joint criteria was applied, the 
discrepancies still existed, indicating that the Gaussian distribution might not be a good 
approximation for the actual error distribution. On the other hand, according to the 
model, the criteria of the BHS protocol for clinical acceptance are more strict than those 
required by the AAMI standard [1，2], thus the cases where some devices can pass the 
BHS criteria but fail the AAMI requirements seem to defy logic, which spawns the need 
of providing a more accurate model for the error estimation. 
In the first part of this chapter, we analyze the data available in literature on the 
performance of BP devices, which are usually reported in forms of sample ME, sample 
SD, cumulative percentage of absolute errors below 5mmHg(CP_5), 1 OmmHg (CP/o) and 
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ISmmHg (CP/i), to estimate the distribution of the BP measurement errors from 
conventional BP measurement devices. Then, we will investigate the distributions of the 
SBP and DBP measurement errors collected from our clinical studies to find a more 
appropriate model than Gaussian model for better evaluating the distributions of the 
actual BP measurement errors. In this experiment, the error is determined by the 
difference between the measurements obtained from a verified automatic BP meter and 
the standard method. 
3.2 Error Distribution Estimated from the Published Data 
In most literature, in which the BP measurement devices evaluated by both of the 
BHS protocol and AAMI standard, only reported the sample means (wME), the sample 
standard deviations (wSD) of the errors and the cumulative percentage of absolute errors 
below 5mmHg (wCPj), 1 OmmHg (mCPjo) and 15mmHg (mCPyj). These data provide us 
limited information, so the error distributions can only be roughly estimated. 
3.2.1 Methodology 
A comprehensive literature search on the Medline database 
(http://www.ncbi.nlm.nih. gov/entrez/query.fcgi?db=PubMed) was performed for all 
blood-pressure-device-evaluation reports using the 1993 BHS protocol and the first 
method of AAMI standard. The search included literatures from 1992 to 2006. Finally, 
data were collected from published reports on the performance of BP measurement 
devices [3 - 6], including mME, mSD, wCPj, mCPjo and wCP/j. 
It is assumed that the measurement errors for SBP and DBP follow the same kind 
of symmetric distribution. The percentages of absolute errors in the range of 0 - 5 
mmHg, 5 - 1 0 mmHg, 10 - 15 mmHg and beyond 15 mmHg were computed from the 
sampled mCPs as well as theoretically estimated from the mME and wSD when the 
errors have Gaussian distribution, denoted as wCPo.5, mCPs./o, wCP/0.75 and mCP>/j. 
The p-values, which reflect the significance of difference between the theoretical 
and the sample values, to each set of parameters (i.e. mCPos, mCPj./o, wCP/0.75 and 
mCP>/s) were obtained after 10,000 Monte Carlo (MC) simulation runs for the specified 
sample size. For each MC run, the following two steps were performed [7]: 
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(a) Generate a sample of required size, using the normal distribution and the 
wME and mSD. 
(b) Calculate the absolute difference between the calculated parameters from the 
simulated data (denoted as ^CPo-j, sCPj./o, sCP/o-/s and sCP>/j) and the corresponding 
theoretical ones (denoted as tCPos, tCPs./o, /CP/0./5 and /CP>75). 
At the end of the 10,000 runs, we had 10,000 absolute differences that were in 
descending order. The absolute differences between the sample parameters (i.e. mCPo-5’ 
mCPs-jo, mCP/o-js and wCP>/j) and the corresponding theoretical parameters (i.e. /CP0.5, 
tCPs-jo, tCPjo-is, /CP>/5) were also calculated. To obtain the p-value, we calculated the 
percentile of the absolute differences between the simulated and the theoretical 
parameters and had absolute values greater than the absolute distance between the 
sample and the theoretical parameter. 
3.2.2 Data Analysis 
Table 3 - 1 Original Data on the Performance of BP Measurement Devices 
~ Subject I o p I ^ w M E wCP5 mCPlO mCP15 
Number (mmHg) (mmHg) (%) (%) (%) 
SpaceLabs ^^ SBP ~ T " -1 7 69 89 96 
90207 DBP~~2 ^ 6 69 ^ ^ ^ 
SBP 3 -1 8 63 85 94 
DIASYS 200 86 
DBP 4 0 8 64 86 96 
Pressurometer ^^ SBP 5 -2 11 62 82 90 
IV D B P 6 ^ 11 59 77 S 5 ^ 
Takeda TM- ^^ SBP 7 -4 11 59 78 88 
2420 D B P 8 11 62 78 85 
Microlife BP “ ~ SBP ~ 9 -1.7 7.4 64 87 96 
3BT0-A D B P 1 0 ^ 6 . 3 68 89 97 
" " T T ^ : T o 5 2 7 2 . 5 93.7 99.6 
TM-2655 85 
DBP 12 -0.9 4.7 78.8 96.9 100 
Omron 705 ^^^ SBP i F 4.0 4.8 64 90 98 
IT DBP 14 -2.1 5.9 70 89 98 
Table 3 - 1 presents the original data collected from the published reports [ 3 - 6 ] . 
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Table 3 - 2 Theoretical and Empirical Parameters with the Correspondingp-values 
xTp, .pp * /pp * frv> * frv> * ^CPo.5* mC?s.]o* mC?io.i5* mCP>i5* No. tH'o-s t^n-io * 仏o-j, ？ b * ) …*) …*) 
1 52.1 32.2 12.3 3.4 69(0.1) 20(1.7) 7(14.5) 4(77.6) 
2 53.9 32.4 11.3 2.4 69(0.5) 22(3.8) 7(23.9) 2(72.9) 
3 46.5 32.0 15.2 6.3 63(0.2) 22(3.6) 9(9.2) 6(100.0) 
4 46.8 32.1 15.1 6.1 64(0.1) 22(3.8) 10(17.1) 4(38.1) 
5 34.5 28.4 19.1 18.0 62(0.0) 20(9.4) 8(0.5) 10(4.8) 
6 33.9 28.1 19.2 18.9 59(0.0) 18(4.2) 8(0.6) 15(33.1) 
7 33.0 27.6 19.4 20.1 59(0.0) 19(7.3) 10(2.9) 12(6.0) 
8 34.5 28.4 19.1 18.0 62(0.0) 16(0.9) 7(0.6) 15(40.1) 
9 49.0 32.3 14.0 4.8 64(0.5) 23(6.3) 9(15.7) 4(79.2) 
10 54.8 32.0 10.9 2.4 68(1.6) 21(2.9) 8(37.8) 3(72.2) 
11 65.5 28.6 5.4 0.5 72.5(17.9) 21.2(15.6) 5.9(82.2) 0.4(100.0) 
12 70.4 26.0 3.5 0.2 78.8(9.1) 18.1(10.2) 3.1(76.8) 0(100.0) 
13 55.2 34.1 9.6 1.1 64(1.3) 26(2.1) 8(39.7) 2(28.4) 
14 57.4 31.6 9.4 1.6 70(0.1) 19(0.0) 9(80.8) 2(77.0) 
Difference* 16.9 士 7.1 -9.9 士 1.7 -5.3 土4.3 -1.7 士 3.0 
/7-value for the difference* ；? <0.01 p < 0 . 0 1 ；? <0.01 j O 0.05 
* with a unit of % 
It is found in Table 3 - 2 that except for two cases, i.e. case 11 and 12, the 
sample mCPos is significantly greater than the theoretical ^CPos, with /7-values less than 
2%. The mCPs-jo are less than the theoretical tCPs./o> and amongst them, night out of 
fourteen wCPj./os are significant with p-values less than 5%. Except for one case, i.e. 
case 11，all the mCPjo-jss are less than the theoretical tC?io-i5 and four of them are 
significant with /7-values less than 3%. The sample percentages of the absolute errors 
larger than 15 mmHg (wCP>/j) are greater than the theoretical tC?>i5 (in nine cases with 
only one is significant with a p-value less than 5%) ten out of fourteen trials. 
The mean value of the experimental percentages of errors within 5 mmHg is 
significantly greater than the theoretical estimated values by 17.0±7.1o/o (p < 0.01); 
while the percentages of absolute errors in the range of 5 - 10 mmHg and 10 - 15 
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mmHg are significantly less than the corresponding theoretical ones by -9.9士 1.7% (p < 
0.01) and -5.3±4.3% (p < 0.01). On the other hand, although both the actual and 
theoretical Gaussian distributions have the same ME and SD, the actual percentages of 
absolute errors beyond 15 mmHg are less than the relative theoretical values. This 
indicates that the actual distribution has extreme errors whose absolute values are greater 
than those for the Gaussian distribution. Therefore, its tail is longer than that for the 
Gaussian distribution. 
3.2.3 Session Summary 
To summarize, fourteen sets of data on the performance of the BP measurement 
devices were analyzed in this session. The percentages of absolute errors in the range of 
0-5 mmHg, 5-10 mmHg, 10-15 mmHg and beyond 15mmHg calculated directly from 
the reported CPj, CP/o and CP/5 were compared with those estimated from the reported 
sample ME and SD assuming the errors have Gaussian distribution. The data suggest 
that the actual error distribution may not be Gaussian. Comparing to a Gaussian 
distribution with the same ME and SD, the actual distribution's central peak is much 
sharper and its tails are much longer. Based on this observation, we suggest using the 
Student's t distribution to model the error distribution [11]. 
3.3 Error Distribution Estimated from the Experimental Data 
According to the above study, the actual distribution might have higher peak in 
the center and longer tails than Gaussian distribution. In this section, the shape of the 
distribution of the BP measurement errors will be studied by using a normal quantiles-
quantiles plot. Then one of the distributions that have "longer-than-normal tails" is used 
to statistically model the actual error distribution, and the goodness-of-fits are compared 
to those when the errors are modeled as Gaussian distributions. 
3.3.1 BP Measurement Error Obtained from Automatic BP Meter 
The BP measurement errors analyzed in this session are based on the data 
obtained from the clinical study in [8], which will be discussed in details later in Chapter 
5. The BP measurement errors were obtained based on 510 pairs of SBP and DBP 
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measurements from 85 subjects, with each contributing 6 trials of measurements. The 
BP measurement error is defined as the difference between the BP value collected within 
by a certified nurse, who used the auscultation method along with a mercury 
sphygmomanometer, and that measured by the automatic BP meter (Omron HEM - 907). 
The two measurements were performed simultaneously. 
3.3.2 Distribution Analysis by the Normal Quantile - Quantile Plot 
1) Background of the normal Quantile — Quantile plot (Normal QQ plot) 
QQ plot is a useful graphical technique for determining if the two data sets come 
from different populations have a common distribution [9]. The normal QQ plot displays 
a QQ plot of the sample's quantiles versus theoretical quantiles based on a normal 
distribution. A line, joining the 25"^  and percentiles of the samples, which is then 
extrapolated to the ends of the sample to help evaluate the linearity of the data, is then 
superimposed on the plot. If the distribution of the sample is normal, the plot will be 
close to linear [10]. 
QQ Plot of Sample SBP Maasureinsnt Errors versus Standard Normal P'"' Sample DBP MeaBurement Errors versus Standard Normal 
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Fig. 3 - 1 QQ plots for distributions of (a) SBP and (b) DBP measurement errors. 
2) Distribution examined by QQ plot 
Fig. 3-1 illustrates the QQ plots for the SBP and DBP measurement errors. For 
both distributions, the central parts reconcile well with the Gaussian distribution. For the 
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SBP measurement errors, the right tail was heavier than the Gaussian model while the 
left was closer to the Gaussian model; for the DBP measurement errors, both tails were 
heavier than the Gaussian model. Therefore, a distribution with heavier tails than the 
Gaussian distribution should be used for better modeling of the datasets. Thus, the 
general t distribution which was given by [11，12] was proposed to model the BP 
measurement error distribution. 
3.3.3 Background of Student's t Distribution 
1) Standardized t- Distribution 
In probability analysis and statistics, the /-distribution or Student's /-distribution 
is a probability distribution that arises in the problem of estimating the mean of a 
normally distributed population when the sample size is small. This distribution arises 
when the population standard deviation is unknown as in nearly all practical statistical 
work and has to be estimated from the data. The derivation of the /-distribution was first 
published in 1908 by William Sealy Gosset. 
Suppose X i ” … , X n are independent random variables that are normally 
distributed with expected value y. and variance (f . Let 
二 (X � + …+ 幻 / " (3 — 1) 
be the sample mean, and 
民 ( 式 ( 3 - 2 ) 
be the sample variance. It is readily shown that the quantity 
Z = (3 — 3) 
is normally distributed with mean 0 and variance 1. 
Gosset studied a related quantity, 
r 二 ( 3 - 4 ) 
and showed that r h a s the probability density function (p.df.) 




with V equal to (« - 1). The distribution of T is now called the ？-distribution. The 
parameter v is conventionally called the number of degrees of freedom. And 厂 ( . ) d e n o t e s 
the Gamma function: 
r ( z ) = [r'e-'dt (3 - 6) 
JO 
For V = 1，it is Cauchy distribution and for v ^ oo, it approaches the Normal 
distribution. 
Gosset's results can be stated more generally [13]. Let t / b e a normal distribution 
with mean 0 and variance 1. Let x^ be a chi-square distribution with v degrees of 
freedom. Furthermore, assume that U and x^ are independent. Then the ratio 
has a /-distribution with v degrees of freedom. 
The cumulative distribution function is given by an incomplete beta function: 
r 1 V 1 
1 ——I(X；--) ift>0, 
Pr[/ < / ] = r f(w)ciw = \ 2 2 2 with x = (3 - 7) 
1 " V 1 � " • v + / 
—I(x;—，一) otherwise, 、2 2 2 
2) General t-Distribution 
For the standardized t distribution, the shape depends on v, but not the 
corresponding p, or a. A more general form of the t-distribution with location (w) and 
scale (s) parameter is proposed by Cornish et al [14, 15]: 
P(X I = f ' � ( ( v + X (3 - 8) 
r(v/2)Vv;r s V 
Suppose V is positive and a non-integer, we then have the following properties: 
E{x) = u (v> 1) ( 3 - 9 ) 
Cov(x) = v s \ V - 2 ) (V > 2) ( 3 - 1 0 ) 
where E{-) denotes the expected value and Cov(-) denotes the variance. 
The overall shape of the p.d.f. of the standard /-distribution resembles the bell 
shape of a normally distributed variable with mean 0 and variance 1, except that the 
distribution is a bit lower and wider. As the number of degrees of freedom grows, the t-
distribution approaches the normal distribution with mean 0 and variance 1 as shown by 
equation (3 - 6). Therefore, the t distribution is considered as a useful extension of the 
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normal distribution for statistical modeling of data sets involving errors with longer-
than-normal tails [11]. 
3.3.4 Parameter Estimation — Maximum Likelihood Method 
1) Background of Maximum Likelihood Method 
Maximum likelihood estimation (MLE) is a popular statistical method used to 
make inferences about parameters of the underlying probability distribution for a given 
dataset. L e t / x | 6) be the p.d.f. for the target population with unknown parameter of 6. 
We draw samples不，JG, . . .�兄 of values (x/�X2, ..., ) from this distribution and by 
u s i n g I 6) we can compute the probability of (Z/, X2, . . . ， f a l l i n g in an area near 
the point of ( x / � x : , x„)\ 
的电 (3-11) 
i=\ 
For the above formula, the probability density associated with the sample data is 
a function of 6 with (jc/, X2, fixed, and it is defined as the likelihood function: 
L{e)=fe{xi ,x2, . . . ,xn\d) ( 3 - 1 2 ) 
When 6 is not observable, the method of maximum likelihood uses the value of 
6 that maximizes L{6) as an estimation for 6. This is the maximum likelihood estimator 
(MLE) e of (9. 
a) Maximum Likelihood Algorithms for Gaussian Distribution 
For a Gaussian distribution, the p.d.f. is: 
= ( 3 - 1 3 ) 
yJlTTCr 
where and a" are unknown parameters. The likelihood function and the corresponding 
log-likelihood function are: 
4 ( x , , . . . ， x , , ; / / , d = n / ( i > ， v ) = n i ; ^ � - ¥ ( 3 - 1 4 ) 
,=i ,=i V2;rcr 
- f S f (3 - 15) 
2 iG ,.=1 
So the maximum likelihood occurs when the partial derivatives of log丄n given in 
equation (3 - 15), with respect to ^ and cf are equal to zero: 
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I a log 4 1 �� 
办 ^ - (3-16) 
、dcr ' 2CT' 台、’卜) 
Solving the above two equations, we have the maximum likelihood of the mean and 
standard deviation for Gaussian distribution: 
彳 1 — 
< '=丨 (3-17) 
、 
b) Maximum Likelihood Algorithms for Student 's t Distribution 
The log-likelihood algorithm for the general /-distribution can be expressed as 
follows: 
LogL, =-n\ogs-\-n log - n log r ( - ) - - log v - ^ log 
2 , 2 2 2 (3 - 18) 
- ^ I l o g t l . ^ ^ ] 
2 M ^ V 
The partial derivatives of logL, with respect to ji, s and v are: 
dp + 
glogZ, = n | ( v + l ) f {x-juf 
dXogL, ^n r [ ( v + l ) /2] ” r [ v / 2 ] n ^ f ^ n+j^^i^^] 
dv ~2 r[(v + l ) /2] 2 r [v /2] 2v ^'v 
. ( v + 1 ) ^ {x-jiif • • • > — — 
2 v 仏 〜 + (太一 
Usually iterative methods is used to obtained the values of (w, s, v) to maximize 
the log-likelihood of L, which is represented by equation (3 — 18) by software such as 
MatLab. Comparing equation ( 3 - 1 6 ) with equation (3 - 19), it is found that the MLE of 
fi under the t model satisfies: 
,, 二 力 Z ( 〜 = 0 (3-20) 
dM s 二 s + Is 
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where w. = ~ - ( 3 - 2 1 ) 
‘ v + ix^-juf/s' 
yvi is the weight assigned to case i, which clearly decreases with the increase in (x , -
and is controlled by the degree of freedom v. As to the MLE of the similar 
result can be obtained: 
5 log I , n 1 ^ �2 n 1 ^ (v + 1) , �2 ^ … 
f = + 於 . ( " ) + 函 + ( 二 / O - ( 3 - 2 2 ) 
2) Results of Estimated Parameters 
The SBP and DBP measurement errors were modeled using the Gaussian and the 
general t distributions. The model parameters, including the mean («„) and standard 
deviation {a) for the Gaussian case, and the mean (///), scale (•?) and freedom (v) for the t 
distribution, were also estimated by the maximum likelihood method thereafter. Table 3 
- 3 represents the estimated parameters for the distributions of the measurement errors 
by automatic BP meter for SBP and DBP. 
Table 3 - 3 Estimated Parameters of the Distribution of the BP Measurement 
Errors by the Automatic BP Meters 
SBP Normal {pin , a) = {-2.10, 6.67) 
General t ，•y，v) = (-2.83’ 5.75, 7.65) 
DBP Normal (//„，句=(-5.08，6.42) 
General t V) = (-5.15, 5.57, 7.84) 
Fig. 3 - 2 shows the probability histograms of the sample percentages with the 
fitted curves. In the histograms, the sample data are divided into 24 bins. Comparing the 
fitting curve under normal model with that under the general t model, it is clear that the t 
distribution fits the sample distribution better than the Gaussian distribution. Besides, the 
central parts are sharper and the tails are longer for the t distribution than those for the 
Gaussian distribution, which agrees with the results obtained from the previously 
published data. This again indicates that t distribution is a better approximation of the 
errors distribution than the Gaussian model. In the following sections, the goodness-of-
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fit of the t distribution and the Gaussian distribution are evaluated in terms of the 
Kolmogorov distance (Djcod and the chi-square statistic (x^). 
0.09 I I" T r T : ; 1 1 -I 0.09 T \ 1 1 1 1 r 1 { 1 
0.08 j- a r-5 - 0.08 - b ? ^ -
o 卜 〜 - 0 . 0 7 - 广 ‘ 
I - J \ N • - / 4 
i � . ° " i / ！ • \ t ：樣、 
! H / _ \ … \ 
� . � : “ — � — k = _ 。 . ： 止 
-20 -15 -10 -5 0 5 10 15 20 25 •30 -25 -20 -15 -10 -5 0 5 10 15 20 
Magnitude of Errors (mmHg) Magnitude of Errors (mmHg) 
I I Sample Histogram Normal Fitting T Fitting 
Fig. 3 - 2 Probability histograms of the sample percentages with the fitted curves, (a) 
SBP and (b) DBP measurement errors. 
3.3.5 Goodness-of-fit Test - Kolmogorov-Smirnov Test 
1) Background of Kolmogorov-Smirnov Test 
The Kolmogorov-Smirnov (KS) test [9] is the most common test used to 
determine if a sample from a population is of a specified distribution. Kolmogorov 
distance is the statistic parameter used in this test and it is derived from the empirical 
cumulative distribution {FEmp)： given N ordered data points Xi, X2,…，Xn, the empirical 
cumulative distribution function is defined as [16]: 
Fe-(x) = (number of X�丨s <x)/N (3 - 23) 
for all x ^ R . More precisely, the definition is: 
'0， x<X^ 
= = ( 3 - 2 4 ) 
1， X„<x 
where Xi are in the order from smallest to largest. This is a step function that increases 
by 1/A^ with the increase in each ordered data point. 
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The Kolmogorov distance (D；^。/) is defined as the greatest distance between the 
empirical distribution and the theoretical distribution. Therefore, for all possible data 
points . .”Xn ' . 
Dkoi = max | | (3 - 25) 
where Fjheo is the continuous and completely specified theoretical cumulative function 
In another form, it can be written as: 
= max I | (3 - 26) 
The Kolmogorov-Smimov test is defined by: 
a) Hypothesis: 
Ho : The data follow a specified distribution 
Hi : The data do not follow the specified distribution 
b) Test statistic value: DkoI 
c) Significance Level: a 
d) Critical value: The hypothesis on a particular form of distribution is not valid if the 
test statistic parameter (D/^�/) is greater than the critical value obtained from a table. 
There are several variations of these tables in the statistical world that use somewhat 
different scalings for the KS test statistic and critical regions. These alternative 
formulations should be equivalent, but it is necessary to ensure that the test statistic is 
calculated in a way that is consistent with how the critical values were tabulated. 
An attractive feature of this test is that the distribution of the KS test statistic 
(Dko!) itself does not depend on the underlying cumulative distribution function being 
tested. Another advantage is that it is an exact test, i.e. it doesn't have a request on the 
sample size for the approximations to be valid. Despite these advantages, it should be 
notec that this test has several important limitations: (1) it only applies to continuous 
distributions; (2) it tends to be more sensitive near the center of the distribution than at 
the tails; (3) the most serious limitation is that the test distribution must be fully 
specified. That is, if location, scale and shape parameters are estimated from the data, 
the critical region of the KS test is no longer valid. Typically, it must be determined by 
Monte Carlo simulation. 
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In 1967, Lilliefors [17] developed the table of critical values associated with the 
KS test statistic (Dko!) for the normal distribution where the mean and variance can only 
be estimated from the sample. However, for the general t distribution similar work about 
this standardized table is seldom done. In this section, we only compare the test statistic 
( D 人 a m o n g different distributions and calculate the significant level for normal 
distribution. 
2) Results of the Kolmogorov distance (D/cod 
Table 3 - 4 presents the DkoI for both the SBP and DBP measurement errors 
when they were fitted by the normal and general t distributions, respectively. 
Table 3 - 4 Kolmogorov Distance (D/：。,）for Distribution of the BP Measurement Errors Fitted 
by Different Distributions 
SBP DBP 
Fitting curve Normal General t Normal General t 
Dko! (%) 6.4 4.7 7.3 5.1 
For both SBP and DBP measurement errors, the general t distribution fits the 
sample distribution better than the Gaussian distribution. The DkoI is reduced by 1.7% 
for the SBP measurement errors and 2.2% for the DBP. Moreover, based on Lilliefors,s 
study [17], the critical values of Da：。/ for different levels of significance with a sample 
size of 510 were given in Table 3 - 5 . It shows that the hypothesis of normality is not 
valid even at a significance level of 0.01. 
Table 3 - 5 Table of Critical Values ofDfCoi When the Sample Size is 510 
Level of Significance for DkoI 
^ oTs O ^ a m 
Equation 0.736 0.768 0.805 0.886 1.031 
^ 1 ^ x 1 0 0 % - ^ x l O O % -p - -x lOO% -7=^x100% 
( N > 3 0 ) yJN y/N ylN yJN y/N 
Number 
3.26 3.40 3.56 3.92 4.57 
(N = 510) 
N: Sample Size 
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3.3.6 Goodness-of-fit Test - Chi-Square Test 
1) Background of Chi-square Test 
An alternative method to the KS test is the Chi-Square goodness-of-fit test. One 
advantage of the Chi-Square test over the KS test is that it can be applied to both 
continuous and discrete distributions, i.e. any univariate distribution for which you can 
calculate the cumulative distribution function. Furthermore, it is flexible enough to allow 
some parameters to be estimated from the sample data. One degree of freedom is simply 
subtracted for each parameter estimated. The chi-square test is defined as follows [9，18]: 
d) Hypothesis'. 
Ho : The data follow a specified distribution 
Hi : The data do not follow the specified distribution 
b) Test statistic parameter (^) : For the chi-square goodness-of-fit computation, the 
data are divided into k bins, and the test statistic parameter is defined as: 
( 3 - 2 7 ) 
/=i 
where O, is the observed frequency for bin i and Ej is the expected frequency for bin i. 
The expected frequency is calculated by 
Ei = N(F(Yu)-F{Yd) ( 3 - 2 8 ) 
where F is the cumulative distribution function for the distribution being tested and Yu is 
the upper limit for class i, 7/is the lower limit for class i, and N is the sample size. 
c) Significance Level: a 
d) Critical value: The test statistic (X) approximately follows a chi-square distribution 
with {k-\ -c) degrees of freedom where k is the number of non-empty cells (or bins), 
and c denotes the number of estimated parameters (including location, scale and shape 
parameters) for the distribution. Therefore, the hypothesis that the data are from a 
population with the specified distribution is not valid if x^ > xla,k-\-c)，where xla,k-\-c) is 
the chi-square percent point function with {k - \ - c ) degrees of freedom and a 
significance level of a. 
According to its definition, one drawback about the chi-square test is that the 
power of the test, which is the sensitivity of detecting departures from the null 
hypothesis, is affected by how the bins are selected. The influential factors are the 
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number of bins and how the membership for each bin is defined. Moreover, the sample 
size and the shape of the null and underlying (true) distributions will also have 
influences on the power. In fact, there is no optimal choice for the bin width (since the 
optimal bin width depends on the underlying distribution). When the data are discrete, 
tabulation or cross tabulation can be used to categorize the data. When the data are 
continuous, one defines bins by segmenting the range of possible values into non-
overlapping intervals. The membership for each bin can then be defined by the 
endpoints of the intervals. In general, power is maximized by choosing endpoints such 
that the membership for each bin is equiprobable, i.e. the probabilities associated with an 
observation falling into a given group are divided as evenly as possible across the 
intervals. 
Despite the lack of a clear "best method", there are some useful rules of thumb 
for choosing the number of bins [9]: a) Use the value 2 x N^ ^^  as a good starting point 
for the number of bins, b) In order to let the chi-square approximation to be valid, the 
expected frequency for each bin should be at least 5. If the test is not valid for small 
samples and if some of the counts are less than 5, you may need to combine some bins in 
the tails. 
Another factor that might influent the power of the chi-square test would be the 
parameter estimators. Cramer [19] shows that 1 degree of freedom may be subtracted 
for each parameter estimated by the minimum chi-squared method, which simply 
involves using the value of the parameter that results in the smallest value of the test 
statistic, for the given observations. However, the procedure is tedious and later research 
shows that there is no need to find the minimum chi-squared statistic parameter unless 
the /7-value is small and the decision is in doubt. Moreover, Cramer's theory is based on 
an assumption that the sample size goes into infinity which may not guarantee that the 
minimum chi-squared method results in a more accurate approximation for small sample 
size, the kind of problem we encounter in the real world. Therefore, we can be 
comfortable using the usual estimators for unknown parameters such as moment 
estimators, or maximum likelihood estimators, knowing that for the sample being 
examined, the chi-squared approximation may be as good as if the minimum chi-squared 
method was being used [18]. 
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2) Results of the chi-squared goodness-of-fit test 
According to the rule of thumb for choosing the number of bins, when the 
sample size is 510, the starting point of the number of bins is the integral part of 2 x 
(510) ，which is 24 (A/5). For the SBP and DBP measurement errors, the ranges are -
20mmHg - 25mmHg and -28mmHg - 17mmHg, respectively, sharing the same width of 
45mmHg. A basic interval {Wb) is defined as: 
Wb = Width of the Range / Ns (3 - 29) 
For two sets of errors, the Wb is the same as 1.875mmHg. Then the 24 (Ns) bins are 
initially defined as: 
=(-00, m i n + ^ J 
< B. = (min+ ( / - W , , m i n + iWJ，/ = 2，...，A^ , - 1 ( 3 - 3 0 ) 
5 � 二 ( m a x — � + 0 0 ) 
For the SBP measurement errors, B\ ranges from the negative infinity to -
18.125mmHg and B24 starts from 23.125mmHg to the positive infinity. For the DBP 
measurement errors, the right edge of B\ is -26.125mmHg and the left edge of B24 is 
15.125mmHg. To both sets of errors, the expected counts for each bin are computed 
with the underlying distribution being modeled as normal (E„) and general t distribution 
(Et). Then bins in either tail with an expected count less than 5 are pooled with 
neighboring bins to make sure the count is at least 5. Table 3-6 shows the results of the 
bins when the error distribution is modeled as normal and general t distribution. All the 
calculations are performed by Matlab. 
Table 3 - 6 demonstrates that the choice of bins heavily depends on the 
distributions used in the model. For different models, the number and width of bins, 
especially for those in the tails, may be different. In order to compare the chi-square 
statistic parameter (X) under the same conditions, some of the bins are further combined 
so as the expected count for each bin for any model is greater than 5. The procedure, the 
final definition of the bins as well as the observed counts and expected counts for each 
model are also shown in Table 3-6. For normal distributions, there are 2 parameters, 
namely mean and standard deviation, estimated from the experimental data, but for the 
general t distribution there are 3 parameters, including location, scale and shape 
parameters. So the freedom for the chi-squared statistic ( j ) under the Gaussian 
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distribution is greater than that under the general t distribution by 1 degree. Table 3 - 7 
presents the results for the chi-square test. 
Table 3 - 6 Determination of the Bins in the Chi-Squared Test for the SBP and DBP Measurement 
Errors when Error Distributions Were Modeled as Normal and t Distributions 
SBP Measurement Errors 
Normal Fitting General t Fitting Final Definition of Bins 
Interval ** E„* Interval** E,* Interval** E„* E产 O* 
<-18.125 5.30 
<-16.25 10.83 <-16.25 10.78 10.83 12 
-18.125 --16.25 5.48 
-16.25 ---14.375 9.66 -16.25--14.375 7.40 -16.25--14.375 9.66 7.40 8 
-14.375 --12.5 15.75 -14.375 --12.5 12.29 -14.375 ---12.5 15.75 12.29 13 
-12.5--10.625 23.74 -12.5---10.625 19.75 -12.5 --10.625 23.74 19.75 18 
-10.625 - -8.75 33.08 -10.625 -- -8.75 30.16 -10.625 - -8.75 33.08 30.16 42 
-8.75 - -6.875 42.61 -8.75 - -6.875 42.83 -8.75 - -6.875 42.61 42.83 47 
-6.875 ---5 50.74 -6.875 - -5 55.41 -6.875 - -5 50.74 55.41 24 
-5 ---3.125 55.86 -5 - -3.125 64.12 -5 - -3.125 55.86 64.12 63 
-3.125 ---1.25 56.84 -3.125 ---1.25 65.62 -3.125 ---1.25 56.84 65.62 77 
-1.25 -- 0.625 53.48 -1.25 - 0.625 59.28 -1.25 -- 0.625 53.48 59.28 64 
0.625 - 2.5 46.52 0.625 - 2.5 47.65 0.625 -- 2.5 46.52 47.65 51 
2.5 -- 4.375 37.41 2.5 -- 4.375 34.64 2.5 - 4.375 37.41 34.64 27 
4.375 -- 6.25 27.81 4.375 -- 6.25 23.24 4.375 -- 6.25 27.81 23.24 28 
6.25 -- 8.125 19.11 6.25 - 8.125 14.71 6.25 - 8.125 19.11 14.71 13 
8.125 -- 10 12.14 8.125 - 10 8.95 8.125 -- 10 12.14 8.95 1 
10 - 11.875 7.13 1 0 - 11.875 5.32 1 0 - 11.875 7.13 5.32 9 
>11.875 7.34 >11.875 7.80 >11.875 7.34 7.80 13 
Number of bins Number of bins Number of bins df„* d f , 
18 17 17 14 13 
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DBP Measurement Errors 
Normal Fitting General t Fitting Final Definition of Bins 
Interval ** E„* Interval** E,* Interval** E„* E,* O* 
<-18.625 8.91 <-18.625 10.83 <-18.625 8.91 10.83 10 
-18.625--16.75 8.75 -18.625---16.75 7.40 -18.625---16.75 8.75 7.40 8 
-16.75--14.875 14.81 -16.75---14.875 12.29 -16.75--14.875 14.81 12.29 19 
-14.875 ---13 23.05 -14.875 ---13 19.75 -14.875 ---13 23.05 19.75 10 
-13 ---11.125 32.96 -13 ---11.125 30.16 -13 --11.125 32.96 30.16 27 
-11.125 - -9.25 43.29 -11.125 - -9.25 42.83 -11.125 - -9.25 43.29 42.83 39 
-9.25- -7.375 52.25 -9.25- -7.375 55.41 -9.25- -7.375 52.25 55.41 54 
-7.375 - -5.5 57.94 -7.375 -- -5.5 64.12 -7.375 ---5.5 57.94 64.12 73 
-5.5 - -3.625 59.02 -5.5 - -3.625 65.62 -5.5 -- -3.625 59.02 65.62 81 
-3.625 --1 .75 55.25 -3.625 ---1.75 59.28 -3.625 ---1.75 55.25 59.28 62 
-1.75 - 0.125 47.51 -1.75 -- 0.125 47.65 -1.75 -- 0.125 47.51 47.65 39 
0.125 -2 37.54 0.125 - 2 34.64 0.125 -2 37.54 34.64 10 
2 - 3.875 27.25 2 - 3.875 23.24 2 - 3.875 27.25 23.24 31 
3.875 -- 5.75 18.18 3.875 -- 5.75 14.71 3.875 -- 5.75 18.18 14.71 19 
5.75 - 7.625 11.14 5.75 - 7.625 8.95 5.75 -- 7.625 11.14 8.95 14 
7.625 - 9.5 6.27 7.625 -- 9.5 5.32 7.625 -- 9.5 6.27 5.32 7 
>9.5 5.88 >9.5 7.80 >9.5 5.88 7.80 7 
Number of bins Number of bins Number of bins df„* df,* 
17 17 17 14 13 
E„* = Expected frequency for normal fitting, E,* = Expected frequency for general t fitting, 
O* = Observed frequency, 
df„* = degrees of freedom for normal fitting, df,* = degrees of freedom for general t fitting 
** mmHg; 
Table 3 - 7 Chi-Square Hypothesis Test Results 
SBP Measurement Errors DBP Measurement Errors 
X^  /7-value x^ p-value 
Normal 49.73 6.78x10-6 46.57 2.26x10-5 
General t 39.94 1.42x10"^ 40.67 1.08x10-4 
60 
Chapter 1 
It is clear that the SBP and DBP measurement errors both fit closer to the general 
t distribution than the Gaussian distribution. The values of x^ are reduced by 9.79 and 
5.7 for the SBP and DBP measurement errors, respectively, which suggests that the 
general t distribution is a better approximation of the actual error distributions. Although 
the 尸-values are small in all the cases, one can still observe an increase in the SBP and 
DBP values by 21 and 5 folds, respectively, when the errors are modeled as the general t 
distribution compared to those when they are modeled as Gaussian distribution. 
60 1 I •Normal Fitting 0.25 -i Normal Fitting 
( a ) ^ I-*-T Fitting ( b ) f 丨务T Fitting 
丨丨：垂 
0 J . . . . o j . ^ A ^ ^ t - r - i , 
1-5 2 2.6 3 3.6 1.5 2 2.5 3 3.5 
Basic Interval (mmHg) Basic Interval (mmHg) 
50 1 , . I-•-Normal Fitting I 0.9 i 丨十 Normal Fitting 
46 ^ ^ Fitting 0.8 ^ ^ Fitting — — 
_ _ 鐘 
0 J . . . . 0 \ k 1 i _ • w * ^ , 
1.6 2 2.5 3 3.5 1,5 2 2.5 3 3.6 
Basic Interval {mmHg) Basic Interval (mmHg) 
Fig. 3 - 3 Chi-square statistic parameter andp-values change with the basic intervals (fV )^- ( a ) / 
against Wh and (b)p-values against Wh for the SBP measurement errors, ( c ) / against W/, and (d) p-
values against Wh for the DBP measurement errors. 
In order to investigate the changes in chi-square statistic ix^) and /?-values due to 
the changes in bin width, we increased the basic interval {Wb) and repeated the previous 
procedures. Bins with expected counts below 5 were no longer pooled together to 
simplify the procedure. Results of x^ and p-value against the basic interval {Wb) for the 
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SBP and DBP measurement errors are plotted in Fig. 3 - 3 . Detailed information is 
recorded in Table 3 - 8 . 
Table 3 - 8 Chi-square Goodness-of-fit Test Results with Different Number of Bins 
SBP Measurement Errors 
Initial Num. Wb Final Num. Gaussian Fitting T Fitting 
of Bins (mmHg) of Bins ^ 7 /7-value (%) p /7-value (%) 
23 1.96 17 24.38 4.12 17.78 16.61 
22 2.05 17 25.95 2.62 16.23 23.7 
" 21 2.14 16 26.50 1.46 18.79 9.37 
20 2.25 15 54.29 2.43x10-5 42.81 LlTxlO"^ 
19 2.37 14 28.05 0.32 20.63 2.38 
18 2.50 14 24.83 0.97 15.11 12.8 
17 2.65 13 44.53 2.64xl0_4 33.23 1.22x10-^ 
16 2.81 12 30.63 3.43x10-2 26.70 7.97x10-2 
15 3.00 11 19.16 1.40 9.67 20.82 
DBP Measurement Errors 
Initial Num. Wb Final Num. Gaussian Fitting T Fitting 
of Bins (mmHg) of Bins x ' p-value (%) p p-vdXuQ (%) 
23 1.96 16 25.92 1.74 19.11 8.59 
22 2.05 16 15.72 26.47 9.16 68.89 
21 2.14 15 11.30 50.36 6.63 82.84 
20 2.25 14 40.77 2.64x10-3 11.19 34.31 
19 2.37 13 43.03 4.91x10-^ 35.55 4.76x10-^ 
18 2.50 13 32.40 3.43x10-2 39.08 l.llxlO"^ 
17 2.65 13 30.46 7.21x10—2 27.91 9.86x10'^ 
16 2.81 12 37.49 2.16x10-3 27.98 4.79x10-2 
15 3.00 11 17.64 2.41 14.26 4.68 
For the SBP measurement errors, the ； f s for the Gaussian fitting are greater than 
those for the general t fitting in all the cases. The fitting errors (represented by ； f o r the 
Gaussian fitting are always significant (with /7-value < 5%) while those for the t fitting 
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are not always the case (with / rvalue > 5%, when the initial numbers of bins are 23, 22, 
21, 18 and 15). The ； f ’ s for the Gaussian fitting for the DBP measurement errors are 
greater than those for the general t fitting in most of the cases. Again, these results 
indicate that the general t distribution provides a more accurate approximation for both 
SBP and DBP measurement error distributions. 
3.4 Discussion 
Most of current statistical tests are based on the assumption that the error is of 
Gaussian distribution. So it is necessary to test the actual sample distribution before 
doing these tests. In the existing standards for evaluating BP measurement devices, the 
distributions of the BP measurement errors are not required to be tested before the 
evaluation, which will incorrectly evaluate devices if another distribution other than 
Gaussian distribution is used [20]. 
Results from other researchers suggested that the underlying distributions for the 
actual SBP and DBP measurement errors may not be simply modeled as Gaussian 
distribution. Therefore, a more appropriate model to describe the distribution of the BP 
measurement errors is needed. In this chapter, a new model is developed based on the 
distribution of the experimental BP measurement errors using two methods. 
In the first method, a total of 14 sets of data, taken from the literatures on the 
performance of BP measurement devices, were analyzed. Assuming the error is of 
Gaussian distribution, the sample cumulative percentages of absolute errors in 0-5mmHg 
(mCTo-s), 5-1 OmmHg (mCTVio), 10-15mmHg (mCi'io-is) and beyond 15mmHg (mCP>i5) 
are compared to the corresponding values, calculated from the sample ME and SD 
according to the established theoretical mapping relationship, and are denoted as tCPo-5， 
tCPs-io, tCTio-15�tCP^is respectively. The significances of the difference between the 
theoretical values and the samples, which represents the probability of the number 
appearing, are obtained from simulation experiments. In terms of number of trials, 11 
(78.6%) mCPo_5S are significantly greater than the corresponding tCPo-5 {p< 2%); all 
mCPsAQ are smaller than the corresponding tCT^io with ten of them (64.3%) being 
significant {p<5Vo). Thirteen (92.9%) mC/'io-is are smaller than corresponding tC/'io-is 
with four of them (28.6%) being significant (p<3%), and nine (64.3%) mCP>i5 are 
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greater than tCP>i5 with only one being significant 0<5%) . In terms of magnitude, the 
mean of mCPo-s is significantly greater than tCPos by 17.0±7.1% (p < 1%), while the 
means of mC/Vio and mCPio-15 are significant smaller than the corresponding XCPs-io 
and tCPio-15 by -9.9±1.7% {p < 0.01) and -5.3士4.3% (p < 0.01) respectively. The results 
suggest that a distribution with a sharper central peak and longer tail than the Gaussian's 
might be a better statistical approximation. And the general t distribution, which has a 
longer tail than that for the Gaussian distribution, is thus reasoned to be a better model 
for the BP measurement error distribution. 
The same observations of having a long tail in its distribution is observed for the 
SBP and DBP measurement errors, which is defined as the difference between the 
values from a cuff-based automatic oscillometric device and a certified nurse using the 
auscultative technique with the mercury sphygmomanometer. A total of 510 sets of SBP 
and DBP measurement errors between the automatic BP meter (Omron HEM - 907) and 
the standard reference ( ^ A - S B P and ^ A - D B P ) are collected from 85 subjects with each 
contributing 6 sets. The distributions of SBP and DBP are tested against the Gaussian 
and the general t distributions. The goodness-of-fit are reduced in terms of the 
Kolmogorov distance (Z)人'�/) and the chi-square statistic by 1.7% and 9.79， 
respectively, for the SBP and by 2.2% and 5.7, respectively, for the DBP when the error 
distributions are modeled as the general t distribution with a degree of freedom around 
eight. All these analyzed data indicate that it is more accurate to use the general t 
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A Model Based Study of the Parameters Used by 
Existing Standards 
4.1 Introduction 
Traditionally the BP measurement errors have been simply modeled as Gaussian 
distribution. The experimental results show that the mean value of the BP measurement 
errors was around 5 mmHg [1]. The BP measurement error is defined as the difference 
between the results using manual sphygmomanometers and various BP measurement 
techniques. The AAMI used ME and SD to quantify the accuracy of the devices. The 
requirements for the device that can be accepted for clinical use are ME within 5 mmHg and 
SD below 8 mmHg. On the other hand, based on the fact that the SD of differences between 
the BP readings measured sequentially by two operators using manual sphygmomanometers 
could be as low as 6 mmHg [2]，the BHS graded the accuracy level using the cumulative 
percentages of absolute errors below 5 mmHg (CPj), 10 mmHg (CP/o) and 15 mmHg ( C P / 5 ) . 
The BHS divided the devices into 4 grades with A grade representing the best device. In 
order for a device to be accepted for clinical use, its minimal grade is B, which corresponds 
to the CP5, CP/0 and CP / j having errors between the sequential measurements greater than 
50%, 75% and 90%, respectively. 
Since the criteria were obtained from similar experiments, it is believed that both 
AAMI and BHS should yield comparable accuracy ratings and could be transferred from one 
to another. However, under the assumption that the errors were of Gaussian distribution, the 
criteria for the 1993 BHS protocol were stricter than those in the AAMI standard. However, 
the clinical survey carried out by the ESH showed that some devices could pass the BHS 
protocol but fail the AAMI standard. 
67 
Chapter 4 
Analysis of the underlying distribution of the SBP and DBP measurement errors from 
the literatures and our clinical experiments suggested that the general t distribution is a better 
model for the actual error distributions than the Gaussian model. So it should be necessary to 
investigate the mapping relationships between the criteria in the two protocols under the 
assumption that the error follows the general t distribution. 
It is known that the current statistic parameters used for quantifying the accuracy 
levels might not be the optimized. Based on the mapping model, the relationships among the 
parameters used as criteria, namely ME, SD, CPj, C?jo and CP/5, will be studied. 
4.2 Background of Method Comparison Study 
4.2.1 Four Areas in Method Comparison Study 
The problem of evaluating the accuracy of BP measuring devices is one subclass in 
the method comparison studies. 
Comparison studies are used widely in experimental sciences to assess the degree of 
agreement between two or more methods of measurements [3]. Often the motivation for such 
studies is a desire to replace a difficult or expensive measurement procedure with an easier or 
cheaper procedure. Based on whether a calibration is required and whether a known accurate 
and precise standard of measurement, also known as a gold standard, is available, Lewis et al. 
[4] and Laurent [3] divided the methods of comparison studies into four types: 
(1) Calibration Problems 
In this type of problems, an approximate method of measurement is to be calibrated 
to a gold standard, or a known accurate and precise standard. The objective is to establish a 
relationship between two methods which maps measurements using the approximating 
method for a known probability distribution of true measurements. 
(2) Conversion Problems 
When two approximate methods were used to measure different scales, they need to e 
converted from one scale to another scale for comparison purpose. This situation will arise 
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when the methods in question proceed by using different proxies for the measurements of the 
quantity of interest. 
(3) [Approximation] Comparison Problems 
Two approximate methods used to measure the same scale are to be compared in 
order to assess the extent to which they agree. In this case, both measurement standards have 
the same units and neither of them is thought to be accurate or precise. 
(4) Gold-standard Comparison Problems 
An approximate method of measurement is compared with an available gold standard 
in order to assess the degree to which the approximate measurement agrees with the gold 
standard. 
The fourth type of problems differs from the first three types of problems. In the 
fourth type of problems, the gold standard is available, so, calibration is not needed. The 
methods being compared yield measurements on the same scale as that in the gold standard. 
So conversion is not required. In addition, in both conversion and approximation comparison 
problems, the gold standard is not used, which is used in the fourth type of problems. 
Assessment of agreement between two or more approximate measurement methods 
has been studied extensively. A standard model used widely in psychology and clinical 
medicine for evaluating reproducibility of measurements (agreement) is the one-way 
random-effects model [3]: 
Xij = Tt + etj ( 4 - 1 ) 
where i = 1，...，《，）= 1 ， k , Xij is the measurement made for the /th subject by theyth 
method, T) is a random variable with mean u and variance of’，and e" is an unobservable 
measurement error independent of J], with mean zero and variance g丄. 
To assess agreement of an approximate method of measurement with a gold standard, 
the model given by equation ( 4 - 1) is changed to: 
= + s丨 (4 — 2) 
where Xj is the approximate measurement on the /th subject; G, is the corresponding gold-
standard measurement, which is a random variable with mean u and variance cr^ ； and is a 
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measurement error associated with the approximate measurement, which is independent of Gj, 
with mean zero and variance cr^. This model is essentially the random-effect model given in 
equation (4 - 1) for j = 1, except that the random effect G, is observed. The random effect G, 
accounts for the subject-to-subject variability in the population of gold-standard 
measurements. Model given in equation (4 - 2) demonstrates that for each subject the 
approximate measurement would be in perfect agreement with the corresponding gold 
standard were it not for an additive measurement error [3]. 
In our evaluation of the accuracy of the BP measuring devices, the measurements of 
the test devices are required to be compared to the gold standard, which is the BP 
measurements taken by a certificated physician using a sphygmomanometer by auscultatory 
method and no calibration is needed. Therefore, our analysis belongs to the fourth type of 
problems. 
4.2.2 Analysis of Previous Methodology and Statistical Parameters 
In this chapter, two types of comparisons are considered, either between two 
approximate methods or between one approximate method and the gold standard. Although 
there are some differences among the four types of problems, the methodologies and statistic 
parameters used are similar and will be introduced in this section. 
1) Comparison of means 
Some researchers just calculated the mean of the measurements for each method and 
tested whether the differences between the mean values of the measurements were significant. 
Their criterion of agreement was that the two methods gave mean measurements that are ‘not 
significantly different'. However, according to this criterion, the greater the measurement 
error, and hence the less chance of a significant difference, so the better the agreement will 
be, which might not be true [5]. 
2) Correlation 
Calculating the product-moment correlation coefficient between the two methods of 
measurements is an alternate approach. The correlation coefficient in this case depends on 
both the variations between individuals (i.e. between the true values) and the variations 
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within individuals (measurement errors). Therefore, the correlation coefficient will partly 
depend on the choice of subjects. Comparing two approximate methods using equation (4 -
1 )，we have XiA = J] + eiA and Xib = 7) + e/s. Then we have [5]: 
var(7}) = a � , var(e/^) = a]， var(e/s) = cj\ , 
var(不力=(tI + a ] , v^riXm) = cj]- + o j , 
Hence the expected value of the sample correlation coefficient is: 
p = ^ = — d = = ( 4 - 3 ) 
From above formula it is clear that if the variation between individuals is high compared to 
the measurement error the correlation will be high, whereas if the variation between 
individuals is low the correlation will be low. On the other hand, if a ] and cr] are not small 
compared to ，the correlation will be small no matter how good the agreement between the 
two methods. 
These problems imply that the correlation coefficient is not a measure of agreement, 
rather merely a measure of association [5, 6], especially linear relationship. 
3) Regression 
Linear regression is another misused technique in method comparison studies. Often 
the slope of the least square regression line is tested against zero. However, this is equivalent 
to testing the correlation against zero [5]. 
Some researchers argued that if the methods were equivalent, the slope of the 
regression line would be one. This argument ignores the fact that both dependent and 
independent variables are measured with errors. The expected slope is p = (y\ I {or]- +cr^) and 
is therefore less than one. How much smaller than one depends on the amount of 
measurement error of the method chosen as independent. 
Based on the above comparison and analysis, Bland and Altman [5] pointed out that 
none of the previously discussed approaches can tell us whether the methods can be 
considered equivalent. When comparing the equivalencies between two measurement 
methods, two types of questions should be asked beforehand [7]: 
iq) Properties of each method: Will the method give good repeatability? 
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{b) Comparison of methods: Will the methods under consideration produce similar 
measurements? To answer these questions, two aspects need to be inspected: the relative bias 
and additional variability. Furthermore, both errors due to repeatability and errors due to 
patient/method interactions should be included. 
4) Mean and Standard Deviation of the Difference 
To answer these questions, Altinan and Bland [5] pointed out that the method of 
assessing agreement should not be dependent on the nature of the subjects chosen. In [5, 9]， 
they proposed a procedure based on the analysis of the errors calculated from the difference 
between the measurements by two methods. Assume that the underlying distribution of the 
errors has Gaussian distribution, the mean and standard deviation of the errors, which 
indicate the method bias and variation, respectively, were suggested to evaluate the 
agreement level. When replicated measurements are carried out, the within-subject 
repeatability and between-method variance [8] were suggested to estimate from a two-way 
analysis of variance with main effects of individuals and methods [5]. 
To summarize, the analysis method commonly used in both the AAMI and BHS 
protocol is the most appropriated one. However, the use of mean and SD to evaluate the 
agreement level is a parametric method, which is based on the assumption that the error is of 
Gaussian distribution. When the underlying distribution changes, whether these statistic 
parameters are still suitable for the evaluation of the agreement needs to be investigated. 
4.3 Theoretical Mapping Relationship Based on the General t Distribution 
In Chapter 2，the relationship between the AAMI accuracy criteria and the 1993 BHS 
grading system has been studied. Since it is found that the general t distribution gives a better 
fit for the distributions of the actual SBP and DBP errors, we will use this distribution in 
developing the mapping relationship. 
As mentioned in Chapter 3, the general t distribution is a function of location (w), 
scale 0 ) and shape (v) parameters in the following form [10]: 
p(x I = , ' � ( ( v + l， ) x ( l + ^ q ^ ) - ( _ > 0 ) (4 - 4) 
IXv/lyJvTT r v 
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where 厂(•）denotes the Gamma function and v is the degree of freedom and supposed to be 
positive; more generally, it can be non-integer, then we get the following properties: 
E(x) = u (y> 1) (4-5) 
yJCov(x)=S'J— = d ( v>2 ) ( 4 - 6 ) 
V v - 2 
where E(-) denotes the expected value, Cov(-) denotes the variance and d denotes SD. Let v > 
2, then the general t distribution can be expressed as a function of ME (u), SD {d) and degree 
of freedom (v): 
p{x\u,d,v)="寸((ylV2) x ( i + ( 广 ( , > 2 ) (4 — 7) 
The BHS protocol uses cumulative percentages of absolute errors below 5 mmHg, 10 
mmHg and 15 mmHg to grade the accuracy level. According to the above equation, it can be 
expressed as a function of ME(w)，SD(d) and degree of freedom(v) for each predetermined 
limit (L) ( f o r v > 2 ) : 
C P / ( M , v ) = r p(xlu,d,x)dx 
" J-/. 
= " - ' r ( ( v + l ) /2) . i p ^ (、’華办 (4-8) 
r (v /2 )V(v-2) ; r 丄人 d ' ( v - 2 ) 
=去 [1 -
+ (v-2)^/2 +(v - 2>/2 
here, CP/ denotes the cumulative percentage of absolute errors below certain limit (L = 5, 10, 
15 mmHg are required by the BHS protocol) and s/gn(-) is the signal function: 
- 1 ,x<0 
signix) = ] 0 ,jc = 0 ( 4 - 9 ) 
1 ,x>0 
And I(x; z, w) is the incomplete Beta function: 
/(;c;z，mO = 5 ^ ! V - i ( 1 - 力 力 ' ( 4 - 1 0 ) 
r(z)ro) * 
Based on equation (4 - 8) the 3-D graphs of CP/ versus \i (mean) and d (SD) for Z = 5 
mmHg, 10 mmHg and 15 mmHg with v = 4 are illustrated as examples in Fig. 4 - 1 . 
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Fig. 4 — 1 Cumulative percentage (CP[) of absolute errors below certain limit {L) as a function of u 
(ME) and d (SD) for v = 4 {d)CPl{ii,d,A), (b) CP;,{u,dA) and (c) CP;,{u,d,4). 
Using the same procedure as described earlier in Fig. 2 - 2 , the criteria of the first 
method in the AAMI standard (Table 2 - 3 ) and the 1993 BHS grading system (Table 2 - 4 ) 
for the general t distribution with v = 4 could be obtained in the u (ME) and d (SD) domain. 
Fig. 4 - 2 demonstrates the mapping relationship between the 1993 BHS and AAMI 
protocols using the general t distribution and the Gaussian distribution. 
1 G I" _  "“ -- - T- 1 — 1 - - — —j 1 G J . 1 1 1 0 1 —- 1 r— 
一 丨、 V 丨 、 
f 12 \ v=3 12 \ v = 3 ] 1 2 � � � � v = 3 
I � • • � \ I ^ ^ 
0 — n .I 0 ： 0 :------ J A J 
0 4 8 12 16 0 4 8 12 16 0 4 8 12 16 
SD (mmHg) SD (mmHg) SD (mmHg) 
74 
SL 
(BHUILU)as (BHIUUJ) a s ( 6 H m L u ) a s 
91. Zt. 8 fr 0 91. Zl< 8 P 0 91 Zl 8 fr 0 
I": pr™™^  0 1 0 � t ^^ ^^ ^^ ^^  0 
' V iKSK 8 iTa^BrararaSral KS ^ 
— u ^ ! ^ ™ * ' ¥ 
Q 、；、、 Q ��:••*• P m 
、、：••�J® 、 、 ： � � � • • � 8 I 
8 = A � � � � ! “ 丨 8 = /v 8 = A 
1 一 . … — j I - - - ‘ - - J g | , 
( B h u i u i ) a s ( B h u j u j ) a s ( B h u i i u ) a s 
91. 31- 8 V 0 91. 31. 8 P 0 91- 31- 8 f 0 
I ^ 10 j v f m M m a Q ！ 
X 、 、 々 、 . ？ \ > � 8 1 
、、 V 、丨 3 
Z = A � � � “ Z = A Z=A 
� I \ i I � 
— ‘ . �9^ ‘― ‘― ————�9^ ‘ ‘ ‘ � 9 
( B H i u i u ) a s (BHIUUJ) a s (BHUIIU) Q S 
91. Zl. 8 V 0 91. 31. 8 V 0 91. 21. 8 P 0 
— • 0 r 一 —•“ tx^ssssssssss^^^ 0 0 
• I i 1 ^ ggggggggggggl l^^gggg 灘親 
\ \ I 灘圍 > 
\ I 
、 � \ \ 3 
9 = A 、、、力 9 = A 、 \ 】 9 = A � N 、 一 
l^i <91. ‘ 」9I« 
( B h l u i u ) a s ( B h u i l u ) a s ( B h u i i u ) q s 
91- 31. 8 P 0 91. 8 V 0 91- 31- 8 V 0 
i ^ ^ ^ H � ！ 一 ' l ^ ^ H � t — — — — l ^ ^ f i o > 
X；'•〜•J® \ 、、、百 
� A � A \ Zl � A \ Zl I S = A �� S = A �� S = A to 
• ^ 9k ^ 91, • j 91, 
(BHUIIU) Q S (BHLUIU) Q S (BHUJIU) Q S 
9 L _ g 8 fr 0 91. Zl 2 P 0 91. Zl 8 P 0 
8 、 々 > • • . l a N N 8 奈 8 � � • • � • \ \ 3 
V �� X 3 
._ . ZV . . \ 21. 如 A \ Zl•工 T^  = A S F = A F = A \ TN 
, '91- ‘“ ‘ ^ �91> J 91" 
p udjdDiij 
Chapter 1 
16| 16 r 16r • 
？ 1 2 � � � v=10 1 2 � � � 1 2 � � � � 
I b K \ 8�C：：^、 f . � \ 
： ： 幽 一 — ： ： 醜 — 一 
0 4 8 12 16 0 4 8 12 16 0 4 8 12 16 
SD (mmHg) SD (mmHg) SD (mmHg) 
16�— -•丨丨•• ‘ 1 16 ——• • 16 ‘ —•——’— 
12 \ v=20 12 \ v = 20 12 \ v = 20 
} 丄 . . . \ 8 . � 
： 爐 — 1 — — : 
0 4 8 12 16 0 4 8 12 16 0 4 8 12 16 
SD (mmHg) SD (mmHg) SD (mmHg) 
| 1 6 二 、 丨 " I S � 
® I \ Normal ： 、‘ Normal I 、、 Normal 
� lit “ �� '1 lit N �� 
I af^X I 
< H B k \ 
Q 8 8 SwWwSwBi. , 1 [ . Q SfflfflWm^  nwSfflS "l.— I Q 【 
0 4 8 12 16 0 4 8 12 16 0 4 8 12 16 
SD (mmHg) SD (mmHg) SD (mmHg) 
60%< 5 mmHg 50%< 5 mmHg 40%< 5 mmHg 
85%SlOmmHg 75%< 10 mmHg 650/0，mmHg 
95o/o< 15 mmHg 90%< 15 mmHg 85%< 15 mmHg 
^ ^ H Pass Grade A ^ ^ M Pass Grade B Pass Grade C 
E S 翔 Pass BHS but fail AAMI AAMI 
Fig. 4 - 2 The mapping relationship between the grade A, grade B and grade C criteria of the 
1993 BHS protocol and the passing criteria of the AAMI protocol under the assumption that 
the error is of general t distribution for v = 3-8，10 and 20 or Gaussian distribution. 
4.3.1 Relationships among CP5, C?w and CP75 in Each Grade for the 1993 BHS 
Protocol 
Although the BHS protocol has laid down 3 criteria for each grade, all criteria are 
sometimes guaranteed to be satisfied if only CP5 or both CP5 and CPyj are met. When the 
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degree of freedom (v) is less than 5, the satisfaction of criteria on CP/ and CP;^  ensure that 
the criterion on CP^ ^ is satisfied. When the degree of freedom is greater or equal to 5 and the 
criterion on CP; is satisfied, it is guaranteed that the distribution will pass all the criteria for 
the corresponding grades required by the BHS protocol. As a result, if the three criteria for 
each grade in the 1993 BHS protocol are satisfied, only the criteria on CP/ and CP^ ^ are 
required to be satisfied. 
4.3.2 Relationships between the Criteria in Each Grade for the 1993 BHS Protocol and 
the AAMI Standard 
In Fig. 4-2， the red, blue and magenta areas denote the cases where the criteria for 
grade A，B and C are satisfied, respectively. For each grade, the area decreases monotonously 
as the degree of freedom increases. The upper bounds of the shaded areas are fixed at 5 
mmHg for grade A and B，which is the maximum acceptable w(ME) when the SD is zero, 
while the upper bounds for grade C increases from about 5.7 mmHg to 6.0 mmHg with 
degree of freedom (v) increasing from 3 to infinite. On the other hand, the right bounds of the 
areas monotonously decrease while the degree of freedom increases. Fig. 4 - 3 illustrates that 
the maximum acceptable w(ME) and t/(SD) for each grade vary as the degree of freedom 
increases. The data are from the numerical solutions of equation (4 - 8). 
� 1 1 i 1 i 1 1 I I =71 
ppi I I I I I I I O Grade A 
E I I I I I I I > Grade B 
g 7 丨 -r � 1 1 r � - H B h " Grade C -
w 丨 ！ 丨 丨 丨 丨 丨 丨 ； 
3 I I I I I I I I I 
(U I I I I I I I I I 
0 I I I I I I I I I 
0 i 1 I I I I I 1 I 4 , i , , J , 1 7 
£ 丨 丨 丨 丨 丨 丨 ： 丨 ： D I 丨 I 丨 丨 丨 I I I E 3- 1 r I 1 1 r I 1 T 
^ ' ' ' ' ' ' ' ' ' 
2 ！ ！ i ！ ： _ _ ！ _ _ ； _ _ 
2 4 6 8 10 12 14 16 18 20 22 
(a) Degree of freedom (v) 
77 
Chapter 1 
一 16|——,——I——I——I——,——I——1,1 i n 
I I I I I I I — O — Grade A 
？ I I I I I I I * Grade B 
I 1 4 - - � - � -1 r I 1 -T r - | -HB— Grade C \ 
^ \ 丨 丨丨 丨 丨 ： 
B 10 - - X - - - -j - g D n t；! g tji Oijji 
1 8 - 丨•十 T 十 r -卜十 
1 6 - - “ � - “ - “ - “ “ ; - -'X I I I I I I I I I 2 I I I I I I I I I 
I i i ： ； ： i i i ： 
2 4 6 8 10 12 14 16 18 20 22 
(b) Degree of freedom (v) 
Fig. 4 - 3 The variation of the maximum acceptable u (ME) and d 
(SD) with the degree of freedom (v), (a) u (ME) and (b) d (SD). 
For grade B, the devices are considered acceptable for clinical use by the 1993 BHS 
protocol, when the degree of freedom is below 8，the right bound of the shaded area is larger 
than 8，which is the maximum SD that can be accepted by the AAMI standard. And when the 
degree of freedom is beyond 8, the area is entirely limited to within the criterion of the 
AAMI protocol. The result indicates that when the degree of freedom is below 8, it is 
possible for certain error distribution to pass the BHS grading criteria but fail the AAMI 
criteria (the shaded and dotted area in Fig 4 - 2). On the other hand, when the degree of 
freedom is beyond 8, the criteria in the BHS protocol are stricter than those in the AAMI 
standard. This explains the performances of some tested devices in the clinical survey carried 
out by the ESH [15] and confirms again, from another aspect, that using t distribution instead 
of Gaussian is a better approximation for the BP measurement errors. 
In addition, we compared 4 points in Fig 4 - 4 : X{d, u, v) = A(8, 0, 3)，5(10，0, 3)， 
(7(7.6，0，20) and D(7.9, 0，20)，which represent the accuracy situations for 4 BP devices. The 
parameters are presented in Table 4 - 1 . The scale parameter (5) is calculated according to 
equation (4 - 6). 
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Fig. 4 - 4 Illustration of 4 points in the SD (d), ME (w) and degree of freedom (v) domain. 
X{d, u, v)=^(8, 0’ 3), 5(10, 0’ 3), C(7.6, 0，20) and D(7.9, 0，20). (a)v = 3 and (b) v = 20 
Table 4 — 1 Parameters for the Selected Points and Evaluation Results 
Point (n^Hg) (mmHg) ^ (mmHg) CP“%) C/r。(％) ^^；⑶ ^^ ：：^：" 
A O 8 3 4.62 64.17 88.10 95.24 Pass Both 
B O 10 3 5.77 54.98 81.83 91.95 Fail A* Pass B* 
C 0 7.6 20 7.21 50.40 81.93 94.94 Pass Both 
D 0 7.9 20 7.49 48.77 80.29 94.09 Pass A* Fail B* 
u - ME, d - SD, V - degree of freedom, s - scale parameter 
A*: AAMI Standard method 1 ( u: -5 - +5 mmHg, J: 0 - 8 mmHg) 
B*: grade B for the 1993 BHS protocol (CP；>50%, CP;^> 75%, CP(,> 90%) 
A and C are accepted by both the AAMI and BHS protocols, while B is accepted by 
the BHS but rejected by the AAMI and D is accepted by AAMI but rejected by BHS. 
Comparing A to D, it is clear that D is better than A in terms of having a smaller SD (SD for 
D is 7.9 mmHg and that for A is 8 mmHg), however, D is worse than A according to the 
values in CP/, C / ^ � a n d CP;;. On the other hand, B is better than C in terms of having more 
small errors below 5 mmHg (CP； is 54.98% for B and 50.40% for C), but it is worse than C 
because of larger SD (SD is 10 mmHg for B and 7.6 mmHg for C). 
The results indicate that for general t distribution with different degrees of freedom, 
the SD, which is the square root of variance, might not be comparable. Therefore it might not 
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be suitable to evaluate the agreement by this parameter. Based on the above analysis, it is 
found that the statistical parameters used in the current standards work well for evaluating 
devices with error distribution close to Gaussian distribution, but might not be suitable for 
evaluating devices having error distribution with a small degree of freedom. 
4.3.3 Comparison of Parameters 
The parameter used for evaluating the overall accuracy should be directly derived 
from the measurement errors. Those parameters mentioned in the first part of this chapter 
cannot meet this requirement and should not be used yet. 
As indicated by Altma, Bland [5] and Bartko[l], each of the parameters reflects one 
kind of 'agreement.' The within-subject variance reflects the agreement of repeatability for 
one method on each subject. The between-subject variance reflects the agreement of 
reproducibility for the same method on different subjects. The summed up variance indicates 
the additional variability to expectations of total errors also known as relative bias. Therefore, 
both the bias and additional variability reflect only one kind of agreement. 
On the other hand, in the ESH protocol [12], measurement errors are classified into 
four categories as shown in Table 4 - 2 . 
Table 4 - 2 Four Categories of Errors Defined in the ESH Protocol [12] 
0 - 5 mmHg Measurements are very accurate (No error of clinical relevance). 
6 - 1 0 mmHg Measurements are slightly inaccurate. 
1 1 - 1 5 mmHg Measurements are moderately inaccurate. 
> 15 mmHg Measurements are very inaccurate. 
The cumulative percentage of absolute errors below a certain limit (CPO is the 
probabilities of errors on each category. Due to the fact that the contribution of each 
parameter to the overall accuracy varies, more attention should be given to the parameter that 
has the most influence. Based on the above discussion, it can be seen that while deriving an 
overall accuracy parameter, more attention should be given to CP^ and C/J'; because when 
both of those criteria are satisfied, the criterion on C/j'oWill also automatically be fulfilled. 
On the other hand, the error for each category will have no effect on the corresponding CPi. 
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Moreover, the extreme values (errors > 15 mmHg) will have no effects on CP^, CP(q and 
CP“, however, they will have greatly influence the ME and variance (or SD). 
To summarize, a statistic parameter needs to be developed to evaluate the overall 
'agreement' (or accuracy). It makes trade-offs among parameters where each reflects one 
kind of 'agreement'. On the other hand, it makes a trade-off between the probability and the 
absolute values of the extreme errors. 
4.4 Mean of the Absolute Errors (MAE) and Its Estimation 
Based on earlier discussion, a statistic parameter to be developed that makes trade-
offs between the probability and the absolute values of the extreme errors will also make 
trade-offs between the bias and the variance. In this study, the mean absolute error (MAE) is 
selected as this statistic parameter. 
4.4.1 The Relationship between MAE and Other Parameters 
- 7 -
^ / \ 
oos. / \.\、、哉 „ . . . 一 
.4 .3 ^ 1 7 3 1 
-L L 
Fig. 4 - 5 Illustration of the cumulative percentage of absolute 
errors beyond certain Limit (L). The sum of the probabilities 
of the errors in the red line shaded parts. 
In general, if the underlying distribution is unknown, the MAE is the sum of the 
cumulative percentages of absolute errors beyond the certain limit {L) (Fig. 4 - 5), as 
described by equation (4 - 12) and equation (4 - 13). 
MAE is defined as: 




Then the cumulative percentage of absolute errors beyond certain limit (Z) can be 
represented by the following equation: 
\-CP.=广f{pc)dx + r f { x ) d x = r [ u { x - L ) + u{-x-L)].f{x)dx (4 - 12) 
•‘ J-oo Jf Z, J-co 
here u{t) is the step function u{t) = < According to the definition, C P , =广 f {x)dx, 
[0 , / < 0 ^^ 
we get CI\ < 1 and (1 - CPl) are less than or equal to 1. Therefore, according to the theory 
in [13], the sum of the (1 一 CPl) for L from 0 to infinite is: 
•1} J3 J—CO 
= p [u{x - Z) + u{-x - L)] • dL • P / (x) -dx 
^ ( 4 - 13) 
pfoo \ z 
=[u{x) • X + u(-x) • (-x)] • f (x) •dx 
J-co 
=M.r/�•^丫 = r\x\f{x)-dx = MAE 
J-00 J-oo 
On the other hand, its relationship to the ME and SD can be represented by the following 
inequalities: 
爐2 < MAE" < ISD" + ME^ (4-14) 
This demonstrates that the MAE has a direct effect on the ME and the contributions from ME 
and SD to MAE are different. 
For the standardized t distribution given by equation (3 - 5), Psarakis and Panaretos 
[14] introduced the random variable W = | / termed as the folded t variable. The expected 
value and variance are: 
• = 織 （ ” 】 ） （4-丨 5) 
va 件 ; ^ • { ^ ” （ v > 2 ) ( 4 - 1 6 ) 
If the underlying distribution is general t distribution, the MAE' can be represented by 
the following equation which is derived from equation (4 - 4): 
MAE' =�1x1 . p ( x I , , � ‘ =[M 厂((料 X(1 + i f ^ ) - ( 等 由 
= 2sr X' fix)ck+1 w I. Pr[— 
."丨/.V s S 
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= + ( 4 - 1 7 ) 
V TV r(v/2)(v-l) 5 V v + (ulsf 2 2 
here, J{x) is the density function of the standardized t distribution given by equation (3 - 5) 
and Pr[/ < /o] is the cumulative distribution function given by equation (3 — 7). The 3D 
representations of the theoretical results from equation (4 -17) for v = 3, 10 and 20 and 
simulation results are illustrated in Fig. 4 - 6 . 
The comparison between the theoretical results and simulation results shows that 
equation (4 - 17) is valid. It is found that the MAE is actually consisted of two parts in 
equation (4 - 17). The first part is mainly affected by the scalar s, which is directly related to 
the variance (equation (4 - 6)) and the second part is mainly affected by the mean (w). The 
MAE thus can be regarded as the sum of the weighted s and weighted u, and its value reflects 
the trade-off between the ME and SD. 
MAE v«r»u« u and « for v • 3 Simulation of MAE versus u and s for v = 3 
,.••• ..... : ” ..... ....... •‘...：....... 
.• : • , , I • •.. 
5 (mmHg) "(mmHg) (mmHg) w(mmHg) 
MAE v«rtus u and » for v » 7 Simulation of MAE versus u and s for v « 7 
-• • 'r.. 
. . . ... 
i :  . . . '... : I 
S (mmHg) w�(mmHg) s (mmHg) � - i � u (mmHg) 
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MAE v«rsus u «nd i for v - 20 Simulation of MAE versus u and s for v • 20 
.....i • • , ...... ... •�••••,. 
s(mmHg) ^^；^：^^^。 "(mmHg) .(mmHg) ^ ° " ( m m H g ) 
Fig. 4 - 6 Illustration of the 3D graphs for the MAE' as a function of u and 5 for v = 3，7, 20. 
(a) (c) (e) theoretical results and (b) (d) (f) corresponding simulation results. 
4.4.2 Analysis of the Example Data 
Consider the four points in Table 4 - 1 , their corresponding MAE' are presented in 
Table 4 - 3 . Here, we also calculated the mean of the square errors (MSE'), which is the sum 
of the squares of the ME (w) and the variance as given in equation (4 - 18). 
= + 厂。明 （4-18) 
Table 4 - 3 Evaluation Results for Points in Table 4 -1 by MAE' 
Point M A E ' _ H g ) | M S E '(匪H g : ) EvgUgagteBysyp^oN^l^l厂 
A 5.09 64.00 Pass Both 
B 6.37 100.00 Fail A* Pass B* 
C 5.98 57.76 Pass Both 
D 6.22 62.41 Pass A* Fail B* 
It is clear that the two points in Fig. 4 - 4 (A and C) that passed both the AAMI and 
1993 BHS protocols are more accurate in terms of MAE' than the other two that passed only 
one standard. Therefore, MAE' is a promising statistic parameter for evaluating the overall 
agreement (accuracy) and it will be used in this study. 
4.4.3 Estimation of MAE' 
This session will discuss how to estimate MAE' from the sample data. 
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1) Estimate Method 
Let Ti (/• = 1, . . . ,n ) being an independent random variable having the same general t 
distribution with location (or mean) of u, scalar of s and degrees of freedom of v, as defined 
by equation (4 - 4). To estimate its MAE' from the n samples, the average of the absolute 
values is used in this study for simplification. Thus, the estimated value of MAE', which is 
A 
denoted as 6, can be calculated by 
+ 丨 朴 . . + 旧 (4-19) 
n 
According to the AAMI and 1993 BHS protocols, the ME (w), SD (d), CP^ ips\ 
C/J'o (pio) and C^ ; {p\s) are estimated from w, d, p” 為。and by following formulae. 
“ 沖 … + C (4 — 20) 
n 
“ 产 ( 4 - 2 1 ) 
P _ number of(|7;|< 5) ( 4 - 2 2 ) 
n 
�10 � number of(|7;|< 10) (4 — 23) 
n 
p = number of(|7;|<15} (4_24) 
n 
Here n is taken as 255. In the AAMI standard, the error is assumed to be of Gaussian 
distribution and both the ME and SD are distribution-dependent parameters. Even though the 
calculation of CI\ does not require a specific underlying distribution, once the underlying 
distribution changes, the discrepancies between the theoretical values and corresponding 
estimators will inevitably change also. Under Gaussian distribution, these discrepancies are 
acceptable. However, when we model the underlying distribution as a general t distribution, 
the discrepancies need to be tested again. 
In this chapter, two methods are used for estimating the theoretical values of the listed 
parameters: 1) using equations (4 - 19) - (4 一 24) to estimate the corresponding parameters; 
2) using the Maximum Likelihood Method (ML) to estimate location (w), scalar (5) and 
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degree of freedom (v)’ and then estimating MAE', SD {d) and CP', using equations (4 - 17)， 
(4 - 6) and (4 - 25), respectively. 
C 伪 ， = + * 一 ( “ ) [ H ( 7 ^ ; 圣 ， 去 ) ] ( 4 - 2 5 ) 
1 + 2 1 2 
VS V5 
2) Simulation 
The simulation procedure is summarized as follows: 
Step 1: For each point (w, v), a set of 255 random numbers are generated which 
have a general t distribution with (location, scalar, freedom) = (w，s, v). 
Step 2: Estimate MAE', ME (w), SD {d), CP^ (ps), CP;�(pio) and CP；, (pis) using 
Methods 1 and Method 2. 
Step 3: Repeat Step 1 to Step 2 100 times to generate 100 sets of estimation. 
Step 5: Calculate the mean and variance for every estimation. 
In this chapter, simulation is carried out with several pairs of u and s to investigate the 
innate relationship between the changes of discrepancies and degrees of freedom. One shall 
notice that the SD for general t distribution does not exist unless v is not less than 3. When 
the estimated v obtained by ML is less than 3，v is set as 3. On the other hand, when the v is 
large, the general t distribution becomes very similar to the normal distribution. When v is 
larger than the threshold, (which is chosen as 340，since 342 is the upper bound for the 
MatLab before overflow, the underlying distribution is assumed to be Gaussian distribution. 
Fig. 4 - 7 presents the results for (w, s) = (2.83，5.75) and v = 3 to 20. 
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Fig. 4 - 7 Illustration of the variation of the theoretical (a) MAE', (b) ME (u), (c) SD (d), 
(d) CP/ Os) ’（e) C/|o (Z'lo) and (f) C/J'5 (pis) and their corresponding estimators obtained from 
Method 1 and Method 2 with the degree of freedom (v) for (w，s) = (2.83, 5.75) 
As illustrated in Fig. 4 - 7 ， t h e discrepancies between the estimations and the 
theoretical values as well as the variation of the estimations decrease as the degree of 
freedom increases. The estimated values of the MAE', ME (w) and SD (d) by both methods 
are smaller than the corresponding theoretical values. On the contrary, the estimated values 
of the CP/ (ps), CP^q(p\o) and CP^^ipxs) by both methods are larger than their corresponding 
theoretical values. It is found that Method 1 is better than Method 2 while the variations of 
estimated MAE' with v from both methods are comparable. However, for estimating ME, the 
second method is better and also the variation with v is smaller. For estimating the SD (d), 
the first method is better but the variation with v will be larger. Both variations of estimated 
ME (w) and SD (d) with v are lager than those of the MAE'. This indicates that the MAE' is 
more stable and its estimators are more reliable than those for ME (w) and SD (d), ruling it 
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more suitable than the other parameters for evaluating the overall agreement (or accuracy). 
On the other hand, for the estimation of CP;，the two methods yield similar results. Although 
the estimations of C T f � a n d CP;^，using the first method are closer to the corresponding 
theoretical values than those estimated by the second method, their variations are wider, 
making the two methods still comparable. 
4.5 Discussion 
In this chapter, we investigate the relationship among the statistic parameters used in 
the AAMI and 1993 BHS protocols based on the assumption that the measurement errors are 
of general t distribution. It is found that it is inappropriate to compare SDs for different 
general t distributions at different degrees of freedom. As stated earlier, the values of the 
extremes (errors > 15 mmHg) would have great influence on the ME and SD while they may 
not have any effects on CP;，C/] '�and C/J;. This may cause discrepancies when the devices 
are evaluated by both the AAMI and BHS protocols. Therefore, it is proposed that when 
discrepancies appear, a third statistic parameter other than ME, SD, CP/, C/^ J, and CP“ is 
used. It makes a trade-off between the values and the probabilities of the extreme errors that 
will be beneficial for further evaluation of the device. 
It is found that each parameter represents only one kind of 'agreement' and its 
importance or status is not equal to another parameter. Theoretically speaking, the 
requirement on C / J ' � i n the 1993 BHS protocol is redundant. This requirement will be 
satisfied as long as the requirements on CP; and CP;, are fulfilled. The ME reflects the bias 
between two methods. The SD reflects the variability and is composed of within-subject 
variance and between-subject variance, each reflecting a different kind of 'agreement' (or 
accuracy). The results indicate a statistic parameter, which defines a general 'agreement' and 
makes trade-off among each specified 'agreement，，is needed. 
In this study, it is proposed that the mean absolute error (MAE) is used to evaluate the 
overall agreement. From theoretical analysis, it is found that this parameter is, to some extent, 
related to all the current parameters employed by existing standards. Unlike the mean of the 
square errors (MSE), it treats ME and SD distinctly and assigns them different weights. It 
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also makes trade-offs between CPu ME and SD. From the simulation, the agreement or 
accuracy determined by MAE is better than that by the MSE. The two points that passed both 
standards are rated higher by MAE than the two points that passed only one standard, where 
such results cannot be deduced from the corresponding MSE. Although MAE might not be 
the optimal parameter for evaluating the agreement (or accuracy), it is easy to compute and 
understand for the norm. All such merits make the usage of MAE for evaluating the general 
agreement (overall accuracy) promising. 
At last, the estimations for each parameter, under the assumption that the error is 
under the general t distribution are also investigated. For each parameter, two estimations are 
compared. Both the departures from the theoretical value and variation for each estimation 
change inversely to the degree of freedom (v). Although the two methods work comparably 
in most cases, for estimating MAE' it would be better to use estimation defined by equation 
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Experimental Study and an Evaluation Protocol 
Proposed for the Wearable BP Measurement 
Devices 
5.1 Introduction 
Recently, interests in developing a wearable BP measurement device using the 
pulse transit time (PTT) based techniques have been increasing. The traditional non-
invasive BP measuring techniques such as detecting Korotkoff sounds or maximum 
oscillations, during which to inflate and deflate an occlusive cuff on the arm are needed, 
are uncomfortable and cannot measure BP continuously. Unlike the traditional techniques, 
the PTT based technique is non-invasive and doesn't need a cuff [1 - 4]. At the same 
time, it can measure beat-to-beat BP [5]. Moreover, wearable devices based on this 
technique are inexpensive and low-power consuming, and the signal detector and 
transducer can be built on one tiny chip which makes the device small and easy to be 
carried around. 
Currently, there are no evaluation standards for wearable BP measurement 
devices. They are evaluated according to the standards that are designed for testing 
devices using the conventional cuff-based BP measurement techniques. However, since 
the measurement principle is different in PTT-based devices, the underlying distribution 
of the measurement errors may be also different than those from traditional devices. 
Although both AAMI and BHS protocols work well for most traditional devices, it is 
uncertain whether they are still applicable to the wearable BP measurement devices. 
A measurement technique for wearable BP instruments based on the PTT 
principle has been developed by our research group recently. In this chapter, the 
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applicability of these traditional standards for evaluating the new wearable BP 
measurement technique is investigated. In addition, as mentioned in previous chapters, 
the BP measurement errors are better modeled as general t distribution, and MAE' should 
be used for evaluating the overall accuracy level of the BP measurement devices. In this 
chapter, this new parameter will also be tested on the PTT-based wearable BP 
measurement devices. 
5.2 Description of the Experiment 
To evaluate the PTT-based cuffless wearable BP measurement device developed 
by our lab, a clinical study was carried out at Caritas Harold H.W. Lee Care and 
Attention Home and the Faculty of Engineering of the Chinese University of Hong Kong 
[6]. A total of 85 subjects, between the ages 57 士 9, with 36 males, participated in the 
experiment. Fig. 5 - 2 shows the age and sex distributions of the subjects. Amongst them， 
48 subjects were diagnosed with one or more chronic diseases, with 39 being 
hypertensive, 9 with congestive heart failure and 13 suffering from diabetes mellitus. The 
remaining 37 were healthy subjects who have not been diagnosed with any chronic 
diseases and were not on medication during the period of study [6]. 
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Fig. 5 - 1 Subject distribution by age and sex. 
On average, the period of investigation of each subject is 6.4 士 5 weeks. A total of 
1084 datasets were collected, including 85 sets specifically for calibration. For each 
subject, a dataset was collected for calibration on the first day of his/her participation. 
Another three datasets were collected immediately afterwards. The datasets were 
collected in the following order: (1) BP readings obtained from the nurse; (2) 45-second 
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simultaneous recording of ECG and PPG, which were obtained at the fingertips of the 
subject by stainless steel electrodes and a pair of light emitting diode and photodetector 
(IR91 - 2 1 C and IR91 - 2 1 B , Everlight，Taiwan); and (3) BP readings obtained from an 
automatic BP meter that complies with AAMI requirement (Colin BP - 8800, Japan and 
Omron HEM - 907, Japan). Two other trials, once each week and each consisting of 
three datasets, were performed during the subsequent consecutive weeks. For each 
dataset, the BP readings measured by the cuff-less techniques were estimated from the 
average beat-to-beat PTT during a 45-second recording. 
A total of 78 subjects participated in a follow-up study carried out one month after 
his or her last trial, where another three datasets were collected. 
The experiment prototype is shown in Fig. 5 - 2 . Both ECG and 
phtotoplethysmogram (PPG) were collected from the fingers. 
M 
Fig. 5 - 2 Experimental setup in the clinical study. 
ECG and PPG are detected from the fingers. 
In the experiment, PTT was measured as the time interval from the peak of the R 
wave of electrocardiogram (ECG) to the foot at predetermined thresholds on the PPG of 
the same cardiac cycle，as shown in Fig. 5 - 3 . Other related parameters, such as the time 
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Fig. 5 - 3 Illustration of PIT and time interval 
between the peak of R wave and PPG (77RP). 
Based on the findings of Hughes et al. [7], mean BP (MBP) is often approximated 
as one-third of SBP plus two thirds of DBP, where SBP and DBP were first estimated 
from the following equations [6], which was derived based on the Moens-Korteweg's 
formula [8]: 
腳 = 逃 + • + 急 ( � ) 一 鄉 - 腳 0 户 灯 � Q ( 5 - 1 ) 
3 3 P T \ 3 P T X 
SBP = DBP + {SBP, - DBP,) ^ ^ (5 — 2) 
where PTT��is a weighted PTT, ^ is a subject-dependent coefficient approximated from a 
certain population [6，8] and the subscript ‘‘ °，，denotes the corresponding parameter 
obtained from a calibration procedure. 
5.3 Data Analysis 
In this section, both the automatic BP meter and the PTT-based BP measurement 
devices are evaluated according to both the AAMI and the 1993 BHS protocols. 
5.3.1 Data Used for the Study 
1) Definitions of Two Kinds of BP Measurement Errors 
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BP measurement errors for the automatic BP meter are defined as the difference 
between the BP measured by the automatic oscillometric devices and that obtained from 
the nurse. This kind of error is denoted by 已八. 
BP measurement errors for the PTT based method are defined as the difference 
between the BP readings estimated from the PTT and the reference, which is the average 
of the readings obtained from the automatic meter and the nurse. This kind of error is 
denoted by e^. 
A total of 999 sets of SBP and DBP measurement errors, each including 2 kinds 
of errors, were calculated in the clinical study. 
2) Error Analysis in the Evaluation Study 
The sample data analyzed in this section was a part of the total data described 
above. Since 15 out of 85 subjects had their automatic BPs measured differently by Colin 
BP - 8800, while the remaining 70 subjects had their BPs measured by Omron HEM -
907. For those 15 subjects, their BP measurements were recorded at the second and third 
weeks. For the other 70 subjects, the data obtained from the first and second weeks were 
used. Note that the same automatic BP meter was used during each subject's BP 
measurements. 
In two weeks, a total of 510 datasets of SBP and DBP measurement errors from 
85 subjects were calculated from the data using for the automatic BP meter and the PTT-
based device, with each subject contributing three sets from each week. 
5.3.2 Error Distribution Analysis 
The distributions of the SBP and DBP measurement errors for the automatic BP 
meter has been analyzed in Chapter 3 and both of them are better modeled in general t 
distribution. In this section the distributions for the SBP and DBP measurement errors 
using PTT-based device will be analyzed. 
1) Distribution Examination by QQ Plot 
Fig. 5 - 4 illustrates the QQ plots for the SBP and DBP measurement errors. For 
the distribution of the SBP measurement errors, both right and left tails depart far away 
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from the Gaussian model with a few outliers on both sides, while the left tail is a little 
heavier than the right. For the DBP measurement errors, the distribution agrees well with 
the Gaussian model even though there are a few outliers on the right tail. The results 
suggest that for the PTT based method, the distribution for the SBP measurement errors 
might be better modeled as general t distribution which was given by [9，10] but that for 
the DBP measurement errors might be modeled as a Gaussian distribution. 
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Fig. 5 - 4 Q Q plots for the distributions of (a) SBP and 
(b) DBP measurement errors for the PTT based method. 
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2) Parameter Estimation - Maximum Likelihood Method 
In this session, both the error distributions for SBP and DBP are modeled as 
general t distribution and Gaussian distribution for comparison. Parameters are estimated 
using the maximum likelihood method. Table 5 - 1 presents the results. 
In Table 5 - 1, and cr denote the mean and SD for the Gaussian model, 
respectively. yW,, 5, and v denote the mean, scale and degree of freedom for the general t 
distribution respectively. Fig. 5 - 5 shows the probability histograms of the error 
percentages with fitted curves. The data are divided into 24 bins, depending on their 
magnitudes. The number of bins is based on the rules of thumb introduced in the Chapter 
3. 
Table 5 - 1 Estimated Parameters of the Distribution of the BP Measurement 
Errors for the PTT Based BP Measurement Technique 
Normal ，a) = (-0.10，9.52) 
S B P p T T 
General t {fit ,s,v) = (0.52, 6.22，3.07) 
Normal = (0.37，5.29) 
D B P p T T — — 
General t (ju, ,s,v) = (0.31,4.86,12.99) 
0.071 r. 一 1 1 r — “ _ \ • 0.09 i 1 1 1 1 1 r 
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Fig. 5 - 5 Probability histograms of the error percentages with the fitted curves, (a) SBP 
and (b) DBP measurement errors. 
In Fig. 5 — 5，it is very clear that the t model fits the SBP and DBP error 
distributions better in the central peak regions. For the distribution of the SBP 
measurement errors, the general t distribution outlines the data more closely at the tails 
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than Gaussian model. But for the DBP histogram, normal fitting and t fitting are equally 
accurate at the tails. 
2) Goodness-of-fit Test 
In this Chapter, the Goodness-of-fit for the t distribution and the Gaussian 
distribution are evaluated in terms of the Kolmogorov distance (Dkoi) and the chi-square 
statistic (义2). Table 5 - 2 presents the results of the Goodness-of-fit test. 
Table 5 - 2 Kolmogorov Distance (Dkoi) and Chi-square Statistic (j^) for Distribution of the BP 
measurement Errors Fitted by Gaussian and General t Distributions 
SBPp-rr D B P P T T 
Fitting curve Normal General t Normal General t 
DkoI (%) 9.0 3.1 3.2 3.5 
^ ^ ^ 27.2 
* X^ is calculated in frequency. 
It can be seen that the distribution of the SBP measurement errors fits more tightly 
to the general t distribution than the Gaussian distribution since both Goodness-of-fit 
statistic parameters Dkoi and were greatly reduced by 5.9% and 50.3，respectively for 
the general t distribution. On the contrary, the distribution of the DBP measurement 
errors can be more appropriately modeled as Gaussian distribution. When the degree of 
freedom increases, t distribution approaches Gaussian's characteristics. The degree of 
freedom for DBP distribution of measurement errors is 13，which suggests that the 
behaviors of the general t distribution and Gaussian distribution do not detract from each 
other too drastically. As shown in Table 5-2, for D B P P T T , the normal curve fits the data 
more closely than the general t curve. However, the difference between the values oiDKoi 
and / for these two curves are not as evident as those for SBPPTT, having values of 0.3% 
for Dko! and 0.4 for/^ , respectively. 
5.3.3 Evaluation of the Automatic BP Meter and the PTT Based BP Measurement 
Device by AAMI and 1993 BHS Standards 
In Chapter 4, it is found that the SBP and DBP error distributions using the 
automatic BP meter (Omron HEM - 907，Japan) are both modeled better by the general t 
99 
Chapter 5 
distribution with degrees of freedom of approximately 8 (v = 7.65 for SBP and v = 7.84 
for DBP). 
Table 5 - 3 shows the evaluation results. The automatic BP meter passed both the 
AAMI standard and 1993 BHS protocol for SBP measurement while it failed both 
standards for DBP measurement. According to AAMI standard, the bias between the 
automatic BP meter and the gold method slightly exceeds the requirement (5.1 mmHg > 
5 mmHg), even though the variance, which is represented by SD, is smaller than the 
criterion (6.4 mmHg < 8 mmHg). When evaluated by the 1993 BHS protocol, the number 
of very accurate measurements (CPs) [11] is a little less than the requirement while those 
of the slightly inaccurate (CPio) and moderately inaccurate measurements (C尸 15) are 
much more frequent than the requirements. The results indicated that the traditional 
protocols can still work well with the t distribution with the degree of freedom around 
eight. 
Table 5 — 3 Evaluation Results of the Automatic BP Meter and PTT-based BP Measurement Device 
by Both AAMI and 1993 BHS Protocols 
‘ ^ ^ CPs CPio CPxs 纏 I ^ ^ 
(mmHg) (mmHg) (%) (%) (%) (Grade) 
Automatic S B P a u i o -2.7 6.7 56.7 86.9 95.3 Pass B 
BP Meter D B P a u i � -5.1 6.4 47.5 80.2 94.5 Fail C 
PTT Based SBPprr -0.1 9.5 53.1 79.2 90.6 Fail B 
Device D B P r t t 0.4 5.3 69.0 93.1 99.4 Pass A 
The new PTT-based device can pass both the AAMI and 1993 BHS protocols for 
DBP measurement. For SBP measurement, however, it only passed the BHS protocol 
with a B grade but failed to pass the AAMI standard because the SD is slightly greater 
than 8 mmHg. The evaluation results for SBP from the two standards are contradictive 
and cause confusion among users on their decision to whether accept or reject this device. 
On the other hand, from previous testing, the SBP measurement error distribution more 
closely resembles the general t distribution with a small degree of freedom near 3. This 
indicates that it may not be suitable to use the traditional AAMI and BHS protocols for 
evaluating this new PTT based BP measurement device. 
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5.3.4 Evaluating the Automatic BP Meter and the PTT-Based BP Measurement 
Device by the Proposed Parameter 
In this section, the proposed statistic parameter, which is the mean absolute error 
(MAE'), is used for evaluating both the automatic BP meter and PTT based BP 
measurement devices. The MAE' is estimated from the samples using equation (4 - 19). 
Table 5 - 4 gives the results. 
Table 5 - 4 Evaluation Results of the Automatic BP Meter and PTT-based BP Measurement 
Technique in Terms of MAE' 
MAE' ( H Evaluated by both the AAMI and BHS 
(mm g) Protocol 
Automatic S B P a u i o 5.62 Pass Both 
BP Meter d B P a ^ 6.72 Fail Both 
PTT Based SBPprr 6.68 Fail AAMI Pass BHS 
Technique pePpr r 4.14 Pass Both 
When using the proposed MAE' to evaluate the devices from two different 
techniques, the four sets of errors are ordered as: ^ p . d b p (M A E ' of 4.14 mmHg and pass 
both standards), c a - s b p ( M A E ' of 5.62 mmHg and pass both standards), ^ p - s b p (M A E ' of 
6.68 mmHg and fail A A M I but pass B H S ) and ^ a - d b p (M A E ' of 6.72 and fail both 
standards). According to the evaluation results for the PTT-based device and the 
automatic BP meter by the two standards, the ranks are what want: devices that passed 
both standards should be rated as the best, passing only one of the standards should be 
rated second place and those failing both should be rated as the worst. Therefore, the 
MAE' ranks the four sets of error in an appropriate order，and this validates this 
parameter can be used for evaluating the overall accuracy. 
5.4 Proposed Evaluation Procedure 
5.4.1 Introduction 
Based on discussions in previous chapters, the evaluation protocols for traditional 
cuff-based BP measurement devices are not applicable to the PTT-based wearable BP 
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measurement techniques because the underlying distribution of the BP measurement 
errors is variant. To more accurately evaluating devices with measurement errors of the 
general t distribution with various degrees of freedom, MAE is proposed and has been 
proven to be a promising parameter to evaluate the overall accuracy of these devices. 
In this chapter, the statistical parameters chosen for evaluating the accuracy of the 
wearable BP measurement devices are discussed. Based on that, a new evaluation 
procedure is proposed, according to the characteristics of the PTT-based cuffless BP 
measurement techniques, which necessitates a special calibration procedure before the 
measurements of BP. 
5.4.2 Determination of Parameters and Criteria 
The experiment results showed that the MAEs for the PTT-based cuffless 
wearable BP measurement devices were 6.68 mmHg and 4.14 mmHg for SBP and DBP 
measurements, respectively. MAEs for the traditional cuff-based BP measurement 
devices were 5.62 mmHg and 6.72 mmHg for SBP and DBP measurements, respectively. 
Therefore, the temporary upper bound of the MAE is first chosen to be 6.7 mmHg. 
As for the traditional cuff-based BP measurement devices, error distributions for 
SBP and DBP measurements can both be modeled as general t distribution with v around 
8，and for the PTT-based wearable BP measurement devices, error distribution for SBP 
measurement and DBP can be modeled as general t distribution with v around 3 and 
Gaussian distribution, respectively. In Fig. 5 — 6，the criteria for the 1993 BHS protocol, 
AAMI, and MAE of 5 mmHg, 6 mmHg , and 7 mmHg were studied in the ME and SD 
domain, when the errors are of general t distribution with v = 3, 8 and Gaussian 
distribution. 
For each MAE, the acceptable area in ME and SD domain has the maximum SD 
(while ME = 0) larger than the maximum ME (while SD = 0), which is consistent with 
the requirements of AAMI standard and the observations of the experimental data: the 
AAMI standard requires that ME should be less than 5 mmHg while SD should be less 
than 8 mmHg. On the other hand, as shown in Table 5 - 3 , MEs of the measurement 
errors are less than the corresponding SD's, especially for the PTT-based cuffless 
wearable BP measurement device which has ME's near zero. 
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Fig. 5 - 6 Criteria for AAMI and 1993 BHS protocol, and MAE of 5 mmHg, 6 mmHg, 6.7 mmHg 
and 7 mmHg were demonstrated in the ME and SD domain. 
When V increases, the maximum ME is equal to MAE while the maximum SD 
decreases. In Fig. 5 - 6 , when MAE is 5 mmHg, the maximum SD's for error distribution 
of general t distribution with v = 3 and v = 8 are about 8 mmHg and 6 mmHg respectively, 
and all the requirements in the AAMI and BHS protocols are fulfilled. When MAE is 
beyond 5 mmHg, the maximum ME fails the requirements of AAMI standard and 1993 
BHS protocol on ME, which are represented by the black line and blue line in Fig. 5 - 6， 
respectively. However, according to [14], the strict requirements on ME are necessary. 
Table 5 - 5 Proposed Criteria for the Wearable BP Measurement Device 
Grade ME (mmHg) SD (mmHg) 
A 3 5 
B 4 7 
C 5 8 
Based on the above discussions, we propose the criteria for the wearable BP 
measurement device by ME and MAE as listed in Table 5 - 5 . 
5.4.3 Proposed Evaluation Procedure 
According to the evaluation procedures in the AAMI and BHS protocol [15 - 19], 
an evaluation procedure for the wearable BP measurement devices is proposed as follows. 
103 
Chapter 5 
Totally, 85 subjects are required and the requirements on the BP distribution for 
the subjects are referred to that in the AAMI standard, namely at least 10% of the 
subjects have their SBP and DBP higher than 160 mmHg and 100 mmHg, respectively, 
and at least 10% of the subjects has their SBP and DBP lower than 100 mmHg and 60 
mmHg. Before 
For each subject, six sets of BP measurement are required after a specific 
calibration procedure, three sets are collected at the day of calibration and the rest are 
collected one week later. In each set, the reference is defined as the average of BP 
measurements from two nurses using auscultatory technique with the mercury 
sphygmomanometer and dual-head stethoscope (Fig. 5 - 7 ) [20]. 
Fig. 5 - 7 Dual-head stethoscope 
Table 5 - 6 Sequences for Blood Pressure Measurements for the wearable BP 
measurement devices 
BP A Nurses 1 and 2 with mercury standard 
BP 1 Nurses 1 and 2 with mercury standard 
BP 2 Observer with test instrument 
BP 3 Nurses 1 and 2 with mercury standard 
BP 4 Observer with test instrument 
BP 5 Nurses 1 and 2 with mercury standard 
BP 6 Observer with test instrument 
BP 7 Nurses 1 and 2 with mercury standard 
Subjects are required to rest at least 5 minute after their arrivals. An introduction 
about the experiment is given to every subject and their approval should be collected 
before the experiment. The measurement sequences are illustrated in Table 5 - 6 . BP A is 
used to determine the BP distributions. Then the nurse and the test device are measured 
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alternatively. BPl to BP7 are repeated one week later. The time interval between two 
measurements in the same day is at least one minute. 
Two types of BP measurement errors are calculated. One is defined as the 
difference between the measurements by the test device and the nurse reading 
immediately, and the other is defined as the difference between the measurements by the 
test device and the nurse reading immediately after. Totally, two sets of 512 BP 
measurement errors are obtained. ME and MAE for the two sets of errors are calculated 
respectively. The set that has smaller ME and MAE is used to evaluate the test device. 
The device is graded based on Table 5 - 5 . 
5.5 Discussion 
A new PTT-based cuff-less measurement technique is developed by our group for 
wearable devices. A clinical experiment was conducted on 85 subjects in our lab, in 
which BP measurement errors were calculated from the data using both the newly 
developed PTT-based BP measurement device and the automatic BP meter, in order to 
test whether the traditional evaluation protocols are still applicable for evaluating new 
devices developed based on this revolutionary cuff-less BP measuring techniques. 
Based on the findings in previous chapters, current standards work well for 
devices with error distribution close to Gaussian model. On the other hand, they may be 
not suitable for the newly developed wearable BP devices. It is found in this study that 
the distribution of the SBP measurement errors from the PTT-based BP measurement 
device can be modeled as a general t distribution with a small degree of freedom while 
that for the DBP is better be modeled by a Gaussian distribution. Furthermore, when both 
automatic BP meter and the PTT-based device were evaluated by the newly proposed 
parameter, MAE, the PTT-based technique demonstrated a comparable accuracy level 
with the automatic BP meter, giving MAEs of 6.68 mmHg and 4.14 mmHg for SBP and 
DBP measurements, respectively while the MAEs for the automatic BP meter are 5.62 
mmHg and 6.72 mmHg for SBP and DBP measurements, respectively. 
According to [12, 13], our evaluation problems belong to the fourth category, 
Gold-standard comparison problems, in the method comparison study. Since each 
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subject contributes several measurements in our experiment, the process can be modeled 
by the following equation (5 - 3) instead of equation (4 - 2) 
Xij = Gij + Eij + eij ( 5 - 3 ) 
here, Xy denotes the yth measurement of BP by the test method on the /th subject, G" 
denotes the corresponding BP measurement by the standard method. Because the BP is 
changing all the time, each measurement of BP by the standard method is different and is 
the true value, e,) are the measurement errors between the test and standard methods, and 
they are assumed to be independent of Gy. Since occasionally the simultaneous 
measurements of test and standard methods are not feasible, the sequential measurements 
are used which will unavoidably introduce subject dependent error, which will cause the 
variation in BP and is related to the BP level but cannot be estimated from a short 
duration monitoring of BP. Let Oij denote this influential factor caused by the BP 
variation due to the sequences of the measurements. Therefore, is zero when BPs are 
measured simultaneously by the test and standard methods, and is a BP dependent 
variable when they are measured sequentially. 
When the brachial artery is occluded, the PPG waveform will disappear and the 
PTT will not be detected. Therefore, to evaluate the PTT-based wearable BP 
measurement device, only the sequential measurement method is feasible. So, the 
measurement error is calculated as the difference between the BP measurements obtained 
from the test method and standard. From equation (5 - 3)，the following equation can e 
obtained. 
ey = Xij-Gij = 8ij + eij ( 5 - 4 ) 
Equation (5 - 4) demonstrates that the reason that the distribution of the BP measurement 
errors for the sequential measurements of the test and standard methods departures from 
Gaussian distribution and is closer to general t distribution is due to 6”-, which is the 
parameter caused by BP variation when the sequential measurement method is used. On 
the other hand, because the BP variation is related to the BP level, the equation (5 - 4) 
also reflects the fact that the distribution of the subject BP will have influence on the 
distribution of the BP measurement errors. Therefore it is important to stipulate the 
distribution of the subject BP in the evaluation protocol, which shall be considered in the 
future when designing the evaluation standard for the wearable BP measuring devices. 
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Considering the characteristics of the wearable BP measurement devices，which 
requires a calibration procedure that brings ME close to zero, and the requirements of the 
AAMI and BHS protocols, as well as the systematic error in BP measurements on the 
diagnosis of hypertension, we design the criteria for the wearable BP measurement 
devices by ME and MAE and put strict restrictions on ME (Table 5 - 5). 
Comparing the proposed evaluation procedure with those in AAMI and BHS 
protocols, there are several differences. The numbers of subjects are the same, but the 
total measurements for the wearable BP devices are collected from two weeks and are 
twice of those required in AAMI and BHS protocols, since it takes into account the 
calibration variation with time. Requirements on BP distribution for the wearable BP 
devices are the same as those in the AAMI standard and looser than those in the BHS 
protocol. As to the reference, in current proposed procedures, only the non-invasive nurse 
reading is used. In the future, the invasive measurements could be used as the reference 
to evaluate the continuous beat-to-beat BP measurement by the wearable devices. In 
AAMI standard, both non-invasive and invasive measurements are used to evaluate the 
devices that can not measure beat-to-beat BP. In contrast, in BHS protocol, only the non-
invasive measurements are accepted. For the measurement sequences, because the pulse 
wave will disappear when the occluded cuff is inflated, simultaneous measurements by 
the test device and the nurse are impossible for the wearable BP measurement devices 
based on the PTT techniques, and as a result, only sequential measurements are accepted. 
This is the same as that in the BHS protocol, but in the AAMI standard, both the 
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Conclusion and Future Work 
6.1 Conclusion and Major Contributions 
In this thesis, the necessity of new evaluation standards for wearable BP 
measurement devices has been investigated and a new parameter other than those used in 
the existing evaluation protocols for traditional cuff-based BP measurement devices has 
been proposed to evaluate the overall accuracy of BP measurement devices. 
It has been reported that the Gaussian distribution might not be an accurate model 
for the BP measurement errors. In this study, the distribution of BP measurement errors is 
investigated in two steps: first to estimate it from the data in the literature on the 
performances of BP measurement devices and then from measurement errors for the 
automatic BP meter calculated from our clinical experimental data. In the first step, it is 
found that the distribution of BP measurement errors has longer tails than those in 
Gaussian distribution. Therefore the general t distribution is proposed to model the 
measurement error distribution. In the second step, the distribution of the SBP and DBP 
measurement errors are fitted by Gaussian and the general t distributions. Results of 
Goodness-of-fit confirm the previous findings that the general t distribution is more 
accurate to represent the distribution of BP measurement errors for the conventional cuff-
based automatic BP meter. 
Assuming the BP measurement error is of the general t distribution, a theoretical 
mapping model using the AAMI accuracy criteria and the BHS grading system is 
generated. Comparing to the previous mapping model based on the assumption of 
Gaussian error distribution, this model can provide better error estimation for devices that 
can pass the BHS criteria but fail the AAMI's. Based on the new model, it is found that 
the standard deviation of the errors (SD) is not comparable when use different error 
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distributions having different degrees of freedom. This indicates that the existing 
standards work well for devices with error distribution close to Gaussian but are not 
suitable for those devices whose errors follow a general t distribution with a smaller 
degree of freedom. On the other hand, the parameters used in the existing standards, 
namely the mean error (ME), SD and cumulative percentages of absolute error below 
certain limit (C/\)，evaluate accuracy in different aspects. Indeed, the values of the 
extreme errors have greatly influence on the ME and SD, but have no effect on C PlS . 
Moreover, the contributions of each parameter to the overall accuracy are different. Since 
it is found in the mapping model that, for the BHS protocol, if the criteria on CPs and 
CP\5 are met, those on CP\q are guaranteed to be satisfied. For the AAMI standard, the 
ME and SD were suggested to be related to each other by some researchers. Therefore, in 
this study, the mean absolute error (MAE) is proposed to evaluate the overall accuracy. 
Since MAE takes into account both the probability and absolute value of the extreme 
errors, it can relate ME to SD, and evaluate the accuracy levels between devices with 
different error distributions in the measurement of BP according to the theoretical 
mapping model. 
MAE is estimated from the average of the absolute value of samples in this study. 
Result from the simulation shows that the discrepancies between the estimated and the 
theoretical true values of MAE are small and acceptable. 
A new cuff-less measurement based on pulse transit time (PTT) technique has 
been developed by our group for wearable devices. A clinical experiment was conducted 
on 85 subjects, in which BP measurement errors were calculated from the data using both 
the newly developed PTT-based BP measurement device and the automatic BP meter. It 
is found that the distribution of the systolic BP (SBP) measurement errors for the PTT-
based BP measurement device is of a general t distribution with a small degree of 
freedom about three while that for the diastolic BP (DBP) is better modeled by a 
Gaussian distribution. This demonstrated the inappropriateness of using existing 
protocols for evaluating newly developed wearable BP measurement devices. 
Furthermore, when both automatic BP meter and the PTT-based techniques were 
evaluated by MAE, the PTT-based technique demonstrated a comparable accuracy level 
with the automatic BP meter, giving MAEs of 6.68 mmHg and 4.14 mmHg for SBP and 
111 
Chapter 6 
DBP measurements, respectively while the MAEs for the automatic BP meter are 5.62 
mmHg and 6.72 mmHg for SBP and DBP measurements, respectively. 
According to the experimental results, the PTT-based cuffless BP measurement 
devices had small systematic error (namely ME) near zero, and it is known that the 
systematic errors in BP measurements will greatly increase the chance of false diagnosis 
of hypertension, therefore a grading system is proposed for the wearable BP 
measurement devices, with more strict requirements on ME than those in the AAMI and 
BHS protocols. The grading system is based on different requirements on ME and MAE. 
At last, an evaluation protocol for the wearable BP devices is proposed, where due to the 
influence of calibration on the BP measurements may vary with time, 6 sets of BP 
measurements are required for each subject in two weeks, with three sets in the day of 
calibration and the rest a week later. The reference is defined as the average of BP 
measurements from two nurses using auscultatory technique with the mercury 
sphygmomanometer and dual-head stethoscope. For the measurement sequence, only 
sequential BP measurements by the test device and the nurse are available since the pulse 
wave form will vanish when the occluded cuff is inflated. 
The major contributions of this thesis are summarized as: (1) The general t 
distribution is found to be more accurate for modeling the error distribution of the 
experimental BP measurement errors than the Gaussian distribution. (2) A theoretical 
mapping model using the AAMI accuracy criteria and the BHS grading system is 
proposed with the assumption that the BP measurement errors have the general t 
distribution, and a new parameter, mean absolute error (MAE), is also proposed to 
evaluate the overall accuracy for the BP measurement devices. (3) The clinical 
experimental results show that the existing standards are not suitable for the evaluation of 
the newly developed wearable BP measurement device and results of MAE demonstrate 
that the PTT-based technique has a comparable accuracy level to the automatic BP meter. 
(4) A grading system based on ME and MAE and an evaluation procedure is proposed for 
the wearable BP measurement devices. 
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6.2 Future Works 
In order to more accurately evaluate the newly developed wearable BP 
measurement devices, possible topics are suggested as follows: 
7) What should be the reference standard for BP measurements: 
During the evaluating procedure for the conventional BP measurement devices, 
the AAMI suggests that both the invasive and non-invasive BP measurement technique 
can be regarded as the reference standard of BP measurement while the BHS only allows 
the non-invasive BP measurement. The same problem needs to be discussed in the 
evaluating of the wearable BP measurement technique. For the PTT-based BP 
measurement technique developed for the wearable devices, PTT is reported to be related 
to the MBP [1 - 3] which is measured invasively. On the other hand, under proper 
conditions, the non-invasive method can achieve highly reliable BP measurements with 
the intra-arterial method [4，5], making a compelling argument for considering both the 
two as validation methods. Therefore, a clinical study to compare the agreement between 
the BP measurements by the wearable BP measurement devices and the invasive method 
is needed. 
2) How to take account the influences of calibration into the validation test: 
In most of the wearable BP measurement techniques, a calibration procedure is 
required. For different calibration methods, the measured parameters for calibration and 
frequencies of the calibration are different [6 — 8]. Therefore measurement errors of the 
parameters for calibration have different influences on the later BP measurements. Some 
errors may change with time, and some may change with the subject's BP. To design an 
evaluating procedure while considering the influence of the calibration is needed to be 
studied. 
3) What error tolerances are appropriate, considering both medical needs and 
technological capabilities? 
It is reported that the external contact pressure [9] and the temperature [10] will 
affect pulse transit time and then affect the BP measurement for the PTT-based BP 
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measurement technique. Therefore a standardized validating procedure, considering all 
the influential factors is needed to be investigated. Moreover, based on the standardized 
evaluating procedure, the overall error tolerances represented by the MAE should be 
stipulated. 
4) Other standards should be considered 
Personal wearable devices will be used at the node of Body Sensor Network. The 
physiological parameters collected by the wearable BP measurement devices will transit 
to the other nodes of Body Sensor Network for using. Therefore, it is required that the 
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Deviation of Some Equations 
A.l CP for Certain Limit of Las a Function of ME and SD 
1) Error is of Gaussian distribution 
LqXJ{x\u, a) denote Gaussian distribution and u is ME and a is SD: 
1 (.卜 
f{x\u,a) = -j=^e (A-1) 
yJlTTO-
where u varies from -oo to +00 and a is no less than zero. Therefore the CP of errors 
within certain limit of L{L> 0) is the integration of equation ( A - 1 ) for x in the range of 
-L to +L. 
1 J … 
CPjiu,a)= \ f(x\u,a)dx = -f=^ \ e dx (A-2) 
4 
-L u I X 
Fig. A - 1 . The calculation of CP�^ for Gaussian distribution with ME 
of u and SD of a. 
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According to Fig. A - 1，CPi(w，a) = CP/X-w, o). For simplification, we only calculated 
X — II 
CPl for it > 0. Let z = — a n d substitute x by z: 
1 + 人一 w 
CI\(u,CT) = 了 區 e � z ( A - 3 ) 
When Z < w, we get - Z - w < Z - w < 0 and consider that is an even function so we 
get: 
1 1 +L+» 1 u-L 
CPl人u,a�= ~^ p p = e-z,‘dz-了 
‘ y/TT ^ yjn ^ ^71 * 
如 宏 ) - 喷 ） （A-4) 
2 -V _2 
where erf (jc) = —j= e~' dt. When Z > we get - Z - w < 0 < Z - w, then equation (A — 
3) changes to: 
1 L-n 1 L+it 1 L+u 
卞 + ( A - 5 ) 
X j L 
-5 0 5 y -S r 0 r 5 y -L-u -L + u -L-" -人+ " 
Fig. A - 2 . Illustration of the calculation of CP for Gaussian distribution when w > 0 or w = 0. 
(a) Z- < w (b) L > M 
117 
Appendix A 
When L = u and cr = 0, CP is not continued and let it have the value of 1. Let sign{-) be 
the sign function (2 - 2)，for u in the range of (-oo, +oo), we have equation (2 - 2): 
厂 p ( � + sign{L- \ //,(|川，07);^(丄，0) 
C 尸/,("，cr) = «p V2C7 V2(T 
1 ,(|//|,tT) = (Z,0) 
A.2 Error is of general t distribution 
Assume error is of general t distribution, p{x | w, s, v) that is represented by 
equation (3 - 8) and u is ME, d is the scale parameter that is related to SD (equation (4 -
6)) and v is the degree of freedom: 
pQx I " ， 〜 = + X (1 + ¥ 严 ) , 2 (3 _ 8) 
r (v /2)Vv;r V 
And pipe I u, d, v) is represented by equation (4 - 7). According to the definition of CP, for 
V > 2, we got: 
CP;(w,d,V) = f' p{x\u,d,x)dx (A - 6) 
Equation (4 一 7) is even and has the familiar shape of Gaussian distribution which causes 
CP', (u, d, v) = CP'i (-W, d, v) and in this case we only consider u > 0. 
JC 一 14 
On the other hand, if substitute the variable xby t = ~ , ，equation (4 - 7) 
dy]{v-2)/v 
can been changes into Student's t distribution o f / / ) (equation (3 - 5))，which is the 
standardized form of general t distribution. The cumulative distribution of Student's t 
distribution is equation (3 - 7). With the same procedure like those for Gaussian 
distribution, we get: 
CP;{u,d,v)= f' p{x\u,d,x)cbc 
= 丨 厂 广 + (4 - 8) 
r(V / 2 )V(v-2) ; r h ( f (V - 2) 
1 1 V 1 1 1 V 1 
2 \ I (^ + ^) 2 2力 2 ^ 、i I ( L - u f ,2，2力 
+ (v-2)^/2 +(v-2)6/2 
with sign(') is the signal function (equation (4 - 9))and I(x; z, w) is the incomplete Beta 
function (equation (4 - 10)). 
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A.2 MAE as a Function of Location and Scale Parameters 
1) MAE as a function of ME and SD for error of Gaussian distribution 
MAE{u,(t)= n 外 / ⑷ “ ， 外 办 = r V l .已 dx 
^ ^Itto- ^ 
= , [r {-x)-e ch+ Cx-e 2�’ dx] 
yJlTra ^ ^ 
1 /»K» — pHJO — 
=I——[ x-e ^^ cbc+ x-e dx] 
Where u varies from -oo to +oo and cr> 0. It is found that MAE(u, a) is an even function 
• , , a t x + m , x-u 
with respect to u, therefore first assume u > 0. Let r, = and t^^ = ，we get 
cr (J 
MAE{u,cr) = [ r {at, -u)-e"'''' • adt, + 厂 - c r c i t ^ ] 
yJlTra、丨 a 二 "Za 
Let t = t\= h, we get 
MAE(u, a) = [ at. e"' '^dt - u e'' '^dt + at • e"' '^dt + u e'' '^dt] 
"\/27r J-f/o" J-w/cr 
Since u > 0 and we get: 
1 MOO 2,-1 r^ ,2/’ f^u/(T ,2 , 
MAE{u, ct) = - 7 = [a t. e"' ""dt + (7 t-e" '^dt + u e—' "dt] 
VSTT J-W/ cr 
= 务 产 、 念 ） 
A£4E(u, a) = MAE(~u, a), therefore MAE(u, o) is derived such that 
MAE{u,a) =、！a.e-'‘”2— + M - e r / i - ^ ) (A - 7) 
V n v2cr 
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2) MAE as a function of ME and scale parameter for error of general t distribution 
MAE\u,s.v)= r\xlpix\u,s^vycix= [ > | 厂 卞 仅 乂 + ^ / ^ ? ) + “ 办 
^ T(v/2)yj7rv vs' 
O pfoo 
= (-x) • p(x \u,d,v)'cix+ X-p(x\u,cl,v)'dx 
J—cc Jo 
X + W 
Where u varies from -oo to +oo, s varies from 0 to +oo and v > 0. Let t^ = and 
s 
x-u ‘ 
/ j = , we get 
s 
M巡'(义 ^ ^，乂卜丨厂(("1 广 ) [ f > / , - …•(！ + ^ ^产華确 + r J 
Let t = t\= h, we get 
MAE'("，s,V) = •"-'�((" 1 严 [ p(对一汉) . ( 1 + ！ — + r + + 广 ) • ' ) � s d t ] 
It is found that MAE!{u, s, V) is an even function with respect to u, namely MAE!{u, s, V)= 
MAE!{-u, 5, V), therefore first assume w> 0. 
M4£'("，。v) = — r ( ( v + i / ^ _ 2 ) [ f V ( i + ^ V ( � ’ + ' ) � 2 A + r / • ( 1 + 广严〜论 
r (v/2)V^v — V “ 丨 s V 
fW/A' , … 
+ + 十+1)Z2 论] 
y 
= r ( ( v + i ， 广 ),2油 + ["‘�’ •丨),2论 
r ( v / 2 ) V ^ 丄“ V J",", V 
Let A= + L)-(�,華 sdf and substitute t with = l + —, weget 
乂“s V y 
2 少 2 V — 1 , 少 1+„、2 
= _ ^ . ( i + 4 r ( v - i ) / 2 ( A - 8 ) 
v - 1 vs 
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Let B = n ( v + l ) / 2 ) � “ " 1 + fl)-(v+i)/2 论，according to equation (3 - 5) and equation (3 
r ( v / 2 ) V ^ V 
一 7)，we get 
B = u-[Pr(/�’ <u/s)-Pr(/, < -u / 5 ) ] 
1 V V 1 � 1 " V V 1 
= . [ ! - / ( — ( A - 9 ) 
v + {ul s) 2 2 
Therefore, we get the deviation of MAE for general t distribution (equation (4 - 17)) 
r ( v / 2 ) V ^ 
Htt r ( v / 2 ) ( v - l ) ' v + {ulsf 2 2 
A.3 Relationship between ME, MAE and Root Mean Squared Error 
(RMSE) if the error distribution is unknown 
Lety(x) denote the probability density function {p.d.f). Let w, p, d denote ME, MAE and 
RMSE respectively.According to the definitions, we have 
n j = r f ( x ) x d x (A - 10) 
J-co 
p = r x [ f ( x ) + f(-x)]cix ( A - 11) 
Jj 
r f{x){x-mfdx (A - 12) 
J - 0 0 
. rHo fO pfoo (O 
Since p= f (x)xdx 一 f (x)xdx + f {-x)xdx 二 w — 2 f {x)xdx, we get 
J-<=o J-co Jo J-oo 
ftl — D fi r^oo 
^ = f{x)xdx = f{-x)xdx (A - 13) 
2 J-oo •b 
平 = R / ( # ( A - 1 4 ) 2 
On the other hand, from equation (A - 12), we get 
121 
Appendix A 
cf = r f(x)x^cix-m^ (A - 15) 
J-oo 
Therefore 
+/”2 = rf(x)x^ck= fV[/(;c) + fi-x)]dx ( A - 1 6 ) 
J-oo JO 
According to Cauchy-Schwarz inequation [1], we get 
( � r = ( f V ( 举 ) 2 
2 * 
Since f f {-x)dx < 1 , we get 
Jo 
< rx'fi-x)cix (A - 17) 
2 
With the same procedure, we get 
( � ) 2 s f V / ( x ) 由 ( A - 1 8 ) 
According to equation (A - 16), (A - 17) and (A - 18)，we get 
⑵2 +(⑶仏爪2 
^ 2 2 
Therefore, we get 
( A - 1 9 ) 
2 2 乂 
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