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Introduction
One of the reasons physics is a very hard subject is that with many real-life
problems we need to describe an enormous amount of parameters. Some-
times we are overwhelmed and defeated and the problem is not solvable,
some others we are lucky and an underlying symmetry or a mathematical
theorem help us win the battle. For example, the purpose of thermodynam-
ics and statistical mechanics is to find those laws and relations that allow us
to reduce and control this mind blowing quantity of data with much fewer
values. The situation gets more complicated passing from classical to quan-
tum systems: the number of parameters (that describe the state) no longer
scale linearly with the number of particles, but exponetially. This is a direct
consequence of the tensor product structure of composite quantum systems.
Usually, we try to simulate these systems numerically, but, increasing the
size, very soon we hit a wall and we have to stop for lack of resources. Under
these circumstances there seems to be no hope to be able to reliably investi-
gate quantum many-body systems with a computer. Feynman was aware of
this issue and he theorized that, to simulate efficiently a quantum system, it
is better to use another quantum system [1]. Nevertheless, we will not talk
about quantum simulations (an important topic of quantum information by
itself); in fact, this work is based on a recent discovery that drastically sim-
plifies the structure of ground states in one dimension, so that they are still
treatable with a classical computer.
We focus on systems whose constituents are finite dimensional (spins) and
reside on the sites of a lattice. The hamiltonians that govern these systems
contain local and interaction terms, such as nearest-neighbor interactions,
second-nearest-neighbor interactions and so on. They can be seen as effective
hamiltonians that abstractly describe the relevant physics of a real system.
Anyway, recent advances in the field of quantum optics allow the creation of
quite arbitrary and tunable hamiltonians of this kind, introducing ultracold
and dilute atom gases in optical lattices [2]. This is one of the reasons why
theoretical interest in the field has increased in the past years.
From a historical point of view, early attempts to solve analytically these
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kinds of problems can be traced back to the introduction of the Heisenberg
model and its solution [3, 4], to the quantum version of the Ising model1
and to the Bethe ansatz [6]. The latter is one of the very few tools that, in
one dimension, allows to find some answers. Perturbation theory fails here
because these systems present very strong interactions. The first good nu-
merical method was the Numerical Renormalization Group (NRG), proposed
by Wilson in the 1970s, that successfully solved the Kondo problem [7]. Un-
fortunately, this approach was working only for small quantum impurities in
a classical lattice and not for full quantum spins.
Addressing some of the weaknesses of NRG, White introduced the Den-
sity Matrix Renormalization Group (DMRG) in 1992 and it still is the best
instrument to search ground states of strongly correlated systems that we
have2. DMRG came in two flavours, one for infinite systems, where the size
of the system grows continuously adding new sites and minimizing the energy
every step, the other for finite systems, where the system is swept back and
forth minimizing the energy at every site of the lattice. Very soon, for both
of these versions, it was recognised that the states produced in the process
were, actually, Matrix Product States (MPSs) ([9] for the infinite version and
[10] for the finite version). MPSs are a particularly attractive form to write
a many-body quantum state as the product of many matrices, but for some
time their connection with DMRG was disregarded. The reasons why this
connection reemerged are very important.
A first reason is linked with the fact that the success of DMRG is not
universal: its best performance is only in one dimension. For some time
it was unclear why, but the explanation came from quantum information
and entanglement theory in the early 2000s (see e.g. [11] or [12]). The so-
called “area laws”, that we will discuss in details, offer an elegant theoretical
justification and a remarkable simplification for DMRG in one dimension.
They state that ground states of local, gapped hamiltonians possess relatively
small entanglement and we will see how this means relatively few parameters
to process. The importance of MPSs enters here because they are objects
with a built-in area law and thus they constitute the optimal class of states
where to look for the ground state.
A second reason is that, in the same years, Cirac, Verstraete, Vidal et al.
began to reformulate DMRG in MPS language and they found many new
algorithms, hard to notice in a pure DMRG approach. Among them we cite
real-time evolution [13] and finite-temperature algorithms [14]. Today, the
1For a complete review, see [5].
2Another possible method is the quantum Monte Carlo, but it suffers a sign problem
for fermionic particles [8], which the DMRG does not experience.
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theory of MPSs in one dimension is well developed and an excellent review
is [15], we will use it extensively.
The original contribution, in our work, is the development and implemen-
tation of a new algorithm for ground state search that, like the procedures
cited above, exploits the MPS language as an economical way to express very
large vectors. The idea, inspired by the Lanczos algorithm for eigenvalues
[16], is to start from a random vector and apply to it an operatorK, called the
kicker. Now we possess two vectors that span a two-dimensional subspace;
we minimize the energy of the reduced hamiltonian for that subspace and we
generate the vector that points in that direction. This strategy always finds
lower or equal energy values, because the initial vector is not excluded from
the possible choices. We apply the same process to this new vector and we
repeat so until the energy converges.
A lot of work has been dedicated to the research of the optimal kicker K:
we compare and list advantages and disadvantages of at least three different
classes of kickers such as the hamiltonian kicker, the imaginary time evolution
kickers and the Chebyshev kickers. The latter comes from an idea expressed
in [17]; the first two, instead, are quite ordinary. No optimal solution was
found, though, because while the hamiltonian always results in a good kicker,
the performance of the other two types could be better, but it is very problem-
dependent. We tested our kickers on the Ising model and we compared them
with DMRG.
Since we do not minimize the energy site by site as in DMRG, but we
change completely the state vector at every step, we hope to find novel be-
haviours that will improve the performance of ground state search. Indeed,
we will see that this method has a very fast initial energy descent that, espe-
cially with very large systems, is faster than DMRG, but it also has a very
long asymptotic convergence at the end. Finally, we propose to create an
hybrid algorithm, where we begin with the new algorithm, initially faster,
and at some point we switch back to DMRG, that is optimal at the end.
A major effort in this work has been the writing of the program that
implements the algorithm suggested here. This program includes a small
library of functions to work with an arbitrary number of MPSs (and their
generalization to operators, MPOs). This effort repaid itself, since the pro-
gram is now a very versatile tool with which many simulations are possible.
The chosen programming language is Fortran 90/95 for the performance with
linear algebra routines and it has been compiled with ifort, the Intel For-
tran compiler freely available for students, and its Math Kernel Library that
provided the optimized LAPACK3 routines. SlocCOUNT, a famous program
3http://www.netlib.org/lapack/
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to count the physical lines of code4, computes more than 4900 lines of code
and this is why it was not possible to add the code in appendix, but it is
freely available under GNU/GPL licence for anyone who wants it5.
To summarize, in this thesis, we illustrate our work and findings through the
steps described below.
• In chapter 1, we run through some basic notions of quantum infor-
mation, such as reduced density matrices, Schmidt decomposition and
a hint to the theory of entanglement measures; we need all of them
to grasp the meaning of the “area laws” expressed at the end of the
chapter.
• In chapter 2, we introduce the theory of Matrix Product States as
expressed in [15], starting from their definition and some examples.
Then we illustrate the gauge freedom in the choice of the matrices
that compose an MPS, this is of great help to simplify and implement
manipulations of MPSs. We go on to show how MPSs possess a built-
in area law if we fix the size of the matrices and how every vector can
be expressed in MPS form if we allow the matrices to have arbitrary
dimensions. There is a useful graphical notation that represents MPSs
visually and that clarifies operations that involve a copious number of
indices. At this point we explain all the basic operations with MPSs:
overlaps, expectation values, transfer matrices and sums; with the sums
we note that the size of the matrices could increase, so we need a
method to bring back the dimensions to their original values. Therefore,
the two possible kinds of compression follow: compression with singular
value decomposition and variational compression. At the end of the
chapter, we present the generalization of MPSs to operators, called
Matrix Product Operators (MPOs). We explain how to operate with
them as they are very important and they come with their own transfer
matrices and expectation values. Finally, we show how to convert a
typical many-body hamiltonian in MPO form.
• In chapter 3, we first describe the mechanism of the well established
algorithm for ground state search: the Density Matrix Renormalization
Group, with which we will have to compare our new strategy. We will
introduce the DMRG in the language of MPSs and MPOs as included
4i.e. pure lines of codes with no comments or empty lines
5Email address: ale.dvdx@gmail.com.
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in [15]. Aferwards, we present the original contributions of this work;
those are: the new scheme for ground state search, the analysis of its
computational cost, the implementations of the various studied kickers.
Among them we find the hamiltonian kicker, that directly uses the
hamiltonian as kicker. Then comes the imaginary time evolution kicker
that is generated from a truncated Taylor expansion of the exponential
of the hamiltonian and last, but not least, there is the kicker based on
Chebyshev polynomials and the concept of Approximate Ground State
Projection.
• In chapter 4, we talk about the results of the tests that we carried out
with the kicker strategy: ground states at various field strengths for the
Ising model to evaluate the correctness of the implementation, analysis
of the performances of the kickers, comparison with DMRG and finally
the performance of the hybrid algorithm (kicker+DMRG).
All the results are commented and reviewed in a final and conclusive
chapter, in which we also present our ideas and suggestions for further devel-
opments of this new algorithm. There is also a technical appendix A, where
we remind the most useful properties of the Singular Value Decomposition
(SVD), a factorization of linear algebra that is used many times in MPS
theory.
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Chapter 1
Quantum information tools and
area laws
Quantum many-body systems pose an interesting challenge in modern con-
densed matter physics because they are notoriously hard to solve. Analytical
solutions have been found only for very simple models and often the only way
through is numerical. Even with a computer, though, the solution becomes
quickly prohibitive due to the huge number of degrees of freedom.
Despite these premises, enormous progress has been obtained in the last
twenty years, exploiting simplifications in the structure of quantum states
that may occur in certain particular situations. To understand these sim-
plifications we have to go through a more detailed study of the correlations
that emerge in a quantum many-body state. In particular we have to borrow
some instruments developed in the theory of quantum information.
In this chapter, we will go through the area laws: a change in the scaling
of entanglement with the system size, that happens for ground states of
local, gapped hamiltonians. We will first need to learn about partial trace,
von Neumann entropy and Schmidt decomposition. Then, we will be able
to talk about entanglement and how, for pure states, it is quantified by the
entropy of entanglement. Finally, area laws will be introduced; they are of
central importance in this work, because setting a limit to the amount of
entanglement contained in the ground states enables us to identify methods
which allow to efficiently represent them.
1.1 Reduced density matrix and partial trace
Before we begin, we would like to recall that, in quantum mechanics, the
notion of pure vector state generalizes to the concept of density matrix.
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Consider the situation where the system is in a mixed state: with probability
p, the system is in the pure state |ψ〉 and, with probability 1 − p, it is in
the pure state |φ〉. If O = O† is an observable, then its expectation value is
straightforward to compute:
〈O〉 = p 〈ψ|O|ψ〉+ (1− p) 〈φ|O|φ〉 . (1.1)
We define the density matrix (or density operator) ρ as:
ρ = p |ψ〉〈ψ|+ (1− p) |φ〉〈φ| , (1.2)
so that we can write:
〈O〉 = Tr[ ρO ] . (1.3)
This compact way to write an expectation value holds for every possible
mixed state; it suffices to generalize the density matrix:
ρ =
∑
i
pi |ψi〉〈ψi| ,
∑
i
pi = 1. (1.4)
Moreover, every density matrix satisfies:
• ρ ≥ 0 (positive-definite),
• Tr[ ρ ] = 1 (normalization).
Now take a bipartite system AB and suppose that system A is associated
with them-dimensional Hilbert spaceHA and system B is associated with the
n-dimensional Hilbert space HB. We know that when two quantum systems
are considered together, the Hilbert space where the global state lives is the
tensor product of the single Hilbert spaces: HAB = HA ⊗HB.
Among the others, in HAB we find states that cannot be expressed as the
product of a state of HA by a state of HB. As an example, take |e1〉A 6= |e2〉A
as two basis elements of HA and then |f1〉B 6= |f2〉B as two basis elements
of HB. From the tensor product structure, |e1〉A |f1〉B, |e2〉A |f2〉B ∈ HAB are
two elements of a base of HAB certainly different from each other. Then the
superposition:
|ψ〉AB =
1√
2
(|e1〉A |f1〉B + |e2〉A |f2〉B) , (1.5)
is a legitimate state of the system which cannot be cast in a factorized form:
|ψ〉AB 6= |ϕ〉A ⊗ |χ〉B. It seems as if it is not possible to define a state for
system A only, considered apart from B. This is not true, in fact, it is
always possible to formally describe the information available to those who
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can access system A. Indeed, in a laboratory we can measure system A alone
and the probability distributions that we obtain from those measurements
define the state of A. Suppose that we want to measure observable OA and
that the system is globally in a pure state |ψ〉AB:
|ψ〉AB =
m∑
i=1
n∑
j=1
ψij |i〉A |j〉B, (1.6)
where {|i〉A}i=1,...,m and {|j〉B}j=1,...,n are basis for systems A and B respec-
tively. Note that the coefficients of |ψ〉AB could be interpreted as the elements
of an m × n matrix that we call Ψ: (Ψ)ij = ψij. We associate OA with the
operator OA⊗1B, that is measurable on the entire system. The expectation
value will be:
〈OA ⊗ 1B〉 = AB〈ψ|OA ⊗ 1B|ψ〉AB =
∑
i,j,k
ψijψ
∗
kjA〈k|OA|i〉A. (1.7)
On the RHS, the degree of freedom of system B (the indices j’s) are con-
tracted and summed over. It is possible and reasonable to introduce a state
for subsystem A that reproduces the same statistics of results:
ρA :=
∑
i,j,k
ψijψ
∗
kj |i〉A〈k| = ΨΨ† (1.8)
〈OA〉 = Tr[ ρAOA ] . (1.9)
We call ρA, the reduced density matrix of A. This is indeed a well defined
density matrix, because it is positive (as can be seen in terms of matrix Ψ)
and with unitary trace. Likewise, we define the reduced density matrix for
B as ρB = (Ψ†Ψ)t. Both these definitions can be generalized to mixed states
of system AB, but we will not need this here.
To compute the reduced density matrix it is convenient to introduce the
formal operation of partial trace. The definition is given on an operatorial
basis of AB:
TrB
[ |ai〉A〈aj| ⊗ |bi〉B〈bj| ] := |ai〉A〈aj| Tr[ |bi〉B〈bj| ] = (B〈bj|bi〉B) |ai〉A〈aj| .
(1.10)
In this way, we write, for example, ρA = TrB[ ρAB ]. The operation of partial
trace throws away every information about system B including the possible
correlations. In fact, in general ρAB 6= ρA ⊗ ρB.
1.2 Shannon and von Neumann entropies
Shannon entropy is a key quantity in classical information theory. It describes
directly the amount of missing information in a stochastic variable. In this
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work, we are only interested in its structural properties and its connections
with von Neumann entropy.
Consider a stochastic variable X such that X = xi, i = 1, . . . , D, with
probability pi ≥ 0 and
∑D
i=1 pi = 1. We define the Shannon entropy of X
by:
H(X) := −
D∑
i=1
pi log2 pi. (1.11)
Remembering that this is an entropic quantity it is easy to guess for which
distributions it will reach the maximum and the minimum value:
• if X has a probability distribution peaked only on one point, namely
pi = δik with k fixed, then H(X) = 0 is the minimum value 1;
• if X has a flat probability distribution, namely pi = 1/D ∀i, then H(X)
reaches the maximum value:
H(X) = − 1
D
D∑
i=1
log2
1
D
= log2D. (1.12)
In a quantum mechanical context, Shannon entropy translates to the von
Neumann entropy :
S(ρ) = − Tr[ ρ log2 ρ ] . (1.13)
Initially, this was introduced to study the thermodynamical properties of
quantum systems. The link between this quantity and Shannon entropy is
through the eigenvalues of ρ (that exists, being ρ a positive operator) and
the spectral theorem:
S(ρ) = −
∑
i
λi log2 λi = H(Λρ), (1.14)
i.e. the von Neumann entropy of a density operator ρ coincides with the
Shannon entropy of the distribution Λρ of the eigenvalues of ρ. Here we
used the von Neumann entropy defined with logarithm to base 2 instead
of the natural logarithm, originally used for thermodynamic purposes. The
difference is only in a proportionality constant and the reason why we take
this definition is that the bit is the natural measure for information.
Like Shannon entropy, von Neumann entropy has a maximum and mini-
mum value too:
1We defined 0 log2 0 := 0.
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• pure states always have zero entropy, this is easy to see because ρ(min) =
|ψ〉〈ψ| is a projector on a one-dimensional subspace, so the spectrum of
ρ will have only one eigenvalue equal to one and all the others are zeros;
this is the peaked distribution discussed above, the minimum value;
• the maximum value is reached for completely mixed states ρ(max) =
1/D, where D is the dimension of the Hilbert space; the spectrum
here is read directly: flat with all eigenvalues equal to 1/D, the same
distribution that maximizes H(X), S(ρ(max)) = log2D.
This entropy is a measure of the grade of mixture of the state.
Other important properties of von Neumann entropy to be mentioned
here are:
• the entropy does not change under unitary evolution (or change of
base), S(UρU †) = S(ρ). This can be derived from the cyclic rule of the
trace and the fact that every function f , that is expandable as a power
series, satisfies f(UAU †) = Uf(A)U †, as the logarithm does;
• the entropy of a tensor product is the sum of the entropies of the
subsystems: S(ρ1 ⊗ ρ2) = S(ρ1) + S(ρ2).
1.3 Schmidt decomposition
The Schmidt decomposition is a very useful form in which we can express
pure states of bipartite systems. It is a corollary of the singular value de-
composition (SVD) applied in a quantum mechanical context. The SVD is
described in some details in appendix A; the Schmidt decomposition inherits
many of its properties.
Theorem 1.1 (Schmidt decomposition). Let |ψ〉AB ∈ HAB be a pure bipartite
state as in (1.6), then there exists a basis {|ek〉A}k=1,...,m ⊂ HA, a basis
{|fk〉B}k=1,...,n ⊂ HB and a set of non-negative real numbers {σk}k=1,...,p such
that we can write:
|ψ〉AB =
p∑
k=1
σk |ek〉A |fk〉B (1.15)
Proof. Consider the coefficients ψij of |ψ〉AB that form the matrix Ψ of di-
mensions m × n as described in section 1.1. Now apply the singular value
decomposition in reduced form2 to the coefficients:
ψij =
p∑
k=1
uikσkv
†
kj; (1.16)
2See again appendix A.
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and substitute this in (1.6):
|ψ〉AB =
m∑
i=1
n∑
j=1
p∑
k=1
uikσkv
†
kj |i〉A |j〉B (1.17)
=
p∑
k=1
σk
(
m∑
i=1
uik |i〉A
)(
n∑
j=1
v†kj |j〉B
)
. (1.18)
Now we define the first p vectors of each basis as:
|ek〉A :=
m∑
i=1
uik |i〉A, |fk〉B :=
n∑
j=1
v†kj |j〉B, k = 1, . . . , p. (1.19)
The orthonormality derives from coefficients uik and v†kj that form isometric
matrices (that act on basis elements). Then it is possible to complete the
basis with the missing vectors however we want (e.g. with a Gram-Schmidt
process). The positivity of reals σk follows from the SVD.
The number of coefficients {σk}k different from zero is called Schmidt
rank, indicated with letter r. Note that the rank is always limited by the
dimensions of the Hilbert spaces: r ≤ min(m,n) as descends from SVD.
Some of the important derivations that we obtain from this decomposition
are those for the reduced matrices of a pure bipartite state. For example:
ρA = TrB
[ |ψ〉AB〈ψ| ] = ∑
k
σ2k |ek〉A〈ek| , (1.20)
i.e. the {|ek〉A}k are the eigenvectors of ρA (thanks to their orthonormality)
and the eigenvalues of ρA are the squares of the Schmidt coefficients (the
singular values of Ψ). The same calculations for ρB show:
ρB = TrA
[ |ψ〉AB〈ψ| ] = ∑
k
σ2k |fk〉B〈fk| , (1.21)
where the eigenvectors are {|fk〉B}k, but the eigenvalues are still the squares
of the Schmidt coefficients. This is a very important result: the spectra of
the two reductions of a pure bipartite state are the same, σ(ρA) = σ(ρB).
We want to stress the importance of the orthonormality within the two
vector sets {|ek〉A}k and {|fk〉B}k: if we could express |ψ〉AB as in (1.15), but
without the orthonormality, then we would not obtain the same properties
for the reduced density matrices.
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1.4 Entanglement and measures
The concept of entanglement emerges naturally from the tensor product
structures described in section 1.1 and it is connected to the impossibility to
write certain global states as product states. Many see the entanglement as
one of the most stricking feature of quantum mechanics, because of its highly
non-classical features. Another interesting aspect of entanglement is its (rel-
atively long) history and how the gradual study of this curious property lead
to a more mature quantum mechanics.
In what follows we briefly point out the fundamental milestones of entan-
glement theory. In 1932, von Neumann had already laid a solid mathematical
basis for nonrelativistic quantum mechanics [18], but it was not until 1935
that the strange behaviour of certain quantum states was recognised. Ein-
stein, Podolsky and Rosen (EPR), quite ironically, tried to use an entangled
state to prove that quantum theory was not complete [19]. In the same year,
Schrödinger, after reading the EPR paper, investigated the state they used
and discovered the two main manifestations of entanglement [20]:
• when the entangled subsystems are measured, the statistical outcomes
are correlated;
• the state could present greater order globally rather than in the single
components.
In 1964, Bell was able to prove that the correlations in the outcomes cannot
be described classically. More precisely, he proved that every (local) hidden
variable model (LHVM) must obey particular inequalities and that quantum
mechanics violates these inequalities. A LHVM is the most general classi-
cal theory that could be underlying quantum mechanics. It is based on the
assumptions of realism—every system has well defined properties that exist
prior to and are independent from measurements—and locality—two space-
like separated events are independent. The quantum states that violate Bell
inequalities are all entangled, thus they cannot be described classically. This
was a great theoretical jump that shed new light and drew more attention to
a field that was only the subject of philosophical debate. Still, the situation
did not change too much because these “stronger” correlations exhibited by
entanglement, even at space-like separation, do not allow to exchange infor-
mation. The point of view definitely changed in 1991, when Ekert devised
a protocol for quantum cryptography using entangled states and the Bell
inequalities [21]. Exploiting entanglement, it was possible to securely share
strings of random bits, a task not feasible with classical means. The sub-
sequent discoveries of dense coding (1992, [22]) and quantum teleportation
(1993, [23]) confirmed the status of resource of the entanglement.
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As with every resource, one must be able to identify, detect, measure and
manipulate entanglement. Here we are interested in a very simple measure for
pure entangled states, because the complexity of the simulation of a quantum
state increases with the entanglement content of the state. Having even a
simple measure of entanglement will help us understand how efficiently we
will be able to simulate a particular state.
We will limit ourselves to results of entanglement theory only for nonrel-
ativistic, bipartite systems in pure states. The reason is twofold: on the one
hand, for the purpose of this work it is all that we need, on the other hand,
the same theories that treat multipartite or relativistic entanglement are far
from complete. A general exposition at this point would be just a digression
and outside the scope of this presentation3.
1.4.1 Definition
Entanglement is a structural property of quantum states of compound sys-
tems. Compound systems can be shared among different laboratories, where
scientists can perform quantum operations coherently on the part of the
system local to them. These actions need not be independent, in fact, com-
munications from one party to another can easily be established through
classical means like the telephone or a set of computers over a network. This
set of operations is called Local Operations and Classical Communications
(LOCC).
Starting from a completely uncorrelated state ρ = ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN ,
we wonder what are the states that can be generated applying only LOCC
operations. This is the set of separable states [27]:
Definition 1.2 (Separable states). We say that ρ is separable if there exists
a probability distribution {pi}i (0 ≤ pi ≤ 1, ∀i,
∑
i pi = 1) and a set of states
{ρ(i)1 , . . . , ρ(i)N }i for every subsystem and for every event of the probability dis-
tribution, such that we can write:
ρ =
∑
i
pi ρ
(i)
1 ⊗ · · · ⊗ ρ(i)N . (1.22)
These states include every possible classical state (even those from clas-
sical probability theories) so they can describe every classical correlation.
Every state that is not separable is called entangled and every correlation
3For further details, we refer the reader to the resources that were the starting point of
this discussion: [24] finely explained classical results, [25] a complete review and [26] with
special considerations for entanglement measures.
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that cannot be simulated by a separable state is called a quantum correla-
tion4. This is a broader definition of quantum correlations than that provided
for long time by violation of Bell inequalities; in fact, for any Bell inequality
there are entangled state that do not violate it and so they admit a LHV
model, in other words, their correlations are still classical. Our choice here is
justified by a recent discovery of Masanes [28] that every non-separable state
is useful for some quantum process.
1.4.2 Entanglement measures
Looking at entanglement as a resource is what lets us quantify it. LOCC op-
erations cannot create entanglement, thus entanglement is the resource that
allows tasks not possible with LOCC alone. We need a notion that lets us
distinguish which state is more entangled between two entangled states. The
answer is simple in principle: ρ is more or equally entangled than σ, if ρ can
be transformed into σ with LOCC. Often it is not possible to transform de-
terministically a state into another with LOCC, so a more rigorous approach
is to transform a lot of states and to look at the rates of successful trans-
formations. Summarizing, we give the definition of measure of entanglement
for bipartite systems.
Definition 1.3 (Bipartite entanglement measure). A bipartite entanglement
measure is a state function with non-negative real values: E : ρ 7→ E(ρ) ∈
[0,+∞). It must respect the basic properties of entanglement:
• separable state have no entanglement: ρ separable =⇒ E(ρ) = 0 ;
• LOCC transformations do not increase entanglement on average: if
ρ→ σ through LOCC, then E(σ) ≤ E(ρ).
The second property implies that entanglement does not change under
local unitaries, because they are LOCC transformations that can be inverted,
so:
E(UA ⊗ VB ρ U †A ⊗ V †B) = E(ρ). (1.23)
In the case of bipartite systems only, there exist states that maximize entan-
glement. These are pure states from which every other state can be obtained
(on average) with LOCC transformations. In a bipartite system formed by
two D-dimensional parties, these states are those unitary equivalent to:
|χD〉AB =
1√
D
D∑
j=1
|j〉A ⊗ |j〉B. (1.24)
4By quantum correlations we do not mean non-classical correlations.
19
It is reasonable to require a normalization of the entanglement measure such
that E(|χD〉AB〈χD|) = log2D.
1.4.3 Entropy of entanglement
Consider the function EE := S◦TrB, where S is the entropy of von Neumann.
When applied to pure bipartite states only, this function defines a measure
for entanglement that is called entropy of entanglement. In details, from
a pure state ρAB = |ψ〉AB〈ψ| it is extracted the reduced density matrix ρA
and then the von Neumann entropy of this matrix is calculated: EE(ρAB) =
S(TrB[ ρAB ]) = S(ρA).
Many properties of this measure derive directly from the Schmidt decom-
position. In particular there is no difference in taking the partial trace over
part B or part A: the spectra of the reduced density matrices ρA and ρB
from a pure state are identical, thus S(ρA) = S(ρB).
In simple terms, the justification of this measure derives from the fact
that the more entangled the state is, the less we know about its constituents.
If |ψ〉AB is in a separable state, then the Schmidt rank is 1 and the state
can be written as |a〉A |b〉B. The reduced density matrix is still a pure state:
ρA = |a〉A〈a| so we have complete knowledge of subsystem A (and of course
of subsystem B too). Therefore we see that the entropy of entanglement
is zero for a separable state: EE(ρAB) = S(|a〉A〈a|) = 0, which means no
entanglement.
On the other hand, when the Schmidt rank of |ψ〉AB is greater than 1,
the state is non-separable and the value of the entropy of entanglement will
depend on the spectrum of the reduced density matrix. A flatter distribution
of eigenvalues means less knowledge and, thus, more entanglement. The
maximum is reached, correctly, by those completely flat spectra resulting
from Bell-like states as in (1.24).
1.5 Area laws
When we say that a quantity follows an area law, we mean that it does not
grows with the size of the system but with the size of the boundary of the
system. Here we give a slightly more precise, but still fuzzy definition:
Definition 1.4 (Area and volume laws). Take a system A (that could be a
part of a larger entity) and suppose we can assign a size S(A) to it; in turns,
this means that there exists a characteristic length of A, called L, such that:
S(A) ∝ LD, (1.25)
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where D is the dimensionality of the system. We say that a property P relative
to A follows an area law if it is proportional to the area of the system:
P ∝ A(A) ∝ LD−1. (1.26)
Instead, when the property scales directly with the system size, we say that it
follows a volume law.
The exact nature of the characteristic length and of the size and sur-
face of the system is very problem-dependent. Needless to say, the words
“area laws” and “volume laws” come from the three-dimensional case, where
boundary size and system size do correspond to the area and volume of the
system. An important review of the research in area laws is [12] and the next
considerations are taken from it.
1.5.1 History
Area laws are rare in physics and the only known quantities that present them
are entropies. The first appearance of an area law was with the Bekenstein-
Hawking black hole (thermodynamic) entropy [29, 30]. This triggered the
study of geometric entropies, i.e. entropy of subregions (related to the en-
tropy of entanglement), in quantum field theory [31, 32] and conformal field
theory [33, 34, 35, 36, 37], since they showed very similar area-like scaling.
In the early 2000s, a series of articles began to investigate correlations in
quantum many-body systems borrowing concepts from quantum information
[38, 39, 40, 11]. They found area laws for the entropy of entanglement too.
Shortly after, Hastings proved that a general area law exists for ground states
of many-body systems with a local, gapped hamiltonian in 1D [41]. We want
to make clear that an area law in 1D means that the entropy does not grow
and it is limited by a finite constant.
For higher dimensions, at the time we are writing, there are only partial
results and a general area law is still missing5. Anyway, it is a strongly
supported conjecture.
1.5.2 Motivations
In what follows, we try to give some of the motivations that drive the interest
in the study of area laws, especially in many-body theories. We list them
from the least important to the most important for this work ; they are all
very important in their own rights.
5The reasons reside in the analytical difficulties that appear when the translational
symmetry is broken considering only a subpart of the system.
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• The presence of area laws in both relativistic and nonrelativistic the-
ories suggests that high-energy physics questions with area-like be-
haviour, such as the already cited black hole entropy, the AdS/CFT
correspondence [42, 43] and the holographic principle [44, 45], could
have the same microscopic explanations of many-body systems and
they could be deeply connected with the locality of interactions.
• Many-body systems are often organized as lattices and lattices are
sometimes used to discretize quantum field theories [46]. This is why
area laws could also aid the study of correlations in continuous theories.
• Area laws are useful to investigate the phenomenon of quantum phase
transition and the distribution of correlations in many-body ground
states, since it has been shown that entanglement exhibits a different
behaviour near a point of criticality [47].
• Finally, the most important reason, for us, to study area laws is their
connection with simulability. Indeed, they are the main reason of the
success of the Density Matrix Renormalization Group described in sec-
tion 3.1. They signal a small amount of entanglement in ground states
of quantum many-body systems with local interactions. It is easy to
understand intuitively that this means a small degree of complexity
and that an easier representation for those ground states is possible.
This intuition has been formalized in [48], which says that if the scal-
ing of entanglement in a many-body state is suitably limited, then that
state can be approximated efficiently by a Matrix Product State (see
chapter 2).
1.5.3 Lattices and hamiltonians
To understand what an area law for the entropy of entanglement means to
us, we have to enter more in the details of the problems studied.
We treat only locally finite many-body systems on a lattice. This means
that for every site of the lattice there is a quantum system described by a
finite-dimensional Hilbert space. There is no need, at this point, for the
lattice to have good ordering, so we adopt the broad definition of general
lattices. A general lattice is a graph G = (L,E), where L is a set of points
in space and E ⊂ L× L is the edges set, containing pairs of those points. A
point in L could be p = (x1, . . . , xD) ∈ L, where D is the dimensionality of
the system, and a pair of E is (pi, pj) ∈ E, such that pi, pj ∈ L. The presence
of a pair in E indicates whether or not the two points of the pair are nearest
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∂A
A
Figure 1.1: Example of regular square lattice with bulk and boundary of a
subregion A.
neighbor. We define recursively a path that joins pi, pj ∈ L as a subset of E,
Pij ⊂ E:
Pij =
{
{(pi, pj)} if (pi, pj) ∈ E
{(pi, pk)} ∪ Pkj if (pi, pk) ∈ E
. (1.27)
We indicate the size of a set with | · |, thus, if L is finite, the number of sites
is N = |L|. It is easy to define a distance between two sites as the length of
the shortest path between them:
dist(i, j) = min
Pij
|Pij| ; (1.28)
and it follows immediately that two sites are nearest neighbor if and only if
the distance between them is 1. Finally, if we identify a subset of the lattice
by X ⊂ L and its complement by L \ X, then the boundary of X is the
set of all points of X with a nearest neighbor outside of it (see for instance
figure 1.1):
∂X = {pi ∈ X | ∃ pj ∈ L \X such that dist(i, j) = 1}. (1.29)
We assume that all the local Hilbert spaces Hi have dimension dimHi =
d. The total Hilbert space will be the tensor product:
H =
⊗
pi∈L
Hi, dimH = dN . (1.30)
Some words must be spent on the nature of the interactions too. The
hamiltonians are local, meaning that each term has support on a compact
subset X of L:
H =
∑
X⊂L
HX . (1.31)
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This has strong implications on the definition of the dimensionality of the
problem itself. Indeed, a problem with nearest-neighbor interactions on a
regular square lattice, (D = 2), with ` sites per side, could be easily restated
on a one-dimensional chain, (D = 1), if we allow arbitrary long interactions.
For example, take two nearest neighbors, pi and pj, in the square lattice; when
we unwind the system as a long chain, the two sites will be at a maximum
distance of `, the side of the square. If the hamiltonian contains proper
interactions at distance ` we have reduced the bi-dimensional problem to a
one-dimensional problem. Imposing a locality constraint on the interactions,
we avoid these situations. Systems with different dimensionalities belong to
different classes of complexity and this is testified exactly by the area laws.
1.5.4 The typical case: volume laws
Let us return to the entropy of entanglement defined for the bipartite system
AB with Hilbert space HAB = HA ⊗HB. If dimHA = m and dimHB = n,
then dimHAB = mn. Suppose, without loss of generality, that m ≤ n, then
we know that there exist states as entangled as (1.24), with D = m:
EE
(|χm〉AB〈χm|) = log2m. (1.32)
A natural question that may arise is whether these maximally entangled
states are frequent or not. In other words, if we randomly choose a pure
state, we would like to know how much it will be entangled. Page answered
in the limit of large m and n [49], that is the case we are interested in:
Theorem 1.5 (Page’s theorem). Consider system AB as above. The average
〈 · 〉m,n of the entropy of entanglement is weighted with respect to the unitarily
invariant Haar measure6 of the space of unit vectors |ψ〉
AB
in Cmn. For large
m and n, it holds:〈
EE
(|ψ〉AB〈ψ|)〉m,n ≈ log2m− m2n for n ≥ m 1. (1.33)
This is impressive: in the thermodynamic limit, n → ∞, the average
entanglement of a random state is always maximal.
Contextualize this result in the lattice framework: in every site there is a
d-dimensional Hilbert space that describes the local physics. If we divide L
6This is the formally correct name of the measure proportional to the volume of the
(2mn−1)-dimensional hypersphere that we need since the states live in Cmn that has mn
complex dimensions.
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in the two subsets A ⊂ L and B = L \ A, we will have m = dimHA = d|A|,
n = d|B| = dN−|A|, which means that equation (1.33) becomes:
〈S(ρA)〉 ≈ |A| log2 d−
1
2dN−2|A|
. (1.34)
As N →∞, this approximate a volume law. The average entropy of entan-
glement of a random many-body state is always maximal and proportional
to the size of the block considered.
1.5.5 The rare case: area laws
Looking at how, almost always, a random state follows a volume law, then
we can safely assume that states with an area law are extremely rare. In the
context of lattices, an area law implies that the entropy grows like the size
of the boundary of the subregion considered:
S(ρA) ≈ |∂A| . (1.35)
As already mentioned, for D = 1 there exists a very important theorem
proved by Hastings [41] which affirms that the entropy of entanglement for
every ground state of a local, gapped hamiltonian is bounded by a constant.
This is exactly an area law in one dimension, because the boundary of every
contiguous region contains at most two sites and does not grow.
For Hastings’ theorem, we can consider all interactions to be between
nearest neighbors, because the local dimension d is arbitrary7:
Theorem 1.6 (Hastings’ theorem). Consider a one-dimensional system on a
lattice L governed by a hamiltonian H with only nearest-neighbor interactions
and every interaction with a finite strength:
H =
∑
pi∈L
Hi,i+1, ‖Hi,i+1‖ ≤ J, for some J > 0. (1.36)
Suppose H has a gap between the ground state energy (ε0) and the first excited
state energy (ε1) different from zero, g = ε1 − ε0 > 0. Then there exists a
constant Smax > 0 such that, for every subregion A ⊂ L:
S(ρA) ≤ Smax. (1.37)
7For example, if the longest range for our interactions is `, we can regroup every `
contiguous sites in a single local component of dimension d′ = d` and then we would
return to nearest-neighbor ranges only.
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It is very important to understand the incredible luck that this is. Before,
if we wanted to identify the ground state of a many-body system, we had
to look for it in a Hilbert space with an exponential number of dimensions.
Now that we know about this area law, we can limit to a much narrower
subspace because ground states are very uncommon. The question shifts to
how we can parametrize this small, special subspace and the answer is: with
Matrix Product States (see chapter 2).
1.5.6 Critical systems
Hastings’ theorem excludes the case when the gap is null, g = 0, namely
when the system is critical. At criticality, the correlation length diverges
and the system is scale invariant. These situations are well described by
conformal field theory which studies the conformal group: to the Poincaré
group (translations and rotations), all the scaling transformations are added.
Conformal field theory finds small deviations from the exact area law for
one-dimensional ground states, in the form of a logarithmic growth with the
subregion size:
S(ρA) ≈ log2(|A|). (1.38)
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Chapter 2
Matrix Product States
In this chapter, we introduce the theory of Matrix Product States (MPS);
they are a new way to write many-body quantum states as strings of matrix
products. Currently, they are the best parametrization for states presenting
an area law in one dimension. Because of what we have seen in section 1.5.5,
they are the optimal class of vectors where to look for the ground state of a
local, gapped hamiltonian.
We will accumulate a lot of information about MPSs, almost all of which
will be used to build the new algorithm in section 3.2; let us go through it
step by step. Initially, we present MPSs in form of ansatz, trying to elucidate
their meaning and, afterwards, we give some examples to make them easier
to understand. The choice of the matrices that define an MPS is not unique
and there is a true gauge freedom that determine the “normalization” that
these matrices have. The comprehension of the mechanism that changes such
normalization is vital for some operations like expectation values of simple
operators and compression.
At this point, we will be ready to better justify the origin of MPSs and we
will give two approaches. The first one, the valence bond derivation, starts
from a very interesting abstract setting and it clearly shows how to obtain a
vector state with area-like scaling of entanglement. The second one, instead,
involves a very common tool in this work, the singular value decomposition,
and the result will be that every state can be written in MPS form allowing
arbitrary dimensions for the matrices. In this case, the area law is introduced
imposing, by hand, a cutoff for the matrices.
In the second part of this chapter, we begin exploring the advanced algo-
rithms. We will do it with the help of a very simple graphical notation for
the objects we play around with. These advanced algorithms are the compu-
tation of overlaps and expectation values with transfer operators, the MPS
sum and the MPS compression. Indeed, we will see that the sum increases
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the size of an MPS and, thus, we will be forced to introduce a procedure
to reduce this size. We will show two ways to compress an MPS: with the
singular value decomposition of appendix A or with a variational update of
the matrices.
In the last part, then, we generalize the MPS formalism for operators,
called Matrix Product Operators (MPOs), which we need to guarantee that,
after an application of the operator, the MPS form is preserved.
Almost everything we will say in this chapter comes from the review of
Schollwöck [15], which is far more complete and, thus, we point to it for any
doubt or further interest.
2.1 MPS ansatz
Before giving the definition of matrix product states, we review the kind
of problems we are studying and we specify the conventions used for one-
dimensional lattices. Indeed, matrix product states have slightly different
definitions depending on the structure of the lattice.
We are focusing on many-body systems with the constituents arranged
on a lattice. In every site of the lattice, the local quantum system lives in a
finite Hilbert space and the total Hilbert space is given by the tensor product
of these local spaces (see equation (1.30)). We are only interested in those
problems where the local Hilbert space dimension is fixed to d. Calling N
the number of sites, we can write a generic vector state for these kinds of
systems as:
|ψ〉 =
d∑
i1,...,iN=1
ci1···iN |i1 · · · iN〉 , 〈ψ|ψ〉 = 1, (2.1)
where ci1···iN are dN complex coefficients, and |i1 · · · iN〉 are dN basis elements
of the total Hilbert space.
The knowledge of the ground state is of fundamental importance for the
study of these systems as it is usually the first information about the spectrum
that we can find. Often, we have no clue about the ground state and the
only remaining possibility is to look for it in the enormous class of states of
the form (2.1), choosing the one with the lowest energy.
In section 1.5.5, we found that ground states of gapped, local hamiltonians
in 1D have bounded entropy of entanglement for every possible bipartition of
the system. This is a major simplification for the structure of ground states
and there is hope to find a smaller class of states that may always contain
the ground state we are looking for.
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Figure 2.1: On the left: a 1D lattice with open boundary conditions (OBC).
On the right: a 1D lattice with periodic boundary conditions (PBC).
From now on, we will adopt this setting: a system on a regular lattice
of dimensionality D = 1, that we also call a chain, with only local, gapped
hamiltonians. We remind that local hamiltonians have interactions with
finite range and “gapped” means there is a non-zero energy difference between
ground state energy and first excited state energy.
Regular one-dimensional lattices come in two forms: with periodic bound-
ary conditions (PBC) or open boundary conditions (OBC). In the first case,
the first and the last site of the lattice are nearest neighbors, in the second
case, they are not (see figure 2.1). To be more precise, using the notation
of section 1.5.3, we denote the set of points L of the lattice just as a subset
of the natural numbers, L = {1, 2, . . . , N}: since the lattice is regular, we
implicitly substituted the positions of the sites in L by numbers. If the chain
is drawn horizontally, the sites are numbered in increasing order from left to
right; this is just a convention since there is no physical meaning for “left” or
“right” in this situation. For both OBC and PBC, the edges set E contains
all the pair (s, s+ 1) ∈ E, with s = 1, . . . , N − 1. The difference is that PBC
lattices include also (N, 1) ∈ E, while OBC lattices do not. We will often
refer to the edges of the lattice as bonds.
A Matrix Product State (MPS) is a new parametrization for a generic vec-
tor state like (2.1). MPSs substitute the knowledge of the tensor coefficients
ci1···iN , with the knowledge of a set of matrices {M [s]i }s=1,...,Ni=1,...,d . In particular,
if the system has PBC, we can generate from these matrices the state:
|ψ〉 =
d∑
i1,...,iN=1
Tr
[
M
[1]
i1
· · ·M [N ]iN
]
|i1 · · · iN〉 . (2.2)
Otherwise, if the system has OBC, we write the state as:
|ψ〉 =
d∑
i1,...,iN=1
M
[1]
i1
· · ·M [N ]iN |i1 · · · iN〉 , (2.3)
29
where the first and the last matrices are respectively row and column vectors.
In this way we obtain a scalar coefficient for every base element |i1 · · · iN〉.
A few comments on these expressions: MPSs assign d matrices for every
site. The shape of the matrices is quite free and the optimal sizes are very
problem-dependent. Anyway there are some simple rules to follow:
• every matrix on the same site has the same number of rows and columns;
• matrices of adjacent sites must have columns and rows that respect
matrix multiplication rules;
• (for OBC only) matrices on the first and last site are row and column
vectors respectively.
From these points, we infer the following dimensions:
M
[s]
i : Ds−1 ×Ds ∀i, (2.4)
and in case of OBC we also have the constraint for first and last matrices:
M
[1]
i : 1×D1 M [N ]i : DN−1 × 1. (2.5)
The number of values {Ds}s is equal to the number of bonds, so N for
PBC and N −1 for OBC. For an MPS, the connection between two matrices
of adjacent sites is also named bond link and this is why the values Ds are
called bond link dimensions ; they are, indeed, a property of the bond. Every
bond or bond link is numbered with the same rule as for the Ds: the number
of the site on their left.
It is possible to use the bond link dimensions to divide the set of all MPSs
into classes. We group together all MPSs with the same maximum bond link
dimension D. We also use this dimension to label the MPS class. Thus, if
an MPS is of class D, it means Ds ≤ D, ∀s (and there also exists t such that
Dt = D).
2.2 Examples
The idea of MPS seems a bit abstract at this point; we show some examples of
many-body states written in MPS language to make that idea more concrete.
We will not be very precise with the normalization of these states as it is not
immediate to define what normalization means for an MPS, we will address
the issue in section 2.3.
30
1. Product states: they are a special case of MPS with all the matri-
ces substituted by numbers. Let |ψ〉 = |φ1〉|φ2〉 · · · |φN〉 and |φs〉 =∑d
i=1 c
s
i |i〉. Then, all it takes is to put:
M
[s]
i = c
s
i , ∀ i, s. (2.6)
Among the vectors that can be represented in this way, there are all the
computational basis elements (where the c’s become Kronecker deltas).
2. GHZ state [50]: |GHZ〉 = |00 · · · 0〉 + |11 · · · 1〉, for d = 2. Here we
increase the difficulty a bit. Since this state is the sum of two basis
elements, we will see in section 2.8 that we can expect the MPS matrices
to be no more than 2× 2. Not only is this true, but also the matrices
are site-invariant. An intuitive way to find the desired matrices is this:
every time a matrix for index i = 0 (i = 1) multiplies an adjacent
matrix for index i = 1 (i = 0) the result must be zero. On the other
hand, when two matrices for the same index are multiplied together
the result is that same matrix (a projector or idempotent matrix). It
is easy to verify that these are the required matrices:
M
[s]
i=0 =
(
1 0
0 0
)
; M
[s]
i=1 =
(
0 0
0 1
)
, (2.7)
with the first and last site matrices (in OBC case):
M
[1]
0 =
(
1 0
)
M
[1]
1 =
(
0 1
)
M
[N ]
0 =
(
1
0
)
M
[N ]
1 =
(
0
1
)
(2.8)
3. W state: |W 〉 = |10 · · · 0〉 + |010 · · · 0〉 + · · · + |0 · · · 01〉, d = 2. This
is a sum of N basis elements, in this case the MPS matrices should
be no more than N × N . In fact, they are still 2 × 2, and again site-
invariant. Here only the matrix for index i = 0 is a projector and
when it is multiplied to a matrix for index i = 1, the result must
be the latter. Two matrices for index i = 1 multiplied together give
zero (nilpotent matrix). What happens is that, when we fix the basis
element |j1 · · · jN〉, the series of matrix products in front of it determines
whether that element survives or not. Reading from left to right the
kets, we keep accepting |0〉’s maintaining the same matrix, until we
find a |1〉, and the matrix changes. This remember us that we already
found |1〉, then if we find another one the basis element must die, with
coefficient zero. Otherwise, if there are only |0〉’s in what follows, the
31
basis element is good and we let it live with coefficient 1. The following
matrices implement what just said:
M
[s]
0 =
(
1 0
0 1
)
; M
[s]
1 =
(
0 1
0 0
)
, (2.9)
with the first and last site matrices:
M
[1]
0 =
(
1 0
)
M
[1]
1 =
(
0 1
)
M
[N ]
0 =
(
0
1
)
M
[N ]
1 =
(
1
0
)
(2.10)
We will see again this sort of “matrix computation” in section 2.13.
4. AKLT state: named after its discoverers [51]. It is historically impor-
tant for three reasons: firstly, it was the first example of non-trivial
ground state that could be expressed in MPS form with matrices that
do not grow with the system size; secondly, the way it was found in-
spired the valence bond derivation delineated in section 2.4; thirdly,
it triggered an interest in the class of finitely correlated states (FCS,
[52]), a mathematical physics approach to MPSs parallel and indepen-
dent from DMRG. The AKLT state is the ground state of the AKLT
hamiltonian:
H =
∑
i
(
Si · Si+1 + 1
3
(Si · Si+1)2
)
. (2.11)
The Si are the spin-1 generators, thus d = 3. We do not give its full
derivation here, since it is a special case of the procedure in section 2.4;
see, for example, [15] for further details. The dimension of the bond
link is still very small, D = 2, and the matrices are the same for every
site (it is a PBC MPS):
M
[s]
0 =
(
0
√
2
3
0 0
)
, M
[s]
1 =
(
− 1√
3
0
0 1√
3
)
, M
[s]
2 =
(
0 0
−
√
2
3
0
)
.
(2.12)
2.3 Gauge and normalization
The MPS representation of a quantum state is not unique. If {M [s]i }s=1,...,Ni=1,...,d
is an MPS representation for vector |ψ〉, as in (2.3), then we can generate an
infinite number of other representations {M˜ [s]i }s=1,...,Ni=1,...,d , in this way:
M˜
[s]
i = (X
[s−1])−1M [s]i X
[s], ∀s (2.13)
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with {X [s]}s=1,...,N being any set of invertible matrices: ∃(X [s])−1, ∀s; the
X matrices are squared with dimensions Ds × Ds. We basically inserted
identities between every two neighboring matrices and then we wrote them
as X−1X. We say that there is a gauge freedom in the choice of the MPS
matrices. This freedom is exploited for very useful simplifications in the
calculations. Once a particular set of matrices has been chosen we call that
set: a gauge.
The normalization of an MPS presents some difficulties: suppose we know
|ψ〉 has norm 2 and we want to rescale it in order to obtain unitary norm.
Usually this reduces to the multiplication of every coefficient of |ψ〉 by 1/2,
but in an MPS every coefficient is formed by many matrices. The factor 1/2
could be distributed equally over all matrices (1/ N
√
2 each one) or assigned
to only one matrix, for example. This generates different gauges. We decide
to use a slightly different meaning for normalization: every choice of gauge
defines a different normalization and the matrices in a given gauge are said
normalized (with respect to that gauge). Moreover, we also call normal-
ization any constraint or condition that MPS matrices must respect. It is
significant that the normalization is not related to the single matrix but to
the whole site. Indeed, you cannot choose a different X for each matrix of
the site, you can only get one per site.
Gauges are useful to choose a single representative MPS among all the
possible alternatives for a single state. The most important gauges we are
going to talk about here are the isometric gauges that can be generated
only for OBC lattices. They are used to define the canonical forms of MPS
representations presented in the next three subsections.
2.3.1 Left-canonical MPS
Take an OBC MPS with random gauge, as in (2.3), and start from the
leftmost matrices. Join vertically the matrices {M [1]i }i in a single matrix
M
[1]
V of dimensions d × D1. Then, applying an SVD (see appendix A), we
obtain the usual three matrices:
M
[1]
V = U
[1]Σ[1]V [1]†. (2.14)
Matrix U [1] has again d rows and we can split it back into d row vectors that
we call A[1]i . The remaining Σ[1]V [1]† may be multiplied to the right to each
one of the matrices of site 2. In this way:
M
[1]
i1
M
[2]
i2
· · ·M [N ]iN = M
[1]
V M
[2]
i2
· · ·M [N ]iN (2.15)
= U [1]
(
Σ[1]V [1]†M [2]i2
)
· · ·M [N ]iN (2.16)
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{
M1 , M2 , M3
}
−→
M1
M2
M3
= MV
Figure 2.2: The process of grouping a set of matrices one below the other in
a single taller matrix.
= A
[1]
i1
M˜
[2]
i2
· · ·M [N ]iN . (2.17)
The process is repeated on site 2: join together matrices {M˜ [2]}i in a single
matrix M [2]V , adding the first row of M˜
[2]
2 under the last row of M˜
[2]
1 and so
on (see figure 2.2). Again we apply SVD and we obtain:
A
[1]
i1
M˜
[2]
i2
M
[3]
i3
· · ·M [N ]iN = A
[1]
i1
M
[2]
V M
[3]
i3
· · ·M [N ]iN (2.18)
= A
[1]
i1
U [2]
(
Σ[1]V [1]†M [3]i3
)
· · ·M [N ]iN (2.19)
= A
[1]
i1
A
[2]
i2
M˜
[3]
i3
· · ·M [N ]iN . (2.20)
In the last line, we divided U [2] into d matrices {A[2]i }i with shape D1 ×D2.
The index i2 momentarily disappears as it gets absorbed in the index of the
rows of U [2].
After N steps, the matrices in all sites have been substituted:
|ψ〉 =
d∑
i1,...,iN=1
A
[1]
i1
· · ·A[N ]iN |i1 · · · iN〉 . (2.21)
We have dropped the last residual pair of matrices, Σ[N ]V [N ]†, that at this
point are just a pair of coefficients. These A matrices are obtained from the
splitting of the columns of isometric matrices and, thus, they have to respect
the following crucial condition:
d∑
i=1
A
[s]†
i A
[s]
i = 1, ∀s, (2.22)
called left-normalization. We went through all that trouble just to obtain
this identity, because we will see that it is very useful. When all the MPS
matrices satisfy (2.22), we say that the MPS is in left-canonical form.
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{
M1 , M2 , M3
}
−→ M1M2M3 = MH
Figure 2.3: The process of grouping a set of matrices one on the right of the
other in a single wider matrix.
2.3.2 Right-canonical MPS
An obvious dual gauge is found replacing all the matrices with the V †-part
of SVD instead of the U -part. This time the operations have to start from
the rightmost matrices and the grouping is column-wise instead of row-wise
(see figure 2.3). Join {M [N ]i }i into M [N ]H of dimensions DN−1 × d with every
column-vector on the right of the previous one. SVD extract the unitary
portion and the rest is multiplied to the left:
M
[1]
i1
· · ·M [N−1]iN−1 M
[N ]
iN
= M
[1]
i1
· · ·M [N−1]iN−1 M
[N ]
H (2.23)
= M
[1]
i1
· · ·
(
M
[N−1]
iN−1 U
[N ]Σ[N ]
)
V [N ]† (2.24)
= M
[1]
i1
· · · M˜ [N−1]iN−1 B
[N ]
iN
. (2.25)
Matrix V [N ]† has been split back into separate columns Bi.
Going through all the matrices backwards, in the end we obtain a right-
canonical MPS:
|ψ〉 =
d∑
i1,...,iN=1
B
[1]
i1
· · ·B[N ]iN |i1 · · · iN〉 , (2.26)
where all the matrices satisfy the right-normalization condition:
d∑
i=1
B
[s]
i B
[s]†
i = 1, ∀s. (2.27)
2.3.3 Mixed-canonical MPS
Left- and right-normalization do just fine when they are mixed, in fact every
site could have a random normalization. In practice, it is useful in a lot of
situations when all the matrices on the left (until site s) are left-normalized
and all the matrices on the right (from site t > s) are right-normalized. The
string of matrices for every coefficient looks something like this:
A[1]A[2] · · ·A[s]M [s+1] · · ·M [t−1]B[t] · · ·B[N−1]B[N ]; (2.28)
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we omitted the lower indices is to stress that normalization is a property
of the site and not of the single matrix. Letter M specifies an unknown
normalization for that site.
Such a configuration is easy to obtain applying the left-normalization
process from site 1 to site s and the right-normalization process from site
N to site t (backwards). The exceeding matrices Σ[s]V [s]† and U [t]Σ[t] that
remain in the end are absorbed on the left and on the right, respectively, by
M [s+1] and M [t−1].
The limit case is when t = s+ 1: this arrangement has a special meaning
and a very important role. Say we already left-normalized all sites from 1 to
s and also right-normalized all sites from N to s+ 2. The delicate step is the
last one, the right-normalization of site s+ 1:
A[1] · · ·A[s]M [s+1]B[s+2] · · ·B[N ]. (2.29)
We obtain M [s+1] = U [s+1]Σ[s+1]B[s+1], now B[s+1] replaces M [s+1], but if
we absorb U [s+1]Σ[s+1] into A[s] we spoil the left-normalization of the latter.
Instead we absorb only U [s+1] while the diagonal matrix remains explicit. We
define A˜[s] := A[s]U [s+1] and, by the isometric property of U , we obtain:
d∑
i=1
A˜
[s]†
i A˜
[s]
i = U
[s+1]†
(
d∑
i=1
A
[s]†
i A
[s]
i
)
U [s+1] (2.30)
= U [s+1]
†
1U [s+1] = 1, (2.31)
i.e., A˜[s] is still left-normalized. When sites 1, . . . , s are left-normalized, sites
s + 1, . . . , N are right-normalized and, consequently, a diagonal matrix re-
mains explicit on bond s, we say that the MPS is in mixed-canonical form
with central bond s:
|ψ〉 =
d∑
i1,...,iN=1
A
[1]
i1
· · ·A[s]is Σ[s]B[s+1]is+1 · · ·B[N ]iN |i1 · · · iN〉 . (2.32)
The mixed-canonical form has a special physical connection: from it we
are able to read directly the Schmidt decomposition of the state (see sec-
tion 1.3) and, then, to calculate many important properties of the system,
like entanglement. Consider a mixed-canonical MPS with central bond s, if
we multiply together only the left-normalized matrices we do not obtain a
single number (unless s = N), but a horizontal vector. For every element of
the vector we define a new state:
|ek〉A =
d∑
i1,...,is
(
A
[1]
i1
· · ·A[s]is
)
1,k
|i1 · · · is〉 , (2.33)
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making a total of Ds states. What is important about them is that they are
orthonormal thanks to the normalization property:
A〈ek′|ek〉A =
d∑
i1,...,is
(
A
[1]
i1
· · ·A[s]is
)∗
1,k′
(
A
[1]
i1
· · ·A[s]is
)
1,k
(2.34)
=
d∑
i1,...,is
(
A
[1]
i1
· · ·A[s]is
)†
k′,1
(
A
[1]
i1
· · ·A[s]is
)
1,k
(2.35)
=
d∑
i1,...,is
(
A
[s]†
is
· · ·A[1]†i1 A[1]i1 · · ·A[s]is
)
k′,k
= δk′,k. (2.36)
The same is valid for those states constructed from the right-normalized
matrices:
|fk〉B =
d∑
is+1,...,iN
(
B
[s+1]
is+1
· · ·B[N ]iN
)
k,1
|is+1 · · · iN〉 , (2.37)
note that here we took the coefficients from the elements of a column vector.
In turns, this implies that, when we take the overlap of two states |fk〉B,
the two corresponding coefficients must be swapped (with respect to equa-
tion (2.34)). The adjoint matrices will then be on the right side thus making
the right-normalization the proper choice for orthonormality:
B〈fk′ |fk〉B =
d∑
is+1,...,iN
(
B
[s+1]
is+1
· · ·B[N ]iN
)∗
k′,1
(
B
[s+1]
is+1
· · ·B[N ]iN
)
k,1
(2.38)
=
d∑
is+1,...,iN
(
B
[n+1]
is+1
· · ·B[N ]iN
)
k,1
(
B
[s+1]
is+1
· · ·B[N ]iN
)†
1,k′
(2.39)
=
d∑
is+1,...,iN
(
B
[n+1]
is+1
· · ·B[N ]iN B
[N ]†
iN
· · ·B[s+1]†is+1
)
k,k′
= δk,k′ . (2.40)
To emphasize this property, the central bond of a mixed-canonical MPS is
often called orthonormality center.
For the final step, we regroup the matrices of the mixed-canonical state
(2.32) in order to explicitly show the states |ek〉A and |fk〉B; remember that
Σ is a diagonal matrix, with diagonal elements σk:
|ψ〉 =
37
Ds∑
k,k′=1
d∑
i1,...,iN=1
(
A
[1]
i1
· · ·A[s]is
)
1,k
(
Σ[s]
)
k,k′
(
B
[s]
is+1
· · ·B[N ]iN
)
k′,1
|i1 · · · iN〉
=
Ds∑
k=1
σk |ek〉A |fk〉B, (2.41)
clearly, this is the Schmidt decomposition of |ψ〉 according to the bipartition
1, . . . , s : s+1, . . . , N . This is possible only when the state has orthonormality
center at s.
2.4 Valence bond derivation
In the light of what we have seen in section 1.5.5, we know that ground
states of gapped, local hamiltonians in 1D must have entanglement bounded
by a constant. In this section, we want to explain how to construct a state
that automatically satisfy an area law and how the set of these states is
parametrized by matrix product states. We want to emphasize that the
procedure is quite remarkable and it is at the basis of many developments in
the field [53, 54].
With the same notation of section 2.1, consider a finite 1D lattice with N
sites and periodic boundary conditions (PBC). In every site there is a system
that can be described by a d-dimensional Hilbert space. Now suppose that
we substitute every (physical) system with a virtual pair of particles each
described by a D-dimensional Hilbert space (with D finite and fixed for
every site).
We choose the state in which these 2N D-dimensional systems are as
follows: numbering the sites from 1 to N and labeling each pair with A and
B, we link together every particle B with particle A in the adjacent site on
the right with a maximally entangled state as:
|χD〉sB,(s+1)A =
1√
D
D∑
j=1
|j〉sB |j〉(s+1)A, (2.42)
see figure 2.4. Particle B in the last site will form a maximally entangled
pair with particle A in the first site, as imposed by PBC.
This kind of state is called valence bond solid ; the total state is:
|χD〉⊗N =
(
N−1⊗
s=1
|χD〉sB,(s+1)A
)
|χD〉NB,1A. (2.43)
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sM
[s]
is
s+ 1
M
[s+1]
is+1
s+ 2
M
[s+2]
is+2
· · ·
M
[··· ]
i···
t
M
[t]
it
|χD〉 |χD〉 |χD〉 |χD〉
sA sB
Figure 2.4: Valence bond derivation of matrix product states: in the upper
row we have the pairs AB of D-dimensional virtual particles; in the lower row
there are the d-dimensional physical particles. The virtual pairs are linked
by a maximally entangled state |χD〉 between adjacent sites. The state of
the virtual pair of site s is mapped to a state of the physical system in site
s through a linear function that depends on the choice of the matrix M [s]is
It is not too difficult to guess that the entanglement content of this state is
limited and what that limit is. Without loss of generality, take the bipartition
1 . . . n : n+ 1 . . . N , then we must determine the reduced density matrix:
ρ1...n = Trn+1...N
[
|χD〉⊗N 〈χD|⊗N
]
. (2.44)
Remembering the definition of partial trace (equation (1.10)), we obtain:
ρ1...n = ρ
max
1A ⊗ |χD〉1B,2A〈χD| ⊗ · · · ⊗ |χD〉(n−1)B,nA〈χD| ⊗ ρmaxnB , (2.45)
where
ρmaxA = TrB[ |χD〉〈χD| ] =
1
D
D∑
j=1
|j〉B〈j| (2.46)
is a state that maximizes von Neumann entropy (see section 1.2).
Using the fact that S(ρ1⊗ ρ2) = S(ρ1) +S(ρ2), we have that the entropy
of entanglement is:
EE(|χD〉⊗N 〈χD|⊗N) = S(ρ1...n) = S(ρmax1A ) + S(ρmaxnB ) = 2 log2D, (2.47)
because von Neumann entropy vanishes for pure states. So, for any choice of
bipartition, the entropy of entanglement for this state is bounded.
To return from the virtual particles space to the physical space, we apply
to each site the linear transformation:
P [s] =
d∑
is=1
D∑
α,β=1
(M
[s]
is
)αβ |is〉 sA,sB〈α, β|; (2.48)
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in this way we can map |χD〉⊗N to a suitable state for the physical system:
|χD〉⊗N −→ |ψ〉 = P⊗N |χD〉⊗N . (2.49)
We apply only one map P to see what the result is:
P [2] |χD〉1B,2A |χD〉2B,3A =
d∑
i2=1
D∑
j,k=1
(M
[2]
i2
)jk |i2〉 (|j〉1B |k〉3A). (2.50)
Then we add another P and another entangled state to the right:
P [2]P [3] |χD〉1B,2A |χD〉2B,3A |χD〉3B,4A =
=
d∑
i2,i3=1
D∑
j,k,l=1
(M
[2]
i2
)j,k(M
[3]
i3
)k,l |i2i3〉 (|j〉1B |l〉4A)
=
d∑
i2,i3=1
D∑
j,l=1
(M
[2]
i2
M
[3]
i3
)jl |i2i3〉 (|j〉1B |l〉4A). (2.51)
We absorbed the sum over index k in the matrix multiplication. It is easy
to see how this will continue; applying the same passage over and over until
P [N ], we obtain:
P [2] · · ·P [N ] |χD〉⊗N =
=
d∑
i2,...,iN=1
D∑
j,l=1
(M
[2]
i2
· · ·M [N ]iN )jl |i2 · · · iN〉 (|j〉1B |l〉1A); (2.52)
and finally we act with P [1] that contracts indices j and l too, obtaining a
trace over all matrices:
|ψ〉 = P⊗N |χD〉⊗N =
d∑
i1,...,iN
Tr
[
M
[1]
i1
· · ·M [N ]iN
]
|i1 · · · iN〉 . (2.53)
This is exactly the MPS form for PBC that we introduced in section 2.1.
Note that every transformation P is local to the site it acts on and there-
fore P⊗N is local for every possible bipartition of the chain. This is why we
are sure that the entanglement between any bipartition cannot increase:
EE(|ψ〉〈ψ|) = S(ρ1...n) ≤ 2 log2D, ∀n. (2.54)
In the case of open boundary conditions (OBC), we loose a maximally
entangled pair, dropping the virtual particles 1A and NB in the first and
40
last site. The matrices that define the linear transformations for those sites
must be redefined:
P [1] =
d∑
i1=1
D∑
β=1
(M
[1]
i1
)β |i1〉 1B〈β| (2.55)
P [N ] =
d∑
iN=1
D∑
α=1
(M
[N ]
iN
)α |iN〉NA〈α|; (2.56)
we have thatM [1]i1 are row vectors whileM
[N ]
iN
are column vectors. So there is
no need for the trace in the physical state because the result of the product
of all the matrices is always a number:
|ψ〉 = P⊗N |χD〉⊗N−1 =
d∑
i1,...,iN
M
[1]
i1
· · ·M [N ]iN |i1 · · · iN〉 . (2.57)
As a last remark, the dimension D does not need to remain fixed for all
the sites, we opted for a constant value for sake of clarity. On the contrary,
the procedure described above is still valid with a changing Ds for every site
s, so to recover the full notation for MPS that we introduced in section 2.1.
Moreover, as long as the Ds does not increase with the system size N , the
area law of equation (2.54) is still valid.
2.5 SVD derivation
We know that every MPS is a well defined vector; here we are going to show
that every vector has an MPS form. We will do this, once again, with the
help of SVD (see appendix A). The procedure is almost always numerically
impractical, but it is formally correct.
Take a generic vector that lives in a dN -dimensional Hilber space:
|ψ〉 =
d∑
i1,...,iN=1
ci1···iN |i1 · · · iN〉 , (2.58)
we can always reshape the coefficients ci1···iN into a matrix Ψ[1] of dimensions
d× dN−1 whose elements are defined as follows:
(Ψ[1])i1,(i2,...,iN ) := ci1i2···iN . (2.59)
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The regrouping of indices (i2, . . . , iN) is a common practice in the manipula-
tion of matrices1.
We apply the reduced SVD:
Ψ[1] = U [1]Σ[1]V [1]†; (2.61)
that, with explicit indices, means:
(Ψ[1])i1,(i2,...,iN ) =
d∑
α1=1
u
[1]
i1α1
σ[1]α1v
[1]†
α1,(i2,...,iN )
=
d∑
α1=1
(A
[1]
i1
)α1(Ψ
[2])(α1,i2),(i3,...,iN ).
(2.62)
We split matrix U into d row vectors A[1]i of dimensions 1× d. These will be
the matrices for the first site. We also reshaped what remains on the right
hand side into a new matrix Ψ[2], this time of dimensions d2 × dN−2:
(Ψ[2])(α1,i2),(i3,...,iN ) := σ
[1]
α1
v
[1]†
α1,(i2,...,iN )
. (2.63)
note that we moved index i2 on the left among the row indices.
Again we apply a reduced SVD to Ψ[2]; our goal is to separate index i2
to another matrix:
(Ψ[2])(α1,i2),(i3,...,iN ) =
d2∑
α2=1
u
[2]
(α1,i2),α2
σ[2]α2v
[2]†
α2,(i3,...,iN )
. (2.64)
We reshape U [2] into d matrices of dimensions d× d2:
(A
[2]
i )α1α2 := u
[2]
(α1,i),α2
(2.65)
and Σ[2]V [2]† into Ψ[3] of dimensions d2 × dN−3:
(Ψ[3])(α2i3),(i4,...,iN ) := σ
[2]
α2
v
[2]†
α2,(i3,...,iN )
. (2.66)
Substituting everything in (2.62) we obtain:
ci1···iN =
d∑
α1=1
d2∑
α2=1
(A
[2]
i1
)α1(A
[2]
i2
)α1α2(Ψ
[3])(α2i3),(i4,...,iN ). (2.67)
1For example, the regrouping of three indices (j1, j2, j3) defines a new index k with this
simple conversion formula, supposing indices j assume values in {1, . . . , d}:
(j1, j2, j3) −→ k = (j1 − 1)d2 + (j2 − 1)d+ j3. (2.60)
then index k will correctly assume values between 1 and d3.
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1 2 · · · N
2
N
2
+ 1 · · · N − 1 N
1× d d× d2 · · · dN2 −1 × dN2 dN2 × dN2 −1 · · · d2 × d d× 1
Table 2.1: Dimension for every site of the matrices generated by the SVD
derivation of MPS; the upper row indicates the number of the site.
Iterating these steps, it is easy to see how the MPS form emerges. When we
reach the final index we obtain:
ci1···iN =
d∑
α1=1
d2∑
α2=1
· · ·
d∑
αN−1=1
(A
[1]
i1
)α1(A
[2]
i2
)α1α2 · · · (A[N ]iN )αN−1 (2.68)
= A
[1]
i1
A
[2]
i2
· · ·A[N ]iN . (2.69)
The MPS obtained is already in left-canonical form. An analogous procedure
could start from the rightmost matrices, taking the sliced V † parts of the SVD
as the matrices of the MPS, defining a right-canonical form.
What we presented is both a new method to introduce MPSs and a proof
that every tensor of every dimensionality has an MPS form. Indeed, it is
sufficient to choose a numbering of the sites of the lattice to decompose the
tensor defined by the coefficients of the state into smaller blocks, formed by
groups of matrices.
Another important aspect of this derivation is that, starting from a very
generic setting, we are able to learn something about the distribution of
quantum correlations in a chain. In particular, as we can see from table 2.1,
the size of the matrices increases exponentially until the middle of the chain.
From section 2.4, we know that the entropy of entanglement of a bipartition
of the system cannot be more than the sum of the logarithms of the bond
link dimensions that separate the two parts (equation (2.54)). This, in turns,
means that entanglement grows linearly until the two parts of the system are
equal: both a half of the chain. In the thermodynamic limit, sending N
to infinity, we see that the entanglement is proportional to the size of the
smaller of the parts, and we recover the fact that a generic many-body state
may respect a volume law (section 1.5.4):
S(ρ1...n) = log2Dn = log2 d
n = n log2 d. (2.70)
To satisfy an area law, it means that the state has bond link dimensions
Ds bounded by a constant and this constant do not depends on N . Usually,
we impose a cutoff D to the matrices so that their maximum dimension is
D×D. We pass then from O(dN) parameters, exponential in the number of
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sites, to O(NdD2) parameters, linear in the number of sites, thus, the state
can be saved on a memory efficiently.
2.6 Graphical notation
MPS calculations often involve a great number of tensors and indices, too
much to quickly figure out what is going on. To overcome these difficulties,
a graphical notation has been introduced. The importance is twofold:
• it simplifies the visualisation and validation of complex operations with
too many symbols and indices;
• it helps the writing of abstract algorithms and concrete implementa-
tions on a machine and also the reconstruction of the original formula
behind the graph.
The idea is loosely based on Penrose’s tensor notation where a tensor is rep-
resented by a geometrical shape with a number a segments (or legs) pointing
out equal to the number of indices the tensor has. A contraction between
two indices is converted into a line that connects the corresponding two legs.
2.6.1 Graph elements
Matrices. Since a matrix is just a tensor with two indices we will represent
it graphically as a box with two legs pointing left and right. By convention,
we assume that the left leg specifies the row number, while the right leg the
column number. Take for example the i-th matrix of site s of an MPS, its
elements are (M [s]i )αβ and it is represented as:
M
[s]
i
α β . (2.71)
A multiplication between matrices A and B translates to:
(C)αβ =
∑
γ
(A)αγ(B)γβ : Aα B β
γ
(2.72)
Vectors. Vectors have only one index, so only one leg; the shape is still a
box. If it is a column vector then the leg points right, while if it is a row
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vector the leg points left. As an example, we take elements from the first
and the last site of an OBC MPS:
M
[1]
i
β
column vector
M
[N ]
j
α
row vector
(2.73)
3-tensors. Every site of an MPS has three indices so we represent it as a
3-tensor, namely as a box with three legs:
M [s]α β
i
(2.74)
Scalars. A scalar is a special case of a matrix: one with no indices, so we
illustrate it as a box with no legs. We will make use of no scalars just as single
boxes, but note that every graph with no legs pointing out (i.e. with all the
legs connected and all the indices contracted) is a scalar. For example, this
is the overlap between two simple vectors:
∑
α
(v1)
∗
α(v2)α : v
∗
1 v2
α
. (2.75)
In the same way, every graph with only one unpaired leg is a vector, every
graph with only two free legs is a matrix and so on. This is how the graphical
notation is very helpful: we immediately recognize the kind of object we are
dealing with.
Straight lines and diagonal matrices. As already mentioned, every
straight line that links two boxes is an index contraction. On the other
hand, we can look at it as a representation of the Kronecher delta or of the
identity matrix:
λ λ′
δλλ′
. (2.76)
Moreover, the identity matrix is a special case of diagonal matrix; in fact,
every diagonal matrix could be used as a contraction because it pairs the
indices on the left and on the right. Unlike the identity matrix, a generic
diagonal matrix weights the indices with different values. Here we give a
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special role to diagonal matrices and we represent them differently from other
matrices: with a diamond (or rotated-square) shape:
Σ[s]λ λ
diagonal matrix
(2.77)
Single-site operators. Operators acting on single sites appear very often
in the problems that interest us, mainly because hamiltonians and other
observables are composed of tensor products of them. They are the most
simple kind of operators acting on MPS that we can think of, for example:
O[s] =
d∑
i,j=1
f ij |i〉〈j| (2.78)
is an operator acting on site s. We illustrate them with a round shape and,
since they have two physical indices, we add two legs in the vertical direction:
one up and one down. Below we show, on the left, a single-site operator by
itself and, on the right, the action of this operator on a 3-tensor, the result
is obviously another 3-tensor:
O[s]
i
j
O[s]
i
M [s]α β
j
(2.79)
2.6.2 MPS graphs
Putting all these instructions together, we are now able to draw the graphical
equivalent of a matrix product state. We begin with the OBC case, where
first and last sites have row and column vectors. In the middle there are
matrices all contracted in a multiplication and every site has an incoming
physical index. Since no normalization is assumed, we represent this MPS
as many boxes on a single line all connected in the horizontal direction and
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with many legs pointing upwards:
|ψ〉 =
d∑
i1,...,iN=1
M
[1]
i1
· · ·M [N ]iN |i1 · · · iN〉 :
M [1]
i1
M [2]
i2
M [3]
i3
· · · M [N ]
iN
α1 α2 α3 αN−1
.
(2.80)
The PBC case is not very different, first and last sites contain matrices and
the spare legs are connected by the trace:
|ψ〉 =
d∑
i1,...,iN=1
Tr
[
M
[1]
i1
· · ·M [N ]iN
]
|i1 · · · iN〉 :
M [1]
i1
M [2]
i2
M [3]
i3
· · · M [N ]
iN
α1 α2 α3 αN−1
.
(2.81)
There is no sign of distinction for site normalizations, apart from the letter
used to name the matrices, so left-canonical and right-canonical MPSs are
graphically equivalent. Anyway be aware that mixed-canonical MPSs usu-
ally have a diagonal matrix somewhere. This really helps with finding the
orthonormality center at first glance:
|ψ〉 =
d∑
i1,...,iN=1
A
[1]
i1
· · ·A[n]in Σ[n]B[n+1]in+1 · · ·B[N ]iN |i1 · · · iN〉 :
A[1]
i1
· · · A[n]
in
Σ[n] B[n+1]
in+1
· · · B[N ]
iN
.
(2.82)
Finally, and this will be useful in the next section, we also represent graphi-
cally the meaning of left- and right-normalization conditions. Remembering
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that an identity matrix is equivalent to a line:
d∑
i=1
A
[s]†
i A
[s]
i = 1 :
A[s]∗ α′s
A[s] αs
iαs−1 =
αs
αs
(2.83)
this for left-normalization, while for right-normalization:
d∑
i=1
B
[s]
i B
[s]†
i = 1 :
B[s]∗α′s
B[s]αs
i αs−1 =
αs
αs
(2.84)
2.7 Transfer operators for overlaps and expec-
tation values
Consider two kets |ψ〉, |ϕ〉 and an operator O. Operations like overlaps
(inner products: 〈ϕ|ψ〉), expectation values (〈ψ|O|ψ〉) and matrix elements
(〈ϕ|O|ψ〉) are vectorial operations ubiquitous in quantum mechanics and also
in quantum many-body theory. Moreover, they are very important opera-
tions in the most widely used algorithms dealing with MPSs as well as in
the new algorithm we propose in section 3.2. In this section we would like
to explain all these operations introducing the theory of transfer operators,
that formalize them in the MPS context.
To correctly execute these operations it is necessary to pay attention
not to follow the traditional way to compute them. Take for example the
scalar product, normally the coefficients are multiplied two by two and then
summed. The typical number of coefficients of a many body state vector
grows exponentially with the size of the system. So the traditional way to
compute the scalar product is inefficient: although we solved the problem
of representing these giant vector states on a limited memory, now it seems
impossible to make any useful operation with them. The solution is to choose
a different order of contractions. In this way we exploit correctly the sim-
plifications offered by the MPS representation. The important news is: the
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order of contractions matters and, even if the contraction is already efficient,
we should pay attention to the presence of faster schemes.
2.7.1 Overlaps
Take two OBC MPSs:
|ψ〉 =
d∑
i1,...,iN=1
M
[1]
i1
· · ·M [N ]iN |i1 · · · iN〉 , (2.85)
|φ〉 =
d∑
i1,...,iN=1
M˜
[1]
i1
· · · M˜ [N ]iN |i1 · · · iN〉 ; (2.86)
they have bond link dimensions of D and D˜ respectively. We proceed an-
alytically, taking the adjoint of |φ〉 and applying it to |ψ〉 (see figure 2.5):
〈φ|ψ〉 =
d∑
i1,...,iN=1
(
M˜
[1]
i1
· · · M˜ [N ]iN
)∗
M
[1]
i1
· · ·M [N ]iN . (2.87)
This formula, taken as it is, would require the calculation of 2dN coefficients
formed by strings of matrices all multiplied together. Instead, remember-
ing that the complex conjugate of a number is equal to the adjoint of that
number, consider the following regrouping:
〈φ|ψ〉 =
d∑
i1,...,iN=1
M˜
[N ]†
iN
· · · M˜ [1]†i1 M [1]i1 · · ·M [N ]iN
=
d∑
iN=1
M˜
[N ]†
iN
(
· · ·
(
d∑
i2=1
M˜
[2]†
i2
(
d∑
i1=1
M˜
[1]†
i1
M
[1]
i1
)
M
[2]
i2
)
· · ·
)
M
[N ]
iN
;
(2.88)
it means that first of all we multiply the matrices of the first site (it is an
outer product) and then we sum over i1. This produces the matrix L[1]. In
the next step, M˜ [2]i2 multiplies L
[1] and M [2]i2 , then all is summed over i2. The
process iterates with, at every step, two matrix products and a sum over
matrix index, until the last site:
L[s] =
d∑
i=1
M˜
[s]†
i L
[s−1]M [s]i L
[0] = 1. (2.89)
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M˜ [1]∗〈φ| M˜ [2]∗ M˜ [3]∗ · · · M˜ [N ]∗
M [1] M [2] M [3] · · · M [N ] |ψ〉2 4
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1 3 5
Figure 2.5: graph of the overlap between two OBC MPS, |ψ〉 and |φ〉, with
hinted order of contractions.
This is the optimal order of contractions hinted in figure 2.5 and it has a
computational cost of
O(NdD2D˜) +O(NdDD˜2), (2.90)
while the cost becomes O(NdD3), if the two vectors have the same bond link
dimension. Note that it is necessary that the two vectors have the same N
and d but the bond link Ds could change for every site.
Overlaps can also be computed backwards, from the last site to the first.
To do that, it is sufficient to exchange the two strings of matrix products in
equation (2.87). The intermediate steps generate the matrices R[s]:
R[s−1] =
d∑
i=1
M
[s]
i R
[s]M˜
[s]†
i R
[N ] = 1. (2.91)
The square norm of |ψ〉, namely 〈ψ|ψ〉, is a special case of overlap. Here,
the problems related to normalization, as expressed in section 2.3, return,
because the result depends on the choice of gauge that we make for every
single matrix. Anyway, if we choose all left-normalized matrices we see that
equation (2.89) always corresponds to the normalization condition (2.22):
L[1] =
d∑
i=1
A
[1]†
i A
[1]
i = 1, L
[2] =
d∑
i=1
A
[2]†
i 1A
[2]
i = 1, . . . (2.92)
so we immediately obtain that 〈ψ|ψ〉 = 1.
2.7.2 Transfer operators
The operations that transform L[s−1] to L[s] or R[s] to R[s−1] map matri-
ces to other matrices. We formalize these actions defining an ad-hoc (su-
per)operator E[s]〈φ|ψ〉 for overlap 〈φ|ψ〉 and site s:
E
[s]
〈φ|ψ〉 : C
D˜s−1×Ds−1 → CD˜s×Ds , (2.93)
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a)
E
[s]
〈φ|ψ〉
M˜ [s]∗ αs
M [s] βs
iL[s−1]
αs−1
βs−1
=⇒ L[s]
αs
βs
b)
F
[s]
〈φ|ψ〉
M˜ [s]∗αs−1
M [s]βs−1
i R[s+1]
αs
βs
=⇒ R[s]
αs−1
βs−1
Figure 2.6: Graphical representation of equation (2.95) for a) and equa-
tion (2.98) for b); the transfer operators are highlighted. This process of
fusing the matrices of the MPS together is what, actually, reduces the com-
plexity of the problem from exponential to linear in the number of sites.
E
[s]
〈φ|ψ〉 :=
d∑
i=1
M˜
[s]∗
i ⊗M [s]i ; (2.94)
that does exactly what we expect:
E
[s]
〈φ|ψ〉(L
[s−1]) =
d∑
i=1
M˜
[s]†
i L
[s−1]M [s]i = L
[s]. (2.95)
When it is obvious from the context, we drop the subscript that indicates it is
a transfer operator for overlaps. There are other kinds of transfer operators;
in this work, we will define transfer operators in the next subsection and in
section 2.12. Despite their cumbersome aspect, they are just simple slices of
overlap’s tensor network (see figure 2.6a).
What we have just defined is the transfer operator that computes the
overlap and the matrices L[s] from left to right. For the F[s]’s that compute
from right to left, the definition is basically the same as equation (2.95). To
appreciate the difference between the two operators we have to go deeper, to
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the level of coefficients. Think about L[s] not as a matrix but as a single long
vector; then, E[s] becomes a matrix and its action is a matrix multiplication.
The coefficients of E[s] would be:(
E
[s]
)
(αsβs),(αs−1βs−1)
=
d∑
i=1
(M˜
[s]
i )
∗
αs−1αs(M
[s]
i )βs−1βs . (2.96)
A simple verification proves that (2.95) is correct (see again figure 2.6a). For
the transfer operators that goes backwards we have the coefficients:
(
F
[s]
)
(αs−1βs−1),(αsβs)
=
d∑
i=1
(M
[s]
i )βs−1βs(M˜
[s]
i )
∗
αs−1αs . (2.97)
from which we properly obtain the R[s] matrices:
F
[s](R[s]) =
d∑
i=1
M
[s]
i R
[s]M˜
[s]†
i = R
[s−1], (2.98)
see figure 2.6b.
When we speak about complexities, it suffices to specify only the cost and
the optimal contraction to compute one transfer operator. Then, if we need
the complexity for all the chain and all the operations are the same, we just
multiply it by the number of sites. For both E[s] and F[s], the complexity of
one occurrence is:
O(dD˜sD˜s−1Ds−1) +O(dD˜sDs−1Ds). (2.99)
From equation (2.92), we learn that, when we deal with the same state
and the matrices are left- or right-normalized, important simplifications are
possible. Indeed, whenever site s is left-normalized, it is true that E[s](1) = 1
and, each time site t is right-normalized, it holds F[t](1) = 1. Hence, if all
the sites from 1 to s are left-normalized, we have L[s′] = 1, ∀s′ = 1, . . . , s.
Moreover, if all the sites from t toN are right-normalized, we obtain R[t′] = 1,
∀t′ = t, . . . , N . We will see applications of these results in the next subsection.
2.7.3 Expectation values
In this subsection, we only consider operators that can be expressed as the
simultaneous action of single-site operators (see also section 2.6) on mul-
tiple sites. These operators are products O[i]O[j] · · ·O[n], that act on sites
i, j, . . . , n, and where:
O[s] =
d∑
i,j=1
(O[s])ij |i〉〈j| . (2.100)
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In the most general case, we could have an operator for every site and, then,
we could allow the possibility for some of those operators to be just iden-
tities. We consider this kinds of operators because, for them, the situation
is simpler (for expectation values involving the most generic operators pos-
sible see section 2.12). The optimal contractions for the matrix elements
〈φ|O[1]O[2] · · ·O[N ]|ψ〉 are similar to equation (2.88), except that the single
sums are now run over two physical indices and operators have entered:
〈φ|O[1]O[2] · · ·O[N ]|ψ〉 =
=
d∑
iN ,jN=1
(O[N ])iN jNM˜
[N ]†
iN
(
· · ·
(
d∑
i1,j1=1
(O[1])i1j1M˜
[1]†
i1
M
[1]
i1
)
· · ·
)
M
[N ]
iN
;
(2.101)
with analogous reversion steps as for the overlaps, if we want to start from
the right hand side of the chain.
For the physical problems we are interested in, we often need expectation
values of operators that act on no more than two sites at once. Consider
the operator O[s] that acts on site s and that could be, for example, the
magnetization along a particular axis for the spin on that site. The tensor
network that represents 〈ψ|O[s]|ψ〉 is in figure 2.7. In this situation, we have
N − 1 steps similar to the overlap case and one slightly more complex step
for site s. We define the new special transfer operator (for matrix elements)
as:
E
[s]
〈φ|O[s]|ψ〉 :=
d∑
i,j=1
(O[s])ijM˜
[s]∗
i ⊗M [s]j . (2.102)
We will refer to it also as simply E[s]
O[s]
. The optimal order of contraction, for
a single application, must be made explicit with the coefficients:
(L[s])αsβs =
D˜s−1∑
αs−1=1
d∑
j=1
(M˜
[s]
i )
∗
αs−1αs
×
 d∑
j=1
(O[s])ij
 Ds−1∑
βs−1=1
(L[s−1])αs−1βs−1(M
[s]
i )
∗
βs−1βs
 ; (2.103)
this has a cost of O(dDsDs−1D˜s−1) +O(d2DsD˜s−1) +O(dDsD˜sD˜s−1).
Suppose, now, that |ψ〉 is, actually, in mixed-canonical form, as in equa-
tion (2.29), but with the unknown normalization on site s instead of s + 1.
We have that all the L[s′], with s′ < s, and all the R[t′], with t′ > s, are
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E
[s]
O[s]
M [1]∗〈ψ| M [2]∗ M [s]∗ · · · M [N ]∗
O[s]
M [1] M [2] M [s] · · · M [N ] |ψ〉
Figure 2.7: Tensor network for 〈ψ|O[s]|ψ〉, with highlighted new transfer
operator for expectation values.
equal to the identity. The tensor network of the expectation 〈ψ|O[s]|ψ〉 is
drastically reduced (see figure 2.8):
〈ψ|O[s]|ψ〉 =
d∑
i,j=1
(O[s])ij Tr
[
M
[s]†
j M
[s]
i
]
. (2.104)
Analogous considerations can be made for operators acting on two sites.
At this point, it is fairly easy to imagine what will happen to the expectation
value 〈ψ|O[s]O[t]|ψ〉, when |ψ〉 is left-normalized from 1 to s − 1 and right-
normalized from t+ 1 to N :
〈ψ|O[s]O[t]|ψ〉 =
(
E
[s]
O[s]
◦ E[s+1] ◦ · · · ◦ E[t−1] ◦ E[t]
O[t]
)
(1). (2.105)
The transfer operators without subscript are those of the overlap.
2.8 MPS sums
A fundamental operation with vectors is the sum, but it is not very pop-
ular among MPS algorithms. The reason is practical: a sum increases the
bond link and thus the computational cost of further operations. This often
requires a compression afterwards, yet another costly operation.
Let us have a look at how it works; for once it is easier to start from two
PBC MPS, namely:
|ψ〉 =
∑
i1,...,iN
Tr
[
M
[1]
i1
· · ·M [N ]iN
]
|i1 · · · iN〉 (2.106)
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M [s]∗
O[s]
M [s]
Figure 2.8: What remains of the expectation value 〈ψ|O[s]|ψ〉, when |ψ〉 is in
the proper mixed-canonical form; confront with equation (2.104)
|φ〉 =
∑
i1,...,iN
Tr
[
M˜
[1]
i1
· · · M˜ [N ]iN
]
|i1 · · · iN〉 ; (2.107)
the sum of the two vectors implies the sum of the coefficients and we just
have to remember that the sum of two traces is the trace of the direct sum,
Tr[A ] + Tr[B ] = Tr[A⊕B ]:
Tr
[
M
[1]
i1
· · ·M [N ]iN
]
+ Tr
[
M˜
[1]
i1
· · · M˜ [N ]iN
]
=
= Tr
[(
M
[1]
i1
· · ·M [N ]iN 0
0 M˜
[1]
i1
· · · M˜ [N ]iN
)]
=
= Tr
[(
M
[1]
i1
0
0 M˜
[1]
i1
)
· · ·
(
M
[N ]
iN
0
0 M˜
[N ]
iN
)]
. (2.108)
Clearly the MPS form is preserved and we have found how to produce the
MPS sum matrices, i.e., glueing together the addends’ original matrices with
a direct sum, for every site and matrix:
N
[s]
i = M
[s]
i ⊕ M˜ [s]i =
(
M
[s]
i 0
0 M˜
[s]
i
)
∀s,∀i; (2.109)
this is why the bond link grows: if matrix dimensions initially were Ds−1×Ds
and D˜s−1 × D˜s, now they are (Ds−1 + D˜s−1)× (Ds + D˜s).
The OBC case is very similar: the coefficients are scalars and they are
equal to their traces, thus we can start in the same way as before. However,
we end up with the trace of a 2× 2 matrix, not a scalar, and the OBC form
is lost. To recover it, we use a simple trick that consists in writing first and
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last site matrices as:
N
[1]
i =
(
M
[1]
i M˜
[1]
i
)
, N
[N ]
i =
(
M
[N ]
i
M˜
[N ]
i
)
; (2.110)
a simple verification proves that it works.
A small remark on the augment of bond link: sometimes we do not fully
need the new D+D˜ dimensions. The limit case is the sum of the same vector,
|ψ〉+|ψ〉 = 2 |ψ〉: the bond link doubles but we know that the resulting vector
should just have the coefficients rescaled. The increase in the bond link is
sometimes apparent and it is good practice to subsequently compress the
result of a sum, maybe checking the Schmidt coefficients (see section 2.3.3)
that reveal the optimal bond link dimension.
2.9 MPS compression
The necessity of a compression scheme rises from the existence of certain
operations, such as sums or MPO·MPS products, that increase the dimension
of the bond link. In order to simplify the MPS notation, we divide the set of
all MPS into classes label by the maximum bond link dimension of the MPS
in said class. We need a method that, taken an MPS of class D˜, returns
another MPS of class D ≤ D˜ that is the best approximation of the original
one that we can afford2.
There are basically two main roads to compress an MPS: the first one
exploits the low-rank approximation of SVD (see theorem A.1). The other
one iteratively updates every matrix of a new, smaller MPS until the closest
MPS is found; this is a variational approach. Both these methods have
advantages and disadvantages.
2.9.1 SVD compression
There is a small preamble to be made; take the bipartite state |ψ˜〉:
|ψ˜〉 =
m∑
i=1
n∑
j=1
ψ˜ij |i〉A |j〉B. (2.111)
We can identify the coefficients ψ˜ij as the elements of a m× n matrix Ψ˜. A
remarkable fact is that the 2-norm of |ψ˜〉 coincides with the Frobenius norm
2In the rest of this work, we sometimes refer to the class of a certain MPS ...
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of Ψ˜: ∥∥|ψ˜〉∥∥2
2
=
∑
i,j
∣∣ψ˜ij∣∣2 = ∥∥Ψ˜∥∥F . (2.112)
From theorem A.1, we know that Ψ˜ = U˜Σ˜V˜ † (the SVD) is optimally approx-
imated in Frobenius norm by Ψ = UΣV †, if Σ contains the greatest singular
values of Σ˜ and U and V contain the corresponding left and right singular
vectors from U˜ and V˜ respectively.
State |ψ˜〉 can be written in Schmidt form too:
|ψ˜〉 =
D˜∑
k=1
σk |ek〉A |fk〉B, (2.113)
where D˜ is the number of non-zero Schmidt coefficients. Remembering how
the Schmidt decomposition is constructed from the SVD of Ψ˜ (section 1.3),
it is easy to understand why the optimal approximation of |ψ˜〉 is given by
the vector:
|ψ〉 =
D∑
k=1
σk |ek〉A |fk〉B, (2.114)
i.e., supposing the σk are in decreasing order, retaining the first D ≤ D˜
Schmidt coefficients (singular values) and the first D basis vector for A and
B (associated left and right singular vectors).
Going back to the compression of MPSs, we saw in section 2.3.3 that, from
the mixed-canonical form with orthonormality center at bond n, we can read
directly the Schmidt decomposition for bipartition 1 . . . n : n+ 1 . . . N :
|ψ˜〉 =
d∑
i1,...,iN=1
A˜
[1]
i1
· · · A˜[n]in Σ˜[n]B˜[n+1]in+1 · · · B˜[N ]iN |i1 · · · iN〉 , (2.115)
then, if the bond link has dimension D˜, we can shrink it right away, with
maximum precision, retaining only the first D ≤ D˜ columns of A˜[n]in , the first
D rows of B˜[n+1]in+1 and the first D diagonal elements of Σ˜
[n]. It is only possible
to do this at an orthonormality center, thus, in order to shrink every bond
link, we have to sweep through every possible mixed-canonical form.
Suppose we have to reduce bond n and we are moving from left to right,
then the algorithm could be somewhat like this:
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Algorithm 2.1: SVD compression
1. follow the procedure of left normalization for site n (as described
in section 2.3.1), but stop before multiplying V˜ [n]† to the right:
|ψ˜〉 =
∑
· · ·A[n−1]A˜[n]Σ˜[n]V˜ [n]†B˜[n+1] · · · ; (2.116)
2. truncate matrices A˜[n]in , Σ˜
[n] and V˜ [n]† to a maximum of, respec-
tively, D columns, D diagonal elements and D rows; we call these
smaller matrices A[n]in , Σ
[n] and V [n]†:
|ψ˜〉 =
∑
· · ·A[n−1]A[n]Σ[n]V [n]†B˜[n+1] · · · ; (2.117)
3. multiply Σ[n]V [n]† to the right and shift to the next bond on the
right.
This procedure has to be applied from bond 1 to bond N − 1 and, at the
beginning, the MPS must have orthonormality center at bond 1, otherwise a
(costly) canonization process must be applied3.
The advantages of SVD compression are that it is fast and convenient
for small compressions and it is quite easy to implement on a machine. The
disadvantage is that it is not optimal: although for a single bond it is math-
ematically the best approximation, the truncation errors tend to accumulate
during the sweep and the final result is not always reliable. Anyway, if the
truncation errors are small (say compared to the norm of the vector), we can
trust the smaller MPS.
Since we will need it later, let us analyse the complexity of the SVD com-
pression. The most expensive step of the algorithm 2.1 is the SVD calculated
at point 1. This is performed on a matrix of dimensions dD× D˜ (the vertical
merger of the matrices of the site). The cost of SVD for a matrix m × n
is O(mn2) if m ≥ n, then the algorithm cost (for every site) is O(dDD˜2) if
dD ≥ D˜ or O(d2D2D˜) if D˜ ≥ dD. If the latter is the case, we must add
the cost of the multiplication of V [n]† on the right: O(dDD˜2). As already
mentioned, if D˜  D then SVD compression should be avoided because it
becomes slower than variational compression. Finally, if the canonization
process needs to be applied before the algorithm, the total cost becomes
3Obviously we may decide to go backwards from bond N − 1 to 1 applying right
normalizations and with the orthonormality center initially at bond N − 1, there is no
difference.
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O(NdD˜3), very expensive.
2.9.2 Variational compression
The formally correct way to compress MPS |ψ˜〉, of class D˜, is to run through
all the MPSs |ψ〉 of class D (< D˜) and find the one that minimizes:∥∥|ψ˜〉 − |ψ〉∥∥2
2
= 〈ψ˜|ψ˜〉 − 〈ψ|ψ˜〉 − 〈ψ˜|ψ〉+ 〈ψ|ψ〉 . (2.118)
We treat the matrices M of |ψ〉 as parameters (more precisely, the elements
of the matrices are the parameters), but it is very difficult to minimize the
distance with respect to all these variables. Instead, we can fix the value of
all matrices except those of one site, say the n-th, and find what matrices
minimize the reduced problem. Afterwards, we move to another site, we fix
the matrices that are not on that site and we find the matrices that, for
that site, minimize the distance and so on. This is a variational approach:
at every step the distance does not increase, so, sweeping through the chain
many times, we hope to find the MPS with the minimum possible distance.
To findM [n]in that extremize the distance, we put equal to zero the deriva-
tive with respect to (M [n]in )
∗
αn−1αn , which is found only in 〈ψ|ψ˜〉 and 〈ψ|ψ〉:
∂
∂
(
(M
[n]
in
)∗αn−1αn
)(〈ψ|ψ〉 − 〈ψ|ψ˜〉) =
d∑
i1,...,ˆın,...,iN=1
(M
[1]∗
i1
· · ·M [n−1]∗in−1 )1,αn−1(M [n+1]∗in+1 · · ·M [N ]∗iN )αn,1
×M [1]i1 · · ·M [n]in · · ·M [N ]iN +
−
d∑
i1,...,ˆın,...,iN=1
(M
[1]∗
i1
· · ·M [n−1]∗in−1 )1,αn−1(M [n+1]∗in+1 · · ·M [N ]∗iN )αn,1
× M˜ [1]i1 · · · M˜ [n]in · · · M˜ [N ]iN = 0, (2.119)
where the hat over in indicates that the sum over that index is skipped. Look
at the meaning of this complicated expression in the graphical representation
of figure 2.9, where we indicated the bigger bond link of |ψ˜〉 with a double
line.
If we suppose that |ψ〉 is in canonical form, then the expression (and the
graph) is much simpler and we can actually read off directly the new value
of M [n]in that will be substituted. The exact position of the orthonormality
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=M [n]
Figure 2.9: The derivative of 〈ψ|ψ〉 on the left is equal to the derivative of
〈ψ|ψ˜〉 on the right; it is the graphical representation of equation (2.119). The
matrix we want to know the value of is highlighted and we used a double line
to indicate the larger bond link of |ψ˜〉.
center is not important, it is sufficient to have this form:
|ψ〉 =
d∑
i1,...,iN=1
A
[1]
i1
· · ·A[n−1]in−1 M [n]in B[n+1]in+1 · · ·B[N ]iN |i1 · · · iN〉 . (2.120)
In this way, all the transfer operators on the right and on the left of M [n]
produce identity matrices. To simplify the equations, let us define block L
and block R:
L[n−1] =
d∑
in−1=1
A
[n−1]†
in−1
(
· · ·
(
d∑
i1=1
A
[1]†
i1
M˜
[1]
i1
)
· · ·
)
M˜
[n−1]
in−1 ,
R[n+1] =
d∑
in+1=1
M˜
[n+1]
in+1
(
· · ·
(
d∑
iN=1
M˜
[N ]
iN
B
[N ]†
iN
)
· · ·
)
B
[n+1]†
in+1
;
(2.121)
block L[n−1] is the application of the left transfer operators of 〈ψ|ψ˜〉 from site
1 to site n−1; similarly, R[n+1] is formed by the right transfer operators from
site N to site n + 1. Figure 2.10 illustrates how the network of tensors of
equation (2.119) is simplified after these assumptions and it represents the
following direct computation of the optimal matrices:
M
[n]
in
= L[n−1]M˜ [n]in R
[n+1], ∀in = 1, . . . , d. (2.122)
Have a look at the algorithm that systematically applies this process to
the whole MPS:
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M [n]
M˜ [n]L R
=
Figure 2.10: The simplified tensor network that computes the improved ma-
trices for site n; it represents equation (2.122)
Algorithm 2.2: Variational compression
1. set the direction of the sweep either left to right (LtoR) or right
to left (RtoL);
2. obtain initial guess of |ψ〉, e.g. randomly;
3. normalize the matrices of |ψ〉 such that it is in the mixed-
canonical form of equation (2.120) with center at site n;
4. create blocks L[n−1] and R[n+1] from equation (2.121), saving the
partial results for every site (i.e. L[n−2], R[n+2], L[n−3], . . . );
5. M [n]in ← L[n−1]M˜ [n]in R[n+1], ∀in = 1, . . . , d;
6. if n = 1 or n = N invert the value of direction;
7. if direction is LtoR then:
(a) shift the center of the mixed-canonical form to the right;
(b) regenerate block L[n] from L[n−1] because matricesM [n] now
have changed;
(c) leave alone block R[n+2] (saved before) because no matrices
that previously generated it have changed so far;
(d) restart from point 5 with n← n+ 1;
otherwise:
(a) shift the center of the mixed-canonical form to the left;
(b) regenerate block R[n] from R[n+1] because matricesM [n] now
have changed;
(c) leave alone block L[n−2] (saved before) because no matrices
that previously generated it have changed so far;
(d) restart from point 5 with n← n− 1.
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To probe the convergence, we have to estimate the distance between the
two vectors. Computing naively equation (2.118) at every step would incur
in a great waste of resources. Instead, we note from figure 2.10 that both
〈ψ|ψ˜〉 and 〈ψ˜|ψ〉 are equal to:
d∑
in=1
Tr
[
M
[n]†
in
M
[n]
in
]
; (2.123)
but, given the mixed-canonical form of |ψ〉, this is also the value of 〈ψ|ψ〉.
In conclusion, we have:
∥∥|ψ˜〉 − |ψ〉∥∥2
2
= ν˜2 −
d∑
in=1
Tr
[
M
[n]†
in
M
[n]
in
]
, (2.124)
where ν˜ =
∥∥|ψ˜〉∥∥
2
is calculated only once at the beginning of the compression.
The variational compression has several benefits: first of all, it is optimal.
Then, its speed can be greatly adjusted changing the setting that assesses
convergence. In particular, if we are satisfied with a rough compression, we
can spare a lot of sweeps (and time). This is not the case for SVD com-
pression, where it is not possible to decide the quality of the approximation.
Moreover, when the increase in bond link is only apparent (as it happens for
MPS sums), the convergence is faster too. A fourth advantage is the greater
speed for large compressions: we determined empirically that, when D˜ is 4
or 5 times D, then variational compression is faster than SVD compression.
This leads to the conclusion that when MPS sums are involved, the better
choice is SVD compression, while with MPO products we will see that the
increased bond link needs a variational compression.
Variational compression has also some minor drawbacks, the worst being
its need for a good initial guess. If the initial vector is chosen randomly,
a lot of time is wasted setting its matrices properly. Instead, feeding the
algorithm with the result of a SVD compression results in a much faster
conversion. This technique could be used when a lot of precision is required.
Another downside is that it is slightly harder to write an implementation for
it. Finally, as for any variational method, there is the danger to get stuck
in a local minimum (because we are not changing the matrices globally, but
only one by one). To deal with this problem, we could change the matrices
of two sites simultaneously. This has a greater cost but the details of it will
not be discussed here.
It is very difficult to evaluate the complexity of variational compression,
because it is a priori unclear how the total number of sweeps (that we call χv)
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depends on various factors. For example, it surely depends on the precision
required, but we could not find the exact relation. Moreover, we do not know
if the number of sites N or the bond link dimensions D and D˜ influence
somehow χv. However, for our choice of parameters and for the cases we
monitored, we have found χv to be always a number in the order of hundreds
and thus we consider it as a constant factor (that we report explicitly in
the orders of complexity). The main loop of the algorithm has three steps:
the double multiplication and growth of block L (or R), that both have
complexity O(dDD˜2)+O(dD2D˜), plus the shift of the orthonormality center
toward left or right, that has a cost of O(dD3). The total complexity is:
O(χvNdD(D˜2 +DD˜ +D2)) ≈ O(χvNdD(D + D˜)2); (2.125)
again, since we do not know if χv depends on N , D, D˜, d or else, we cannot
be sure of, for example, the linear growth of the complexity in N , but we did
not observed any significant evidence of that either.
2.10 Matrix Product Operators
From this section, we will talk about the generalization of the matrix product
states to operators, called matrix product operators. Here, we introduce
them and in the next section we will explain products with MPS and other
operators. In the section after, we will see how to compute transfer operators
and expectation values. Finally, we present the procedure to write a generic
many-body hamiltonian as a matrix product operator.
The most generic operator O defined for our system on a lattice has the
following form:
O =
d∑
i1,...,iN=1
j1,...,jN=1
f i1···iNj1···jN |i1 · · · iN〉〈j1 · · · jN | . (2.126)
These operators do not guarantee that the MPS form is preserved. To over-
come the problem, the formalism of Matrix Product Operators (MPO) was
introduced. MPOs emerge quite naturally from the observation that MPS
have only one physical index per site and they are vectors, so we could add
a second physical index to render them operators. Indeed the most general
MPO is:
O =
d∑
i1,...,iN=1
j1,...,jN=1
W
[1]
i1j1
W
[2]
i2j2
· · ·W [N ]iN jN |i1 · · · iN〉〈j1 · · · jN | . (2.127)
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W [1]
i1
j1
W [2]
i2
j2
W [3]
i3
j3
· · · W [N ]
iN
jN
β1 β2 β3 βN−1
Figure 2.11: Graphical representation of a matrix product operator (with
OBC).
MPOs possess a bond link dimension too, we distinguish it from other bond
dimensions around adding the name of the operator or the name of its ma-
trices as a subscript: DW .
We give a graphical representation for MPOs too: they are an hybrid
between MPSs (with square shape) and operators (with circular shape) so
we depict their sites as squares with rounded corners. Every sites has four
legs: two for the virtual indices along the horizontal direction (as for MPS)
and two for the physical indices along the vertical direction (as for single site
operators); see figure 2.11.
There are many procedures designed for MPSs that do not change for
MPOs. It is sufficient to regroup the indices (is, js) as a single index, in
this way the MPO is reduced to an MPS with a larger local Hilbert space
of dimension d2. For example, not surprisingly, every operator like (2.126)
can be written in MPO form. The proof is the same as given in section 2.5:
regrouping the corresponding indices (is, js) of f , we obtain the coefficients
c of a generic vector. This comes, again, at the cost of an exponentially
increasing bond link in the middle of the chain. Other algorithms, that are
easily promoted for MPOs, are the sum (section 2.8) and the compressions
(section 2.9). The only new operations we will need are the products.
2.11 MPO products
There are two kinds of products: MPO·MPS products or MPO·MPO prod-
ucts; they both have the remarkable property of preserving the MPS/MPO
structure. The cost is a sensible augment of the bond link dimension of the
result.
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Consider an MPO O acting on an MPS |ψ〉:
O |ψ〉 =
d∑
i1,...,iN=1
j1,...,jN=1
W
[1]
i1j1
· · ·W [N ]iN jN M
[1]
j1
· · ·M [N ]jN |i1 · · · iN〉 (2.128)
=
d∑
i1,...,iN=1
· · ·
(
d∑
js=1
W
[s]
isjs
⊗M [s]js
)
· · · |i1 · · · iN〉 , (2.129)
in the second line the multiplication of the two strings is converted in the
(equivalent) tensor product of them. The latter is, in turns, splitted in the
single sites and every term incorporates its local sum of js. For every site,
this results in a new 3-tensor Q[s]i that, in terms of the matrix elements, is:
(Q
[s]
i )(β,α),(β′,α′) =
d∑
j=1
(W
[s]
ij )ββ′(M
[s]
j )αα′ , (2.130)
this is represented in figure 2.12 a). We see from the tensor product that the
result have bond dimension DWD and most certainly it has to be compressed
somehow. The total operation has a number of operations of:
O(Nd2D2WD2). (2.131)
In a similar fashion, MPO·MPO products produce, for every site, a new
4-tensor Z [s]ij :
(Z
[s]
ij )(β,α),(β′,α′) =
d∑
k=1
(W
[s]
ik )ββ′(T
[s]
kj )αα′ , (2.132)
it is depicted in figure 2.12 b); its complexity is:
O(Nd3D2WD2T ). (2.133)
2.12 Transfer operators and expectation values
for MPOs
Matrix product operators come with their own transfer operators for the
evaluation of expectation values and matrix elements. However, in this case,
the left and right blocks obtained are not simple matrices, but 3-tensors: we
must account for the MPO bond index.
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a)
W [s]
i
β β′
M [s]α α′
j Q[s](α, β) (α′, β′)
i
b)
W [s]
i
β β′
T [s]α α′
j
k Z [s](α, β) (α
′, β′)
i
j
Figure 2.12: Graphical representation of MPO products for single sites: a)
MPO·MPS product (equation (2.130)), b) MPO·MPO product (equation
(2.132)). Again, the double line indicates a bigger bond link.
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We start defining the first 3-tensor of the matrix element 〈φ|O|ψ〉 (see
figure 2.13) by contracting the physical indices of the first site matrices:
(
L[1]
)
α′1β1α1
=
d∑
i=1
(
M˜
[1]∗
i
)
α′1
(
d∑
j=1
(
W
[1]
ij
)
β1
(
M
[1]
j
)
α1
)
. (2.134)
Then, any subsequent 3-tensor is computed with the following optimal con-
tractions:
(
L[s]
)
α′sβsαs
=
d∑
i=1
D˜s−1∑
α′s−1=1
(
M˜
[s]∗
i
)
α′s−1α′s
×
 d∑
j=1
DW∑
βs−1=1
(
W
[s]
ij
)
βs−1β
(
Ds−1∑
αs−1=1
(
L[s−1]
)
α′s−1βs−1αs−1
(
M
[s]
j
)
αs−1αs
) .
(2.135)
The cost of this operation is:
O(dDs−1DsD˜s−1DW ) +O(d2DsD˜s−1D2W ) +O(dDsD˜s−1D˜sDW ). (2.136)
This operation defines the transfer operator for matrix elements and expec-
tation values of MPO:
E
[s]
mpo =
d∑
i,j=1
M˜
[s]∗
i ⊗W [s]ij ⊗M [s]j . (2.137)
By very similar considerations, it is easy to derive the rules to grow the right
blocks, from R[s] to R[s−1], for matrix elements of MPOs, but we will not
report them here.
2.13 Hamiltonians as MPOs
In this work, we decided to express every operator as an MPO. The most
important operator is the hamiltonian of the problem, this means that we
must be able to translate a human readable hamiltonian into a matrix prod-
uct operator. Take a look at a many-body hamiltonian, such as the Ising
chain with external field:
H = J
N−1∑
s=1
SxsS
x
s+1 + h
N∑
s=1
Szs . (2.138)
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E
[s]
mpo
M˜ [1]∗〈φ| M˜ [2]∗ M˜ [s]∗ · · · M˜ [N ]∗
W [1]O W [2] W [s] · · · W [N ]
M [1] M [2] M [s] · · · M [N ] |ψ〉
Figure 2.13: Tensor network for the matrix element 〈φ|O|ψ〉, with highlighted
transfer operator for MPOs.
At first sight, it seems impossible to write it as an MPO, but, in fact, the
conversion, although not exactly trivial, is simple and elegant [55, 56].
Initially, we consider only the external field and ignore the coupling con-
stant (for the moment). The term
∑
s S
z
s is short for the sum of many strings
of operators in the form:
· · · ⊗ 1⊗ Szs ⊗ 1⊗ 1⊗ · · · (2.139)
where there are identity matrices everywhere except for the s-th site in which
Sz is positioned4. It is useful to regroup the elements of the matrices of the
MPO not following the virtual index but the physical index:
Ŵ
[s]
ββ′ =
d∑
i,j=1
(W
[s]
ij )ββ′ |i〉〈j| . (2.140)
Then, the MPO is a compact multiplication of operator-valued matrices of
dimensions DW ×DW (except the first and the last sites):
O = Ŵ [1]Ŵ [2] · · · Ŵ [N ]. (2.141)
Each Ŵ [s] acts on a different site of the chain, therefore the full multiplication
results in a sum of tensor products of operators, exactly what we need.
When we want to write a string like (2.139) from right to left (for later
convenience) we have to follow a rule. The rule is: write either 1 or Sz, but,
4For a small connection with computer science: strings of operators like these are
equivalent to the strings of character that can be written by a Turing machine (using a
finite number of states).
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if the choice is Sz then complete the string with only 1 (the length of the
string is fixed by N). We are able to identify two states : in the first one, if
we write 1 we remain in state 1, if we write Sz we pass to state 2. In state
2 we are allowed to write only 1 and, then, to remain in state 2.
We encode state 1 with vector ( 10 ) and state 2 with vector ( 01 ), hence we
find the following transformation matrix:
W =
(
1 0
Sz 1
)
. (2.142)
Given the vector space nature of the encoding that we chose, a few matrices
like (2.142) multiplied together generate every possible string of the form
(2.139), that is just what we desire. More precisely, we always begin with
state 1 and end with state 2, this means that we have to enclose the multiplied
matrices between ( 0 1 ) and ( 10 ). It is easy to verify that with N multiplied
matrices, we produce all the operator strings of kind (2.139) of length N :(
0 1
)( 1 0
Sz 1
)(
1 0
Sz 1
)(
1 0
Sz 1
)(
1 0
Sz 1
)(
1
0
)
=
= 1⊗ 1⊗ 1⊗ Sz + 1⊗ 1⊗ Sz ⊗ 1+
+ 1⊗ Sz ⊗ 1⊗ 1 + Sz ⊗ 1⊗ 1⊗ 1 (2.143)
To complete the creation of the MPO, we put Ŵ [s] = W for every site s.
First and last sites are again a special case, that make sure the coefficients
of the MPO are scalars. The first site is a row matrix containing the last
row of W , while the last site is a column vector containing the first column
of W ; it is a direct consequence of their multiplication with ( 0 1 ) and ( 10 ).
Now we pass to the nearest-neighbor interaction:
∑
s S
x
sS
x
s+1. This time
in the initial state we are allowed to write 1 or Sx; with Sx we pass to an
intermediate state where we can only write another Sx and then go to final
state in which we remain, writing only 1. The number of states is three so
the transformation matrix is 3× 3:
W =
 1 0 0Sx 0 0
0 Sx 1
 . (2.144)
Putting everything together, we find the total transformation matrix of
the Ising chain. From the initial state we can write Sz to go directly to the
final state or Sx to pass through the intermediate state:
W =
 1 0 0Sx 0 0
Sz Sx 1
 . (2.145)
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The coupling constants we ignored until now, should be multiplied just before
passing to the final state (unless some more exotic behaviour is sought):
W =
 1 0 0Sx 0 0
hSz JSx 1
 . (2.146)
For a more convoluted example, consider the anisotropic Heisenberg chain
with external field:
H =
N−1∑
s=1
(
J1S
+
s S
−
s+1 + J1S
−
s S
+
s+1 + J2S
z
sS
z
s+1
)
+ h
N∑
s=1
Szs , (2.147)
whose transformation matrix is:
W =

1 0 0 0 0
S+ 0 0 0 0
S− 0 0 0 0
Sz 0 0 0 0
hSz J1S
− J1S+ J2Sz 1
 . (2.148)
We call every MPO whose operator-valued matrices Ŵ [s] are the repeti-
tion of the same matrix W a (site) invariant MPO.
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Chapter 3
Ground state algorithms
The problem of ground state search is to find the state |ψ〉 that minimizes
the quantity:
E =
〈ψ|H|ψ〉
〈ψ|ψ〉 , (3.1)
whereH is the hamiltonian of the system. In this chapter, we present the new
algorithm that we devised and tested in our work, but before we introduce
the density matrix renormalization group, an important algorithm for ground
state search that we will use for comparison with our method.
3.1 Density Matrix Renormalization Group
The Density Matrix Renormalization Group (or DMRG) is the algorithm for
ground state search introduce by Steven White [57] (1992). It has become
the most widely used method to find ground states of strongly correlated
quantum many-body systems. In this section, we will briefly introduce it,
explaining how it works and how it is implemented in MPS language. In
chapter 4 we will compare the new algorithm presented in this work at sec-
tion 3.2 with this established procedure. Here, we present DMRG as it is
computed as a variational research on matrix product states, not in its orig-
inal formulation.
As we know from chapter 1 and chapter 2, for gapped, local hamiltonians,
the ground state can be found in a much narrower class of states: the MPS
class (confront with equations (2.1) to (2.3)). Now, to search the ground
state, we add a langrangian multiplier λ and we have to extremize:
〈ψ|H|ψ〉 − λ 〈ψ|ψ〉 , (3.2)
with |ψ〉 in MPS form and H in MPO form (see section 2.10). The param-
eters are all the elements of the matrices of |ψ〉 (plus λ). Being all these
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variables multiplied together, this is a highly non-linear problem. To reduce
its complexity, it is possible to fix the value of all the parameters but those
of the matrices of a single site s. Then, the elements of the matrices of site
s appear in (3.2) only quadratically and, when we extremize the expression,
the problem becomes linear. Once we have found the values that minimize
the energy E, we move to another site t, fix all the parameters not on site
t and minimize the energy again. This is an iterative procedure that always
finds a lower or equal E and that proceeds variationally towards the ground
state.
Using the expressions of sections 2.7.1 and 2.12, we will write equa-
tion (3.2) in a more compact form, leaving the matrices of site s explicit.
We call the left and right blocks of the overlap as L˜[s−1] and R˜[s+1], while left
and right blocks of the MPO expectation value are L[s−1] and R[s+1]. Then,
with the help of the graphical representation in figure 3.1, we have for the
overlap:
〈ψ|ψ〉 =
d∑
is=1
Ds−1∑
(αs−1,α′s−1=1)
Ds∑
αs,α′s=1
(L˜[s−1])α′s−1αs−1
× (M [s]is )αs−1αs(R˜[s+1])αsα′s(M [s]∗is )α′s−1α′s =
=
d∑
is=1
Tr
[
M
[s]†
is
L˜[s−1]M [s]is R˜
[s+1]
]
; (3.3)
while for the MPO expectation value:
〈ψ|H|ψ〉 =
d∑
is,js=1
DH∑
(βs−1,βs=1)
Ds−1∑
(αs−1,α′s−1=1)
Ds∑
αs,α′s=1
(L[s−1])α′s−1βs−1αs−1
× (M [s]js )αs−1αs(W [s]isjs)βs−1βs(R[s+1])αsβsα′s(M [s]∗is )α′s−1α′s . (3.4)
To extremize (3.2) to find the elements (M [s]is )αs−1αs that minimize the
energy, we have to derivate with respect to (M [s]∗is )α′s−1α′s . After the derivation,
the corresponding M∗ pieces disappear from the equations and the graphs.
At this point we decide to take |ψ〉 in mixed-canonical form such that all
the matrices to the left of site s are left-normalized and all the matrices to the
right of site s are right-normalized. In turns, this implies that blocks L˜[s−1]
and R˜[s+1] reduce to identity matrices. Of the derivative of equation (3.2), it
remains:
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M [s]∗
L[s−1] W [s] R[s+1]
M [s]
− λ ×
M [s]∗
L˜[s−1] R˜[s+1]
M [s]
Figure 3.1: The full network of contractions of 〈ψ|H|ψ〉 − λ 〈ψ|ψ〉.
d∑
js=1
DH∑
(βs−1,βs=1)
Ds−1∑
(αs−1=1)
Ds∑
αs=1
(L[s−1])α′s−1βs−1αs−1
× (W [s]isjs)βs−1βs(R[s+1])αsβsα′s(M [s]js )αs−1αs − λ(M [s]is )α′s−1α′s . (3.5)
We regroup the tensors LWR as a single big matrix that we call H by analogy
to the hamiltonian:
(H)(isα′s−1α′s),(jsαs−1αs) =
=
DH∑
(βs−1,βs=1)
(L[s−1])α′s−1βs−1αs−1(W
[s]
isjs
)βs−1βs(R
[s+1])αsβsα′s , (3.6)
and we unwrap the matrix elements (M [s]is )α′s−1α′s as a single long vector v:
(v)(isα′s−1α′s) = (M
[s]
is
)α′s−1α′s ; (3.7)
v has length dDs−1Ds, while H has dimensions dDs−1Ds × dDs−1Ds. In
this way, we have translated the minimization of (3.2) to the solution of the
eigenvalue problem of H:
Hv − λv = 0 (3.8)
Since H is very large and we are only interested in the lowest energy eigenvec-
tor, the problem (3.8) is treated with an iterative eigensolver like the Lanczos
algorithm or the Jacobi-Davidson algorithm.
3.2 Kicker strategy
In this section we present the new contribution of this work: the proposal of
a new algorithm for ground state search, that we call kicker strategy. The
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starting point is radically different: DMRG exploits the MPS structure to
improve locally, matrix by matrix, the guess of the ground state. Our point
of view is more “vectorial” and we globally change the whole state at every
step. Matrix product states are just used as the natural language to encode
enormous many-body vector states. The idea is inspired by the power method
and a very simplified version of the Lanczos method [16].
3.2.1 Outline
Initially we start from a state |ψ0〉, normalized to one and chosen randomly,
if we have no other clue. Then we apply an operator K, called the “kicker ”,
to produce the state K |ψ0〉 and we orthonormalize it with respect to |ψ0〉:
|ψ⊥〉 := K − 〈K〉0√
〈K†K〉0 − |〈K〉0|2
|ψ0〉 . (3.9)
We used the notation 〈A〉0 := 〈ψ0|A|ψ0〉. The two orthonormal vectors, |ψ0〉
and |ψ⊥〉, span a two-dimensional subspace where we diagonalize the reduced
hamiltonian: (〈ψ0|H|ψ0〉 〈ψ0|H|ψ⊥〉
〈ψ⊥|H|ψ0〉 〈ψ⊥|H|ψ⊥〉
)
=:
(
E0 γ
γ∗ E⊥
)
. (3.10)
Say that the column vector ( αβ ) is the lowest energy eigenvector of the reduced
hamiltonian, then we define:
|ψ1〉 = α |ψ0〉+ β |ψ⊥〉 , (3.11)
and, as it is easily verified, E1 := 〈ψ1|H|ψ1〉 ≤ E0, therefore |ψ1〉 is a better
approximation of the ground state. We can iterate the previous steps to
produce a sequence of states: {|ψk〉}k, with decreasing energies: Ek+1 ≤
Ek,∀k. In this sense the procedure is variational, we never go up in energy,
but we have no guarantee that we can actually reach the ground state.
It is clear that the efficiency of this procedure rely heavily on a wise choice
of the kicker K. In particular, we wish the kicker to have the following naive
properties:
• the ground state is not excluded from its image;
• it makes the process work with every possible initial state;
• it does not get stuck, meaning that it doesn’t favour a subspace or-
thogonal to the ground state;
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• it is a bounded operator, otherwise the new state could have infinite
norm.
Pointing towards the ground state is not a necessary prerequisite for the
kicker since we just want to know a “new” direction where to look for, then
we hope that the diagonalization of the reduced hamiltonian is helpful enough
to descend towards the ground state. Part of this work will be devoted to
compare different families of kickers and their efficiency.
All the information we want to extract is contained in the hamiltonian
H that is also the only object we are dealing with, so it is expected that a
good choice of kicker will be a function of the hamiltonian: K = K(H). On
the other hand, at this point we cannot neglect the possibility that a random
operator will be more efficient.
3.2.2 Technical details
The description of the algorithm we gave above is abstract and not suited for a
concrete implementation on a machine. Indeed we never even mentioned how
the various objects, such as |ψ0〉 or K, are saved in memory. To answer this
question right away: the guesses of the ground state, namely |ψ0〉, |ψ1〉 and all
the following approximations, are saved as Matrix Product States because
of the reasons we already discussed about the large number of degrees of
freedom and the presence of area laws. To maintain the MPS structure, and
also for many other interesting features, we decided to save the hamiltonian
H and the kicker K as Matrix Product Operators. Among these features we
can describe longer-than-nearest-neighbor interactions and also quick and
efficient building of new operators, through products, sums and, most likely,
compression.
Since the vectors are very large even in MPS form, it is very good to have
the minimum number of them in memory. The minimum but not the least,
because saving the result of very demanding computations may speed up the
algorithm avoiding continuous recalculations. For our purpose, for example,
it is necessary to keep in memory |ψ0〉 and K |ψ0〉; the latter requires a
heavy computation indeed. On the other hand, it is inefficient to compute
|ψ⊥〉, because the orthonormalization implies a sum and sums are costly
for consecutive operations, as they increase the bond link dimension. To
circumvent the problem we express everything in terms of only |ψ0〉 and
K |ψ0〉.
Before listing the steps of the algorithm, we discuss in details the con-
struction of various entities, beginning with K |ψ0〉: obviously, it requires an
MPO·MPS product, this heavily increases the bond link. To avoid that the
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bond link of the vector state reaches a prohibitive value, we limit at crucial
steps the maximum value it can take. Say that, before being multiplied by
the kicker, |ψ0〉 has maximum bond link dimension Dmax, and that K has
bond link dimension DK . Then, K |ψ0〉 has bond dimension DKDmax, with
DK in the order of ten. To bring back the bond link to Dmax the optimal
method is the variational compression (see section 2.9.2) suited for large order
of compression.
Substituting the definition of |ψ⊥〉 of equation (3.9), in (3.10), we find
how E0, γ and E⊥ are defined in terms of only |ψ0〉 and K |ψ0〉:
E0 = 〈H〉0 ,
γ =
〈HK〉0 − 〈H〉0 〈K〉0√
〈K†K〉0 − |〈K〉0|2
,
E⊥ =
〈
K†HK
〉
0
+ 〈H〉0 |〈K〉0|2 − 2<(〈HK〉0 〈K〉∗0)
〈K†K〉0 − |〈K〉0|2
.
(3.12)
Thus the knowledge of 〈H〉0, 〈K〉0, 〈HK〉0,
〈
K†K
〉
0
and
〈
K†HK
〉
0
, lets us
calculate the three matrix elements. The two eigenvalues of (3.10) are:
λ± =
E0 + E⊥
2
± 1
2
√
(E0 − E⊥)2 + 4 |γ|2; (3.13)
and the lowest one is E1 = λ−, then very easily we have E1 ≤ E0 whatever
the value of E⊥ and γ. The eigenvector ( αβ ) corresponding to the lowest
eigenvalue has the following two components:
α =
γ√
|γ|2 + (E1 − E0)2
,
β =
E1 − E0√
|γ|2 + (E1 − E0)2
.
(3.14)
At this point we can write:
|ψ1〉 = a |ψ0〉+ bK |ψ0〉 , (3.15)
where:
a =
α− β 〈K〉0√
〈K†K〉0 − |〈K〉0|2
,
b =
β√
〈K†K〉0 − |〈K〉0|2
.
(3.16)
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This is an MPS+MPS sum and, again, the bond link grows, but only twice
the original size (since both |ψ0〉 andK |ψ0〉 have bond link dimension ofDmax
at most). The appropriate shrinking method is now the SVD compression
(see section 2.9.1).
After all these considerations we are ready to list the steps of a more
functional algorithm:
Algorithm 3.1: Kicker strategy
1. create the hamiltonian MPO H as described in section 2.13;
2. build the kicker MPO K (the details of this part will be elabo-
rated in the next sections);
3. generate a random MPS |ψ0〉 and normalize it to 1;
4. apply the kicker to the vector state to obtain K |ψ0〉;
5. compress variationally K |ψ0〉;
6. compute the expectations: 〈H〉0, 〈K〉0, 〈HK〉0,
〈
K†K
〉
0
and〈
K†HK
〉
0
;
7. compute the elements of the reduced hamiltonian, E0, γ and E⊥
as in (3.12) and from them the lowest energy eigenvalue E1, the
coefficients α, β and a, b (respectively equations (3.13), (3.14)
and (3.16));
8. sum the two saved MPS to produce |ψ1〉 as in (3.15);
9. compress |ψ1〉 with SVD;
10. return to point 4 with |ψ0〉 ← |ψ1〉.
As for any useful calculation, there must be a stop. There are mainly
three stopping mechanisms:
• fixing the maximum number of iterations: this is very rigid and offers
no versatility; anyway it is very useful as a global override and it avoids
the program spending too much time stuck on a problem that may have
just wrong parameters;
• checking the energy value E1 = 〈H〉1: this is more desirable since it
dynamically stops when a fixed point is reached; the energy is already
calculated every step so this test has no additional costs; a possibility
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is to compare the current energy with the previous one and, if the
difference is smaller than  for more than t times, then the algorithm
terminates;
• checking the energy variance 〈H2〉1 − 〈H〉21: this is a finer test for
convergence as it reveals if an eigenstate of the hamiltonian is reached;
the value must be as close to zero as possible, so a similar strategy as
that proposed in the previous point with the energy difference works
fine; a downside is the greater cost due to the square of the hamiltonian,
but the cost could be lowered saving in memory the MPO of the square.
3.2.3 Analysis
For future comparison with other similar algorithms, in this section we ac-
count for every part’s complexity.
We do not include in the count the creation of the hamiltonian, of the
kicker and of the random initial vector (points 1, 2 and 3 from algorithm 3.1),
because they happen only once. Point 4 is an MPO·MPS product that costs
O(Nd2D2KD2). Then comes the variational compression of K |ψ〉 (point 5)
whose complexity we already addressed at the end of section 2.9.2. Substitute
the value of D˜ = DKD in (2.125):
O(χvNdD(D +DKD)2) = O(χvNdD3D2K). (3.17)
The expectation values of point 6 deserve some discussion. One might
be tempted to save the MPS H |ψ0〉 and to compute 〈H〉0 and 〈HK〉0 as
overlaps to spare some time. We call this course method 1, while the choice
to compute them as matrix elements of H is named method 2. Unfortunately
H |ψ0〉 cannot be compressed, because otherwise the orthonormality of |ψ⊥〉
would be compromised and the reduced hamiltonian would not have the
correct values. We tested both methods against a limited number of cases
starting from the same random vector and we could not find any significant
difference. Anyway, a careful analysis of the complexity shows that method 2
is more efficient asymptotically. From equations (2.90), (2.131) and (2.136)
we apprehend that method 1 has cost:
O(Nd2D2D2H) +O(NdD3D2H), (3.18)
while method 2 has cost:
O(Nd2D2D2H) +O(NdD3DH). (3.19)
The explanation is simple: the matrix elements of an MPO (see section 2.12)
are already optimally contracted. Trying to evaluate the same tensor network
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Generate
|ψ0〉
Kick!
K |ψ0〉
Compress
K |ψ0〉
Expectations Coefficients
Sum to
|ψ1〉
Compress
|ψ1〉
|ψ0〉 ← |ψ1〉
Figure 3.2: The flow diagram of the Kicker stategy algorithm.
with a different method, such as saving the MPO·MPS product and then
compute the overlap, will have an equal or greater cost. Needless to say, we
chose method 2.
Point 7 is O(1) and the sum of point 8 takes a negligible amount of
operations being just a copy. Finally, the SVD compression in point 9 has
cost of O(NdD3), because the bond link dimension of the sum is 2D and
it needs a complete canonization. The important result we obtained is that
every step of the algorithm requires:
O(χvNdD3D2K) +O(Nd2D2D2H) +O(NdD3DH). (3.20)
Probably the last term could be dropped because, usually, DK ≥ DH .
3.3 Hamiltonian kicker
The hamiltonian kicker (HK) is the simplest kicker we can devise: we simply
put K = H. This kicker has several advantages:
• it has bond link dimensions equal to those of the hamiltonian and we
will see that this means they are very small compared to other kickers;
• a smaller bond link means a faster multiplication and compression (for
the kick);
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• it also means that for very large hamiltonians (such as those with
longer-than-nearest-neighbor interactions) or hamiltonians whose pow-
ers are hard to compress, this is the only manageable kicker we have.
One of the reasons to use this kicker is that famous iterative eigensolvers,
like the power method or the Lanczos algorithm [16] and related procedures,
use the same matrix they want to find the eigenvalues of, to repeatedly
multiply the same vector.
We already know that E1 ≤ E0 for every possible kicker, but here we
can give a few more considerations. In the hamiltonian kicker case, both the
norm of (K − 〈K〉) |ψ0〉 (to obtain ψ⊥) and γ are equal to ∆E0, i.e. the
square root of the variance of energy of |ψ0〉: ∆E0 =
√
〈H2〉0 − 〈H〉20. This
has two undesirable consequences:
• we cannot start from (or pass through) any eigenvector of H, otherwise
we are not able to compute |ψ⊥〉;
• the distance between E0 and E1 is a monotone increasing function of
|γ| = ∆E0: the nearer we are to an eigenvalue, the smaller the value
of the variance will be; consequently, we are doomed to converge only
asymptotically to the ground state.
Unfortunately this is valid for every kicker that is a function of the hamilto-
nian. This clashes with the fact that a function of the hamiltonian is also the
best shot we have to quickly find the ground state, as explained in the next
section. A possible solution to this problem could be to switch to another
kicker once we are near to an eigenvalue; of course the other kicker must have
eigenvalues different from those of H.
3.4 Approximate ground state projections
The hamiltonian kicker is very good, but it is only our first attempt, maybe
there is an even better kicker. Indeed, although we said that pointing towards
the ground state is not a fundamental requisite, it surely is of great help. The
strategy is to think in terms of spectrum.
We know that every state is expandable on a complete orthonormal basis
formed by the eigenvectors |wk〉 of H, so even |ψ0〉:
|ψ0〉 =
dN−1∑
k=0
ck |wk〉 , H |wi〉 = εi |wi〉 , i < j =⇒ εi < εj. (3.21)
80
Some notation choices: the ground state energy is ε0, the gap with the first
excited state is g = ε1 − ε0 and we indicate the maximum eigenvalue as
u = εdN−1, so that the spectrum is included in the interval [ε0, u].
The spectral theorem says that any function f(x), that is approximable
by polynomials, defines an operator f(H) whose eigenvectors are at least
those of H and whose eigenvalues are the image of the original eigenvalues:
f(H) |wi〉 = f(εi) |wi〉 . (3.22)
The ideal function to build is the characteristic function of an interval I we
suppose contains the ground state (ε0 ∈ I):
χI(x) =
{
1 if x ∈ I
0 otherwise
. (3.23)
If the length of the interval is small enough to exclude every other eigenvalue
(εi /∈ I,∀i > 0), we can actually build directly the projection on the ground
state: χI(H) = Π0, Π0 |w0〉 = |w0〉, Π0 |wi〉 = 0, for i 6= 0. Alternatively,
if we do not know the exact value of ε0 (and g), we could try to build the
inverse Heaviside function:
θ(−x) =
{
1 if x ≤ 0
0 otherwise
, (3.24)
shifting it after every step a bit more towards the ground state energy:
θa(x) = θ(−(x− a)), a→ ε0.
Unfortunately, this is not possible, since these functions possess discon-
tinuities and plateaux that are hard to approximate. Indeed, just to get
near them, it would take a polynomial of the hamiltonian with a prohibitive
degree in MPO language. Nevertheless, we could try to mimic something
simpler but with similar behaviour. This is why we introduce the following
definition1:
Definition 3.1. We say that an operator K is a ∆-Approximate Ground
Space Projection (AGSP) for H if it is true that:
• any ground state |w0〉 is invariant under this operator: K |w0〉 = |w0〉;
• any state |φ〉 orthogonal to ground state, 〈w0|φ〉 = 0, remains orthogo-
nal, 〈w0|K|φ〉 = 0, and its norm is reduced by a factor ∆: ‖K |φ〉‖2 ≤
∆.
If K is a function of the hamiltonian, we do not have to worry about the
orthogonality with the ground state (second point). In the next two section
we will see two examples of AGSP that are function of the hamiltonian.
1directly from [17]
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3.5 Imaginary time evolution kicker
The imaginary time evolution kicker (ITEK) is not a single operator but a
class of kickers, spanned by two parameters, one continuous and the other
discrete.
As we know, time evolution in non-relativistic quantum mechanical sys-
tems is described by the application of the operator e−itH to the state vector.
If we choose t = iβ, with β real, then the operator becomes e−βH . Look at
the action of this operator on the eigenvector expansion of |ψ0〉:
e−βH |ψ0〉 =
dN−1∑
k=0
cke
−βεk |wk〉 β→∞−−−→ c0e−βε0 |w0〉 . (3.25)
Again, if we could use an infinite β, we would be able to construct a ground
state projector (after the normalization of the result), but an infinite β implies
an infinitely accurate approximation of e−βH and we do not have the resources
for that. Anyway, even with a small β, the expectation
〈
ψ0
∣∣e−βHHe−βH∣∣ψ0〉
is lower that E0, because the coefficients ck, of equation (3.21), are weighted
with a decreasing exponential function and their expectation value is brought
down towards the ground state. This is not exactly the same definition as
AGSP, but it works in a very similar fashion.
Our goal is to construct an approximation of the operator e−βH for the
relevant values of β that could benefit us. Fortunately, in literature there
are many methods designed for this task [58, 13, 59, 14]. This is one of
the reasons why we immediately tried to build this kicker. Usually, these
methods use the Trotter decomposition of an exponential operator, that at
first order is:
eδ(A+B) ≈ eδAeδB +O(δ2), δ  1. (3.26)
Very roughly, the idea is: if β is sufficiently small, at first order we could act
with each term of the hamiltonian (at the exponent) on the sites where that
term has support. If the hamiltonian has only nearest-neighbor interactions,
then there are easy extensions to higher orders, that often are needed for more
accuracy. Because of the limitation to only nearest-neighbor interactions, we
chose another path for time evolution.
In [60], we found a short review of the methods that expand time evolution
to interactions with longer range. We decided to implement the truncated
Taylor expansion of the exponential with MPOs. Here the maximum power
of the truncated Taylor expansion is the discrete parameter for the class of
ITEK (the other parameter is β). Look at the expansion:
e−βx|p =
p∑
k=0
(−βx)k
k!
= 1− βx+ (βx)
2
2
+ · · ·+ (βx)
p
p!
; (3.27)
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this will be a reliable approximation of the exponential only for a bounded
interval of the real variable x. The smaller the β, the wider the interval,
of course, but to be more quantitative, we try to bound the error in the
approximation by : ∣∣e−βx − e−βx|p∣∣ ≤ . (3.28)
If  is small enough, we can safely assume that the greatest contribution to
the difference will come from the term with the lowest power in the rest of
the series: ∣∣e−βx − e−βx|p∣∣ ≈ |βx|p+1
(p+ 1)!
≤ . (3.29)
Inverting the inequality, we obtain the range of validity of the approximation
with β fixed and within error :
|x| ≤
p+1
√
(p+ 1)!
|β| =: rexp. (3.30)
Therefore, the truncated operator e−βH |p will be a polynomial of degree p in
H, that will act like a decreasing exponential only on those eigenvalues of H
that are within range (3.30) (see also figure 3.3). If we have any clue about
the spectrum, it is better to use it to make sure that all the eigenvalues are
within the range of validity: [ε0, u] ⊂ [−rexp, rexp]. Otherwise, we just have
to use a sufficiently small β.
This need of information about the spectrum is a constant for more refined
kickers. It is a disadvantage compared to the hamiltonian kicker, that does
not need this kind of knowledge of the system, but we can always majorize
the spectrum with the norm of the hamiltonian ‖H‖. The norm could give
very overestimated values for frustrated systems, but we think it is a good
starting point for the simpler systems.
The algorithm to construct the MPO corresponding to the imaginary time
evolution kicker is found in [60]:
Algorithm 3.2: Imaginary time evolution kicker, MPO construction
1. accept a real number β, a positive integer p ≥ 0 and an MPO of
the hamiltonian H;
2. create the MPO for the identity operator I (it has bond link
dimension DI = 1);
3. copy I to the MPO E that will become the truncated exponential
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Figure 3.3: The decreasing exponential with β = 1/2 and its truncation to
degree p = 4. The range of validity of the approximation ([−rexp, rexp]) is
shown with  = 0.1 (a 10% error).
in the end: E = I;
4. while p > 0, do the following steps:
(a) compute the MPO·MPO product T = E ·H;
(b) compute the MPS+MPS sum E = I + T
p
;
(c) perform an SVD compression on E;
(d) return to point 4 with p← p− 1.
We see that there are a lot of operations that increase the bond link of
E. Indeed, for a hamiltonian MPO of bond link dimension DH = 5 and
power p = 3 we would already have an MPO for E of bond link dimension
DE = 156. This is the reason why we put an SVD compression at point 4c.
Usually, the powers of H do not need all the theoretically maximum bond
link and the size of E is again manageable for a kick.
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3.6 Chebyshev kicker
The Chebyshev kicker (CK) is another class of operators, based on Chebyshev
polynomials. The reason to study this kinds of kickers is that Chebyshev
polynomials are optimal in a sense that we will try to make clear later. For
the moment, let us just say that, if we are going to use a polynomial of
the hamiltonian as a kicker, among all the polynomials of degree p (fixed),
it is worth considering to use a Chebyshev polynomial, because they better
suppress the coefficients of higher eigenvalues’ eigenvectors in our current
state. The proof that Chebyshev polynomials define very good AGSPs comes
from a lemma in [17]; our idea to adapt and implement the construction of
such AGSPs in MPO language, for our ground state search algorithm, arose
from there.
3.6.1 Chebyshev polynomials
Chebyshev polynomials are very important in many areas of mathematics
and applied mathematics. They have very nice properties and they are par-
ticularly suitable for polynomial approximation. Information about them
and all the notions presented below may be found in [61].
Definition 3.2 (Chebyshev polynomial). The Chebyshev polynomial of the
first kind of degree p, is the only polynomial that satisfies:
Tp(cos θ) = cos(pθ). (3.31)
We find by direct calculation the Chebyshev polynomials for the first few
degrees:
T0(x) = 1 (3.32)
T1(x) = x (3.33)
T2(x) = 2x
2 − 1 (3.34)
T3(x) = 4x
3 − 3x (3.35)
For higher degrees, it is easy to prove, by means of trigonometric formulae,
the following important recursive relation:
Tp(x) = 2xTp−1(x)− Tp−2(x). (3.36)
We note from the definition (3.31) that:
|Tp(x)| ≤ 1 for |x| ≤ 1. (3.37)
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Of course, the Chebyshev polynomials are defined also for |x| > 1, where the
substitution x = cos θ is not valid anymore. Solving this last equation for
complex θ, we find that there are other kinds of relations like (3.31) valid
outside |x| ≤ 1. For example, for the interval x ∈ [1,+∞) we have a similar
identity for cosh that is satisfied by the same Chebyshev polynomial:
Tp(cosh Θ) = cosh(pΘ). (3.38)
The property of Chebyshev polynomials that renders them optimal for
our kicker strategy (and for many other uses) is the following: among all the
polynomials Pp(x) of degree p that satisfy |Pp(x)| ≤ 1 for |x| ≤ 1, Tp(x) is the
one with the highest leading coefficient (the coefficient of xp). This coefficient
is 2p−1 as deduced by (3.36). In other words, they are the polynomials that
grow faster outside |x| ≤ 1 being also bounded by 1 inside.
3.6.2 Chebyshev AGSP
From theorem 3.1, we understand that a kicker K, that is a function of the
hamiltonian, K = K(H), defines a proper AGSP if the function K(x) has
the following properties:
• K(ε0) = 1;
• |K(x)| ≤ √∆ < 1 for ε1 ≤ x ≤ u;
remembering that ε0, ε1 and u are, respectively, the ground state energy, the
first excited state energy and the upper bound of the spectrum.
Indeed, it is possible to define such function with the use of Chebyshev
polynomials [17]:
Theorem 3.3. For every positive integer p, there exists a degree p polynomial
Cp that satisfies the above conditions for:
√
∆ = 2 exp
(
−2p
√
(ε1 − ε0)/(u− ε0)
)
. (3.39)
Proof. The idea is to map the interval [ε1, u] to [−1, 1], where we know there
is a Chebyshev polynomial of degree p bounded by 1. Then we rescale the
function such that it has value 1 for x = ε0. Being ε0 outside [ε1, u], the
rescaling will compress the value of the function in [ε1, u], which is exactly
what we desire. For a quantitative estimation of the compression ∆, consider
x > 1 and map x = cosh Θ, with Θ ≥ 0. From equation (3.38), we obtain:
Tp(x) = cosh(pΘ) ≥ 1
2
epΘ. (3.40)
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Since we have the following inequality:
Θ ≥ 2 tanh
(
Θ
2
)
= 2
√
cosh Θ− 1
cosh Θ + 1
= 2
√
x− 1
x+ 1
, (3.41)
we find:
Tp(x) ≥ 1
2
e2p
√
(x−1)/(x+1). (3.42)
Now consider function f(x) like:
f(x) =
u+ ε1 − 2x
u− ε1 ; (3.43)
this function linearly maps ε1 to 1 and u to −1. Note the inversion of the
axis: although ε0 < ε1, we have f(ε0) > f(ε1) = 1. We define the polynomial
Cp as a rescaling of the Chebyshev polynomial Tp:
Cp(x) :=
Tp(f(x))
Tp(f(ε0))
. (3.44)
In this way, we are sure that Cp(ε0) = 1; moreover, by definition of f(x) and
by equation (3.37):
|Cp(x)| ≤ 1
Tp(f(ε0))
, for x ∈ [ε1, u]. (3.45)
Substituting x = f(ε0) in (3.42), we justify the value of the compression
√
∆
expressed in the thesis of the theorem, because by linearity of f(x):
f(ε0)− 1
f(ε0) + 1
=
f(ε1)− f(ε0)
f(u)− f(ε0) =
ε1 − ε0
u− ε0 . (3.46)
We point out that an analogous construction of a precise AGSP tailored
on the spectrum is possible with other polynomials. For example, even with
the polynomials of the truncated Taylor expansion of e−βx that we talked
about in the previous section. Anyway, because of the optimal property of
Chebyshev polynomials, it will result that the ∆ given by other polynomials
will be higher and the compression worse.
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3.6.3 MPO construction
Thanks to theorem 3.3, we decide to implement a Chebyshev kicker as MPO.
Given the heavy operations needed to multiply together and compress two
MPOs, we will adopt a scheme to use the minimum number of MPO·MPO
products; this is why we will not adopt the recursion relation (3.36). Instead,
we note that every Chebyshev polynomial has either only odd or only even
powers of the argument. Then, the operator Tp(O) (the Chebyshev polyno-
mial of degree p of the MPO O) will be produced by saving the square O2
and repeatedly multiplying I or O with it, according to p being even or odd.
Finally, the powers of O will be summed, weighted by the proper Chebyshev
coefficients. To know the correct number, it is necessary to implement a
function coeffT(p,m) that returns the coefficient of the polynomial of degree
p of the power m (0 ≤ m ≤ p), so for example:
coeffT(3, 3) = 4, coeffT(3, 2) = 0, coeffT(3, 1) = 3, coeffT(3, 0) = 0.
(3.47)
This function, in turns, can be safely defined on the recursive relation.
The steps to generate the MPO Tp(O) are described by the following
algorithm:
Algorithm 3.3: Chebyshev MPO, construction
1. accept MPO O and positive integer p ≥ 0;
2. construct the identity MPO I;
3. if p = 0 then return MPO T = I;
4. otherwise if p = 1 then return MPO T = O;
5. otherwise continue and construct MPO O2 with MPO·MPO
product;
6. compute the MPS+MPS sum
P = coeffT(p, p)O2 + coeffT(p, p− 2)I
and compress it;
7. put m = p− 4;
8. while m ≥ 0 do the following steps:
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(a) compute the MPO·MPO product Q = O2 · P (Q is only a
temporary MPO to save the result);
(b) compute the MPS+MPS sum P = Q+ coeffT(p,m)I;
(c) perform an SVD compression on P ;
(d) return to point 8 with m← m− 2;
9. if p is even return T = P ;
10. otherwise return the MPO·MPO product T = P ·O compressed.
To obtain the complete Chebyshev kicker Cp(H), we have to pass to the
above algorithm an MPO O corresponding to the appropriately “shifted”
hamiltonian by function f(x) of theorem 3.3. We see that f(H) is simply:
f(H) =
u+ ε1
u− ε1 I −
2
u− ε1H. (3.48)
Afterwards we have to rescale Tp(f(H)) by the number 1/Tp(f(ε0)) and we
have completed the kicker.
It is in the last passage that the information about the spectrum is re-
quired. Again, this might be a disadvantage for the kicker, since we usually
search ground states of systems we know almost nothing about, apart the
hamiltonian. A convenient time to use such kicker could be when the hamil-
tonian is a smooth function of its parameters and we investigate the ground
state changing slowly those parameters. Suppose that, for the first set of pa-
rameters, we start to look for the ground state with the hamiltonian kicker,
that does not need any spectrum-related variable. Then we would know the
ground state energy for those parameters and, for the next very close set, we
could adjust ε0 near that value.
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Chapter 4
Results
This chapter is dedicated to the presentation of the tests carried out on the
new algorithm and their results.
All the tests are performed on the Ising model, because it is a simple
and completely solvable model, so that we can extrapolate the most about
advantages and disadvantages of the kicker strategy. Moreover, the physics
of the Ising model is intuitive, but it also presents interesting behaviour and
a quantum phase transition. We start with a little introduction to the model
and to its quantum phase transition.
We proceed confronting the ground state energies found by the hamilto-
nian kicker and by DMRG with the theoretical values, changing the coupling
constants of the model. This will determine that the new algorithm has been
correctly implemented.
Since the imaginary time evolution kicker and the Chebyshev kicker are
controlled by some parameters, we try to understand how the speed of en-
ergy descent varies, changing those parameters. Afterwards, we compare the
various kicker together and with DMRG.
We will find that, with very long spin chains, the kicker strategy is initially
faster than DMRG in the energy descent. We will try to express quantita-
tively this velocity, plotting the computational time required by the various
methods to reach a fixed fraction of the ground state energy in function of
the number of sites of the system.
Finally, we give the results of a hybrid technique that starts with the
hamiltonian kicker and switches to DMRG after a fixed number of cycles.
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4.1 The Ising model
The Ising model has spin-1/2 particles for every site; this means that the
local Hilbert space dimension is d = 2. The interaction is between nearest-
neighbor sites and there is also an external field acting on the single sites
separately. It is very important to notice that the external field and the
nearest-neighbor interaction have orthogonal direction. By this we mean:
the energy in the external field depends on the components of the spins
along the z-direction, while the nearest-neighbor interaction depends on the
alignment along the x-direction.
In one dimension, the hamiltonian is:
H = J
N−1∑
s=1
SxsS
x
s+1 + h
N∑
s=1
Szs , (4.1)
where Sxs and Szs are the generators of the spin-1/2 Lie algebra representation
of the angular momentum in direction x and z; they act on site s. They are
a half of the corresponding Pauli matrices:
Sx,z =
1
2
σx,z, σx =
(
0 1
1 0
)
, σz =
(
1 0
0 −1
)
. (4.2)
In section 2.13, we already saw how to translate a hamiltonian like (4.1) in
MPO form.
The Ising hamiltonian has two coupling constants: h that regulates the
strength of the external field and J that determines the intensity of the
nearest-neighbor interaction. The physics of the system, and of the ground
state in particular, depends on the value of these two parameters.
We will not give derivations of the theoretical results; they can be found in
the original paper [62] or in Sachdev’s book [5]. What happens for the ground
state is that, when the nearest-neighbor interaction is negligible compared to
the transverse field, h  J , the spins of the lattice are aligned along the z-
direction and, in the thermodynamic limit, there is no magnetization along x
(i.e. they are eigenvectors of Sz). This phase is called quantum paramagnet.
On the contrary, when h  J is negligible or null, and J < 0, all the spins
are directed along x, with a non-null magnetization along x. This phase is
magnetically ordered. In between these two choises of coupling constants, the
systems go through a quantum phase transition, namely a phase transition
that happens at zero temperature, due to quantum fluctuations. In this case,
it is the external transverse field that allow the magnetically ordered spins to
do quantum tunnelling to a state parallel to the field. It is possible to prove
that the critical field that mark the change of phase is |h/J | = 0.5.
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4.2 Ground state energy
As a first test, we want to determine if the implementation of the kicker
strategy is reliable and the ground state energies found are physically correct.
The theoretical expression for the ground state energy ε0, in function of the
coupling constants of the model, has been found in [62]:
− ε0
JN
=
1
pi
(
h
J
+
1
2
)
E
(√
2(h/J)
(h/J + 1/2)2
)
, (4.3)
where E(x) is the elliptic integral of the second kind. We can see that the
ground state energy depends on the coupling constants only through their
ratio. In other words, the value of J sets a scale for the energy. We decided,
then, to fix the value of |J | = 1 and to let only h vary. The ground state
energy is independent from the sign of J .
The results of the ground state energies computed with the hamiltonian
kicker and with DMRG are compared with the theoretical line in figure 4.1.
We simulated the Ising chain with N = 120 sites and, here, we plot the values
normalized by N in function of h/J .
The reason for a high number of spins is that the theoretical result was
obtained for periodic boundary conditions on the chain. Algorithm working
with MPSs are slower with PBC and prefer the open boundary conditions. In
the OBC case, the number of bonds between sites is down by 1 with respect
to PBC (see section 2.1). It is easy to understand from hamiltonian (4.1)
that, when h = 0, the ground state energy is proportional to the number
of nearest neighbors, namely the number of bonds. This is why, for a small
number of sites N and in a simulation with OBC, we would see a difference
with the theory of PBC at h = 01. Choosing N very large, the difference of 1
bond is less and less important and, indeed, it is barely visible in figure 4.1 for
low h. Apart for this very small discrepancy, that we already accounted for,
there is perfect agreement between theory and simulation (for both DMRG
and hamiltonian kicker) and we can safely assume that the kicker strategy
was correctly implemented.
1For h  J , instead, we find no difference because the ground state energy is propor-
tional to the number of sites (put J = 0 in (4.1))
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Figure 4.1: The ground state energies of the Ising model at different values
of the transverse field as found with the hamiltonian kicker and with DMRG.
Results from both methods are compatible between them and with the the-
oretical line. The theoretical result is the plot of equation (4.3) with respect
to the ratio of the field h and of the nearest-neighbor coupling J .
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4.3 Comparison with imaginary time evolution
and Chebyshev kicker
Now that we know that the new method is reliable, we can go on to test
whether there is or not any advantage in using more sophisticated kickers
than the hamiltonian one. In particular, we want to know if imaginary time
evolution (ITE) kickers or Chebyshev kickers (CK) are faster and how their
speed change varying the parameters that define them.
At every kick, the program of the kicker strategy returns the energy of
the current approximation of the ground state. To measure the velocity of
the energy descent, we opted to plot these energy values with respect to the
computational time. The computational time that appears in the graphs
corresponds to the physical number of seconds that the machine employed
to arrive at that energy. We used the same reference machine for all the
calculations, to maintain the compatibility across the results. The machine
was a cluster of 24 cores and each core was an Intel R© Xeon R© X5675 with
3.07GHz of clock speed and 12MB of cache.
In the graphs, it is sometimes possible to note that series of energy values
stop before others. This is due to the choice of stopping mechanism: we mon-
itored the convergence of energy (E1) as described at the end of section 3.2.2.
The threshold energy difference chosen was  = 10−5 with t = 10; this means
that when the energy difference, with the previous step, was lower than  for
t times the program would stop its course.
We want to make clear that what follows is just an exploratory data
analysis, where we address some basic questions in a few specific cases. The
number of variables and models, to which such analysis should be applied, is
too high to reach conclusive results.
4.3.1 Imaginary time evolution kicker
To test the imaginary time evolution kicker, we chose a system with N =
80 spins whose state was approximated by an MPS of bond link D = 20.
The field strength was set to h = 0.8; the choice of this parameter is quite
arbitrary, but we did not want a value too near to 0, where the ground state
is trivial, nor too near to 0.5, where the system is critical and the gap null.
As we know from section 3.5, the ITE kicker depends on two parameters,
p and β. We put p = 3 to have a good approximation of the exponential
without too much computational cost, but we let β vary. Equation (3.30) tells
us that the range of good approximation depends on the value of β; anyway,
usually, we do not know the interval of the spectrum, thus, we do not know
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Figure 4.2: Energy descent plotted against computational time for ITE kicker
at various β.
how β should be chosen, nor if it is important that the good approximation
fits the spectrum. It results that the ground state energy for h = 0.8 and N =
80 is about −35.16, therefore, the spectrum for those parameters is included
in [−35.16, 35.16] (because the Ising spectrum is symmetrical with respect
to the origin). Using this interval as range of validity for the approximation
and inverting (3.30) for a 10% error ( = 0.1), we have β ≈ 0.0295. We
tried to understand which is the optimal choice of β: whether we should
underestimate it (β = 0.01), overestimate it (β = 0.2, plus other values) or
choosing it fitted to the spectrum (β = 0.03). The results shown in figure 4.2
indicate that, among these three values, a small β = 0.01 results in an initially
faster descent, but it turns out that β = 1 is better. Even the convergence of
β = 1 is earlier, as it can be see from the zoom in figure 4.3. No improvement
derives from choosing a higher β. We can also see how β = 1 presents similar
initial performance as the hamiltonian kicker (shown in both figures), but,
still, better convergence. We deduce that β in the order of unity is optimal
in this case.
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Figure 4.3: Detail of the energy descent for ITE kicker to show the conver-
gence of energy.
4.3.2 Chebyshev kicker
About Chebyshev kicker, we can do a very similar analysis for the knowledge
of the spectrum, but there is an additional problem concerning the choice of
the gap. Thus, first of all, we fix the extremes of the spectrum to ε0 = −35.16
and u = 35.16, then, we let the gap g = ε1 − ε0 vary with the following
values: 8, 17, 26, 35, 43, 52, 61, that roughly correspond to the eighths
of the spectrum interval. Results in figure 4.4 show that the choice of gap
does not influence significantly the convergence of energy, although, from
figure 4.5, we see that the simulations with smaller gaps (g = 8, g = 17) are
those that stopped before at the right value.
Regarding the size of the spectrum interval, we plot in figure 4.6 three
different simulations with [ε0, u] = [−18, 18], [ε0, u] = [−35.16, 35.16] and
[ε0, u] = [−70, 70]. These spectrum intervals correspond to a half, the correct
size and the double of the real spectrum, respectively. We plot only the zoom
for the final convergence since it is the most interesting part. In the graph,
we also add the hamiltonian kicker performance for comparison. The choice
of the gap, given the above results, was about a quarter of the spectrum
interval length, so g = 9, 17, 35. We can see how the convergence is very
similar, but, apparently, it is better to take a spectrum of the correct size
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Figure 4.4: Energy descent of the Chebyshev kicker with spectrum interval
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Figure 4.5: Detail of the energy descent of the Chebyshev kicker with varying
gap to highlight the convergence.
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Figure 4.6: Energy descent for the Chebyshev kicker using different spectra
and compared to the hamiltonian kicker.
or wider. Moreover the hamiltonian kicker result slower than the Chebyshev
kicker.
4.4 Comparison with hamiltonian kicker and
DMRG
We decided to compare the density matrix renormalization group (section 3.1)
to the performance of the hamiltonian kicker. The main reason is that the
other kickers need knowledge of the spectrum, that we often do not possess,
hence, we put ourselves in the worst case scenario. We tested thoroughly the
energy descents of both these methods at various lengths, fields and bond
link dimensions. Let us have a look at a simple graph, like that in figure 4.7,
to begin with. That simulation involved a system with N = 40 spin, field
h = 0.5 and the MPS had a bond link dimension of D = 20. Numerically,
this kind of simulation is not very demanding. A few comments on DMRG:
the descent have an almost constant slope globally and the energy go down
regularly at every step, until it reaches the correct ground state eigenvalue
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Figure 4.7: Comparison of the energy descents of DMRG and hamiltonian
kicker for a small simulation.
(final plateau). Counting, from the data, the number of steps to reach the
ground state energy, we saw that it was equal to the number of sites. This is
due to the fact that the DMRG algorithm updates every site with an itera-
tive eigensolver, like the Jacobi-Davidson method, to find the matrices that
minimize the energy. Starting from a random vector, it needs to pass through
all the chain before reaching the ground state, because all the elements of
the matrices have to be changed. The behaviour of the hamiltonian kicker,
instead, is very similar to that predicted in section 3.3 and very different
from DMRG. Here, every matrix of the MPS is substituted by a new one at
every step2 and the energy descent is initially fast and then it slows down,
reaching the ground state energy only after a relatively long time and with
lower precision.
Consider, now, a bigger simulation, with N = 120 and D = 50 (the field
still h = 0.5); we represent it in figure 4.8. In this situation, the constant
slope of DMRG is much clearer. Moreover, the initially very fast energy
descent of the hamiltonian kicker is very neat too. Indeed, the hamiltonian
kicker reaches a decent approximation of the ground state energy thousands
2This is also one of the reasons why we cannot compare DMRG and kicker strategy
through the number of steps, but only with computational time.
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Figure 4.8: Comparison of the energy descents of DMRG and hamiltonian
kicker for a large simulation
of seconds before the DRMG. You may notice that the very first kick of the
hamiltonian produces a state with the same energy and only with ensuing
kicks the energy begin to going down. This happens in other situations as
well; we suppose this is due to an “adjustment kick”, needed to bring the
first random vector to point in the right direction. Anyway, the important
part is that we believe that DMRG requires a computational time linear with
the size of the system to reach a good approximation ground state, while the
kicker strategy, and, in particular, the hamiltonian kicker, demands a lower
power of N .
In order to give some foundations to the above conjecture, we computed
the computational times require by the two algorithms to reach the 95%
of the true ground state energy with different lengths, both for D = 20
(figure 4.9) and for D = 50 (figure 4.10). The field strength is still h = 0.5:
the kicker strategy has a better performance over DMRG at critical field. For
the two bond link dimensions, we see a linear growth in the computational
time required by DMRG as the system size increases, as it was suggested by
the previous graphs. In the case of D = 20, the hamiltonian kicker is slower
until N = 60, but in D = 50 case it is always faster. Moreover, although
there is an augment in the computational time demanded by the kicker for
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Figure 4.9: The computational time needed to reach at least 95% of the
ground state energy plotted against an increasing number of site: 20, 40, 60,
80, 100, 120; for D = 20.
bigger systems, the rate is lower than linear.
4.5 Hybrid technique
The results of the previous section suggest the combined use of both kicker
strategy and DMRG: the former is initially very fast, but slow at the end;
the latter quickly finds the correct eigenvalue of the ground state, when it is
near to it. We expect that, feeding the DMRG with a state sufficiently close
to the ground state energy, we obtain a speedup for the algorithm and, if we
use the hamiltonian kicker to reach that state faster, a global speedup.
However, when we try this hybrid technique for N = 120, we obtain the
results shown in figures 4.11 and 4.12, for D = 20 and D = 50, respectively.
We do observe an improvement with respect to the kicker alone, but not with
respect to DMRG alone. At the moment when we switch algorithm, we do
not see a steep fall towards ground state, but a slow, regular descent as that
of DMRG alone, except that it is shrunk and shifted. The time difference
between switch and convergence to ground state is compatible to the time
required by DMRG alone to reach ground state. Mainly for this reason, we
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ground state energy plotted against an increasing number of site: 20, 40, 60,
80, 100, 120; for D = 20.
103
200 400 600 800 1,000 1,200
−38.5
−38
−37.5
−37
−36.5
Computational time (s)
E
ne
rg
y
E
1
=
〈H
〉 1
Ising, hybrid technique — N = 120, D = 20, h = 0.5
DMRG
hamiltonian
hybrid hamiltonian
hybrid DMRG
Figure 4.11: Energy descent of hybrid technique compared to hamiltonian
kicker alone and DMRG alone. We split the hamiltonian and DMRG part of
the hybrid algorithm to easily spot the point where the algorithm switch.
believe that DMRG must undergo the same process of matrix manipulation
for every site and it does not matter if the energy of the state is already
very low. This behaviour could be influenced, once again, by the iterative
eigensolver used: if the eigensolver encounters a matrix not in a suitable
form, it takes a lot of time to find its lower eigenvectors. Another, possible
explanation could be that the DMRG program expects the matrices of the
vector in a particular gauge, while the state fed do not possess such gauge.
Anyway, further research is demanded to understand if these difficulties can
be avoided and an efficient hybrid technique implemented.
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Figure 4.12: Energy descent of hybrid technique compared to hamiltonian
kicker alone and DMRG alone. We split the hamiltonian and DMRG part of
the hybrid algorithm to easily spot the point where the algorithm switch.
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Conclusions
To conclude this work we now want to summarize the most important steps
we went through and comment the results we obtained.
We started out this work by showing some of the results of quantum
information theory, in order to understand the full meaning of the area laws
for quantum entanglement in many-body systems. These area laws say that,
in ground states of local, gapped hamiltonians, the entropy of a subregion
does not follow the most probable behaviour: increasing with the size of the
subregion; on the contrary, the entropy grows proportional to the size of the
boundary of the subregion. In one dimension, this means that the entropy
is bounded by a constant for any size of the subregion, which leads to major
simplifications in the ground state. Now, we know that the ground state
resides in a very small class of states.
We went on reviewing the theory of Matrix Product States that represent
a parametrization of such class of states with area law. After their definition
and some examples, we explained their gauge properties and how they could
be derived from general terms. It results that every many-body state can
be written in MPS form, i.e. as the product of many matrices that compute
the coefficients of the state, but, usually, the size of the matrices diverges
exponentially with the system size. To obtain an area law state, it is necessary
to force a cutoff to the dimensions of the matrices, independent from the
number of particles.
Many more or less specific and technically involved operations followed;
these were all needed for the construction of the new algorithm presented in
this work. For a quick summary, they were: overlaps, expectation values,
transfer operators, sum and compressions, to deal with the increasing size of
matrices that derives from the sum.
Afterwards, we talked about the generalization of MPS to operators. This
formalism is very important because it preserves the MPS structure, so, we
decided to express every operator, like the hamiltonian, in this way.
Before continuing with the new algorithm, we stopped for a moment to
introduce the Density Matrix Renormalisation Group. It is an established
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method that search ground states variationally on the class of MPS and we
used it to compare its performance with that of our new procedure.
At this point, we presented the original contributions of this work: first
of all, the idea of a new process for ground state search, that consists in
repeatedly compute a new vector from an old one applying an operator, called
kicker, then minimize the energy in the bi-dimensional subspace spanned by
these two vectors and restart from the vector with the minimum energy. The
second contribution was the evaluation of the technical details concerning
the correct and efficient implementation of this new algorithm. After which
came the analysis of the computational complexity and, then, the extensive
theoretical study of some very important kickers and the test of the new
strategy for the Ising model.
About the kickers, we considered the hamiltonian, at first, and we found
out that it is very versatile, because it has a very small size, but the conver-
gence towards ground state is always asymptotic. Then, using the spectrum
decomposition, we explored the properties of two operators that define ap-
proximate ground state projectors and more efficiently suppress higher spec-
trum components. These are the imaginary time evolution kicker and the
Chebyshev kicker. They both need parameters that require knowledge of the
spectrum; this may be a problem sometimes, but it could be exploited with
many similar simulations, e.g. when the parameters change only slightly.
After the theoretical study of the kicker, we carried out numerical tests
with them. All the tests were performed with the Ising model, briefly pre-
sented before. We proved the correct implementation of the algorithm, com-
paring the ground states found by the hamiltonian kicker to the theoretical
values, varing the external field in the model. Then, we checked the perfor-
mance of imaginary time evolution kicker and Chebyshev kicker varying their
parameters, but we found out that their response is very problem specific.
The next step was to compare the hamiltonian kicker with DMRG and it was
clear that the hamiltonian kicker had an initial advantage over DMRG for
system with a lot of spins. In the end, we tried to combine kicker strategy
and DMRG with a hybrid technique, but we could not find any significant
advantage of this method, due probably to the interface between the two
programs used.
Finally, we want to answer the question on how this work could continue.
It surely seems important to investigate whether it is possible, and which
is the best method, to interface the kicker strategy with DMRG, in order
to take advantage of the great initial speed of the first. In case this could
not work, another useful course of action would be to explore whether, for
higher threshold than 95% of the ground state energy, there are systems
where the kicker strategy is faster than DMRG. In that case, we could argue
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that, for very big systems, the kicker strategy reaches a sufficiently accurate
approximation of the ground state before DMRG. There is also the need
to extend the test to other ranges of parameters not explored here and to
other kinds of models, like disordered-systems or with longer-than-nearest-
neighbour interactions.
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Appendix A
Singular Value Decomposition
The Singular Value Decomposition (SVD) is a very general factorization that
we borrow from linear algebra [63]. It states that every matrix M (real
or complex and even rectangular) is decomposable in other three matrices,
where the first and the last are isometries (U and V ) and the middle one is
diagonal (Σ):
M = UΣV †, mij =
∑
k
uikσkv
†
kj. (A.1)
The two following conditions are always guaranteed for U and V :
U †U = 1, V †V = 1. (A.2)
The columns of U contain the left singular vectors of M , while the columns
of V (not adjoint) contain the right singular vectors of M . The diagonal
elements of Σ are always real, non-negative and listed in decreasing order
and they are called singular values.
SVD comes in different forms (or conventions), depending on how the
matrix multiplications are respected. Suppose matrix M has dimensions
m× n:
• Full SVD : U is unitary with dimensions m×m and V is unitary with
dimensions n×n, so it is also true that UU † = 1 and V V † = 1. Matrix
Σ is rectangular m × n with only min(m,n) non-zero elements on the
diagonal.
• Reduced SVD : from the “full” form we observe that some rows or
columns of Σ are zero-vectors; it is possible to shrink Σ so that it as-
sumes a square shape with min(m,n) rows (or columns), thus reducing
the columns of U or the rows of V :
if m > n, UΣ =
(
U1 U2
)(Σ1
0
)
= U1Σ1, (A.3)
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Full Reduced Minimal
U m×m m×min(m,n) m× r
Λ m× n min(m,n)×min(m,n) r × r
V n× n min(m,n)× n r × n
Table A.1: dimensions of SVD matrices, generated from M of dimensions
m× n, in the different forms; r is the rank of M .
if m < n, ΣV =
(
Σ1 0
)(V1
V2
)
= Σ1V1. (A.4)
Then, if m > n, U will be just an isometry and V will be unitary,
viceversa whenm < n. The dimensions of U and V are easily deducible
and they are listed in table A.1.
• Minimal SVD : pushing further this process, there might be some sin-
gular values equal to zero. Suppose that at least one singular value is
zero and let r < min(m,n) be the number of non-zero singular values,
then we can shrink again the matrices. U and V will only be isometries
and never unitaries, with dimensions m × r and r × n respectively; Σ
is r × r diagonal.
To understand what is the meaning of SVD consider the reduced form.
Let p = min(m,n), the columns of U and V contain the p right and left
singular vectors (respectively):
U =
(
u1,u2, . . . ,up
)
V =
(
v1,v2, . . . ,vp
)
(A.5)
and we have Σ = diag (σ1, σ2, . . . , σp), with σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0. It is
easy to prove the following relations:
Mvi = σiui, M
†ui = σivi. (A.6)
The number of non-zero singular values r is also the rank of the matrix:
rank (M) = r ≤ p. From (A.6) we can expand matrix M as a sum of
simpler matrices coming from the outer product of two corresponding singular
vectors, weighted with the singular values:
M =
r∑
k=1
σkukv
†
k. (A.7)
From M we can extract a group of matrices with rank r′ less than r:
Mr′ =
r′∑
k=1
σkukv
†
k, r
′ ≤ r. (A.8)
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Note that SVD coincides with eigenvalue decomposition only when matrix
M is positive. IfM is just hermitian then the singular values are the absolute
value of the eigenvalues; for SVD the sign is incorporated in one of the
corresponding singular vectors. The eigenvalue decomposition requires that
the unitary matrices are one the adjoint of the other; on the other hand the
singular values of SVD must always be non-negative.
A remarkable theorem confirms the importance of SVD even when ap-
proximations are involved. Suppose we want to reproduce as closely as possi-
ble matrix M of rank r with matrix Mr′ of rank r′ ≤ r. The nearest matrix,
in the Frobenius distance, is obtained retaining the r′ greatest singular val-
ues of M and the corresponding singular vectors. The Frobenius distance is
induced by the Frobenius norm:
‖M‖2F =
∑
i,j
|mij|2 . (A.9)
Theorem A.1 (Eckart-Young low-rank approximation). Let M be a matrix
of rank r. The nearest matrix to M in the Frobenius distance that has rank
r′ ≤ r is given by Mr′:
min
rank(N)≤r′
‖M −N‖F = ‖M −Mr′‖F =
√√√√ r∑
k=r′+1
σ2k. (A.10)
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