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Abstract
We introduce the concept of hypomonotone point-to-set operators in Banach spaces, with respect to a reg-
ularizing function. This notion coincides with the one given by Rockafellar and Wets in Hilbertian spaces,
when the regularizing function is the square of the norm. We study the associated proximal mapping, which
leads to a hybrid proximal–extragradient and proximal–projection methods for nonmonotone operators in
reflexive Banach spaces. These methods allow for inexact solution of the proximal subproblems with rela-
tive error criteria. We then consider the notion of local hypomonotonicity and propose localized versions of
the algorithms, which are locally convergent.
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We deal in this paper with methods for finding zeroes of point-to-set operators in Banach
spaces, i.e., for solving the problem:
Find x ∈ B such that 0 ∈ T (x),
where T :B → P(B∗) denotes an operator from a reflexive real Banach space B to parts of its
topological dual B∗.
The proximal point algorithm, whose origins can be traced back to [17], attained its celebrated
formulation in the work of Rockafellar [21], and is a relevant tool for solving this problem. In
a Hilbert space H , the algorithm generates a sequence {xk} ⊂ H , starting from some x0 ∈ H ,
through the iteration
xk+1 = (I + γkT )−1
(
xk
)
, (1)
where {γk} is a sequence of positive real numbers bounded away from zero. It has been proved
in [21] that for a maximal monotone T , the sequence {xk} is weakly convergent to a zero of T
when T has zeroes, and is unbounded otherwise. Such weak convergence is global, i.e., the result
just announced holds, in fact, for any x0 ∈ H .
The situation becomes considerably more complicated when T fails to be monotone. A survey
of results on convergence of the proximal algorithm without monotonicity up to 1997 can be
found in [15]. A new approach to the subject was taken in [19], which deals with a class of
nonmonotone operators that, when restricted to a neighborhood of the solution set, are not far
from being monotone. More precisely, it is assumed that, for some ρ > 0, the mapping T −1 +
ρI (which is the inverse of the Yosida regularization of T ), is monotone when restricted to
a neighborhood of Sˆ × {0}, where Sˆ is a nonempty connected component of the solution set
S = T −1(0). When this happens, T −1 is said to be ρ-hypomonotone in such neighborhood, and
the main convergence result of [19] states that a “localized” version of (1) generates a sequence
that converges to a point in Sˆ, provided x0 is close enough to Sˆ and infγk > 2ρ. The approach
in [19] was further developed in [14], where inexact versions of the algorithm are presented,
allowing for constant relative errors, in the line of the hybrid proximal algorithms of [23,24].
In the more general context of Banach spaces, an appropriate extension of (1) can be achieved
(see, e.g., [4,6]), by replacing the identity operator by the Gâteaux derivative of a strictly convex
G-differentiable function f :B → R, i.e.,
xk+1 = [(γkT + f ′)−1 ◦ f ′](xk). (2)
It has been proved in [4] that if T is maximal monotone and has zeroes then {xk} is bounded
and its weak accumulation points are zeros of T , provided that f satisfies some technical as-
sumptions (see such assumptions in Section 2). In the finite-dimensional setting, this version of
the proximal point method has been developed with penalization purposes: if f ′ diverges at the
boundary of a closed and convex set C, then the algorithm can be used for solving the variational
inequality problem with feasible set C, while keeping the subproblems unconstrained; see, e.g.,
[9–11]. In the case of Banach spaces, the use of regularization functions is essential, even in the
unconstrained case. From now on, we will be concerned only with the Banach space setting.
Inexact versions of the algorithm (2), also in the spirit of hybrid proximal methods, have been
studied in [13], establishing global convergence properties similar to those proved for the exact
method. These results hold in principle for maximal monotone operators.
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cated. This case, as far as the proximal method is concerned, has not been treated in the literature.
We describe next the two works we know about which deal with hypomonotone operators in
Banach spaces. We mention first that in Hilbert spaces monotonicity of T −1 + ρI is equivalent
to
〈x − y,u − v〉−ρ‖x − y‖2 (3)
for all x, y ∈ B and all u ∈ T (x), v ∈ T (y). In [3], the authors define ρ-hypomonotonicity of an
operator T :B → P(B∗) in a Banach space B by means of (3) (which is, in fact, the definition
given in [22] for operators in finite-dimensional spaces), and proceed to study those functions
such that an -localization of their subdifferential is hypomonotone, with the definition above.
In [1], a more restrictive definition of hypomonotone operator is given. T is said to be
ρ-hypomonotone if
〈x − y,u − v〉−ρ(‖x‖ − ‖y‖)2, (4)
for all x, y ∈ B and all u ∈ T (x), v ∈ T (y). This notion is then used for developing some non-
proximal methods for solving variational inequalities with so defined hypomonotone operators.
The first objective of this work is the introduction of a notion of hypomonotonicity of an op-
erator in a Banach space more general than those given by (3) or (4). Namely, we will define
hypomonotonicity with respect to a regularizing function f :B → R. This notion will coincide
with the one given by (3) for f (x) = (1/2)‖x‖2. The additional flexibility will be quite welcome
when dealing with proximal methods. The square of the norm, which is a natural regularization
function in a Hilbert space, enjoys no special property in a Banach space. As discussed, e.g.,
in [13], when B = p or B = Lp(Ω), the computations required by the proximal method be-
come much easier when we take f (x) = ‖x‖pp rather than f (x) = ‖x‖2p . In fact, we will first
introduce an appropriate Yosida regularization of T with parameter ρ related to the regulariza-
tion function f (see Section 3), and then T −1 will be said to be ρ-hypomonotone with respect
to f∗, the convex conjugate of f , when this Yosida regularization turns out to be monotone.
Application of the proximal algorithms, as given in [4,13], to this Yosida regularization, leads
to proximal-like algorithm for hypomonotone operators, with both exact and inexact versions
(see Section 4). Our error criteria allow for constant relative errors, and its convergence properties
are similar to those which hold for monotone case.
The analysis above refers to operators which satisfy the hypomonotonicity property in the
whole space B . Such a behavior is not generic at all, but on the other hand most operators are
ρ-hypomonotone (for some adequate ρ) in a generic sense, i.e., excepting in some “small” subset
of their domains.
This fact leads us to study, in Section 5, the notion of local hypomonotonicy of T , meaning
hypomonotonicity of the restriction of the graph of T to some subset. By so doing, we extend the
approach taken in [14] for Hilbert spaces. Finally, we propose localized versions of the algorithm,
which preserve the convergence properties in a neighborhood of Sc ×{0}, where Sc is a nonempty
connected component of the solution set S = T −1(0), provided that the initial iterate x0 is close
enough to Sc, and that T −1 is locally hypomonotone in such a neighborhood.
We remark that the proximal point method, both in finite or infinite-dimensional settings, is
not indeed an implementable algorithm, but rather a conceptual scheme: it replaces a possibly ill-
conditioned or hard problem by a sequence of better conditioned or easier subproblems. As such,
all considerations regarding computational implementation must be transfered to the analysis of
the specific method to be used for the solution of the subproblems, which lies outside our focus
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convergence analysis of other methods. The prototypical example is the case of the augmented
Lagrangian method for constrained convex optimization, which can be reduced to an instance of
the proximal point method applied to the dual problem. This was done already as early as in [20].
Augmented Lagrangian methods for convex optimization in Banach spaces have been developed
in [7] (this corresponds to the case of monotone, rather than hypomonotone operators). Similar
multiplier methods for hypomonotone operators in Hilbert spaces have been developed from
proximal point methods in [14]. These methods can be extended to Banach spaces, in terms of
the algorithms presented in this paper; such an extension is left for future research.
Concerning the extension of the method in [14] to Banach spaces, we remark that variational
inequality problems can be put in the format of finding zeroes of operators. We remind that the
variational inequality problem VIP(T ,C), where T is as above and C is a closed and convex
subset of the Banach space B , consists of finding x∗ ∈ C such that 〈u∗, y − x∗〉  0 for some
u∗ ∈ T (x∗) and all y ∈ C. This problem is equivalent to finding zeroes of the operator T + NC
where NC is the normal operator, or normal cone, of C. It is well known that variational in-
equality problems in functional spaces frequently require non-Hilbertian settings in order to have
solutions (e.g., they may have solutions in Lp for some p other than 2). Also, most variational
inequalities of interest in the applications deal with nonmonotone operators. Thus, the issue of
finding zeroes of nonmonotone operators in Banach spaces is relevant; see [16] for the applica-
tions of variational inequalities in several areas of physics, etc.
2. Preliminaries
From now on, T :B → P(B∗) denotes an operator from a reflexive real Banach space B to
parts of its topological dual B∗. The duality pairing in B × B∗ is represented by 〈·,·〉, meaning
that for any pair (x, x∗) ∈ B × B∗, 〈x, x∗〉 = x∗(x). Moreover, by reflexivity, we identify B
with its bidual B∗∗ through the canonical inclusion J :B → B∗∗, defined at each x ∈ B by
〈J(x), v〉 = v(x), ∀v ∈ B∗. The norm of B is denoted by ‖ · ‖ and the norm of B∗, by ‖ · ‖∗.
Convergence in the strong (respectively weak, weak*) topology of a sequence will be indicated
by s→ (respectively w⇀, w
∗
⇀). We remind that T is monotone if
〈x − y,u − v〉 0, (5)
for all x, y ∈ B , all u ∈ T (x) and all v ∈ T (y). The domain of T is the set D(T ) = {x ∈ B |
T (x) = ∅} and the graph of T is the set
G(T ) = {(x, x∗) ∈ B × B∗ ∣∣ x∗ ∈ T (x)}.
A monotone operator T :B → P(B∗) is maximal monotone if its graph is not properly included
in the graph of any other monotone operator. In this case G(T ) is demiclosed (see, e.g., [18,
p. 105]), i.e.,
(
xk, vk
) ∈ G(T ); xk w⇀ x, vk s→ v (or xk s→ x, vk w∗⇀ v) ⇒ (x, v) ∈ G(T ). (6)
For regularization purposes, we will use a strictly convex and Gâteaux differentiable function
f :B → R, with Gâteaux derivative denoted by f ′, and such that f ′∗ is continuous at 0 and
f ′∗(0) = 0. We will denote the family of functions satisfying these properties as F (or FB , when
it is necessary to identify the Banach space). We remind that the Fenchel (or convex) conjugate
of f is the function defined by f∗(v) = supx{〈x, v〉 − f (x)}, at any v ∈ B∗.
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Df (x, y) = f (x) − f (y)−
〈
x − y,f ′(y)〉, (7)
and the modulus of total convexity νf :B × R+ → R, is defined as
νf (x, t) = inf
{
Df (y, x)
∣∣ y ∈ B; ‖y − x‖ = t}. (8)
The function f is said to be totally convex if
νf (x, t) > 0 (9)
for all x ∈ B and all t > 0. Total convexity first appeared (albeit under a different name), on [5,
p. 25] and it ensures the existence of the Bregman projection over a nonempty closed and convex
set C [8]:
Π
f
C (x) = arg min
y∈C Df (y, x).
Uniqueness of the projection follows from strict convexity of f , which, in turn, follows from
total convexity, since the domain f is the whole space B . Total convexity of f is implied by the
stronger assumption (H2) below. Our convergence results require some of the following assump-
tions on f :
(H1) The level sets of Df (x, ·) are bounded for all x ∈ B .
(H2) infx∈Cνf (x, t) > 0, for all bounded set C ⊂ B and all t ∈ R++.
(H3) f ′ is uniformly continuous on bounded subsets of B .
(H4) f ′ is onto.
Observe that if f ∈ F is a function satisfying (H4), then the inverse operator of its subdif-
ferential, (∂f )−1, has full domain, hence it is locally bounded (in fact, it is single valued). In
particular f , which is strictly convex, is Legendre and f∗ is Legendre too (see [2]), implying
that f∗ is strictly convex. Moreover, f∗ belongs to FB∗ (provided that f ′ is continuous at 0),
(f ′)−1 = f ′∗, f∗ satisfies (H4), and
Df (x, y) = Df∗
(
f ′(y), f ′(x)
) (10)
for any x, y ∈ B .
Since our analysis requires regularizing functions enjoying some or all properties (H1)–(H4)
above, it is important to establish that such functions are available in a large class of Banach
spaces. In fact, it has been proved in [13, Proposition 2] that f (x) = 1/r‖x‖r belongs to F
and satisfies (H1)–(H4), in any uniformly convex and uniformly smooth Banach space for all
r > 1. In such a case, f∗ = 1/s‖ · ‖s∗, defined over B∗, where 1/s + 1/r = 1, belongs to FB∗ and
satisfies (H1)–(H4) too.
We will need also the following identities which hold for any x, y,w, z ∈ B:
Df (w,x)− Df (w,y) = Df (y, x) +
〈
y −w,f ′(x) − f ′(y)〉, (11)
and
Df (w,x)− Df (w,y) = Df (z, x) −Df (z, y) +
〈
w − z, f ′(y) − f ′(x)〉, (12)
known as the three-point (see [10]) and four-point (see [24]) properties, respectively.
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Consider an operator T :B → P(B∗) and a regularizing function f :B → R, belonging to F ,
with conjugate f∗ :B∗ → R and satisfying (H4).
Definition 1. T is ρ-hypomonotone with respect to f , or (f,ρ)-hypomonotone, if
〈x − y,u − v〉−ρ[Df (x, y) +Df (x, y)], ∀(x,u), (y, v) ∈ G(T ).
An (f,ρ)-hypomonotone operator is maximal if its graph is not properly contained in the graph
any (f,ρ)-hypomonotone operator.
The identification of B with its bidual B∗∗ easily entails that T −1 is (f ∗, ρ)-hypomonotone
if
〈x − y,u − v〉−ρ[Df∗(u, v)+Df∗(v,u)], ∀(x,u), (y, v) ∈ G(T ). (13)
Note that in Definition 1 the coefficient ρ could be absorbed into f , through replacement
of f by ρf . However, we prefer to keep both ρ and f in our notation, because they play rather
different roles: the appropriate f depends basically on the space B (e.g., ‖ · ‖pp in Lp or p),
while the right choice of ρ depends strongly on the operator T .
Definition 2 (Yosida regularization of T ). The Yosida regularization of T , with respect to a
function f ∈F and a parameter ρ > 0, is the operator Tρ :B →P(B∗) defined by
Tρ =
[
T −1 + ρf ′∗
]−1
. (14)
Lemma 1. If f belong to F , then it holds that
0 ∈ Tρ(x) ⇔ x ∈ T −1(0)
for any ρ > 0. Moreover,
(i) T −1 is (f∗, ρ)-hypomonotone if and only if Tρ is monotone;
(ii) T −1 is maximal (f∗, ρ)-hypomonotone if and only if Tρ is maximal monotone.
Proof. Since f ′∗(0) = 0, we have that
0 ∈ Tρ(x) ⇔ x ∈ T −1ρ (0) = T −1(0) + ρf ′∗(0) = T −1(0).
Concerning monotonicity, observe that Tρ is monotone if and only if
〈x − y,u − v〉 0, ∀x ∈ T −1ρ (u) and y ∈ T −1ρ (v).
Since T −1ρ (u) = T −1(u)+ρf ′∗(u) and T −1ρ (v) = T −1(v)+ρf ′∗(v), monotonicity of Tρ is equiv-
alent to〈(
x − ρf ′∗(u)
)− (y − ρf ′∗(v))+ ρ(f ′∗(u) − f ′∗(v)), u − v〉 0
for all x ∈ T −1ρ (u), y ∈ T −1ρ (v), which is, in turn, equivalent to〈(
x − ρf ′∗(u)
)− (y − ρf ′∗(v)), u− v〉−ρ〈f ′∗(u)− f ′∗(v), u − v〉
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x ∈ T −1ρ (u) ⇔ xˆ = x − ρf ′∗(u) ∈ T −1(u),
and
y ∈ T −1ρ (v) ⇔ yˆ = y − ρf ′∗(v) ∈ T −1(v).
Thus, monotonicity of Tρ can also be written as
〈xˆ − yˆ, u − v〉−ρ〈f ′∗(u) − f ′∗(v), u − v〉
for all xˆ ∈ T −1(u) and yˆ ∈ T −1(v), which, in turn, is equivalent to
〈xˆ − yˆ, u − v〉−ρ[Df∗(u, v) +Df∗(v,u)]
for all u ∈ T (xˆ) and v ∈ T (yˆ), which is just (f∗, ρ)-hypomonotonicity of T −1. We have
proved (i).
Concerning maximality, i.e., item (ii), assume that T −1 is maximal (f∗, ρ)-hypomonotone
and let M :B →P(B∗) be a monotone operator satisfying Tρ(x) ⊂ M(x) for all x ∈ D(Tρ) (i.e.,
Tρ ⊂ M). Then,[
T −1 + ρf ′∗
]
(y) ⊂ M−1(y)
for all y ∈ D(T −1ρ ) = D(T −1). Thus, T −1(y) ⊂ [M−1 −ρf ′∗](y) for all y ∈ D(T −1) and T (x) ⊂
[M−1 − ρf ′∗]−1(x) for all x ∈ D(T ), i.e., T ⊂ Tˆ and T −1 ⊂ Tˆ −1, where Tˆ = [M−1 − ρf ′∗]−1.
Note that Tˆρ = M is monotone by hypothesis then, item (i) ensures (f∗, ρ)-hypomonotonicity
of Tˆ −1. Since T −1 is maximal (f∗, ρ) hypomonotone, T −1 = Tˆ −1. That is to say, T −1 + ρf ′∗ =
M−1, which, in turn, implies that Tρ = M , as required. The converse statement is proved with a
similar argument. 
Observe now that for a given x ∈ B and a parameter γ > 0, the proximal subproblem applied
to Tρ can be described as
0 ∈ γ Tρ(y)+ f ′(y)− f ′(x) ⇔ y ∈ [γ Tρ + f ′]−1
(
f ′(x)
)
.
Thus, it seems appropriate to define the resolvent as follows:
Definition 3. Given an operator T :B → P(B∗) and a parameter γ > 0, the resolvent of T with
respect to a regularization function f is the operator RT,γ :B →P(B) defined by
RT,γ = [γ T + f ′]−1 ◦ f ′. (15)
The following step consists of finding the resolvent of the Yosida regularization of the opera-
tor T , because Tρ enjoys all the properties required for convergence of the proximal method.
Lemma 2. For any x ∈ B and γ > 0, the following statements are equivalent:
(i) y ∈ RTρ,γ (x);
(ii) y ∈ T −1ρ (γ−1[f ′(x) − f ′(y)]);
(iii) u ∈ Tρ(y) and γ u+ f ′(y) − f ′(x) = 0;
(iv) u ∈ T (z), γ u+ f ′[z + ρf ′∗(u)] − f ′(x) = 0 and y = z + ρf ′∗(u).
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y ∈ RTρ,γ (x) =
[
(γ Tρ + f ′)−1 ◦ f ′
]
(x)
⇔ f ′(x) ∈ [γ Tρ + f ′](y) = γ Tρ(y) + f ′(y)
⇔ γ−1[f ′(x) − f ′(y)] ∈ Tρ(y)
⇔ y ∈ T −1ρ
(
γ−1
[
f ′(x) − f ′(y)]).
Let u = γ−1[f ′(x)− f ′(y)]. Note that the inclusion above is the same as
y ∈ T −1ρ (u), u = γ−1
[
f ′(x)− f ′(y)] ⇔ u ∈ Tρ(y) and γ u+ f ′(y) − f ′(x) = 0.
Apply now the definition (14) of Tρ , and get
y ∈ T −1(u) + ρf ′∗(u), γ u+ f ′(y)− f ′(x) = 0
⇔ y − ρf ′∗(u) ∈ T −1(u), γ u+ f ′(y) − f ′(x) = 0
⇔ u ∈ T [y − ρf ′∗(u)], γ u+ f ′(y)− f ′(x) = 0.
Taking z = y − ρf ′∗(u), the last inclusion and equation above can be written as
u ∈ T (z), γ u+ f ′[z + ρf ′∗(u)]− f ′(x) = 0 and y = z + ρf ′∗(u). 
The result of Lemma 2 allows us to define a proximal-like method for f -hypomonotone op-
erators. Let {γk} be a sequence of real numbers satisfying γk  γ > 0.
Exact proximal–extragradient method.
1. Given xk , find (zk, vk) ∈ B ×B∗ satisfying
vk ∈ T (zk) and γkvk + f ′(zk + ρf ′∗(vk))− f ′(xk)= 0. (16)
2. Define xk+1 by
xk+1 = zk + ρf ′∗
(
vk
)
. (17)
Proposition 1. Let T −1 be a maximal (f∗, ρ)-hypomonotone operator, where ρ > 0 and f be-
longs to F and satisfies (H4). Consider a sequence of regularization parameters {γk} such that
γk  γ > 0. Then
(i) the exact proximal–extragradient method given by (16) and (17) is well defined;
(ii) if T has zeros and f also satisfies (H1)–(H3), then the generated sequence {xk} is bounded
and all its weak accumulation points are zeroes of T ;
(iii) if either T has a unique zero or f ′ is sequentially weak-to-weak∗ continuous, then the whole
sequence converges weakly to a zero of T .
Proof. Observe that, in view of Lemma 2, xk+1 belongs to RTρ,γk (xk). Thus, {xk} is the sequence
generated by the proximal point method given by (2) applied to the operator Tρ . By Lemma 1,
Tρ is maximal monotone, by (f∗, ρ)-hypomonotonicity of T −1, and has zeroes if and only if T
does. The results then follow from the convergence properties of the proximal point method for
finding zeroes of maximal monotone operators in Banach spaces (see, e.g., [13, Theorem 2]). 
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In this section we provide versions of the method that allow for approximate solutions of
Eq. (16). We start with a hybrid proximal–extragradient algorithm. The error criteria admit con-
stant relative errors, like in [23,24]. Let {γk} and {ρk} be sequences of real numbers satisfying
γk  γ and ρk  ρ, for all k  0 and some γ > 0, ρ > 0. The methods also need an exogenous
constant σ ∈ [0,1) (the relative error constant).
4.1. Proximal–extragradient method
Algorithm 1.
1. Given xk , find (zk, vk) ∈ B × B∗ satisfying
vk ∈ T (zk), γkvk + f ′(zk + ρkf ′∗(vk))− f ′(xk)= ek (18)
and
Df
(
zk + ρkf ′∗
(
vk
)
, f ′∗
[
f ′
(
xk
)− γkvk]) σDf (zk + ρkf ′∗(vk), xk). (19)
2. Define xk+1 by
xk+1 = f ′∗
[
f ′
(
xk
)− γkvk]. (20)
It is easy to check that for σ = 0, in which case both ek and the left-hand side of (19) vanish,
we recover the exact method given by (16) and (17). The method is inexact because zk +ρkf ′∗(vk)
needs not to be equal to f ′∗[f ′(xk) − γkvk] (indeed, ek is the error in the solution of the proxi-
mal equation); it is enough to request that the Bregman distance between these two points does
not exceed a σ -fraction of the Bregman distance between zk + ρkf ′∗(vk) and the previous iter-
ate xk . In (20), the direction vk , belonging to T (zk), is used to move away from f ′(xk), in an
extragradient fashion (adapted to the geometry of Banach spaces through the use of the auxiliary
function f ), and xk+1 is obtained by solving the equation f ′(x) = f ′(xk)− γkvk .
We proceed now to the convergence analysis of this algorithm.
Proposition 2. Assume that T −1 is a maximal (f∗, ρ)-hypomonotone operator and that f ∈ F
satisfies (H4). Then
(i) the algorithm described by (18)–(20) is well defined, i.e., the requested zk , vk and xk+1
always exist;
(ii) for any x¯ ∈ T −1(0) it holds that
Df
(
x¯, xk+1
)− Df (x¯, xk)= (σ − 1)Df (zk + ρkf ′∗(vk), xk)
+ (ρ − ρk)γk
[
Df∗
(
0, vk
)+ Df∗(vk,0)] (21)
for all k  0.
Proof. Note that the exact solution of the hypomonotone subproblem (i.e., the solution of (18)
corresponding to ek = 0), exists, because it is the solution of (16), which has solutions by Propo-
sition 1, in view of the maximal (f∗, ρ)-hypomonotonicity of T −1. Note also that when ek = 0
442 R. Gárciga Otero, A.N. Iusem / J. Math. Anal. Appl. 330 (2007) 433–450the left-hand side of (19) vanishes, so that the exact solution satisfies the error criterion, estab-
lishing (i). For (ii), let x¯ ∈ T −1(0), yk = zk + ρkf ′∗(vk), and apply the four-point equality (12) to
get
Df
(
x¯, xk+1
)−Df (x¯, xk)
= Df
(
yk, xk+1
)−Df (yk, xk)+ 〈x¯ − yk, f ′(xk)− f ′(xk+1)〉
= Df
(
yk, xk+1
)−Df (yk, xk)+ 〈x¯ − zk − ρkf ′∗(vk), γkvk 〉
 (σ − 1)Df
(
yk, xk
)+ γk 〈x¯ − zk, vk 〉− γkρk 〈f ′∗(vk), vk 〉
 (σ − 1)Df
(
yk, xk
)+ γkρ[Df∗(0, vk)+ Df∗(vk,0)]− γkρk 〈f ′∗(vk), vk 〉
= (σ − 1)Df
(
yk, xk
)+ (ρ − ρk)γk[Df∗(0, vk)+Df∗(vk,0)],
where the first inequality follows from the definition of xk+1, in (20) and (19), and the second
inequality is the (f∗, ρ)-hypomonotonicity property of T −1 for the pairs (x¯,0) and (zk, vk), both
of which belong to the graph of T . 
Our main convergence result for the inexact proximal–extragradient method follows.
Theorem 1. Assume that T −1 is a maximal (f∗, ρ)-hypomonotone operator where f ∈F satis-
fies (H1)–(H4). Take a constant σ ∈ [0,1), and exogenous sequences {γk}, {ρk}, satisfying γk  γ
for some γ > 0, and ρ¯  ρk  ρ for some ρ¯. Let {xk} be the sequence generated by (18)–(20). If
T has zeros then {xk} is bounded and all its weak accumulation points are zeroes of T .
Proof. Let x¯ be any zero of T . Define yk = zk + ρkf ′∗(vk). Since σ ∈ [0,1), γk > 0 and ρk  ρ,
Proposition 2 gives
Df
(
x¯, xk+1
)−Df (x¯, xk) 0.
Then, {Df (x¯, xk)} is a nonnegative and nonincreasing sequence, hence convergent, and {xk} is
bounded, because {xk} ⊂ {x | Df (x¯, x)  Df (x¯, x0)}, which is bounded by assumption (H1)
on f . Moreover,
n∑
k=0
(
(ρk − ρ)γk
[
Df∗
(
0, vk
)+Df∗(vk,0)]+ (1 − σ)Df (yk, xk))
= Df
(
x¯, x0
)−Df (x¯, xn+1).
It follows that
∞∑
k=0
(ρk − ρ)
[
Df∗
(
0, vk
)+Df∗(vk,0)]< +∞ and
∞∑
k=0
(1 − σ)Df
(
yk, xk
)
< +∞.
In particular, limk→∞ Df (yk, xk) = 0. Thus, yk − xk s→ 0, because f is uniformly convex on
bounded sets by (H2). In view of (19), (20), we also have Df (yk, xk+1) σDf (yk, xk). Thus,
limk→∞ Df (yk, xk+1) = 0 and yk − xk+1 s→ 0, so that xk − xk+1 s→ 0. Equation (20) also gives
γkv
k = f ′(xk)−f ′(xk+1). Since f ′ is uniformly continuous on bounded sets by (H3), we obtain
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k s→ 0, which, in turn, implies vk s→ 0, because γk  γ > 0 for all k. Taking into account that
yk = zk + ρkf ′∗(vk), f ′∗ is continuous at zero and ρk  ρ¯, it follows that yk − zk s→ 0. Then, the
bounded sequences {xk}, {zk} and {yk} have the same weak accumulation points. Observe now
that vk ∈ T (zk) is equivalent to
zk ∈ T −1(vk) ⇔ zk + ρf ′∗(vk) ∈ [T −1 + ρf ′∗](vk)
⇔ vk ∈ [T −1 + ρf ′∗]−1(zk + ρf ′∗(vk)).
In view of (14), this is also equivalent to
vk ∈ Tρ
(
zk + ρf ′∗
(
vk
))= Tρ(yk + (ρ − ρk)f ′∗(vk))= Tρ(y˜k),
where y˜k = yk + (ρ − ρk)f ′∗(vk). It follows that y˜k − yk s→ 0, so that the bounded sequences
{xk} and {y˜k} also share the same weak accumulation points. Let x∞ be a weak accumulation
point of {xk}. By demiclosedness of the graph of the maximal monotone operator Tρ (see (6)),
we get 0 ∈ Tρ(x∞), which implies 0 ∈ T (x∞), in view of Lemma 1. 
4.2. Proximal–projection method
In the following algorithm, the extragradient step (20) is replaced by a Bregman projection
onto a hyperplane separating the current iterate from the set of zeroes of T . As in the case of
proximal–extragradient method, ek is the error in the solution of the proximal equation, and σ
is the maximal relative error admitted. The approximate solution zk , together with the vector
vk ∈ T (zk), allow us to construct the hyperplane Hk with the announced separating property, and
the next iterate is the Bregman projection of the current one onto Hk . The algorithm requires a
constant σ ∈ [0,1) (relative error constant), and exogenous sequences {γk} and {ρk} satisfying
γk  γ and ρ¯  ρk  ρ, for all k  0 and some ρ¯, γ > 0. It is formally defined as follows.
Algorithm 2.
1. Given xk , find (zk, vk) ∈ B × B∗ satisfying
vk ∈ T (zk), γkvk + f ′(zk + ρkf ′∗(vk))− f ′(xk)= ek (22)
and 〈
zk + ρkf ′∗
(
vk
)− xk, ek 〉 σDf (zk + ρkf ′∗(vk), xk). (23)
2. Define xk+1 as
xk+1 = ΠfHk
(
xk
)= arg min
x∈Hk
Df
(
x, xk
)
, (24)
where
Hk =
{
x ∈ B ∣∣ 〈x − [zk + ρkf ′∗(vk)], vk 〉 0}. (25)
We proceed now to the convergence analysis of this algorithm.
Proposition 3. Assume that T −1 is a maximal (f∗, ρ)-hypomonotone operator, where f ∈ F
satisfies (H4) and is totally convex (see (8), (9)). Consider σ ∈ [0,1), and {ρk}, {γk} as in the
statement of the method. Then
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(a) for any k the proximal-like subproblem (22) has a solution satisfying (23);
(b) Hk = ∅, and therefore the Bregman projection onto Hk (24) exists;
(c) T −1(0) ⊂ Hk ;
(d) if xk = zk + ρkf ′∗(vk) then xk belongs to H+k , where
H+k =
{
x ∈ B ∣∣ 〈x − [zk + ρkf ′∗(vk)], vk 〉> 0};
(ii) for any k  0,
Df
(
xk+1, xk
)−Df (xk+1, zk + ρkf ′∗(vk)) (1 − σ)Df (zk + ρkf ′∗(vk), xk)
+ 〈xk+1 − xk, ek 〉; (26)
(iii) if x¯ ∈ T −1(0) then
(a) the sequence {Df (x¯, xk)} is nonincreasing and convergent;
(b) ∑+∞k=0 Df (xk+1, xk) is convergent.
Proof. The proof of item (i)(a) is similar to the proof of Proposition 2. For proving (i)(b), observe
that zk + ρkf ′∗(vk) belongs to Hk . For proving (i)(c), take x¯ ∈ T −1(0). Then〈
x¯ − [zk + ρkf ′∗(vk)], vk 〉= 〈x¯ − zk, vk 〉− ρk 〈f ′∗(vk), vk 〉
 ρ
[
Df∗
(
0, vk
)+ Df∗(vk,0)]− ρk 〈f ′∗(vk), vk 〉
= (ρ − ρk)
[
Df∗
(
0, vk
)+ Df∗(vk,0)] 0,
where the first inequality follows from the (f∗, ρ)-hypomonotonicity of T −1 and the second one
from the fact that ρk  ρ.
Item (i)(d) is a consequence of the error criterion given in (23): defining yk = zk + ρkf ′∗(vk),
we get, in view of (22),
γk
〈
xk − [zk + ρkf ′∗(vk)], vk 〉= 〈xk − yk, f ′(xk)− f ′(yk)+ ek 〉
= [Df (xk, yk)+Df (yk, xk)]− 〈yk − xk, ek 〉

[
Df
(
xk, yk
)+Df (yk, xk)]− σDf (yk, xk)
= (1 − σ)Df
(
yk, xk
)+Df (xk, yk).
Hence 〈xk − [zk + ρkf ′∗(vk)], vk〉 > 0, unless yk = xk .
For proving (ii), apply the three point equality (11) and get
Df
(
xk+1, xk
)− Df (xk+1, yk)= Df (yk, xk)+ 〈yk − xk+1, f ′(xk)− f ′(yk)〉
= Df
(
yk, xk
)+ 〈yk − xk+1, γkvk 〉− 〈yk − xk+1, ek 〉
= Df
(
yk, xk
)− 〈yk − xk, ek 〉− 〈xk − xk+1, ek 〉
 (1 − σ)Df
(
yk, xk
)+ 〈xk+1 − xk, ek 〉.
Finally, in order to prove (iii), take x¯ ∈ T −1(0). Note that x¯ ∈ Hk by (i)(c), and so, since
xk+1 is a solution of the optimization problem given in (24), it satisfies the first order optimality
conditions, namely〈
xk+1 − x¯, f ′(xk)− f ′(xk+1)〉 0. (27)
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Df
(
x¯, xk
)−Df (x¯, xk+1)= Df (xk+1, xk)+ 〈xk+1 − x¯, f ′(xk)− f ′(xk+1)〉
Df
(
xk+1, xk
)
.
Thus, {Df (x¯, xk)} is nonincreasing and bounded, hence convergent. Moreover,
n∑
k=0
Df
(
xk+1, xk
)

n∑
k=0
[
Df
(
x¯, xk
)−Df (x¯, xk+1)]= Df (x¯, x0)−Df (x¯, xn+1),
which ensures convergence of
∑∞
k=0 Df (xk+1, xk). 
The following theorem contains our main result concerning the proximal–projection algo-
rithm.
Theorem 2. Assume that T −1 is a maximal (f∗, ρ)-hypomonotone operator, where f belongs
to F and satisfies (H1)–(H4). Consider {γk}, {ρk} and σ as in the statement of the method. Let
{xk} be the sequence generated by (22)–(24). Then
(i) if T has zeros then {xk} is bounded;
(ii) if additionally ek s→ 0, then all weak accumulation points of {xk} are zeroes of T .
Proof. Let x¯ be a zero of T . Define yk = zk + ρkf ′∗(vk). From Proposition 3(iii), we get that
{xk} is bounded, establishing (i). We also get that xk+1 − xk s→ 0. Moreover, Proposition 3(ii)
ensures that
Df
(
xk+1, xk
)−Df (xk+1, yk) (1 − σ)Df (yk, xk)+ 〈xk+1 − xk, ek 〉. (28)
Take now limits with k → ∞ in (28). Since σ belongs to [0,1) and {ek} is bounded, by the as-
sumption of item (ii), we have limk→∞ Df (xk+1, yk) = 0 and limk→∞ Df (yk, xk) = 0. Hence,
yk − xk s→ 0, because f satisfies (H2). Observe now that (23) implies
γkv
k + f ′(yk)− f ′(xk)= ek. (29)
Since f ′ is uniformly continuous on bounded sets by (H3), and γk  γ > 0 for all k, we obtain
from (29) vk s→ 0, as a consequence of the assumption that ek s→ 0. Thus, {xk} is a bounded
sequence with the same weak accumulation points as {yk}, and we also have vk ∈ T (zk), vk s→ 0
and yk − zk = ρkf ′∗(vk) s→ 0. The remainder of the proof uses the final argument in the proof of
Theorem 1. 
We mention a remarkable weakness of this convergence result, in comparison with the similar
result for the inexact proximal–extragradient method, i.e., Theorem 1. In this case, we need to
include among the assumptions the convergence to 0 of the error term ek . Such assumption was
not needed in Theorem 1, where, in fact, such convergence to 0 was a consequence of the result
itself. We have been unable to get a similar result in this case, and the question whether such
assumption is indeed essential is left as an open problem for future research.
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Up to this point, our results apply to operators which have an (f∗, ρ)-hypomonotone inverse in
the whole space. The class of such operators is, of course, much larger than the class of monotone
operators, but in some respect it is not large enough.
We observe that the set of zeroes of an operator T , which has a maximal (f∗, ρ)-
hypomonotone inverse operator, with f ∈F , is closed and convex, and hence also weakly closed,
because according to Lemma 1, it coincides with the set of zeroes of a maximal monotone op-
erator, namely Tρ , and it is well known that the set of zeroes of a maximal monotone operator
enjoys such properties. In fact, this result indicates that (f,ρ)-hypomonotonicity is not generic:
in the one-dimensional case, for instance, only functions whose set of zeroes is either empty or
an interval can have a maximal (f∗, ρ)-hypomonotone point to set inverse operator. On the other
hand, most well-behaved operators have a locally (f∗, ρ)-hypomonotone inverse near a zero
of T (see, e.g., in [14] the discussion of this genericity for the case of Hilbert spaces). We will
consider thus operators which are (f,ρ)-hypomonotone only in a certain subset W of B × B∗,
in the following sense.
Recall that a set-valued operator T :B →P(B∗) can be identified with its graph. By so doing,
the (f,ρ)-hypomonotonicity of T becomes a property of the graph of T , as a subset of B × B∗.
In fact, we can say that an arbitrary subset Z of B ×B∗ is (f,ρ)-hypomonotone when
〈x − y,u − v〉−ρ[Df (x, y) +Df (y, x)], ∀(x,u), (y, v) ∈ Z,
and (f∗, ρ)-hypomonotone when
〈x − y,u − v〉−ρ[Df∗(u, v)+Df∗(v,u)], ∀(x,u), (y, v) ∈ Z.
Definition 4. Given ρ > 0, a regularizing function f ∈F and a subset W of B ×B∗, an operator
T :B → P(B∗) is said to be:
(i) (f,ρ)-hypomonotone in W if and only if T ∩W is (f,ρ)-hypomonotone;
(ii) maximal (f,ρ) hypomonotone in W if and only if T is (f,ρ)-hypomonotone in W , and
additionally T ∩W = T ′ ∩W , whenever T ′ ⊂ B×B∗ is (f,ρ)-hypomonotone and T ∩W ⊂
T ′ ∩W .
For the sake of simplicity, we will take W of the form W = U × V , with U ⊂ B , V ⊂ B∗.
In order to obtain any convergence results, we need to assume that U contains some zero of T .
Furthermore, for convenience, we will assume that U is closed and convex. In such a case, it
happens that T −1(0) ∩ U is also closed and convex, and that the Bregman Πf projection onto
this set is well defined, when f is totally convex.
In fact, we need some additional assumptions on the set W where the local (f,ρ)-hypomon-
otonicity holds. The reason is the following: in order to get any meaningful result, we need that
whenever an iterate belongs to W the next one also does. This will be a consequence of the fact
that the Bregman distance from the iterates to any zero of T decreases (see Propositions 2(ii)
and 3(ii)), but then we will need that W contains a whole neighborhood of (T −1 ∩ U) × {0} ⊂
B ×B∗. In other words, U will have to contain an open set around a closed and convex subset of
the set of zeroes of T . These assumptions on W = U × V will appear as hypotheses (i) and (ii)
in Lemma 3.
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conjugate f∗: the first one requires that if x, y ∈ B∗ are close to each other with respect to Df∗ ,
then x − y must be close to 0 in the same sense. Formally, we have:
(H5) There exists a nondecreasing function φ :R+ → R+ such that, for all δ > 0 and all x, y ∈
B∗ it holds that
Df∗
(
δ(x − y),0) φ(δ)Df∗(x, y).
The second one, which relates f∗ with its derivative f ′∗, is the following:
(H6) There exists a nondecreasing function ψ :R++ → R++ such that, if f∗(x)  ψ(λ) then
‖f ′∗(x)‖ λ.
We mention that (H6) holds for f (x) = (1/r)‖x‖r (r > 1) in any uniformly smooth and
uniformly convex Banach space, with ψ(t) = [(r − 1)/r]t r , which is increasing.
In connection with (H5), we consider now the spaces B = Lp(Ω) or B = p , with 1 < p  2,
where the standard regularizing function is given by f (x) = (1/p)‖x‖pp . In this case we have
B∗ = Lq(Ω) or B∗ = q , and f∗(y) = (1/q)‖y‖qq , with 1/p+1/q = 1. In this setting, it has been
proved in [12] that the modulus of total convexity of f∗, as in (8), satisfies νf∗(y, t) (21−q/q)tq
for all y ∈ B∗. It follows also from the definition of Bregman distance that if f ′∗(0) = 0 then
Df∗(y,0) = f∗(y) for all y ∈ B∗. Thus
Df∗(x, y) νf∗
(
y,‖x − y‖) 21−q
q
‖x − y‖qq = 2
1−q
q
δ−q
∥∥δ(x − y)∥∥q
q
= 21−qδ−qDf∗
(
δ(x − y),0),
i.e., (H5) holds with φ(t) = 2q−1tq , which is increasing.
We present next a localization lemma, which says that if T −1 is locally (f∗, ρ)-hypomonotone
on a set W = U × V satisfying some regularity properties, and if x ∈ U is close enough to a
zero of T belonging to U , then, the vectors u,y, z associated to the resolvent RTρ,γ (x) as in
Lemma 2(iv) will be such that u belongs to V and y, z belong to U . The assumption on V is
that it contains a level set of Df∗(·,0). Regarding U , the requirement that it contains an open set
around its intersection with T −1(0), will be expressed in the following way: it contains all points
of the form a + b, where the distance from a to U ∩ T −1(0) does not exceed some value β > 0
and the norm of b does not exceed some η > 0.
It is convenient to introduce some notation for the sublevel sets of Df∗(·,0). For α  0, define
Lf∗(α) =
{
y ∈ B∗ ∣∣ f∗(v) = Df∗(v,0) α}.
Lemma 3. Let T −1 be maximal (f∗, θ)-hypomonotone in a subset U × V of B × B∗, where
f ∈ F satisfies (H4)–(H6). Assume that T has a nonempty set of zeroes S, and that U and V
satisfy the following two conditions:
(i) S ∩U is nonempty and U is closed and convex;
(ii) there exist α,β,η ∈ R++ such that
Lf∗(α) ⊂ V, (30){
a + b ∈ B ∣∣Df (S ∩U,a) β,‖b‖ η}⊂ U. (31)
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ε min
{
β,
α
φ(1/δ)
,
ψ(η/μ)
φ(1/δ)
}
, (32)
with φ as in (H5) and ψ as in (H6). If x ∈ B is such that Df (S ∩ U,x)  ε, then there exist
y ∈ U , z ∈ U and u ∈ V , such that:
(a) u ∈ T (z), δu + f ′[z + θf ′∗(u)] − f ′(x) = 0, y = z + θf ′∗(u);
(b) Df (S ∩U,y) ε.
Proof. One comment is in order before starting with the formal proof. There is not much diffi-
culty in finding vectors u,y, z satisfying (a): they will be the vectors associated to the resolvent
RTθ ,δ(x). The main difficulty is to establish that they remain in W (or, more precisely, that u ∈ V
and y, z ∈ U ). It is at this point that we need (H5), (H6) and the definition of ε.
Take x ∈ B such that Df (S ∩ U,x)  ε. Since T −1 is maximal (f∗, θ)-hypomonotone in
U × V , Tθ is also maximal monotone in U × V . Identifying Tθ with its graph, we get that
Tθ ∩ (U × V ) is a monotone subset of B × B∗. Thus, there exists some maximal monotone
subset of B × B∗, say Tˆθ , which contains Tθ ∩ (U × V ). Since Tˆθ is maximal monotone, its
resolvent R
Tˆθ ,δ
is well defined. Take y ∈ R
Tˆθ ,δ
(x). In view of Lemma 2, there exists u ∈ B∗ such
that u ∈ Tˆθ (y) and
δu + f ′(y) − f ′(x) = 0. (33)
Take any x¯ ∈ S ∩U and apply the three-point equality (11) to get
Df (x¯, x)− Df (x¯, y) = Df (y, x)+
〈
y − x¯, f ′(x) − f ′(y)〉
= Df (y, x)+ δ
〈
u,y − x¯〉Df (y, x), (34)
where the inequality follows from monotonicity of Tˆθ and the fact that x¯ is a zero of T , and
hence of Tˆθ . In view of (34),
inf
x¯∈S∩U Df (x¯, x) infx¯∈S∩U
[
Df (x¯, y)+Df (y, x)
]
Df (y, x) + inf
x¯∈S∩U Df (x¯, y). (35)
Since Df (S ∩ U,x)  ε, we conclude that Df (S ∩ U,y)  ε, establishing (b). Using now as-
sumption (ii) and the definition of ε, we obtain that y ∈ U .
Next, invoking (35) and (10), we get
ε Df (y, x) = Df∗
(
f ′(x), f ′(y)
)
.
In view of (33), u = δ−1(f ′(x)− f ′(y)). Since f satisfies (H4) and (H5), we have
f∗(u) = Df∗(u,0) = Df∗
(
δ−1
(
f ′(x)− f ′(y)),0) φ(1/δ)ε  α, (36)
using (32) in the inequality. It follows from (30) that u belongs to V . Hence, (y,u) belongs
to Tˆθ ∩ (U × V ). Since Tˆθ coincides with Tθ in U × V , it follows that u ∈ Tθ (y). Now we
use Lemma 2(iv), and obtain that there exists z ∈ B such that u ∈ T (z), δu + f ′[z + θf ′∗(u)] −
f ′(x) = 0 and y = z+θf ′∗(u). Observe that z = y−θf ′∗(u), with y ∈ {x ∈ B | Df (S∩U,x) ε}.
Since ε  β by (32), we get that y ∈ {a ∈ B | Df (S ∩U,a) β}. Let now b = −θf ′∗(u). Then,
‖b‖ = θ∥∥f ′∗(u)∥∥. (37)
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f∗(u) φ
(
1
δ
)
ε ψ
(
η
μ
)
ψ
(
η
θ
)
, (38)
using (36) in the first inequality, (32) in the second one, and the facts that ψ is nondecreasing
and that θ  μ in the third one. It follows from (38) and (H6) that ‖f ′∗(u)‖ η/θ , and therefore,
by (37), ‖b‖ η. We have written z as y + b with y ∈ {a ∈ B | Df (S ∩U,a) β} and ‖b‖ η.
We conclude from (31) that z belongs to U , completing the proof. 
Our local convergence result for our Algorithms 1 and 2 applied to operators with locally
(f∗, ρ)-hypomonotone inverse is contained in the following theorem.
Theorem 3. Let T −1 be maximal (f∗, ρ)-hypomonotone in U × V ⊂ B × B∗, where f ∈ F
satisfies (H1)–(H6), and U , V satisfy conditions (i) and (ii) of Lemma 3. Assume that the set S of
zeroes of T is nonempty. Take an exogenous constant σ ∈ [0,1) and exogenous sequences {γk},
{ρk} such that γk  γ > 0, ρ¯  ρk  ρ > 0 for some γ, ρ¯. Define ε as
ε = min
{
β,
α
φ(1/γ )
,
ψ(η/ρ¯)
φ(1/γ )
}
. (39)
if Df (S ∩U,x0) ε, then
(a) for all k there exist zk ∈ U , vk ∈ V , ek ∈ B∗ and xk+1 ∈ U satisfying (18)–(20) in the case
of Algorithm 1, and (22)–(24), in the case of Algorithm 2, such that Df (S ∩U,xk+1) ε;
(b) any sequence {xk} constructed as in item (a) is bounded and any weak accumulation point
of {xk} belongs to S ∩ U (provided that ek s→ 0 in the case of Algorithm 2).
Proof. (a) We proceed by induction. By inductive hypothesis, Df (S ∩ U,xk) ε. We intend to
apply Lemma 3 with x = xk , δ = γk , θ = ρk and μ = ρ¯. We proceed to check that the hypotheses
of this lemma are satisfied. First, note that if T −1 is (f∗, ρˆ)-hypomonotone and ρ˜  ρˆ, then
T −1 is also (f∗, ρ˜)-hypomonotone. Since ρk  ρ for all k, and T −1 is (f∗, ρ)-hypomonotone
by hypothesis, we obtain that T −1 is (f∗, ρk)-hypomonotone for all k, and hence by choosing
θ = ρk we remain within the assumptions of the lemma. Additionally, it suffices to check that ε,
defined as in (39), satisfies (32) with δ = γk and μ = ρ¯, for which it is enough to verify that
φ(1/γk) φ(1/γ ), and that ψ(η/ρ¯) ψ(η/ρk). These inequalities hold because γk  γ , ρk 
ρ¯ and φ,ψ are nondecreasing by (H5), (H6), respectively. Thus, we invoke the Lemma 3 with
these values of x, δ, θ , μ and conclude that there exist y, z ∈ U and u ∈ T (z) ∩ V satisfying
the required equations (e.g., with ek = 0). Take vk = u, zk = z, and consider xk+1 defined from
vk, zk as in (20) for Algorithm 1, and (24) for Algorithm 2. It remains to establish that in both
cases Df (S ∩ U,xk+1) ε. Take x¯ ∈ S ∩ U . For the case of Algorithm 1, since both (x¯,0) and
(zk, vk) belong to G(T ) ∩ (U × V ), and T −1 is (f∗, ρ)-hypomonotone in U × V , we get that
Df
(
x¯, xk+1
)− Df (x¯, xk) 0 (40)
following exactly the steps in the proof of Proposition 2 which lead to (21). In the case of
Algorithm 2, we also have that (x¯,0) and (zk, vk) belong to G(T ) ∩ (U × V ), where T −1 is
(f∗, ρ)-hypomonotone, and we also obtain (40). In both cases, we get from (40)
Df
(
S ∩U,xk+1)= inf
x¯∈S∩U Df
(
x¯, xk+1
)
 inf
x¯∈S∩U Df
(
x¯, xk
)= Df (S ∩U,xk) ε
establishing the result.
450 R. Gárciga Otero, A.N. Iusem / J. Math. Anal. Appl. 330 (2007) 433–450(b) By (a), the sequence {(xk, vk)} remains in W = U × V . Since T −1 is (f∗, ρ)-
hypomonotone in this set, thus results of Theorem 1 for Algorithm 1 and Theorem 2 for
Algorithm 2 hold also locally, and so all weak accumulation points of {xk} belong to S. Note also
that, in view of (a), the whole sequence {xk} is contained in U , which is closed and convex, and
therefore weakly closed. Thus all weak accumulation points of {xk} belong to U , completing the
proof. 
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