It is introduced a set of factorization energies giving place to a generalization of the Schrödinger and Infeld-Hull factorization for the radial Hydrogen-like Hamiltonian. An algebraic intertwinning technique involving such factorization energies leads us to derive n-parametric families of potentials in general almost-isospectral to the Hydrogen-like radial Hamiltonians. The construction of a SUSY partner Hamiltonian using a factorization energy ǫ (k) l greater than the ground state energy of the departure Hamiltonian is explicitely performed.
Introduction
The factorization method has been historically atributed to Schrödinger [1] . This method originated from the well known treatment of the harmonic oscillator in non-relativistic Quantum Mechanics, and it avoids the use of cumbersome mathematical tools. Nowadays it has been successfully applied to solve essentially any problem for which there exists exact solution [2] . Despites that, the set of exactly solvable potentials is not so wide, and thus it is interesting the try to enlarge this set. There is a lot of work concerning the method; in particular our motivation towards the subject was stimulated by a work of Mielnik [3] , who some time ago introduced a variant of the standard factorization in order to get a family of Hamiltonians isospectral to the harmonic oscillator. The first application of Mielnik's factorization was performed for the Hydrogen-like radial potentials [4] , and the resulting family of Hamiltonians became isospectral to the standard radial Hydrogen-like Hamiltonians. An additional interesting application arose from the side of coherent states. Concerning this subject, it is well known that the usual first order factorization operators for the harmonic oscillator Hamiltonian are also its creation and anihilation operators. This is not the case for the isospectral oscillator Hamiltonians derived by Mielnik, because their first order factorization operators are different from their creation and anihilation operators, which turn out to be of order greater than or equal to three [3, 5] . These last operators are the generators of non-linear algebras, and allow one to get immediately the corresponding coherent states as the eigenstates of the annihilation operator [5] . Recently, these algebras have been reinterpreted and rederived (using different methods) by other authors [6, 7] . It has been shown as well that such non-linear algebras can be associated to more general systems [7] .
The factorization techniques [1, 2, 3] , the Darboux transformation [8] , the supersymmetric Quantum Mechanics (SUSY QM) [9] and other procedures have a common point: they can be embraced in the algebraic scheme known as first order intertwinning transformation (FOIT) which makes use of a first order differential operator to intertwine (the eigenfunctions of) two different Hamiltonians [10] . One additional advantage is that the FOIT can be generalized directly to involve higher order differential operators, which leads in a natural way to the higher order SUSY QM, and its corresponding generalized factorization [11] [12] [13] [14] [15] . An interesting point is that the composition of n FOIT'S leads naturally to the higher order case, so that the n-th order intertwinning operator can be expressed as the product of n first order intertwinning operators [12, 14, 15] .
The experimental study of spectra in physics (nuclei, atoms, molecules, etc) makes important per se the theoretical determination of the energy levels of potentials able to be used as models for those physical situations. However, for a quantum system with a given Hamiltonian seldom it is possible to get exact solutions to the corresponding eigenproblem. In this paper we are going to show that, given an exactly solvable potential as an input, the intertwinning technique in general provides new exactly solvable potentials which, from the traditional viewpoint, would be solved by perturbative or approximate methods. Hence, working with Hamiltonians whose spectra are known one has at hand the tools to test the validity and convergence of some perturbative or approximate methods [15, 16] . We shall introduce the nth-order intertwinning technique to derive n-parametric families of potentials whose spectra is the same (isospectral), or almost the same (almost isospectral), as the corresponding Hydrogen-like Hamiltonian. The first n energy levels of these n-parametric families can be placed at any previously fixed spectral positions, leaving open the possibility of putting holes between themselves or between them and the other energy levels. We will find also a set of first order differential operators (in the spirit of Mielnik's method) intertwinning the radial Hydrogen-like Hamiltonian with other Hamiltonian to be determined by the technique itself. The appropriate iteration of n of these first order procedures will give us the nth-order intertwinning operators and the corresponding n-parametric families of potentials. Finally, we will disscus some particular cases related to results previously derived by other authors.
The Intertwinning Method
Let H and H be the one dimensional Hamiltonians
The n-th order intertwinning method aims to find a n-th order differential operator A such that
where A is a nth order differential operator. Suppose that H is a Hamiltonian with known eigensolutions to Schrödinger equation Hψ = Eψ; we are looking for the solutions to the corresponding equation for H, H ψ = E ψ. From (2) H(Aψ) = E(Aψ) ∀ Aψ = 0; then we can choose ψ ≡ c 0 Aψ, c 0 is a normalization constant. Hence E = E ∀ ψ = c 0 Aψ = 0, ψ ∈ L 2 (R). As ψ is a non-trivial solution of one Schrödinger equation, it must be square integrable. Therefore, we are only interested in those operators A whose action on L 2 (R) produce functions in L 2 (R). Last statement ensures that A transforms solutions ψ of the initial Schrödinger equation into solutions ψ of a new Schrödinger equation, both equations sharing the initial eigenvalues. The new Hamiltonian, perhaps, will have a finite number of additional eigenvalues which, as we shall see below, are elements belonging to the Kernel of A † . We will show now how the intertwinning method (1-2) does work by analysing the simplest case where A is a first order differential operator. This case is specially interesting because it provides a general framework in which various apparently different methods are included.
The first order intertwinning method
Let be the operator involved in the intertwinning relationship the following first order differential operator
By introducing (1, 3) in (2) we get
where ǫ is an integration constant and the prime denotes derivative with respect to x. From equations (1, 5) it becomes apparent that H − H = 2β ′ (x), from (3) we get [a, a † ] = 2β ′ (x), and (4-5) lead to:
Equation (6) shows that the first order intertwinning relationship (2), with A given by (3), leads in a natural way to the factorization of the intertwined Hamiltonians for each value of ǫ ∈ R provided that β(x) satisfies (4) with a given V (x). The traditional approach to the factorization method involves just a particular solution to the Riccati differential equation (4) for a specific value of ǫ [2] . However, it is well known that a particular solution to a Riccati equation allows one to get the corresponding general solution by means of two quadratures [17] . Mielnik's approach takes this into account [15] and gives a term in β(x) unnoticed by the traditional factorization method. With the exception of the harmonic oscillator and the Hydrogen-like potentials, the general solutions to the corresponding Riccati equation (4) remain unexplored for almost all the Infeld and Hull cases [18] . An interesting discussion on the relationship between Mielnik's method and Darboux transformation was given by Andrianov et al in 1985 [12] . On the other hand, equations (4) and (5) are basic in the construction of the SUSY partner Hamiltonians
In this language, it is said that equation (5) relates the two SUSY partner potentials V (x) and V (x), and the function β(x) is named the SUSY potential [9] . Notice that the two Hamiltonians H ± are positive semi-definite, i.e. H ± ≥ 0; hence we have E ≥ ǫ, and E ≥ ǫ.
If the eigenfunctions {ψ} and eigenvalues {E} of H are known, the corresponding eigenfunctions of H are given by ψ = (E − ǫ) −1/2 aψ with eigenvalues E = E. They form an orthonormal set:
However, they do not span yet the whole of
From (6), it is easy to see that H ψ ǫ = ǫ ψ ǫ . Hence, ψ ǫ is an eigenfunction of H with eigenvalue ǫ which, if square integrable, has to be added to the set { ψ = (E − ǫ) −1/2 aψ} in order to complete a new basis on L 2 (R). The set of eigenvalues of H is { E} = {ǫ, E} so that the Hamiltonian H has the same spectrum as H plus a new level at ǫ. Since the general solution β(x) of (4) has a 'free parameter' λ which will label also V (x) (see equation (5)), we have derived a set of one-parametric families of potentials V (x) almost isospectral to V (x).
With the aim of iterating later the first order intertwinning technique, let us introduce a slightly different notation. Let us write now ǫ = ǫ (k) , where the index k is not necessarily discrete. Hence,
The non-linear first order differential equation (4) can be changed to a homogeneous linear second order differential equation by means of the transformation 1
which leads to
Notice that equation (10) is a Schrödinger equation for the initial Hamiltonian H. Following [3] , we will consider just the cases where the factorization energy ǫ (k) does not belong to the spectrum of H. Thus, the solutions to (10) do not have direct physical meaning, but we have just seen that they naturally lead to the factorization of the Hamiltonians H and H (k) in the spirit of Mielnik's approach, providing as well the explicit form for the new potentials V (k) (x).
Second order intertwinning method
Let us consider the second order differential operator
Introducing H (km) = −d 2 /dx 2 + V (km) (x) and (11) in the second order intertwinning relationship
where c and d are, in principle, arbitrary constants [11] . In order to solve the non-linear second order differential equation (12), let us try the anzats [19] 
where the constant b and function z(x) are to be determined. Introducing (15) in (12) we get a Riccati differential equation (4) for z(x), where two different factorization energies ǫ (k) and ǫ (m) can be introduced by means of:
Hence, the solutions to (12) are given by
where β (m) (x) and β (k) (x) are both solutions to (4) with factorization energies ǫ (m) and ǫ (k) respectively. Equations (17) and (14) determine the second order intertwinning operator B (km) . Notice that, by means of this process we can derive solutions to the non-linear second order differential equation (12) by just solving the easier non-linear first order differential equation (4) for two different values of the factorization energy ǫ.
Similarly as in the first order case, now we look for some missing wavefunctions Ψ
belong to the Kernel of the second order differential operator B (km) † . If we would find two square integrable linearly independent solutions to B (km) † Ψ (km) B = 0, then there will exist two specific linear combinations, denoted {Ψ (km) ǫm , Ψ (km) ǫ k }, which are simultaneously eigenfunctions of H (km) with eigenvalues ǫ m and ǫ k respectively.
In order to solve
Using equations (4), (14) and (15), the general solutions to (18) can be gotten:
where Notice that we have not placed any ordering to the levels ǫ (m) and ǫ (k) so that it is possible either that ǫ (m) > ǫ (k) or that ǫ (m) < ǫ (k) . This is implicit in the fact that δ(x) in (17) is invariant under the change k ↔ m. This will be important in the next section, where we are going to show that the results found by means of the second order intertwinning technique can be found also by the iteration of two successive first order intertwinning transformations.
Iterative factorization
Let us come back to the results of section 2.1 and suppose that by means of the first order intertwinning technique we have obtained a Hamiltonian H (k) from H using a certain factorization energy ǫ k . Now we look for a new Hamiltonian h (km) = −d 2 /dx 2 + v (km) (x) attainable from H (k) by means of the first order intertwinning method, i.e., h (km) a (km) = a (km) H (k) , where a (km) is the first order differential operator a (km) ≡ d/dx + β (km) (x). As usual, we arrive at the standard equations linking v (km) (x), V (k) (x) and β (km) (x):
where ε m is a new integration constant (factorization energy) and we have used equation (5) . The intertwined Hamiltonians once again become factorized
The eigenvalues of h (km) are given by
The key point here becomes to find the general solution to the new Riccati differential equation (20) for some ε m ∈ R. The obvious solution (β (km) ) ′ (x) = −(β (k) ) ′ (x), for which ε m = ǫ (k) , correspond to a Hamiltonian h (km) equal to H, because v (km) (x) = V (x). Avoiding this trivial solution we shall consider ε m = ǫ (k) . Non-trivial solutions to (20) can be found by inspecting the following intertwinning relationship:
Equation (23) shows that h (km) and H are related by the product of two first order intertwinning operators, i.e., by the second order differential operator C (km) ≡ a (km) a (k) . An interesting question immediately arises: is the Hamiltonian h (km) the same as the H (km) of section 2.2? The answer is that h (km) = H (km) if C (km) = B (km) , and in this case we can relate β (k) (x), β (km) (x), γ(x), and δ(x):
Comparing (17) and (24) we get the solutions of (20) (with ε m = ǫ (m) ):
where β (k) (x) (β (m) (x)) is a solution to (4) associated to the factorization energy ǫ (k) (ǫ (m) ). Equation (25) is nothing but the theorem of Fernández et al [14] . The eigenfunctions and eigenvalues of h
It is worth to notice that the operator B (km) = a (km) a (k) does not factorize the intertwined Hamiltonians H and H (km) , but some of their quadratic forms:
Up to now, from the general solution to (4) for each factorization energy ǫ (k) , we have derived a one-parametric family of potentials V (k) (x) isospectral to V (x) but by a new level at ǫ (k) . From two of these solutions with ǫ (k) = ǫ (m) we have derived as well two-parametric families isospectral to V (x) but by two new levels at ǫ (m) and ǫ (k) . It is possible to iterate further the first order method by considering now the general solutions to (4), associated to three different factorization energies ǫ (k) , ǫ (m) , ǫ (l) . The key Riccati equation to be solved becomes now:
The alghorithm (25) allows one to write β (kml) (x) in terms of two different solutions of (20)
, which leads to the following 3-parametric family of potentials V (kml) (x):
having the same spectrum as V (x) but by three new energy levels at ǫ (l) , ǫ (m) and ǫ (k) [14] . The corresponding third order intertwinning operator is given by C (kml) = a (kml) a (km) a (k) . This leads to the factorization of some six order differential operators, related to the two intertwinned Hamiltonians by means of:
This process can be continued at will, and the corresponding formulae for the key functions can be algebraically obtained from the solutions β (k) (x) to (4) . It is interesting now to see how the process does work for a physically meaningful system.
The Hydrogen-like Potentials
Let us consider a single electron in the field produced by a nuclei with charge Ze, where Z is the number of protons in the nuclei 2 . The time-independent Schrödinger equation is given by:
where we are using the units of r B =h 2 /Ze 2 m, and E = Z/2r B for the coordinate and energy respectively. Due to the spherical symmetry, the standard choice Ψ( r) = R(r)Y (θ, φ) separates (28) into a radial and an angular equation. The angular solutions are given by the spherical harmonics Y m l (θ, φ), and the energy spectrum can be finally obtained by solving the radial equation:
where, l = 0, 1, 2, ..., is the azimutal quantum number and, for the sake of simplicity, we will work with ψ(r) ≡ rR(r), 0 ≤ r < +∞. The set of solutions of (29) span the whole of L 2 (R + ), with an inner product defined by ψ, ψ ′ = 4π +∞ 0 ψ(r)ψ ′ (r)dr < ∞. The differential operator of the left hand side of (29) will be refered as the radial Hamiltonian, and it will be denoted by H l , where
The eigenvalues, for a fixed l, are given by the well known formula
where l + K = n, and l + 1 ≤ n, with n = 1, 2, 3, ...
The new one-parametric families
Let us consider the first order intertwinning relationship H
l H l where, as a result of the further calculations, we are labeling from the beginning the unknown Hamiltonian H (k) l−1 with the subindex l − 1 because it it will arise a centrifugal term for V (k) l−1 with exactly that index. In order to solve the corresponding Riccati equation (4), we shall use its equivalent Schrödinger equation (10), rewritten as
Comparing (32) with (29) and (31), it is natural to propose the factorization energies as:
where, for a fixed value of l, it is clear that ǫ (k) l = E lK , ∀k = K. A general solution to (32) of the first kind arises when k = 0, −1, −2, ..., |k| < l, and it is given by 3
where Φ lk (r) is a linear combination of a confluent hypergeometric function 1 Hence, the general solution to (4) arises after introducing (34) in (9) , which gives:
Using (5) and (36), we get the first order intertwined potential
Let us express λ lk in terms of a more appropriate constant b lk :
where
With this choice, the second term of V
(−∞, 1), for |k| even;
(1, ∞), for |k| odd.
(39) Potentials (37) have the same singularity at r = 0 as V l−1 (r) provided that b lk takes only values in the domain (39). Since the second term of V (k) l−1 (r) tends to zero when r → 0 and r → ∞, we conclude that V 
where Φ lk (r) is given by (35), and
The eigenvalues are:
Particular One-parametric families
If l is fixed, k can take l possible values k = 0, −1, −2, ..., −(l −1); hence, there are l different factorization energies ǫ (k) l generating l non-equivalent families of solvable potentials. In particular, let us notice that ǫ (0) l = −1/l 2 ≡ L(l) with b lk = 0 leads to the standard factorization as presented by Infeld-Hull. 4 Thus, our technique can be considered as a generalization of the Infeld-Hull factorization, where instead of looking for particular solutions to (4) with ǫ (0) l = L(l) we look for the general solutions with ǫ (k) l = L(l + k). In a similar way, our results can be seen as a generalization of those derived by Fernández, who found a general solution to (4) but just in the case with k = 0 [4] . Hence, for a fixed l and k = 0 equation (42) leads to E (0) l−1,K = E l−1,K , i.e., V (0) l−1, (r) is a family of potentials strictly isospectral to V l−1 (r). On the other hand, for k = 0, we have ǫ (k) l−1 = E l−1,K=1 , and in this case the spectrum of H (k =0) l−1 is almost the same as the one of H l−1 , the difference resting in the ground state energy level. It is clear now that the functions (37) represent a set of l − 1 families of potentials almost isospectral to V l−1 (r), plus a family strictly isospectral to V l−1 (r).
The case k = 0
The member of the family (37), for k = 0, is given by
From (39) we see that V (0) l−1 (r) does not have more singularities than V l−1 (r) if b l,0 ∈ (−∞, 1). In particular, for b l,0 = 0 we have Φ l,0 (r) = 1 and V (0) l−1 (r) = V l−1 (r), which means that V l−1 (r) itself is a member of the family (43) and we get also the standard SUSY potential and first order operator W (r) ≡ β (0) l (r) = l/r − 1/l and a (0) l = d/dr + l/r − 1/l used to solve the Hydrogen-like Hamiltonians [1, 2] . Let us remark once again that V
leads to the one-parametric family of isospectral Hydrogenlike potentials derived by Fernández [4] . If l = 1 and b 1,0 → 1, the potential (43) tends also to the one found by Abraham and Moses [21] .
The case k = −1
Let us take now k = −1. Thus, the potential (37) becomes
In this case b l,−1 ∈ (1, ∞), and although V l−1 (r) governs the behaviour at the origin and at infinity of V (−1) l−1 (r), it is not a member of the family (45). The corresponding eigenvalues are given by
Notice the 'jump' between the first two energy levels of H (−1) l−1 ; this produces a hole in the spectrum (47) because the level at −1/l 2 is absent. Comparing (47) with (31) it turns out that V (−1) l−1 (r) represents a family of potentials almost isospectral to V l−1 (r). As a particular example let us consider l = 2: in this case V (−1) 1 (r) has the same levels, −1/n 2 , as V 1 (r) for n ≥ 3. However, the ground state energy level of V (−1) 1 (r) is at −1, which is forbiden for V 1 (r) whose ground state is at −1/4.
The case |k| > 1
For |k| > 1, there is a gap between the two first energy levels of H (k) l−1 , which grows up as |k| increases. For instance, when |k| = 2, and l = 3, the levels labeled by n = 2 and n = 3 are not present in the spectrum of H (−2) 2 . A similar result, but with a different method and Hamiltonian, has been derived by Samsonov [12] .
Recently, the SUSY potential W (x) = a/γ − γ/x, a, γ > 0 has been used to construct a 'conditionally exactly solvable (CES) potential' V + (x) for the Hydrogen atom problem [22] . In such a paper γ is a parameter taking some strange values as γ = 2.8 (see fig. 7 in [22] ), while a is a coupling constant. Although there is a close relationship between that potential V + (x) and our first order intertwined potential V (k) l−1 (r), it is important some caution: i) If γ is not a positive integer the SUSY potential W (x) of [22] is not related to the physically relevant SUSY potential W (r) for the Hydrogen atom, and in this case V + (x) is the 'CES potential' for some mathematical problem. If the so called CES potentials derived in [22] are to be related with a 'physical potential', the condition γ > 0 is not sufficient. ii) If γ is an integer greater than zero, the SUSY potential W (x) can be related to the Hydrogen atom problem. In this case the function (5.14) of [22] has a term 1 F 1 (−γ − a/ρ, −2γ, 2ρx), which is meaningless at 2ρx = 0 unless γ + a/ρ is an integer greater than or equal to zero [20] . Since γ is a positive integer, the fraction a/ρ is an integer such that γ ≥ −a/ρ. Hence, the condition a > 0 is neither sufficient to ensure the generality of the potential V + (x). Taking this into account, a general "CES potential" V + (x) really related to the Hydrogen atom problem would take for instance −a/ρ = γ + k, where k is an integer and k ≤ 0. In particular, for γ = l, and x = r/a, the CES potential V + (x) derived in [22] would be equal to our first order intertwined potential V (k) l−1 (r), provided that λ lk = β/α, where α and β are constants.
We are going to derive next some two-parametric families by means of the technique discussed in section 2.2 for the particular case we are dealing with.
3.3
The new two-parametric families In section 2.2 we have seen that the second order intertwinning relationship H (km) l−2 B (km) l−2 = B (km) l−2 H l provides new solvable potentials if we are able to find some solutions δ(x) to equation (12) . Then we also have shown that the general form of that solutions is given by:
For our particular system we take the functions u (k) l (r) as given by (34). The behaviour of our δ(r) at the ends of [0, ∞) is given by
Hence, it is natural to write the new potential V 
where α(r) ≡ δ(r) + (1 − 2l)/r is an appropriate function making evident the limit V (km) l−2 (r) → V l−2 (r) when r → +∞, or r → 0. The two-parametric domain of (b lk , b lm ) for which α ′ (r) is free of singularities is determined by the parities of k and m:
