We have given several necessary and su cient conditions for statistically self-similar sets and a.s. self-similar sets and have got the Hausdor dimension and exact Hausdor measure function of any a.s. self-similar set in this paper. It is useful in the study of probability properties and fractal properties and structure of statistically recursive sets.
Introduction
has introduced the concepts of (strictly) self-similar sets and self-similar measures in 1981 and has obtained many important results on fractal properties in the same paper. Falconer (1994) , Graf (1987) , and Mauldin and Williams (1986) independently introduced the concepts of statistically self-similar sets and measures. They also obtained the Hausdor dimensions and Hausdor measures of some statistically self-similar sets under some conditions. Let us give a preview of our results in this paper now. First of all, we introduce the concept of a.s. self-similar sets, the concepts of statistically self-similar measure in combination with statistically self-similar set, then we give several necessary and su cient conditions to ensure the statistically recursive set being statistically self-similar set or a.s. self-similar set. Finally, we get the Hausdor dimension and exact Hausdor measure function of any a.s. self-similar set.
Notations and lemmas
Let ( ; F; P) be a complete probability space, (E; ) be a separable complete metric space. K(E) denotes all non-empty compact sets in E, Á is the Hausdor metric on Supported by the National Natural Science Foundation and the Doctoral Programme Foundation of China.
K(E), that is to say, ∀I; J ∈ K(E)
Á(I; J ) = sup{ (x; I ); (y; J ): x ∈ J; y ∈ I }; (x; I ) = inf { (x; y): y ∈ I )}:
(K(E); Á) is also a separable complete metric space.
Let, N ¿2 be a ÿxed integral, C 0 ={∅}, C n =C n (N )={0; 1; : : : ; N −1} n ; (n¿1); D= n¿0 C n , C = {0; 1; : : : ; N − 1} N , N = {1; 2; : : :}. ∀ ∈ C ∪ D, | | is the length (or dimension) of , ∀ =( 1 ; 2 ; : : : ; n ) ∈ D, =( 1 ; 2 ; : : :), * =( 1 ; 2 ; : : : ; n ; 1 ; 2 ; : : :) is the juxtaposition of and , |k = ( 1 ; : : : ; k ), (if | |¿k) .
∀f: E → E, we call Lip(f) = sup x =y; x;y∈E (f(x); f(y)) (x; y)
the Lipschitz coe cient of f. Denote con(E) = {f: Lip(f) ¡ 1; f: E → E};
con(E) carries the topology of pointwise convergence, {0; 1; : : : ; N − 1} carries the discrete topology and C = {0; 1; : : : ; N − 1} N carries the product topology. For any topology space T , B(T ) denotes the Borel -algebra, P(T ) denotes all Borel probability measures on B(T ). Let con( ; E) = {f (!) : f (!) : → con(E); s:t: f −1 (B(con(E))) ⊂ F};
that is to say, con( ; E) is all random elements from ( ; F; P) to con(E). We denote the distribution of X , the random element on ( ; F; P), by P • X −1 . For any subset A in metric space, A 0 , A and diam(A) denote the interior, closure and diameter of A. We always assume diam(E) ¡ ∞.
We call a random element K * (!), from ( ; F; P) to K(E), a P-(f 0 ; : : : ; f N −1 ) statistically self-similar set, i its distribution P • (K * ) −1 is a P-(f 0 ; : : : ; f N −1 ) statistically self-similar measure.
We call K * (!) a P-(f 0 ; : : : ; f N −1 ) a.s. self-similar set, i
Lemma 1. Let f: E → E:
Proof. Cf. Graf (1987) .
Proof. It is easy to prove this lemma by the deÿnitions.
Lemma 3. Let (W i ; G i ; Q i ) be complete probability space (i = 1; 2); ∀ ÿxed ∈ D;
Proof. Let 1 A be the indicator function on A, then, for any B ∈ B(K(E)), we have
Lemma 3 is proved.
Lemma 4. Let ( ; F; P) be any complete probability space; {(g ( !) * 0 ; : : : ; g ( !) * (N −1) ); ∈ D} be a collection of i.i.d. random elements from ( ; F; P) to con(E) N ;
n; ) = 0; P-a:s: !:
|1 ; : : : ; Lip(g ( !) |n )) −1 ( ∈ C n ; n¿1) be the P-distribution of
|n )). (It is a random element from to [0; 1) n by Lemmas 1 and 2.)
Since {(g ( !) * 0 ; : : : ; g
) and Lip(g ( !) ) are independent and Lip(g
i ). Hence, for any =( 1 ; : : : ; n ) ∈ C n , we have
(Since (t 1 ; : : : ; t n ) ∈ (0; ) n : n k=1 t k ¿ is empty set when n ¿ (log =log ):) Hence, when | | = n ¿ log =log , we have
Lemma 4 follows from the Borel-Cantelli lemma and the above inequality.
Lemma 5. Let ( ; F; P) be any complete probability space; {(g
then {A n ( !); n¿1} is a collection of increasing open sets in the compact space C.
It means 0 ⊂ 1 : 1 ⊂ 0 is obvious.
Lemma 6. Let ( ; F; P) and {(g ( !) * 0 ; : : : ; g ( !) * (N −1) ); ∈ D} be deÿned as in Lemma 5. Let G: con(E) N → [0; 1) be measurable;
( |(n−1)) * 0 ; : : : ; g
Proof. We can prove as in Lemma 5 that
be the coordinate map
:
then F is a measurable map; i.e.
and
Proof. ∀k¿0; ∈ k+1 n=0 C n ; A ∈ F , we have
hence
By Fubini theorem and the deÿnition of F we can get (8).
Lemma 8. Let {f
; (i ∈ C 1 ; ∈ D); G and G are deÿned as in Lemma 6; F is deÿned as in Lemma 7. Then
Proof. We denote the element in
; : : : ; f
then
As in the proof of G ∈ F, we can prove A a ∈ F (∀a ¿ 0). Hence, p(a) = P(A a ) is a non-increasing function and
So it is enough to prove P( G ) = 1 that
From 06H ¡ 1 we have
Since H (! ∅ ) and
by (11) and (14). Since H ¡ 1, so there is b ∈ (0; 1) such that
It follows from (15), (16) and N ¿2 that
If ¿ 0, then we can choose a ∈ ( ; 1) such that
by the deÿnition of and p(·) being non-increasing and b ∈ (0; 1). By (8) and the deÿnitions of p(·) and A a we have
Hence from (20), (21) and (16) we have
So p(ab) = 0. But ab ¡ , it is a contradiction. Hence = 0. Lemma 8 is proved.
Lemma 9. Suppose diam(E) ¡ ∞; ( ; F; P) is a complete probability space; {g ; ∈ D} ⊂ con( ; E); g n;
Lip(g |k ) = 0; a:s:; then we have (I) If {J ; ∈ D} is any collection of random elements from ( ; F; P) to K(E); then
∈Cn g n; (J ) = 0; a:s:
(II) K is a random element from ( ; F; P) to K(E).
Proof. (I) Let n = ∈Cn g n; (J ), we want to show lim m; n→∞ Á( n ; m ) = 0 a:s:
∀x ∈ n , there is a ÿ ∈ C n such that x ∈ g n; ÿ (J ÿ ) ⊂ g n; ÿ (E). Hence
∀y ∈ m , there are ∈ C n ; ∈ C m−n such that
Hence, there is t ∈ L * such that y = g n; (t) and then
It follows from ( * ) and ( * * ) and the deÿnition of Á that lim m; n→∞ Á( n ; m ) = 0 a:s:
It is easy to show that K ⊂ K.
On the other hand, we can also prove K ⊂ K . In fact, if there is an x ∈ K − K , then (x; K ) ¿ 0 and there is a n ∈ C n such that x ∈ g n; n (E) (∀n¿1):
But by the conditions of this lemma there is an n 0 such that diam(g n; n (E))6diam(E) Lip(g n; n ) ¡ 1 2 (x; K ) (∀n¿n 0 ) a:s:
Hence, it follows from x ∈ g n; n (E) and the above inequality that g n; n (J n ) ⊂ g n; n (E) ⊂{y: (x; y) ¡ 1 2 (x; K )} (∀n¿n 0 ) a:s:
and then (g n; n (J n ); K )¿ 1 2 (x; K ) (∀n¿n 0 ) a:s: Hence,
It is a contradiction. So K = K .
(II) It follows from Lemma 1 immediately that K is a random element.
Statistically self-similar sets
In this section, we will give several necessary and su cient conditions to ensure a statistically recursive set being a statistically self-similar set.
First of all, we give the following convergence theorem.
are as in Lemma 8; g
n; = g
|n ( ∈ C n ; n¿1). Let
then we have
(
Proof. Let 0 and 1 be deÿned as in Lemma 5, taking G(h 0 ; : : : ; h N −1 ) = max 06i¡N Lip(h i ) in Lemma 6, then we have 0 = 1 ⊃ G . It follows from Lemma 8 that
and then Theorem 1 is true by Lemma 9.
Theorem 2. Let ( ; F; P) be any complete probability space; {(g
( ∈ C n ; n¿1):
n; ) = 0; ( P-a:s: !); then K( !) is a P − (g
0 ; : : : ; g
N −1 ) statistically self-similar set.
Proof. Cf. Hu (1999a,b, Theorem 2:3) . Theorem 3. Let K( !) be as in the Theorem 1; K * (!) be a random element from ( ; F; P) to K(E): Then the following statements are equivalent:
is a P-(f 0 ; : : : ; f N −1 ) statistically self-similar set; (b) ∀n¿1; we have
Proof. (a) ⇒ (b): Suppose K * (!) is a statistically self-similar set. It is easy to know that (25) is true for n = 1. Suppose (25) is true for n6m. Since
so we have
It follows from (29), (27), Lemma 3 and (25) is true for n6m that
. Then the right-hand side of (25) is equal to ∈Cn g
n; (J ( !)). It follows from Theorem 1 that
Hence ∈Cn g
n; (J ( !))
But it follows from (b) that the distribution of ∈Cn g
n; (J ( !)) does not depend on n and always equals to P • (K * ) −1 , so (c) is true.
(c) ⇒ (a): Suppose (c) is true. It follows from the deÿnition of {g 
N −1 ) statistically self-similar set. Hence ∀B ∈ B(K(E)), we have
It means K * (!) is a P − (f 
is a random element from ( ; F; P) to K(E). Then the necessary and su cient conditions, to ensure K * (!) being a P-(f 0 ; : : : ; f N ) statistically self-similar set, are that there are following objects:
(a) complete probability space (( ; F; P); (b) a collection of maps {Â ; ∈ D}; Â :
|n ) = 0 ( P-a:s: !); (34)
where
Proof. Necessity: Suppose K * (!) is a P-(f 0 ; : : : ; f N −1 ) statistically self-similar set.
; ( ! ∈ = D ; ∈ D; i ∈ C 1 ). It is easy to see that ( ; F; P) is a complete probability space, {Â = ; ∈ D} is a collection of measurable maps, {(g ( !) * 0 ; : : : ; g ( !) * (N −1) ); ∈ D} is a collection of i.i.d. random elements.
Eq. (33) Su ciency: If there is a complete probability space ( ; F; P) and a collection of measurable maps (Â ; ∈ D} from ( ; F; P) to ( ; F; P) and a collection of i.i.d. random elements {(g ( !) * 0 ; : : : ; g ( !) * (N −1) ); ∈ D} from ( ; F; P) to con(E) N satisfying (33) -(37). It follows from Theorem 2 that K( !) is a P-({(g
N −1 ) statistically self-similar set. It follows from the deÿnition of statistically self-similar set and (33) - (37) that
Since P • Â −1 ∅ = P, so we have
Using Fubini theorem in (38) and noting (39) we can get
The su ciency is proved.
Remark 1. If the three objects in Theorem 4 satisfy (33); then
Proof.
0 ; : : : ; g N −1 ) ⊂ con( ; E); K * (!) is a P-(f 0 ; : : : ; f N −1 ) statistically self-similar set from ( ; F; P) to K(E); then there are three objects as in Theorem 4; which satisfy (34)-(37) and
Proof. In the proof of necessity part of Theorem 4, we have constructed ( ;
; ( ! ∈ = D ; ∈ D; i ∈ C 1 ). Hence, for any A ∈ F; ∈ D, we have
Theorem 5. Let {f
K * (!) is a random element from ( ; F; P) to K(E); then K * (!) is a P-(f 0 ; : : : ; f N −1 ) statistically self-similar set if and only if there are three objects ( ; F; P); {Â ; ∈ D} and (g ( !) * 0 ; : : : ; g ( !) * (N −1) ); ∈ D} as in the Theorem 4 which satisfy (33) and (35)-(37).
Proof. There is no need to prove the necessity part. It is enough to prove the su ciency part that under condition (43) the three objects, constructed as before which satisfy (33), (35) -(37), always satisfy (34). In fact,
Hence it follows from the Lemma 4 that (34) is true.
A.s. self-similar sets
In this section we will give several necessary and su cient conditions to ensure a statistically recursive set being an a.s. self-similar set.
Theorem 6. Let K( !) be deÿned as in the Theorem 1; K * (!) be a random element from ( ; F; P) to K(E); then the following statements are equivalent:
is a P-(f 0 ; : : : ; f N −1 ) a.s. self-similar set;
(b) for any n¿1 we have
Proof. (a) ⇒ (b): Suppose (a) is true. It follows from the deÿnition of a.s. self-similar set that (45) is true for n = 1. If (45) is true for n6m, then
Hence (45) is true for any n¿1. 
Hence ( 
are continuous maps, hence, from Theorem 1, we know
(for Hausdor metric Á):
Dimension and measure
In this section, we will give the Hausdor dimension and the exact Hausdor measure function of any a.s. self-similar set.
Theorem 8. Let ( ; F; P) be a complete probability space; N¿2 be an integer. {f (!) 0 ; : : : ; f
is any P-(f 0 ; : : : ; f N −1 ) a.s. self-similar set; satisfying
2) {f 0 ; : : : ; f N −1 } ⊂ sicon( ; E) = {f ∈ con( ; E): f (!) is a similar operator from E to E for any ÿxed ! ∈ };
where is the unique solution of the following equation:
E P is the expectation operator w.r.t. the probability measure P; dim( · ) is the Hausdor dimension.
In order to prove Theorem 8, we need Lemma 10. Suppose ( ; F; P) be any complete probability space {(g ( !) * i ; 06i ¡ N ): ∈ D} are i.i.d. random elements from to con(E) N satisfying
This lemma is just Theorem 1 in Hu (1999a Hu ( ,1999b .
Proof of Theorem 8. For any a.s. P-(f 0 ; : : : ; f N −1 ) self-similar set K * (!), according to the proof of necessity in Theorem 7, there are three objects: (a) complete probability space
(b) a collection of measurable maps {Â ; ∈ D}; Â :
N , which satisfy (51) - (53) and
Since dim(·) :
is measurable, hence it follows from (53) and (51) that
Similarly, Lip(·) : con(E) → [0; 1) is also measurable, hence
and then is the unique solution of the following equation:
In order to prove Theorem 8, it is enough to prove
where is the unique solution of Eq. (59). Using Lemma 10 it is enough to prove (60), that conditions (1) -(6) in Lemma 10 are satisÿed. Since in Theorem 8 g The theorem is proved .
Lemma 11. Under the conditions in Lemma 10, if
(1) P(min 06i¡N Lip(g i )¿ ) = 1 (for some one ¿ 0); (2) P( 06i¡N Lip(g i ) = 1) = 1, then
where H (·) is the Hausdor measure deÿned by '(s) = s .
This lemma is just Theorem 2 in Hu (1999a Hu ( ,1999b .
Theorem 9. Under the conditions in Theorem 8, if
(1) P(min 06i¡N Lip(f i )¿ ) = 1 (for some one ¿ 0); (2) P( 06i¡N Lip(f i ) = 1) = 1, then
it means that the exact Hausdor measure function of K * is '(s) = s .
Proof. Since g ( !) * i = f (Â ( !)) i
, P • Â −1 = P (i ∈ C 1 ; ∈ D; ! ∈ = D ) in this theorem, hence we can get Theorem 9 from Lemma 11 immediately.
Remark 3. If f (!) i
does not depend on !; (06i ¡ N ), then Theorems 8 and 9 become Theorem 1(ii) in Hutchinson (1981; p: 737) . i.e. K( !) is just the random set deÿned in Theorem 2:2 in Graf (1987) .
For complete probability space ( ; F; P) = ( D ; F D ; P D ), we have proved in the proof of (c) ⇒ (a) in Theorem 6 that K( !) is also a P-(g 0 ; : : : ; g N −1 ) a.s. self-similar set. In this case, Theorems 8 and 9 become Theorems 7:6 and 7:8 in Graf (1987) , respectively.
Remark 5. Remark 4 tells us that the random set K deÿned in Theorem 2:2 in Graf (1987) is not only a P-(g 0 ; : : : ; g N −1 ) statistically self-similar set but also a P-(g 0 ; : : : ; g n−1 ) a.s. self-similar set. Hence Theorems 7:6 and 7:8 in Graf (1987) are the special cases of Theorems 8 and 9, respectively.
For further reading
The following references are also of interest to the reader: Graf et al., 1988; Matthias, 1991. 
