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Introduction générale
Ce mémoire présente une synthèse de mes activités de recherche et d'encadrement depuis mon
doctorat en 2009. Mes activités de recherche s'articulent principalement sur l'analyse statistique des
séries temporelles et secondairement sur une famille, particulière, de modèles exponentiels appelée
Normal Stable-Tweedie (NST).
L'accent a été mis de manière volontaire sur la thématique des séries temporelles qui donne
son nom au mémoire. De plus, les thèmes actuellement étudiés dans le cadre des trois thèses que
j'encadre et co-encadre sont sur cette thématique. Il me semble donc naturel dans le cadre d'une
habilitation à diriger des recherches, de valoriser un travail d'encadrement doctoral.
On observe une suite x1, . . . , xn de vecteurs de Rd indexés par le temps. Cette série chronolo-
gique (temporelle ou chronique) est dite univariée quand d = 1, et multivariée quand d > 1. Cette
série est issue d'un phénomène aléatoire. On la considère comme une réalisation d'un processus
stochastique X = (Xt)t∈Z. Le schéma de modélisation est
(Ω,A,P) ω ∈ Ω 7→ X (ω) = (. . . , x1, . . . , xn, . . . ).
On dit que X (ω) est une observation, ou encore une trajectoire, du processus X . Lorsqu'on dispose
de plusieurs séries présentant des dépendances temporelles ou instantanées, il est utile de les étudier
conjointement en les considérant comme les composantes d'un processus multivarié (vectoriel). Je
présente un bref état de l'art et quelques motivations sur cette thématique.
Contexte bibliographique et motivations
Les modèles AutoRégressifs (AR) ont été introduits par Yule (voir [Yul26]) en 1926 et complétés,
en 1937, par Slutsky dans [Slu37] en introduisant les modèles moyennes mobiles (MA, Moving
Average en anglais). Leur extension ARMA (AutoRegressive Moving Average, en anglais) est
due à Wold (1938) dans ses travaux de thèse (voir [Wol54]). Cette classe de modèles ARMA
se révèle très importante pour la prévision de processus stationnaires au second ordre. Ceux-ci
découlent naturellement d'un résultat fondamental dû à Wold (1938) qui aﬃrme que tout processus
stationnaire au second ordre et purement non déterministe admet une représentation moyenne
mobile inﬁnie (voir [BD91], pour le cas univarié). Les arguments utilisés s'étendent directement
au cas multivarié (voir [Rei97]). Pour les applications économétriques, le cadre univarié est très
restrictif. Les séries économiques présentent des interdépendances fortes rendant nécessaire l'étude
simultanée de plusieurs séries. Le développement de la littérature sur la co-intégration (fondée sur
les travaux du prix Nobel d'économie Granger) atteste de l'importance de cette problématique.
Pour l'analyse des séries temporelles multivariées, la classe des modèles ARMA vectoriels
(VARMA pour Vector ARMA) (voir [Rei97, Lüt05]) est utilisée non seulement pour étudier les
propriétés de chacune de ces séries, mais aussi pour décrire de possibles relations croisées entre
15
introduction générale
les diﬀérentes séries chronologiques. Ces modèles VARMA occupent une place centrale pour la
modélisation des séries temporelles multivariées. Ils sont une extension naturelle des modèles
ARMA qui constituent la classe la plus utilisée de modèles de séries temporelles univariées (voir
[BD91]). Cette extension pose néanmoins des problèmes ardus, comme par exemple, l'identiﬁcation
et l'estimation des paramètres du modèle et suscite des axes de recherche spéciﬁques, comme la
co-intégration (voir [Lüt05]). Ces modèles sont généralement utilisés avec des hypothèses fortes
sur le bruit qui en limitent la généralité. Ainsi, nous appelons VARMA forts les modèles standard
dans lesquels le terme d'erreur est supposé être une suite indépendante et identiquement distribuée
(i.e. iid), et nous parlons de modèles VARMA faibles quand les hypothèses sur le bruit sont moins
restrictives. Dans un modèles VARMA faible, on suppose simplement que le terme d'erreur est
non corrélé. Parmi les modèles pouvant être ajustés au processus d'innovation linéaire, dont les
autocorrélations sont nulles mais qui peut néanmoins présenter des dépendances temporelles, nous
pouvons citer les modèles autorégressifs conditionnellement hétéroscédastiques (ARCH) introduits
par [Eng82] et leur extension GARCH (ARCH généralisés) due à [Bol86] pour le cas univarié (voir
[BLR06], pour une review sur les modèles GARCH multivariés), on peut également citer les modèles
all-pass introduits par [BDT01, ADB06]. Ainsi la distinction entre modèle VARMA fort et faible
n'est donc qu'une question d'hypothèse sur le bruit. Vu que la contrainte sur le terme d'erreur d'un
modèle VARMA faible est moins forte que pour un modèle VARMA fort, il est clair que la classe
des modèles VARMA faibles est la plus large. Nous en déduisons la relation suivante
{modèles VARMA forts} ⊂ {modèles VARMA faibles} .
De nombreux outils statistiques ont été développés pour l'estimation, l'analyse statistique et
l'interprétation des modèles VARMA forts (voir par exemple [Chi74, Duf04, DJ14, DH76, Han76,
HD88, HDD80, Hos80, Hos89, Hos81a, Hos81b, Kas12, LM81, RBY92]).
Parmi la grande diversité des modèles stochastiques de séries temporelles à temps discret, on
distingue, et on oppose parfois, les modèles linéaires et les modèles non linéaires. En réalité ces deux
classes de modèles ne sont pas incompatibles et peuvent même être complémentaires. Les fervents
partisans des modèles non linéaires, ou de la prévision non paramétrique, reprochent souvent aux
modèles linéaires ARMA d'être trop restrictifs, de ne convenir qu'à un petit nombre de séries.
Ceci est surtout vrai si on suppose, comme on le fait habituellement, des hypothèses fortes sur le
bruit qui intervient dans l'écriture ARMA. Dans le cadre univarié, [FZ98, FRZ05] ont montré qu'il
existe des processus très variés admettant à la fois des représentations non linéaires et linéaires
de type ARMA, pourvu que les hypothèses sur le bruit du modèle ARMA soient suﬃsamment
peu restrictives. Certaines transformations de processus VARMA forts, comme par exemple des
agrégations temporelles (voir [DN93]), des échantillonnages ou encore des transformations linéaires
plus générales, admettent des représentations VARMA faibles. Par conséquent, relâcher cette
hypothèse permettra aux modèles VARMA faibles de couvrir une large classe de processus non
linéaires.
Contrairement aux modèles VARMA forts, les travaux consacrés à l'analyse statistique des
modèles VARMA faibles sont globalement limités au cas univarié. Sous certaines hypothèses d'er-
godicité et de mélange, la consistance et la normalité asymptotique de l'estimateur des moindres
carrés ordinaires ont été montrés par [FZ98]. Il se trouve que la précision de cet estimateur dé-
pend de manière cruciale des hypothèses faites sur le bruit. Il est donc nécessaire d'adapter la
méthodologie usuelle d'estimation de la matrice de variance asymptotique (voir [FZ00]). Parmi
les autres résultats statistiques disponibles, signalons des travaux importants sur le comportement
asymptotique des autocorrélations empiriques établis par [LNS01, LNS02] et [RT96]. Ces der-
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niers auteurs ont également introduit des processus non corrélés mais dépendants et qui peuvent
être étendus au cas multivarié. Notons aussi les travaux importants sur les tests portmanteau par
[FRZ05, Sha11, ZL15], sur les tests de linéarité et l'estimation HAC de modèles ARMA faibles
par [FZ07], sur les processus dual et inverse de représentations ARMA faibles [EG10, EG15], sur
l'identication des modèles ARMA faibles basée sur l'analyse des autocorrélations et autocorréla-
tions inverses [FZ05b, EGF06]. Signalons aussi les travaux sur l'inférence statistique de processus
dépendants par une approche d'auto-normalisation (voir [Sha0a, Sha0b, Sha12, Sha15]).
En analyse multivariée, des progrès importants ont été réalisés par [DR08] qui ont proposé une
généralisation de la méthode d'estimation basée sur la régression introduite par [HR83] et étudié
les propriétés asymptotiques de cet estimateur. Ils ont également proposé un critère d'information
modiﬁé convergent pour la sélection des modèles VARMA faibles, qui est aussi une extension de
celui introduit par [HR83]. Katayama a proposé une nouvelle statistique de test portmanteau dont
la distribution asymptotique est celle d'un chi-deux (voir [Kat12]). On pourrait également citer
les travaux existants sur les modèles VAR faibles, mais comme c'est une sous classe des modèles
VARMA faibles, j'ai fait le choix (volontaire) de ne citer que les travaux basés sur la classe des
VARMA faibles.
Nous parlerons de nos travaux réalisés sur les VARMA faibles sous forme de contribution dans
la section suivante.
Contribution apportée
L'objectif principal de notre recherche est d'étudier dans quelle mesure les travaux cités pré-
cédemment sur l'analyse statistique des modèles ARMA forts peuvent s'étendre au cas multivarié
faible.
Dans la modélisation des séries temporelles, la validité des diﬀérentes étapes de la méthodologie
traditionnelle de Box et Jenkins, à savoir les étapes d'identiﬁcation, d'estimation et de validation,
dépend fortement des propriétés du bruit blanc. Nous avons étudié toutes ces étapes dans le cadre
de modèles VARMA faibles.
Le chapitre 1 de ce mémoire traite des propriétés asymptotiques des estimateurs du quasi-
maximum de vraisemblance des paramètres de modèles VARMA faibles. Une attention particulière
est ensuite accordée à l'estimation de la matrice de variance asymptotique de ces estimateurs qui
est d'une forme "sandwich", et peut être très diﬀérente de la variance asymptotique standard. Nous
prouvons la diﬀérence de précision qui peut exister entre les deux formes de manière théorique et
à travers quelques illustrations numériques.
Le chapitre 2 est consacré au problème très important de sélection des ordres de modèles
VARMA faibles. Depuis des années, ce champ de recherche suscite un intérêt croissant au sein
de la communauté des économètres et des statisticiens. En attestent les nombreuses publications
scientiﬁques dans ce domaine et les diﬀérents champs d'application ouverts. Les praticiens se sont
toujours trouvés confrontés au problème du choix d'un modèle adéquat leur permettant de décrire
le mécanisme ayant généré les observations et de faire des prévisions. Ces questions concernent les
diﬀérents domaines d'application des séries temporelles, tels que la communication, la climatologie,
l'épidémiologie, les systèmes de contrôle, l'économétrie et la ﬁnance. Aﬁn de résoudre ce problème
de choix de modèles, nous proposons des critères d'information modiﬁés en prouvant que les
fondements théoriques des critères d'information standards ne sont plus établis quand l'hypothèse
de bruit blanc fort est relâchée. Nous illustrons nos résultats sur des études empiriques basées sur
des expériences de Monte Carlo.
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Dans le chapitre 3, nous traitons le problème de la validation de modèles VARMA faibles. Dans
un premier temps, nous proposons des versions modiﬁées des tests de Wald, du multiplicateur
de Lagrange et du rapport de vraisemblance aﬁn de pouvoir tester des restrictions linéaires sur
les paramètres libres du modèle. Ensuite, nous traitons les tests fondés sur l'analyse des résidus
de modèles VARMA faibles, plus particulièrement nous nous sommes intéressés au cas des tests
portmanteau. Nous avons proposé de nouvelles statistiques permettant de tester l'adéquation de
modèles VARMA faibles. Les résultats ont été illustrés par des expériences de Monte Carlo.
Dans le chapitre 4, nous traitons le problème de l'estimation et de la validation de modèles
GARCH multivariés. C'est un travail développé dans le cadre du co-encadrement de la thèse de
Othman Kadmiri commencée en octobre 2014.
Le chapitre 5 traite de l'estimation de modèles ARMA faibles à coeﬃcients aléatoires (RCARMA,
pour random coeﬃcient ARMA). Je décris brièvement les premiers résultats obtenus sur la sta-
tionnarité et les propriétés asymptotiques des estimateurs de moindres carrés des paramètres de
modèles RCARMA faibles.
Dans le chapitre 6, je décris brièvement les travaux indépendants de ma thématique principale
décrite dans les chapitres 1 à 5. Nous introduisons la famille des lois Normal Stables-Tweedie
(NST) k-dimensionnelles, k > 1. Ces NST sont constituées d'une marge unidimensionnelle stable-
Tweedie positive et des k − 1 gaussiennes indépendantes de même variance égale à la valeur de la
stable-Tweedie.
Le chapitre 7 détaille les trois co-encadrements et des perspectives pour des développements
futurs.
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Chapitre 1
Contribution à l'estimation des
modèles ARMA faibles multivariés
Ce chapitre porte sur nos travaux liés à l'estimation des modèles VARMA faibles ainsi que
sur l'étude des propriétés asymptotiques des estimateurs du quasi-maximum de vraisemblance
(EQME). Nous présentons également nos travaux consacrés à l'estimation de la matrice de variance
asymptotique de ces estimateurs, aﬁn de les comparer à celle du cas standard. Les publications
liées à ce chapitre sont : [A2, A5, A7, A9]
Pour l'estimation des paramètres du modèle ARMA ou VARMA, on utilise couramment la mé-
thode du quasi-maximum de vraisemblance (QMV, pour la suite) qui est la méthode du maximum
de vraisemblance gaussien lorsque l'hypothèse de bruit blanc gaussien est relâchée.
À la suite des travaux de [Wal64], l'estimation des modèles ARMA forts a donné lieu à de
nombreux travaux. Par exemple : [Han73] a montré la convergence forte de divers estimateurs
(essentiellement sous une hypothèse d'ergodicité sur le processus observé) et la normalité asymp-
totique sous une hypothèse de diﬀérence de martingale sur le bruit, [DH76] ont étendu ces travaux
aux cas multivariés (voir aussi [HD88]), [RC79] ont établi une preuve de la convergence forte de
l'estimateur du QMV pour les modèles VARMA forts. Les comportements asymptotiques des es-
timateurs du QMV de modèles VARMA forts ont été largement étudiés dans la littérature (voir
[Lüt05]). Cependant ces résultats ne s'appliquent pas aux représentations ARMA ou VARMA faibles
de processus non linéaires. En eﬀet, les auteurs qui viennent d'être cités supposent toujours que le
processus des innovations linéaires est une diﬀérence de martingales (au moins en ce qui concerne
la normalité asymptotique). Dans le cas de modèles ARMA faibles univariés, la consistance et la
normalité asymptotique de l'estimateur des moindres carrés ordinaires ont été montrés dans [FZ98]
sous certaines hypothèses d'ergodicité et de mélange. Mais pour les applications économétriques,
le cadre univarié est très restrictif. Les séries économiques présentent des interdépendances fortes
rendant nécessaire l'étude simultanée de plusieurs séries. Le développement de la littérature sur la
co-intégration (fondée sur les travaux du prix Nobel d'économie Granger) atteste de l'importance
de cette problématique. Dans [A2], nous avons étudié les propriétés asymptotiques du QMV des
paramètres d'un modèle VARMA faible sous des hypothèses essentielles d'ergodicité et de mé-
lange en prouvant la convergence forte et la normalité asymptotique de l'estimateur du QMV. Il
se trouve que la précision de cet estimateur dépend de manière cruciale des hypothèses faites sur
le bruit. Il est donc nécessaire d'adapter la méthodologie usuelle d'estimation de la matrice de
variance asymptotique comme dans [FZ00]. C'est ce que nous avons fait dans [A5, A9] et pour un
processus ARMA faible univarié, nous avons proposé dans [A7] une généralisation de la méthode
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introduite dans [A9].
1.1 Propriétés asymptotiques des estimateurs du QMV
Plusieurs formulations VARMA ont été introduites pour décrire diﬀérents types de séries tem-
porelles multivariées. L'une des formulations les plus générales et les plus simples est le modèle
VARMA structurel sans tendance suivant :
A00Xt −
p0∑
i=1
A0i Xt−i = B00t −
q0∑
j=1
B0it−j , ∀t ∈ Z (1.1)
où Xt = (X1t , . . . ,Xdt)
′ est un processus vectoriel stationnaire au second ordre de dimension d ,
d étant le nombre de séries considérées, à valeurs réelles. Les paramètres A0i , i ∈ {0, . . . , p0}
et B0j , j ∈ {0, . . . , q0} sont des matrices d × d , et p0 et q0 sont des entiers appelés ordres.
Sans perte de généralité, nous supposons que les matrices A0p0 et B0q0 sont non nulles. Le terme
d'erreur t = (1t , . . . , dt)
′ est un bruit blanc vectoriel, c'est-à-dire une suite de variables aléatoires
centrées (E(t) = 0), non corrélées (Cov(t , t−h) = 0, ∀h 6= 0), avec une matrice de covariance
non singulière Σ0 := E(t′t). Ces modèles VARMA sont généralement utilisés avec des hypothèses
fortes sur le bruit qui en limitent la généralité. Ainsi, nous appelons VARMA forts les modèles
standards dans lesquels le terme d'erreur est supposé être une suite indépendante et identiquement
distribuée (iid), et nous parlons de modèles VARMA faibles quand les hypothèses sur le bruit
sont moins restrictives. Dans ces modèles VARMA faibles, les termes d'erreur sont non corrélés
mais peuvent contenir des dépendances non linéaires. Ceci permet de traiter des processus qui
peuvent avoir des dynamiques non linéaires très générales. Relâcher cette hypothèse d'indépendance
standard permet aux modèles VARMA faibles de couvrir une large classe de processus non linéaires.
Les paramètres sont les coeﬃcients des matrices carrées d'ordre d suivantes : Ai , i ∈
{0, . . . , p0}, Bj , j ∈ {0, . . . , q0} et Σ . Le vecteur des vraies valeurs des paramètres auquel on
s'intéresse dans l'estimation est noté ϑ0. Notons par det(·) ou | · | le déterminant d'une ma-
trice carrée. Pour l'étude des séries chronologiques, la notion de stationnarité faible (au second
ordre) conduit à imposer des contraintes sur les racines des polynômes detAϑ(z) et detBϑ(z) où
Aϑ(z) = A0 −
∑p0
i=1 Ai z
i et Bϑ(z) = B0 −
∑q0
j=1 Bj z
j . Supposons que
(H1) detAϑ(z) detBϑ(z) = 0⇒ |z | > 1.
L'intérêt principal de cette modélisation et des représentations obtenues en inversant successivement
les polynômes Aϑ(z) et Bϑ(z) est de permettre de calculer les prévisions linéaires optimales du
processus de manière beaucoup plus simple que sous la seule hypothèse de stationnarité au second
ordre.
Bien que la modélisation linéaire standard des séries temporelles s'étende naturellement dans
le cadre des modèles VARMA, cette extension pose néanmoins des problèmes ardus, comme
par exemple l'identiﬁabilité. Ainsi nous allons imposer des conditions aux matrices Ai , Bj et Σ
aﬁn d'assurer l'identiﬁabilité du modèle, c'est-à-dire l'unicité des (p0 + q0 + 3)d2 paramètres du
modèle. Nous supposons que ces matrices sont paramétrées suivant le vecteur des vraies valeurs
des paramètres noté ϑ0. Nous notons A0i = Ai (ϑ0), i ∈ {1, . . . , p0}, Bj = Bj(ϑ0), j ∈ {1, . . . , q0}
et Σ0 = Σ (ϑ0), où ϑ0 appartient à l'espace compact des paramètres Θ ⊂ Rk0 , et k0 est le nombre
de paramètres inconnus qui est inférieur à (p0+q0+3)d2. Pour tout ϑ ∈ Θ, nous supposons aussi
que les applications ϑ 7→ Ai (ϑ) i = 0, . . . , p0, ϑ 7→ Bj(ϑ) j = 0, . . . , q0 et ϑ 7→ Σ (ϑ) admettent
des dérivées continues d'ordre 3.
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Dans le cadre du modèle VARMA (4.13), l'hypothèse (H1) qui assure que les polynômes
detAϑ0(z) et detBϑ0(z) n'ont pas de racine commune dans le disque unité, ne suﬃt pas à
garantir l'identiﬁabilité du paramètre, c'est-à-dire à garantir que seule la valeur ϑ = ϑ0 satisfasse
Aϑ(L)Xt = Bϑ(L)t où L est l'opérateur retard (i.e. Xt−1 = LXt , t−k = Lkt pour tout t, k ∈ Z).
On suppose donc que
(H2) : pour tout ϑ ∈ Θ tel que ϑ 6= ϑ0, les fonctions de transfert vériﬁent soit :
A−10 B0B
−1
ϑ (z)Aϑ(z) 6= A−100 B00B−1ϑ0 (z)Aϑ0(z) pour un z ∈ C
ou soit
A−10 B0Σ B
′
0A
−1′
0 6= A−100 B00Σ0B ′00A−1
′
00 .
Divers types de conditions peuvent être imposés pour assurer l'identiﬁabilité (voir [Rei97] p. 37-40,
ou [Han76], [HD88] section 2.7). Pour avoir l'identiﬁabilité, il est parfois nécessaire d'introduire
des formes plus contraintes, comme par exemple la forme échelon. Pour des renseignements
complémentaires sur les formes identiﬁables, et en particulier la forme échelon, on peut par exemple
se référer à [Han76, Lüt05, Rei97].
1.1.1 Déﬁnition de l'estimateur du QMV
La représentation (4.13) sera dite réduite lorsqu'on suppose A00 = B00 = Id , et structurelle
dans le cas contraire. Les modèles structurels permettent d'étudier des relations économiques
instantanées. Les formes réduites sont plus pratiques d'un point de vue statistique, car elles donnent
les prévisions de chaque composante en fonction des valeurs passées de l'ensemble des composantes.
Donc pour des raisons pratiques, nous écrivons le modèle (4.13) sous sa forme réduite
Xt −
p0∑
i=1
A−100 A0i Xt−i = et −
q0∑
j=1
A−100 B0j B
−1
00 A00et−j , où et = A
−1
00 B00t . (1.2)
On dispose d'une observation de longueur n,X1, . . . ,Xn. Pour 0 < t ≤ n et pour tout ϑ ∈ Θ, les
variables aléatoires e˜t(ϑ) sont déﬁnies récursivement par
e˜t(ϑ) = Xt −
p0∑
i=1
A−10 Ai Xt−i +
q0∑
j=1
A−10 Bj B
−1
0 A0e˜t−j(ϑ), (1.3)
où les valeurs initiales inconnues sont remplacées par zéro : e˜0(ϑ) = · · · = e˜1−q0(ϑ) = X0 = · · · =
X1−p0 = 0. Nous avons montré que, comme dans le cas univarié (voir [FZ98]), ces valeurs initiales
sont asymptotiquement négligeables, et en particulier que e˜t(ϑ0) − et → 0 presque sûrement
quand t → ∞. Ainsi, le choix des valeurs initiales est sans eﬀet sur les propriétés asymptotiques
de l'estimateur. La quasi-vraisemblance gaussienne s'écrit
L˜n(ϑ) =
n∏
t=1
1
(2pi)d/2
√
detΣe
exp
{
−1
2
e˜ ′t(ϑ)Σ
−1
e e˜t(ϑ)
}
,
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où Σe = Σe(ϑ) = A
−1
0 B0Σ B
′
0A
−1′
0 . Un estimateur du QMV de ϑ0 est déﬁni comme toute solution
mesurable ϑˆn de
ϑˆn = argmax
ϑ∈Θ
L˜n(ϑ) = arg min
ϑ∈Θ
˜`
n(ϑ), ˜`n(ϑ) =
−2
n
log L˜n(ϑ).
Les résultats présentés ici sont dans [A2].
1.1.2 Convergence presque sûr de l'estimateur du QMV
Aﬁn d'établir la convergence forte de l'estimateur du QMV, il est utile d'approcher la suite
(e˜t(ϑ)) par une suite stationnaire ergodique. C'est ainsi que nous faisons l'hypothèse essentielle
d'ergodicité suivante
(H3) Le processus (t) est stationnaire et ergodique.
Nous pouvons maintenant énoncer le théorème de convergence forte suivant.
Théorème 1. (Convergence forte) Soit (ϑˆn) une suite d'estimateurs du QMV de l'équation
(4.13). Sous les hypothèses (H1), (H2) et (H3), nous avons presque sûrement ϑˆn → ϑ0 quand
n→∞.
Ainsi comme dans le cas où le processus des innovations est un bruit blanc fort, nous obtenons la
consistance forte de l'estimateur ϑˆn dans le cas faible. La démonstration de ce résultat est la même
que celle établie pour le cas des modèles VARMA standard (voir [HD88] dans le cas VARMAX sous
des hypothèses d'homoscédasticité sur le bruit), qui est basée sur celle proposée par [Wal49, Pfa69]
pour prouver la consistance de l'estimateur du maximum de vraisemblance. Nous fournissons un
schéma de cette preuve.
Démonstration. L'hypothèse (H1) sur les racines des polynômes VAR et MA entraîne que
et(ϑ) = A
−1
0 B0B
−1
ϑ (L)Aϑ(L)Xt = Xt +
∞∑
i=1
Ci (ϑ)Xt−i , sup
ϑ∈Θ
‖Ci (ϑ)‖ = O(ρi ), (1.4)
pour ρ ∈ [0, 1[. On montre d'abord que l'hypothèse d'identiﬁabilité (H2) entraîne pour tout ϑ ∈ Θ
et tout t ∈ Z,
t(ϑ) = t(ϑ0) p.s. ⇒ ϑ = ϑ0. (1.5)
Ensuite, sous l'hypothèse (H1), on montre que les valeurs initiales sont asymptotiquement négli-
geables en montrant successivement que
sup
ϑ∈Θ
‖e˜t(ϑ)− et(ϑ)‖ = O(ρt), (1.6)
sup
ϑ∈Θ
∣∣∣˜`n(ϑ)− `n(ϑ)∣∣∣ = o(1), p.s. (1.7)
Au vu de (1.7), on obtient
˜`
n(ϑ) = `n(ϑ) + oP(1) =
1
n
n∑
t=1
lt(ϑ) p.s. n→∞,
22
1.1. PROPRIÉTÉS ASYMPTOTIQUES DES ESTIMATEURS QMV
où
lt(ϑ) = d log(2pi) + log detΣe + e
′
t(ϑ)Σ
−1
e et(ϑ).
En appliquant le théorème ergodique, on a presque sûrement
`n(ϑ) → d log(2pi) + Q(ϑ),
où Q(ϑ) = log detΣe + Ee ′1(ϑ)Σ−1e e1(ϑ). Notons Ht−1 l'espace de Hilbert engendré par les
variables aléatoires Xu pour u < t. Maintenant, il faut montrer que ce critère limite est minimisé
en ϑ0 :
Q(ϑ) ≥ Q(ϑ0), ∀ϑ 6= ϑ0 ∈ Θ. (1.8)
En eﬀet, on a
Q(ϑ) = E {e1(ϑ0)}′Σ−1e {e1(ϑ0)}+ log detΣe
+E {e1(ϑ)− e1(ϑ0)}′Σ−1e {e1(ϑ)− e1(ϑ0)}
+2E {e1(ϑ)− e1(ϑ0)}′Σ−1e e1(ϑ0).
Puisque et = et(ϑ0) est orthogonale à Ht−1 et au vu de l'équation (1.4) : {et(ϑ)− et(ϑ0)} =∑∞
i=1 {Ci (ϑ)− Ci (ϑ0)}Xt−i appartient à Ht−1, on a E {e1(ϑ)− e1(ϑ0)}′Σ−1e e1(ϑ0). En remar-
quant que
Q(ϑ0) = log detΣe0 + Ee ′1(ϑ0)Σ−1e0 e1(ϑ0)
= log detΣe0 + Tr
(
Σ−1e0 Ee1(ϑ0)e
′
1(ϑ0)
)
= log detΣe0 + d ,
on a alors
Q(ϑ)− Q(ϑ0) ≥ TrΣ−1e Σe0 − log detΣ−1e Σe0 − d ≥ 0 (1.9)
en utilisant l'inégalité suivante valable pour toutes les matrices semi-déﬁnies positives d'ordre d×d :
Tr(A−1B)− log det(A−1B) ≥ Tr(A−1A)− log det(A−1A) = d .
Ainsi, au moins une des deux inégalités dans (1.9) est stricte, sauf si e1(ϑ) = e1(ϑ0) avec probabilité
1 et Σe = Σe0, ce qui est donc équivalent à ϑ = ϑ0 d'après (1.5). Cela ne suﬃt pas pour conclure
car, a priori, on ne sait pas si
argmin
ϑ
lim
n→∞
˜`
n(ϑ) et lim
n→∞ argminϑ
˜`
n(ϑ)
coïncident.
Pour tout ϑ ∈ Θ et tout entier k > 0, on pose Vk(ϑ) la sphère de centre ϑ et de rayon 1/k .
En utilisant (1.7), on a
lim inf
n→∞ infϑ∗∈Vk (ϑ)∩Θ
˜`
n(ϑ
∗) ≥ lim inf
n→∞ infϑ∗∈Vk (ϑ)∩Θ
`n(ϑ
∗)− lim sup
n→∞
sup
ϑ∈Θ
|`n(ϑ)− ˜`n(ϑ)|
≥ lim inf
n→∞ n
−1
n∑
t=1
inf
ϑ∗∈Vk (ϑ)∩Θ
lt(ϑ
∗)
= E inf
ϑ∗∈Vk (ϑ)∩Θ
l1(ϑ
∗).
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La dernière égalité est obtenue par application du théorème ergodique au processus station-
naire
{
infϑ∗∈Vk (ϑ)∩Θ `t(ϑ
∗)
}
t
. Quand k tend vers +∞, le théorème de Beppo-Levi montre que
E infϑ∗∈Vk (ϑ)∩Θ l1(ϑ
∗) tend vers El1(ϑ). D'après (1.9), on obtient
lim inf
n→∞ infϑ∗∈V (ϑ)
˜`
n(ϑ
∗) > El1(ϑ0), p.s. (1.10)
Remarquons également que (1.7), (1.8) et le théorème ergodique entraînent que
lim sup
n→∞
inf
ϑ∗∈V (ϑ)∩Θ
˜`
n(ϑ
∗) ≤ lim sup
n→∞
inf
ϑ∗∈V (ϑ)∩Θ
`n(ϑ
∗) + lim sup
n→∞
sup
ϑ∈Θ
|`n(ϑ)− ˜`n(ϑ)|
≤ lim sup
n→∞
n−1
n∑
t=1
lt(ϑ0)
= El1(ϑ0).
De plus, pour tout voisinage V (ϑ0) de ϑ0 on a
lim sup
n→∞
inf
ϑ∗∈V (ϑ0)
˜`
n(ϑ
∗) ≤ El1(ϑ0), p.s. (1.11)
On conclut en utilisant les arguments standard de compacité (voir [Wal49]). Plus précisement, le
compact Θ est recouvert par un voisinage V (ϑ0) de ϑ0 et la réunion d'un nombre ﬁni de voisinages
V (ϑ1), . . . ,V (ϑk) satisfaisants (1.10) (par remplacement de ϑ par ϑi , i = 1, . . . , k dans (1.10)).
Il existe donc un sous-recouvrement de Θ par un nombre ﬁni de ces ouverts tels que
k⋃
i=0
V (ϑi ) ⊇ Θ.
D'après (1.10) et (1.11), on obtient presque sûrement
inf
ϑ∈Θ
˜`
n(ϑ) = min
i=0,1,...,k
inf
ϑ∈V (ϑi )∩Θ
˜`
n(ϑ) = inf
ϑ∈V (ϑ0)∩Θ
˜`
n(ϑ)
pour n assez grand. Par conséquent, presque sûrement, ϑˆn est dans V (ϑ0) pour n assez grand.
Puisque le voisinage V (ϑ0) peut être choisi arbitrairement petit, on obtient le résultat.
1.1.3 Normalité asymptotique de l'estimateur du QMV
L'ergodicité ne suﬃt pas pour obtenir un théorème central limite (noté TCL dans la suite).
Pour la normalité asymptotique du QMV, nous avons donc besoin d'hypothèses supplémentaires.
Il est d'abord nécessaire de supposer que le paramètre ϑ0 n'est pas situé sur le bord de l'espace
compact des paramètres Θ.
(H4) : Nous avons ϑ0 ∈
◦
Θ, où
◦
Θ est l'intérieur de Θ.
Nous introduisons les coeﬃcients de mélange fort d'un processus vectoriel X = (Xt) déﬁnis par
αX (h) = sup
A∈σ(Xu ,≤t),B∈σ(Xu ,≥t+h)
|P (A ∩ B)− P(A)P(B)| .
On dit que X est fortement mélangeant si αX (h)→ 0 quand h→∞. Nous considérons l'hypothèse
suivante qui nous permet de contrôler la dépendance temporelle du processus (t).
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(H5) : Il existe un réel ν > 0 tel que E‖t‖4+2ν <∞ et les coeﬃcients de mélange du processus
(t) vériﬁent
∑∞
k=0 {α(k)}
ν
2+ν <∞.
Remarque 1.1. Notons que d'après l'hypothèse (H1) et l'équation (4.13), le processus (Xt) peut
s'écrire comme une combinaison linéaire de t , t−1, . . . , ce qui implique, d'après (H5) que le
processus (Xt) est mélangeant (voir [Dav94]). Cette hypothèse (H5) est donc plus faible que
l'hypothèse de bruit blanc fort de point de vue de la dépendance. D'autre part, nous faisons
l'hypothèse d'existence de moments d'ordre 4+ (supérieur à quatre), c'est-à-dire E‖t‖4+2ν <∞
pour un réel ν > 0, qui est légèrement plus forte que l'hypothèse d'existence de moments d'ordre
4 qui est faite dans le cas standard. Étant donné l'hypothèse (H1) sur les racines des polynômes,
il est clair que les hypothèses de moment E‖t‖4+2ν < ∞ et E‖Xt‖4+2ν < ∞ sont équivalentes.
Par contre, les hypothèses de mélange ne sont pas équivalentes.
Nous déﬁnissons la matrice Mϑ0 des coeﬃcients de la forme réduite du modèle (1.2) par
Mϑ0 = [A
−1
00 A01 : · · · : A−100 A0p : A−100 B01B−100 A00 : · · · : A−100 B0qB−100 A00 : Σe0].
Ainsi nous avons besoin d'une hypothèse (d'identiﬁabilité locale) qui spéciﬁe comment cette matrice
dépend du paramètre ϑ0. Soit

Mϑ0 la matrice ∂vec(Mϑ)/∂ϑ
′ appliquée en ϑ0.
(H6) : La matrice

Mϑ0 est de rang k0.
Remarque 1.2. Notons que (H6) est une hypothèse d'identiﬁabilité qui complète (H2), mais
qu'aucune n'implique l'autre. L'hypothèse (H6) est locale alors que (H2) est une hypothèse globale
pour tout ϑ ∈ Θ.
Nous pouvons maintenant énoncer le théorème suivant qui nous donne le comportement asympto-
tique de l'estimateur du QMV.
Théorème 2. (Normalité asymptotique) Sous les hypothèses du Théorème 1, (H4), (H5) et
(H6), nous avons
√
n
(
ϑˆn − ϑ0
) L→ N (0,Ω := J−1I J−1), (1.12)
où J = J(ϑ0) et I = I (ϑ0), avec
J(ϑ) = lim
n→∞
∂2
∂ϑ∂ϑ′
˜`
n(ϑ) p.s., I (ϑ) = lim
n→∞Var
(
∂
∂ϑ
˜`
n(ϑ)
)
.
La démonstration de ce théorème repose sur le TCL pour processus α-mélangeant [Her84], le
théorème 1 et l'inégalité de covariance de [Dav68] pour les processus mélangeants. Nous donnons
un schéma de la preuve de ce théorème fondamental pour suite.
Démonstration. En utilisant des formules de dérivation élémentaire sur les traces (voir [Lüt05]),
pour tout i ∈ {1, . . . , k0}, on a
∂lt(ϑ)
∂ϑi
= Tr
{
Σ−1e
∂Σe
∂ϑi
− Σ−1e et(ϑ)e ′t(ϑ)Σ−1e
∂Σe
∂ϑi
}
+ 2
∂e ′t(ϑ)
∂ϑi
Σ−1e et(ϑ). (1.13)
L'hypothèse (H1) sur les racines des polynômes entraîne que, comme pour (1.4), les dérivées
d'ordre 1, 2, . . . de et(ϑ) s'expriment comme des combinaisons linéaires de Xt ,Xt−1, . . . dont les
25
CHAPITRE 1. CONTRIBUTION À L'ESTIMATION DES MODÈLES ARMA FAIBLES MULTIVARIÉS
coeﬃcients tendent vers 0 à vitesse exponentielle, uniformément en ϑ ∈ Θ. Plus explicitement,
pour k = 1, . . . , k0, on a
∂et(ϑ)
∂ϑk
=
∞∑
i=1
C
(k)
i (ϑ)Xt−i ,
∂e˜t(ϑ)
∂ϑk
=
t−1∑
i=1
C
(k)
i (ϑ)Xt−i , (1.14)
C
(k)
i (ϑ) =
∂Ci (ϑ)
∂ϑk
, sup
ϑ∈Θ
∥∥∥C (k)i (ϑ)∥∥∥ = O(ρi ). (1.15)
Similairement à l'équation (1.6), on obtient alors
sup
ϑ∈Θ
∥∥∥∥∂e˜t(ϑ)∂ϑ′ − ∂et(ϑ)∂ϑ′
∥∥∥∥ = O(ρt). (1.16)
En utilisant (1.13), on obtient
√
n
{
∂ ˜`n(ϑ)
∂ϑk
− ∂`n(ϑ)
∂ϑk
}
= a1 + a2,
où
a1 =
2√
n
n∑
t=1
{(
∂e ′t(ϑ)
∂ϑk
− ∂e˜
′
t(ϑ)
∂ϑk
)
Σ−1e et(ϑ) +
∂e˜ ′t(ϑ)
∂ϑk
Σ−1e (et(ϑ)− e˜t(ϑ))
}
a2 = Tr
(
Σ−1e
[{e˜t(ϑ)− et(ϑ)} e˜ ′t(ϑ) + et(ϑ) {e˜t(ϑ)− et(ϑ)}′]Σ−1e ∂Σe∂ϑk
)
.
D'après (1.6) et (1.16), on a
|a1|+ |a2| ≤ K√
n
n∑
t=1
bt , bt = ρ
t
{
sup
ϑ∈Θ
∥∥∥∥∂et(ϑ)∂ϑk
∥∥∥∥+ sup
ϑ∈Θ
‖et(ϑ)‖+ Kρt
}
.
D'après (1.4) et (1.14)-(1.15), on obtient
E sup
ϑ∈Θ
∥∥∥∥∂et(ϑ)∂ϑk
∥∥∥∥ <∞, E sup
ϑ∈Θ
‖et(ϑ)‖ <∞.
Par l'inégalité de Markov et pour tout ε > 0, on a
P
(
K√
n
n∑
t=1
bt > ε
)
≤ K
ε
√
n
n∑
t=1
ρt → 0,
et donc
√
n sup
ϑ∈Θ
∥∥∥∥∥∂ ˜`n(ϑ)∂ϑ − ∂`n(ϑ)∂ϑ
∥∥∥∥∥ = oP(1). (1.17)
Notons que les mêmes égalités sont aussi vériﬁées pour les dérivées secondes de ˜`n(ϑ). Au vu du
Théorème 1 et l'hypothèse (H4), on a presque sûrement ϑˆn → ϑ0 ∈
◦
Θ. Ainsi ∂ ˜`n(ϑˆn)/∂ϑ = 0 pour
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n suﬃsamment grand. Un développement de Taylor autour de ϑ0 donne
0 =
√
n
∂`n(ϑ0)
∂ϑ
+
∂2`n(ϑ0)
∂ϑ∂ϑ′
√
n
(
ϑˆn − ϑ0
)
+ oP(1). (1.18)
L'hypothèse (H6) permet de prouver que la matrice
J = E
∂2`n(ϑ0)
∂ϑ∂ϑ′
est inversible. (1.19)
D'après (1.4), on a
∂et(ϑ0)
∂ϑi
=
∞∑
`=1
d ′`et−`, (1.20)
où la suite des matrices d` = d`(i) est telle que ‖d`‖ → 0 à vitesse exponentielle quand ` → ∞.
Au vu de (1.13), pour tout m ≥ 0 et i = 1, . . . , k0, on pose
∂lt(ϑ0)
∂ϑi
= Yt,m,i + Zt,m,i
où
Yt,m,i = Tr
[
Σ−1e0
{
Id − ete ′tΣ−1e0
} ∂Σe(ϑ0)
∂ϑi
]
+ 2
m∑
`=1
e ′t−`d
′
`Σ
−1
e0 et
Zt,m,i = 2
∞∑
`=m+1
e ′t−`d
′
`Σ
−1
e0 et .
Notons Yt,m = (Yt,m,1, . . . ,Yt,m,k0)
′ et Zt,m = (Zt,m,1, . . . ,Yt,m,k0)
′ des vecteurs de Rk0 et
remarquons que les processus (Yt,m)t et (Zt,m)t sont stationnaires et centrés. De plus, sous (H5)
et pour m ﬁxé, le processus Y = (Yt,m)t est mélangeant (voir Théorème 14.1, page 210, dans
[Dav94]) et satisfait αY (h) ≤ α (max{0, h −m}). En appliquant le TCL pour des processus
mélangeants de [Her84], on obtient
1√
n
n∑
t=1
Yt,m
L→ N (0, Im), Im =
∞∑
h=−∞
Cov (Yt,m,Yt−h,m) .
Comme dans [FZ98] (voir Lemme 3), on montre que la matrice I = limm→∞ Im (l'existence de I
est due à une conséquence de l'hypothèse (H5) et de l'inégalité de covariance de [Dav68]). Puisque
‖Zt,m‖2 → 0 à vitesse exponentielle quand m→∞, en utilisant les arguments donnés dans [FZ98]
(voir Lemme 4), on montre que
lim
m→∞ lim supn→∞
P
{∥∥∥∥∥n−1/2
n∑
t=1
Zt,m
∥∥∥∥∥ > ε
}
= 0 (1.21)
pour ε > 0. En utilisant le résultat dans [BD91] (voir Proposition 6.3.9, pages 207-208), on déduit
27
CHAPITRE 1. CONTRIBUTION À L'ESTIMATION DES MODÈLES ARMA FAIBLES MULTIVARIÉS
que
1√
n
n∑
t=1
∂lt(ϑ0)
∂ϑ
=
1√
n
n∑
t=1
Yt,m +
1√
n
n∑
t=1
Zt,m
L→ N (0, I ). (1.22)
La conclusion provient de (1.18), (1.19) et (1.22).
Remarque 1.3. (Diﬀérence de précision dans l'estimation des VARMA forts et faibles) Les
logiciels développés pour estimer les modèles VARMA forts permettent aussi d'estimer de manière
convergente les paramètres d'un modèle VARMA faible.
Dans le cas standard de modèles VARMA forts, i.e. quand l'hypothèse (H3) est remplacée
par celle que les termes d'erreur (t) sont iid, nous avons I = 2J, ainsi la matrice Ω se résume à
Ωs := 2J
−1. Par contre dans le cas général, nous avons I 6= 2J donc Ωs 6= Ω . Comme conséquence,
il est probable que les logiciels utilisés pour ajuster les modèles VARMA forts fournissent une
estimation incorrecte de la matrice Ω (puisqu'ils fourniront comme estimateur de Ω , un estimateur
Ωˆs qui converge vers Ωs) pour le cas de processus VARMA faibles. Donc on ne peut pas leur faire
conﬁance pour tester, par exemple, la signiﬁcativité des coeﬃcients VARMA faibles. C'est aussi le
même problème dans le cas univarié (voir [FZ07], et d'autres références).
Notons que, pour les modèles VARMA sous la forme réduite (1.2), il n'est nullement restrictif
de supposer que les coeﬃcients A0, . . . ,Ap0 ,B0, . . . ,Bq0 sont fonctionnellement indépendants du
coeﬃcient Σe . Ceci nous permet de faire l'hypothèse suivante
(H7) : Posons ϑ = (ϑ(1)
′
,ϑ(2)
′
)′, où ϑ(1) ∈ Rk1 dépend des coeﬃcients A0, . . . ,Ap0 et
B0, . . . ,Bq0 , et où ϑ
(2) = DvecΣe ∈ Rk2 dépend uniquement de Σe , pour une matrice
D de duplication de taille k2 × d2, avec k1 + k2 = k0.
Par abus de notation, nous écrivons et(ϑ) = et(ϑ(1)). Le produit de Kronecker de deux matrices A
et B est noté par A⊗ B (noté dans la suite A⊗2 quand A = B). Le théorème suivant montre que
pour des modèles VARMA sous la forme réduite (1.2), les estimateurs du QMV et du LS (least
squares) coïncident.
Théorème 3. Sous les hypothèses du Théorème 2 et (H7), l'estimateur du QMV ϑˆn = (ϑˆ
(1)′
n , ϑˆ
(2)′
n )′
peut être obtenu par
ϑˆ
(2)
n = DvecΣˆe , Σˆe =
1
n
n∑
t=1
e˜t(ϑˆ
(1)
n )e˜
′
t(ϑˆ
(1)
n ),
et
ϑˆ
(1)
n = argmin
ϑ(1)
det
n∑
t=1
e˜t(ϑ
(1))e˜ ′t(ϑ
(1)).
De plus, nous avons
J =
(
J11 0
0 J22
)
, avec J11 = 2E
{
∂
∂ϑ(1)
e ′t(ϑ
(1)
0 )
}
Σ−1e0
{
∂
∂ϑ(1)′
et(ϑ
(1)
0 )
}
et J22 = D(Σ
−1
e0 ⊗ Σ−1e0 )D ′.
Remarque 1.4. Notons que la matrice J a la même expression dans les cas de modèles VARMA
fort et faible (voir [Lüt05] page 480, pour le cas VARMA fort), contrairement à la matrice I qui
est en général plus compliquée dans le cas faible que dans le cas fort.
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1.2 Estimation de la matrice de variance asymptotique
Les résultats présentés ici sont dans [A2, A5, A7, A9].
Aﬁn d'obtenir des intervalles de conﬁance ou de tester la signiﬁcativité des coeﬃcients VARMA
faibles, il sera nécessaire de disposer d'un estimateur au moins faiblement consistant de la matrice
de variance asymptotique Ω . Soit eˆt = e˜t(θˆn) les résidus du QMV quand p0 > 0 et q0 > 0, et soit
eˆt = et = Xt quand p0 = q0 = 0. Quand p0 + q0 6= 0, nous avons eˆt = 0 pour t ≤ 0 et t > n, et
posons
eˆt = Xt −
p0∑
i=1
A−10 (θˆn)Ai (θˆn)Xˆt−i +
q0∑
i=1
A−10 (θˆn)Bi (θˆn)B
−1
0 (θˆn)A0(θˆn)eˆt−i , (1.23)
pour t = 1, . . . , n, avec Xˆt = 0 pour t ≤ 0 et Xˆt = Xt pour t ≥ 1.
1.2.1 Estimation de la matrice Ω proposée dans [A2, A5]
Soit Σˆe0 = n−1
∑n
t=1 eˆt eˆ
′
t un estimateur de Σe0.
Estimation de la matrice J
La matrice J peut facilement être estimée par
Jˆ =
(
Jˆ11 0
0 Jˆ22
)
, Jˆ22 = D(Σˆ
−1
e0 ⊗ Σˆ−1e0 )D ′ et
Jˆ11 =
2
n
n∑
t=1
{
∂
∂ϑ(1)
e˜ ′t(ϑˆ
(1)
n )
}
Σˆ−1e0
{
∂
∂ϑ(1)′
e˜t(ϑˆ
(1)
n )
}
.
Dans le cas standard des VARMA forts Ωˆs := 2Jˆ−1 est un estimateur fortement convergent de Ωs .
Dans le cas général des VARMA faibles, cet estimateur n'est pas convergent quand I 6= 2J. Nous
avons besoin d'un estimateur convergent de la matrice I .
Estimation de la matrice I
Rappelons que
I = lim
n→+∞Var
(
1√
n
n∑
t=1
Υt
)
=
+∞∑
h=−∞
cov(Υt ,Υt−h), (1.24)
où
Υt =
∂lt(ϑ0)
∂ϑ
=
∂
∂ϑ
{
log detΣe + e
′
t(ϑ
(1))Σ−1e et(ϑ
(1))
}
ϑ=ϑ0
. (1.25)
L'existence de la somme des covariances dans (1.24) est une conséquence de l'hypothèse (H5) et
de l'inégalité de covariance de [Dav68]. Cette matrice I est plus délicate à estimer. Néanmoins,
nous nous reposons sur les deux méthodes suivantes (proposées dans la littérature) pour l'estimer :
1) la méthode d'estimation non paramétrique du noyau aussi appelée HAC (Heteroscedasticity
and Autocorrelation Consistent),
2) la méthode d'estimation paramétrique de la densité spectrale (notée SP dans la suite).
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Déﬁnition de l'estimateur HAC de la matrice I
Dans la littérature économique, l'estimateur HAC est largement utilisé pour estimer une matrice
de covariance de la forme de I . La technique que nous utilisons consiste à pondérer convenablement
certains moments empiriques. Cette pondération se fait au moyen d'une suite de poids (ou fenêtre).
Cette approche est semblable à celle de [And91, NW87]. Soit Υˆt le vecteur obtenu en remplaçant
ϑ0 par ϑˆn dans Υt . La matrice Ω est donc estimée par un estimateur "sandwich" de la forme
ΩˆHAC = Jˆ−1 IˆHACJˆ−1, IˆHAC =
1
n
n∑
t,s=1
ω|t−s|ΥˆtΥˆs ,
où ω0, . . . ,ωn−1 est une suite de poids (ou fenêtre) (voir [And91, NW87] pour plus de détails sur
le choix des poids).
Déﬁnition de l'estimateur SP de la matrice I
Une méthode alternative consiste à utiliser un modèle VAR paramétrique estimé de la densité
spectrale du processus (Υt). Cette approche a été étudiée par [Ber74] (voir aussi [dHL97]). Ceci
revient à interpréter (2pi)−1I comme étant la densité spectrale évaluée à la fréquence 0 du processus
stationnaire (Υt) (voir [BD91], p. 459). Nous nous basons sur l'expression
I = Φ−1(1)ΣuΦ−1(1)
quand (Υt) satisfait une représentation VAR(∞) de la forme
Φ(L)Υt := Υt +
∞∑
i=1
Φi Υt−i = ut ,
où ut est un bruit blanc faible de matrice covariance Σu. Notons Φˆr ,1, . . . , Φˆr ,r les coeﬃcients de la
régression des moindres carrés de Υˆt sur Υˆt−1, . . . , Υˆt−r et posons Φˆr (z) = Ik0−s +
∑r
i=1 Φˆr ,i z
i .
Soient uˆr ,t les résidus de cette regression et Σˆuˆr la variance empirique de uˆr ,1, . . . , uˆr ,n. Nous
énonçons maintenant le théorème suivant qui est une extension de celui de [FRZ05].
Théorème 4. (Convergence faible de I ) Sous les hypothèses du Théorème 3, nous supposons
que le processus (Υt) admet une représentation VAR(∞) pour laquelle les racines de detΦ(z) = 0
sont à l'extérieur du disque unité, ‖Φi‖ = o(i−2), et que la matrice Σu = Var(ut) est non
singulière. Nous supposons également que ‖t‖8+4ν <∞ et
∑∞
k=0{αX ,(k)}ν/(2+ν) <∞ pour un
réel ν > 0, où {αX ,(k)}k≥0 désigne la suite des coeﬃcients de mélange fort du processus (X ′t , ′t)′.
Alors, l'estimateur
Iˆ SP := Φˆ−1r (1)Σˆuˆr Φˆ
′−1
r (1)→ I
en probabilité quand r = r(n)→∞ et r3/n→ 0 quand n→∞.
La démonstration s'inspire de celle de [FRZ05], qui repose sur une série de lemmes.
1.2.2 Estimation de la matrice Ω proposée dans [A9]
La méthode que nous proposons dans [A9] consiste à trouver des estimateurs des matrices J
et I dans lesquels les estimateurs des coeﬃcients du modèle VARMA (4.13) sont isolés de ceux
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dépendant de la distribution de l'innovation. Nous considérons la matrice Σe comme un paramètre
de nuisance. Dans ce cas, aﬁn d'alléger nos notations, nous posons θ = ϑ(1).
La détermination des expressions explicites des matrices d'information de Fisher J et I dans
un contexte général, en particulier pour des modèles non linéaires, est une tâche diﬃcile (voir par
exemple [DSG10] qui ont contourné cette diﬃculté à travers des simulations de Monte Carlo).
Dans le cadre des processus linéaires (gaussiens), le problème du calcul des matrices d'information
de Fisher et de leur inverse a été largement étudié. Diverses expressions de ces matrices ont été
données par [Whi53, Whi63, Sid58, Dur59] et [BJ76]. Des algorithmes pour calculer ces matrices
d'information ont été proposés par [McL84, KM90, KM04] et [GB06]. Par contre, pour le cas des
modèles ARMA faibles, il existe très peu de travaux, à part ces exceptions (à notre connaissance
bien sûr) : [FZ00, FZ07] et pour des modèles all-pass par [BDT01].
Dans un premier temps, nous proposons une expression des dérivées des résidus en fonction des
résidus passés et des paramètres du modèle VARMA. Ceci nous permettra ensuite de donner une
expression explicite des matrices I et J impliquées dans la variance asymptotique des estimateurs
QMV, en fonction des paramètres des polynômes VAR et MA, et des moments d'ordre deux et
quatre du bruit. Enﬁn nous en déduisons un estimateur de la matrice Ω dont nous établissons la
convergence.
Expression des dérivées des résidus du modèle VARMA
Dans le cas de modèles ARMA univariés (i.e. quand d = 1), [McL78] avait déﬁni des dérivées
résiduelles par
∂et
∂Ai
= υt−i , i = 1, . . . , p0 et
∂et
∂Bj
= ut−j , j = 1, . . . , q0,
où Ai et Bj sont respectivement les paramètres AR et MA, par convention A0 = B0 = 1. Posons
θ = (θ1, . . . , θp0 , θp0+1, . . . , θp0+q0)
′, pour p0 et q0 diﬀérents de 0. Déﬁnissons les polynômes
Notons A∗h et B
∗
h les coeﬃcients déﬁnis par
A−1θ (z) =
∞∑
h=0
A∗hz
h, B−1θ (z) =
∞∑
h=0
B∗h z
h, |z | ≤ 1
pour h ≥ 0. Alors, on peut facilement représenter les dérivées résiduelles univariées par
∂et(θ)
∂θ
= (υt−1(θ), . . . , υt−p0(θ), ut−1(θ), . . . , ut−q0(θ))
′,
où
υt(θ) = −A−1θ (L)et(θ) = −
∞∑
h=0
A∗het−h(θ), ut(θ) = B
−1
θ (L)et(θ) =
∞∑
h=0
B∗h et−h(θ)
avec l'innovation
et(θ) = B
−1
θ (L)Aθ(L)Xt .
Pour s'inspirer du cas ARMA univarié, nous commençons par écrire le modèle réduit (1.2) sous sa
forme compacte
Aθ(L)Xt = Bθ(L)et(θ),
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où Aθ(L) = Id −
∑p0
i=1 Ai L
i est le polynôme VAR et Bθ(L) = Id −
∑q0
i=1 Bi L
i est le polynôme
MA, avec Ai = A
−1
0 Ai et Bi = A
−1
0 Bi B
−1
0 A0. Pour ` = 1, . . . , p0 et `
′ = 1, . . . , q0, posons
A` = (ai j ,`), B`′ = (bi j ,`′), a` = vec[A`] et b`′ = vec[B`′ ]. Notons respectivement par
a := (a′1, . . . , a
′
p0)
′ et b := (b′1, . . . ,b
′
q0)
′,
les coeﬃcients des polynômes VAR et MA. Ainsi il n'est pas restrictif de réécrire θ = (a′,b′)′, où
a ∈ Rk1 dépend des matrices A0, . . . ,Ap0 et où b ∈ Rk2 dépend de B0, . . . ,Bq0 , avec k1+k2 = k0.
Pour i , j = 1, · · · , d , déﬁnissons les (d × d) opérateurs matriciels Mi j(L) et Ni j(L) par
Mi j(L) = B
−1
θ (L)Ei j A
−1
θ (L)Bθ(L) and Ni j(L) = B
−1
θ (L)Ei j ,
où Ei j est une matrice carrée d'ordre d prenant la valeur 1 à la position (i , j) et 0 ailleurs. Notons
A∗i j ,h et B
∗
i j ,h les matrices carrées d'ordre d déﬁnies par
Mi j(z) =
∞∑
h=0
A∗i j ,hz
h, Ni j(z) =
∞∑
h=0
B∗i j ,hz
h, |z | ≤ 1
pour h ≥ 0. Par convention A∗i j ,h = B∗i j ,h = 0 quand h < 0. Soit A∗h =
[
A∗11,h : A
∗
21,h : · · · : A∗dd ,h
]
et B∗h =
[
B∗11,h : B
∗
21,h : · · · : B∗dd ,h
]
les matrices de tailles d × d3. Posons
λh(θ) =
[−A∗h−1 : · · · : −A∗h−p0 : B∗h−1 : · · · : B∗h−q0] , (1.26)
la matrice de taille d × d3(p0 + q0) constituée uniquement des paramètres des polynômes VAR et
MA. Cette matrice est bien déﬁnie car les coeﬃcients A−1θ et B
−1
θ décroissent exponentiellement
vers zéro.
Nous énonçons la proposition suivante qui donne une extension au cas multivarié des expressions
de ces dérivées résiduelles.
Proposition 1. Sous les hypothèses (H1)(H6), nous avons
∂et(θ)
∂θ′
= [Vt−1(θ) : · · · : Vt−p0(θ) : Ut−1(θ) : · · · : Ut−q0(θ)] ,
où
Vt(θ) = −
∞∑
h=0
A∗h (Id2 ⊗ et−h(θ)) et Ut(θ) =
∞∑
h=0
B∗h (Id2 ⊗ et−h(θ))
avec A∗h =
[
A∗11,h : A
∗
21,h : · · · : A∗dd ,h
]
et B∗h =
[
B∗11,h : B
∗
21,h : · · · : B∗dd ,h
]
les matrices de taille
d × d3 déﬁnies immédiatement avant (1.26). De plus, pour θ = θ0 nous avons
∂et
∂θ′
=
∑
i≥1
λi
(
Id2(p0+q0) ⊗ et−i
)
,
où les matrices λi sont déﬁnies par (1.26).
La démonstration de cette proposition repose sur deux lemmes qui donnent, respectivement,
les expressions des dérivées résiduelles par rapport aux paramètres VAR et MA.
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Expressions explicites des matrices J11 et I11
Nous donnons des expressions explicites des matrices I11 et J11 impliquées dans la variance
asymptotique Ω11. Dans ces expressions, nous isolons tout ce qui est fonction du paramètre θ0 du
modèle VARMA, de ce qui est fonction de la distribution du bruit blanc faible et . Notons
M := E
{(
Id2(p0+q0) ⊗ e ′t
)⊗2}
la matrice impliquant les moments d'ordre deux de l'innovation (et). Maintenant nous donnons
l'expression de J11 = J11(θ0,Σe0), dans laquelle les termes dépendant de θ0 (via les matrices λi
déﬁnies dans (1.26)) sont distingués de ceux dépendant des moments d'ordre deux du processus
(et) (via la matrice M) et des termes dépendant de la variance de l'innovation (via la matrice
Σe0).
Proposition 2. Sous les hypothèses de la proposition 1, nous avons
vec(J11) = 2
∑
i≥1
M{λ′i ⊗ λ′i} vec(Σ−1e0 ),
où les matrices λi sont déﬁnies par (1.26).
La démonstration de cette proposition repose sur le théorème ergodique et la proposition 1.
Comme pour la matrice J11, nous décomposons I11 en termes impliquant le paramètre θ0 du
modèle VARMA (1.2) et ceux impliquant la distribution des innovations et . Soient les matrices
Mi j ,h := E
({
e ′t−h ⊗
(
Id2(p0+q0) ⊗ e ′t−j−h
)}⊗ {e ′t ⊗ (Id2(p0+q0) ⊗ e ′t−i)}) .
Les termes dépendant des paramètres du modèle VARMA sont les matrices λi déﬁnies par (1.26).
Les matrices
Γ(i , j) :=
+∞∑
h=−∞
Mi j ,h (1.27)
mettent en jeux les moments d'ordre quatre du bruit blanc faible et . Les termes dépendant de
la variance de l'innovation sont dans la matrice Σe0. Nous énonçons maintenant la proposition
suivante pour la matrice I11 = I11(θ0,Σe0) qui est similaire à la proposition 2.
Proposition 3. Sous les hypothèses de la proposition 2, nous avons
vec(I11) = 4
+∞∑
i ,j=1
Γ(i , j)
({
Id ⊗ λ′j
}⊗ {Id ⊗ λ′i}) vec(vec(Σ−1e0 ){vec(Σ−1e0 )}′) ,
où les matrices λi sont déﬁnies par (1.26).
La démonstration de cette proposition repose sur la proposition 1, ainsi que sur quelques
formules de calcul sur le produit de Kronecker et l'opérateur vec.
Remarque 1.5. En considérant le cas univarié, i.e. quand d = 1, nous avons
vec(J11) = 2
∑
i≥1
{λi ⊗ λi}′ et vec(I11) = 4
σ4
+∞∑
i ,j=1
γ(i , j) {λj ⊗ λi}′ ,
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où γ(i , j) =
∑+∞
h=−∞ E (etet−i et−het−j−h) et les vecteurs λ′i ∈ Rp0+q0 sont déﬁnis par (1.26).
Remarque 1.6. Toujours pour le cas univarié, [FRZ05] ont utilisé l'estimateur des moindres carrés
et ont obtenu
E
∂2
∂θ∂θ′
e2t (θ0) = 2
∑
i≥1
σ2λiλ
′
i et Var
{
2et(θ0)
∂et(θ0)
∂θ
}
= 4
∑
i ,j≥1
γ(i , j)λiλ
′
j
où σ2 est la variance du processus univarié et et les vecteurs λi =
(
−A∗i−1, . . . ,−A∗i−p0 ,B∗i−1, . . . ,B∗i−q0
)′ ∈
Rp0+q0 , avec la convention A∗i = B∗i = 0 quand i < 0. En utilisant l'opérateur vec et la relation
élémentaire vec(aa′) = a⊗ a′, leur résultat donne
vec(J11) = 2
∑
i≥1
λi ⊗ λi et vec(I11) = 4
σ4
∑
i ,j≥1
γ(i , j)λi ⊗ λj ,
lesquelles sont les expressions données dans la remarque 1.5.
Déﬁnition des estimateurs de vec(J11) et vec(I11)
Étant donné que nous disposons des expressions explicites de I11 et J11, nous nous intéressons
à l'estimation de ces matrices. La matriceM impliquée dans l'expression de J peut facilement être
estimée empiriquement par
Mˆn := 1
n
n∑
t=1
{(
Id2(p+q) ⊗ eˆ ′t
)⊗2}
.
En vue de la proposition 2, nous déﬁnissons un estimateur Jˆ11,n de J11 par
vec(Jˆ11,n) =
∑
i≥1
Mˆn
{
λˆ′i ⊗ λˆ′i
}
vec(Σˆ−1e0 ).
Nous énonçons maintenant le théorème suivant qui montre la consistance forte de Jˆ11,n.
Théorème 5. (Convergence forte de Jˆ11,n) Sous les hypothèses de la proposition 3, nous avons
Jˆ11,n → J11 p.s quand n→∞.
La démonstration de ce théorème repose sur une série de trois lemmes, dans lesquels nous
montrons les convergences presque sûres de λˆi , de Mˆn et de Σˆ−1e0 .
La matrice I11 est plus délicate à estimer car son expression explicite fait intervenir une inﬁnité de
moments d'ordre quatre à travers (1.27). Aﬁn d'estimer cette matrice, nous utilisons une technique
qui consiste à pondérer convenablement certains moments empiriques (voir [And91, NW87]). Cette
pondération se fait au moyen d'une fonction de poids et d'un paramètre de troncature. Soit
Mn ij ,h := 1
n
n−|h|∑
t=1
({
e ′t−h ⊗
(
Id2(p0+q0) ⊗ e ′t−j−h
)}⊗ {e ′t ⊗ (Id2(p0+q0) ⊗ e ′t−i)}) .
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Pour estimer (1.27), nous considérons une suite de réels (bn)n∈N∗ telle que
bn → 0 et nb
10+4ν
ν
n →∞ quand n→∞, (1.28)
et une fonction de poids f : R→ R bornée, à support compact [−a, a] et continue à l'origine avec
f (0) = 1. Notons que sous les hypothèses précédentes, nous avons
bn
∑
|h|<n
|f (hbn)| = O(1). (1.29)
Soit
Mˆn ij ,h := 1
n
n−|h|∑
t=1
({
eˆ ′t−h ⊗
(
Id2(p0+q0) ⊗ eˆ ′t−j−h
)}⊗ {eˆ ′t ⊗ (Id2(p0+q0) ⊗ eˆ ′t−i)}) .
Nous considérons la matrice
Γˆn(i , j) :=
+Tn∑
h=−Tn
f (hbn)Mˆn ij ,h et Tn =
[
a
bn
]
,
où [x ] désigne la partie entière de x .
En vue de la proposition 3, nous déﬁnissons un estimateur Iˆ11,n de I11 par
vec(ˆI11,n) = 4
+∞∑
i ,j=1
Γˆn(i , j)
({
Id ⊗ λˆ′i
}
⊗
{
Id ⊗ λˆ′j
})
vec
(
vec(Σˆ−1e0 )
{
vec(Σˆ−1e0 )
}′)
.
Maintenant nous énonçons le théorème suivant qui montre la consistance faible de l'estimateur
empirique Iˆ11,n.
Théorème 6. (Consistance faible de Iˆn) Sous les hypothèses du théorème 5, nous avons
Iˆ11,n → I11 en probabilité, quand n→∞.
Démonstration. Elle repose sur une série de trois lemmes, dans lesquels nous montrons les conver-
gences de λˆi et de Σˆ
−1
e0 . Nous montrons le dernier lemme, qui donne la convergence de Γˆn(i , j)
uniformément en i et j .
Pour tout θ ∈ Θ, on a
Mn ij ,h(θ) := 1
n
n−|h|∑
t=1
({
e ′t−h(θ)⊗
(
Id2(p0+q0) ⊗ e ′t−j−h(θ)
)}⊗ {e ′t(θ)⊗ (Id2(p0+q0) ⊗ e ′t−i (θ))})
→ Mi j ,h(θ) := E
({
e ′t−h(θ)⊗
(
Id2(p0+q0) ⊗ e ′t−j−h(θ)
)}⊗ {e ′t(θ)⊗ (Id2(p0+q0) ⊗ e ′t−i (θ))}) ,
presque sûrement, par application du théorème ergodique. Un développement de Taylor de vecMˆn ij ,h
autour de θ0 et (1.12) donne
vecMˆn ij ,h = vecMn ij ,h +
{
∂vecMn ij ,h
∂θ′
(θ)
}
θ=θ0
(θˆn − θ0) + OP
(
1
n
)
.
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Sous l'hypothèse que supi ,j≥1 ‖Γ(i , j)‖ = O(1), on déduit que
lim
n→∞ supi ,j≥1
sup
|h|<n
∥∥∥∥∂vecMn ij ,h∂θ′
∥∥∥∥ <∞, p.s. (1.30)
Par le théorème ergodique, (1.12) et (1.30), pour toute norme multiplicative, nous avons
sup
i ,j≥1
sup
|h|<n
∥∥∥vec(Mˆn ij ,h −Mi j ,h)∥∥∥ ≤ lim
n→∞ supi ,j≥1
sup
|h|<n
∥∥∥∥∂vecMn ij ,h∂θ′
∥∥∥∥∥∥∥θˆn − θ0∥∥∥+OP(1n
)
= OP
(
1√
n
)
. (1.31)
Notons que
Γˆn(i , j)− Γ(i , j) =
+Tn∑
h=−Tn
f (hbn)
(
Mˆn ij ,h −Mi j ,h
)
+
+Tn∑
h=−Tn
{f (hbn)− 1}Mi j ,h −
∑
|h|>Tn
Mi j ,h.
Par l'inégalité triangulaire et pour toute norme multiplicative, nous avons
sup
i ,j≥1
∥∥∥Γˆn(i , j)− Γ(i , j)∥∥∥ ≤ g1 + g2 + g3,
où
g1 = sup
i ,j≥1
sup
|h|<n
∥∥∥Mˆn ij ,h −Mi j ,h∥∥∥ ∑
|h|≤Tn
|f (hbn)| ,
g2 =
∑
|h|≤Tn
|f (hbn)− 1| ‖Mi j ,h‖ et g3 =
∑
|h|>Tn
‖Mi j ,h‖ .
Les éléments non nuls de la matrice Mi j ,h sont de la forme E (ei1tei2t−i ei3t−hei4t−h−j), pour
(i1, i2, i3, i4) ∈ {1, . . . , d}4. En utilisant l'inégalité de [Dav68], on obtient
|E (ei1tei2t−i ei3t−hei4t−h−j)| = |Cov (ei1tei2t−i , ei3t−hei4t−h−j)| ≤ Kαν/(2+ν) (h)
et on en déduit que
‖Mi j ,h‖ ≤ Kαν/(2+ν) (h) . (1.32)
Ainsi, sous (H5), on a g3 → 0 quand n → ∞, car c'est le reste d'une série convergente. Pour m
entier ﬁxé, on a g2 ≤ s1 + s2, où
s1 =
∑
|h|≤m
|f (hbn)− 1| ‖Mi j ,h‖ et s2 =
∑
m<|h|≤Tn
|f (hbn)− 1| ‖Mi j ,h‖ .
Pour |h| ≤ m, on a hbn → 0 quand n → ∞ et f (hbn) → 1, donc s1 → 0. Étant donné que∑
h ‖Mi j ,h‖ ≤ ∞ (voir (1.32)) et que f (·) est bornée, s2 peut être rendu arbitrairement petit en
choisissant m suﬃsamment grand. D'où g2 → 0. Au vu de (1.29) et (1.31), on a
g1 ≤ 1
bn
sup
i ,j≥1
sup
|h|<n
∥∥∥Mˆn ij ,h −Mi j ,h∥∥∥O(1) = OP( 1
bn
√
n
)
= oP(1),
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puisque nb2n →∞ ( voir (1.28)). Ensuite, sous les hypothèse du théorème 2, on obtient
sup
i ,j
∥∥∥Γˆn(i , j)− Γ(i , j)∥∥∥→ 0 en probabilité quand n→∞.
Les théorèmes 5 et 6 montrent alors que
Ωˆ11,n := Jˆ
−1
11,n Iˆ11,nJˆ
−1
11,n
est un estimateur faiblement consistant de la matrice de covariance asymptotique Ω11.
1.2.3 Estimation de la matrice Ω proposée dans [A7]
Dans [A7], nous avons proposé une généralisation de la méthode introduite dans [A9] pour
un processus ARMA univarié (c'est-à-dire du modèle (4.13) pour d = 1). Concrètement, nous
avons proposé des écritures explicites plus générales des matrices d'information I et J intervenant
dans Ω . Ces matrices d'information I et J sont évaluées à n'importe quel point θ de l'espace
compact des paramètres, pas nécessairement en la vraie valeur du paramètre θ0 (contrairement à
ce qui est fait dans [A5, A9] et dans toutes les références mentionnées jusque-là). Pour certaines
applications (par exemple pour le calcul théorique des puissances des tests ou des pentes de Bahadur
sous l'alternative), il est nécessaire d'évaluer ces matrices d'information en θ 6= θ0. Nous avons
également établi la convergence des estimateurs proposés.
Dans ce cas, nous obtenons une extension directe du théorème 2 en univarié.
Lemme 1. Sous les hypothèses du théorème 2, pour d = 1, soit (Xt) une solution causale ou non
anticipative de l'équation (4.13) et soit (θˆn) une suite d'estimateurs du QMV. Alors nous avons
√
n
(
θˆn − θ0
)
d N (0,Ω = J−1I J−1) quand n→ +∞, (1.33)
où I = Iθ0 , J = Jθ0 = J
∗
θ0
, avec
Iθ =
4
σ40
+∞∑
h=−∞
Cov
{
t(θ)
∂t(θ)
∂θ
, t−h(θ)
∂t−h(θ)
∂θ′
}
,
Jθ =
2
σ20
E
∂t(θ)
∂θ
∂t(θ)
∂θ′
, J∗θ =
2
σ20
Et(θ)
∂2t(θ)
∂θ∂θ′
+
2
σ20
E
∂t(θ)
∂θ
∂t(θ)
∂θ′
.
Ces deux versions des matrices Jθ et J∗θ sont facilement estimables par
Jˆn =
2
σˆ2
1
n
n∑
t=1
∂e˜t(θˆn)
∂θ
∂e˜t(θˆn)
∂θ′
, Jˆ∗n =
2
σˆ2
1
n
n∑
t=1
e˜t(θˆn)
∂2e˜t(θˆn)
∂θ∂θ′
+ Jˆn, (1.34)
et peuvent être considérées comme estimateur de la matrice J. Les matrices Jθ, J∗θ et Iθ peuvent
aussi être appelées des matrices d'information.
Remarque 1.7. Quand l'hypothèse (H3) est remplacée par l'hypothèse que les termes d'erreur
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(t) sont des diﬀérences de martingales, nous avons
I = Iss :=
4
σ40
E2t
∂t(θ0)
∂θ
∂t(θ0)
∂θ′
.
Expression théorique des matrices d'information
Matrice d'information Jθ
En diﬀérenciant les deux membres de l'équation Aθ(L)Xt = Bθ(L)t(θ), pour i , k = 1, . . . , p0
et j , ` = 1, . . . , q0, on obtient les dérivées résiduelles suivantes
∂
∂Ai
t(θ) = −B−1θ (L)Xt−i = −B−1θ A−1θ0 Bθ0(L)t−i := −
∞∑
h=0
caht−i−h
∂
∂Bj
t(θ) = −B−2θ A−1θ0 AθBθ0(L)t−j := −
∞∑
h=0
cbh t−j−h,
∂2
∂Bj∂Ai
t(θ) = B
−2
θ A
−1
θ0
Bθ0(L)t−i−j :=
∞∑
h=0
cabh t−i−j−h,
∂2
∂Bj∂B`
t(θ) = 2B
−3
θ A
−1
θ0
AθBθ0(L)t−j−` :=
∞∑
h=0
cbbh t−j−`−h,
et ∂2t(θ)/∂Ai∂Ak = 0. De plus, on a
t(θ) = B
−1
θ A
−1
θ0
AθBθ0(L)t :=
∞∑
h=0
cht−h.
Nous en déduisons le résultat suivant.
Proposition 4. Les éléments des matrices Jθ et J∗θ sont donnés par
Jθ(i , k) = J
∗
θ (i , k) = 2
∞∑
s=0
cas+k−i c
a
s ,
Jθ(p0 + j , p0 + `) = 2
∞∑
s=0
cbs+`−j c
b
s ,
J∗θ (p0 + j , p0 + `) = 2
∞∑
s=0
cs+j+`c
bb
s + Jθ(p0 + j , p0 + `),
Jθ(i , p0 + `) = 2
∞∑
s=max{0,i−`}
cas+`−i c
b
s ,
J∗θ (i , p0 + `) = 2
∞∑
s=0
cs+i+`c
ab
s + Jθ(i , p0 + `),
pour 1 ≤ i ≤ k ≤ p0 et 1 ≤ j ≤ ` ≤ q0.
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Matrice d'information Iθ
Aﬁn de trouver des expressions similaires pour Iθ, nous posons
Γ (m,m′) =
+∞∑
h=−∞
Cov (tt−m, hh−m′) . (1.35)
Dans le cas fort (i.e. quand on suppose que les termes d'erreur sont iid), (1.35) se résume à
Γ (0, 0) = µ4 − σ4, Γ (m,m) = Γ (m,−m) = σ4, Γ (m′,m′′) = 0, (1.36)
avec µ4 = E41, m 6= 0 et |m′| 6= |m′′|. Quand on suppose que les termes d'erreur sont des
diﬀérences de martingales, on obtient également des simpliﬁcations sous l'hypothèse de symétrie
suivante
Et1t2t3t4 = 0 quand t1 6= t2, t1 6= t3 et t1 6= t4. (1.37)
Une hypothèse similaire à (1.37) est faite dans [FZ09] (voir Théorème 2) aﬁn d'étudier le com-
portement asymptotique des autocorrélations empiriques d'un processus non linéaire. Dans [A7],
nous avons montré que l'hypothèse (1.37) est satisfaite, en particulier, pour des modèles GARCH
admettants des moments d'ordre quatre et dont les innovations sont de loi symétrique. En général,
cette hypothèse (1.37) est vériﬁée pour d'autres classes de modèles de diﬀérences de martingales.
Dans ce cas, (1.35) donne
Γ (0, 0) =
+∞∑
h=−∞
Cov(2t , 
2
t−h), Γ (m,m) = E2t 2t−m, Γ (m′,m′′) = 0 (1.38)
quand m 6= 0 et |m′| 6= |m′′|. Nous vériﬁons cette condition (1.38) sur un GARCH(1, 1) dans
l'exemple suivant.
Exemple 1.1. Considérons le modèle GARCH(1, 1) suivant{
t =
√
htηt , t = 1, 2, . . .
ht = ω + α
2
t−1 + βht−1, (ηt) ∼ IID (0, 1)
où ω > 0, α ≥ 0, β ≥ 0 et α2Eη41 + β2 + 2αβ < 1 1. Posons la variable νt := 2t − σ2t comme
étant l'innovation du processus 2t , on obtient
Γ (0, 0) = Eν2t
(1− β)2
(1− α− β)2 ,
Γ (1, 1) = Eν2t
(
α+
α2(α+ β)
1− (α+ β)2
)
+
(
Eσ2t
)2
Γ (m,m) = (α+ β)Γ (m − 1,m − 1) + ωEσ2t , m > 1,
1. Cette condition est nécessaire et suﬃsante pour l'existence d'une solution non anticipative et stationnaire à
l'ordre quatre (voir e.g. Example 2.3 dans [FZ10]).
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avec Eν2t = Eη41
(
Eσ4t + 1− 2Eσ2t
)
,
Eσ2t =
ω
1− α− β , Eσ
4
t =
ω2(1 + α+ β)
(1− α2Eη41 − β2 − 2αβ)(1− α− β)
.
Proposition 5. Les éléments de la matrice Iθ sont donnés par
Iθ(i , k) = 4
+∞∑
h1,h2,h3,h4=0
ch1c
a
h2ch3c
a
h4Γ (h2 + i − h1, h4 + k − h3),
Iθ(j , `) = 4
+∞∑
h1,h2,h3,h4=0
ch1c
b
h2ch3c
b
h4Γ (h2 + j − h1, h4 + `− h3),
Iθ(i , `) = 4
+∞∑
h1,h2,h3,h4=0
ch1c
a
h2ch3c
b
h4Γ (h2 + i − h1, h4 + `− h3),
pour 1 ≤ i ≤ k ≤ p0 et 1 ≤ j ≤ ` ≤ q0.
Remarque 1.8. Notons que c0 = 1 et quand θ = θ0, on a ch = 0 pour h > 0. L'expression de
I = Iθ0 se résume à celle obtenue par [FRZ05]. Au vu de (1.36) et (1.38), on obtient également
des simpliﬁcations dans le cas des modèles ARMA forts et des modèles ARMA dont l'innovation
est une diﬀérence de martingales ; en eﬀet, la matrice Iθ s'obtient en sommant trois indices au lieu
de quatre.
Exemples de calculs explicites et numériques des matrices Jθ and Iθ
Nous allons calculer les matrices d'information d'un modèle ARMA(1, 1) au point θ∗ = (a, 0)′
alors que le vrai paramètre est θ0 = (0, b0)′ (i.e. que le processus générateur de données (noté
dans suite, DGP pour data generating process) est une MA(1)). Avec nos notations, on a
t(θ) =
∞∑
h=0
(−b)h(Xt−h − aXt−h−1)
=
∞∑
h=0
(−b)h (t−h + (b0 − a)t−h−1 − ab0t−h−2)
∂t(θ)
∂a
=
∞∑
h=0
(−b)h (−at−h−1 − b0t−h−2)
∂t(θ)
∂b
=
∞∑
h=1
−h(−b)h−1 (t−h + (b0 − a)t−h−1 − ab0t−h−2) .
Appliqué en θ∗ = (a, 0)′, nous obtenons t(θ∗) = t + (b0 − a)t−1 − ab0t−2, ∂t(θ∗)/∂a =
−t−1−b0t−2, ∂t(θ∗)/∂b = −t−1−(b0−a)t−2+ab0t−3, ∂2t(θ∗)/∂a2 = 0, ∂2t(θ∗)/∂a∂b =
40
1.2. ESTIMATION DE LA MATRICE DE VARIANCE ASYMPTOTIQUE
t−2 + b0t−3 et ∂2t(θ∗)/∂b2 = 2t−2 + 2(b0 − a)t−3 − 2ab0t−4. Nous en déduisons alors
Jθ∗ = 2
(
1 + b20 1 + b0(b0 − a)
1 + b0(b0 − a) 1 + (b0 − a)2 + a2b20
)
,
J∗θ∗ = Jθ∗ + 2
(
0 −ab0
−ab0 −2ab0
)
.
Maintenant, nous supposons que t est un bruit blanc faible introduit par [RT96] et déﬁni par
t = ηtηt−1 · · · ηt−k , (ηt) ∼ IID N (0, 1), k ≥ 0. (1.39)
Il est impossible d'obtenir explicitement la matrice Iθ en θ = θ∗, mais au point θ = θ0 nous
obtenons les écritures explicites suivantes des matrices d'information avec t déﬁni par (1.39) :
Jθ0 = J
∗
θ0 = 2
(
1 1
1 1/(1− b20)
)
,
Iθ0 = 4× 3k
(
1 1
1
1−(b20/3)k+1
1−b20/3
+
b
2(k+1)
0
3k (1−b20)
)
.
Remarquons que Iθ0 = 2Jθ0 dans le cas fort (i.e. quand k = 0 dans (1.39)). Pour des modèles plus
complexes, ou en particulier au point θ∗ 6= θ0, l'évaluation de ces matrices d'information n'est pas
faisable explicitement mais peut facilement être obtenue numériquement. Par exemple, dans ce cas
avec k = 3, θ0 = (0, 0.5)′ et θ∗ = (−0.4,−0.5)′, on obtient
Jθ∗ =
(
2.33 4.33
4.33 11.25
)
, J∗θ∗ =
(
2.33 6.33
6.33 17.65
)
, Iθ∗ =
(
1161.92 2177.66
2177.66 4187.63
)
.
1.2.4 Approximation des matrices d'information par des sommes ﬁnies
Dans la pratique, les sommes inﬁnies dans les matrices Jθ, J∗θ et Iθ seront tronquées. Par
exemple, la matrice Iθ qui est la plus compliquée des trois matrices peut être approchée par
I Mθ (i , k) =
M∑
h1,h2,h3,h4=0
ch1c
a
h2ch3c
a
h4Γ (h2 + i − h1, h4 + k − h3),
pour 1 ≤ i ≤ k ≤ p, et on déﬁnit de manière similaire les autres éléments de cette matrice. La
proposition suivante fournit une valeur de M telle que I Mθ soit égale Iθ pour une certaine tolérance
ε. Nous utiliserons la norme matricielle déﬁnie par ‖A‖ =∑i ,j |A(i , j)|.
Proposition 6. Notons ρ l'inverse du plus grand module des racines des polynômes Aθ0 et Bθ.
Soit
Γ = max
m,m′≥0
∣∣Γ (m,m′)∣∣ , pi =
1 + q0∑
j=1
|B0j |
 max
i=0,...,p0
|Ai |
41
CHAPITRE 1. CONTRIBUTION À L'ESTIMATION DES MODÈLES ARMA FAIBLES MULTIVARIÉS
où |A0| = 1, et soit
K =
√
2(p0 + q0 + 1)piΓ
1/4
(−2(p0 + 2q0 − 1)
log ρ
)(p0+2q0−1)
ρ −0.5−(p0+2q0−1)/ log ρ.
Pour tout ε > 0, si
M ≥ M := log
√
ε(1−√log ρ)2/K 2
log ρ
alors ∥∥∥Iθ − I Mθ ∥∥∥ ≤ (p0 + q0)2ε.
1.2.5 Estimation des matrices d'information
Posons Jθ,n et J∗θ,n des estimateurs obtenus en remplaçant θˆn par θ dans (1.34) de telle sorte
que Jˆn = Jθˆn,n et Jˆ
∗
n = J
∗
θˆn,n
. Dans la proposition suivante, nous montrons qu'un estimateur de Jθ∗
peut être (trivialement) déduit de celui θ∗.
Proposition 7. Sous les hypothèses du lemme 1, quand n→∞,
si θ∗n → θ∗ p.s. alors Jθ∗n ,n → Jθ∗ et J∗θ∗n ,n → J∗θ∗ p.s.
L'estimation de la variance de long terme Iθ est plus beaucoup plus délicate, comme mentionné
précédemment. On peut l'estimer soit par la méthode 1 (HAC), soit par la méthode 2 (de la
densité spectrale). Nous étendons ainsi le résultat du théorème 4 pour estimer Iθ par la méthode
de la densité spectrale quand θ n'est pas nécessairement égal à θ0. Dans ce cas, le processus Υt
déﬁni par (4.3) est remplacé par le processus ∇t déﬁni par
∇t = St − ESt , St = t(θ∗)∂t(θ
∗)
∂θ
. (1.40)
Ensuite, en procédant de la même manière que dans la section 1.2, sous certaines conditions de
régularité et si θ∗n → θ∗ p.s., nous obtenons
Iθ∗n ,n := Φˆ
−1
r (1)Σˆuˆr Φˆ
′−1
r (1)→ Iθ∗ (1.41)
en probabilité, avec r = r(n)→∞ et r3/n→ 0 quand n→∞.
1.3 Application numérique
Dans cette section, nous présentons quelques résultats de simulations aﬁn d'évaluer numéri-
quement le comportement de l'estimateur du QMV ainsi que les diﬀérences de précisions entre
les modèles VARMA fort et faible. Nous simulons N = 1000 trajectoires indépendantes, de taille
n = 2000, du modèle VARMA(1, 1) bivarié suivant sous la forme échelon(
X1,t
X2,t
)
=
(
0 0
0 a22,1
)(
X1,t−1
X2,t−1
)
+
(
1,t
2,t
)
−
(
0 0
b21,1 b22,1
)(
1,t−1
2,t−1
)
, (1.42)
avec (a22,1, b21,1, b22,1)′ = (0.95, 2, 0)′ et dont le processus des innovations t = (1,t , 2,t)′ serait
un bruit blanc fort ou faible. Dans un premier temps, nous considérons que (1.42) est un modèle
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VARMA fort dont terme d'erreur est déﬁni comme suit(
1,t
2,t
)
∼ IIDN (0, I2), (1.43)
et ensuite que t = (1,t , 2,t)′ est donné par(
1,t
2,t
)
=
(
η1,t(|η1,t−1|+ 1)−1
η2,t(|η2,t−1|+ 1)−1
)
, avec
(
η1,t
η2,t
)
∼ IIDN (0, I2), (1.44)
dans le cas du modèle VARMA(1, 1) faible. Le bruit faible déﬁni par (1.44) est une extension directe
de celui introduit par [RT96] dans le cas univarié.
La ﬁgure 1.1 compare la distribution des estimateurs du QMV dans le cas des modèles
VARMA(1, 1) fort et faible. On remarque que les distributions des estimateurs aˆ22,1 et bˆ21,1 sont
similaires dans les deux cas (fort et faible) contrairement à celle de l'estimateur bˆ22,1 qui est plus
précise dans le cas faible que dans le cas fort. Par contre, dans d'autres situations on aboutit à
une analyse inverse. En eﬀet, en considérant ce bruit blanc faible i ,t = ηi ,tηi ,t−1 pour i = 1, 2, on
trouve que la distribution de bˆ22,1 est plus précise dans le cas fort que dans le cas faible. Ceci n'est
pas surprenant et est d'ailleurs en concordance avec les résultats de [RT96], qui ont montré que
pour des bruits blancs faibles similaires, la variance asymptotique des autocorrélations empiriques
peut être plus grande ou plus petite que 1 alors que celle d'un bruit fort est égale à 1.
Enﬁn, la ﬁgure 1.2 compare les distributions des estimateurs de la variance asymptotique Ω :
ΩˆS = 2Jˆ
−1 standard à celles des formes sandwich Ωˆ = Jˆ−1 Iˆ Jˆ−1. Ici, nous utilisons Iˆ = Iˆ SP déﬁni
dans le théorème 10, où l'ordre r de la représentation VAR(∞) est automatiquement sélectionné
par un critère AIC. Dans le cas de modèle VARMA forts, on sait que les deux estimateurs sont
consistants. Les deux blocs supérieurs de la ﬁgure 1.2 montrent que l'estimateur sandwich est
moins précis que l'estimateur standard ΩˆS = 2Jˆ−1 dans le cas fort. Cela n'est pas surprenant
car l'estimateur sandwich est plus robuste dans la mesure où il continue à être convergent dans
le cas faible, contrairement à l'estimateur standard. Il est clair que dans ce cas VARMA faible,
nVar
{
bˆ22,1 − b22,1
}2
est mieux estimé par ΩˆSP(3, 3) que ΩˆS(3, 3) = 2Jˆ−1(3, 3) (voir les boîtes à
moustaches (c) des deux blocs inférieurs de la ﬁgure 1.2). Cette diﬀérence de précision peut avoir
des conséquences importantes sur l'identiﬁcation et la validation des modèles VARMA faibles (voir
les chapitres 2 et 3 pour plus de détails).
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Figure 1.1  Distributions des estimateurs du QMV du modèle (1.42) avec le bruit fort (1.43) (les trois blocs
de gauche) et avec le bruit faible (1.44) (les trois blocs de droite). Les points (a)-(c), dans les deux blocs supérieurs,
présentent les distributions des erreurs θˆ(i) − θ0(i) pour i = 1, 2, 3. Les deux blocs du milieu présentent les Q-Q
plots des estimateurs θˆ(3) = bˆ22,1 et les deux derniers blocs inférieurs présentent les distributions de θˆ(3). La densité
estimée est tracée en trait plein et celle d'une loi gaussienne centrée de même variance en pointillés.
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Figure 1.2  Comparaison des estimateurs standard et modiﬁé de la matrice de variance asymptotique Ω
des estimateurs du QMV du modèle (1.42) simulé présenté dans la ﬁgure 1.1. Le losange rouge représente la
moyenne sur les N = 1000 réplications indépendantes de n {aˆ22,1 − 0, 95}2 pour (a) (0,02 dans les cas fort et
faible), n
{
bˆ21,1 − 2
}2
pour (b) (1,02 dans le cas fort et 1,01 dans le cas faible) et n
{
bˆ22,1
}2
for (c) (0,94 dans le
cas fort et 0,43 dans le cas faible).
1.4 Conclusion
Bien que les logiciels développés pour estimer les modèles VARMA forts permettent aussi
d'estimer de manière convergente les paramètres d'un modèle VARMA faible, nous avons abordé
le problème d'estimation des modèles VARMA faibles, en établissant les propriétés asymptotiques
de leurs estimateurs du QMV et en montrant la diﬀérence de précision qu'il peut y avoir dans
l'estimation (des VARMA forts et faibles). En eﬀet, la matrice de variance asymptotique, Ωs :=
2J−1, des paramètres d'un modèle VARMA fort peut être très diﬀérente de celle des paramètres
d'un modèle VARMA faible dès que I 6= 2J.
En conséquence, les logiciels actuellement utilisés pour ajuster les modèles VARMA forts
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fournissent probablement une estimation incorrecte de la matrice de variance asymptotique Ω
(puisqu'ils fourniront comme estimateur de Ω , un estimateur Ωˆs qui converge vers Ωs) pour un
processus VARMA faible. Cela peut entraîner de graves erreurs de spéciﬁcation, notamment la
sélection de modèles avec des ordres très grands. D'une manière générale, nous justiﬁons une
pratique très courante qui consiste à ajuster un modèle VARMA, même si les données dont on
dispose présentent des non linéarités évidentes.
Le travail présenté dans ce chapitre serait donc fondamental pour l'inférence statistique des
modèles VARMA faibles (voir les chapitres 2 et 3).
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Chapitre 2
Contribution à l'identiﬁcation des
modèles ARMA faibles multivariés
Dans ce chapitre, on s'intéresse à la sélection des ordres p0 et q0 du modèle VARMA déﬁni par
(4.13) dont les termes d'erreur sont non corrélés mais non nécessairement indépendants.
Dans l'étape d'identiﬁcation de la traditionnelle méthodologie de Box et Jenkins, un des
problèmes les plus délicats est celui de la sélection d'un petit nombre de valeurs plausibles pour les
ordres p0 et q0 du modèle VARMA.
Pour les modèles VARMA(p0, q0), le choix de p0 et q0 est particulièrement important parce
que le nombre (p0 + q0 + 2)d2 de paramètres augmente rapidement avec p0 et q0.
La sélection d'ordres trop grands a pour eﬀet d'introduire des termes qui ne sont pas forcément
pertinents dans le modèle et aussi d'engendrer des diﬃcultés statistiques comme par exemple
un trop grand nombre de paramètres à estimer, ce qui est susceptible d'engendrer une perte de
précision de l'estimation des paramètres. Le praticien peut aussi choisir des ordres trop petits qui
entraînent la perte d'une information qui peut être détectée par une corrélation des résidus (voir
Chapitre 3) ou encore une estimation non convergente des paramètres.
Parmi les méthodes d'identiﬁcation, les plus populaires sont celles basées sur l'optimisation
d'un critère d'information. L'objectif dans [A4, A6, A11] est d'étudier le problème de sélection
des ordres p0 et q0 de modèles VARMA faibles. Les fondements théoriques des critères d'information
ne sont plus établis lorsque l'hypothèse de bruit iid est relâchée. Aﬁn de remédier à ce problème,
nous proposons de nouveaux critères d'information modiﬁés qui tiennent compte des non linéarités
du type de bruit à travers les matrices d'information de Fisher I et J. Nous avons proposé dans
[A4, A6] un critère d'information de Akaike modiﬁé (noté AICM) ainsi qu'une modiﬁcation du
critère AIC corrigé (AICc). Mais le critère AIC, ainsi que ses dérivés (standard et modiﬁé proposés)
ont l'inconvénient de fournir des estimations des ordres p0 et q0 non convergentes. C'est pourquoi
dans [A11], nous développons des modiﬁcations de critères de style BIC (Bayesian Information
Criterion) et HQ (Hannan Quinn) adaptées aux VARMA faibles. Ces nouveaux critères modiﬁés
ont l'avantage de fournir des estimations convergentes des ordres p0 et q0.
Nous utilisons la méthode du quasi-maximum de vraisemblance ainsi que la paramétrisation déjà
déﬁnies dans le chapitre 1 pour l'estimation des paramètres du modèle VARMA(p, q) considéré.
Dans ce chapitre, nous considérons la matrice Σe comme un paramètre de nuisance, et aﬁn
d'alléger nos notations, nous posons θ = ϑ(1). Dans ce chapitre, nous remplacerons également
dans la suite l'espace des paramètres Θ par Θp,q.
Les publications liées à ce chapitre sont : [A4, A6, A11].
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2.1 Déﬁnition du critère d'information
En statistique, on est souvent confronté au problème de l'identiﬁcation d'un modèle parmi
m modèles, où les modèles candidats ont des paramètres θm de dimension km. Le choix peut
s'eﬀectuer en estimant chaque modèle et en minimisant un critère de la forme
mesure de l'erreur d'ajustement + terme de pénalisation.
On mesure souvent cette erreur d'ajustement par la somme des carrés des résidus, ou encore par
−2 fois la log-quasi-vraisemblance i.e. −2 log L˜n(θˆm). Le terme de pénalisation est une fonction
croissante de la dimension km du paramètre θˆm. Ce terme est indispensable car la mesure de l'erreur
d'ajustement est systématiquement minimale pour le modèle qui possède le plus grand nombre de
paramètres, lorsque θˆm minimise cette erreur d'ajustement et quand les modèles sont emboîtés.
2.2 Critère de sélection non convergent des ordres
Le critère d'information de Akaike (noté AIC pour Akaike's information criterion) introduit par
[Aka73] est sans doute le plus connu, et est déﬁni de manière suivante
AIC(modèle m estimé) = −2 log L˜n(θˆm) + 2dim(θˆm).
Le critère AIC est fondé sur un estimateur de la divergence (ou de l'information) de Kullback-Leibler,
qui mesure l'écart entre le modèle candidat et le vrai modèle. Mais il se révèle que le AIC a tendance
à surestimer les ordres (à ne pas être eﬃcace, surtout quand la dimension du vrai modèle est ﬁnie).
Cela a donné lieu à de nombreuses publications aﬁn d'améliorer ce critère ( voir par exemple le
critère FPE (ﬁnal prediction error, en anglais) introduit par [Aka70]). Mais, pour la suite, nous
insisterons plutôt sur les travaux de Tsai et Hurvich, qui ont montré que le AIC est un estimateur
biaisé de l'information de Kullback-Leibler quand la taille n de l'échantillon est petite (voir [HT89]).
Ils ont donc proposé une correction de biais du critère AIC pour des modèles de séries temporelles
autorégressifs dans les cas univarié et multivarié sous les hypothèses que les innovations t sont
indépendantes et identiquement distribuées (voir, respectivement, [HT89, HT93]). Leur critère
AICc (AIC corrigé) se révèle eﬃcace pour des échantillons de petites tailles et est, de surcroît,
asymptotiquement égal au critère AIC. Nous allons dans un premier temps adapter ce critère AICc
au cas des VARMA faibles.
2.2.1 Critère AICc dans le cas d'erreurs faibles
Rappelons que, d'après (1.7) et (1.17), nous avons respectivement
`n(θ) = ˜`n(θ) + o(1) p.s.,
∂`n(θ)
∂θ
=
∂ ˜`n(θ)
∂θ
+ o(1) p.s..
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Notons que les mêmes égalités sont aussi vériﬁées pour les dérivées secondes de ˜`n. Pour tout
θ ∈ Θp,q, nous avons
−2 log Ln(θ) = nd log(2pi) + n log detΣe +
n∑
t=1
e ′t(θ)Σ
−1
e et(θ). (2.1)
Notons que minimiser l'information de Kullback-Leibler pour tout modèle candidat caractérisé par le
paramètre θ, revient à minimiser le contraste ∆(θ) := E {−2 log Ln(θ)}. En omettant la constante
nd log(2pi) dans (2.1), nous trouvons que
∆(θ) = n log detΣe + nTr
(
Σ−1e S(θ)
)
,
où S(θ) = Ee1(θ)e ′1(θ). Nous énonçons le lemme suivant qui montre que l'application θ 7→ ∆(θ)
est minimale en θ = θ0.
Lemme 2. Pour tout θ ∈ ⋃p,q∈N Θp,q, nous avons
∆(θ) ≥ ∆(θ0).
Nous montrons ce lemme en utilisant le théorème ergodique et l'inégalité élémentaire Tr(A−1B)−
log det(A−1B) ≥ Tr(A−1A)− log det(A−1A) = d pour toute matrice symétrique semi-déﬁnie po-
sitive de taille d × d .
Estimation de la divergence moyenne
Posons θˆn l'estimateur du QMV du paramètre θ du modèle VARMA candidat. Soit eˆt = e˜t(θˆn)
les résidus du QMV obtenus en remplaçant ϑˆn par θˆn dans (1.23). En vue du Lemme 2, il est naturel
de vouloir minimiser le contraste moyen, E∆(θˆn), qui s'interprète comme étant l'écart moyen quand
on utilise le modèle de paramètre θˆn. Ainsi, l'écart {∆(θˆn)−∆(θ0)} s'interprète comme une perte
de précision globale moyenne quand on utilise le modèle estimé à la place du vrai modèle. Dans
[BM12], nous avons adapté le critère AICc aﬁn d'obtenir un estimateur approximativement sans
biais de E∆(θˆn) pour des modèles VARMA faibles. En utilisant un développement limité de Taylor
de ∂ log Ln(θˆn)/∂θ au voisinage de θ0, il s'ensuit que
θˆn − θ0 = −2
n
J−111
∂ log Ln(θ0)
∂θ
+ oP
(
1√
n
)
= −2
n
n∑
t=1
J−111
∂e ′t(θ0)
∂θ
Σ−1e0 et(θ0) + oP
(
1√
n
)
, (2.2)
où J11 = J11(θ0) est déﬁnie dans le chapitre 1. Nous avons
E∆(θˆn) = nE log det Σˆe + nETr
(
Σˆ−1e S(θˆn)
)
, (2.3)
où Σˆe = Σe(θˆn) est un estimateur de la matrice de variance des erreurs, avec Σe(θ) =
n−1
∑n
t=1 et(θ)e
′
t(θ). Le premier terme du second membre de l'équation (2.3) peut être estimé
sans biais par n log det
{
n−1
∑n
t=1 et(θˆn)e
′
t(θˆn)
}
. Par conséquent, nous prenons uniquement en
considération l'estimation du deuxième terme. En outre, en vue de (1.12), un développement de
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Taylor de et(θ) au voisinage de θ0 vériﬁe
et(θ) = et(θ0) +
∂et(θ0)
∂θ′
(θ − θ0) + Rt , (2.4)
où
Rt =
1
2
(θ − θ0)′∂
2et(θ
∗)
∂θ∂θ′
(θ − θ0) = OP
(
pi2
)
,
avec pi = ‖θ − θ0‖ et θ∗ est entre θ0 et θ. Nous obtenons alors
S(θ) = S(θ0) + E
{
∂et(θ0)
∂θ′
(θ − θ0)e ′t(θ0)
}
+ ERte ′t(θ0)
+E
{
et(θ0)(θ − θ0)′∂e
′
t(θ0)
∂θ
}
+ D (θ)
+ERt
{
(θ − θ0)′∂e
′
t(θ0)
∂θ
}
+ Eet(θ0)Rt
+E
{
∂et(θ0)
∂θ′
(θ − θ0)
}
Rt + ER2t , où
D (θ) = E
{
∂et(θ0)
∂θ′
(θ − θ0)(θ − θ0)′∂e
′
t(θ0)
∂θ
}
.
En utilisant les propriétés d'orthogonalité entre et(θ0) et toute combinaison linéaire des valeurs
passées de et(θ0) (en particulier ∂et(θ0)/∂θ′ et ∂2et(θ0)/∂θ∂θ′), et le fait que les innovations sont
centrées i.e. Eet(θ0) = 0, nous avons
S(θ) = S(θ0) + D(θ) + O
(
pi4
)
= Σe0 + D(θ) + O
(
pi4
)
,
où Σe0 = Σe(θ0). Nous pouvons donc réécrire l'écart moyen (2.3) comme suit
E∆(θˆn) = nE log det Σˆe + nETr
(
Σˆ−1e Σe0
)
+ nETr
(
Σˆ−1e D(θˆn)
)
+ nETr
(
Σˆ−1e
)
OP
(
1
n2
)
.(2.5)
Comme dans une régression multivariée classique, nous avons la relation
Σe0 ≈ n
n − d(p + q)E
{
Σˆe
}
=
dn
dn − k1E
{
Σˆe
}
.
De cette précédente approximation et de la consistance de Σˆe , nous déduisons
E
{
Σˆ−1e
}
≈
{
EΣˆe
}−1 ≈ nd(nd − k1)−1Σ−1e0 . (2.6)
En utilisant des propriétés élémentaires sur la trace d'une matrice, nous avons
Tr
{
Σ−1e (θ)D (θ)
}
= Tr
(
E
{
∂e ′t(θ0)
∂θ
Σ−1e
∂et(θ0)
∂θ′
}
(θ − θ0)(θ − θ0)′
)
.
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Maintenant, en utilisant (1.12), (2.6) et cette dernière égalité appliquée en θˆn, nous avons
ETr
{
Σˆ−1e D
(
θˆn
)}
=
d
2(nd − k1)Tr
(
I11J
−1
11
)
,
où J11 = 2E
{
∂e ′t(θ0)/∂θΣ
−1
e0 ∂et(θ0)/∂θ
′}. Par conséquent, en utilisant (2.6), nous avons
ETr
(
Σˆ−1e S(θˆn)
)
=
nd2
nd − k1 +
d
2(nd − k1)Tr
(
I11J
−1
11
)
+O
(
1
n2
)
.
Ainsi, en injectant cette dernière égalité dans (2.3), sous les hypothèses (H1)(H6), nous obtenons
un estimateur approximativement sans biais de E∆(θˆn) donné par
AICcM := n log det Σˆe +
n2d2
nd − k1 +
nd
2(nd − k1)Tr
(
Iˆ11,nJˆ
−1
11,n
)
, (2.7)
où les matrices Iˆ11,n et Jˆ11,n sont des estimateurs des matrices I11 et J11 déﬁnis dans le chapitre 1.
Nous obtenons des estimateurs pˆ et qˆ des ordres p0 et q0 en minimisant le critère modiﬁé (2.7).
Remarque 2.1. Dans le cas de modèles VARMA forts c'est-à-dire quand l'hypothèse d'ergodicité
(H3) est remplacée par celle dont les termes d'erreurs sont iid, nous avons I11 = 2J11 (voir Remarque
1.3). Par conséquent, nous avons Tr
(
I11J
−1
11
)
= 2k1. Dans ce cas, un estimateur approximativement
sans biais de E∆(θˆn) prend la forme plus conventionnelle suivante
AICcM = n log det Σˆe + nd +
nd
2(nd − k1)2k1 =: AI Cc ,
qui illustre que les critères AIC standard et AICcM ne diﬀèrent que de l'inclusion d'un terme de
pénalité nd/(nd − k1). Ce facteur peut jouer un rôle important dans performance du AICcM si k1
est non négligeable par rapport à la taille de l'échantillon n. En particulier, ce facteur contribue
à réduire le biais du AIC, lequel peut être important quand n n'est pas grand. Par conséquent,
l'utilisation de cet estimateur amélioré de l'écart moyen devrait conduire à une grande amélioration
des performances du AICcM que le AIC en terme de choix du modèle.
2.2.2 Critère AIC dans le cas d'erreurs faibles
Les observations X = (X1, . . . ,Xn) et Y = (Y1, . . . ,Yn) sont indépendantes et générées par
le même modèle (4.13). Dans la section précédente le contraste (écart) minimal a été approché
par −2E log Ln(θˆn) (l'espérance est prise avec l'observation du vrai modèle X ). Notons que l'étude
de cette moyenne de l'écart est trop diﬃcile en raison de la dépendance entre l'estimateur θˆn et
l'observation X . Une méthode alternative (légèrement diﬀérente de celle de la section précédente
mais équivalente en interprétation) pour arriver à la quantité E∆(θˆn) (écart moyen) consiste à
considérer θˆn comme étant l'estimateur du QMV de θ fondé sur l'observation X et ensuite, nous
approchons la distribution de (Yt) par Ln(Y , θˆn). Nous considérons donc l'écart moyen du modèle
ajusté (modèle candidat Y ) en θˆn. Ainsi, il est généralement plus facile de chercher un modèle qui
minimise
C (θˆn) = −2EY log Ln(θˆn), (2.8)
où EY est l'espérance de l'observation Y du modèle candidat. Puisque θˆn et Y sont indépendants,
C (θˆn) est la même quantité que l'écart moyen E∆(θˆn). Le modèle minimisant (2.8) peut être in-
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terprété comme le modèle qui aura une meilleure approximation globale sur une copie indépendante
d'observations de X , mais ce modèle peut ne pas être le meilleur pour les données à portée de
main. Comme dans [Fin93] pour le cas d'erreurs indépendantes, cette moyenne du contraste peut
être décomposée comme suit
C (θˆn) = −2EX log Ln(θˆn) + a1 + a2,
où
a1 = −2EX log Ln(θ0) + 2EX log Ln(θˆn)
et
a2 = −2EY log Ln(θˆn) + 2EX log Ln(θ0).
L'estimateur QMV satisfait log Ln(θˆn) ≥ log Ln(θ0) presque sûrement (c'est-à-dire un ajustement
anormal des données au modèle quand ce sont ces mêmes données qui ont ajusté le modèle),
donc le terme a1 s'interprète comme le sur-ajustement de cet estimateur du QMV. Notons que
EX log Ln(θ0) = EY log Ln(θ0), donc le terme a2 s'interprète comme le coût moyen d'utilisation
(sur réplications indépendantes de l'observation X ) du modèle estimé à la place du vrai modèle.
Nous discutons maintenant dans la proposition suivante des conditions de régularité dont nous
aurons besoin aﬁn que les termes a1 et a2 soient équivalents au nombre Tr
(
I11J
−1
11
)
/2.
Proposition 8. Sous les hypothèses (H1)(H6), quand n→∞, nous avons, à un o(1) près, a1 et
a2 sont tous deux égaux à Tr
(
I11J
−1
11
)
/2.
Démonstration. En faisant un développement (à l'ordre 2) de Taylor de la log−quasi-vraisemblance,
nous obtenons
−2 log Ln(θ0) = −2 log Ln(θˆn) + n
2
(θˆn − θ0)′J11(θˆn − θ0) + oP(1).
Ainsi, en prenant l'espérance et au vu de (1.12), on montre que
EX n(θˆn − θ0)′J11(θˆn − θ0) = Tr
{
J11nEX (θˆn − θ0)(θˆn − θ0)′
}
→ Tr (I11J−111 ) ,
et on en déduit que a1 = Tr
(
I11J
−1
11
)
/2 + o(1).
Le second résultat repose également sur un développement à l'ordre 2 du contraste. En
prenant l'espérance et en supposant que ∆(·) est intégrale (on pourra donc intervertir intégrale et
dérivation), on a
EX ∆(θˆn) = EX ∆(θ0) + (θˆn − θ0)′ ∂EX ∆(θ)
∂θ
∣∣∣∣
θ=θ0
+
1
2
EX (θˆn − θ0)′ ∂
2∆(θ)
∂θ∂θ′
∣∣∣∣
θ=θ0
(θˆn − θ0) + oP(1)
= EX ∆(θ0) +
n
2
EX (θˆn − θ0)′J11(θˆn − θ0) + oP(1) = EX ∆(θ0) + 1
2
Tr
(
I11J
−1
11
)
+ o(1).
On en déduit
−2EY log Ln(θˆn) = EX ∆(θˆn) = EX ∆(θ0) + 1
2
Tr
(
I11J
−1
11
)
+ o(1),
ce qui montre que a2 est équivalent à a1. Cela complète la preuve.
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Ainsi, au vu de la proposition 8, dans le cas des modèles VARMA faibles, le critère AIC prend
la forme suivante
AICM := n log det Σˆe + Tr
(
Iˆ11,nJˆ
−1
11,n
)
= −2 log Ln(θˆn) + Tr
(
Iˆ11,nJˆ
−1
11,n
)
. (2.9)
La sélection des ordres du modèle (4.13) est obtenue en minimisant (2.9) pour les modèles
candidats.
Remarque 2.2. Dans le cas de modèles VARMA forts, nous avons Tr
(
I11J
−1
11
)
= 2k1. Par
conséquent, en vu de la proposition 8, nous obtenons également que a1 = a2 = k1 = dim(θ0) et
nous retrouvons le résultat de [Fin93]. Dans ce cas, l'équation (2.9) devient
AICM = −2 log Ln(θˆn) + 2k1 = AI C . (2.10)
Remarque 2.3. Quand n tend vers +∞, le critère AICcM (voir équation (2.7)) est équivalent au
critère AICM (voir (2.9)). Par conséquent, pour une famille donnée de modèles candidats, nous
préférons minimiser le critère modiﬁé (2.7) pour estimer les ordres pˆ et qˆ du modèle (4.13).
2.3 Critère de sélection convergent des ordres
Un autre critère très utilisé est le SBIC (Schwarz Bayesian information criterion) introduit par
[Sch78] et déﬁni de manière suivante
SBIC(modèle m estimé) = −2 log L˜n(θˆm) + dim(θˆm) ln(n).
Le terme de pénalisation tendant vers 0 moins rapidement, asymptotiquement le critère SBIC
(encore appelé SIC ou BIC) sélectionnera des ordres inférieurs ou égaux à ceux sélectionnés par le
critère AIC ou le critère AICc. Plus précisément, puisque ln(n) > 2 dès que n ≥ 8, SBIC pénalise
davantage (le terme de log−vraisemblance quand n augmente) et sélectionne donc des modèles
plus simples. La diﬀérence entre le critère AIC et le BIC se situe, tout simplement, dans la fonction
de pénalisation. Comme pour le AIC, plusieurs modiﬁcations de ce critère existent.
Un troisième critère, également très utilisé, est le HQ (Hannan et Quinn) introduit par [HQ79]
pour les processus autorégressifs (AR) et déﬁni de manière suivante
HQ(modèle m estimé) = −2 log L˜n(θˆm) + cdim(θˆm) ln ln(n).
Ce critère apparait comme un compromis entre AIC et BIC. En eﬀet, le critère HQ adoucit quelque
peu la sévérité de la fonction de pénalisation du BIC relativement à l'augmentation de la taille de
l'échantillon n tout en maintenant une forte convergence dans l'identiﬁcation de l'ordre réel du
modèle. Mais ces améliorations ont pour inconvénient de choisir le paramètre c > 1. Dans [A11],
nous avons proposé des modiﬁcations des critères BIC et HQ adaptés aux cas des modèles VARMA
faibles.
2.3.1 Critères BIC et HQ modiﬁés pour VARMA faibles
Comme pour les critères AIC et AICc, l'estimation du nombre de paramètres peut être très
diﬀérente de celle obtenue dans le cadre standard (à savoir k0) lorsque l'hypothèse d'indépendance
sur le bruit est relâchée. Cela remet donc en cause les fondements théoriques des critères standards
BIC et HQ.
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Au vu de la proposition 8, nous proposons les critères BIC et HQ modiﬁés suivants pour des
modèles VARMA faibles
BICM := −2 log L˜n(θˆn) + 1
2
Tr
(
Iˆ11,nJˆ
−1
11,n
)
log(n),
HQM := −2 log L˜n(θˆn) + cTr
(
Iˆ11,nJˆ
−1
11,n
)
log log(n), c > 1;
ou de manière équivalente comme
BICM := n log det Σˆe +
1
2
Tr
(
Iˆ11,nJˆ
−1
11,n
)
log(n), (2.11)
HQM := n log det Σˆe + cTr
(
Iˆ11,nJˆ
−1
11,n
)
log log(n), c > 1. (2.12)
Ainsi, la sélection des ordres pˆ et qˆ du modèle (4.13) est obtenue en minimisant les critères
d'information (2.11) ou (2.12).
Remarque 2.4. Au vu de la remarque 2.1, dans le cas des modèles VARMA forts, les critères
(2.11) et (2.12) prennent les formes plus conventionnelles suivantes
BICM = n log det Σˆe + k0 log(n) = BIC,
HQM = n log det Σˆe + 2ck0 log log(n) = HQ, c > 1.
Compte tenu des arguments ci-dessus, il serait important pour le praticien de disposer de
résultats assez généraux pour l'utilisation des critères BIC et HQ ou de leurs modiﬁcations BICM
et HQM . C'est ainsi que nous proposons les nouveaux critères suivants BICc et HQc (qui sont,
respectivement, des extensions des critères BIC et HQ standard) dans lesquels k0 (respectivement
2ck0) est remplacé par une fonction ck0 qui croît avec k0. Les critères proposés sont
BICc := n log det Σˆe + ck0 log(n), (2.13)
HQc := n log det Σˆe + ck0 log log(n). (2.14)
De plus, pour tout modèle candidat de paramètre θk avec dim(θk) = k et au vu de (2.13) et
(2.14), nous notons
BICc(k) = n log det Σˆe(k) + ck log(n),
HQc(k) = n log det Σˆe(k) + ck log log(n),
où Σˆe(k) = Σe(θˆn,k) et θˆn,k est l'estimateur du QMV du paramètre θk . Dans [A11], nous avons
prouvé la consistance de ces nouveaux critères.
2.3.2 Convergence des critères BICc et HQc
Posons k1 = d2(p0 + q0) le nombre de paramètres contenus dans le modèle (1.2) sans aucune
contrainte. Nous déﬁnissons un modèle sur-paramétré comme celui qui a plus de paramètres que le
vrai modèle. Plus précisément, les ordres de ce modèle vériﬁent p′ ≥ p0 et q′ ≥ q0, avec p′ > p0
ou q′ > q0 et nous notons k ′1 = d
2(p′ + q′) le nombre de paramètres sans contrainte du modèle
sur-paramétré.
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Les deux propositions suivantes montrent que la probabilité asymptotique que le critère BICc
(respectivement le critère HQc) surestime les ordres du modèle VARMA est nulle.
Proposition 9. Soit (Xt) une solution causale de l'équation (4.13) satisfaisant les hypothèses (H1)
(H7). Le critère BICc surestime les ordres si BICc(k ′1) < BICc(k1). La probabilité asymptotique
que le BICc choisisse des ordres plus grands que les vrais ordres est donnée par
lim
n→∞P
{
BICc(k
′
1) < BICc(k1)
}
= 0.
Proposition 10. Sous les hypothèses de la proposition 9, la probabilité asymptotique que le HQc
choisisse le modèle sur-paramétré est donnée par
lim
n→∞P
{
HQc(k
′
1) < HQc(k1)
}
= 0.
De manière analogue, nous déﬁnissons un modèle sous-paramétré (avec des ordres p′′ < p0 ou
q′′ < q0) comme étant celui qui a moins de paramètres que le vrai modèle dont les vrais ordres
sont p0 et q0. Nous posons k ′′1 = d
2(p′′+q′′) le nombre de paramètres sans contraintes du modèle
sous-paramétré.
Les deux propositions suivantes montrent également que la probabilité asymptotique que le
critère BICc (respectivement le critère HQc) sous-estime les ordres du modèle VARMA est nulle.
Proposition 11. Soit (Xt) une solution causale de l'équation (4.13) satisfaisant les hypothèses
(H1) (H7). Le critère BICc sous-estime les ordres si BICc(k ′′1 ) ≤ BICc(k1). La probabilité asymp-
totique que le BICc choisisse des ordres plus petits que les vrais ordres est donnée par
lim
n→∞P
{
BICc(k
′′
1 ) ≤ BICc(k1)
}
= 0.
Proposition 12. Sous les hypothèses de la proposition 11, la probabilité asymptotique que le HQc
choisisse le modèle sous-paramétré est donnée par
lim
n→∞P
{
HQc(k
′′
1 ) ≤ HQc(k1)
}
= 0.
Les propositions 9 et 11 (respectivement les propositions 10 et 12) montrent que
(pˆ, qˆ) = min
p,q∈Θp,q
BICc(k) ( respectivement (pˆ, qˆ) = min
p,q∈Θp,q
HQc(k))
convergent vers les vrais ordres (p0, q0). Contrairement au AICM où la probabilité asymptotique qu'il
surestime les ordres du modèle VARMA est strictement positive. Pour des raisons de simpliﬁcations,
posons k ′1 = k1 + `.
Proposition 13. Le critère AICM surestime les ordres si AICM(k ′1) < AICM(k1). Sous les hypo-
thèses de la proposition 9, la probabilité que le AICM choisisse le modèle sur-paramétré est donnée
par
P {AICM(k1 + `) < AICM(k1)} → P
{
χ2` >
2`+ c`
2
}
> 0.
Cela montre la non convergence des critères AICM et AICcM . Par contre, la probabilité que ces
critères sous-estiment les ordres est nulle
lim
n→∞P
{
AICM(k
′′
1 ) ≤ AICM(k1)
}
= 0.
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Remarque 2.5. Dans le cas des modèles VARMA forts, on a c` = 2` (voir Remarque 1.3).
Dans ce cas, la probabilité que le AICM sélectionne le modèle sur-paramétré prend une forme plus
conventionnelle
P {AICM(k1 + `) < AICM(k1)} → P
{
χ2` > 2`
}
> 0.
2.4 Illustrations numériques
Dans cette section, nous présentons quelques résultats de simulations aﬁn d'évaluer les per-
formances des critères proposés pour des modèles VARMA faibles. Nous simulons N = 1000
trajectoires indépendantes, de tailles diﬀérentes, du modèle (1.42)) (VARMA(1, 1) bivarié déﬁni
dans le chapitre 1) avec θ0 = (a22,1, b21,1, b22,1)′ = (0.225, 0.313, 0.750)′ et dont le processus des
innovations t = (1,t , 2,t)′ suit un modèle GARCH(1, 1) bivarié, proposé par [Jea98], et déﬁni par(
1,t
2,t
)
=
(
h11,t 0
0 h22,t
)(
η1,t
η2,t
)
, où
(
η1,t
η2,t
)
∼ IIDN (0,Ση) , (2.15)
avec Ση =
(
1.0 0.8
0.8 1.0
)
et
(
h211,t
h222,t
)
=
(
0.93
0.82
)
+
(
0.35 0.10
0.20 0.25
)(
21,t−1
22,t−1
)
+
(
0.40 0.15
0.10 0.40
)(
h21,t−1
h22,t−1
)
.
Les modèles candidats utilisés sont des modèles VARMA(p, q) bivariés sous la forme échelon
suivante(
X1,t
X2,t
)
=
p∑
i=1
(
0 0
0 a22,i
)(
X1,t−i
X2,t−i
)
+
(
1,t
2,t
)
−
q∑
j=1
(
0 0
b21,j b22,j
)(
1,t−j
2,t−j
)
,
(2.16)
où les ordres (p, q) ∈ {1, 2, 3}2. Plus précisément, nous avons 9 modèles candidats : VARMA(1, 1),
VARMA(2, 2), VARMA(2, 1), VARMA(1, 2), VARMA(1, 3), VARMA(3, 1), VARMA(3, 2), VARMA(2, 3)
and VARMA(3, 3). Pour chacune des N réplications, nous estimons le paramètre
θp,q = (a22,1, . . . , a22,p, b21,1, . . . , b21,q, b22,1, . . . , b22,q)
′
par la méthode du QMV déﬁnie dans le chapitre 1. Les versions standard et modiﬁé des critères
AIC, AICc, BIC et HQ sont utilisées aﬁn de sélectionner les ordres des 9 modèles candidats. Les
tables 2.1, 3.1 et 3.2 indiquent pour chaque modèle candidat le pourcentage de fois où il a été
sélectionné parmi les N réplications. Les ordres sélectionnés sont mis en gras dans les tables 2.1,
3.1 et 3.2.
Comme attendu, la table 2.1 montre qu'aucun critère AIC et AICc standard ne fonctionne
pour ce modèle particulier (1.42)(2.15) dans le sens où ils sélectionnent un modèle VARMA(3, 3)
pour toutes les valeurs de n alors que le vrai modèle est un VARMA(1, 1). Par contre, le modèle
VARMA(1, 1) faible est bien sélectionné par les versions modiﬁées, à l'exception du critère AICM
quand n ≤ 500 (qui sélectionne le modèle VARMA(3, 3) faible). Ceci est en concordance avec les
résultats de [HT89, HT93] qui ont montré que pour des modèles VAR forts, le AIC est un estimateur
biaisé de l'information de Kullback-Leibler en petit échantillon, et que ce biais tend à entraîner une
sélection de modèle sur-paramétré contrairement au critère AICc. La même conclusion reste valable
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pour les critères AICM et AICcM .
Dans la table 3.1, le modèle VARMA(1, 1) faible est fréquemment sélectionné par les versions
standard et modiﬁé du critère BIC, à l'exception du critère BIC standard qui sélectionne le modèle
VARMA(3, 3) quand n = 10000. Comme attendu pour le BIC standard, quand n augmente, il
n'est clairement pas performant et le pourcentage de l'ordre sélectionné décroît. Par contre, pour
la version modiﬁée, le pourcentage de l'ordre sélectionné s'améliore quand n augmente, ce qui est
en concordance avec la consistance du critère modiﬁé.
Au vu des résultats de la table 3.2, on peut noter que : (i) bien que les deux versions de HQ
sélectionnent le vrai modèle (à savoir le VARMA(1, 1)) quand n ≤ 500, le critère HQ standard
n'est clairement pas performant ; (ii) quand n > 500, le critère HQ standard surestime les ordres,
par contre la version modiﬁée reste performante et sélectionne le vrai modèle VARMA(1, 1) simulé ;
(iii) comme pour la version modiﬁée du BIC, le pourcentage de l'ordre sélectionné augmente avec
n, ce qui illustre également la consistance du critère modiﬁé.
Table 2.1  Pourcentage de sélection des ordres par les versions du critère AIC standard et modiﬁé.
Taille n 200
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
AIC 21.9 5.7 2.9 4.3 39.8 4.5 3.5 12.5 4.9
AICc 23.6 5.9 3.2 4.7 37.5 4.2 3.6 12.0 5.3
AICM 25.4 4.2 2.4 3.9 35.8 5.5 3.9 12.7 6.2
AICcM 53.1 2.8 2.5 8.9 15.1 1.1 1.3 7.9 7.3
Taille n 500
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
AIC 18.3 6.0 2.8 1.8 41.6 5.5 3.4 11.4 9.2
AICc 19.2 6.0 2.9 2.0 40.3 5.5 3.5 11.2 9.4
AICM 29.2 5.4 3.1 4.2 32.0 5.4 3.5 9.8 7.4
AICcM 48.4 3.3 3.0 7.8 17.5 1.4 1.6 6.6 10.4
Taille n 1, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
AIC 11.5 5.2 2.5 3.3 50.0 5.6 2.9 11.8 7.2
AICc 11.8 5.3 2.6 3.2 49.7 5.6 3.0 11.8 7.0
AICM 31.2 6.8 4.5 4.0 29.4 4.9 3.9 9.0 6.3
AICcM 43.0 5.3 2.6 7.1 20.9 1.9 2.4 8.1 8.7
Taille n 2, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
AIC 8.5 5.5 0.4 2.2 57.6 7.0 2.0 11.4 5.4
AICc 8.5 5.5 0.4 2.2 57.4 7.0 2.0 11.4 5.6
AICM 34.6 7.6 4.0 4.6 26.8 4.2 5.2 6.4 6.6
AICcM 41.0 5.3 2.6 7.1 22.9 1.9 2.4 8.1 8.7
Taille n 5, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
AIC 5.7 3.7 0.6 1.3 66.6 4.6 1.7 10.9 4.9
AICc 5.7 3.7 0.6 1.3 66.6 4.6 1.7 10.9 4.9
AICM 40.2 6.6 5.8 3.8 23.0 3.8 3.7 5.3 7.8
AICcM 40.4 6.8 5.8 3.8 22.8 3.8 3.7 5.3 7.6
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Table 2.2  Pourcentage de sélection des ordres par les versions du critère BIC standard et modiﬁé.
Taille n 200
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
BIC 61.6 3.6 5.5 3.5 14.7 1.7 3.2 5.1 1.1
BICM 50.8 4.0 4.8 5.2 14.6 4.1 4.2 6.9 5.4
Taille n 500
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
BIC 63.9 2.8 7.2 4.7 9.3 1.5 3.4 3.9 3.3
BICM 68.8 2.5 6.8 5.2 6.4 2.0 2.9 2.8 2.6
Taille n 1, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
BIC 54.5 3.8 7.4 4.2 13.8 2.4 5.7 4.8 3.4
BICM 74.4 2.7 5.2 3.7 5.2 1.8 3.0 2.2 1.8
Taille n 2, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
BIC 50.5 4.1 5.0 5.2 16.3 2.6 6.3 5.9 4.1
BICM 82.7 1.5 3.2 3.3 2.8 0.8 2.5 1.6 1.6
Taille n 5, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
BIC 38.1 5.6 6.7 3.8 26.1 3.0 5.9 4.6 6.2
BICM 86.1 1.3 3.7 2.2 1.2 0.7 2.3 1.0 1.5
Taille n 10, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
BIC 28.3 5.2 6.2 4.5 34.7 3.4 4.5 6.5 6.7
BICM 88.4 0.8 3.8 2.1 1.7 0.7 1.5 0.7 0.3
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Table 2.3  Pourcentage de sélection des ordres par les versions du critère HQ standard et modiﬁé.
Taille n 200
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
HQ 40.4 5.5 4.3 4.5 26.9 2.6 4.1 8.5 3.2
HQM 38.6 5.0 3.6 5.0 23.2 4.9 4.2 9.6 5.9
Taille n 500
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
HQ 39.3 5.5 6.5 4.2 22.1 3.2 3.9 7.9 7.4
HQM 55.2 3.7 5.4 5.2 14.4 3.6 3.1 4.7 4.7
Taille n 1, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
HQ 30.2 5.0 5.8 3.6 31.4 4.4 6.3 7.3 6.0
HQM 60.0 4.5 5.2 4.2 11.9 2.6 3.6 4.4 3.6
Taille n 2, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
HQ 25.9 6.3 3.4 4.3 34.4 4.9 5.6 9.5 7.5
HQM 68.7 3.6 5.3 4.6 7.2 1.6 3.4 2.8 2.8
Taille n 5, 000
Ordres (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
HQ 16.3 6.4 3.3 3.1 47.6 4.6 3.5 8.3 6.9
HQM 75.1 2.5 5.9 3.3 3.8 0.8 3.5 2.4 2.7
Length n 10, 000
Order (1, 1) (2, 2) (2, 1) (1, 2) (3, 3) (3, 2) (3, 1) (2, 3) (1, 3)
HQ 11.3 4.3 2.1 2.9 57.8 4.3 1.8 9.1 6.4
HQM 77.2 1.7 6.9 3.4 4.3 1.0 1.8 1.8 1.9
2.5 Conclusion
Nous avons montré que l'utilisation des critères d'information standards n'est souvent pas justi-
ﬁée quand l'hypothèse d'indépendance sur le bruit est relâchée. Au vu des illustrations numériques,
l'utilisation de ces critères standards conduit à sélectionner des modèles VARMA faibles avec beau-
coup de paramètres. Ces critères ont donc besoin d'être adaptés aﬁn de tenir compte des possibles
dépendances du terme d'erreur. C'est ainsi que nous avons proposé des critères modiﬁés et avons
établi leurs propriétés asymptotiques.
Bien que le but de notre travail n'était pas d'établir une comparaison entre les diﬀérents critères,
nous faisons néanmoins un commentaire sur les critères convergents. Dans la pratique, on ne connaît
pas les vrais ordres ; de plus, le fait qu'il soit possible que le vrai modèle ne soit pas contenu dans la
classe de modèles considérés rend (ainsi) les arguments basés sur la seule convergence asymptotique
insuﬃsants pour classer les critères les uns par rapport aux autres. Surtout dans certaines situations,
le fait que le AICM ou AICcM choisisse systématiquement des modèles d'ordre plus élevé que ceux
choisis par les critères BICM ou HQM peut se transformer en avantage dans les cas où le vrai
modèle possède une dimension paramétrique inﬁnie (par exemple).
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Chapitre 3
Contribution à la validation des
modèles ARMA faibles multivariés
Après les phases d'identiﬁcation et d'estimation du processus VARMA, la prochaine étape
importante dans la modélisation de modèles VARMA consiste à vériﬁer si le modèle estimé est
compatible avec les données. Cette étape d'adéquation permet de valider ou d'invalider le choix
des ordres p0 et q0 du modèle. Ce choix est important pour la précision des prévisions linéaires
et pour une bonne interprétation du modèle. La sélection d'ordres trop grands a pour eﬀet
d'introduire des termes qui ne sont pas forcément pertinents dans le modèle et aussi d'engendrer
des diﬃcultés statistiques comme par exemple un trop grand nombre de paramètres à estimer, ce
qui est susceptible d'engendrer une perte de précision de l'estimation des paramètres. Le praticien
peut aussi choisir des ordres trop petits qui entraînent la perte d'une information qui peut être
détectée par une corrélation des résidus ou encore une estimation non convergente des paramètres.
Pour la validation de ces modèles VARMA nous présentons deux étapes possibles :
a) les tests sur les paramètres du modèle VARMA,
b) les tests sur les résidus du modèle VARMA.
Dans ce chapitre, nous considérons également la matrice Σe comme un paramètre de nuisance et
aﬁn d'alléger nos notations, nous posons θ = ϑ(1).
Les publications liées à ce chapitre sont [A1, A3, A9, A12].
3.1 Tests sur les coeﬃcients du modèle
En dehors des contraintes imposées pour assurer l'identiﬁabilité du modèle VARMA(p0, q0),
d'autres contraintes linéaires peuvent être testées sur les paramètres θ0 du modèle et en particulier
A0p = 0 ou B0q = 0 pour la validation des ordres. Aﬁn de tester s0 contraintes linéaires sur les
coeﬃcients, nous déﬁnissons notre hypothèse nulle
H0 : R0θ0 = r0,
où R0 est une matrice s0× k0 connue de rang s0 et r0 est aussi un vecteur connu de dimension s0.
Pour eﬀectuer ce test H0, il existe diverses approches asymptotiques mais dans [A9], nous nous
sommes intéressés à la procédure de Wald (notée W dans la suite), à celle du multiplicateur de
Lagrange (en anglais LM) encore appelée du score ou de Rao-score et à la méthode du rapport de
vraisemblance (notée LR pour likelihood ratio). Pour calculer nos diﬀérentes statistiques de test,
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nous considérons la matrice Ωˆ11 = Jˆ
−1
11 Iˆ
SP
11 Jˆ
−1
11 , où Jˆ11 et Iˆ
SP
11 sont des estimateurs consistants de
J11 et I11 déﬁnis dans le chapitre 1. Comme il n'y pas de risque de confusion dans ce chapitre,
pour la suite nous posons Ω = Ω11 et Ωˆ = Ωˆ11.
3.1.1 Statistique de Wald
Le principe est d'accepter l'hypothèse nulle, si l'estimateur non contraint θˆn de θ0 est suﬃsam-
ment proche de zéro. Ainsi de (1.12), nous déduisons que
√
n
(
R0ϑˆn − r0
) L→ N (0,R0ΩR ′0 := R0 (J−111 I11J−111 )R ′0) ,
quand n → +∞. Sous les hypothèses du théorème 2 et l'hypothèse que I11 est inversible, nous
obtenons la statistique de Wald modiﬁée déﬁnie par
Wn = n(R0θˆn − r0)′(R0ΩˆR ′0)−1(R0θˆn − r0).
Sous H0, cette statistique suit une distribution de χ2s0 . Ainsi nous retrouvons la même formulation
que dans le cas de modèles VARMA forts standards. Nous rejetons H0 quand Wn > χ2s0(1 − α)
pour un niveau de risque asymptotique α.
3.1.2 Statistique du LM
L'idée de ce test consiste à accepter l'hypothèse nulle, si le score contraint est proche de zéro.
Soit θˆcn l'estimateur du QMV contraint sous H0. Nous déﬁnissons le Lagrangien
L(ϑ,λ) = ˜`n(θ)− λ′(R0θ − r0),
où λ est le vecteur multiplicateur de Lagrange de dimension s0. Les conditions du premier ordre
s'écrivent
∂ ˜`n
∂θ
(θˆcn) = R
′
0λˆ, R0θˆ
c
n = r0.
En eﬀectuant le développement limité de Taylor sous H0, et au vu de (1.17), nous avons
0 =
√
n
∂ ˜`n(θˆn)
∂θ
=
√
n
∂ ˜`n(θˆ
c
n)
∂θ
− J11
√
n
(
θˆn − θˆcn
)
+ oP(1).
Nous déduisons que
√
n(R0θˆn − r0) = R0
√
n(θˆn − θˆcn) = R0J−111
√
n
∂ ˜`n(θˆ
c
n)
∂θ
+ oP(1) = R0J
−1
11 R
′
0
√
nλˆ+ oP(1).
Il en résulte, sous l'hypothèse H0 et les hypothèses du théorème 2, la normalité asymptotique du
vecteur multiplicateur de Lagrange
√
nλˆ
L→ N {0, (R0J−111 R ′0)−1R0ΩR ′0(R0J−111 R ′0)−1} . (3.1)
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On obtient ainsi la statistique du LM modiﬁée déﬁnie par
LMn = nλˆ
′
{
(R0Jˆ
−1
11 R
′
0)
−1R0ΩˆR ′0(R0Jˆ
−1
11 R
′
0)
−1
}−1
λˆ
= n
∂ ˜`n
∂θ′
(θˆcn)Jˆ
−1
11 R
′
0
(
R0ΩˆR
′
0
)−1
R0Jˆ
−1
11
∂ ˜`n
∂θ
(θˆcn).
Notons que dans le cas de modèles VARMA forts Ωˆ = 2Jˆ−111 , ce qui donne à la statistique du
LM une forme plus conventionnelle LM∗n = (n/2)λˆ′R0Jˆ
−1
11 R
′
0λˆ. De la convergence (3.1) du vecteur
multiplicateur de Lagrange, nous obtenons la distribution asymptotique de la statistique LMn qui
suit une distribution χ2s0 sous H0. Pour un niveau de risque asymptotique α, l'hypothèse nulle est
rejetée quand LMn > χ2s0(1− α). Ceci reste valide dans le cas des modèles VARMA forts.
3.1.3 Statistique du LR
Ce test est fondé sur la comparaison des valeurs maximales de la log-quasi-vraisemblance
contrainte et non contrainte. L'hypothèse nulle est acceptée, si l'écart entre les maxima contraint
et non contraint de la log-quasi-vraisemblance est assez petit. Un développement limité de Taylor
montre que √
n
(
θˆn − θˆcn
)
= −√nJ−111 R ′0λˆ+ oP(1),
et que la statistique du LR satisfait
LRn := 2
{
log L˜n(θˆn)− log L˜n(θˆcn)
}
=
n
2
(θˆn − θˆcn)′J11(ϑˆn − ϑˆcn) + oP(1) = LM∗n + oP(1).
En utilisant les calculs précédents et des résultats standards sur les formes quadratiques de vecteurs
(voir [vdV98], Lemme 17.1), nous trouvons que la statistique du LR (i.e. LRn) suit asymptotique-
ment une distribution
∑s0
i=1 λi Z
2
i où les Zi sont iid N (0, 1) et les λ1, . . . ,λs0 sont les valeurs
propres de la matrice
ΣLR = J
−1/2
11 SLRJ
−1/2
11 , SLR =
1
2
R ′0(R0J
−1
11 R
′
0)
−1R0ΩR ′0(R0J
−1
11 R
′
0)
−1R0.
Notons que dans le cas de modèles VARMA forts, i.e. quand Ω = 2J−111 , la matrice ΣLR =
J
−1/2
11 R
′
0(R0J
−1
11 R
′
0)
−1R0J
−1/2
11 se comporte comme une matrice de projection. Ses valeurs propres
sont donc égales soit à 0 soit à 1, et le nombre de valeurs propres égales à 1 est donné par
Tr
(
J
−1/2
11 R
′
0(R0J
−1
11 R
′
0)
−1R0J
−1/2
11
)
= Tr (Is0) = s0.
Ainsi, nous retrouvons le résultat bien connu que LRn ∼ χ2s0 sous H0 dans le cas des modèles
VARMA forts. Pour les modèles VARMA faibles, la distribution asymptotique est celle d'une
forme quadratique de vecteurs gaussiens, qui peut être évaluée avec l'algorithme de [Imh61]. Une
alternative est d'utiliser une statistique transformée
n
2
(θˆn − θˆcn)′Jˆ11Sˆ−LRJˆ11(θˆn − θˆcn),
où Sˆ−LR est l'inverse généralisée de SˆLR. Cette statistique suit une distribution χ
2
s0 sous H0, quand
Jˆ11 et SˆLR sont des estimateurs faiblement convergents de J11 et SLR. L'estimateur Sˆ
−
LR peut être
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obtenu à partir d'une décomposition des valeurs singulières d'un estimateur faiblement convergent
SˆLR de SLR. Plus précisément, nous déﬁnissons la matrice diagonale Λˆ = diag
(
λˆ1, . . . , λˆk0
)
où
λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆk0 sont les valeurs propres de la matrice symétrique SˆLR, et notons Pˆ la matrice
orthogonale telle que SˆLR = PˆΛˆPˆ ′, nous posons
Sˆ−LR = PˆΛˆ
−Pˆ ′, Λˆ− = diag
(
λˆ−11 , . . . , λˆ
−1
s0 , 0, . . . , 0
)
.
Alors, la matrice Sˆ−LR converge faiblement vers la matrice S
−
LR, laquelle satisfait SLRS
−
LRSLR = SLR,
puisque SLR est de plein rang s0.
3.2 Illustrations numériques
Nous présentons quelques résultats de simulations aﬁn d'évaluer les performances des tests
proposés. Nous simulons N = 1000 trajectoires indépendantes, de tailles n = 500 et n = 2000, du
modèle (1.42) (déﬁni dans le chapitre 1) avec θ0 = (a22,1, b21,1, b22,1)′ = (0.95, 2, 0)′ et dont le
processus des innovations t = (1,t , 2,t)′ est dans un premier temps le bruit fort (1.43), et puis
le bruit blanc faible (1.44), tous deux déﬁnis dans le chapitre 1.
La table 3.1 donne les pourcentages de rejet de l'hypothèse nulle H0 : b22,1 = 0 des diﬀérentes
versions des tests de Wald, LM et du LR. Pour un niveau asymptotique α = 5%, les limites de
signiﬁcativité sont 3,6% et 6,4% avec une probabilité de 95%. Elles sont de 0,3% et 1,7% pour
α = 1%, et enﬁn celles de 8,1% et 11,9% pour α = 10%. Les fréquences à l'extérieur de ces
limites sont mises en caractères gras dans la table 3.1. Pour le modèle VARMA fort (1.42)(1.43)
(Modèle I), toutes les fréquences sont à l'intérieur des limites de signiﬁcativité. Par contre, pour
le modèle VARMA faible (1.42)(1.44) (Modèle II), toutes les fréquences des tests standards sont
résolument à l'extérieur des limites de signiﬁcativité. En conclusion, l'erreur de première espèce
est bien contrôlée par toutes les versions des tests dans le cas fort, mais seulement par les tests
modiﬁés dans le cas faible.
Aﬁn de comparer la puissance de ces tests, nous simulons N = 1000 trajectoires indépendantes,
de taille n = 500, du même modèle (1.42) avec θ0 = (a22,1, b21,1, b22,1)′ = (0.95, 2, 0.05)′ et dont
le processus des innovations t = (1,t , 2,t)′ est dans un premier temps le bruit fort (1.43), puis
le bruit blanc faible (1.44), et nous testons l'hypothèse H0 : b22,1 = 0. La table 3.2 montre que
tous les tests ont une puissance similaire quand le bruit est fort (Modèle III). Les tests modiﬁés
ont également une puissance similaire dans le cas faible (Modèle IV). Par contre, la puissance des
tests standards est diﬃcilement interprétable pour le modèle IV, car au vu des résultats de la table
3.1, les versions standard des tests ne contrôlent pas bien l'erreur de première espèce dans ce cas
faible.
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Table 3.1  Pourcentages de rejet de l'hypothèse nulle, H0 : b22,1 = 0, des versions standards et modiﬁées
des tests.
Modèle Taille n Niveau Tests standards Tests modiﬁés
Wald LM LR Wald LM LR
α = 1% 1.1 0.7 0.8 1.7 0.7 1.7
I n = 500 α = 5% 5.0 4.5 5.1 6.0 5.2 6.0
α = 10% 8.9 9.3 9.4 11.0 9.9 10.9
α = 1% 0.7 0.8 0.7 1.0 0.6 1.0
I n = 2, 000 α = 5% 5.0 4.3 4.6 5.5 5.1 5.5
α = 10% 9.2 8.6 8.8 10.0 9.0 10.2
α = 1% 0.0 0.0 0.0 1.4 1.4 1.3
II n = 500 α = 5% 0.6 0.5 0.6 6.2 6.5 6.1
α = 10% 2.3 2.2 2.2 12.0 11.2 12.0
α = 1% 0.0 0.0 0.0 0.9 0.7 0.9
II n = 2, 000 α = 5% 0.4 0.3 0.3 4.6 4.3 4.6
α = 10% 1.3 1.3 1.3 9.2 9.8 9.2
I : Modèle VARMA(1, 1) fort (1.42)-(1.43) avec θ0 = (0.95, 2, 0)
II : Modèle VARMA(1, 1) faible (1.42)-(1.44) avec θ0 = (0.95, 2, 0)
Table 3.2  Puissance des tests standards et modiﬁés : H0 : b22,1 = 0.
Modèle Taille n Niveau Tests standard Tests modiﬁés
Wald LM LR Wald LM LR
α = 1% 6.8 5.9 6.6 8.0 6.5 7.9
III n = 500 α = 5% 20.5 19.4 20.4 21.6 20.1 21.7
α = 10% 29.5 29.0 29.4 30.6 29.5 30.6
α = 1% 1.7 1.8 1.7 15.5 14.3 15.6
IV n = 500 α = 5% 11.4 9.4 10.1 35.1 34.0 35.0
α = 10% 21.1 20.2 20.6 47.1 44.9 46.8
III : Modèle VARMA(1, 1) fort (1.42)-(1.43) avec θ0 = (0.95, 2, 0.05)
IV : Modèle VARMA(1, 1) (1.42)-(1.44) avec θ0 = (0.95, 2, 0.05)
3.3 Tests sur les résidus du modèle
Ces tests ont pour objet de vériﬁer que les résidus (1.23) des modèles estimés sont bien
des estimations de bruits blancs. Une invalidation de cette condition implique que le modèle est
mal spéciﬁé. Plus particulièrement, nous nous intéressons aux tests portmanteau, aussi appelés
tests d'autocorrélation. Le test portmanteau a été introduit par [BP70] aﬁn de mesurer la qualité
d'ajustement d'un modèle ARMA fort univarié.
Les deux tests les plus utilisés, pour tester qu'une série est une réalisation d'un bruit blanc fort,
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sont ceux de [BP70] et [LB78] déﬁnis respectivement par
Qbpm = n
m∑
h=1
ρˆ2(h) et Qlbm = n(n + 2)
m∑
h=1
ρˆ2(h)
n − h , (3.2)
où ρˆ(·) est la fonction d'autocorrélation résiduelle et m est un entier ﬁxé. La statistique Qlbm a
la même distribution asymptotique que QBPm mais la statistique Q
lb
m est réputée avoir un meilleur
comportement à distance ﬁnie. En s'inspirant des tests portmanteau univariés (3.2), [Chi74] et
[Hos80] ont étendu ces tests au cas de modèles ARMA multivariés dont les versions multivariées
des statistiques sont déﬁnies respectivement par
Qcm = n
m∑
h=1
Tr
(
Γˆ ′(h)Γˆ−1(0)Γˆ (h)Γˆ−1(0)
)
et Qhm =
m∑
h=1
n2
(n − h)Tr
(
Γˆ ′(h)Γˆ−1(0)Γˆ (h)Γˆ−1(0)
)
,
(3.3)
où Γˆ (·) (matrice carrée d'ordre d) est la fonction d'autocovariance résiduelle du processus mul-
tivarié. Sous les hypothèses d'un bruit blanc fort, pour un niveau asymptotique de risque α, la
procédure standard consiste à rejeter l'hypothèse d'un modèle ARMA(p, q) ou VARMA(p, q) si les
statistiques (3.2) ou (3.3) sont supérieures à un certain quantile d'ordre 1− α d'un chi-deux.
Dans le cas général de modèles VARMA dont les termes d'erreur sont non corrélés mais
peuvent contenir des dépendances non linéaires, nous montrons dans [A1, A3] que la distribution
asymptotique des statistiques (3.3) est celle d'une somme pondérée de chi-deux. Cette distribution
peut être très diﬀérente de l'approximation chi-deux usuelle du cas fort. Dans [A12], nous proposons
une méthode alternative à [A3] qui est basée sur une auto-normalisation des autocorrélations
résiduelles. Ainsi pour des ordres p0 et q0 donnés, nous testons l'hypothèse nulle
H0 : (Xt) satisfait une représentation VARMA(p0, q0)
contre l'alternative
H1 : (Xt) n'admet pas de représentation VARMA ou admet une représentation
VARMA(p, q) avec p > p0 ou q > q0.
Déﬁnissons les autocovariances empiriques et résiduelles du bruit par
Γe(h) =
1
n
n∑
t=h+1
ete
′
t−h et Γˆe(h) =
1
n
n∑
t=h+1
eˆt eˆ
′
t−h pour 0 ≤ h < n.
Nous considérons les vecteurs des m (pour m ≥ 1) premières autocovariances empiriques et
résiduelles
Γm =
({vecΓe(1)}′ , . . . , {vecΓe(m)}′)′ , Γˆm = ({vecΓˆe(1)}′ , . . . ,{vecΓˆe(m)}′)′ .
Soient les matrices diagonales
Se = Diag (σe(1), . . . ,σe(d)) et Sˆe = Diag (σˆe(1), . . . , σˆe(d)) ,
où σ2e (i) est la variance de la i-ème coordonnée de l'innovation et et σˆ
2
e (i) est son estimateur,
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avec σe(i) =
√
Ee2i t et σˆe(i) =
√
n−1
∑n
t=1 eˆ
2
i t . Nous déﬁnissons les autocorrélations théoriques
et résiduelles de retard `
Re(`) = S
−1
e Γe(`)S
−1
e et Rˆe(`) = Sˆ
−1
e Γˆe(`)Sˆ
−1
e ,
avec Γe(`) := Eete ′t−` = 0, ∀` 6= 0. Nous déﬁnissons aussi la matrice
Φm = E

 et−1...
et−m
⊗ ∂et(θ0)
∂θ′
 . (3.4)
Nous considérons les vecteurs des m (pour m ≥ 1) premières autocorrélations résiduelles
ρˆm =
({
vecRˆe(1)
}′
, . . . ,
{
vecRˆe(m)
}′)′
.
3.3.1 Comportement asymptotique des statistiques du test portmanteau mul-
tivarié
Les travaux consacrés à la validation des modèles ARMA faibles sont pour l'heure limités au
cas univarié. La distribution asymptotique des statistiques (3.2) a été établie dans [FRZ05] pour
des modèles ARMA faibles univariés. Des tests portmanteau basés sur des méthodes de bootstrap,
dont les distributions asymptotiques dépendent du DGP, ont été introduits par [ZL15] aﬁn de
tester l'adéquation de modèles ARMA faibles univariés. Dans le cas où le bruit blanc faible est
directement observé, le comportement asymptotique des autocorrélations a été établi par [RT96] ;
[LNS01, LNS02] ont également abordé cette problématique en proposant une extension de la
statistique Qbpm .
L'objectif de cette section est d'étudier le comportement asymptotique des statistiques du test
portmanteau (3.3) dans le cadre de modèles VARMA dont les termes d'erreur sont non corrélés
mais peuvent contenir des dépendances non linéaires. Dans un premier temps, nous étudions la
distribution asymptotique jointe de l'estimateur, θˆn, du QMV et des autocovariances empiriques
du bruit. Soit
Γ (`, `′) =
∞∑
h=−∞
E
({et−` ⊗ et} {et−h−`′ ⊗ et−h}′) , pour (`, `′) 6= (0, 0).
Nous énonçons le résultat suivant qui est une extension directe du résultat donné dans [FRZ05].
Théorème 7. Supposons p0 > 0 ou q0 > 0. Sous les hypothèses (H1)(H7), quand n → +∞,
nous avons
√
n(θˆn − θ0, Γm)′ d⇒ N (0,Ξ ) où Ξ =
(
Σθˆn Σ
′
θˆn,Γm
Σθˆn,Γm ΣΓm
)
,
avec ΣΓm = {Γ (`, `′)}1≤`,`′≤m , Σ ′θˆn,Γm = limn→+∞ Cov(
√
nJ−111 ∂`n(θ0,Σe0)/∂θ,
√
nΓm) et
Σθˆn = Ω11 = J
−1
11 I11J
−1
11 .
La démonstration de ce théorème résulte des formules de dérivation matricielle standards, de
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l'inégalité de covariance de [Dav68], et des théorèmes 1 et 2.
Ce résultat nous permet ensuite d'obtenir les distributions asymptotiques des autocovariances
et autocorrélations résiduelles qui sont normalement distribuées avec une matrice de covariance
diﬀérente du cas iid. Nous énonçons le résultat suivant qui donne le comportement asymptotique
des autocovariances et autocorrélations résiduelles de modèles VARMA faibles.
Théorème 8. Sous les hypothèses du théorème 7, nous avons
√
nΓˆm ⇒ N
(
0,ΣΓˆm
)
et
√
nρˆm ⇒ N (0,Σρˆm) ,
où ΣΓˆm = Σγm + ΦmΣθˆn Φ
′
m + ΦmΣθˆn,γm + Σ
′
θˆn,γm
Φ′m (3.5)
Σρˆm =
{
Im ⊗ (Se ⊗ Se)−1
}
ΣΓˆm
{
Im ⊗ (Se ⊗ Se)−1
}
(3.6)
et Φm est donné par (3.4).
Nous donnons un schéma de la démonstration de ce résultat.
Démonstration. Pour la démonstration de ce théorème, nous utilisons les autocovariances empi-
riques du bruit précédemment déﬁnies et le théorème 7. Le résultat (3.5) découle de la relation
Γˆm :=
({
vecΓˆe(1)
}′
, . . . ,
{
vecΓˆe(m)
}′)′
= Γm + Φm(θˆn − θ0) + OP
(
1
n
)
, (3.7)
que nous montrons en utilisant un développement limité de Taylor. Finalement nous obtenons le
résultat (3.6) en calculant la variance asymptotique Var(
√
nρˆm) avec
ρˆm =
{
Im ⊗ (Se ⊗ Se)−1
}
Γˆm +OP
(
1
n
)
. (3.8)
Enﬁn, nous pouvons déduire le comportement asymptotique des statistiques portmanteau.
Hosking (voir [Hos81a, Hos89]) a proposé plusieurs formes équivalentes à la statistique Qcm (voir
équation (3.3)), dont les plus basiques sont les suivantes
Qcm = n
m∑
h=1
Tr
(
Γˆ ′e(h)Γˆ
−1
e (0)Γˆe(h)Γˆ
−1
e (0)
)
= n
m∑
h=1
vec
(
Γˆe(h)
)′ (
Γˆ−1e (0)⊗ Γˆ−1e (0)
)
vec
(
Γˆe(h)
)
= nΓˆ ′m
(
Im ⊗
{
Γˆ−1e (0)⊗ Γˆ−1e (0)
})
Γˆm
= nρˆ′m
(
Im ⊗
{
Γˆe(0)Γˆ
−1
e (0)Γˆe(0)
}
⊗
{
Γˆe(0)Γˆ
−1
e (0)Γˆe(0)
})
ρˆm
= nρˆ′m
(
Im ⊗
{
Rˆ−1e (0)⊗ Rˆ−1e (0)
})
ρˆm.
Ces égalités sont obtenues à partir des relations élémentaires vec(AB) = (I⊗A)vecB , (A⊗B)(C⊗
D) = AC ⊗ BD et Tr(ABC ) = vec(A′)′(C ′ ⊗ I )vecB .
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Sous les hypothèses que le DGP suit un modèle VARMA(p0, q0) fort et que les racines des
polynômes VAR et MA ne sont pas trop proches de la racine unité, la distribution asymptotique
des statistiques Qcm et Q
h
m est généralement bien approchée par la distribution χ
2
d2m−k0 (d
2m > k0).
En vue du théorème 8 nous déduisons le résultat suivant, qui donne la loi asymptotique exacte
des statistiques (3.3). Nous verrons que cette distribution peut être très diﬀérente de celle d'une
distribution χ2d2m−k0 dans le cas de modèles VARMA(p0, q0) forts.
Théorème 9. Sous les hypothèses du théorème 8, les statistiques Qcm et Q
h
m convergent en loi,
quand n→ +∞, vers
Zm(ξm) =
d2m∑
i=1
ξi ,d2mZ
2
i
où ξm = (ξ1,d2m, . . . , ξd2m,d2m)
′ est le vecteur des valeurs propres de la matrice
Ωm :=
(
Im ⊗ Σ−1/2e ⊗ Σ−1/2e
)
ΣΓˆm
(
Im ⊗ Σ−1/2e ⊗ Σ−1/2e
)
,
et les Z1, . . . ,Zm sont des variables indépendantes, centrées et réduites normalement distribuées.
Ainsi quand le processus d'erreur est un bruit blanc faible, la distribution asymptotique des
statistiques Qcm et Q
h
m est une somme pondérée de chi-deux. Cette distribution peut être très
diﬀérente de l'approximation chi-deux usuelle du cas fort. Nous en déduisons alors des tests
portmanteau modiﬁés pour tester l'adéquation de modèles VARMA faibles.
En vue du théorème 9, la distribution asymptotique des statistiques (3.3) dépend du paramètre
de nuisance Σe , de la matrice Φm et des éléments de la matrice Ξ . Nous avons donc besoin
d'estimateurs consistants de ces matrices inconnues. La matrice Σe peut être estimée à partir des
résidus d'estimation par Σˆe = Γˆe(0). La matrice Φm peut également être estimée empiriquement
par
Φˆm =
1
n
n∑
t=1
{(
eˆ ′t−1, . . . , eˆ
′
t−m
)′ ⊗ ∂et(θ0)
∂θ′
}
θ0=θˆn
.
Aﬁn d'estimer la matrice Ξ , nous utilisons la méthode d'estimation de la densité spectrale (déjà déﬁ-
nie au chapitre 1) du processus stationnaire wt = (w ′1t ,w
′
2t)
′, où w1t = −2J−111 (∂e ′t(θ0)/∂θ)Σ−1e0 et(θ0)
et w2t =
(
e ′t−1, . . . , e
′
t−m
)′ ⊗ et .
En interprétant (2pi)−1Ξ comme étant la densité spectrale évaluée en zéro du processus
stationnaire (wt), nous avons
Ξ = Φ−1(1)ΣuΦ−1(1)
quand (wt) satisfait une représentation VAR(∞) de la forme
Φ(L)wt := wt +
∞∑
i=1
Φi wt−i = ut , (3.9)
où ut est un bruit blanc faible de matrice de variance Σu. Puisque wt est inconnu, nous posons wˆt
le vecteur obtenu en remplaçant θ0 par θˆn dans l'expression de wt . Nous déﬁnissons le polynôme
Φˆr (z) = Ik0+d2m+
∑r
i=1 Φˆr ,i z
i , où Φˆr ,1, · · · , Φˆr ,r sont les coeﬃcients de la régression des moindres
carrés de wˆt sur wˆt−1, . . . , wˆt−r . Notons uˆr ,t les résidus de cette régression et Σˆuˆr la variance
empirique des résidus uˆr ,1, . . . , uˆr ,n. Nous établissons le théorème suivant qui est une extension du
résultat de [FRZ05].
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Théorème 10. Sous les hypothèses du théorème 9, nous supposons que le processus (wt) admet
une représentation VAR(∞) (3.9) dont les racines de detΦ(z) = 0 sont à l'extérieur du disque
unité, ‖Φi‖ = o(i−2), et que la matrice Σu = Var(ut) est non singulière. De plus, nous supposons
que ‖t‖8+4ν <∞ et
∑∞
k=0{αX ,(k)}ν/(2+ν) <∞ pour un réel ν > 0, où {αX ,(k)}k≥0 est une
suite de coeﬃcients de mélange fort du processus (X ′t , ′t)′. Alors l'estimateur spectral de Ξ
ΞˆSP := Φˆ−1r (1)Σˆuˆr Φˆ
′−1
r (1)→ Ξ
en probabilité quand r = r(n)→∞ et r3/n→ 0 quand n→∞.
Soit Ωˆm la matrice obtenue en remplaçant Ξ par son estimateur Ξˆ et Σe par Σˆe dans la matrice
Ωm. Nous déﬁnissons ξˆm = (ξˆ1,d2m, . . . , ξˆd2m,d2m)
′ le vecteur des valeurs propres de Ωˆm.
Pour un niveau asymptotique de risque α, les tests portmanteau que nous proposons consiste
à rejeter l'hypothèse H0 (i.e. l'adéquation de modèles VARMA(p0, q0) faibles) quand
Qc > Sm(1− α) (respectivement Qh > Sm(1− α))
où Sm(1− α) est tel que P
{
Zm(ξˆm) > Sm(1− α)
}
= α.
3.3.2 Comportement asymptotique des autocorrélations résiduelles auto-normalisées
Les tests portmanteau que nous avons proposés dans la section précédente sont certes fondés sur
une distribution exacte des statistiques (3.3), mais sont beaucoup plus diﬃciles à implémenter car
leurs valeurs critiques doivent être calculées à partir du DGP (des données), contrairement à celles
des versions standards qui sont simplement données par des tables de χ2. L'autre diﬃculté majeure
provient du fait que la distribution asymptotique des statistiques (3.3) dépend de paramètres
inconnus (voir théorème 9) tels que : le paramètre de nuisance Σe , la matrice Φm et les éléments de
la matrice Ξ , dont il faut trouver des estimateurs consistants. Comme déjà abordé pour l'estimation
de la matrice I (voir le chapitre 1), la matrice Ξ est la plus délicate à estimer : soit par la méthode
HAC, soit par celle de la densité spectrale. Cependant, on est encore confronté à de sérieuses
diﬃcultés quant au choix de la suite de poids (ou fenêtre) pour la méthode HAC ; le choix de
l'ordre r de troncature de la représentation VAR(∞) est également crucial et diﬃcile pour la
méthode de la densité spectrale.
Dans [A12], nous proposons une méthode alternative où nous n'estimons pas une matrice
de covariance asymptotique. Nous utiliserons une approche basée sur des techniques d'auto-
normalisation (self-normalization, en anglais) pour construire une nouvelle statistique de test qui,
sous l'hypothèse nulle, admet une distribution asymptotique qui ne dépend pas de paramètres
inconnus. Cette technique d'auto-normalisation provient de [Lob01] et a déjà été étendue à d'autres
cadres encore plus généraux par [KL06, Sha0a, Sha0b, Sha12]. On peut se référer à [Sha15] pour
un état de l'art sur certains développements récents sur l'inférence statistique dans le domaine des
séries temporelles utilisant cette approche d'auto-normalisation.
Soit (BK (r))r≥0 un mouvement Brownien K -dimensionnel commençant en 0. Pour K ≥ 1,
nous notons la variable aléatoire UK déﬁnie par
UK = B ′K (1)V−1K BK (1) (3.10)
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où
VK =
∫ 1
0
(BK (r)− rBK (1)) (BK (r)− rBK (1))′ dr . (3.11)
Les valeurs critiques de UK ont été tabulées par Lobato dans [Lob01]. Nous notons Λ la matrice
bloc dans Rmd2×(k0+md2) déﬁnie par Λ = (ΦmJ−111 |Imd2). Au vu de (1.18) et (3.7), nous déduisons
√
n Γˆm =
1√
n
n∑
t=1
Λwt + oP(1), où wt =
((
−2∂e
′
t
∂ϑ
Σ−1e0 et
)′
, (et−1 ⊗ et)′ , . . . , (et−m ⊗ et)′
)′
.(3.12)
Contrairement à la section précédente, nous n'allons pas chercher à trouver la variance asymptotique
du processus Λwt mais plutôt appliquer un théorème central limite fonctionnel sur le processus
w := (wt)t≥1 (comme dans le lemme 1 de [Lob01]). Enﬁn, nous déﬁnissons la matrice de
normalisation Cmd2 ∈ Rmd2×md2 par
Cmd2 =
1
n2
n∑
t=1
StS
′
t où St =
t∑
j=1
(Λwj − Γm) .
Aﬁn d'assurer l'inversibilité de cette matrice Cmd2 , nous aurons besoin de l'hypothèse (technique)
suivante sur la distribution de t .
(H8) Le processus (t) a une densité strictement positive au voisinage de zéro.
Nous énonçons le résultat suivant, qui donne la distribution asymptotique des autocovariances et
autocorrélations résiduelles renormalisées.
Théorème 11. Supposons que p0 > 0 ou q0 > 0. Sous les hypothèses (H1) (H8) et H0, nous
avons
n Γˆ ′mC
−1
md2
Γˆm
d−−−→
n→∞ Umd2 . (3.13)
De (3.8) et (3.13), nous déduisons
n ρˆ′m {Im ⊗ (Se ⊗ Se)}C−1md2 {Im ⊗ (Se ⊗ Se)} ρˆm
d−−−→
n→∞ Umd2 . (3.14)
Nous donnons un schéma de la démonstration.
Démonstration. Nous notons Dk [0,1] l'espace de Skorokhod, qui est l'ensemble des fonctions
càdlàg, de fonctions de Rk à valeurs déﬁnies dans [0,1]. Cet espace est muni de la topologie
de Skorokhod, nous notons également
Dk−→ la convergence faible sur l'espace Dk [0,1].
Au vu de (3.12), on voit que le comportement asymptotique de Γˆm dépend de celui de wt .
Soit (Bm(r))r≥0 un mouvement Brownien m-dimensionnel et Ψ une matrice triangulaire inférieure
dont les éléments diagonaux sont positifs. On montre d'abord que
1√
n
bnrc∑
j=1
Λwj
Dm−−−→
n→∞ ΨBm(r) (3.15)
en utilisant la proposition 1, le théorème 7, des arguments similaires à ceux utilisés pour la
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démonstration du théorème 2, et le théorème central limite fonctionnel de [Her84] pour processus
α−mélangeants. En montrant (3.15), on satisfait l'hypothèse 1 de [Lob01] (voir équation (19)).
Ensuite, en suivant les arguments développés dans les sections 2 et 3 de [Lob01], le continuous
mapping theorem sur l'espace de Skorokhod implique que
Cmd2
d−−−→
n→∞ ΨVmd2Ψ
′, où Vmd2 =
∫ 1
0
(Bmd2(r)− rBmd2(1)) (Bmd2(r)− rBmd2(1))′ dr .
(3.16)
De (3.12), en utilisant (3.15) et (3.16), on obtient
nΓˆ ′mC
−1
md2
Γˆm =
1
n
n∑
t=1
(
(Λwt)
′C−1
md2
(Λwt)
)
d−−−→
n→∞ (ΨBmd2(1))
′ (ΨVmd2Ψ ′)−1 (ΨBmd2(1)) = B ′md2(1)V−1md2Bmd2(1) =: Umd2 ,
où la variable aléatoire Umd2 est déﬁnie par (3.10). Par conséquent, on vient de prouver (3.13).
On déduit (3.14) en utilisant (3.8) et (3.13), ce qui complète la preuve du théorème 11.
Remarque 3.1. Notons que quand p = q = 0, on n'aurait pas besoin d'estimer le paramètre θ0.
Ainsi, au regard de la preuve, on remplace le vecteur wt par
w˜t =
(
(et−1 ⊗ et)′ , . . . , (et−m ⊗ et)′
)′
et la matrice Λ est remplacée par la matrice identité. Nous retrouvons alors le résultat donné par
Lobato (voir Lemme 1 de [Lob01]).
Dans la pratique, le théorème 11 n'est pas exploitable car il comporte des quantités inconnues
qu'il nous faut estimer. Nous notons Cˆmd2 ∈ Rmd2×md2 un estimateur de Cmd2 qui est déﬁni par
Cˆmd2 =
1
n2
n∑
t=1
Sˆt Sˆ
′
t où Sˆt =
t∑
j=1
(
Λˆwˆj − Γˆm
)
, (3.17)
avec Λˆ =
(
ΦˆmJˆ
−1
11,n|Imd2
)
. Nous énonçons le suivant résultat qui est la version applicable du
théorème 11.
Théorème 12. Sous les hypothèse du théorème 11, nous avons
n Γˆ ′mCˆ
−1
md2
Γˆm
d−−−→
n→∞ Umd2 .
Le vecteur des autocorrélations résiduelles renormalisées satisfait alors
n ρˆ′m
{
Im ⊗ (Sˆe ⊗ Sˆe)
}
Cˆ−1
md2
{
Im ⊗ (Sˆe ⊗ Sˆe)
}
ρˆm
d−−−→
n→∞ Umd2
Ainsi, la nouvelle statistique que nous proposons pour tester l'adéquation de modèles VARMA
faibles est la suivante
Qsnm := n ρˆ
′
m
{
Im ⊗ (Sˆe ⊗ Sˆe)
}
Cˆ−1
md2
{
Im ⊗ (Sˆe ⊗ Sˆe)
}
ρˆm. (3.18)
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En s'inspirant des statistiques (3.3) et (3.18), nous proposons la statistique suivante (3.19) qui est
la version analogue de celle introduite par [Hos80]
Q˜snm = n
2 ρˆ′m
{
Im ⊗ (Sˆe ⊗ Sˆe)
}
Dn,md2Cˆ
−1
md2
{
Im ⊗ (Sˆe ⊗ Sˆe)
}
ρˆm, (3.19)
où Dn,md2 ∈ Rmd2×md2 est une matrice diagonale déﬁnie par Dn,md2 = Diag(n/(n− 1), ..., n/(n−
m)). Les valeurs critiques des statistiques (3.18) et (3.19) sont tabulées dans [Lob01], ce qui rend
ﬁnalement notre méthode plus proche de la méthode standard dans laquelle ces valeurs critiques
sont déduites d'une table de χ2.
3.3.3 Illustrations numériques
Dans cette section, nous présentons quelques résultats de simulations aﬁn d'évaluer la perfor-
mance des tests portmanteau modiﬁés proposés. Nous introduisons les notations suivantes pour la
suite
 LBs et BPs pour se référer aux tests de LB et BP utilisant les statistiques (3.3).
 LBsn et BPsn pour se référer aux tests auto-normalisés utilisant les statistiques (3.18) et
(3.19)
 LBbm et BPbm pour se référer aux tests modiﬁés de LB et BP utilisant les statistiques (3.3)
proposé dans [BM11a]
Nous considérons un modèle VARMA(1, 1) bivarié (voir [Rei97], chap. 3, example 3.2 p. 81) suivant(
X1,t
X2,t
)
=
(
a11,1 a12,1
a21,1 a22,1
)(
X1,t−1
X2,t−1
)
+
(
1,t
2,t
)
−
(
b11,1 b12,1
b21,1 b22,1
)(
1,t−1
2,t−1
)
(3.20)
où θ0 = (a11,1, a21,1, a12,1, a22,1, b11,1, b21,1, b12,1, b22,1)′ = (1.2, 0.6,−0.5, 0.3,−0.6, 0.3, 0.3, 0.6)′
et le terme d'erreur t = (1,t , 2,t)′ serait un bruit blanc fort ou faible, qu'on déﬁnira ultérieurement.
Remarquons que
det
{
I2 − z1
(
1.2 −0.5
0.6 0.3
)}
= 0 et det
{
I2 − z2
( −0.6 0.3
0.3 0.6
)}
= 0
pour z1 = 1.136 ± 0.473i (de module |z1| = 1.23) et pour z2 = ±(0.45)−1/2 (de module
|z2| = 1, 49). Le modèle (3.20) peut être vu comme un modèle VARMA(1, 1) sous forme échelon
(noté, ARMAE (1, 1)), contrairement au modèle (1.42) qui est un ARMAE (0, 1) (se référer à [Lüt05]
pour plus de détails sur cette forme échelon, chap. 12, déﬁnition 12.2 p. 453).
Soit η = ((η1,t , η2,t)′)t≥1 une suite de variable aléatoire telle que(
η1,t
η2,t
)
loi
= N (0, I2).
Dans un premier temps, nous considérons le cas de modèle VARMA fort en supposant que le terme
d'erreur  = ((1,t , 2,t)′)t≥1 dans (3.20) est déﬁni comme suit(
1,t
2,t
)
loi
= N (0, I2). (3.21)
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Considérons le modèle ARCH(1) suivant proposé par [Jea98](
1,t
2,t
)
=
(
h11,t 0
0 h22,t
)(
η1,t
η2,t
)
(3.22)
où (
h211,t
h222,t
)
=
(
0.3
0.2
)
+
(
0.45 0.00
0.40 0.25
)(
21,t−1
22,t−1
)
.
Pour le premier modèle VARMA faible considéré, nous supposons que dans (3.20) le terme d'erreur
 est un ARCH(1) déﬁni par (3.22). Ensuite, nous considérons également trois autres modèles
VARMA faibles en supposant que dans (3.20) le terme d'erreur  est donné respectivement par(
1,t
2,t
)
=
(
η1,tη2,t−1η1,t−2
η2,tη1,t−1η2,t−2
)
, (3.23)(
1,t
2,t
)
=
(
η21,tη2,t−1η1,t−2
η22,tη1,t−1η2,t−2
)
, (3.24)(
1,t
2,t
)
=
(
η1,t(|η1,t−1|+ 1)−1
η2,t(|η2,t−1|+ 1)−1
)
. (3.25)
Ces trois derniers bruits faibles sont des extensions directes des bruits faibles univariés déﬁnis par
[RT96].
Nous simulons N = 1000 trajectoires indépendantes de taille n = 10000 du modèle (3.20). La
même série est divisée en trois séries de tailles n = 500, n = 2000 et n = 10000. Pour chacune
des N réplications, nous utilisons la méthode du QMV pour estimer le paramètre θ0. Ensuite, nous
appliquons les tests portmanteau sur les résidus pour diﬀérentes valeurs de m ∈ {1, . . . , 5}. Le
niveau asymptotique des tests est α = 5%.
Pour les tests standards, l'hypothèse nulle est rejetée quand les statistiques (3.3) sont su-
périeures à χ2(4m−8)(0, 95). Pour les tests BPsn et LBsn, l'hypothèse nulle est rejetée quand les
statistiques (3.18) et (3.19) sont supérieures à U4m(0, 95), où les valeurs critiques UK (0, 95) sont
tabulées dans [Lob01] pour K = 1, . . . , 20.
Les tables 3.3 et 3.4 présentent les pourcentages de rejet de l'hypothèse nulle H0 que le DGP
suit un modèle VARMA(1, 1)) sur toutes les N réplications indépendantes. Au vu des résultats des
tables 3.3 et 3.4, les tests que nous proposons contrôlent mieux l'erreur de première espèce (à part
quelques exceptions pour le test auto-normalisé quand n ≤ 2000) que les tests standards surtout
quand les innovations présentent des dépendances. Plus surprenant encore, même pour le modèle
VARMA fort, les tests proposés sont meilleurs surtout quand m est petit. Contrairement aux tests
proposés, les tests standards ne sont pas applicables quand m ≤ 2.
S'agissant des puissances, tous les tests ont des puissances similaires à l'exception des tests
LBsn et BPsn qui sont moins puissants quand n = 500.
En conclusion, les tests que nous proposons sont préférables aux tests standards surtout quand
le nombre d'autocorrélations utilisé est petit.
74
3.3. APPLICATIONS NUMÉRIQUES
Table 3.3  Pourcentage de rejet dans le cas VARMA(1, 1).
Modèle Taille n Lag m LBsn BPsn LBbm BPbm LBs BPs
1 4.8 4.9 4.2 4.0 n.a. n.a.
2 5.2 5.2 3.4 3.3 n.a. n.a.
I n = 500 3 4.0 4.1 4.4 4.2 20.6 19.9
4 3.5 3.6 4.6 4.3 11.6 11.5
5 3.5 3.7 3.9 3.8 8.2 7.8
1 4.6 4.6 2.9 2.9 n.a. n.a.
2 4.8 4.8 3.2 3.1 n.a. n.a.
I n = 2, 000 3 4.3 4.3 3.9 3.9 19.6 19.4
4 5.1 5.1 3.5 3.4 10.5 10.4
5 4.8 4.8 4.3 4.3 8.3 8.1
1 5.7 5.7 3.7 3.7 n.a. n.a.
2 5.4 5.4 4.7 4.7 n.a. n.a.
I n = 10, 000 3 5.3 5.3 4.4 4.4 19.0 19.0
4 5.7 5.7 4.5 4.5 10.6 10.6
5 6.1 6.1 4.4 4.3 8.5 8.5
1 3.9 3.9 5.3 5.1 n.a. n.a.
2 2.9 2.9 5.5 5.2 n.a. n.a.
II n = 500 3 2.1 2.1 2.9 2.7 34.9 34.0
4 1.1 1.2 2.8 2.7 24.5 23.7
5 0.9 0.9 2.3 2.0 18.0 17.7
1 3.9 3.9 6.1 5.9 n.a. n.a.
2 5.0 5.0 7.0 6.9 n.a. n.a.
II n = 2, 000 3 3.3 3.3 5.4 5.3 43.9 43.8
4 3.1 3.1 5.5 5.4 32.1 32.0
5 3.0 3.0 4.9 4.8 26.1 25.9
1 4.4 4.4 5.3 5.3 n.a. n.a.
2 4.9 4.9 6.1 6.1 n.a. n.a.
II n = 10, 000 3 3.9 3.9 5.6 5.6 50.0 49.9
4 4.2 4.2 5.4 5.4 37.2 37.1
5 3.3 3.3 5.6 5.6 28.4 28.3
1 3.4 3.4 6.6 6.5 n.a. n.a.
2 1.6 1.6 4.6 4.5 n.a. n.a.
III n = 500 3 0.3 0.3 2.1 2.1 50.7 50.1
4 0.1 0.1 1.3 1.3 37.7 36.9
5 0.0 0.0 1.1 1.1 29.7 28.9
1 4.8 4.8 6.3 6.3 n.a. n.a.
2 3.7 3.7 5.4 5.4 n.a. n.a.
III n = 2, 000 3 2.7 2.7 5.0 5.0 56.5 56.4
4 2.5 2.5 3.6 3.5 41.8 41.3
5 1.6 1.6 2.4 2.4 34.4 34.3
1 5.1 5.1 6.2 6.2 n.a. n.a.
2 5.2 5.2 6.0 6.0 n.a. n.a.
III n = 10, 000 3 4.0 4.0 5.8 5.8 58.6 58.5
4 4.3 4.3 5.6 5.6 44.9 44.9
5 4.2 4.2 5.7 5.6 38.2 38.2
I : Modèle VARMA(1, 1) fort (3.20)-(3.21) ; II : Modèle VARMA(1, 1) faible (3.20)-(3.22).
III : Modèle VARMA(1, 1) faible (3.20)-(3.23).
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Table 3.4  Pourcentage de rejet dans le cas VARMA(1, 1).
Modèle Taille n Lag m LBsn BPsn LBbm BPbm LBs BPs
1 2.4 2.4 9.5 9.5 n.a. n.a.
2 0.7 0.8 6.5 6.5 n.a. n.a.
IV n = 500 3 0.0 0.0 5.2 5.2 52.0 51.5
4 0.2 0.2 5.1 5.1 40.5 40.1
5 0.2 0.2 4.5 4.5 37.3 36.4
1 3.1 3.1 6.0 6.0 n.a. n.a.
2 2.5 2.5 4.8 4.8 n.a. n.a.
IV n = 2, 000 3 2.5 2.5 3.2 3.2 61.8 61.5
4 2.0 2.0 3.0 3.0 50.2 50.0
5 0.4 0.4 1.8 1.7 43.9 43.8
1 4.7 4.7 4.1 4.1 n.a. n.a.
2 4.4 4.4 5.6 5.6 n.a. n.a.
IV n = 10, 000 3 3.8 3.8 5.2 5.2 70.4 70.4
4 3.5 3.5 4.1 4.1 57.3 57.3
5 3.1 3.1 4.2 4.2 50.3 50.3
1 4.0 4.0 3.6 3.6 n.a. n.a.
2 4.5 4.6 3.8 3.8 n.a. n.a.
V n = 500 3 3.9 4.1 4.2 4.2 15.1 14.7
4 3.6 3.8 4.4 4.0 9.6 9.5
5 3.1 3.2 3.7 3.4 7.8 7.0
1 5.5 5.5 3.7 3.7 n.a. n.a.
2 5.4 5.5 4.4 4.4 n.a. n.a.
V n = 2, 000 3 4.5 4.6 3.8 3.8 16.6 16.4
4 4.4 4.4 4.0 4.0 9.5 9.3
5 4.3 4.3 4.3 4.3 7.9 7.8
1 4.3 4.3 3.6 3.6 n.a. n.a.
2 4.2 4.2 3.2 3.2 n.a. n.a.
V n = 10, 000 3 4.7 4.7 3.9 3.9 15.3 15.3
4 4.4 4.4 4.1 4.1 9.1 9.1
5 4.8 4.8 3.9 3.9 6.8 6.8
IV : Modèle VARMA(1, 1) faible (3.20)-(3.24).
V : Modèle VARMA(1, 1) faible (3.20)-(3.25).
3.4 Conclusion
Nous avons abordé le problème de la validation des modèles VARMA faibles en proposant des
tests modiﬁés qui tiennent compte des dépendances des termes d'erreur.
Dans un premier temps, nous avons proposé des versions modiﬁées des tests de Wald, du
multiplicateur de Lagrange et du rapport de vraisemblance pour tester des restrictions linéaires
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sur les paramètres libres des modèles VARMA faibles. Ensuite, nous avons proposé des statistiques
de tests modiﬁées permettant de vériﬁer que les résidus des modèles VARMA faibles sont des
estimations de bruit blanc tout en établissant leur comportement asymptotique.
Les expériences de Monte Carlo réalisées sur des modèles VARMA bivariés montrent que les
résultats des tests proposés sont meilleurs que ceux des tests standards, en particulier quand les
innovations présentent des dépendances.
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Chapitre 4
Contribution aux modèles GARCH
multivariés
Depuis la mise en évidence par Mandelbrot en 1963 d'un certain nombre de caractéristiques (ré-
gularités statistiques ou encore faits stylisés) communes aux séries ﬁnancières (voir [Man63]), leur
modélisation a connu de grandes évolutions dans ces quarante dernières années. Leurs principales
propriétés sont compatibles avec celles d'un bruit blanc faible. Ces caractéristiques rendent parti-
culièrement complexe la modélisation des séries ﬁnancières. Cette complexité n'est pas seulement
due à la grande variété des séries utilisées (prix d'action, taux d'intérêt, taux de change, . . .), à
l'importance de la fréquence d'observation (seconde, minute, heure, jour, . . .) ou à la disponibilité
d'échantillons de très grande taille. Elle tient surtout à l'existence de ces faits stylisés diﬃciles à
reproduire à partir de modèles stochastiques. Ces régularités empiriques, vériﬁées et complétées
depuis par de nombreux auteurs (voir par exemple [Fam65, Bla76]), apparaissent plus ou moins
nettement en fonction de la fréquence d'observation de la série et de sa nature. Elles ont ensuite
été enrichies par [Bla76] par l'introduction d'une caractéristique dite d'eﬀet de levier (qui nous
intéressera dans la suite), en remarquant une asymétrie de l'impact des valeurs passées positives
et négatives sur la volatilité de la date courante. Plus précisément, les valeurs négatives (baisses
des cours) tendent à provoquer plus de turbulences que les valeurs positives (hausses des cours)
de même ampleur.
Les spéciﬁcités illustrent la diﬃculté de modéliser les séries ﬁnancières. Les formulations clas-
siques (de type ARMA forts) sont inappropriées car centrées sur la structure d'autocovariance
des processus. Ainsi, plusieurs modèles ont été introduits dans la littérature économétrique aﬁn
de prendre en compte les propriétés particulières des séries ﬁnancières. Mais dans ce chapitre,
nous nous intéressons aux modèles ARCH introduits par [Eng82] et à leurs extensions GARCH
dues à [Bol86], qui ont connu un grand succès dans la littérature. Cela est dû notamment à leur
spéciﬁcation de la variance conditionnelle (volatilité), qui ne dépend que du module des valeurs
passées : l'eﬀet sur la volatilité de la date présente des innovations passées positives et négatives est
donc identique. Cette symétrie des modèles GARCH standard est en contradiction avec plusieurs
études sur les séries d'action qui mettent en évidence une corrélation négative entre le carré des
innovations de la date présente et les innovations passées (si la distribution conditionnelle était
symétrique, cette corrélation serait nulle). Pour pallier ce problème, diverses paramétrisations de
la variance conditionnelle ont été proposées. Nelson (voir [Nel91a]) a introduit le modèle GARCH
exponentiel (EGARCH). Mais l'une des formulations la plus naturelle est d'introduire l'asymétrie en
spéciﬁant la variance conditionnelle en fonction des composantes positives et négatives des inno-
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vations passées (voir par exemple [GJR93] pour le modèle GJR-GARCH et [RZ93] pour le modèle
TGARCH (Threshold GARCH, en anglais)). La prolifération des modèles GARCH a amené cer-
tains auteurs à proposer des familles de modèles GARCH regroupant plusieurs modèles prenant en
compte l'eﬀet de levier. Motivés par les transformations de Box-Cox, [HB92] ont introduit le modèle
ARCH en puissance (PARCH, power-transformed ARCH en anglais). Dans ce modèle, l'écat-type
conditionnel (également appelé volatilité) élévé à une puissance δ est exprimé comme fonction li-
néaire de ses valeurs passées ainsi que des valeurs passées du processus observé, élévées à la même
puissance (voir également [DGE93]). Plus récemment, [HK04] ont étendu le modèle PARCH à la
classe des modèles asymétriques APARCH (the power transformed asymmetric (threshold) ARCH
en anglais) ; [PWT08] ont introduit le modèle APARCH généralisé (APGARCH, pour generalized
the APARCH).
Pour les applications économétriques, le cadre univarié est très restrictif. Mais, contrairement
aux modèles ARMA, les extensions des modèles GARCH au cadre multivarié (MGARCH, pour
multivariate GARCH, dans la suite) ne sont pas directes. Il existe dans la littérature diﬀérents types
de modèles MGARCH (voir par exemple [Nel91b, EK95, Eng02, MCHL08]). On pourra se référer
à [BLR06, BHL12] pour un état de l'art récent sur les modèles MGARCH. Parmi les nombreuses
spéciﬁcations des modèles MGARCH, les plus populaires semblent être les modèles MGARCH à
corrélation conditionnelle constante (notés dans la suite CCC-GARCH) proposés par [Bol90] et
étendus par [Jea98].
Plusieurs extensions des modèles GARCH ont été introduits dans la littérature pour tenir compte
de l'eﬀet de levier mais ces extensions restent très peu nombreuses pour le cas multivarié. À
notre connaissance, [MHC09] étendent le modèle GARCH-GJR (voir [GJR93]) aux modèles CCC-
GARCH asymétrique (voir également [MCHL08]). Récemment, [FZ12] ont proposé un modèle CCC-
AGARCH (asymmetric CCC-GARCH) qui contient le modèle CCC-GARCH introduit par [Bol90]
ainsi que celui de [Jea98]. On pourra se reférer également [SGnE16] pour des modèles log−GARCH-
X univariés et mutivariés. L'objectif de ce chapitre est de proposer une famille de modèles MGARCH
asymétriques en puissance et d'en étudier les propriétés probabilistes et statistiques. Les publications
liées à ce chapitre sont : [A13, A14].
4.1 Modèle, conditions de stationnarité et d'identiﬁabilité
Posons m le nombre de séries considérées et introduisons les notations suivantes : X d =(
X d11 , . . . ,X
dm
m
)′
avec d ,X ∈ Rm, x+ = max(0, x) et x− = min(0, x).
4.1.1 Présentation du modèle
Le processus εt à valeurs dans Rm, εt = (ε1,t , . . . , εm,t)′, est dit CCC-APGARCH(p, q) (c'est-
à-dire un CCC-AGARCH(p, q) en puissance δ0 ou δ0−CCC-AGARCH(p, q)) s'il vériﬁe
εt = H
1/2
t ηt ,
Ht = DtR0Dt , Dt = diag(
√
h1,t , . . . ,
√
hm,t),
h
δ0/2
t = ω0 +
q∑
i=1
{
A+0i (ε
+
t−i )
δ0/2 + A−0i (ε
−
t−i )
δ0/2
}
+
p∑
j=1
B0j h
δ0/2
t−j ,
(4.1)
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où ht = (h1,t , . . . , hm,t)
′ et
ε+t =
({ε+1,t}2, . . . , {ε+m,t}2)′ ε−t = ({−ε−1,t}2, . . . , {−ε−m,t}2)′ ,
avec ω0 et δ0 des vecteurs de taille m × 1 à coeﬃcients strictement positifs, les A+0i ,A−0i et B0j
sont des matrices de dimension m×m à coeﬃcients positifs et R0 est une matrice de corrélation.
Le processus des innovations (ηt)t est un vecteur de taille m × 1 vériﬁant l'hypothèse suivante :
A0 : (ηt) est une suite de variables aléatoires iid, centrées et de matrice de variance unité.
Sous A0, la matrice Ht s'interprète comme la variance conditionnelle (volatilité) du processus εt .
Remarque 4.1. La puissance δ0 dans la représentation (4.1) est considérée vectorielle (et non
scalaire) car on a constaté que dans la pratique, les séries univariées n'ont pas forcément la même
puissance.
La représentation (4.1) englobe plusieurs modèles MGARCH. Par exemple, en supposant que
A+0i = A
−
0i , le modèle (4.1) peut être vu comme une extension multivariée et une généralisation du
modèle PARCH introduit par [HB92] (que nous noterons CCC-PGARCH dans la suite). De plus, si
on ﬁxe le vecteur puissance δ0 = (2, . . . , 2)
′, on obtient le modèle CCC-GARCH(p, q) proposé par
[Jea98] ; et en supposant que A+0i 6= A−0i , on retrouve le modèle CCC-AGARCH(p, q) introduit par
[FZ12]. En ﬁxant aussi m = 1, qui correspond au cas univarié, on retrouve le modèle APGARCH
introduit par [PWT08].
4.1.2 Condition de stationnarité stricte
La démarche pour établir la condition suﬃsante de stationnarité stricte du modèle δ0−CCC-
AGARCH(p, q) est similaire à celle donnée par [FZ12]. Nous commençons par réécrire la première
équation de la représentation (4.1) comme suit
εt = Dt η˜t , où η˜t = (η˜1,t , . . . , η˜m,t)
′ = R1/20 ηt . (4.2)
Posons
Υ
±,(δ0)
t = diag
(
(η˜±1,t)
δ0,1 , . . . , (η˜±m,t)
δ0,m
)
où δ0 = (δ0,1, . . . , δ0,m)
′.
En multipliant par (Υ±,(δ0)t ) la troisième équation de (4.1), on a
(ε±t )
δ0/2 = (Υ
±,(δ0)
t )h
δ0/2
t , (4.3)
ce qui s'écrit (matriciellement)
z t = bt + Ctz t−1,
où
z t =
({(
ε+t
) δ0
2
}′
, . . . ,
{(
ε+t−q+1
) δ0
2
}′
,
{(
ε−t
) δ0
2
}′
, . . . ,
{(
ε−t−q+1
) δ0
2
}′
,
{
h
δ0
2
t
}′
, . . . ,
{
h
δ0
2
t−p+1
}′)′
,
bt =
({(
Υ
+,(δ0)
t
)
ω0
}′
, 0′m(q−1),
{(
Υ
−,(δ0)
t
)
ω0
}′
, 0′m(q−1), {ω0}′ , 0′m(p−1)
)′
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et
Ct =

Υ
+,(δ0)
t A
+
01:q Υ
+,(δ0)
t A
−
01:q Υ
+,(δ0)
t B01:p
Im(q−1) 0m(q−1)×m(p+q+1)
Υ
−,(δ0)
t A
+
01:q Υ
−,(δ0)
t A
−
01:q Υ
−,(δ0)
t B01:p
0m(q−1)×mq Im(q−1) 0m(q−1)×m(p−1)
A+01:q A
−
01:q B01:p
0m(p+q+1)×m(q−1) Im(p−1)

(4.4)
une matrice de taille (p + 2q)m × (p + 2q)m où les matrices A+01:q := (A+01 . . .A+0q), A−01:q :=
(A−01 . . .A
−
0q) et B01:q := (B01 . . .B0q) sont de taille m× pm. Soit γ(C0), le coeﬃcient (ou le plus
grand exposant) de Lyapunov de la suite C0 = {Ct , t ∈ Z}, déﬁni par
γ(C0) := lim
t→+∞
1
t
E [log ‖CtCt−1 . . .C1‖] = inf
t≥1
1
t
E [log ‖CtCt−1 . . .C1‖] .
Nous énonçons le résultat suivant.
Théorème 13. (Stationnarité stricte)
Une condition nécessaire et suﬃsante d'existence d'un processus strictement stationnaire, solution
non anticipative du modèle (4.1) est que γ(C0) < 0. Lorsque γ(C0) < 0, cette solution stationnaire
non anticipative est unique et ergodique.
Démonstration. Elle est similaire à celle donnée par [FZ12].
Les corollaires suivants sont des conséquences de la condition nécessaire de stationnarité stricte.
Notons ρ(A) le rayon spectral d'une matrice carrée A.
Corollaire 1. (Condition nécessaire de stationnarité stricte simple à vériﬁer)
Soit le polynôme à coeﬃcients matriciels déﬁni par B0(z) = Im − zB01− · · · − zpB0p pour z ∈ C
et la matrice
B0 =
(
B01:p
I(p−1)m 0(p−1)m×1
)
Alors si γ(C0) < 0, on a les propriétés équivalentes suivantes :
(i) Les racines de det(B0(z)) sont de modules à l'extérieur du disque unité,
(i i) ρ(B0) < 1.
Corollaire 2.
On suppose que γ(C0) < 0. Soit εt la solution strictement stationnaire et non anticipative du
modèle (4.1). Il existe s > 0 tel que E‖hδ0/2t ‖s <∞ et E‖εδ0/2t ‖s <∞.
4.1.3 Conditions d'identiﬁabilité
Avant l'estimation, nous étudions les conditions à imposer sur les matrices A+0i ,A
−
0i et B0j aﬁn
d'assurer l'unicité des paramètres du modèle (4.1). Le vecteur des paramètres est noté
ν := (ω′,α+1
′
, . . . ,α+q
′
,α−1
′
, . . . ,α−q
′
,β′1, . . . ,β
′
p, τ
′, ρ′)′,
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où α+i et α
−
i sont déﬁnis par α
±
i = vec(A
±
i ) pour i = 1, . . . , q, βj = vec(Bj) pour j = 1, . . . , p
et ρ = (ρ21, . . . ρm1, ρ32, . . . , ρm2, . . . , ρmm−1)′ où les ρi j sont les composantes de la matrice de
corrélation R . Le paramètre ν appartient à un espace des paramètres noté
∆ ⊂]0,+∞[m×[0,∞[m2(2q+p)×]0,+∞[m×]− 1, 1[m(m−1)/2.
La vraie valeur inconnue du paramètre est notée
ν0 := (ω
′
0,α
+
01
′
, . . . ,α+0m
′
,α−01
′
, . . . ,α−0m
′
,β01
′, . . . ,β0m′, δ′0, ρ
′
0)
′.
Nous notons pour une matrice quelconque, A := A(ν), ∀ν ∈ ∆ et A0 =: A(ν0).
Soit A+(L) = ∑qi=1 A+i Li , A−(L) = ∑qi=1 A−i Li et B(L) = Im −∑pj=1 Bj Lj . Par convention
A± = 0 si q = 0 et B(L) = Im si p = 0. Si les racines de det(B0(L)) = 0 sont de modules stricte-
ment supérieurs à 1, de la forme compacte : B0(L)hδ0/2t = ω0 +A+0 (L)(ε+t )δ0/2 +A−0 (L)(ε−t )δ0/2,
on a
h
δ0/2
t = B0(1)−1ω0 + B0(L)−1A+0 (L)(ε+t )δ0/2 + B0(L)−1A−0 (L)(ε−t )δ0/2. (4.5)
Dans le cas multivarié, supposer que les polynômes A+0 (L), A−0 (L) et B0(L) n'ont pas de racine
commune ne suﬃt pas à garantir l'identiﬁabilité du paramètre, car cela ne garantit pas qu'il n'existe
pas un autre triplet (A+0 ,A+0 ,B0) tel que
B−1A+ = B−10 A+0 et B−1A− = B−10 A−0 . (4.6)
Le paramètre θ0 est dit identiﬁable si (4.5) n'est pas vériﬁée lorsque ν0 est remplacé par ν 6= ν0
appartenant à ∆. La condition (4.6) équivaut à l'existence d'un opérateur U(B) tel que
A+(L) = U(L)A+0 (L), A−(L) = U(L)A−0 (L) et B(L) = U(L)B0(L).
On dit que U(L) est unimodulaire si det{U(L)} est une constante non nulle. Lorsque les seuls
facteurs communs à deux polynômes P(L) et Q(L) sont unimodulaires, c'est-à-dire si
P(L) = U(L)P1(L), Q(L) = U(L)Q1(L) =⇒ det{U(L)} = cste 6= 0,
on dit que P(L) et Q(L) sont coprimes à gauche (left-coprime, en anglais). Divers types de
conditions peuvent être imposées pour assurer l'identiﬁabilité (voir [Rei97], p. 37-40, ou [Han76]
ou [HD88], section 2.7). Aﬁn d'obtenir une condition peu restrictive, nous procédons comme dans
[FZ12]. Nous déﬁnissons pour chaque colonne i des opérateurs matriciels A+, A− et B, leurs
degrés maximaux respectifs, q+i (ν), q
−
i (ν) et pi (ν). Supposons que les valeurs maximales de ces
ordres soient imposées, c'est-à-dire
∀ν ∈ ∆, ∀i = 1, . . . ,m, q+i (ν) ≤ q+i , q−i (ν) ≤ q−i , and pi (ν) ≤ pi (4.7)
où q+i ≤ q, q−i ≤ q et pi ≤ p sont des entiers ﬁxés. Nous notons a+q+i (i) le vecteur colonne
des coeﬃcients Lq
+
i , a−
q−i
(i) le vecteur colonne des coeﬃcients Lq
−
i , dans la ie colonne de A+0
(respectivement de A−0 ) et bpi (i) le vecteur colonne des coeﬃcients Lpi dans la ie colonne de B0.
Proposition 14. (Condition d'identiﬁabilité simple)
Si les polynômes de matrices A+0 (L),A−0 (L) et B0(L) sont coprimes à gauche, A+0 (1)+A−0 (1) 6= 0
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et si la matrice
M(A+0 (L),A−0 (L),B0(L)) =
[
a+
q+1
(1) . . . a+
q+m
(m)a−
q−1
(1) . . . a−
q−m
(m)bp1(1) . . . bpm(m)
]
est de plein rang m, sous les contraintes (4.7) avec q+i = q
+
i (ν0), q
−
i = q
−
i (ν0) et pi = pi (ν0)
pour toute valeur de i , alors{
B(L)−1A+(L) = B0(L)−1A+0 (L)
B(L)−1A−(L) = B0(L)−1A−0 (L)
⇒ (A+,A−,B) = (A+0 ,A−0 ,B0).
Démonstration. La démonstration est identique à celle donnée par [FZ12] dans le cas du modèle
CCC-AGARCH.
4.2 Estimation du modèle
Pour l'estimation des modèles GARCH ou MGARCH, la méthode couramment utilisée est la
celle du QMV. La théorie asymptotique des modèles MGARCH est bien connue dans la littérature.
Par exemple, [Jea98] a donné des conditions assez générales pour établir la convergence forte de
l'estimateur du QMV de modèles MGARCH, [CL03, HP09] ont montré la consistance et la normalité
asymptotique des paramètres du modèle BEKK (acronyme de Baba, Engle, Kraft and Kroner). Les
propriétés asymptotiques d'un modèle VARMA-MGARCH ont été établies par [LM03]. On pourra
voir également [BW09] qui ont étudié les propriétés asymptotiques de l'estimateur du QMV pour
une classe très générale de processus multivariés causaux contenant des modèles asymétriques.
Plus récemment, [FZ16] ont établi les propriétés asymptotiques de modèles MGARCH estimables
équation par équation (voir aussi [FS17] pour la classe des modèle log−MGARCH−X à corrélations
conditionnelles dynamiques).
Nous présentons alors l'estimation du modèle (4.1) par la méthode du QMV.
4.2.1 Quand la puissance est connue
Dans cette section, nous obtenons le comportement asymptotique de l'estimateur du QMV
des paramètres du modèle (4.1) quand la puissance δ0 est connue. Ces estimateurs peuvent être
appliqués aux modèles particuliers mentionnés dans la section présentation du modèle (CCC-
GARCH, CCC-AGARCH, CCC-PGARCH, . . .). Pour simpliﬁer les notations, dans cette section,
nous posons δ0 = δ (comme la puissance est connue).
Les paramètres sont les coeﬃcients des matrices ω0, A
+
0i ,A
−
0i et B0j , ainsi que les coeﬃcients
de la partie triangulaire inférieure (hors diagonale) de la matrice de corrélation R0. Le nombre de
paramètres à estimer est donc
s0 = m + m
2(p + 2q) +
m(m − 1)
2
.
Le vecteur des paramètres est noté :
θ := (ω′,α+1
′
, . . . ,α+m
′
,α−1
′
, . . . ,α−m
′
,β1
′, . . . ,βm′, ρ′)′,
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et le paramètre θ appartient à l'espace des paramètres
Θ ⊂]0,+∞[m×[0,∞[m2(2q+p)×]− 1, 1[m(m−1)/2.
La vraie valeur du paramètre est notée :
θ0 := (ω
′
0,α
+
01
′
, . . . ,α+0m
′
,α−01
′
, . . . ,α−0m
′
,β01
′, . . . ,β0m′, ρ′0)
′.
Soit εt = (ε1, . . . , εn) une réalisation de longueur n de l'unique solution strictement stationnaire non
anticipative (εt) du modèle (4.1). Conditionnellement aux valeurs initiales ε0, . . . , ε1−q, h˜0, . . . , h˜1−p
positives ou nulles, la quasi-vraisemblance gaussienne s'écrit
Ln(θ) = Ln(θ; ε1, . . . , εn) =
n∏
t=1
1
(2pi)m/2|H˜t |1/2
exp
(
−1
2
ε′tH˜
−1
t εt
)
,
où les H˜t sont déﬁnis récursivement, pour t ≥ 1, par
H˜t = D˜tRD˜t , D˜t = diag
(√
h˜1,t , . . . ,
√
h˜m,t
)
h˜
δ/2
t := h˜
δ/2
t (θ) = ω +
q∑
i=1
A+i (ε
+
t−i )
δ/2 + A−i (ε
−
t−i )
δ/2 +
p∑
j=1
Bj h˜
δ/2
t−j .
Un estimateur du QMV de θ est déﬁni comme toute solution mesurable θˆn de
θˆn = argmax
θ∈Θ
Ln(θ) = argmin
θ∈Θ
L˜n(θ), (4.8)
où
L˜n(θ) = 1
n
n∑
t=1
l˜t , l˜t = l˜t(θ) = ε
′
tH˜
−1
t εt + log |H˜t |.
Aﬁn d'établir la convergence forte de l'estimateur (4.14), nous faisons les hypothèses suivantes :
A1 : θ0 ∈ Θ et Θ est compact,
A2 : γ(C0) < 0 et ∀θ ∈ Θ, det(B(z)) = 0⇒ |z | > 1,
A3 : Pour i = 1, . . . ,m la distribution de η˜i t est non concentrée sur 2 points et
P(η˜i t > 0) ∈ (0, 1).
A4 : Si p > 0,A+0 (1) + A−0 (1) 6= 0,A+0 (z),A−0 (z) et B0(z) sont coprimes à gauche et la
matrice M(A+0 ,A−0 ,B0) est de plein rang m.
Si l'espace Θ est contraint par (4.7), l'hypothèse A4 peut remplacée par la condition plus
générale A4' : A4 avec M(A+0 ,A−0 ,B0) remplacée par [A+0qA−0qB0p].
A5 : R est une matrice de corrélation déﬁnie positive pour tout θ ∈ Θ.
L'hypothèse A2 implique qu'il existe une solution, (ht)t = (ht(θ))t , strictement stationnaire
non anticipative et ergodique de
h
δ/2
t := h
δ/2
t (θ) = ω +
q∑
i=1
A+i (ε
+
t−i )
δ/2 + A−i (ε
−
t−i )
δ/2 +
p∑
j=1
Bj h
δ/2
t−j . (4.9)
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Notons Dt = Dt(θ) = diag
(√
h1,t , . . . ,
√
hm,t
)
et Ht = Ht(θ) = Dt(θ)RDt(θ), et déﬁnissons
Ln(θ) = 1
n
n∑
t=1
lt , lt = lt(θ) = ε
′
tH
−1
t εt + log |Ht |.
Nous énonçons le théorème de la convergence forte.
Théorème 14. (Convergence forte)
Soit (θˆn) une suite d'estimateurs du QMV vériﬁant (4.14). Alors, sous A0, . . . ,A5, on a
θˆn −→ θ0, presque sûrement quand n→ +∞.
Démonstration. Nous donnons un schéma de la démonstration. On montre les étapes suivantes :
(i) limn→∞ supθ∈Θ |Ln(θ)− L˜n(θ)| = 0, presque sûrement.
(i i) (∃t ∈ Z tel que hδ/2t (θ) = hδ/2t (θ0) presque sûrement et R = R0)⇒ θ = θ0.
(i i i) Eθ0 |lt(θ0)| <∞, et si θ 6= θ0, Eθ0 [lt(θ)] > Eθ0 [lt(θ0)].
(iv) Pour tout θ 6= θ0, il existe un voisinage V (θ) tel que
lim inf
n→∞ infθ∗∈V (θ)
L˜n(θ∗) > Eθ0 l1(θ0), presque sûrement.
Pour la normalité asymptotique, nous avons besoin d'hypothèses supplémentaires suivantes :
A6 : θ0 ∈
◦
Θ, où
◦
Θ est l'intérieur de Θ.
A7 : E‖ηtη′t‖2 <∞.
Théorème 15. (Normalité asymptotique)
Sous les hypothèses A0, . . . ,A7, nous avons
√
n(θˆn − θ0) L−→ N (0, J−1I J−1),
où J est une matrice déﬁnie positive et I est une matrice semi-déﬁnie positive, déﬁnies par
I := I (θ0) = E
[
∂lt(θ0)
∂θ
∂lt(θ0)
∂θ′
]
, J := J(θ0) = E
[
∂2lt(θ0)
∂θ∂θ′
]
.
Démonstration. Voici un schéma de la preuve qui repose sur le développement de Taylor
√
n(θˆn − θ0) = −
(
1
n
n∑
t=1
∂2˜lt
∂θi∂θj
(θ∗i j)
)−1(
1√
n
n∑
t=1
∂ l˜t
∂θ
(θ0)
)
,
où les θ∗i j sont entre θˆn et θ0. Ensuite, on montre que
1
n
n∑
t=1
∂2˜lt
∂θi∂θj
(θ∗i j) −→ J(i , j) en probabilité, (4.10)
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et que
1√
n
n∑
t=1
∂ l˜t
∂θ
(θ0)
L−→ N (0, I ). (4.11)
Remarque 4.2. Dans le cas univarié, c'est-à-dire quand m = 1, on a I = (Eη4t − 1)J où
J =
4
δ20
E
(
1
h
δ0
t (θ0)
∂h
δ0/2
t (θ0)
∂θ
∂h
δ0/2
t (θ0)
∂θ′
)
.
Ainsi, on retrouve les résultats obtenus par [HZ11].
4.2.2 Quand la puissance est inconnue
Dans cette section, nous considérons que la puissance δ0 est inconnue et est conjointement
estimée avec les autres paramètres. L'extension au cas où δ0 est estimé est loin d'être évidente
car, comme mentionné par [HZ11], l'identiﬁcation de ce paramètre pose des diﬃcultés théoriques
et éventuellement numériques. Pour identiﬁer δ0, nous imposons une condition un peu plus forte
que l'hypothèse A3 :
A8 : ηt a une densité strictement positive au voisinage de zéro.
Dans cette section, le nombre de paramètres à estimer est
s0 = 2m + m
2(2q + p) +
m(m − 1)
2
.
Pour déﬁnir l'estimateur du QMV du paramètre ν, nous remplaçons Ht par Ht dans les expressions
du critère déﬁni par (4.14). Conditionnellement aux valeurs initiales positives, nous déﬁnissons
récursivement H˜t , pour t ≥ 1,
H˜t = D˜tRD˜t , D˜t = diag
(√
h˜1,t , . . . ,
√
h˜m,t
)
h˜t := h˜t(ν) =
ω + q∑
i=1
A+i (ε
+
t−i )
τ/2 + A−i (ε
−
t−i )
τ/2 +
p∑
j=1
Bj h˜
τ/2
t−j
2/τ .
L'estimateur du QMV de ν est déﬁni comme toute solution mesurable νˆn de
νˆn = argmin
ν∈∆
L˜n(ν), (4.12)
où
L˜n(ν) = 1
n
n∑
t=1
l˜t , l˜t = l˜t(ν) = ε
′
tH˜−1t εt + log |H˜t |.
Pour établir les propriétés asymptotiques de l'estimateur, nous avons besoin de certaines hypothèses
similaires à celles de la section 4.2.1. Nous allons donc faire les hypothèses A1, . . . ,A6 dans
lesquelles le paramètre θ est remplacé par ν, et supposer que l'espace des paramètres Θ est
remplacé par ∆.
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Théorème 16. (Consistance forte)
Soit (νˆn) une suite d'estimateurs du QMV vériﬁant (4.14). Alors, sous les hypothèses A0, . . . ,A5,
nous avons
νˆn −→ ν0, presque sûrement quand n→ +∞.
Théorème 17. (Normalité asymptotique)
Sous les hypothèses A0, . . . ,A8, nous avons
√
n(νˆn − ν0) L−→ N (0, J−1I J−1),
où J est une matrice déﬁnie positive et I est une matrice semi déﬁnie positive, déﬁnies par
I := I (ν0) = E
[
∂lt(ν0)
∂ν
∂lt(ν0)
∂ν ′
]
, J := J(ν0) = E
[
∂2lt(ν0)
∂ν∂ν ′
]
.
Remarque 4.3. Quand m = 1, nous avons I = (Eη4t − 1)J avec
J = E
(
∂ log h2t (ν0)
∂ν
∂ log h2t (ν0)
∂ν ′
)
.
On retrouve les résultats obtenus par [HZ11] (voir théorème 3.1).
4.2.3 Illustrations numériques
Dans cette section, nous supposerons que ηt ∼ N (0, I2). Nous simulons N = 100 trajectoires
indépendantes de tailles n = 500 et n = 5000 d'un modèle ARCH bivarié, c'est-à-dire le modèle
(4.1) dont les ordres sont q = 1 et p = 0 avec δ = (2, 2)′. Les deux premières lignes des tables 6.1
et 4.2 donnent les vraies valeurs des paramètres ayant permis de générer les trajectoires. La table
6.1 donne le biais et le RMSE de l'estimation quand la puissance est connue. Au vu de cette table,
on remarque que le biais et le RMSE décroissent quand n augmente. Les ﬁgures 4.2 et 4.3 résument
les distributions de l'estimateur du QMV des simulations réalisées et conﬁrment que la précision
de l'estimation s'améliore quand n augmente. Dans le cas où δ est inconnue, les resultats sont très
satifaisants, bien que dans le cas univarié [HZ11] mettent en évidence des diﬃcultés numériques
liées à l'estimation de δ (voir leur Section 4.1). On aboutit ﬁnalement à une analyse similaire au
cas dans lequel la puissance est connue (voir 4.2, ﬁgures 4.1 et 4.4).
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Table 4.1  Distribution de l'estimateur du QMV de θ0 quand la puissance est connue.
ω0 A
+
0 A
−
0 ρ0
Taille
Vraies val.
1 0.25 0.05 0.5 0.5 0.5
1 0.05 0.25 0.5 0.5
n = 500
Biais
-0.00498 0.00180 0.00789 -0.00525 0.00485 -0.00471
-0.00090 0.00683 -0.02083 -0.01505 0.00122
RMSE
0.10714 0.08290 0.04520 0.12666 0.12379 0.03774
0.12073 0.04308 0.07730 0.12738 0.15095
n = 5000
Biais
0.00105 -0.00063 -0.00024 0.00346 -0.00324 0.00010
0.00044 -0.00175 0.00188 0.00175 0.00121
RMSE
0.03526 0.02129 0.01464 0.04219 0.03950 0.01143
0.03745 0.01437 0.02220 0.03883 0.03890
Table 4.2  Distribution de l'estimateur du QMV de ν0 quand la puissance est inconnue.
ω0 A
+
0 A
−
0 δ0 ρ0
Taille
Vraies val.
1 0.25 0.05 0.5 0.5 2 0.5
1 0.05 0.25 0.5 0.5 2
n = 500
Biais
0.12600 -0.03211 0.00370 -0.00853 -0.00155 0.27015 -0.00112
0.11629 0.00937 -0.02054 0.04720 0.00177 0.33354
RMSE
0.45385 0.08449 0.06808 0.14385 0.27142 1.13662 0.03772
0.48839 0.07917 0.09275 0.26265 0.16417 1.14144
n = 5000
Biais
0.00921 -0.00490 0.00082 -0.00526 -0.00574 0.00000 -0.00013
0.00072 -0.00052 0.00183 0.01204 0.00196 0.00000
RMSE
0.05023 0.02434 0.01783 0.04278 0.07725 0.16761 0.01067
0.04825 0.01935 0.02661 0.08433 0.04402 0.16004
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Figure 4.1  Boîtes à moustaches des distributions de l'estimateur du QMV pour n = 500, quand la puissance
est estimée.
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Figure 4.2  Boîtes à moustaches des distributions de l'estimateur du QMV pour n = 500, quand la puissance
est connue.
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Figure 4.3  Boîtes à moustaches des distributions de l'estimateur du QMV pour n = 5000, quand la puissance
est connue.
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Figure 4.4  Boîtes à moustaches des distributions de l'estimateur du QMV pour n = 5000, quand la puissance
est estimée.
4.3 Validation du modèle APGARCH quand la puissance est
inconnue
Dans cette section, nous considérons le modèle APGARCH introduit par [DGE93] et déﬁni par
εt = ζtηt
ζδt = ω0 +
q∑
i=1
α+0i (ε
+
t−i )
δ + α−0i (−ε−t−i )δ +
p∑
j=1
β0jζ
δ
t−j .
(4.13)
Le vecteur inconnu des vraies valeurs du paramètre est noté ν0 := (θ′0, δ)
′, où
θ0 = (ω0,α
+
01, . . . ,α
+
0q,α
−
01, . . . ,α
−
0q,β01, . . . ,β0p)
′
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et le vecteur des paramètres ν := (θ′, τ)′ = (ω,α+1 , . . . ,α
+
q ,α
−
1 , . . . ,α
−
q ,β1, . . . ,βp, τ)
′.
Comme nous l'avions déjà mentionné au chapitre 3, cette étape de validation permet de valider
ou d'invalider le choix des ordres p et q. Pour tester si une série univariée est une réalisation d'un
bruit blanc fort, les tests portmanteau standards sont ceux déﬁnis par (3.2). Nous avons montré dans
le chapitre 3, pour des ordres p et q ﬁxés, que les distributions asymptotiques de ces statistiques
(3.2) n'est plus une loi de χ2m lorsque la série n'est pas un bruit blanc fort. Depuis les travaux de
[LB78] et [McL78], les tests portmanteau sont devenus un outil important dans l'analyse des séries
temporelles et en particulier pour tester l'adéquation de modèles ARMA(p, q). On pourra se reférer
également à [Li04], qui est un livre de référence sur les tests portmanteau. Ces tests standards, basés
sur les autocorrélations, sont sans importance pour les processus GARCH qui sont des diﬀérences de
martingales et donc non corrélés. Par conséquent, pour tester la nullité simultanée des m premières
autocorrélations du modèle APGARCH (4.13), il nous faudrait des statistiques portmanteau plus
robustes. Pour les GARCH standards, [LM94] et [LL97] ont proposé des tests portmanteau basés sur
le carré des autocorrélations résiduelles. Les propriétés asymptotiques des statistiques de tests sous
une forme quadratique des carrés des autocorrélations résiduelles ont été étudiées par [BHK03].
Un test de spéciﬁcation pour un modèle GARCH(1, 1) basé sur une statistique de test de type
Cramér-Von Mises a été proposé par [LKN15]. Tout récemment, [FWZ16] ont proposé un test
portmanteau pour des modèles log−GARCH et EGARCH et [CF11] ont étudié le cas du modèle
APARCH (4.13) quand la puissance δ est connue et ont proposé un test portmanteau dans ce cas.
Aucun des travaux cités ci-dessus ne couvrent le cas où la puissance δ est inconnue et est estimée
simultanément avec les autres paramètres. Dans [A14], nous considérons ce cas aﬁn de compléter
les travaux de [CF11].
4.3.1 Test portmanteau pour le modèle APGARCH quand la puissance est
inconnue
L'espace des paramètres est noté ∆ ⊆]0,+∞[×[0,+∞[2q+p×]0,+∞[. Soit ε1, . . . , εn une
réalisation de longueur n de l'unique solution strictement stationnaire non anticipative (εt) du
modèle (4.13). Conditionnellement aux valeurs initiales ε0, . . . , ε1−q, ζ˜0 ≥ 0, . . . , ζ˜1−p ≥ 0, on
déﬁnit récursivement
ζ˜t = ζ˜t(ϑ) =
ω + q∑
i=1
α+i (ε
+
t−i )
τ + α−i (−ε−t−i )τ +
p∑
j=1
βj ζ˜
τ
t−j
1/τ , pour t ≥ 1.
L'estimateur du QMV de ν0 du modèle (4.13) est déﬁni comme toute solution mesurable νˆn de
ϑˆn = argmin
ϑ∈∆
1
n
n∑
t=1
l˜t(ϑ), l˜t(ϑ) =
ε2t
ζ˜2t
+ log(ζ˜2t ). (4.14)
Sous les hypothèses A0,,A4, A6, A7 et A8, la consistance et la normalité asymptotique de
l'estimateur du QMV du modèle (4.13) ont été établies par [HZ11] quand la puissance δ est
inconnue.
Proposition 15. (Hamadeh and Zakoïan, [HZ11]).
Soit νˆn une suite d'estimateurs du QMV vériﬁant (4.14). Sous les hypothèses précédentes, on a
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νˆn → ν0 p.s. quand n→∞. De plus, en posant κη = Eη4t , on a
√
n(ϑˆn − ϑ0) L−→ N (0, (κη − 1)J−1),
où
J := Eϑ0
[
∂2lt(ϑ0)
∂ϑ∂ϑ′
]
= 4Eϑ0
[
∂ log(ζt)(ϑ0)
∂ϑ
∂ log(ζt)(ϑ0)
∂ϑ′
]
, avec lt(ϑ) =
ε2t
ζ2t
+ log(ζ2t )
Aﬁn d'établir la distribution asymptotique de la statistique du test portmanteau, nous aurons
besoin de cette hypothèse technique suivante sur la loi de ηt , qui permet d'assurer l'inversibilité de
la matrice de normalisation dans la statistique de test.
A9 : ηt prend plus de 4 valeurs positives et plus de 4 valeurs négatives.
Remarque 4.4. Quand la puissance δ est connue, cette hypothèse se résume à : ηt prend plus de
3 valeurs positives et plus de 3 valeurs négatives, comme dans [CF11].
Pour tester l'hypothèse nulle
H0 : le processus (εt) satisfait le modèle (4.13),
nous déﬁnissons de manière classique les autocovariances des carrés des résidus par
rˆh =
1
n
n∑
t=|h|+1
(ηˆ2t − 1)(ηˆ2t−|h| − 1), ηˆ2t =
ε2t
ζˆ2t
,
pour |h| < n et où ζˆt = ζ˜t(ϑˆn). Pour un entier m ≥ 1 ﬁxé, nous déﬁnissons le vecteur des m
premières autocovariances par
rˆm = (ˆr1, . . . , rˆm), tel que 1 ≤ m < n.
Nous aurons besoin des estimateurs de κη et J impliqués dans la normalité asymptotique de νˆn.
Les quantités κη et J peuvent être estimées empiriquement par
κˆη =
1
n
n∑
t=1
ε4t
ζ˜4t
et Jˆ =
4
n
n∑
t=1
1
ζ˜2t (νˆn)
∂ζ˜t(νˆn)
∂ν
∂ζ˜t(νˆn)
∂ν ′
.
Pour tout ν ∈ ∆, les dérivées dans l'expression de Jˆ peuvent être calculées pour t > 0 de manière
récursive par
∂ζ˜t(ν)
∂θ
=
1
τ
ζ˜1−τt c˜t(ν) +
p∑
j=1
βj
(
ζ˜t(ν)
ζ˜t−j(ν)
)1−τ
∂ζ˜t−j(ν)
∂θ
,
∂ζ˜t(ν)
∂τ
=
{
− 1
τ2
log(ζ˜τt (ν)) +
1
τ
[
q∑
i=1
α+i log(ε
+
t−i )(ε
+
t−i )
τ + α−i log(−ε−t−i )(−ε−t−i )τ
+
p∑
j=1
βj
(
log(ζ˜t−j(ν)) + τ
1
ζ˜τt−j(ν)
∂ζ˜t−j(ν)
∂τ
)
ζ˜τt−j
 1
ζ˜τt−j(ν)
 ζ˜t(ν).
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avec les valeurs initiales ∂ζ˜t(ν)/∂ν = 0, pour tout t = 0, . . . , 1− p et où le vecteur
c˜t(ν) = (1, (ε
+
t−1)
τ , . . . , (ε+t−q)
τ , (−ε−t−1)τ , . . . , (−ε−t−q)τ , ζ˜τt−1, . . . , ζ˜τt−p)′. (4.15)
Par convention, on pose log(ε+t ) = 0 si εt ≤ 0 et respectivement log(−ε−t ) = 0 si εt ≥ 0. Nous
déﬁnissons la matrice Cˆm de taille m× (2q + p +2), dont la (h, k)− ie composante est déﬁnie par
Cˆm(h, k) = −2
n
n∑
t=h+1
(ηˆ2t−h − 1)
1
ζ˜t(νˆn)
∂ζ˜t(νˆn)
∂νk
, (4.16)
pour 1 ≤ h ≤ m et 1 ≤ k ≤ 2q + p + 2. Le résultat suivant est établi dans le cas où la puissance
δ est estimée conjointement avec les autres paramètres.
Théorème 18.
Sous les hypothèses A0A4, A6A9 et H0, la matrice Dˆ := (κˆη − 1)2Im − (κˆη − 1)CˆmJˆ−1Cˆm
converge en probabilité vers la matrice déﬁnie D := (κη − 1)2Im − (κη − 1)CmJ−1C ′m et nous
obtenons
nrˆ′mDˆ
−1rˆm
L−→ χ2m.
Démonstration. Voici un schéma de la preuve en 4 étapes :
(i) prouver qu'asymptotiquement, l'inﬂuence des valeurs initiales est négligeable sur la statis-
tique rˆm,
(i i) établir la distribution asymptotique de
√
nrˆm,
(i i i) prouver l'inversibilité de la matrice D,
(iv) et enﬁn établir la convergence vers la matrice D.
On rejette ainsi l'adéquation du modèle APGARCH(p, q) déﬁnie par (4.13), quand la puissance
δ est inconnue, pour un niveau asymptotique α quand
nrˆ′mDˆ
−1rˆm > χ2m(1− α), (4.17)
où χ2m(1− α) représente le quantile d'ordre (1− α) d'une distribution de chi-deux à m degrés de
liberté.
4.3.2 Illustrations numériques
Nous présentons quelques expériences de Monte Carlo permettant d'illustrer numériquement
la performance du test proposé. Nous simulons N = 1000 trajectoires indépendantes de taille
n = 5000 du modèle APGARCH(p, q) (4.13) avec des ordres (p, q) ∈ {0, 1, 2} × {1, 2, 3}. La
distribution de ηt est une loi de Student à 9 degrés de liberté, standardisée aﬁn d'obtenir une
variance égale à 1. Le vecteur de paramètre utilisé pour simuler le modèle APGARCH(1, 1) est
ν0,11 := (0.04, 0.02, 0.13, 0.85, 1)
′. Concernant les autres modèles, les vecteurs de paramètres
utilisés pour générer les trajectoires sont notés ν0,pq (ils sont proches de ν0,11) et ont été choisis
de telle sorte que les conditions d'existence des moments d'ordre quatre soient satisfaites.
Pour chacune de ces N réplications et pour chaque modèle APGARCH(p, q) considéré, nous
estimons le paramètre ν0,pq par QMV et nous appliquons le test portmanteau proposé sur le
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carré des résidus pour diﬀérentes valeurs de m. Pour un niveau asymptotique α = 5%, l'intervalle
de signiﬁcativité est [3, 6%, 6, 4%] avec une probabilité de 95% et est [3, 2%, 6, 9%] avec une
probabilité de 99%.
Le tableau de gauche de la table 1 donne le pourcentages de rejet des ordres p et q du
modèle APGARCH(p, q) considéré, quand la puissance δ est estimée conjointement avec les autres
paramètres. On remarque que, globalement, tous les pourcentages sont à l'intérieur des intervalles
de signiﬁcativité avec une probabilité 95% et 99%. Le test proposé contrôle bien l'erreur de première
espèce. Le tableau de droite montre la puissance du test quand l'hypothèse nulle est un modèle
APGARCH(2, 2), avec ν0,22 = (1, 0.1, 0.05, 0.2, 0.1, 0.40, 0.1, 1)′. Le test fait bien la distinction
entre les modèles considérés.
Tests de bruit APGARCH Puissance empirique
niveau
(p, q)
m m
2 4 6 8 10 12 2 4 6 8 10 12
α = 5%
(0, 1) 4.5 4.7 4.2 5.9 6.3 5.5 99.6 99.8 99.8 99.8 100.0 99.3
(1, 1) 4.7 4.6 3.8 6.9 7.4 6.0 16.8 10.5 10.2 10.4 10.0 8.0
(1, 2) 4.3 4.1 5.3 5.5 5.9 5.2 5.4 5.2 5.7 6.6 6.3 5.3
(1, 3) 5.5 6.5 6.2 6.3 6.2 8.0 15.8 18.5 16.5 17.1 18.3 14.9
(2, 1) 4.7 6.2 4.7 6.3 6.1 6.5 35.7 28.3 25.6 25.3 24.1 22.0
(2, 2) 6.4 6.4 6.0 6.3 6.3 5.3 6.4 6.4 6.0 6.3 6.3 5.3
Table 1 :
Tableau de gauche : Pourcentages de rejet des modèles APGARCH(p, q) considérés.
Tableau de droite : Poucentages de rejet du modèle APGARCH(2, 2).
La table 2 présente les pourcentages de rejet du modèle APGARCH(1, 1) quand on fait varier
la puissance δ ∈ [0.5,3], qui est toujours estimée. Le paramètre θ0 utilisé pour simuler les diﬀé-
rentes trajectoires est θ0 = (0.04, 0.02, 0.13, 0.85)′. Nous aboutissons à la même conclusion que
précédemment, c'est-à-dire que le test contrôle bien l'erreur de première espèce.
level (δ) m
2 4 6 8 10 12
α = 1%
0.5 1.0 1.2 1.1 1.2 2.3 2.4
1 1.3 1.3 1.4 1.7 1.3 1.7
1.5 1.4 1.2 1.0 1.7 1.3 1.7
2 1.8 1.4 1.0 1.4 1.8 1.7
2.5 1.1 1.1 0.9 1.8 1.8 1.1
3 1.3 1.9 1.2 1.7 1.7 1.6
level (δ) m
2 4 6 8 10 12
α = 5%
0.5 4.7 5.6 4.8 6.0 6.0 6.4
1 3.2 4.4 5.8 5.4 5.4 5.1
1.5 4.4 4.2 5.5 6.0 4.6 5.1
2 5.2 4.7 5.5 5.1 5.7 7.4
2.5 3.7 4.9 4.9 4.3 5.0 5.3
3 3.8 3.4 4.8 5.4 4.9 6.6
Table 2 :
Pourcentage de rejet du modèle APGARCH(1, 1) pour diﬀérentes valeurs de δ.
4.4 Conclusion
Nous avons établi les propriétés asymptotiques des estimateurs du QMV de modèles CCC-
APGARCH, quand le vecteur puissance est connu ou inconnu, sans faire d'hypothèse d'existence
de moments. En eﬀet, nous avons uniquement besoin de la stationnarité stricte pour laquelle
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nous fournissons une condition nécessaire et suﬃsante explicite. Nous avons également abordé
le problème de la validation en dimension 1, en proposant un test portmanteau robuste quand
la puissance est estimée conjointement avec les autres paramètres. Les résultats obtenus ont été
illustrés numériquement.
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Chapitre 5
Contribution à l'estimation de
modèles RCARMA faibles
La classe des modèles de séries temporelles à coeﬃcients aléatoires a connu de grandes
évolutions depuis les travaux de [Ham88, Ham89] et [NQ82]. Une grande partie des travaux dans la
littérature était consacrée aux modèles ARMA à coeﬃcients récurrents mais non périodiques (voir
[AM98, AM06, BF03, Dah97] ainsi que [FR97, Ham90, HS94]). Les propriétés asymptotiques des
modèles ARMA à changement de régime markovien ont été largement étudiées dans la littérature
statistique (cf par exemple [BMR99, FR98, FZ01, FZ02, KK15] ou [Ham94]). On pourra se référer
à [AM97, BL01] pour la classe de modèles ARMA univariés à coeﬃcients périodiques.
Dans [A15] nous étudions les modèles ARMA(p, q) à coeﬃcients aléatoires (RCARMA, pour
random coeﬃcient ARMA) de la forme :
Xt −
p∑
i=1
a0i (∆t)Xt−i = t −
q∑
j=1
b0j (∆t)t−j , t ∈ Z, (5.1)
où (∆t)t∈Z est un processus stationnaire observé à valeurs discrètes dans un ensemble ﬁni S de
dimension Card(S) = K . Le processus des innovations linéaires  := (t)t∈Z est un bruit blanc
faible. Nous supposons que le processus (∆t) est indépendant de (t).
La représentation (5.1) sera dite RCARMA fort si  est un bruit blanc fort et sera dite RCARMA
dans le cas contraire.
Le paramètre d'intérêt est noté θ0 := (a0i (s), b
0
j (s), i = 1, . . . , p, j = 1, . . . , q, s ∈ S) et
appartient à l'intérieur de l'espace compact des paramètres
Θ ⊂
{
(ai (s), bj(s), i = 1, . . . , p, j = 1, . . . , q, s ∈ S) ∈ R(p+q)×K
}
.
La variance σ2 est considérée comme un paramètre de nuisance.
La représentation (5.1) a été étudiée par [FG04a, FG04b]. Ces auteurs ont donné des conditions
pour la convergence et la normalité asymptotique pour une suite d'estimateur des moindres carrés
et, également pour une suite d'estimateur des moindres carrés quasi-généralisés, sous l'hypothèse
d'indépendance du terme d'erreur. Dans la pratique, cette hypothèse d'indépendance est souvent
très restrictive. Par conséquent, nous relâchons cette hypothèse d'indépendance aﬁn d'élargir le
champs d'application des modèles RCARMA.
Nous introduisons les notations suivantes aﬁn de faire apparaître le paramètre θ0 dans la
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représentation (5.1). Pour tout θ = (ai (s), bj(s), i = 1, . . . , p, j = 1, . . . , q, s ∈ S) ∈ Θ,
nous posons ai := (ai (s), s ∈ S), i = 1, . . . , p et bj := (bj(s), s ∈ S), j = 1, . . . , q. Soit e(s) un
vecteur ligne de taille 1× K tel que la iè composante est 1[s=i ]. Remarquons alors que ∀t ∈ Z
ai (∆t) =< e(∆t), ai >:= g
a
i (∆t , θ), bj(∆t) =< e(∆t), aj >:= g
b
j (∆t , θ), i = 1, . . . , p, j = 1, . . . , q,
où < ., . > désigne le produit scalaire. Alors (5.1) devient
Xt −
p∑
i=1
g ai (∆t , θ0)Xt−i = t −
q∑
j=1
g bj (∆t , θ0)t−j . (5.2)
Notons en plus, que les g ai (s, θ) et g
b
j (s, θ) sont linéaires en θ pour tout i , j et s.
5.1 Stationnarité du modèle RCARMA
Aﬁn d'étudier l'existence de solutions stationnaires de (5.2), nous allons nous inspirer de [FZ01].
Nous commençons par introduire les matrices
A(s) :=

g a1 (s, θ0) · · · · · · g ap (s, θ0)
0
Ip−1
...
0
 , B(s, θ) :=

g b1 (s, θ) · · · · · · g bq (s, θ)
0
Iq−1
...
0

pour tout s ∈ S, θ ∈ Θ et, on pose
t(θ)−
q∑
j=1
g bj (∆t , θ)t−i (θ) = Xt −
p∑
i=1
g ai (∆t , θ)Xt−i , ∀t ∈ Z. (5.3)
Nous introduisons les notations suivantes :
e1 := (1, 0, . . . , 0) ∈ Rp+q,
ep+1 := (ep+1,i )i=1,...,p+q, ep+1,1 = 1, ep+1,i = 1[i=p+1], i = 2, . . . , p + q,
M := (mi j)i ,j=1,...,p+q, mi ,j = 1[i=q+1,j=1 ou i=1,j=1],
Φ(s, θ) :=

g a1 (s, θ) · · · g ap (s, θ)
B(s, θ) 0
0 · · · 0
0 Ip−1
...
0

, s ∈ S, θ ∈ Θ,
100
5.2. ESTIMATION DU MODÈLE RCARMA
Ψ(s) :=

g b1 (s, θ0) · · · g bq (s, θ0)
A(s) 0
0 · · · 0
0 Iq−1
...
0

, s ∈ S.
Nous énonçons le résultat suivant donnant la condition suﬃsante de stationnarité.
Proposition 16. En supposant que
lim sup
t→∞
1
t
lnE
sup
θ∈Θ
∣∣∣∣∣
∣∣∣∣∣
t∏
i=1
Φ(∆i , θ)
∣∣∣∣∣
∣∣∣∣∣
8
 < 0, lim sup
t→∞
1
t
lnE
∣∣∣∣∣
∣∣∣∣∣
t∏
i=1
Ψ(∆i )
∣∣∣∣∣
∣∣∣∣∣
8
 < 0, (5.4)
alors pour tout t ∈ Z et θ ∈ Θ, l'unique solution stationnaire de (5.3) est donnée par
t(θ) =
∞∑
i=0
ci (θ,∆t , . . . ,∆t−i+1)t−i , où (5.5)
ci (θ,∆t , . . . ,∆t−i+1) =
i∑
k=0
e1
k−1∏
j=0
Φ(∆t−j , θ)M
i−1∏
j ′=k
Ψ(∆t−j ′)e ′p+1, (5.6)
avec la convention
∏j
i = 1 si i > j . De plus, pour chaque t ∈ Z, la suite (ci (θ,∆t , . . . ,∆t−i+1))i∈N
est unique dans l'ensemble{
(di )i∈N indépendante de (t)t∈Z telle que E
( ∞∑
i=0
d2i
)
< +∞
}
des suites de variable aléatoire.
La décomposition (5.5) peut être vue comme une généralisation de la décomposition de Wold
(voir le théorème 5.7.1 p.187 de [BD91]).
Remarque 5.1. La condition (5.4) permet l'existence de régimes explosifs, qui est compatible avec
la stricte stationnarité.
5.2 Estimation du modèle RCARMA
En disposant d'observation (X1,∆1), (X2,∆2), . . . , (Xn,∆n) de longueur n, pour 0 < t ≤ n et
pour tout θ ∈ Θ, nous déﬁnissons récursivement les variables aléatoires (et(θ)) par
et(θ)−
q∑
j=1
g bj (∆t , θ)et−i (θ) = X˜t −
p∑
i=1
g ai (∆t , θ)X˜t−i , (5.7)
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où les valeurs initiales inconnues sont remplacées par zéro et X˜t = Xt1[t≥1], ∀t ∈ Z. Nous énonçons
les résultats suivants.
Corollaire 3. Le processus (et(θ))t∈Z déﬁni par (5.7) peut être réécrit comme
et(θ) =
∞∑
i=0
cei (t, θ,∆t , . . . ,∆t−i+1)t−i , t ≥ p + 1, où (5.8)
cei (t, θ,∆t , . . . ,∆t−i+1) =
min(t−1,i)∑
k=0
e1
k−1∏
j=0
Φ(∆t−j , θ)M
i−1∏
j ′=k
Ψ(∆t−j ′)e ′p+1. (5.9)
Lemme 3. Les coeﬃcients aléatoires ci (θ,∆t , . . . ,∆t−i+1), i ∈ Z et t ∈ Z, vériﬁent les propriétés
suivantes :
 θ 7→ ci (θ,∆t , . . . ,∆t−i+1), θ 7→ ∇[ci (θ,∆t , . . . ,∆t−i+1)]2 et θ 7→ ∇2[ci (θ,∆t , . . . ,∆t−i+1)]2
sont des fonctions polynômiales p.s.,
 on a
lim supi→∞
1
i lnE
(
supθ∈Θ [ci (θ,∆i , . . . ,∆1)]4
)
< 0,
lim supi→∞
1
i lnE
(
supθ∈Θ
∣∣∣∣∇j [ci (θ,∆i , . . . ,∆1)]∣∣∣∣4) < 0, j = 2, 3. (5.10)
De plus, les coeﬃcients cei (t, θ,∆t−1, . . . ,∆t−i ), i ∈ Z, t ≥ 0, satisfont
lim supi→∞
1
i ln supt≥0 E
(
supθ∈Θ [cei (t, θ,∆t , . . . ,∆t−i+1)]
4
)
< 0,
lim supi→∞
1
i ln supt≥0 E
(
supθ∈Θ
∣∣∣∣∇j [cei (t, θ,∆t , . . . ,∆t−i+1)]∣∣∣∣4) < 0, j = 2, 3.
(5.11)
On dit que θˆn est un estimateur des moindres carrés si (p.s.)
Qn(θˆn) = min
θ∈Θ
Qn(θ) où Qn(θ) =
1
n
n∑
t=1
e2t (θ).
Pour établir les propriétés asymptotiques de cet estimateur, nous avons besoin des hypothèses
suivantes.
(H1) Le processus (t)t∈Z est stationnaire et ergodique.
(H2) Pour un réel ν > 0, les processus (t)t∈Z et (∆t)t∈Z vériﬁent
∑∞
h=0 α(h)
ν
ν+2 < +∞
et
∑∞
h=0 α∆(h)
ν
ν+2 < +∞.
(H3) Le processus (t)t∈Z satisfait également E[|t |ν+4] < +∞.
La proposition suivante que Qn(θ) et On(θ) := n−1
∑n
t=1 
2
t (θ) ont la même distribution asymp-
totique.
Proposition 17. Pour tout α ∈ (0, 1), nous avons
1. supθ∈Θ |Qn(θ)−On(θ)| converge vers 0 p.s., et nα ||supθ∈Θ |Qn(θ)− On(θ)|||1 tend vers 0
quand n→∞,
2. supθ∈Θ ‖∇(Qn(θ) − On(θ))‖ et supθ∈Θ ‖∇j(Qn(θ) − On(θ))‖, pour j = 2, 3 convergent
vers 0 p.s.,
3. nα ||supθ∈Θ |∇(Qn − On)(θ)|||1 −→ 0 quand n→∞.
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Nous énonçons dans les théorèmes suivants la consistance et la normalité asymptotique de
l'estimateur des moindres carrés.
Théorème 19 (Consistance). Soit θˆn une suite d'estimateur des moindres carrés. Sous l'hypothèse
(H1), nous avons p.s. θˆn → θ0 quand n→∞.
Théorème 20 (Normalité asymptotique). Sous les hypothèses (H1), (H2) et (H3), nous avons
√
n
(
θˆn − θ0
) D−→ N (0,Ω := J−1I J−1) , n→ +∞, (5.12)
où
J := J(θ0) = 2E
(
∂t(θ0)
∂θ
∂t(θ0)
∂θ′
)
et I := I (θ0) = 4
∞∑
k=−∞
E
(
t(θ0)t−k(θ0)
∂t(θ0)
∂θ
∂t−k(θ0)
∂θ′
)
.
Pour estimer ses matrices d'information, on utilise les mêmes démarches introduites dans le
chapitre 1.
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Chapitre 6
Autre thématique étudiée
Je décris brièvement dans ce chapitre des travaux indépendants de ma thématique principale
décrite dans les chapitres 1 à 5.
La variance généralisée est le déterminant de la matrice de covariance. Elle est une mesure de
variabilité à l'intérieur d'une population multivariée. Très bien connue sous l'hypothèse gaussienne
(voir par exemple [Jør13]), la variance généralisée demeure peu maniable dans la jungle de la
non-normalité multivariée.
Les familles exponentielles naturelles (FENs dans la suite) constituent une part importante de
la statistique théorique. Depuis plusieurs décennies, elles sont largement étudiées et l'ouvrage de
[BN78] en donne une introduction détaillée. Les familles exponentielles de dispersion ont aussi
été largement étudiées (voir l'ouvrage de [KBJ00] ainsi que [Jr97]). Dans le cadre des modèles
exponentiels naturels, ou de dispersion, la matrice de covariance exprimée en fonction de la moyenne
m = (m1, . . . ,mk)
> s'appelle la fonction variance, dont la plus courante est de la forme quadratique
VF(m) = A(m,m)+B(m)+C, où A(m,m), B(m) et C sont respectivement des matrices réelles
symétriques bilinéaire, linéaire et constante en m ∈MF ⊆ Rk (voir [Let89]). Le cas particulier des
fonctions variance quadratiques simples avec A(m,m) = a ·mm>, pour a ∈ R, a été complètement
étudié (voir par exemple [Cas96]). Cependant, leurs fonctions variances généralisées det (VF(m))
ne sont explorées qu'en partie.
Un cas très particulier de ces familles, générant un modèle de dispersion exponentielle, est
celui des modèles Tweedie, historiquement introduits par [Twe84] et étudiés ensuite par [Jr97], qui
sont une généralisation des lois α−stables. Leur fonction variance est bien spéciﬁque et est donnée
par VF(m) = mp avec p ∈] − ∞, 0] ∪ [1,+∞[. Les lois Tweedie interviennent dans un nombre
important de champs d'application, comme l'écologie, les sciences actuarielles, le contrôle qualité,
ou encore la physique.
Nous introduisons dans [A8] une expression de la fonction variance généralisée qui n'est autre
qu'une puissance réelle d'une seule composante mj du vecteur moyenne m. Pour y aboutir, nous
construisons d'abord les modèles appropriés à partir des lois univariées stables-Tweedie ayant
des fonctions variance puissances, puis nous explicitons les fonctions variance correspondantes,
lesquelles présentent une nouvelle forme pour les modèles exponentiels. Enﬁn, nous proposons des
estimateurs sans biais de variance minimum pour les variances généralisées de cette famille que
nous appelerons normale stable Tweedie (NST).
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6.1 Loi univariée stable-Tweedie
Une loi univariée stable-Tweedie positive est déﬁnie par
µα,t(dx) =

tx(x!)−1 exp(−t)Ix∈N = µ−∞,t(x)δx si α = −∞
δ0(dx) +
dx
x
∞∑
j=1
t j (α−1)j
j!αj Γ (−αj)[(1−α)x]αj Ix>0 = µα,t(x)dx si α < 0
x t−1 [Γ (t)]−1 exp(−t)Ix>0dx = µ0,t(x)dx si α = 0
1
pix
∞∑
j=1
t j Γ (1+αj) sin(−jpiα)
j!αj (α−1)−j [(1−α)x]αj Ix>0dx = µα,t(x)dx si 0 < α < 1,
où α ∈ [−∞, 1[ est, le paramètre d'indice, t > 0 est un paramètre temporel (du processus de
Lévy associé) ou d'echelle, Γ (·) représente la fonction gamma classique, et IA désigne la fonction
indicatrice de l'ensemble A. Nous introduisons le paramètre puissance p, déﬁni par
(p − 1)(1− α) = 1 (6.1)
ce qui est équivalent à p = p(α) = 1 + 1/(1 − α) ou α = α(p) = 1 + 1/(1 − p), et la fonction
variance unité (avec t = 1) s'écrit simplement : Vp(m) = mp, p ∈ [1,+∞[, m ∈ Mp ⊆]0,+∞[.
La transformée de Laplace de µα,t peut être écrite comme suit
Lµα,t (θ0) =
∫
R
exp (θ0x)µα,t(dx) =
(
Lµα,1(θ0)
)t
=:
(
Lµp(θ0)
)t (6.2)
avec µα,1 = µp et θ0 ∈ Θ(µα,1) tel que
Θ (µα,1) =

R for p = 0, 1
[0,∞) for p < 0 or 0 < p < 1
(−∞, 0) for 1 < p ≤ 2 or p =∞
(−∞, 0] for 2 < p <∞.
(6.3)
La fonction cumulante associée Kµα,t (θ0) = log Lµα,t (θ0) = tKµα,1(θ0) = tKµp(θ0) est simplement
donnée, via (6.1), par
Kµα,1(θ0) =

exp(θ0) for p = 1
− log(−θ0) for p = 2
[(α− 1)/α] [θ0/(α− 1)]α for p 6= 1, 2.
(6.4)
6.2 Modèles NST
Maintenant, nous introduisons la famille des mesures positives σ-ﬁnies να,t sur Rk et généra-
trices des NST de la manière suivante : pour x = (x1, . . . , xk)>, on déﬁnit
να,t(dx) = µα,t(dx1)
k∏
j=2
µ2,x1(dxj), (6.5)
où µ2,x1 est la loi normale (univariée) centrée et de variance x1. Pour p = p (α) > 1 (i.e.
α = α (p) ∈ [−∞, 1[) et t > 0, le modèle exponentiel multivarié engendré par να,t de (6.5)
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est l'ensemble Gp,t = G(να,t) =
{
P (θ;α, t) ; θ = (θ1, . . . , θk)
> ∈ Θα,t
}
des lois de probabilité
P (θ;α, t) (dx) = exp
{
θ>x−Kνα,t (θ)
}
να,t(dx).
La fonction cumulante Kνα,t (θ) = log
∫
Rk exp(θ
>x)να,t(dx) est ﬁnie pour tout θ dans le domaine
canonique Θα,t := Θ(να,t). On montre alors que
Kνα,t (θ) = tKµα,1
θ1 + 1
2
k∑
j=2
θ2j
 (6.6)
avec Θα,1 =
{
θ ∈ Rk ;
(
θ1 +
∑k
j=2 θ
2
j /2
)
∈ Θ (µα,1)
}
. Par le vecteur moyenne m := K′να,t (θ),
la fonction variance généralisée peut être obtenue par detK′′να,t (θ(m)), où K
′
να,t et K
′′
να,t sont
respectivement des dérivées première et seconde.
La table 6.1 résume les résultats et les diﬀérentes sous familles de NST dont une partie est
déjà apparue dans la littérature (e.g. ﬁnancière, actuarielle, bayésienne).
Table 6.1  Récapitulatif des modèles NST k-dimensionnels, de paramètre puissance p > 1,
de paramètre puissance généralisée q = k + p − 1, de paramètre de mesure de Lévy modiﬁée
η = [p(k − 1) + 1] /(p − 1) et de support de lois Sp.
Type(s) p = p(α) q = q(p, k) η = η(p, k) Sp
Normal Poisson p = 1 q = k η = +∞ N× Rk−1
Normal Poisson composé 1 < p < 2 k < q < k + 1 η > 2k − 1 R+ × Rk−1
Normal gamma décentré p = 1, 5 q = k + 0.5 η = 3k − 1 R+ × Rk−1
Normal gamma p = 2 q = k + 1 η = 2k − 1 R?+ × Rk−1
Normal stable positif p > 2 q > k + 1 0 < η < 2k − 1 R?+ × Rk−1
Normal gaussien inverse p = 3 q = k + 2 η = 1, 5k − 1 R?+ × Rk−1
Dans tout ce qui suit nous ﬁxons la dimension de l'espace égale à k ∈ {2, 3, . . .}. Notons
par (ei )i=1,...,k une base orthonormale de Rk et par Diag(d1, . . . , dk) la matrice diagonale d'ordre
k × k . Pour a = (a1, . . . , ak)> ∈ Rk et b = (b1, . . . , bk)> ∈ Rk , nous utilisons les notations
〈a,b〉 = a>b et a⊗ b = ab> pour désigner le scalaire ∑kj=1 aj bj et la matrice symétrique
(ai bj)i ,j=1,...,k respectivement. Avec ces notations, pour un réel γ 6= 0 et A une matrice k×k alors
la représentation suivante du déterminant sera utile :
det
(
γ b>
a A
)
= γ det
(
A− γ−1a⊗ b) . (6.7)
Nous énonçons alors les résultats relatifs aux modèles NST.
Théorème 21. Soit p = p (α) > 1 et t > 0. Alors la fonction variance généralisée de Gp,t =
G(να,t) engendré par να,t de (6.5) est
detVGp,t (m) = t
1−p (〈e1,m〉)k+p−1 = t1−pmk+p−11 ,
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pour m ∈MGp,t =]0,+∞[×Rk−1.
Démonstration. Pour la démonstration, on utilise (6.7) et la proposition suivante, qui découle de
(6.6).
Proposition 18. Soit p = p (α) > 1 et t > 0. Alors la fonction variance de Gp,t = G(να,t) est
VGp,t (m) = t
1−p (〈e1,m〉)p−2 ·m⊗m + 〈e1,m〉 ·Diag(0, 1, · · · , 1), (6.8)
pour tout m = (m1, · · · ,mk)> dans MGp,t =]0,+∞[×Rk−1.
Puisque toutes les lois de Gp,t = G(να,t) sont indéﬁniment divisibles, le résultat suivant fournit
les mesures de Lévy modiﬁées ρ(να,t) satisfaisant Kρ(να,t)(θ) = log detK
′′
να,t (θ).
Théorème 22. Soit να(p),t une mesure génératrice (6.5) de NST pour p = p (α) > 1 et t > 0
donnés. On note η(p, k) = [p(k − 1) + 1] /(p − 1) ∈]0,+∞] le paramètre de mesure de Lévy
modiﬁée. Alors
ρ(να(p),t) =
{
tk [1− α (p)]η(p,k) · ν0,η(p,k) pour p > 1
tk · ν−∞,k pour p = 1.
Voici le comportement de ρ(να(p),t) en terme de fonction variance laquelle ne dépend plus du
paramètre temporel t > 0.
Corollaire 4. Soit G′p = G
(
ρ(να(p),t)
)
avec p > 1, t > 0 et η (p, k) du Théorème 22. Alors
VG′p(m) =
{
1
η(p,k) ·m⊗m + 〈e1,m〉 ·Diag(0, 1, · · · , 1) pour p > 1
(〈e1,m〉)−1 ·m⊗m + 〈e1,m〉 ·Diag(0, 1, · · · , 1) pour p = 1,
avec m ∈]0,+∞[×Rk−1.
La caractérisation des να(p),t par leur mesure de Lévy modiﬁée dans le Théorème 22 fournit
des solutions à l'équation de Monge-Ampère suivante :
detK′′(θ) = exp{aKν0,η(θ) + bKν−∞,k (θ) + c}, (6.9)
où K est une fonction cumulante à déterminer pour des valeurs ﬁxées de a, b et c dans R.
Enﬁn, nous terminons par deux méthodes d'estimation des variances généralisées dans les mo-
dèles NST. Soit X1, . . . ,Xn des vecteurs aléatoires iid. de loi P(m,Gp,t) ∈ G(να,t) dans la famille
NST, i.e. pour p = p (α) > 1 et t > 0 ﬁxés. On note X = (X1 + · · ·+Xn)/n = (X 1, . . . ,X k)> le
vecteur moyenne empirique dont la première composante est X 1, alors l'estimateur du maximum
de vraisemblance de la variance généralisée detVGp,t (m) est facilement obtenu, via Théorème 21
pour des modèles exponentiels, par
Tn;k;p,t = detVGp,t (X) = t
1−p (X 1)k+p−1 .
Pour tout p > 1, Tn;k;p,t est un estimateur biaisé de detVGp,t (m) = t1−p (〈e1,m〉)k+p−1 =
t1−pmk+p−11 avec un risque quadratique diﬃcilement calculable en général.
Pour contourner cette absence de bonnes propriétés de Tn;k;p,t à taille ﬁnie, nous cherchons
directement l'estimateur sans biais de variance minimum Un;k;p,t de detVGp,t (m). Ce dernier est
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obtenu pour tout entier n > k :
Un;k;p,t = Cn;k;p,t(nX),
où Cn;k;p,t : Rk →]0,+∞[ vériﬁe νn;k;p,t(dx) = Cn;k;p,t(x)να,nt(dx) de telle sorte que νn;k;p,t soit
la mesure transportée de
1
(k + 1)!
(
det
[
1 1 · · · 1
x1 x2 · · · xk+1
])2
να,t(dx1) · · · να,t(dxn)
par l'application (x1, . . . , xn) 7→ x1 + · · ·+ xn. Le dernier résultat montre le chemin pour exprimer
Cn;k;p,t (·) dont nous avons besoin pour calculer numériquement l'estimation issue de Un;k;p,t ; il
montre également que cet estimateur ne dépend que de la première composante univariée stable-
Tweedie.
Théorème 23. Soit X1, . . . ,Xn des vecteurs aléatoires i.i.d. de loi P(m,Gp,t) ∈ G(να,t) de NST,
i.e. p = p (α) > 1, t > 0 et η(p, k) ∈]0,+∞] associé à la mesure de Lévy modiﬁée ρ(να(p),t) par
le Théorème 22. Alors
Cn;k;p,t(x) =
να(p),nt ∗ ρ(να(p),t)(dx)
να(p),nt(dx)
.
En particulier, on a : Cn;k;p,t(x) =
(
te−1
)k [
1 + k (nt)−1
]x1
pour p = 1
tk Γ (nt) [Γ (nt + 2k − 1)]−1 x2k−11 pour p = 2
tk21−3k/2
Γ (3k/2−1)x
3/2
1 exp
{[
(nt)2 +
k∑
j=2
x2j
]
(2x1)
−1 + 1− 3k/2
}
× ∫ x10 y1.5k−21 (x1 − y1)−3/2 exp [− (nt)2 /2(x1 − y1)] dy1 pour p = 3
tk [1− α (p)]η(p,k) exp
[
(2x1)
−1 k∑
j=2
x2j
] [
µα(p),nt(x1)
]−1
× ∫ x10 µα(p),nt(x1 − y1)µ0,η(p,k)(y1)dy1 pour p 6= 1, 2, 3.
6.3 Conclusion
Nous avons décrit (voir Table 6.1) la nouvelle classe des modèles k-variés NST, de fonctions
variances puissances simples p, et de fonctions variances généralisées puissances univariées q =
q(p, k). Les NST ont des propriétés intéressantes pour la pratique et admettant une certaine
ﬂexibilité à l'usage.
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Chapitre 7
Encadrement, perspectives et
responsabilités en recherche
Nous résumons dans ce chapitre quelques travaux en cours ou des projets de recherche à explorer
qui sont dans la continuité de ceux présentés dans ce mémoire. Nous donnons également quelques
détails sur des encadrements d'étudiants dans le cadre de mes recherches, ainsi que d'autres aspects,
tels que l'implication dans des projets et diverses responsabilités liées à la recherche.
7.1 Encadrement et co-encadrement d'étudiants
J'encadre régulièrement des mémoires de recherche, des projets et des stages d'étudiants en
Master 1 et 2 modélisation statistique. J'encade et co-encadre également les thèses suivantes :
1) Co-encadrement à 50% (depuis octobre 2014), avec Saussereau Bruno, de la thèse
d'université d'Othman KADMIRI sur les modèles GARCH multivariés à seuil en puissance.
Bourse de l'Université de Franche-Comté. Le chapitre 4 présenté dans ce mémoire est issu
de ce co-encadrement.
2) Encadrement à 100% (depuis octobre 2015) de la thèse d'université de Abdoulkarim
ILMI AMIR sur les modèles ARMA faibles saisonniers et/ou périodiques. Dans [A15], nous
avons proposé des tests d'adéquation de modèles ARMA faibles saisonniers. Dans [CR5],
nous envisageons de complèter les travaux sur les modèles PARMA périodiques, dont les
propriétés asymptotiques des estimateurs ont été déjà établies par [FRS11], en abordant le
problème de la validation de ces modèles aﬁn de comparer nos résultats à ceux existant sur
les PARMA forts dans la littérature (voir par exemple [McL94, McL95, UD09]). Ensuite, le
travail serait d'étendre les travaux de [UD09] au cas mixte des modèles SPARMA (seasonal
PARMA) faibles. Cette thèse est à mi-temps, en eﬀet l'étudiant passe 3 à 4 mois maximum
chaque année au Laboratoire de Mathématiques de Besançon pour travailler sur la thèse, et
une fois rentré, il se consacre à sa charge d'enseignement à l'université de Djibouti. Bourse
du gouvernement djiboutien.
3) Co-encadrement à 50% (depuis octobre 2016), avec Saussereau Bruno, de la thèse
d'université de Youssef ESSTAFA sur les modèles FARIMA avec des erreurs dépendantes.
Nous en donnerons plus de détails dans la section suivante sur les travaux en cours.
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7.2 Travaux en cours et perspectives
Le problème qui nous préoccupera à court terme sera de développer l'analyse statistique pour les
modèles ARMA et VARMA faibles stationnaires et/ou non stationnaires et/ou à mémoire longue.
À long terme, il s'agira d'étudier des modèles ARMA et VARMA faibles en temps continu.
7.2.1 Modèles GARCH multivariés à seuil en puissance
Dans la continuité de la thèse d'Othman Kadmiri, nous souhaitons étendre dans [CR3] le test
de validation univarié (pour m = 1) proposé dans [A14] au cadre des modèles CCC-APGARCH
4.1, quand le vecteur des puissances δ0 est soit connu soit inconnu. Pour l'instant, nous nous
sommes limités au cas de modèles GARCH à corrélations conditionnelles constantes. Il serait plus
intéressant de considérer une corrélation Rt qui évolue dans le temps, contrairement à ce que
nous avons fait dans [A13, CR3]. Nous envisageons donc d'étendre [A13, CR3] à des modèles
MGARCH asymétriques à corrélations conditionnelles dynamiques.
7.2.2 Modèles VARMA faibles stationnaires et/ou non stationnaires
Estimation des modèles VARMA faibles avec tendance déterministe
Dans [CR1], nous essayons d'étendre l'étude des propriétés asymptotiques de l'estimateur du
QMV établi dans [A2], l'estimation de la matrice de variance asymptotique de ces estimateurs, ainsi
que les tests asymptotiques de Wald, du multiplicateur de Lagrange et du rapport de vraisemblance
(introduits dans [A7, A9]) aux modèles VARMA avec une tendance déterministe, dans lesquels on
suppose que les erreurs ne sont pas corrélées, mais non nécessairement indépendantes. Cependant,
l'une des diﬃcultés est que, en raison de la perte de stationnarité, les distributions asymptotiques
de l'estimateur du QMV ne peuvent pas être calculées de la même manière que celles des processus
stationnaires (voir [A2]). La deuxième diﬃculté est liée au fait que les estimations des paramètres de
ces modèles avec tendance déterministe ont des vitesses de convergence asymptotique diﬀérentes.
Par conséquent, il nous faudra des conditions supplémentaires aﬁn d'établir la consistance et la
normalité asymptotique de l'EQMV. Plus précisément, le théorème central limite pour des processus
α−mélageants de [Her84] ne s'appliquera plus, car les composantes du processus vectoriel n'ont
pas forcément la même loi ; il nous faudrait un TCL pour un tableau triangulaire de processus
α−mélageants comme celui introduit par [FZ05a].
Dans la continuité de la thèse de Abdoulkarim Ilmi Amir, on envisage d'étendre ce travail aux
modèles VARMA faibles saisonniers et/ou périodiques avec ou sans tendance déterministe. Le cas
des tendances stochastiques est également très intéressant à aborder pour les applications.
Tests d'adéquation de modèles VARMA faibles coi-ntégrés
Considérons des séries temporelles multivariées non stationnaires. La théorie de la co-intégration
postule que, dans certains cas, il est possible de former à partir de combinaisons linéaires indé-
pendantes de ces séries temporelles multivariées non stationnaires, des processus de dimension
réduite mais stationnaires. Le nombres de combinaisons linéaires indépendantes est appelé le rang
de co-intégration. Ces combinaisons linéaires sont les relations de co-intégration ou relations de
long terme. L'objectif serait d'étudier le rang et les relations de co-intégration dans le cadre des
VARMA faibles. Une voie de recherche future est d'étudier l'estimation de modèles VARMA faibles
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co-intégrés. Puis d'étendre les tests portmanteau modiﬁés que nous avons proposés dans [A1,
A3, A12] pour tester les ordres p et q des modèles VARMA(p, q) faibles co-intégrés.
Autres méthodes de sélection des ordres de modèles VARMA faibles
En dehors des méthodes basées sur la minimisation d'un critère d'information (comme dans
[A4, A6, A11]), il existe aussi d'autres méthodes d'identiﬁcation de modèles ARMA basés sur l'exa-
men des corrélogrammes, par exemple. Dans [CR4], nous nous intéressons à une méthode d'identi-
ﬁcation dite méthode du coin, aﬁn d'identiﬁer les ordres de modèles ARMA(p, q) et VARMA(p, q)
faibles. Cette méthode est basée sur l'examen du comportement des résidus, où les ordres p et q
du modèle sont caractérisés par un coin de 0 dans un tableau (d'où le nom de la méthode). Les
éléments de ce tableau sont des autocorrélations obtenues de façon récursive.
Ensuite, on envisage d'aborder d'autres méthodes d'identiﬁcation des ordres de modèles
ARMA(p, q) et VARMA(p, q) faibles, cette fois basées sur l'examen des corrélogrammes et cor-
rélogrammes partiels comme dans [FZ05b] ou basées sur l'analyse des autocorrélations inverses
comme dans [EGF06].
7.2.3 Modèles à mémoires longues
Tous les travaux que nous avons développés jusqu'à présent sont des modèles de séries tempo-
relles à temps discret avec erreurs faibles, dont la série des covariances est convergente. Ces types
de modèles sont souvent appelés modèles à mémoire courte.
La question qui mériterait d'être examinée est : qu'en est-il dans le cas des modèles ARMA
faibles à mémoires longues (c'est-à-dire quand la somme des covariances est divergente) ?
Nous tentons d'apporter les premières réponses à cette question dans le cadre de la thèse
de Youssef Esstafa débutée en octobre 2016. Dans un premier temps, nous nous intéressons à
l'estimation. Ensuite, nous accorderons une attention particulière à la validation et à l'identiﬁcation
de ces modèles ARMA faibles à mémoires longues.
Estimation de modèles FARIMA faibles
Les processus à mémoire longue occupent une place de plus en plus importante dans la littéra-
ture des séries temporelles. Pour modéliser le comportement de mémoire longue, plusieurs modèles
peuvent être utilisés. Les processus FARIMA (Fractionally AutoRegressive Integrated Moving Ave-
rage) sont parmi les modèles les plus connus et les plus utilisés. Ils sont une généralisation des
modèles ARIMA (AutoRegressive Integrated Moving Average), pour lesquels le paramètre de dif-
férenciation est un entier. Les processus FARIMA permettent au paramètre de diﬀérenciation de
prendre des valeurs réelles.
On dit qu'un processus stationnaire au second ordre (Xt)t∈Z, à valeurs réelles, admet une
représentation FARIMA(p, d0, q) faible si pour tout t ∈ Z,
a(L) (1− L)d0 Xt = b(L)t ,
où (t)t∈Z est un bruit blanc faible. Les polynômes a(L) = 1 +
∑p
i=1 ai L
i et b(L) = 1 +∑q
j=1 bj L
j (avec p, q ∈ N et a1, . . . , ap, b1, . . . , bq ∈ R) ont leurs racines en dehors du disque
unité et n'ont aucun zéro en commun, et 0 < d0 < 1/2. L'opérateur de diﬀérenciation fractionnaire,
(1− L)d0 , est déﬁni en utilisant la formule du binôme généralisée.
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Dans [CR2], nous établissons la convergence forte et la normalité asymptotique des paramètres
des modèles FARIMA faibles. Une attention particulière a été consacrée à l'estimation de la matrice
de variance asymptotique, qui peut être là aussi très diﬀérente de celle obtenue dans le cas des
FARIMA forts.
Validation et identiﬁcation de modèles FARIMA faibles
Nous envisageons de développer des tests de validation pour les modèles FARIMA faibles. Ces
tests sont fondés sur les résidus, qui ont pour objet de vériﬁer que les résidus des modèles estimés
sont bien des estimations de bruits blancs. Plus particulièrement, nous nous intéressons aux tests
portmanteau, aussi appelés tests d'autocorrélation. Nous proposerons donc des tests portmanteau
modiﬁés pour tester l'adéquation de modèles FARIMA faibles. Ce travail est en cours de ﬁnalisation.
Ensuite, nous nous intéresserons aux choix des ordres des modèles FARIMA faibles. Ce choix
sera fondé sur la minimisation d'un critère d'information.
7.2.4 Perspectives à long terme
Tous les travaux que nous avons développés jusqu'à présent se limitent, souvent, à des modèles
stationnaires de séries temporelles à temps discret avec erreurs faibles. Nous envisageons d'étendre
ces travaux au cadre non stationnaire.
Les modèles en temps continu occupent une place centrale en ﬁnance mathématique. La plupart
des développements théoriques concernant la valorisation de produits dérivés sont eﬀectués à partir
de processus en temps continu obtenus comme solutions d'équations de diﬀusion. Une seconde voie
de recherche serait donc d'étendre l'étude de ces processus ARMA et VARMA faibles cette fois en
temps continu aﬁn d'établir des relations entre les deux types de modélisation (en temps discret et
continu).
7.3 Insertion dans l'équipe de recherche
Depuis mon arrivée au Laboratoire de Mathématiques de Besançon (UMR CNRS 6623) en
septembre 2011, je fais partie de l'équipe Probabilités et Statistique.
J'organise et j'ai co-organisé le séminaire de mon équipe depuis septembre 2012. J'ai fait
plusieurs présentations dans les séminaires de mon équipe, et j'ai également eu l'occasion de faire
un exposé lors des journées de notre laboratoire en janvier 2012. Depuis 2012, je donne un cours de
recherche spécialisé en statistique en Master 2 Modélisation Statistique et j'encadre régulièrement
des mémoires de recherche, des projets et des stages d'étudiants du Master 1 et 2 modélisation
statistique. J'ai également assuré la responsabilité pédagogique du Master 1 modélisation statistique
de 2013 à 2016.
Organisation d'événements
J'ai également co-organisé plusieurs événements dans le cadre des trimestres du LMB : deux
conférences en séries temporelles (35 participants chacune) et un mini cours en séries temporelles
à valeurs entières (40 participants).
J'ai été examinateur de la thèse de doctorat de mathématiques appliquées de Clément Marsilli
et également membre invité du jury de la thèse de doctorat de mathématiques appliquées de Basad
Al-Sarray.
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Financements
1) Projet bonus qualité recherche (BQR) de 2012-2014, ﬁnancé par l'Université de Franche-
Comté, d'un montant de 5000 euros.
2) Porteur du projet région de 2017 à 2020, réunissant la majorité des membres de l'équipe de
probabilités et statistique du LMB, ﬁnancé par la région Bourgogne-Franche-Comté d'un
montant de 32000 euros. Ce projet impliquerait également d'autres chercheurs extérieurs à
l'Université de Franche-Comté.
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