Abstract. We show local existence and uniqueness of plasma(fluid)-vaccum free boundary problem of magnetohydrodynamic flow in three-dimensional space with infinite depth setting when magnetic field is zero on the free boundary. We use Sobolev-Slobodetskii space which was used in usual free boundary problem in [3, 5, 6, 7, 8, 9] . We also show that this solution can be extended as long as we want for sufficiently small initial data. Using the result of this paper we will get a unique solution of (kinematic inviscid) -(magnetic non diffusive) free boundary magnetohydrodynamics problem via (kinematic viscosity) -(magnetic diffusivity) limit in [10] .
Introduction
In 1980, local problem of free boundary problem without surface tension was solved by Beale [1] , with horizontally infinite and finite depth setting, in the function space
Taking surface tension into account, A.Tani [3] solved local existence of free boundary problem. About global existence, we introduce [2] by Beale and [4] by A.Tani and N.Tanaka respectively. Whereas these problems was solved in infinite setting, for finite mass(isolated mass problem setting), V.A.Solonnikov solved local problem of free boundary problem in Holder space in [11] . There are many another articles by Solonnikov, Termamoto, and Allain. See introduction in [3] for more information.
For about magnetohydrodynamics (MHD), we refer [6] for isolated mass setting when surface tension exist. He solved problem using Hanzawa coordinate transform to free boundary to use advantage in the case of surface tension. We solve MHD using Lagrangian coordinate tranform in infinite domain without surface tension, especially when magnetic field is always zero on the boundary. We also note that apriori estimate result [12] by Hao and Luo for inviscid and non magnetic diffusive free boundary MHD.
Let's formulate problem. Let velocity field u = (u 1 , u 2 , u 3 ) and H = (H 1 , H 2 , H 3 ). Our domain is where occupied by plasma (or fluid) Ω(t) and write initial domain as Ω(0) ≡ Ω. We also write surface as S F (t), and initial surface as S F . We solve incompressible viscous-diffusive magnetoydrodynamics (MHD) equations (1.1)
where ε is kinematic viscosity and λ is magnetic diffusivity. Generally H vac = H pl on the boundary since non zero magnetic diffusivity means that plasma is not perfect conductor. Meanwhile, for perfect conductor,
by divergence free of H, whereas tangential component can be different, by the existence of surface current.
(Maxwell equation) We simply set H ≡ 0 condition on the boundary. For about pressure, we define total pressure as sum of pressure and magnetic pressure,
Of course, without loss of generality, we write P as p. Considering all of these, our system becomes,
∂ t u + (u · ∇)u − (H · ∇)H + ∇p = ν△u, in Ω(t) ∂ t H + (u · ∇)H − (H · ∇)u = λ△H, in Ω(t) ∇ · u = 0, in Ω(t) ∇ · H = 0, in Ω(t) pn − 2D(u)n = ghn, on S F (t) H = 0, on S F (t) where Π means tangential comonent operator Π = I − n⊗ n. Note that h is means z component of boundary. This dynamical condition is equivalent to
if S F (t) is represented by the equation F (x, t) = 0. Now to solve the problem in the fixed domain, we transform the problem using Lagrangian map X(t, ·) :
Let Π x ξ as corresponding transform from Ω(t), S F (t) to Ω, S F , Then system can be written in (t, ξ) in Ω,
where
We will solve (1.3) and (1.4) in Sobolev-Slobodetskii space. By W l 2 (Ω), we mean u
is an integer, then the double integral in the norm should be replaced by
should be satisfied. Last, similarly as in [3] , we also define,
Since we deal nonlinear terms on right hand side of (1.4), we will need L ∞ T type norm. We define u
We will see that linearized problem of navier-stokes equation is solved in H l,l/2 γ (Q T ) when initial data is zero. Then with general initial data, solution is gained in W l,l/2 2 (Q T ). (theorem 3.1 and 3.3) Then nonlinear system will be solved in the space H l,l/2 (Q T ) in section 4,5 Now we state main result of this paper.
(Ω), with compatibility conditions
Then there exist a unique solution (u, q) to the system (1.4) such that
for some T * > 0. Moreover for any T > 0, we can choose sufficiently small ε such that if E 0 ≤ ε, we have a unique solution on the time interval [0, T ].
Through this paper C is some constant that may vary line to line. When C depends on T , we write this as C(T ).
Preliminaries
In this section we state some lemmas. First let T satisfies
(Q T ) satisfying (2.1) and for any t ≤ T , the following inequalities holds:
where C 21 (t, δ) is a positive constant depending increasingly on both arguments.
Proof. Lemma 4.1 of [3] Lemma 2.2. Let δ 0 be a positive root of the equation 6δ
(Q T0 ) satisfying (2.1) with δ < δ 0 , and if 0 < t ≤ T 0 , then ,
where C 22 (t, δ) is a positive constant depending increasingly on both arguments.
Proof. Lemma 4.3 of [3] Lemma 2.3. For arbitrary u(x) and v(x) given in a domain Ω ⊂ R n satisfy the inequalities
3. linear problem 3.1. Stokes equation. About linear problem, we already have a good result by A.Tani [3] . For the following system, (3.1)
This is a linear system with zero initial condition. From Theorem 2.1 in [3] , we have . Then for any data
Moreover we have the following estimate.
. Now we solve for general data, v 0 = 0 in general. We follow the similar process as in [3] , [5] . Main idea is to produce some function U 0 such that satisfying initial data U 0 (0) = v 0 and bounded by v 0 . First we need the following proposition about equivalent extension function.
Proof. By trace theorem and Lemma 3.1 of [3] , there exist a vector field U 0 ∈ W l+2,l/2+1 2 (Q ∞ ) satisfying U 0 (0) = v 0 , and the following inequality
Since U 0 is not function on finite time interval, we can use uniform interpolation, (see [1] , for example)
Hence, obviously,
For second one, we can extend symmetrically beyond T . See [1] for example.
Note that since U 0 is global function (in time) so constant is time-independent. Using the function U , we solve the same linear problem with general initial data. We also need the estimate of (v, B) in C([0, T ]; W s 2 ) type norm, since nonlinear terms on the right hand side, B · ∇B and B · ∇v should be estimated in the form of CT γ Λ( v , B ) (for some positive γ), where Λ is a some nice function. Let's set w = v − U , where U take initial condition of v. 
(Q T ). Also assume that the following compatibility conditions are satisfied.
(Ω) } where C 33 (T ) is time dependent constant on T nondecreasingly.
Proof. Let's write w = v − U , where U satisfies (3.11) and U (0) = u 0 . Then (w, q) satisfies
The following steps resemble the proof of theorem 2 of [3] .
(Ω) ) At time t = 0, ∇ · w 0 = 0 = ρ| t=0 − ∇ · u 0 , and ρ ′ | t=0 = 0. If we write ρ = ∇ · R, then
From theorem 3.1 we know that we should estimate, R ′ ≡ ∇ · ρ ′ . It is easy to estimate R ′′ which also satisfies
Moreover, since initial condition is divergence free we can subtract initial condition from R ′′ while maintain divergence of it. It gives R ′′ | t=0 = 0. Now we use R ′′ instead of R ′ . We have an estimate for R ′′ as follow.
To estimate d ′ , we use condition d ′ | t=0 = 0, Lemma 3.1 of [3] and the trace theorem to get
Similarly,
We apply the linear result of theorem 3.1 to get the following estimate for w.
(Ω) } where γ is just a fixed constant found in theorem 3.1 and the constant C * (T ) depends on time T , nondecreasingly on T , which means it does not blow up as T → 0. Meanwhile, from boundary condition,
Lastly, we should estimate L ∞ T type estimate of w, U . Since w has zero initial data, by proposition 3.2, (3.9)
is an extension of w which satisfies (we can chose time-independent c, since
is an extension of U which satisfies (See proposition 3.2)
Combining proposition 3.2, (3.7)-(3.10), we get the result.
Heat equation.
For B are,
We know how to solve this equation. Using Duhamel's formula,
where △ is standard heat solver for Dirichlet boundary condition.
Theorem 3.4. For above Dirichlet heat system, we have the following estimates.
where C 34 (T ) depends on time T non-decreasingly.
Proof. Sobolev-Slobodetskii space W s 2 (R 3 ) is equivalent to standard sobolev space H s (R 3 ). (see proposition 1.59 of [13] ). By extend B to whole space (by setting as zero in the outside of Ω), we are suffice to make standard energy estimate after applying D l to (3.11).
constant coefficient nonlinear problem
We solve constant coefficient nonlinear problem in this section.
(4.1)
We use theorem 3.3 and 3.4 of previous section to solve this system (4.1).
Theorem 4.1. Let l ∈ (1/2, 1), and
Proof. We make standard approximation scheme as follow. 
(Ω)
(S F,T ) To get uniform bounds, we use estimates of theorem 3.3 and 3.4 to get
(Ω) } Proposition 4.2. We have the following estimate.
Proof.
So, using algebraic property of Lemma 2.3,
Let's focus on the last term. Let t − s = h. Domain is divided symmetrically into two region t > s, s > t, so by changing order of integral, we get
Using Lemma 2.3 again, we have
For about the second term, similarly,
Hence, we have the following estimate.
Now, let's define data parts as
So, (4.3) becomes,
Uniform bound We can pick sufficiently small T 0 > 0 such that
Again we use theorem 3.3 and 3.4 to get
We can find small T 1 > 0, (Without loss of generality, we pick this so that smaller than T 0 ), such that
since C 41 (T ) is time dependent constant on T nondecreasingly. Hence we have an unique solution via fixed point argument.
Full Nonlinear Problem
In this section, we solve (1.3) and (1.4), so give a proof of theorem 1.
5.1.
Full nonlinear system. In this subsection, we solve,
Note that this system does not contain divergence free condition, since in section 3.2 heat equation, we did not give any condition about divergence free. Divergence free condition about H will be gained in the next section.
From above section, we have a unique solution (v, B, q) for 0 ≤ t < T 1 to system (4.1) with (f, ρ, u 0 , d, b) = (0, 0, 0, 0, −gh). We find a solution of the form (v, B, q) = (v + v * , B + B * , q + q * ). Then system (5.1) becomes,
As like in previous section, we make approximation scheme again,(note that ∇ · v = 0)
and
. Using theorem 3.3 and 3.4 we have the estimate
(Ω) } Now our procedure is standard. We estimate right hand side of (5.4).
Using Lemma 2.1, with u = u (m) and u ′ = 0, then we get (For example, see Tani [3] page 324)
and C 51 (T, δ 1 , δ 2 ) is positive constant depending increasingly on both arguments with property that C 51 (T, δ 1 , δ 2 ) → 0 as T → 0 and may vary line to line. Using exactly same argument, we have the same estimate for g (m) ,
Using above estimates (5.5)-(5.11),
with positive constant h 0 , h 1 , h 2 with following properties. h 0 = h 0 (T, δ 1 , δ 2 ) is monotone increasing function with all its argument.
It is easy to get the extistence of z * such that Z * m ≤ z * , then
(For example, see A.Tani [3] page 327). Hence we have uniform boundness
Contraction mapping Let's use same notation like section 4.
Using (5.3) for m + 1 and m, (5.13) 
So, using algebraic property of Lemma 2.3, (l + 1 > 
|t − s| 
