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Uncertainty and certainty relations for the Pauli observables in terms of the Re´nyi
entropies of order α ∈ (0; 1]
Alexey E. Rastegin∗
Department of Theoretical Physics, Irkutsk State University, Gagarin Bv. 20, Irkutsk 664003, Russia
We obtain uncertainty and certainty relations of state-independent form for the three Pauli ob-
servables with use of the Re´nyi entropies of order α ∈ (0; 1]. It is shown that these entropic bounds
are tight in the sense that they are always reached with certain pure states. A new result is the con-
ditions for equality in Re´nyi-entropy uncertainty relations for the Pauli observables. Upper entropic
bounds in the pure-state case are also novel. Combining the presented bounds leads to a band, in
which the rescaled average Re´nyi α-entropy ranges for a pure measured state. A width of this band
is compared with the Tsallis formulation derived previously.
PACS numbers: 03.67.-a, 03.65.Ta, 03.67.Hk
Keywords: Pauli observables, Re´nyi entropy, quantum measurement, uncertainty principle
I. INTRODUCTION
Heisenberg’s uncertainty principle [1] is one of the most
known results related to quantum incompatibility. In-
determinacy relations are still the subject of active re-
searchs [2, 3]. Traditional relations pertain to uncertain-
ties of several observables in the same state. The so-
called state-extended uncertainty relations deal with one
observable and two different states [4]. Due to the papers
[5, 6], entropic functionals are widely used in formulat-
ing the uncertainty principle [7, 8]. A quantum state
is generally characterized by the probabilities of the out-
comes of a test [9]. In this sense, the entropic formulation
deals with quantum-mechanical primaries. Entropic un-
certainty relations in the presence of quantum memory
are formulated in Refs. [10–12]. Entropic lower bounds
of the papers [13, 14] pertain to a situation substantial in
quantum optics. Entropic trade-off relations for a single
quantum operation were examined in Refs. [15, 16]. A
majorization approach to entropic uncertainty relations
has been proposed [17, 18].
Entropic uncertainties for more than two observables
characterize a role of mutual unbiasedness [7, 19]. En-
tropic uncertainty bounds are essential in analyzing the
security of quantum cryptographic schemes [20–22]. Un-
certainty relations for (d + 1) mutually unbiased bases
in d-dimensional Hilbert space were given in terms of
the Shannon entropy [23–25]. Entropic uncertainty rela-
tions for mutually unbiased bases were considered [26].
The author of Ref. [24] derived exact bounds for the
qubit case d = 2. Complementarity aspects of entropic
relations are considered in Refs. [27, 28]. Generaliza-
tions of the Shannon entropy are also used in quantum
information theory [29]. The Re´nyi [30] and Tsallis en-
tropies [31] form important families of one-parametric ex-
tensions. We have previously expressed uncertainty and
certainty relations for the Pauli observables in terms of
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Tsallis’ entropies [32]. The writers of Ref. [33] examined
uncertainty relations for two qubit observables in terms
of Renyi’s entropies with arbitrary orders.
In this work, we study lower and upper bounds on the
sum of Re´nyi’s α-entropies, which quantify uncertainties
in measurement of the Pauli observables. The present
work is further development of the approach proposed
in Refs. [32, 34]. The paper is organized as follows.
The preliminary material is given in Sect. II. In Sect.
III, tight lower bounds on the sum of three Re´nyi’s en-
tropies of order α ∈ (0; 1] are obtained. The conditions
for equality are developed as well. In Sect. IV, we ex-
amine upper bounds on the sum of three α-entropies in
the case of pure measured states. Tight upper bounds
are derived for all real α ∈ (0; 1]. Combining the lower
and upper bounds gives a band, in which the rescaled
average Re´nyi entropy ranges in the pure-state case for
α ∈ (0; 1]. In this regard, we also compare the Re´nyi and
Tsallis formulations. In Sect. V, we conclude the paper
with a summary of results.
II. PRELIMINARIES
In this section, the required material is reviewed. We
will quantify uncertainties of quantum measurements by
means of the Re´nyi entropy. Let p = {pj} be a prob-
ability distribution supported on n points. For real
α > 0 6= 1, the Re´nyi α-entropy is defined by [30]
Rα(p) :=
1
1− α ln
(∑n
j=1
pαj
)
. (1)
It is a non-increasing function of order α [30]. The Shan-
non entropy H1(p) = −
∑
j pj ln pj is recovered in the
limit α → 1. In the limit α →∞, the right-hand side of
(1) leads to the min-entropy
R∞(p) = − ln
(
max pj
)
, (2)
where max pj is the maximal probability. For α ∈ (0; 1),
the right-hand side of (1) is a concave function of prob-
ability distribution. Namely, for all λ ∈ [0; 1] and two
2probability distributions p = {pj} and q = {qj}, we have
Rα
(
λp+ (1− λ)q) ≥ λRα(p) + (1− λ)Rα(q) , (3)
whenever 0 < α < 1. We merely note that: (i) the
function ξ 7→ ξα is concave for α ∈ (0; 1), and (ii) the
function ξ 7→ (1− α)−1 ln ξ is increasing and concave for
α ∈ (0; 1). Using Jensen’s inequality twice, these facts
immediately leads to the property (3). The standard case
α = 1 also deals with the concave entropy. For α > 1,
however, the Re´nyi α-entropy is neither purely convex
nor purely concave [35]. We also see that the min-entropy
(2) is convex, as the function ξ 7→ − ln ξ. Applications
of entropic measures in quantum information theory are
discussed in the book [29]. The standard entropies of
partitions on quantum logic were considered in Refs. [36,
37]. Within the Re´nyi and Tsallis formulations, this issue
was developed in Ref. [38].
Following [34], we further put the quantity
Φα(p) :=
∑n
j=1
pαj . (4)
When α < β, we have Φα(p) ≥ Φβ(p). With respect to
the distribution p = {pj}, the functional (4) is concave
for α ∈ (0; 1) and convex for α ∈ (1;+∞). The Re´nyi
entropy (1) can be rewritten as
Rα(p) := (1− α)−1 lnΦα(p) . (5)
The maximum lnn is reached with the equiprobable dis-
tribution, when pj = 1/n for all 1 ≤ j ≤ n. The minimal
zero value is reached with any deterministic distribution,
for which one of probabilities is 1 and other are all ze-
ros. We will also use the Tsallis entropy. In terms of the
functional (4), the Tsallis α-entropy of degree α > 0 6= 1
is written as
Hα(p) =
Φα(p)− 1
1− α . (6)
With the equiprobable distribution, the entropy (6)
reaches its maximal value lnα(n). Here, the α-logarithm
of positive ξ is defined as
lnα(ξ) :=
ξ1−α − 1
1− α . (7)
In the limit α → 1, the α-logarithm is reduced to the
usual logarithm. The Shannon entropy is obtained from
(6) also in this limit.
In the following, we will deal with the qubit case n =
2. Here, three complementary observables are usually
represented by the Pauli matrices σx, σy, σz , namely
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
.
(8)
These matrices traditionally used for describing spin-1/2
observables. Each of the matrices has the eigenvalues±1.
By
{|0〉, |1〉}, we mean the eigenbasis of σz, that is
|0〉 =
(
1
0
)
, |1〉 =
(
0
1
)
. (9)
The eigenstates of σx and σy are written as
|x±〉 = 1√
2
(
1
±1
)
, |y±〉 = 1√
2
(
1
±i
)
. (10)
Here, we have σx|x±〉 = ±|x±〉 and σy|y±〉 = ±|y±〉.
The three bases given by (9) and (10) are mutually un-
biased. Measurements in these eigenbases are used in
six-state cryptographic protocols [21, 22].
We now write the probabilities corresponding to mea-
surement of each of the observables σx, σy, σz. Up to
a unimodular factor, we can represent a normalized pure
state in the form
|ψ〉 = cos τ |0〉+ eiϕ sin τ |1〉 =
(
cos τ
eiϕ sin τ
)
, (11)
where τ and ϕ are real numbers. Assuming ϕ ∈ [0; 2pi),
we will take τ ∈ [0;pi/2], since a global phase in the
state vector has no physical relevance. For the observ-
ables σx and σy, the probabilities are respectively given
as |〈x±|ψ〉|2 and |〈y±|ψ〉|2. The final expressions are ob-
tained in the form [32]
p± =
1± sin 2τ cosϕ
2
, (12)
q± =
1± sin 2τ sinϕ
2
, (13)
r± =
1± cos 2τ
2
. (14)
Substituting (12), (13), (14) into the right-hand side of
(1), one gives the three entropies Rα
(
σx|ψ
)
, Rα
(
σy|ψ
)
,
Rα
(
σz|ψ
)
for the state (11). We will study lower and
upper bounds on the sum of such entropies for α ∈ (0; 1].
III. TIGHT LOWER BOUNDS ON THE SUM OF
ENTROPIES OF DEGREE α ∈ (0; 1]
In this section, we derive tight lower bounds on the sum
of three Re´nyi entropies of order α ∈ (0; 1]. A desired
bound will firstly be obtained for pure states of the form
(11), when the probabilities are given by (12), (13), and
(14). Using the concavity properties, we then extend the
result to all mixed states of a qubit. For α > 0 6= 1, we
introduce the function
Fα(τ, ϕ) = Φα(p)Φα(q)Φα(r) , (15)
in which we substitute (12), (13), and (14). Using this
function, the entropic sum is rewritten as
Rα
(
σx|ψ
)
+Rα
(
σy|ψ
)
+Rα
(
σz |ψ
)
=
1
1− α lnFα(τ, ϕ) .
(16)
Since the function ξ 7→ (1 − α)−1 ln ξ increases for α ∈
(0; 1), we aim to minimize (15) in the domain of interest.
As was already noted, the variables are initially in the
intervals τ ∈ [0;pi/2] and ϕ ∈ [0; 2pi). In the task of
3optimization, however, we can restrict a consideration to
the rectangular domain [32]
D :=
{
(τ, ϕ) : τ ∈ [0;pi/4], ϕ ∈ [0;pi/4]} . (17)
Here, we claim that in the total domain
{
(τ, ϕ) : τ ∈
[0;pi/2], ϕ ∈ [0; 2pi)}, the function (15) takes the same
range of values as in the domain (17). The reasons are
the following. Taking τ ∈ [0;pi/2] and ϕ ∈ (pi; 2pi), one
first uses ϕ 7→ ϕ−pi. The latter merely swaps two values
in each of the pairs (12) and (13), without altering Φα(p)
and Φα(q). So, we restrict to ϕ ∈ [0;pi]. Taking further
τ ∈ [0;pi/2] and ϕ ∈ (pi/2;pi], one applies ϕ 7→ pi − ϕ.
Then the probabilities p± are swapped and the probabil-
ities q± are the same, with no changes in (15). Hence, we
restrict to ϕ ∈ [0;pi/2]. Acting in ϕ ∈ (pi/4;pi/2], map-
ping ϕ 7→ pi/2−ϕ implies swapping pj and qj for j = ±,
without altering the product Φα(p)Φα(q). So, we can
focus on τ ∈ [0;pi/2] and ϕ ∈ [0;pi/4]. Finally, mapping
τ 7→ pi/2− τ for τ ∈ (pi/4;pi/2] does not alter sin 2τ and
reverses the sign of cos 2τ . So, each of the three multi-
pliers in the right-hand side of (15) remains unchanged.
The following statement takes place.
Theorem 1 Let qubit state be described by density ma-
trix ρ. For all α ∈ (0; 1], the entropic sum satisfies
Rα
(
σx|ρ
)
+Rα
(
σy|ρ
)
+Rα
(
σz |ρ
) ≥ 2 ln 2 , (18)
with equality if and only if the qubit state is an eigenstate
of either of the observables σx, σy, σz.
Proof. Since the case of the Shannon entropy was
already given in theorem 1 of the paper [32], we further
assume α ∈ (0; 1). We will show that the right-hand side
of (18) is equal to the minimum of (16) in the domain
(17). Differentiating (15) with respect to ϕ, we have
∂
∂ϕ
Fα(τ, ϕ) =
Fα(τ, ϕ)
(
1
Φα(p)
∂Φα(p)
∂ϕ
+
1
Φα(q)
∂Φα(q)
∂ϕ
)
. (19)
Usual calculations show that
1
Φα(p)
∂Φα(p)
∂ϕ
= −α
2
pα−1+ − pα−1−
pα+ + p
α
−
sin 2τ sinϕ , (20)
1
Φα(q)
∂Φα(q)
∂ϕ
= +
α
2
qα−1+ − qα−1−
qα+ + q
α
−
sin 2τ cosϕ . (21)
Introducing the variables u = sin 2τ cosϕ and v =
sin 2τ sinϕ, we rewrite (19) as
1
Fα(τ, ϕ)
∂
∂ϕ
Fα(τ, ϕ) = αuv
(
fα(u)
gα(u)
− fα(v)
gα(v)
)
. (22)
Here, we use the functions
fα(u) = u
−1
(
(1− u)α−1 − (1 + u)α−1) , (23)
gα(u) = (1 + u)
α + (1− u)α . (24)
For α ∈ (0; 1), the function fα(u) monotonically in-
creases, whereas the function gα(u) monotonically de-
creases with u ∈ [0; 1]. To prove the claim, these func-
tions are expanded into power series about the origin.
Using the binomial theorem and properties of the bino-
mial coefficients, we have
fα(u) = 2(1− α) + 2
∞∑
k=1
(
2k + 1− α
2k + 1
)
u2k . (25)
We stress that this series contains only strictly positive
coefficients. Indeed, for k ≥ 1 and α ∈ (0; 1) we have(
2k + 1− α
2k + 1
)
=
(2k + 1− α) · · · (2− α)(1 − α)
(2k + 1)!
> 0 .
(26)
Hence, the function (25) monotonically increases. Fur-
ther, we obtain the expansion
gα(u) = 2− 2
∞∑
k=1
c2k u
2k . (27)
For k ≥ 1 and α ∈ (0; 1), the coefficients c2k are strictly
positive, i.e.
c2k = (−1)
(
α
2k
)
= α
(2k − 1− α) · · · (2− α)(1 − α)
(2k)!
> 0 . (28)
So, the function (27) monotonically decreases. Hence,
the ratio fα(u)/gα(u) is monotonically increasing func-
tion of u ∈ [0; 1]. The inequality v < u then gives that the
right-hand side of (22) is strictly positive. In the interior
of the domain (17), the function Fα(τ, ϕ) increases with
ϕ. On the boundary lines τ = 0 and τ = pi/4, we respec-
tively have ∂Fα/∂ϕ = 0 and ∂Fα/∂ϕ ≥ 0. These points
implies that the minimal and maximal values of Fα(τ, ϕ)
in the domain (17) are reached on the lines ϕ = 0 and
ϕ = pi/4, respectively.
To find the minimum, we substitute ϕ = 0 and obtain
probabilities
p± =
1± sin 2τ
2
, q± =
1
2
, r± =
1± cos 2τ
2
,
(29)
whence Φα(q) = 2
1−α. Differentiating with respect to τ ,
we further write
∂
∂τ
Fα(τ, 0) =
Fα(τ, 0)
(
1
Φα(p)
∂Φα(p)
∂τ
+
1
Φα(r)
∂Φα(r)
∂τ
)
. (30)
Using (29), we easily obtain
1
Φα(p)
∂Φα(p)
∂τ
= +α
pα−1+ − pα−1−
pα+ + p
α
−
cos 2τ , (31)
1
Φα(r)
∂Φα(r)
∂τ
= −α r
α−1
+ − rα−1−
rα+ + r
α
−
sin 2τ . (32)
4Denoting u = cos 2τ and v = sin 2τ , we rewrite (30) as
1
Fα(τ, 0)
∂
∂τ
Fα(τ, 0) = 2αuv
(
fα(u)
gα(u)
− fα(v)
gα(v)
)
. (33)
As u > v for τ ∈ (0;pi/8) and u < v for τ ∈ (pi/8;pi/4),
the derivative (33) is strictly positive in the former in-
terval and strictly negative in the latter one. So, the
minimal value of Fα(τ, 0) is reached at the end points of
the interval τ ∈ [0;pi/4]. In both the points, the function
(15) is equal to
Fα(0, 0) = Fα(pi/4, 0) = 2
2(1−α) . (34)
Combining this with (16) immediately leads to the in-
equality (18) for all pure states. This bound remains
valid for mixed states due to concavity of the Re´nyi en-
tropy of order α ∈ (0; 1).
Let us prove conditions for equality. We first prove
the claim for the case of pure measured state (11). In
the domain (17), the function Fα(τ, ϕ) takes its mini-
mum (34) only at the points τ = ϕ = 0 and τ = pi/4,
ϕ = 0. In both the points, one of the distributions {p±},
{q±}, {r±} is deterministic and other two are equiprob-
able. This is the only situation, in which the minimum
of Fα(τ, ϕ) holds. It is seen from (29) that the distribu-
tion {q±} is equiprobable for the above two points. The
total domain
{
(τ, ϕ) : τ ∈ [0;pi/2], ϕ ∈ [0; 2pi)} for the
state (11) contains also points, in which the distribution
{q±} is deterministic and other two are equiprobable. In
any case, the minimum is reached only if one of the three
distributions is deterministic. Clearly, this condition is
sufficient as well. To saturate the inequality (18), the
state |ψ〉 should be an eigenstate of one of the observ-
ables σx, σy, σz .
We will further prove that the inequality (18) cannot
be saturated with impure states. Let the spectral decom-
position of impure ρ be written as
ρ = λ+|ψ+〉〈ψ+|+ λ−|ψ−〉〈ψ−| . (35)
Here, the eigenstates are mutually orthogonal and the
strictly positive eigenvalues obey the condition λ++λ− =
1. Since the entropy (1) is concave for α ∈ (0; 1), we
obtain∑
ν=x,y,z
Rα
(
σν |ρ
) ≥
λ+
∑
ν=x,y,z
Rα
(
σν |ψ+
)
+ λ−
∑
ν=x,y,z
Rα
(
σν |ψ−
)
. (36)
If for any of the states |ψ±〉 the entropic sum does
not reach the lower bound 2 ln 2, the left-hand side of
(36) does not reach this bound as well. Hence, the
question is quite reduced to the case, when the ma-
trix ρ is diagonal with respect to eigenbasis of either
of the σx, σy, σz . For definiteness, we assume that
|ψ±〉 = |x±〉. Measuring each of the observables σy and
σz then results in the equiprobable distribution, whence
Rα
(
σy|ρ
)
= Rα
(
σz|ρ
)
= ln 2. For the measurement of
σx, we have outcomes ±1 with probabilities λ±, respec-
tively. For α ∈ (0; 1), the first derivative of the function
x 7→ xα + (1 − x)α is strictly positive for 0 < x < 1/2
and strictly negative for 1/2 < x < 1. Except for λ+ = 0
and λ+ = 1, we then have λ
α
+ + λ
α
− = Φα(λ) > 1 and
Rα
(
σx|ρ
)
> 0. The latter implies that the sum of three
entropies is strictly larger than 2 ln 2. 
Theorem 1 provides a lower bound on the sum of three
Re´nyi’s entropies for all α ∈ (0; 1]. This bound is tight in
the sense that it is certainly reached with an eigenstate
of one of the Pauli observables. Previously, the standard
case α = 1 has been considered in [24] and, as a particular
case of the Tsallis formulation, also in [32]. Namely, we
have the lower bound
H1
(
σx|ρ
)
+H1
(
σy|ρ
)
+H1
(
σz|ρ
) ≥ 2 ln 2 . (37)
For α ∈ (0; 1), the inequality (18) could be derived from
(37) due to the fact that the Renyi α-entropy does not
increase with α. In this way, however, we cannot re-
solve conditions for equality. The above method allows
to formulate such conditions. Thus, we obtained tight
uncertainty relations for the Pauli observables in terms
of Re´nyi’s entropies of order α ∈ (0; 1]. A utility of en-
tropic bounds with a parametric dependence was noted in
[6]. In particular, this dependence allows to find more ex-
actly the domain of acceptable values for unknown prob-
abilities with respect to known ones. Some studies were
devoted to uncertainty relations of state-dependent form.
For example, the writers of [39] have derived a stronger
bound, in which the right-hand side of (37) is added by
the von Neumann entropy of ρ. For mutually unbiased
bases, state-dependent uncertainty relations in terms of
the Shannon entropies were derived in [26]. Such uncer-
tainty relations have been extended to both the Re´nyi
and Tsallis formulations [40]. A dependence of lower en-
tropic bounds on a degree of impurity of the measured
density matrix deserves further investigations.
IV. TIGHT UPPER BOUNDS IN THE
PURE-STATE CASE FOR α ∈ (0; 1]
In this section, we will study upper bounds on the sum
of three Re´nyi’s entropies for the Pauli observables. Cer-
tainly, such bounds essentially depend on a type of con-
sidered states. The completely mixed state is described
by density operator ρ∗ = 1 /2, where 1 is the identity
2× 2-matrix. Measuring each of the observables σx, σy,
σz in this state will lead to the equiprobable distribu-
tion. With this distribution, the entropy (1) takes its
maximal possible value ln 2. For all α > 0 and arbitrary
ρ, therefore, we have the upper bound∑
ν=x,y,z
Rα
(
σν |ρ
) ≤ ∑
ν=x,y,z
Rα
(
σν |ρ∗
)
= 3 ln 2 . (38)
Further, we ask for upper entropic bounds in the case
of pure states. Modifying the method of previous sec-
5tion, one will obtain tight bounds from above for real
α ∈ (0; 1]. Following [32], we recall an intuitive reason
that makes the result physically reasonable. Mathemati-
cally, we aim to maximize the function (16) in the domain
(17). According to the proof of Theorem 1, the maxi-
mum is reached on the line ϕ = pi/4. Substituting the
latter into the formulas (12), (13), and (14), we obtain
the probabilities
p± = q± =
1± v
2
, r± =
1± u
2
, (39)
where u = cos 2τ , v = sin 2τ/
√
2. Here, the variables u
and v satisfy the condition
u2 + 2v2 = 1 . (40)
Due to (39), the distributions {p±} and {q±} should con-
cur for maximizing the entropic sum in the case of pure
states and considered values of α. For impure states, the
maximum (38) is reached only if the probability distribu-
tions are all equiprobable and herewith identical. In the
case of distributions (39), we can assume the following
[32]. The maximum takes place, when the distribution
{r±} also concurs with {p±} = {q±}, i.e. u = v. Com-
bining the latter with (40) gives u = v = 1/
√
3. The
Re´nyi α-entropy of each of three probability distributions
is equal to
R˜α =
1
1− α ln
{(
1 + 1/
√
3
2
)α
+
(
1− 1/√3
2
)α}
.
(41)
This hint is fruitful in the case of Tsallis’ entropies [32].
It can be adapted for the Re´nyi case as well.
Theorem 2 Let qubit state be described by the ket |ψ〉.
For all α ∈ (0; 1], the entropic sum obeys
Rα
(
σx|ψ
)
+Rα
(
σy|ψ
)
+Rα
(
σz|ψ
) ≤ 3 R˜α . (42)
Equality holds if and only if the three probability distri-
butions are all, up to swapping, the pair
(
1± 1/√3) /2.
Proof. We again assume α ∈ (0; 1), since the case of
the Shannon entropy was fully analyzed in theorem 5 of
[32]. Using the probabilities (39), we rewrite the product
(15) in the form
F˜α(u, v) = 2
−3αgα(u) gα(v)
2 . (43)
When τ ∈ [0;pi/4], the variables u and v lie in the interval
[0; 1]. The function (43) should be maximized in this
interval under the condition (40). By (40), we have that
du/dv = −2v/u. Differentiating (43) with respect to v,
we then obtain
2−3α
(
−2v
u
g′α(u) gα(v)
2 + 2gα(u) gα(v) g
′
α(v)
)
= 2αvF˜α(u, v)
(
fα(u)
gα(u)
− fα(v)
gα(v)
)
. (44)
0.6
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FIG. 1: The upper bounds A(α) and B(α) as functions of α.
We used here that u−1g′α(u) = −αfα(u) due to (23) and
(24). As was already shown, the ratio fα(u)/gα(u) is
monotonically increasing function of u ∈ [0; 1]. So, the
derivative (44) vanishes only for u = v. Together with
(40), we get u = v = 1/
√
3. For v < 1/
√
3 < u, the
derivative (44) is strictly positive; for u < 1/
√
3 < v, the
derivative (44) is strictly negative. At the point u = v =
1/
√
3, therefore, the function (43) reaches its conditional
maximum
max F˜α =
(
2−αgα
(
1/
√
3
))3
. (45)
Combining this with (16) completes the proof. 
In the case of pure measured state, the statement of
Theorem 2 gives tight upper bounds on the entropic sum
for all real α ∈ (0; 1]. Note that these bounds can be
motivated by some plausible reasons. Let us consider the
entropic value, which is averaged over the individual ones.
It is also useful to rescale each entropy by its maximal
possible value ln 2. Combining (18) and (42), we finally
obtain
2
3
≤ 1
3 ln 2
∑
ν=x,y,z
Rα
(
σν |ψ
) ≤ B(α) = R˜α
ln 2
. (46)
These bounds hold for α ∈ (0; 1] and arbitrary pure state
|ψ〉 of qubit. The lower and upper bounds of (46) are
both tight in the sense that they are reached under the
certain conditions for equality. In the paper [32], we have
derived the bounds with Tsallis’ entropies. Denoting
H˜α =
1
1− α
{(
1 + 1/
√
3
2
)α
+
(
1− 1/√3
2
)α
− 1
}
,
(47)
for real α ∈ (0; 1] and integer α ≥ 2 we have
2
3
≤ 1
3 lnα(2)
∑
ν=x,y,z
Hα
(
σν |ψ
) ≤ A(α) = H˜α
lnα(2)
. (48)
6In both the Tsallis and Re´nyi cases, the lower bound
on the rescaled average α-entropy is equal to 2/3. It is
instructive to compare the corresponding upper bounds
A(α) and B(α). On Fig. 1, these bounds are shown as
functions of α ∈ (0; 1]. The upper bounds A(α) and B(α)
are very close to each other, though A(α) < B(α) for all
α ∈ (0; 1). The difference between them does not exceed
2.5% in a relative scale. Although the value α = 0 itself
is not considered, we have A(α)→ 1− and B(α)→ 1− in
the limit α → 0+. In the case α = 1, we obtain A(1) =
B(1) ≈ 0.744. At the constant lower bound, the upper
bounds A(α) and B(α) monotonically decreases with α.
So, the bands are reducing with growth of α. A width of
the corresponding band may be interpreted as a measure
of sensitivity in quantifying the complementarity. From
this viewpoint, there is no significant distinction between
the Tsallis and Re´nyi formulations for α ∈ (0; 1). In
particular problems, we often have specific reasons for
choosing an appropriate entropic measure.
V. CONCLUSIONS
We have examined uncertainty and certainty rela-
tions for the Pauli observables in terms of the Re´nyi α-
entropies of order α ∈ (0; 1]. These relations are respec-
tively formulated as lower and upper bounds on the sum
of three α-entropies. The bounds are tight in the sense
that they can certainly be saturated. Explicit conditions
for equality are obtained as well. As the Renyi α-entropy
is a non-increasing function of α, the lower bounds for
α ∈ (0; 1] could be derived from the previous results on
the Shannon entropies. However, conditions for equal-
ity cannot be obtained in this way. In the case of pure
measured states, tight upper bounds on the sum of three
Re´nyi’s entropies are further derived. We also discussed
the interval, in which the rescaled average Re´nyi entropy
of order α ∈ (0; 1] ranges in the pure-state case. This
interval has been compared with the Tsallis formulation.
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