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Abstract
The introduction of the false discovery rate (FDR) by Benjamini
and Hochberg has spurred a great interest in developing methodolo-
gies to control the FDR in various settings. The majority of existing
approaches, however, address the FDR control for the case where an
appropriate univariate test statistic is available. Modern hypothesis
testing and data integration applications, on the other hand, routinely
involve multivariate test statistics. The goal, in such settings, is to
combine the evidence for each hypothesis and achieve greater power,
while controlling the number of false discoveries. This paper considers
data-adaptive methods for constructing nested rejection regions based
on multivariate test statistics (z-values). It is proved that the FDR
can be controlled for appropriately constructed rejection regions, even
when the regions depend on data and are hence random. This flexi-
bility is then exploited to develop optimal multiple comparison proce-
dures in higher dimensions, where the distribution of non-null z-values
is unknown. Results are illustrated using simulated and real data.
Keywords: False discovery rate, Multivariate z-value, Random nested
rejection regions, High-dimensional statistics
1 Introduction
Multiple hypothesis testing is a fundamental problem in many new scientific
applications involving Big Data, from genomics and neuroscience to astron-
omy and finance. The false discovery rate (FDR) control, introduced in
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Benjamini and Hochberg’s seminal paper [5], is one of the most important
methodological developments in multiple hypothesis testing. To control the
FDR at a predetermined level α, Benjamini and Hochberg (BH) proposed a
step-down procedure based on ranked p-values. The procedure was initially
developed under the assumption that the n0 null hypotheses are indepen-
dent of each other and are also independent of the n1 non-null hypotheses;
nonetheless, it continues to control the FDR if the n = n0 + n1 hypotheses
are positively dependent; see, e.g., Benjamini and Yekutieli [7] for additional
details.
A potential drawback of the BH procedure is that it controls the FDR
at the level (n0/n)α and is hence conservative. A number of authors, in-
cluding, Benjamini and Hochberg [6], Storey et al. [20], Benjamini et al. [8]
and Gavrilov et al. [13], have thus proposed modifications of the BH proce-
dure for more efficient multiple testing by estimating n0. These ‘BH-type’
procedures primarily focus on better control of the FDR, but their efficiency
has not been formally investigated. In particular, while they guarantee the
control of FDR = E(V/R), for V and R defined in Table 1, they do not
provide any guarantees on the false negative rate FNR = E (T/(n−R)).
As an alternative to controlling the FDR based on p-values, a number
of authors have advocated the use of test statistics, or z-values. Efron [12]
introduced the control of local false discovery rate (Lfdr), which facilitates
the calculation of size and power in large-scale testing problems. Consider
a two component mixture model f(z) = π0f0(z) + π1f1(z), in which f0 and
f1 are densities of z-values under the null and non-null hypotheses; for each
1 ≤ i ≤ n, H0,i is then true with probability π0 and false with probability
π1 = 1 − π0. For z-values Z1, Z2, . . . , Zn corresponding to the H0,i, Efron
defined the Lfdr as
Lfdr(z) = P (H0,i is true | Zi = z) =
π0f0(z)
f(z)
,
and proposed to reject Hi,0 whenever Lfdr(Zi) does not exceed a threshold
λ > 0.
Table 1: Possible outcomes in multiple hypothesis testing problems.
Decisions
Truth Not rejected Rejected Total
Null U V n0
Non-Null T S n1
Total n−R R n
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As yet another alternative to the FDR, Sun and Cai [21] and Xie et al.
[23] developed adaptive multiple testing procedures based on z-values and
showed that their procedure is optimal in the sense that it minimizes the
empirical false negative rate, mFNR = E(T )/E(n−R), while controlling the
empirical false discovery rate, mFDR = E(V )/E(R); see Table 1. Let F0(z),
F1(z) and F (z) be cumulative density functions (cdf’s) corresponding to
f0(z), f1(z) and f(z), respectively. Alternatively, mFDR can then be defined
as the posterior probability of a case being null given that its z-value Zi is
less than some cutoff z,
mFDR(z) = P(H0,i is true | Zi ≤ z) =
π0F0(z)
F (z)
.
It can thus be seen that mFDR and Lfdr are analytically related:
mFDR(z) =
∫ z
−∞
Lfdr(u)f(u)du
/∫ z
−∞
f(u)du = E [Lfdr(Z) | Z ≤ z] .
Genovese and Wasserman [14] showed that for independent hypothe-
ses, mFDR (mFNR) and FDR (FNR) are asymptotically equivalent, in the
sense that mFDR = FDR+O(n−1/2). Thus, the procedure of Sun and Cai
asymptotically controls the FDR. However, procedures based on z-values
may not provide exact FDR control at a given level α.
Despite significant progress in multiple hypothesis testing, existing ap-
proaches are mainly suitable for univariate hypotheses, i.e., for testing multi-
ple univariate p- or z-values. Increasingly, however, multivariate, and poten-
tially high-dimensional, evidence is available for each hypothesis. A prime
example of such applications arises in data integration for high-throughput
biology: As new high-throughput technologies emerge, biomedical scientists
now collect multiple types of data on various aspects of cellular function, in-
cluding DNA variants, copy number variation, DNA methylation, mRNA ex-
pression and abundances of proteins and metabolites. The Cancer Genome
Atlas (TCGA) [3], the ENCODE project [1] and the Genotype-Tissue Ex-
pression (GTEx) project [2] are just a few examples of massive efforts to
collect diverse high-throughput data in order to accelerate scientific discov-
eries. The hope, in these and other projects, is to delineate cellular functions
and mechanisms of disease initiation and progression by integrating the ev-
idence from diverse high-throughput data.
A key step in ensuring the reproducibility of findings from testing many
multivariate hypotheses is controlling the number of false discoveries. How-
ever, when d > 1, there is no unique way to rank multivariate hypotheses
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Table 2: Estimated FDR and FNR for method of Sun and Cai [21] (SC)
and the oracle method in high dimensions. As the dimension d increases,
SC fails to control the FDR at the pre-specified level of 10%.
d SC FDR Oracle FDR SC FNR Oracle FNR
2 0.11 0.10 0.13 0.13
3 0.14 0.10 0.12 0.12
4 0.20 0.10 0.09 0.06
5 0.40 0.10 0.09 0.03
6 0.52 0.10 0.07 0.02
7 0.66 0.10 0.08 0.02
8 0.73 0.10 0.08 0.07
9 0.76 0.10 0.04 0.00
10 0.79 0.10 0.04 0.00
11 0.80 0.10 0.01 0.01
12 0.80 0.10 0.01 0.00
13 0.80 0.10 0.00 0.00
14 0.80 0.10 0.01 0.00
15 0.80 0.10 0.05 0.00
tests based on p-values, which is necessary for applying BH-type procedures.
It is therefore not clear how to use BH-type procedures in order to control
the FDR in multivariate settings. On the other hand, methods based on
mixture model and density estimation can, in principal, be applied when
d > 1. An early attempt to control the FDR in the multivariate setting was
the proposal of Ploner et al. [18], who tried to generalize Efron’s Lfdr as a
function of multivariate z-values. They proposed to estimate f0, f1 and π0
and then construct a local FDR function for rejecting d = 2 dimensional
hypotheses. However, Efron’s method assumes that Lfdr(z) decreases as |z|
becomes larger. Under this assumption, FDR(z) is smaller than Lfdr(z),
so controlling the Lfdr also controls the FDR. For instance, if f(i) is the
standard normal density, then the family of densities {f(i)(z − µ) : µ ∈ R}
has the monotone decreasing local FDR property (see, e.g., [21] for more de-
tails). Therefore, in this case, controlling the Lfdr(z) at any level guarantees
that the FDR does not exceed that threshold. However, in many cases, for
instance when f(i) have heavy tails or multiple modes, Lfdr(z) is no longer
monotone decreasing. In such settings, the methods based on Lfdr, e.g. [12]
and [18], are not guaranteed to control the FDR.
Another option for multivariate FDR control is the proposal of Sun and Cai
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(SC), which requires estimation of the multivariate densities, f0 and f1, as
well as the proportion of null hypotheses π0. Unfortunately, density es-
timation becomes increasingly difficult as the dimension d increases. For
instance, multivariate kernel density estimation is challenging when d > 5,
the best possible (minimax) rate of mean-squared error of kernel density
estimation is O(n−4/(4+d)) [19]. This bound underscores the “curse of di-
mensionality” when d is large. As a result, the asymptotic FDR control of
Sun and Cai’s method becomes invalid when d is large. Table 2 illustrates
the inability of the SC method to control the FDR in multivariate settings in
comparison to an oracle procedure, which assumes that f1 and π0 are known.
Here, n = 10000 z-values are generated from a mixture of Gaussians with
π0 = 0.8; the null hypotheses are independent standard normals, and the
alternative hypotheses have a Gaussian density with a random covariance
matrix and mean vector of length one. Since estimating π0 in high dimen-
sions is not straightforward (for instance the method of Jin and Cai [15] is
not applicable), in this simulation, we have used the true value of π0 = 0.8.
The results clearly show that even for moderate dimensions, e.g. when d = 3
or 4, SC fails to control the FDR at the nominal level of α = 0.10.
An alternative to FDR control for multivariate hypotheses is to combine
the evidence from the d-variate hypotheses into a single summary measure.
For instance, one can apply the Fisher’s transformation for combining the
d p-values corresponding to each test of hypothesis to obtain a single p-
value. BH-type methods can then be used to control the FDR using the
resulting univariate p-value. However, the validity of such summaries often
relies on strong assumptions. Moreover, as we will show in Section 5.1 such
approaches can also be inefficient.
In this paper, we propose a new procedure that overcomes the shortcom-
ings of existing approaches for controlling the FDR in multivariate settings.
The proposed procedure utilizes a stepwise rejection strategy to achieve ex-
act FDR control, and is thus a BH-type procedure. However, our approach
is based on test statistics, or z-values. To achieve FDR control for arbi-
trary d, at each step of the procedure, we use not the entire data, but the
part corresponding to previously rejected hypotheses. In other words, once a
hypothesis is rejected, we use its z-value to improve our estimate of the non-
null distribution, and consequently the likelihood ratio statistics for other
hypotheses. To show that the proposed procedure achieves exact control
of the FDR, we first present a new proof for the BH step-down procedure.
The new proof uses techniques from stochastic calculus and is amenable to
higher dimensions. It also allows us to use random data-driven rejection
regions. The key to controlling the FDR using this new procedure is that,
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in each step, we are not allowed to change our decision about previously
rejected hypotheses, nor to use the z-values corresponding to hypotheses
that are not yet rejected. Fortunately, since hypotheses are rejected accord-
ing to their (estimated) likelihood ratio statistics, the previously rejected
z-values contain the most information about the non-null distribution. We
are thus able to achieve asymptotically optimal multiple hypothesis testing
in high dimensions. Throughout the paper, we formulate our procedure and
results in terms of more geometric notions of rejection regions rather than
the ultimate univariate test statistic. However, these formulations become
equivalent when the regions are level sets of d-dimensional test statistics.
The rest of the paper is organized as follows. In Section 2, we present
our new proof of the BH step-down procedure. Using this result, in Sec-
tion 3 we establish exact FDR control in higher dimensions. In Section 4,
we first present an oracle decision rule for multivariate hypothesis testing
assuming that the non-null distribution f1 is known. The generalization of
this approach to the settings where f1 is estimated is presented Section 4.1.
The results of applying the proposed procedure to simulated and real data
examples, as well as comparisons to existing approaches are presented in
Sections 5.1 and 5.2, respectively. We conclude the paper with a discussion
in Section 6.
2 A New Proof for Step-Down BH Procedure
Let H1, . . . ,Hn be n null hypotheses and p1, . . . , pn be their corresponding
p-values with pi ∼ Unif[0, 1] whenever the ith null hypothesis is true. We
assume that pi’s corresponding to null hypotheses are independent of each
other and also independent of the p-values of non-null hypotheses. Let p(1) ≤
. . . ≤ p(n) be the ordered p-values, and H(1), . . . ,H(n) be their corresponding
hypotheses.
Consider the following empirical processes
at = #{null pi : pi ≤ t},
bt = #{non-null pi : pi ≤ t},
rt = at + bt.
The false discovery proportion (FDP) and false discovery rate (FDR) can
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then be defined as
FDP(t) =
at
rt ∨ 1
,
FDR(t) = E
[
at
rt ∨ 1
]
.
The step-down BH procedure rejects the hypotheses H(1), . . . ,H(isd), where
isd = max{i : p(i) ≤ τsd}, with τsd = inf
{
t : rt ≤
nt
q
}
, (1)
and accepts the rest. Here q is a user-specified “error” rate, or more precisely,
the desired level of FDR control. Benjamini and Hochberg [5] showed that
the step-down BH procedure controls the FDR at the level q.
We next present an alternative proof for the step-down BH procedure,
using tools from stochastic calculus. Using the new proof, in Section 3 we
generalize the BH procedure to multivariate hypotheses. An important fea-
ture of the new proof is that it allows the rejection region to be random and
to vary depending on the previously rejected hypotheses. This property will
prove particularly useful in the development of FDR controlling procedures
for multivariate hypothesis testing in Sections 3 and the proposed optimal
procedure in Sections 4.
Theorem 1. If the p-values corresponding to null hypotheses are inde-
pendent of other p-values, then the step-down BH algorithm (1), denoted
BHsd(qr), controls the FDR at the level q, i.e.,
E
[
aτsd
rτsd
]
≤ π0q ≤ q. (2)
Proof. By the definition of τsd in (1), the statement (2) is equivalent to
E
[
aτsd
rτsd
]
= E
[
q
n
aτsd
τsd
]
≤ q.
However, rt = at+bt ≤
nt
q
, and thus, at ≤
nt
q
−bt. Given that bt is indepen-
dent of at, it suffices to show that E
[
aτsd
rτsd
| bt
]
≤ q. We can thus assume,
without loss of generality, that bt is an arbitrary deterministic process.
Now, let aˆt = at−n0t, where n0 is the number of null hypotheses. Then,
τsd can be redefined as
τsd = inf
{
t : aˆt ≤
nt
q
− bt − n0t
}
.
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We can then write
E
[
aτsd
rτsd
]
= E
[
q
n
aτsd
τsd
]
≤ E
[
q
n0
aτsd
τsd
]
≤ q.
Equivalently,
E
[
1
n0
aτsd
τsd
]
≤ 1, or, E
[
aˆτsd
τsd
]
≤ 0.
The statement of the theorem now follows by the following property of the
process aˆt, established in Lemma 2.
Lemma 2. Let aˆt be a process as defined above and g be an arbitrary de-
terministic function. For a stopping time τ defined as
τ = inf {t : aˆt ≤ g(t)},
we have
E
[
aˆτ
τ
]
≤ 0. (3)
Proof of Lemma 2. We first prove that E
[
aˆτ
τ + ǫ
]
≤ 0. Note that
aˆτ
τ + ǫ
=
∫ τ
0
1
s+ ǫ
daˆs −
∫ τ
0
aˆs
(s + ǫ)2
ds. (4)
Now, we claim that the process ηt defined as
dηs = daˆs +
aˆs
1− s
ds, (5)
is a martingale with respect to the filtration Fs = σ(au, u ≤ s). To prove
this claim, it suffices to show that E [ηt − ηs | Fs] = 0. But,
E [ηt − ηs | Fs] = E
[
aˆt − aˆs +
∫ t
s
aˆu
1− u
du | Fs
]
= E [aˆt − aˆs | Fs] +
∫ t
s
E [aˆu | Fs]
1− u
du.
(6)
It is then easy to see that the process aˆt satisfies
E [aˆt | Fs] =
1− t
1− s
aˆs,
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which is true because at − as is independent of Fs and has binomial distri-
bution B
(
n0 − as,
t− s
1− s
)
. The right-hand side of Equation (6) can thus
be written as
E[aˆt|Fs] =
s− t
1− s
aˆs +
∫ t
s
1−u
1−s aˆs
1− u
du = 0.
Now, substituting Equation (5) into Equation (4), we get
aˆτ
τ + ǫ
=
∫ τ
0
1
s+ ǫ
dηs −
∫ τ
0
aˆs
(s+ ǫ)(1− s)
ds −
∫ τ
0
aˆs
(s+ ǫ)2
ds
=
∫ τ
0
1
s+ ǫ
dηs −
∫ τ
0
1 + ǫ
(s+ ǫ)2(1− s)
aˆs ds.
Taking expectation, we obtain:
E
[
aˆτ
τ + ǫ
]
= E
[∫ τ
0
1
s+ ǫ
dηs
]
− E
[∫ τ
0
1 + ǫ
(s+ ǫ)2(1− s)
aˆs ds
]
. (7)
The first term in Equation (7) is an integral with respect to a martingale
and hence a martingale. Also, τ is a stopping time. So, by the optional
sampling theorem [17], the expectation vanishes. Thus,
E
[
aˆτ
τ + ǫ
]
= −E
[∫ τ
0
1 + ǫ
(s+ ǫ)2(1− s)
aˆs ds
]
.
From this we have
E
[∫ τ
0
1 + ǫ
(s+ ǫ)2(1− s)
aˆs ds
]
= E
[∫ ∞
0
1 + ǫ
(s+ ǫ)2(1− s)
aˆs1{s≤τ} ds
]
,
=
∫ ∞
0
1 + ǫ
(s+ ǫ)2(1− s)
E
[
aˆs1{s≤τ}
]
ds,
=
∫ ∞
0
(1 + ǫ)P (τ ≤ s)
(s + ǫ)2(1− s)
E [aˆs|s ≤ τ ] ds.
However, t ≤ τ means that aˆt ≥ g(t) for 0 ≤ s ≤ t and hence aˆs|{t ≤ τ} is
stochastically larger than aˆs. Thus, E [aˆs | t ≤ τ ] ≥ E [aˆs] = 0. To complete
the proof it is sufficient to use Fatou’s lemma:
E
[
aˆτ
τ
]
= E
[
lim inf
ǫ→ 0
aˆτ
τ + ǫ
]
≤ lim inf
ǫ→ 0
E
[
aˆτ
τ + ǫ
]
≤ 0.
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3 FDR Control for Multivariate z-Values
In this section, we extend the step-down BH procedure for multivariate test
statistics. The main difficulty in this case arises from the fact that in two, or
higher, dimensions we have many choices for enlarging the rejection region.
Thus, the original argument based on p-value rankings is not directly appli-
cable. We will prove that the control of FDR remains valid, even when the
method for enlarging the rejection region at each level is adapted to z-values
rejected prior to that level. This finding can help improve the power of the
test—i.e., reduce the FNR—since by observing previously rejected z-values,
which likely correspond to non-null hypotheses, we can better estimate the
non-null distribution and exploit this information to define the next rejec-
tion region more efficiently. An optimal algorithm based on this strategy is
presented in Section 4.
3.1 Step-Down BH Procedures in Higher Dimensions
For a given domain R ⊂ Rd, we define the following empirical processes
a(R) = #{null zi : zi ∈ R},
b(R) = #{non null zi : zi ∈ R},
r(R) = a(R) + b(R).
Then,
FDP(R) =
a(R)
r(R) ∨ 1
,
FDR(R) = E
[
a(R)
r(R) ∨ 1
]
.
We now present a formal definition of the new step-down procedure.
Definition 1. Let FR = σ
(
1{zi∈B} : B ⊂ R, i = 1, . . . , n
)
for all R ⊂ Rd.
An adaptive step-down BH algorithm is a family of increasing stopping sets
{Rt}0≤t≤1 satisfying the following conditions
1. for s ≤ t we have Rs ⊂ Rt;
2. F0(Rt) = t;
3. ∀A ⊂ Rd , {ω : Rt(ω) ⊂ A} ∈ FA.
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R: Rejection Domain
Figure 1: Illustration of adaptive rejection domains; the shaded area R
represents the rejection domain, circles represent null z-values and squares
represent alternative hypotheses z-values.
Definition 1 requires that the rejection regions form a family of increasing
stopping sets developed based on previously rejected hypotheses. For the
family of increasing stopping sets in Definition 1, our proposed generalized
step-down BH method reject all z-value in Rτ , where
τ = inf
{
t : r(Rt) ≤
nt
q
}
. (8)
We next show that, for any error rate q, the proposed generalized BH pro-
cedure with the threshold defined in (8) controls the FDR at the level q.
Theorem 3. If the z-values corresponding to null hypotheses are indepen-
dent of other z-values, then the generalized step-down BH algorithm controls
the false discovery rate at q,
E
[
a(Rτ )
r(Rτ )
]
≤ π0q ≤ q. (9)
Proof. First note that τ is a stopping time with respect to the filtration
Ft = σ(1{zi∈Rs}, s ≤ t). Similar to Section 2, we can rewrite τ as
τ = inf
{
t : a(Rt) ≤
nt
q
− b(Rt)︸ ︷︷ ︸
g(t)
}
.
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Figure 2: Illustration of the family of increasing nested rejection regions
(Rt)0≤t≤1; the rejection regions are constructed based on previously rejected
z-values and are not restricted to have similar shapes.
If we define aˆ(Rt) = a(Rt) − n0F0(t), then the assertion of Theorem 3 is
equivalent to
E
[
a(Rτ )
r(τ)
]
= E
[
q
n
a(Rτ )
F0(τ)
]
≤ E
[
q
n0
a(Rτ )
F0(τ)
]
≤ q,
which is, in turn, equivalent to
E
[
1
n0
a(Rτ )
F0(τ)
]
≤ 1⇐⇒ E
[
aˆ(Rτ )
F0(τ)
]
≤ 0⇐⇒ E
[
aˆ(Rτ )
τ
]
≤ 0.
Now, since the null z-values are independent and Rs is a stopping set,
a(Rt)− a(Rs) has a binomial distribution B
(
n0 − a(Rs),
t− s
1− s
)
. Thus,
E [a(Rt)|Fs] = a(Rs) + (n0 − a(Rs))
t− s
1 − s
=
1− t
1− s
a(Rs) +
t− s
1− s
n0.
Given the above equation, and as in the proof of Lemma 2, we conclude that
ηt = a(Rt)−
∫ t
0
n0 − a(Rs)
1− s
ds (10)
is an Fs-martingale. The rest of the proof is exactly the same as the proof
of Theorem 1.
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4 Oracle Decision Rule for Multivariate Hypoth-
esis Testing
In this section, we construct an oracle decision rule based on nested rejection
regions for multiple testing in multivariate settings. Inspired by the com-
pound decision rule framework of [21], we first develop an optimal oracle
procedure in Theorem 4. Then, in Section 4.1, we propose a nested rejec-
tion region algorithm that approximates the oracle rejection rule; we show
that our algorithm is asymptotically optimal under weak conditions.
Consider n hypotheses Hi, i = 1, . . . , n. Denote by θi the significance
indicator for the ith hypotheses: θi is 0 if the i
th null hypothesis is true and
1 otherwise. Throughout this section, we assume that θ1,. . . ,θn are indepen-
dent and identically distributed Bernoulli variables with success probability
π1 = 1 − π0. The proposed procedure can be generalized to the setting of
Markov random fields, as in Sun and Cai [22]. However, such extensions are
beyond the scope of the current manuscript and is left to future research.
Let Z = (Z1, . . . , Zn) be an independent sequence of test statistics for the
n hypotheses Hi with the following density,
f(Zi = z|θi = k) ∼ fk(z) for k = 0, 1 and i = 1, . . . , n. (11)
Our goal is to construct a multiple testing procedure, based on a realiza-
tion z = (z1, . . . , zm), which achieves the maximum number of rejected
hypothesis, while controlling the FDR at a pre-specified level q. In the next
theorem, we assume that the value of π0 and density function f1 are known.
Under these assumptions, part 1 of Theorem 4 characterizes an optimal set
S in terms of Lfdr with optimal power, while controlling the FDR at the
level q. Parts 2 and 3 then establish the existence of such a set, whereas
part 4 shows that the set S can be obtained by a family of increasing nested
stopping sets, defined in Section 3.1. The last part of the theorem provides
a specific recipe for constructing optimal rejection region S. Specifically,
it shows that the optimal set S can be constructed by applying the BH
procedure to the nested regions constructed based on parts 2-4.
Theorem 4. The following hold for a multiple testing problem with n in-
dependent hypotheses represented by d-dimensional test statistics zi, i =
1, . . . , n from the mixture distribution (11).
1. For a given q if there exists an l such that the set S = {x : Lfdr(x) < l}
satisfies
π0
∫
S
f0(x)dx = q
∫
S
f(x)dx,
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then for any other rejection set T such that
∫
T π0f0(x)dx ≤ q
∫
T f(x)dx,∫
T
f1(x)dx ≤
∫
S
f1(x)dx.
2. If inf(Lfdr(x)) > q, then for any set U with positive Lebesgue measure
µ, ∫
U
π0f0(x)dx > q
∫
U
f(x)dx.
3. If f is an analytic function and there exists an x such that Lfdr(x) < q,
then the optimal set S described in 1 exists.
4. Under the conditions of part 3, there exists an increasing sequence of
nested stopping sets {Ωt}
1
t=0 that satisfy the requirements of Defini-
tion 1, and for which Ωt = {x : Lfdr(x) < lt}.
5. Let τABHn be the stopping index resulting from applying the adaptive
BH procedure of Section 3, i.e.,
τABHn = argmin
t
{
q ≤
π0F0(Ωt)
Fˆ (Ωt)
}
.
Further, let τ be the index from part 4 such S = Ωτ . Then, as n−→∞,
τABHn
p
−→ τ .
Proof of Theorem 4.
1. The proof of part 1 is similar to proof of Theorem 2.1 in Jin and Zhao
[16] with slight modifications.
First note that since Lfdr(x) is a monotone decreasing function of the
likelihood ratio, h(x) = f1(x)f0(x) . Thus, the set S can be obtained by
thresholding h(x) at some level l′. Now, for any set T, the definition
of S implies that
(1S − 1T )(f1(x)− l
′f0(x)) ≥ 0.
Let α(S) =
∫
S f0 and β(S) =
∫
S f1 be the type I error and the power
of the test based on the rejection region S. Define α(T ) and β(T )
similarly. Then
0 ≤
∫
(1S − 1T )(f1(x)− l
′f0(x))dx = β(S)− β(T ) + l
′(α(T )− α(S)).
(12)
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But for any set T satisfying the requirements of the theorem,
π0
∫
T
f0(x)− q
∫
T
f(x)dx ≤ 0 = π0
∫
S
f0(x)− q
∫
S
f(x)dx.
Equivalently, (1 − q)π0(α(T ) − α(S)) ≤ q(1 − π0)(β(T ) − β(S)) or
q′(α(T ) − α(S)) ≤ β(T ) − β(S), where q′ = (1−q)π0q(1−π0) . Combining this
with Equation (12), we get
(l′ − q′)(β(T ) − β(S)) > 0.
Since π0
∫
S f0(x)dx = q
∫
S f(x)dx, then q
′
∫
S f0(x) =
∫
S f1(x) < l
′
∫
S f0(x).
Consequently, l′ − q′ > 0, which implies that β(S) ≥ β(T ). This com-
pletes the proof.
2. If inf(Lfdr(x)) > q then for any x ∈ U we have π0f0(x) − qf(x) > 0.
Now, since U has a positive measure and
U =
⋃
k≥1
Uk, where Uk =
{
x ∈ U : π0f0(x)− qf(x) >
1
k
}
,
there exists some k for which µ(Uk) is positive. We then have∫
Uk
π0f0(x)−qf(x) dx ≥
∫
U
π0f0(x)−qf(x) dx >
∫
Uk
1
k
dµ =
µ(Uk)
k
> 0,
as desired.
3. Let Ωλ := {x : Lfdr(x) < λ}. We assert that the function g : R −→
R, g(λ) := F0(Ωλ) is continuous. It is sufficient to prove that for
any monotone sequence λk converging to λ, g(λk) −→ g(λ). Assume
g(λk) 9 g(λ). We consider two cases. First, assume λk ր λ. Then,
∞⋃
k=1
Ωλk \Ωλ = ∅. Hence F0(Ωλ \Ωλn) −→ 0, implying that g(λn) −→
g(λ). Next, suppose λk ց λ. Then,
∞⋂
i=1
Ωλn \ Ωλ = Ω
λ, where Ωλ :=
{x : Lfdr(x) = λ}. Therefore, if g(λk) 9 g(λ) then F0(Ω
λ) 6= 0. But
each non-zero empty set has a dense point. Therefore, there exists a
sequence (xj)
∞
j=0 ∈ Ω
λ, such that xj −→ x. We next show that all
derivatives of Lfdr at point x are zero. First, note that
d
dx
Lfdr(x) = lim
xj→x
Lfdr(xj)− Lfdr(x)
xj − x
=
λ− λ
xj − x
= 0. (13)
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Thus, (13) implies that first derivative of Lfdr at x is zero. Higher
derivatives can also be computed using the same formula, based only
on the values of the function. Thus, all derivatives of Lfdr are zero.
However, by the assumption, Lfdr is an analytic function. Now, by the
Taylor expansion of Lfdr at point x, we obtain that Lfdr is constant,
which is a contradiction. Thus, g is continuous. A similar argument
shows that g(λ) := F (Ωλ) is also continuous.
We next characterize the optimal set S. Let g(λ) = π0
∫
Ωλ
f0(x)dx −
q
∫
Ωλ
dF (x) . Then, g(λ) is continuous. Moreover, because inf(Lfdr(x)) >
q, if λ < q then ∀x ∈ Ωλ,
π0f0(x) < λf(x)⇒ π0F0(Ωλ) < λF (Ωλ) < qF (Ωλ)⇒ g(λ) < 0.
Suppose, without loss of generality, that π0 > q. (If π0 < q, we
can reject all of the hypotheses.) Now, let α = sup(Lfdr(x)). Then,
g(α) = π0 − q > 0. Thus, by the mean value theorem, there exists
some µ such that πF0(Ωτ ) = qF (Ωτ ). This completes the proof.
4. Note that F0(Ωλ) is a continuous and increasing function with respect
to λ. Let Ω0 = ∅. We can then find a function α : [0, 1] −→ R
+ such
that F0(Ωα(t)) = t. Setting Rt = Ωα(t) then gives a family of nested
rejection region {Rt}
1
t=0 satisfying the requirements of Definition 1.
5. Let Fˆn(Ωλ) =
1
n
n∑
i=1
I(zi ∈ Ωλ) be the empirical distribution function.
Then, by Dvoretzky-Kiefer-Wolfowitz inequality (DKW) [11],
P
(
sup
t∈[0,1]
|Fˆn(Ωλ)− F (Ωλ)| > ǫ
)
≤ e−2nǫ
2
.
Let ǫn = n
− 1
3 . Then, for sufficiently large n, with high probability
F (Ωλ)−ǫn < Fˆn(Ωλ) < F (Ωλ)+ǫn. Let τ
±
n be the solution of equation
π0F0(Ωt) = qF (Ωt) ± ǫn. Because the function g(t) =
π0F0(Ωt)
qF (Ωt)
is
monotone increasing with respect to t, we have
τ−n < τ
ABH
n < τ
+
n .
We assert that τ+n converges to τ . Since τ
+
n ∈ [0, 1] if the sequence
diverges, then there exists at least two subsequences {τ+1,n}
∞
n=1 and
{τ+2,n}
∞
n=1 converging to, say, τ
+
1 and τ
+
2 , respectively. But g(t) is
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one to one and g(τ+1 ) = g(τ
+
2 ) = g(τ) = q. Thus, τ
+
1 = τ
+
2 = τ ,
which implies that τ+ → τ . By a similar argument, τ− → τ . Thus,
τABHn → τ , as desired.
Theorem 4 shows that an optimal multiple testing strategy can be ob-
tained using a family of nested rejection regions. Importantly, the theorem
establishes that instead of searching over all possible rejection regions in Rd,
one only needs to search over the collection of sets Ωt in order to find opti-
mal rejection set. However, Theorem 4 assumes that f1 and π0 are known.
We relax this assumption in the next section.
4.1 Approximation of the Oracle Procedure
In Theorem 4, we proved that given the density f1 of alternative hypotheses
and the proportion of null hypotheses π0, the adaptive BH algorithm of
Section 3 converges to the optimal rejection set, as n → ∞. However, in
practice, f1 and π0 are often unknown. The oracle procedure of Theorem 4 is
hence not directly applicable. In Algorithm 1 we propose an approximation
to the oracle procedure of Theorem 4 without assuming that f1 and π0 are
known. For this algorithm, we have:
Theorem 5. Let Ωˆ be the rejection region obtained from Algorithm 1 for
an analytic density function f . Then as n→∞, Ωˆ converges in probability
to some Ωτ ∈ {Ωt}
1
t=0.
Before presenting the proof of Theorem 5, we comment on two aspects of
Algorithm 1, which distinguish it from the oracle procedure of Theorem 4.
First, in this algorithm f1 is assumed to be unknown and is estimated from
data. The algorithm builds nested rejection regions (NR) by enlarging the
rejection region in each step until the stopping criterion is met. Ideally f1
should be estimated from all data points. In that case, a natural solution
would be to estimate f1, or alternatively f , using a kernel density estimator.
However, the construction of adaptive rejection regions in Definition 1 pre-
vents us from using all z-values; instead, we are restricted to using only the
rejected z-values at each step of the algorithm. The algorithm thus needs
an initial rejection region. To this end, we propose to start by rejecting
hypotheses with far enough z-values, e.g. we choose the initial rejection do-
main to be the complement of a big ball centered at the origin that controls
the FDR at a level q′ ≪ q. The control of FDR by such a rejection region
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Algorithm 1 The Nested Rejection Region (NR) Algorithm
for Step-Down FDR Control in Multivariate Hypothesis Testing
Initialization:
– Set Ω = Ω0 the initial rejection region Ω0 = {z : ‖z‖ > λ} such
that F0(Ω0) = q
′ ≪ q.
– Reject z-value in Ω and let R = {zi : zi ∈ Ω}.
– Set FDR = q′.
while FDR ≤ q
1. Define fˆΩ(y) =
1
nh
∑
zi∈Ω
ω((y − zi)/h).
2. Reject z∗ and add to R where z∗ = argmaxzj
{
fˆΩ(zj)
f0(zi)
: zj /∈ R
}
.
3. Set Ωsearch =
{
z : fˆΩ(z)f0(z) >
fˆΩ(z
∗)
f0(z∗)
}
.
4. Set Ω = Ω ∪ Ωsearch.
5. Set FDR =
F0(Ω)
n−1 |R|
.
end while
then follows from the validity of the original BH procedure. As the algo-
rithm continues, the rejection region is refined by obtaining a more accurate
estimate of f . The main theorem in this section, Theorem 5, shows that if
we estimate f by applying a kernel density estimator to z-values in the re-
jection domain, and use fˆ/f0 as the test statistic for extending the rejection
domain, then the final rejection region from Algorithm 1 is asymptotically
optimal.
The second distinction between Algorithm 1 and the oracle procedure
of Theorem 4 concerns the knowledge of the proportion of null hypotheses
π0. In Theorem 4 the optimal rejection region was constructed by assuming
that π0 is known. As a result, the optimal rejection region S in Theorem 4
controls mFDR at the exact level q. However, π0 is often unavailable. The
procedure of Algorithm 1 thus follows the conservative BH approach and
(asymptotically) controls mFDR at the level π0q.
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Theorem 5 shows that the rejection set obtained from Algorithm 1 ap-
proximates the optimal rejection region in Theorem 4, but with mFDR con-
trolled at level π0q. More specifically, Theorem 5 shows that the rejection
region from Algorithm 1 converges to Ωτ ∈ {Ωλ : 0 ≤ λ ≤ 1} introduced in
Theorem 4. Each member of this one-parameter family is uniquely charac-
terized by the control level of mFDR. For the rejection region Ωˆ selected by
Algorithm 1, we have
lim
n→∞
F0(Ωˆ)
n−1 |R|
= π0q.
However, Theorem 5 states that, as n→∞,
F0(Ωˆ)
n−1 |R|
−→
F0(Ωτ )
F (Ωτ )
,
for some τ . Thus, Ωτ satisfies the requirements of Theorem 4, and in partic-
ular, satisfies the requirement of part 1 of Theorem 4 at the (conservative)
level π0q. This implies that Ωτ is optimal for FDR control in multivari-
ate hypotheses at the level π0q, which in turn, establishes the (asymptotic)
optimality of the rejection region from Algorithm 1.
We next give a proof of Theorem 5.
Proof of Theorem 5. Suppose there exits an initial rejecting set R0 contain-
ing z-values for alternative hypotheses, i.e., {zi :
f(zi)
f0(zi)
> c0 ≫ 1} ⊂ R0. Let
z(1), z(2), . . . , z(i),... be sorted z-values according to the step they are rejected
in Algorithm 1.
For each i defineRi to be the rejection region of the i
th step containing z-
value z(1), z(2), . . . , z(i). For this region, define the estimated density function
fˆRi(y) = (ih)
−1
∑
zk∈Ri
ω((y − zk)/h), where ω is an arbitrary kernel. Let
P
(n)
i = min
{
f(zj)
f0(zj)
: zj ∈ Ri
}
and Q
(n)
i = max
{
f(zj)
f0(zj)
: zj 6∈ Ri
}
. If Ri does
not converge to some Ωλ =
{
z : f(z)f0(z) > λ
}
, then for any n there exists an
ǫ such that Q
(n)
i − P
(n)
i > ǫ. We assert that the probability of this event
converges to zero for all i, i.e., P
(
maxi{Q
(n)
i − P
(n)
i } > ǫ
)
−→ 0 as n→∞.
For each z0 value, define Ωλz0 =
{
z : f(z)f0(z) >
f(z0)
f0(z0)
}
and let
f˜z0(y) =
1
|Ωλz0 |h
∑
zk∈Ωλz0
ω((y − zk)/h).
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Let i∗ = argmaxi
{
Q
(n)
i − P
(n)
i
}
. Define P = P
(n)
i∗ , Q = Q
(n)
i∗ and let zP and
zQ be the corresponding z-values. For these two z-values we have
f˜zQ(zQ)
f0(zQ)
≥
fˆzQ(zQ)
f0(zQ)
≥
fˆzP (zP )
f0(zP )
≥
f˜zP (zP )
f0(zP )
,
where f˜zQ is defined similarly as f˜z0 . Therefore,{
fˆzP (zP )
f0(zp)
−
fˆzQ(zQ)
f0(zQ)
> ǫ
}
⊆
{
f˜zP (zP )
f0(zp)
−
f˜zQ(zQ)
f0(zQ)
> ǫ
}
⊆
{
f˜zP (zP )
f0(zp)
−
f˜zQ(zQ)
f0(zQ)
> 0
}
.
Let ΩP =
{
z : f(z)f0(z) >
f(zP )
f0(zP )
}
and define ΩQ similarly. We can write
f˜zP (x) =
1
|ΩP |h
∑
z∈ΩP
ω((x− z)/h) =
1
|ΩP |
n∑
i=1
h−1ω((x− zi)/h)I{zi∈ΩP },
where random variables h−1ω((x− zi)/h)I{zi∈ΩP } are i.i.d. To complete the
proof, we need the following lemma.
Lemma 6. The expected value of f˜zP (x) at the point zP converges to
1
2f(zP ).
Proof of Lemma 6. At the point zP , consider the region ΩP =
{
z : f(z)f0(z) >
f(zP )
f0(zP )
}
.
Then,
E
[
f˜zP (x)
]
= E

 1
|ΩP |
∑
zi∈ΩP
1
h
ω((x− zi)/h)I{zi∈ΩP }


= E
[
1
h
ω((x− zi)/h)I{zi∈ΩP }
]
=
∫
ΩP
ω(u)f(zP + hu)du.
For an arbitrary kernel ω, we can choose a λ > 0 such that ω(u) < ǫ4 for
‖u‖ > λ. Then, by the Taylor expansion of the analytic density function f ,∫
ΩP
ω(u)f(zP + hu)du
=
∫
ΩP :‖u‖≤λ
ω(u)f(zP + hu)du+
∫
ΩP :‖u‖>λ
ω(u)f(zP + hu)du
<
∫
ΩP :‖u‖≤λ
ω(u)f(zP + hu)du+
ǫ
4
. (14)
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Let ω¯(u) = ω(u)I{‖u‖<λ} be the truncated kernel constructed above. By this
construction, ΩP :‖u‖≤λ is within the ball Bhλ(zP ) centered at zP with radius
hλ.
Let SP =
{
z : f(z)f0(z) = P
}
. Suppose, without loss of generality, that
∇ f(zp)f0(zp) 6= 0 on SP . Then, SP has an (n−1)-dimensional tangent plane TSP
at zP , and a one-dimensional orthogonal complement 〈∇
f(zp)
f0(zp)
〉 ⊂ Rn. To
calculate the integral in (14), we first estimate the region ΩP . Define the half
space ΩPT =
{
TSP + y∇
f(zp)
f0(zp)
: y ≥ 0
}
and let ΩPδ =
{
TSP ± y∇
f(zp)
f0(zp)
: 0 < y < δ
}
.
For δ = 2hλ, we have ΩPT \ Ω
P
δ ⊂ ΩP :‖u‖≤λ ⊂ Ω
P
T ∪ Ω
P
δ . Thus,∣∣∣∣∣
∫
ΩP :‖u‖≤λ
ω(u)f(zP + hu)du−
∫
ΩP
T
:‖u‖≤λ
ω(u)f(zP + hu)du
∣∣∣∣∣ <
∫
ΩP
δ
ω(u)f(zP+hu)du.
LetM and L be the maximum values of f and ω within the ball Bhλ(zP ).
Then, ∫
ΩP
δ
ω(u)f(zP + hu)du < ML
∫
Bhλ(zP )
du −→ 0 as h −→ 0.
Therefore, we can choose δ1 such that ∀h < δ1 :
∫
ΩP
δ
ω(u)f(zP +hu)du <
ǫ
4
.
On the other hand, using a Taylor expansion,∫
ΩP
T
:‖u‖≤λ
ω(u)f(zP + hu)du =
∫
ΩP
T
:‖u‖≤λ
ω(u)[f(zP ) + O(hu)]du
= f(zP )
∫
ΩP
T
ω(u)du+ O(h)−
∫
ΩP
T
:‖u‖>λ
ω(u)f(zP )du
=
1
2
f(zP )−
ǫ
4
+ O(h).
In the last equation, we can choose δ2 such that ∀h < δ2 : O(h) <
ǫ
4
. Hence
for ∀h < min{δ1, δ2} we have
∣∣∣∫ΩP ω(u)f(zP + hu)du− 12f(zp)∣∣∣ < ǫ, which
completes the proof.
We now proceed to complete the proof of the theorem. Given that
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1
2
f(zQ)
f0(zQ)
< 12
f(zP )
f0(zp)
, let l = 12
f(zQ)
f0(zQ)
− 12
f(zP )
f0(zp)
. Then, by Lemma 6,
P
(
f˜zQ(zQ)
f0(zQ)
−
f˜zP (zP )
f0(zp)
> 0
)
≤
P
({
f˜zQ(zQ)
f0(zQ)
>
1
2
fzQ(zQ)
f0(zQ)
+ l/2
}
∨
{
f˜zP (zP )
f0(zp)
<
1
2
fzP (zP )
f0(zp)
− l/2
})
≤
P
(
f˜zQ(zQ)
f0(zQ)
>
1
2
fzQ(zQ)
f0(zQ)
+ l/2
)
+ P
(
f˜zP (zP )
f0(zp)
<
1
2
fzP (zP )
f0(zp)
− l/2
)
.
We can thus write
P
(
f˜zQ(zQ)
f0(zQ)
>
1
2
f(zQ)
f0(zQ)
+ l/2 | Q is chosen
)
=
P
(
1
n
n∑
i=1
h−1ω((x− zi)/h)I{zi∈ΩP } >
1
2
f(zQ) + l1/2
)
, (15)
where l1 = lf0(zQ). Now consider a bandwidth h that satisfies h = O(1); for
instance suppose we use the optimal bandwidth h ∼ n−
d
d+4 for d dimensional
kernel density estimation. As discussed in the proof of Lemma 6, for every
ǫ ≈ h we can find a λ such that for the truncated kernel ω¯(u) = ω(u)I{‖u‖<λ}
in Lemma 6,
E[ω¯(x− zi/h)I{zi∈ΩP }] =
1
2
f(zQ) + O(h).
Now, let Xi = ω¯(x− zi/h)I{zi∈ΩP }. Then, by the Hoeffding’s inequality [10]
we can rewrite Equation (15) as
P
(
X¯ − E[X¯ ] > l2/2
)
≤ exp
(
−
nl22
2c
)
,
where l2 = l1 + O(h). Similarly, we have
P
(
f˜zP (zP )
f0(zP )
<
1
2
f(zP )
f0(zP )
− l2/2 | P is chosen
)
≤ exp
(
−
nl22
2c
)
.
We thus conclude
P
(
f˜zQ(zQ)
f0(zQ)
>
f˜zP (zP )
f0(zp)
)
≤
1
2
n(n− 1) exp
(
−
nl22
2c
)
,
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where 12n(n− 1) is an upper bound for the number of combinations that P
and Q can take. Therefore, as n → ∞, the above probability converges to
zero and the proof is complete.
5 Numerical Experiments
5.1 Simulation Studies
To evaluate the proposed nested region (NR) procedure, we compare its
performance with the SC method of Sun and Cai [21], the Fisher’s method
for combining p-values and an oracle procedure based on known f1 and π1.
We consider two simulation scenarios:
scenario 1 : for each hypothesis, the d-variate test statistics are gener-
ated independently;
scenario 2 : the d-variate test statistics are correlated.
In both settings, the proportion of null hypotheses is set to π0 = 0.8 and
FDR is controlled at q = 0.1 level. For n ∈ {1000, 2000, 5000, 10000} hy-
potheses, the mean of non-null hypotheses is set to µ = 2d−1/2.
In the first simulation scenario, data corresponding to each hypothesis
is generated independently, as N(µ, Id), where µ = 0 for null hypotheses
and µ = 2d−1/2 for non-null hypotheses. In other words, in this simulation
setting, data corresponding to the d dimensions of each of n hypotheses are
independent and the n hypotheses are also independent of each other.
In the second simulation scenario, data for each hypothesis is generated
from N(µ,Σd×d), where, as before, µ = 0 for null hypotheses and µ = 2d
−1/2
for non-null hypotheses. In each simulation instance, the same covariance
matrix Σd×d is used to generate the d-variate test statistics corresponding to
the each hypothesis; Σd×d was generated randomly using the rcorrmatrix
function in the clusterGeneration R-package with parameter alphad = 1.
In other words, in this simulation setting, the multivariate data for each
hypothesis are dependent, while the data for two different hypotheses are
independent of each other.
To apply NR and SC methods, we use the pdfCluster R-package [4] to
estimate the density of multivariate test statistics using a kernel of the form
fˆ(y) =
n∑
i=1

n d∏
j=1
hoptj

−1 d∏
j=1
K
(
yj − xi,j
hoptj
)
.
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In our simulations, the bandwidth for each dimension j is set to the asymp-
totically optimal bandwidth suggested in [9].
Table 4 and Figure 3 show the estimated FDR and FNR of various meth-
ods for simulation scenario 1. The estimated rates are based on averages
over over B = 1000 simulation replicates. Table 5 and Figure 4 show the
same estimates for simulation scenario 2.
In both scenarios, the SC method fails to control the FDR at the desired
level, especially as the dimension d increases. In scenario 1, the Fisher’s
method correctly controls the FDR. This is, of course, expected as the un-
derlying independence assumption of the Fisher’s method is satisfied in this
case. In simulation scenario 2, where the d-variate test statistics are no
longer independent, the Fisher’s method fails to control the FDR at the de-
sired level. In fact, the estimated FDR of the Fisher’s method is even worst
than SC in lower dimensions.
Table 3: The number of rejected hypotheses at various FDR cutoffs using the
Fisher’s method, the SC method [21] and the proposed NR (nested region)
method to the TCGA data. The number of rejected hypotheses using
FDR Adjustment Methods BH–mRNA BH–DNA
q NR Fisher SC expression methylation
0.05 52 42 98 16 28
0.1 129 57 167 32 60
0.15 195 86 224 39 101
Unlike the SC and the Fisher’s methods, the proposed NR method cor-
rectly controls the FDR in both simulation settings and for all values of
n and d. The FNR of the NR method is slightly higher than the oracle
procedure and the gap increases with d. This is due to the inefficiency of
kernel density estimation in higher dimensions. However, the FNR of the
NR method improves as the number of hypotheses n increases.
5.2 Application to TCGA Omics Data
To demonstrate the performance of the proposed nested region (NR) ap-
proach to detect non-null multivariate hypotheses, we apply it to omics
data from The Cancer Genome Atlas (TCGA). Specifically, we compare the
performance of the NR method with the Fisher’s method and the method
of Sun and Cai [21] (SC) to control the false discovery rate when test-
ing for “differential activity” of genes with matched DNA methylation and
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mRNA expression data from TCGA. To this end, “level 3” expression and
methylation data from Colon Adenocarcinoma samples were downloaded
from TCGA Data Portal. Matched expression and methylation data for
n = 10676 genes were retained and separate t-tests were performed based
on each omics data type. DNA methylation and mRNA expression capture
two different aspect of epigenetic activity of genes in association with can-
cer. Combining the evidence from these omics data types can help discover
novel associations between genes and cancer status from a data integration
perspective.
Prior to applying our proposed NR method and the competing ap-
proaches, we examined the distribution of the test statistics from expression
and methylation data and noticed significant deviations from independence.
We thus transformed the test statistics to have identity correlation matrix.
Table 3 shows the number of rejected hypotheses using NR, SC and the
Fisher’s methods at various FDR cutoffs. As pointed out in Section 5.1, the
SC method requires an estimate of the proportion of null hypotheses, π0.
In Section 5.1, we used the true value of π0 for SC. However, in real data
settings, π0 is unknown and there are currently no methods for estimating
π0 in multivariate settings. We thus estimated π0 for SC using the smaller
of the two estimated values of π0 for the the methylation and expression
data. The estimates of π0 for each data type were obtained using the lowest
slope line approach of Benjamini and Hochberg [6]; this approach resulted
in an estimated π0 of 0.9920 for SC. Similar to the simulation results in
Section 5.1, SC rejects the largest number of hypotheses, followed closely by
NR and then the Fisher’s method. However, as we saw in Section 5.1, there
is no guarantee that SC controls the FDR at the desired level. With the
transformation applied to the data to obtain an identity correlation matrix,
the Fisher’s method is expected to control the FDR, as in simulation setting
1 of Section 5.1; however, our simulation results suggest that the Fisher’s
method may result in high FNR, which may explain the lower number of
rejected hypotheses using the Fisher’s method.
Table 3 also includes the number of hypotheses rejected if only gene
expression or DNA methylation evidence is considered (i.e., results from
univariate FDR control). The results of the univariate tests suggest that
combining the complementary evidence from the two omics sources results
in improved power, highlighting the need for methods to control FDR in
multivariate hypotheses. The nested rejection regions from the proposed
NR method for this example are shown in Figure 5. Here, the form of the
rejection regions are close to circles—which is expected given the transfor-
mation to identity correlation matrix—and change slightly as the algorithm
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progresses.
6 Discussion
In this paper, a new approach was presented for controlling the false discov-
ery rate (FDR) in multivariate hypothesis testing. In todays increasingly
data-driven scientific world, multiple evidences are routinely collected for
each hypothesis. Such multivariate hypotheses offer the opportunity for in-
creased statical power and, hence, new scientific discoveries. Unfortunately,
existing approaches are designed for univariate hypotheses and are not guar-
anteed to control the FDR when testing multivariate hypotheses. On the
other hand, combining the multivariate evidence into a univariate summary
measure (i.e., a single p-value or univariate test statistic) may result in loss
of power. The proposed method can thus result in more efficient multivariate
hypothesis testing, while controlling the FDR at the desired level.
The approach proposed in this paper is based on a generalization of the
proof of the original Benjamini and Hochberg [5] proposal, which allows for
more flexible rejection regions defined based on previously rejected hypothe-
ses. The new proof technique is more broadly applicable and can be used to
derive more efficient geometric or algorithmic FDR controlling procedures.
The nested rejection region (NR) algorithm presented in the paper is an
example of such algorithmic approaches, which is shown to be an asymptot-
ically optimal FDR controlling procedure for multivariate hypotheses.
Similar to the original proposal of Benjamini and Hochberg [5], our
method assumes that the proportion of null hypotheses π0 is unknown. It
thus controls the FDR conservatively at the level of π0q, instead of the
desired FDR level q. The estimation of π0 for multivariate test statistics
is currently an open question and a potentially fruitful research direction.
Given such an estimate, more efficient FDR controlling procedures for mul-
tivariate hypotheses can be developed. Furthermore, our proposal assumes
that both null and non-null hypotheses are independent of each other, while
allowing for dependence among d-variate test statistics corresponding to
each hypothesis. This assumption is only needed for the development of the
optimal algorithm in Section 4.1 and our generalized proof of the BH pro-
cedure only requires that the null hypotheses are independent of each other
and of non-null hypotheses. Extending the theory in Section 4.1 to allow
for dependence among multivariate hypotheses and investigating the effect
of dependence among hypotheses can be fruitful areas of future research.
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Table 4: Average FDR and FNR of various multiple comparison adjustment
methods in simulation scenario 1; here all n ∈ {1000, 2000, 5000, 10000} (null
and non-null) hypotheses are uncorrelated, q = 0.1, π0 = 0.8, and the mean
of non-null hypothesis is set to 2d−1/2.
Fisher SC NR Oracle
n d FDR FNR FDR FNR FDR FNR FDR FNR
1000 2 0.09 0.17 0.14 0.13 0.08 0.15 0.10 0.13
1000 3 0.09 0.18 0.23 0.12 0.09 0.15 0.10 0.13
1000 4 0.10 0.18 0.38 0.11 0.08 0.16 0.10 0.13
1000 5 0.10 0.18 0.53 0.10 0.08 0.16 0.10 0.13
1000 6 0.10 0.18 0.64 0.08 0.08 0.17 0.10 0.12
1000 7 0.09 0.18 0.71 0.07 0.08 0.17 0.10 0.12
1000 8 0.10 0.18 0.76 0.05 0.08 0.18 0.10 0.12
1000 9 0.09 0.19 0.79 0.04 0.09 0.18 0.10 0.12
1000 10 0.10 0.19 0.80 0.02 0.08 0.18 0.10 0.11
2000 2 0.09 0.17 0.12 0.13 0.08 0.14 0.10 0.13
2000 3 0.09 0.18 0.20 0.12 0.08 0.15 0.10 0.13
2000 4 0.09 0.18 0.34 0.11 0.08 0.15 0.10 0.13
2000 5 0.09 0.18 0.49 0.10 0.08 0.15 0.10 0.12
2000 6 0.10 0.18 0.61 0.08 0.08 0.15 0.10 0.12
2000 7 0.10 0.18 0.69 0.07 0.08 0.16 0.10 0.12
2000 8 0.09 0.19 0.75 0.06 0.08 0.16 0.10 0.12
2000 9 0.10 0.19 0.78 0.04 0.08 0.16 0.10 0.12
2000 10 0.09 0.19 0.80 0.03 0.08 0.17 0.10 0.11
5000 2 0.10 0.17 0.11 0.13 0.08 0.14 0.10 0.13
5000 3 0.09 0.18 0.17 0.12 0.08 0.14 0.10 0.13
5000 4 0.09 0.18 0.29 0.12 0.08 0.14 0.10 0.13
5000 5 0.09 0.18 0.44 0.10 0.08 0.14 0.10 0.13
5000 6 0.09 0.18 0.57 0.09 0.08 0.15 0.10 0.12
5000 7 0.09 0.18 0.67 0.07 0.08 0.15 0.10 0.12
5000 8 0.09 0.18 0.73 0.06 0.08 0.15 0.10 0.12
5000 9 0.09 0.19 0.77 0.05 0.08 0.15 0.10 0.12
5000 10 0.09 0.19 0.79 0.03 0.08 0.16 0.10 0.11
10000 2 0.10 0.17 0.11 0.13 0.08 0.14 0.10 0.13
10000 3 0.09 0.18 0.15 0.13 0.09 0.14 0.10 0.13
10000 4 0.09 0.18 0.25 0.12 0.08 0.14 0.10 0.13
10000 5 0.09 0.18 0.40 0.11 0.08 0.14 0.10 0.12
10000 6 0.09 0.18 0.54 0.09 0.08 0.15 0.10 0.12
10000 7 0.10 0.18 0.65 0.08 0.08 0.14 0.10 0.12
10000 8 0.09 0.19 0.71 0.06 0.08 0.15 0.10 0.12
10000 9 0.09 0.19 0.76 0.05 0.08 0.15 0.10 0.12
10000 10 0.10 0.19 0.79 0.04 0.08 0.15 0.10 0.11
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Figure 3: Average FDR and FNR of various multiple comparison adjustment
methods for the simulation setting of Table 4.
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Table 5: Average FDR and FNR of various multiple comparison adjust-
ment methods in simulation scenario 2; here, n ∈ {1000, 2000, 5000, 10000}
d-variate test statistics for each hypothesis are generated from a random
correlation matrix, q = 0.1, π0 = 0.8, and the mean of non-null hypothesis
is set to 2d−1/2.
Fisher SC NR Oracle
n d FDR FNR FDR FNR FDR FNR FDR FNR
1000 2 0.33 0.13 0.13 0.13 0.08 0.16 0.10 0.13
1000 3 0.37 0.15 0.22 0.12 0.08 0.15 0.10 0.11
1000 4 0.40 0.15 0.38 0.10 0.08 0.15 0.10 0.09
1000 5 0.42 0.16 0.53 0.09 0.08 0.15 0.10 0.07
1000 6 0.43 0.16 0.65 0.08 0.09 0.15 0.10 0.05
1000 7 0.44 0.16 0.72 0.07 0.09 0.15 0.10 0.03
1000 8 0.45 0.17 0.77 0.07 0.08 0.15 0.10 0.02
1000 9 0.46 0.17 0.79 0.06 0.09 0.15 0.10 0.02
1000 10 0.46 0.17 0.80 0.04 0.08 0.16 0.11 0.01
2000 2 0.33 0.13 0.12 0.13 0.08 0.16 0.10 0.13
2000 3 0.37 0.15 0.19 0.12 0.08 0.15 0.10 0.11
2000 4 0.39 0.15 0.33 0.10 0.08 0.14 0.11 0.09
2000 5 0.41 0.16 0.49 0.09 0.08 0.14 0.10 0.07
2000 6 0.43 0.16 0.62 0.08 0.08 0.13 0.10 0.05
2000 7 0.44 0.16 0.70 0.07 0.08 0.13 0.10 0.04
2000 8 0.45 0.17 0.76 0.07 0.08 0.13 0.10 0.02
2000 9 0.46 0.17 0.79 0.06 0.08 0.13 0.10 0.02
2000 10 0.46 0.17 0.80 0.03 0.08 0.13 0.11 0.01
5000 2 0.33 0.13 0.11 0.13 0.07 0.16 0.10 0.13
5000 3 0.37 0.15 0.16 0.12 0.07 0.15 0.10 0.11
5000 4 0.39 0.15 0.27 0.10 0.07 0.14 0.10 0.09
5000 5 0.41 0.16 0.43 0.09 0.08 0.13 0.10 0.07
5000 6 0.43 0.16 0.57 0.08 0.07 0.13 0.10 0.05
5000 7 0.44 0.16 0.68 0.07 0.07 0.12 0.11 0.04
5000 8 0.45 0.17 0.74 0.07 0.07 0.12 0.10 0.02
5000 9 0.46 0.17 0.78 0.06 0.07 0.13 0.10 0.01
5000 10 0.46 0.17 0.80 0.05 0.07 0.12 0.11 0.01
10000 2 0.33 0.13 0.11 0.13 0.08 0.15 0.10 0.13
10000 3 0.37 0.15 0.14 0.12 0.07 0.14 0.10 0.11
10000 4 0.40 0.15 0.24 0.10 0.07 0.14 0.10 0.09
10000 5 0.41 0.16 0.39 0.09 0.07 0.13 0.10 0.07
10000 6 0.43 0.16 0.54 0.08 0.07 0.12 0.10 0.05
10000 7 0.44 0.16 0.65 0.07 0.07 0.12 0.10 0.04
10000 8 0.45 0.17 0.73 0.06 0.07 0.11 0.11 0.02
10000 9 0.46 0.17 0.77 0.06 0.07 0.11 0.11 0.02
10000 10 0.46 0.17 0.79 0.05 0.06 0.11 0.11 0.01
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Figure 4: Average FDR and FNR of various multiple comparison adjustment
methods for the simulation setting of Table 5.
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Figure 5: Nested rejection regions for test statistics from the TCGA omics
data; small blue circles represent the final null hypotheses, while bigger red
points represent non-null hypotheses.
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