A technique for the fast simulation of broadband communication systems is proposed, which is based on regenerative Importance Sampling techniques and on large-deviation results. Our algorithm is applicable to estimate the probability of rare events when modeling the offered traffic using Fractional Stable Noise (FSN) processes (including Fractional Gaussian Noise as a particular case), which have been recently proved to be able to capture both the long-range dependence and the burstiness of today's aggregate network traffic. An exact description of FSN processes is given, as well as an approximation that allows for the application of Importance Sampling techniques. The results obtained for a simple example are also included.
INTRODUCTION
Simulation is used quite extensively these days in the planning process of telecommunications networks. Simulation allows the network designer to draw important conclusions and make the right decisions before major capital investments are made. Theoretical and mathematical analysis serves the same purpose as simulation, but when the object of study is too complex, analysis tends to be unmanageable.
The validity of the conclusions obtained, either from simulation or theoretical analysis, depends greatly on how accurately the model captures the actual operation of the system under study. For this reason, especially during the last few years, a great amount of research has been focused on obtaining realistic models for the traffic generated by the users of telecommunications networks. Self-similarity and long-range dependence have been proved to be important features of aggregated traffic, and several models of this type have been proposed with the objective of reflecting the real statistical behavior of the traffic inside networks. One of the most relevant models presented in the past is described in Norros [1995] and in Willinger et al. [1997] . They propose a model based on the use of Fractional Gaussian Noise (FGN).
More recently, the models proposed independently in Gallardo et al. [2000] and Karasaridis et al. [1998] are a generalization to the one presented in Norros [1995] and Willinger et al. [1997] in the sense that, rather than limiting the marginal distribution of the process to be Gaussian, an alpha-stable distribution is now used, which allows us to achieve a better agreement between the burstiness of the artificial process and that of the real traffic by selecting the proper stability coefficient α. The model is stationary and long-range dependent and corresponds to the aggregation of a relatively large number of traffic streams mixed together into a single flow.
Due to their representation by means of a stochastic integral, it is not timeefficient to generate long traces of artificial alpha-stable long-range dependent stochastic processes in a direct manner. An algorithm for the fast generation of artificial traces of these processes is presented in the Appendix. Such approach uses an autoregressive (AR) model as an approximation to the actual process. Because of the AR expression used to represent the process, in addition to being highly efficient for the generation of artificial traces, this algorithm allows for the application of Importance Sampling techniques to speed up simulations of systems involving this type of traffic, as will be explained in Section 6. Fast simulation is desirable when trying to estimate the probability of occurrence of rare events in communications systems, such as buffer overflows, excessive delays or transmission errors. An additional factor that increases the need for speed-up methods in our case is the fact that traditional Monte Carlo simulations are particularly inefficient when the system to analyze is driven by FSN processes due to the long memory inherent to self-similar processes and because of the long-tailedness of alpha-stable distributions, which result in a very slow convergence of the estimates.
The authors in Huang et al. [1999] and Li et al. [1998] have dealt with the application of Importance Sampling techniques to fast simulation of systems involving Gaussian processes. Huang et al. [1999] computes the conditional distribution of a FGN process (given past samples of itself ) using partial linear regression coefficients, which in turn are calculated through a method that relies on the auto-correlation function of the process. Unfortunately, because of the lack of second-order statistics for alpha-stable processes, those results are not applicable to them. Li et al. [1998] , on the other hand, uses Fractional-ARIMA Gaussian processes as the relevant model. When that model is used, an expression for the conditional distribution of the process' samples, given the past, is readily available, which again is not true for FSN processes. From the brief discussion in this paragraph, it should be clear that there is the need for an expression that explicitly describes the dependence among FSN samples in • J. R. Gallardo et al. order to facilitate the use of IS techniques. The definition of such an expression is exactly the goal of the AR approximation described in the Appendix. Both Huang et al. [1999] and Li et al. [1998] also propose twisted density functions obtained by increasing the mean value of the relevant process (i.e., increasing the average system load) but, as explained in Section 5.1, that option is not efficient in our case.
The rest of this paper is organized as follows: Section 2 gives the definition of Fractional Stable Noise processes as a stochastic integral, presents an approximation given by an AR expression, and explains the proposed model for realistic traffic sources based on FSN processes. It also gives an asymptotic expression for the buffer occupancy in a queuing system with this kind of traffic as input. Section 3 describes what Importance Sampling is and how it can be applied in systems driven by a FSN process. Section 4 explains the regenerative approach to simulations. Section 5 includes an analysis as to which is the best option to modify the system under study in order to effectively increase the efficiency of IS simulations. The likelihood ratio of the transformation is computed in Section 6. The application of the proposed methodology is illustrated in Section 7 with an example. Finally, Section 8 concludes the paper.
TRAFFIC MODELING USING FRACTIONAL STABLE NOISE STOCHASTIC PROCESSES
Fractional Stable Motion (FSM) processes are self-similar stochastic processes with stationary increments Samorodnitsky and Taqqu [1994] . Their marginal distributions are the so-called alpha-stable distributions, which are referred to in the Generalized Central Limit Theorem Feller [1996] as describing the limit behavior of normalized sums of a relatively large number of independent and identically distributed random variables; hence, their appropriateness for modeling aggregate traffic. Fractional Brownian Motion (FBM) is a particular case of FSM, since the Gaussian distribution belongs to the alpha-stable family. Fractional Stable Noise (FSN) processes are the stationary long-range dependent increments of FSM processes during a time interval of unit length. In other words, a sample Y j of a FSN process will describe the difference between the value of the corresponding FSM process at time t = j + 1 and its value at t = j, for any integer value of j . In this work, we are considering three members of the FSN family: (i) Balanced Linear FSN; (ii) Anti-balanced Linear FSN; and (iii) Log-FSN. The exact expression of a FSN process Y j is the following [Samorodnitsky and Taqqu 1994] :
where M (dx) is an alpha-stable random measure, and:
The parameter α characterizes the burstiness or variability of the traffic source (marginal behavior). The Hurst parameter H specifies how strong the dependence (correlation in the Gaussian case) among samples is; it also defines how the process' properties scale when different timescales are considered. In the previous equation, we use the notation:
for any real number z and for any a ≥ 0. As described in the Appendix, a FSN process can be very accurately approximated by an autoregressive (AR) process given by:
In Eq. (4), N denotes the order of the AR process and is a positive integer. The u j 's, called the innovations, are independent and identically distributed normalized S α (1, 0, 0) random variables, according to the notation used in Samorodnitsky and Taqqu [1994] and explained in the Appendix. Finally, the coefficients a i 's and the innovation dispersion parameter γ ε are calculated using Eqs. (A13) and (A14), respectively. Equation (4) is equivalent to saying that for an FSN process Y, the conditional mean and dispersion parameter of Y j given the past values { y j −1 , y j −2 , . . . , y j −N } are given byŶ j = N i=1 a i · y j −i and γ ε , respectively. In other words, the conditional distribution of Y j is given by:
where the symbol d = denotes equality in distribution. The traffic model proposed and verified independently in Gallardo et al. [2000] and Karasaridis and Hatzinakos [1998] for aggregate streams is defined as follows. Let W j represent the number of arrivals or offered workload during the j th time interval of unit length, then:
where m is the mean value of the number of arrivals per unit time and Y j is a zero-mean FSN process, as described above. Let us now analyze the buffer occupancy of a queuing system with this kind of traffic as input. Suppose that A(t) is the cumulative number of arrivals to the queuing system during the time interval (0, t). Then, when t is an integer, A(t) will be given by the following expression, according to Eq. (6):
Let us define:
which is a FSM process. It was shown in Gallardo et al. [2000] and in Norros [1995] that V (t), the buffer occupancy in a stationary storage system, is
given by:
where C is the service (or leak) rate, with C > m. Because of the stationarity of the increments of the FSM process Z (t), and since Z (0) = 0, we can conclude that:
Then, we can rewrite Eq. (9) as:
Therefore, the probability of buffer overflow, assuming that the buffer size is x, is given by:
The last approximation is valid assuming that exceeding the threshold x is a rare event (x 1) and using the principle of the largest term or Laplace's method, which is a heuristic rule that basically translates to saying that rare events occur in the most likely way, as explained in Duffield and O'Connell [1995] . Maximizing the last expression in the previous equation, we obtain that:
where:
Therefore, analyzing the asymptotic behavior of the queue is equivalent to analyzing the behavior of the alpha-stable random variable Z (τ 0 ) and its probability to exceed the threshold described in Eq. (13). This system will be used in Section 7 to illustrate our proposed Importance Sampling methodology.
IMPORTANCE SAMPLING
Importance sampling is one of the classical techniques for increasing the efficiency of Monte Carlo simulations [Bucklew 1990; Glynn 1989] . The basic idea is to modify the system under study by replacing one of the stochastic processes involved with a new one in order to reduce the variance of the estimator, that is usually achieved by increasing in an intelligent way the probability of occurrence of the events of interest. The estimated statistics that result from the simulation are then transformed (unbiased) to make them correspond to the original system.
To be more specific, assume that we have a system whose behavior depends on the stochastic process W and we want to estimate the expected value of a certain random variable X (W). The process W can represent the random input traffic to an ATM switch and X (W) can be the cell loss ratio or the proportion of cells with excessive delay. Then:
In the previous equation, U W is the sample space of W and the notation E W [·] denotes sampling using the process W as the random input to the system. Suppose now that W is a modified stochastic process such that f W (w) = 0 whenever f W (w) = 0 (absolute continuity condition). The new probability density function (pdf) f W (w) is usually referred to as the twisted density function. Then we can see that:
where the quotient
is known as the likelihood ratio or weight function of the transformation. Equation (15) suggests that estimating the expected value of X (W) via Monte Carlo simulations using W as the random process is equivalent to estimating it using W and unbiasing each sample by applying the likelihood ratio.
Estimator Variance
The expected value of X (W ) and the sample mean obtained using the standard Monte Carlo method are given respectively byX andX in Eq. (16) below:
where N is the number of samples taken and {w i |i = 1, 2, . . . , N } is a set of independent and identically distributed sample paths of the process W. The estimator is said to be unbiased because
The variance of the estimator is given by:
and the relative error is defined as:
When Importance Sampling (IS) is used, the unbiased sample mean is now given by:X
where {w i |i = 1, 2, . . . , N } is now a set of independent and identically distributed sample paths of the modified process W . The variance of the IS estimator is now given by:
The major difficulty in applying the IS technique is to find a twisted density that minimizes (or at least reduces considerably as compared to the standard Monte Carlo method) the variance of the IS estimator for a given number of samples N .
Uniformly Bounded Likelihood Ratios
There are several approaches that have been proposed in the literature to find twisted density functions that give satisfactory variance reduction. In this section, we only discuss the technique called uniformly bounded likelihood ratios, since it is the one used in our simulations. Let X (w) be a function that assigns nonzero values to those sample paths within a rare event B ⊂ U W , and assigns a zero value to the sample paths that do not belong to B. The indicator function I B (w), which is 1 for all w ∈ B and 0 for all w / ∈ B, is an example of that kind of functions. Another example could be a function that assigns the proportion of cells with excessive delay within an ATM switch to the corresponding cell arrival sequence w. Let us note that if:
then:
This equation clearly shows that when inequality (21) is satisfied, the IS variance is reduced by a factor k, as compared to traditional Monte Carlo simulations. The condition that X (w) be zero outside a proper subset B of U W is necessary, because the last inequality in Eq. (22) would not be satisfied otherwise, since L(w) cannot be less than 1 for all sample paths in U W .
When inequality (21) is satisfied, it is said that the likelihood ratio is uniformly bounded within B [Juneja 1994 ]. This result offers an alternative to trying to minimize the IS variance itself, which tends to be rather complicated most of the time. We can try instead to minimize the maximum value that L(w) can take within B or, at least, guarantee that this maximum value is less that 1. In other words, if we are using a parametric approach in the sense that the twisted density function depends on a certain parameter ξ (which could be one of the parameters α, σ , or µ of an alpha-stable random variable, for instance), then our best choice when applying this technique is to use ξ 0 that satisfies:
and it will provide variance reduction as long as:
Because of the lack of closed-form expressions for the pdf of alpha-stable random variables, this approach is more attractive in our case than trying to minimize the IS sample variance given in Eq. (20).
REGENERATIVE SIMULATIONS
The regenerative approach to simulations is motivated by the fact that many stochastic systems have the property of starting afresh probabilistically from time to time; that is, whenever the regenerative condition is reached, the evolution of the system is independent of its past and governed by the same probability law. This enables us to separate the course of the simulation into independent and identically distributed blocks, called regenerative cycles [Crane and Lemoine 1977] .
When regenerative methods are not used, Importance Sampling "breaks down" for long simulations [Glynn and Iglehart 1989] , in the sense that the typical likelihood ratio goes to zero (due to the fact that the sample space of the random process W increases exponentially with the simulation length), making it necessary to collect an increasingly larger number of samples in order to obtain a significant enough estimate. The effect of this breakdown is that, even though IS estimators are unbiased, the estimate can be several orders of magnitude smaller that the actual value when the number of samples is small [Devetsikiotis and Townsend 1993] .
When the regenerative approach is used, on the other hand, the likelihood ratio is maintained within reasonable bounds regardless of the overall simulation time since the samples are collected and unbiased within each regenerative cycle.
Thus, this brief section of the paper can be useful in two ways. It can add some insight as to why IS results seem to be biased when long simulations are necessary, and it offers a solution to prevent underestimation of system parameters in these cases. The only condition is for the system to have the regenerative property. A queuing system, for example, will be regenerative if it often goes back to a given state, which could be having an empty buffer. For the simple queuing system that we analyze in Section 7, the regenerative condition will be met when the queue is found empty.
Even if regeneration is not strictly satisfied, or if it takes excessively long for the system to visit again a given state, the almost regenerative technique [Gunther 1975 ] can still be used to take advantage of this approach. Now let us describe how the regenerative approach is applied to analyze the results obtained from simulations. Let {β 1 , β 2 , . . . , β M } be the regeneration epochs, such that 1 = β 0 < β 1 < · · · < β M . Consider the input process instance w = (w 1 , w 2 , . . . , w k ) = (w 1 ,w 2 , . . . ,w M ), wherew i = (w β i−1 , w β i−1 +1 , . . . , w β i −1 ), for i ∈ {1, 2, . . . , M }. The portion of the simulation havingw i as input is an independent and identically distributed replica of the portion havingw j as input, for i, j ∈ {1, 2, . . . , M }, i = j. Following with our telecommunications emphasis, if our goal is to estimate the proportion of cells with a certain property (lost due • J. R. Gallardo et al. to buffer overflow or having excessive delay), then:
where N (w) is the number of cells with the specified property and D(w) is the total number of observed cells. From here:
where the bar notation in the previous equation denotes an average taken over all regenerative cycles.
TWISTED DENSITY FUNCTION
We consider three different ways of transforming the input process: (i) by modifying the mean arrival rate m described in Eq. (6); (ii) by modifying the stability coefficient α of the FSN process Y j , mentioned in Eq. (4); and (iii) by modifying the innovation dispersion parameter γ ε , also mentioned in Eq. (4). Since we want to observe buffer overflows and/or excessive delays, option (i) above is intended to increase the average traffic load, while options (ii) and (iii) intend to intensify the burstiness of the source by increasing the probability that Y j has bigger values. In what follows, we will evaluate the potential performance of each one of these options using the uniformly bounded likelihood ratios criterion, described in Section 3.2. According to the discussion in Section 2, regarding the asymptotic behavior of a queuing system with FSN input traffic, we will select a twisted density as if we were dealing with an individual alphastable random variable. The important behavior of the likelihood ratio is that observed within the rare event to be analyzed. Equivalently, we are interested in the behavior of the likelihood ratio when the alpha-stable random variable that we mentioned above is beyond the threshold that defines the beginning of the relevant region (see Eq. (13)). This threshold will usually be very large, since we want to analyze those situations in which crossing the threshold is a rare event.
Modifying the Mean Arrival Rate
Suppose we have two alpha-stable random variables Z 1 and Z 2 , such that Z 1 = Z 2 + µ, where µ is a constant. The likelihood ratio relating these two variables for a value ζ beyond the threshold is given by:
This approach is asymptotically inefficient in the sense that L(ζ ) is uniformly bounded, but the bound is very close to 1 when the threshold is very large, as observed in Figure 1 . An additional disadvantage of this approach is that, if a mean arrival rate is chosen that is very close to the service rate or greater, the regeneration period mentioned in Section 4 will increase, reducing the effectiveness of the regenerative approach. 
Modifying the Stability Coefficient
Now, suppose that the two random variables Z 1 and Z 2 have a different stability coefficient. The likelihood ratio is now given by:
In the previous equation, σ Z is the scale parameter of both Z 1 and Z 2 . It can be seen from Eq. (28) that a significant variance reduction can be achieved when using this approach, as long as α 2 is smaller than α 1 . See Figure 1 for a typical behavior.
Modifying the Innovation Dispersion Parameter
The effect of changing the innovation dispersion parameter of the process is equivalent to multiplying each sample Y j by a constant factor (γ ε /γ ε ) 1/α , where γ ε is the new dispersion parameter. Assume that the two random variables Z 1 and Z 2 are now related by Z 2 = (σ 2 /σ 1 ) · Z 1 . This time, the likelihood ratio is given by:
This method can give some variance reduction, but it is not as efficient as the one described in 5.2. As shown in Figure 1 , the likelihood ratio in this case is small but remains constant regardless of the threshold, while the technique of modifying the stability coefficient keeps improving as the threshold gets larger.
LIKELIHOOD RATIO OF THE TRANSFORMATION
According to the discussion in the previous section and based on the asymptotic behavior of the queuing system, we selected the method of changing the stability parameter of our traffic in order to intensify the burstiness of the input stream. We will not try to maximize the variance reduction achieved because, as mentioned before, we do not have closed form expressions for the pdf of alpha-stable random variables. Thus, the modified process that we propose to use is:
where, Y j has now the conditional distribution S α ((γ ε ) 1/α , 0,Ŷ j ), whereŶ j , γ ε , and α are as given in Section 2 and α is the new stability coefficient. Now, assume that a sample path w of observed traffic consists of K samples {w 1 , w 2 , w 3 , . . . , w K }, then:
A similar expression applies to f W (w). From here, we can conclude that:
where, using Eq. (4) and (31), we have:
From Eq. (6), we obtain:
Now, from Eq. (5) and the properties of alpha-stable random variables:
In Eq. (35), σ ε = (γ ε ) 1/α represents the innovation scale parameter of both the original and the modified processes, and f α (·) is the pdf corresponding to a normalized S α (1, 0, 0) random variable.
RESULTS
As a specific example, we are including in this section the results obtained using both direct and fast simulation for a simple system, shown in Figure 2 , consisting of a traffic source, a server (e.g., a switch), and a traffic receiver. The server has a finite buffer to store packets/cells as necessary before transmission, and an output link that operates at a constant rate. The goal is to estimate the blocking probability (or probability of packet loss) within the server.
The traffic source is modeled as a Balanced Linear FSN process with α = 1.95 and H = 0.903. These parameters are compatible with those found in Gallardo Figure 2 is 1 Mbit/s or 2358.5 cells/s. Thus, the different values of the offered load correspond to 30% through 90% of the service rate. The modified stability coefficient α used for the twisted density function was 1.6 in all cases. A set of 200 independent and identically distributed simulations was run for each one of the cases and for both the direct and the fast algorithms. The simulations were run for 4000 seconds, and buffer sizes of 333, 1000, 3000, 9000, and 27000 cells were considered. Figure 3 compares the results obtained using direct and fast simulation regarding the blocking probability vs. buffer size in the server. In this graph, each pair of curves (including estimation using direct and fast simulation under the same conditions) is labeled with the offered load value to which they correspond. It can be observed from that figure that the results are satisfactorily similar when the blocking probability is above roughly 10 −4 . When the blocking probability is smaller than this value, direct simulation either gives deviated results (as in the case with 60% offered load and buffer size equal to 27000 cells, for instance) or gives zero blocking probability as the estimated value even after 200 simulation runs (as in the case with 50% offered load and buffer size equal to 27000 cells, and all the other points that are omitted in the graph). As an additional result, since the plots obtained from the fast simulation runs are approximately linear in a log-log scale (at least for the few points obtained), we can observe the tendency of the blocking probability to decrease hyperbolically with the buffer size, as explained in Gallardo et al. [2000] . Older short-range-dependent traffic models predicted an exponential decay of the blocking probability, which has been widely proved to be inaccurate for today's network traffic. There is also a good numerical agreement between the analytical results and the results obtained here, since, according to the analysis reported in Gallardo et al. [2000] , the value of the slope in this log-log plot should be −0.1892, and the obtained slope values are around −0.22. Figure 4 shows the observed variance reduction for the cases analyzed. Again, the curves are labeled with the offered load value to which they correspond. From the definition of the variance reduction factor, referred to as k in Eq. (22), it is clear that the smaller the value of this parameter the more we gain by using the fast simulation algorithm instead of traditional Monte Carlo simulations. Notice that for blocking probabilities around 10 −4 (e.g., in the case with 50% load and buffer size equal to 9000) there is already a variance reduction of more that one order of magnitude. The tendency is, as expected, towards higher gains as the event to be analyzed becomes rarer. Regarding these results, it is worth mentioning that those direct simulations that give a very deviated estimate, as shown in Figure 3 , also give an anomalous result for the variance reduction value and hence are omitted in Figure 4 . The reason for this phenomenon is that, when direct simulation is used, the estimated value obtained from most (if not all) of the simulation runs is zero. That, in turn, causes for the estimated variance to be very small (or even zero when all values are zero) giving the wrong impression of very good estimator performance. Figure 5 displays the relative-error reduction achieved in the analyzed cases, which complements the variance reduction as a performance measure in the sense that not only does it consider the spread of the samples, but also how large this spread is as compared to the sample mean value. The relative error, which is defined in Eq. (18), tells us whether the error is more significant than the estimate itself, which could be the cause of obtaining sample estimates that are orders of magnitude away from the actual value that we want to measure [Juneja 1994 ]. We can see again from this metric that, in general, an appreciable improvement is achieved when we use fast simulation.
In order to further analyze the cases with 30% and 40% load in the system, we performed a second campaign of simulations, using the direct method, in which we run again 200 independent simulations for each case, but each one lasts 40,000 seconds now (10 times longer than before). The results are shown in Figures 6, 7 , and 8.
There is some improvement in the case with 40% load, as explained next. When the buffer size is equal to 9,000 cells, the estimated blocking probability value is closer to the value achieved by the fast simulation algorithm and predicted by the theory (see Figure 6 ). There is also a general improvement in terms of variance and relative error, and this improvement is consistent with Eq. (17), in the sense that the variance decreases with the number of samples in an inversely proportional fashion; that is, the achieved variance is approximately 10 times smaller in this second campaign of simulations than what it was in the first one, thus the ratio plotted in Figure 7 is approximately 10 times larger.
There is not, however, as great an improvement for the case with 30% load. The outcome did not change for the two cases that gave zero as the blocking probability estimate during the first campaign, and both the variance and relative-error reduction still present an anomalous behavior, as shown in Figures 7 and 8 , due to the fact that the estimates obtained from most (if not all) of the simulation runs are zero, as explained above. The reason for this lack of improvement is that a factor of more that 10 for the number of samples is needed (maybe closer to 100, according to the tendency observed in Figure 4 ) in order to get a reasonably good performance in this case.
It is important to mention before closing this section that, even though the blocking probabilities considered do not seem to be particularly low (the smallest one is ∼10 −5 ), it is the slow convergence of the results due to the long-tailedness of the random variables involved what renders traditional Monte Carlo simulations so inefficient and what makes Importance Sampling desirable.
CONCLUSIONS
A technique for the fast simulation of broadband communications systems has been proposed. This technique is applicable when modeling the offered traffic using Fractional Stable Noise processes, which have been recently proved to be very accurate in capturing the long-range dependence and burstiness of today's aggregate network traffic. The fast simulation algorithm proposed in this paper is based on regenerative Importance Sampling techniques and on large-deviation results for a queue with the relevant kind of traffic as input. It has been shown that there is a satisfactory agreement between the results obtained with both fast and direct simulations when the relevant event is not too rare, and that the fast algorithm provides a noticeable variance reduction and relative-error reduction when the relevant event is rare.
Summarizing, the main contributions of this work are: (i) the use of more realistic traffic models, as compared to papers already in the literature; (ii) an explicit method to specify the twisted density function, which is based both on large-deviations results and on the fact that the likelihood ratio can be uniformly bounded when dealing with this kind of random processes; (iii) the use of the regenerative (or the almost regenerative) approach as a means to avoid the breakdown of Importance Sampling when long simulations are necessary.
APPENDIX. AR APPROXIMATION TO FSN PROCESSES
Let us first mention some basic properties of alpha-stable random variables. The notation S α (σ, β, µ) is used to represent an alpha-stable random variable with parameters α, σ, β, and µ, as defined in Samorodnitsky and Taqqu [1994] . The parameter α is the index of stability (0 ≤ α ≤ 2), σ is known as the scale parameter (σ ≥ 0), µ is the shift parameter (µ can be any real number), and β is identified as the skewness parameter (−1 ≤ β ≤ 1) . The value of α defines the heaviness of the tail of the pdf; α is equal to 2 when the random variable is Gaussian. The parameter µ is equal to the mean value when the latter exists; otherwise it is equal to the median. The scale parameter is analogous to the standard deviation for Gaussian random variables and is a measure of how scattered the values are around µ. Another common measure of spread for alpha-stable random variables is the so-called dispersion parameter, defined as γ = σ α ; the dispersion parameter is analogous to the variance. Finally, when the skewness parameter is zero, the pdf is symmetric around µ; when it is positive, the pdf is skewed towards positive values, and when it is negative, the pdf will be skewed towards negative values.
Let X 1 and X 2 be independent symmetric alpha-stable random variables such that X i ∼ S α (σ i , 0, 0), for i = 1, 2, and let a be an arbitrary real constant. Then:
In what follows, we will assume that all of our alpha-stable random variables are symmetric, that is, that the skewness and the shift parameters are zero, as assumed in Gallardo et al. [2000] for the realistic traffic model. Using Eqs. (A1a) and (A1b), Eq. (1) can be written in the following equivalent form:
where {U k |k ∈ I −∞ } is a set of independent and identically distributed alpha-stable random variables S α (1, 0, 0), according to the notation used in Samorodnitsky and Taqqu [1994] , and the coefficients g j,k are given by (see, e.g., Samorodnitsky and Taqqu [1994, Sect. 3.4] )
Notice from Eq. (2) that g j,k depends only on the difference ( j − k), that is, we can define φ( j − k) = g j,k . Using this definition, we can rewrite Eq. (A2) as:
Notice also that for balanced LFSN (a = b), anti-balanced LFSN (a = −b), and for Log-FSN:
Let us define a Hilbert space [Berberian 1961 ] for the samples of a FSN process by defining an inner product as follows:
Since the inner product depends only on the difference (m − n), let us define:
for any value of m and ∀i ∈ I −∞ (A7)
Even though the autocorrelation function of FSN processes does not converge, it is shown in Davis and Resnick [1986] that their normalized sample autocorrelation function does converge in probability to the summation in Eq. (A6)-provided that it itself converges-as the sample size increases to infinity.
The norm will then be given by the square root of the inner product of a random variable with itself, as follows:
And from here, we can define the distance between two random variables as the norm of the difference between them. Notice that Eq. (A8) can be interpreted as a measure of the spread of the random variable Y j , somehow equivalent to the standard deviation of a Gaussian random variable.
Let us now proceed to describe a method to predict the value of a sample of a FSN process based on the information extracted from previous samples of the same process and from its dependence structure. Least square error methods are not used to minimize the prediction error because of the lack of second moments for alpha-stable distributions. In the proposed method, a distance is specified between stable random variables, which is based on the sample autocorrelation function for this kind of processes. The predicted value is then selected as a linear combination of previous samples in such a way that the distance between itself and the actual value of the process is minimized. To the authors' knowledge, non-linear prediction is not feasible at this point due to the lack of a metric function (to define distance) for arbitrary non-linear functions of FSN samples. Fractional lower-order moments (FLOM) could potentially be used for this purpose, but the lack of closed-form expressions for the probability density function of stable random variables prevents their use in an analytical form.
Thus, assume we want to estimate the value of the j th sample of an FSN stochastic process based on N samples from the past, as follows:
where the a i 's are constants to be determined. The prediction error ε j will be given by:
From Eqs. (A8) and (A10), we can see that the distance between the predicted and the actual value or, equivalently, the norm of the prediction error ε j satisfies the following equation:
Since ε j does not depend on j , we denote it by ε . In order to optimize our predictor, we need to define the values of the prediction coefficients a i in such a way as to minimize ε . Notice that, since the norm is a positive function, minimizing ε is equivalent to minimizing ε 2 . Thus, the solution of the set of equations:
can be reduced to solving the set of linear equations:
where the coefficients r Y (i) ∀i ∈ I −∞ are as defined in Eq. (A7) above.
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From Eq. (A10) and using property (A1a), the dispersion parameter of the prediction error will be given by:
Again, since γ ε j does not depend on j , we can denote it simply by γ ε . Notice that we can rewrite Eq. (A10) as follows:
Equation (A15), which constitutes an autoregressive expression, suggests that we can generate artificial traces of an alpha-stable long-range-dependent stochastic process by estimating (based on the information extracted from past values and from the dependence structure of the process) what the value of the next sample is going to be, and by adding to this estimate a random increment with the desired properties to preserve the dependence structure.
A similar AR approximation and fast-generation algorithm was proposed in Gallardo et al. [1999] . The two algorithms differ, however, in the definition used for the distance between random variables. The results in Gallardo et al. [1999] are based on the minimum dispersion principle, whereas the results presented here are based on the orthogonality principle (the prediction error is orthogonal-the inner product is zero-to the samples used as information for the prediction). As an additional remark, it was verified in Gallardo [2000] that both methods give very similar performance.
