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1 INTRODUCTION
Image super-resolution (SR) is a computer vision task in-
volving reconstruction of high-resolution (HR) images given
a low-resolution (LR) image as input. It is highly challenging
and has many practical applications, such as medical image
processing [22], satellite imaging [6], facial image enhance-
ment [17], [18] and compressed image improvement [16].
Over the past decade, many SR techniques have been
developed using deep learning. Among those, generative
adversarial networks (GAN) [4] and very deep convolu-
tional networks (VDSR) [7] have shown promising results
in terms of HR image quality and computational speed. In
this paper, we propose two approaches based on these two
algorithms: VDSR-ResNeXt, which is a deep multi-branch
convolutional network inspired by VDSR and ResNeXt; and
SRCGAN, which is a conditional GAN that explicitly passes
class labels as input to the GAN. The two methods were
implemented on common SR benchmark datasets for both
quantitative and qualitative assessment.
2 RELATED WORK
There is a vast amount of literature on single image super-
resolution using deep learning techniques. SRCNN [3]
is one of the pioneers that demonstrated the potential
for convolutional networks to be applied to this research
domain, achieving then state-of-art reconstruction quality
while maintaining a lightweight structure. The model con-
sists of 3 convolutional layers, each responsible for fea-
ture extraction, non-linear mapping to high-resolution patch
representations and reconstruction, respectively. Although
SRCNN learns an end-to-end mapping between LR and
HR images, it is still a fairly shallow network by current
standards, and superior performances have been reported
with deeper models and other CNN architecture variants.
Moreover, since SRCNN can be trained only on a single
scale of magnification, it is constrained to work only on the
specific scale on which it has been trained. This led us to
consider other techniques.
VDSR [7] is one of the fastest models while also capa-
ble of providing highly accurate image construction. It is
inspired by the VGG-net [15], and is made efficient with
residual-learning (i.e. given ground truth HR image y and
LR input x, predict on r = y - x, which makes more input
values close to zero and more features zero after activation)
and gradient clipping (restrict gradients to within a certain
range to speed up convergence). VDSR stacks 18 convolu-
tional layers with ReLU activation, in addition to an input
convolutional layer that operates on the input image and an
output convolutional layer used for image reconstruction.
The receptive field of the network increases proportionally
to the depth of the network, allowing the network to use
more and more neighbor pixels to predict image details
more accurately.
ResNeXt [19] inspired by ResNet [5] is a model for
image classification that is highly modularized. It involves
stacking a series of homogeneous, multi-branch residual
blocks, somewhat similar to ensemble learning except that
training takes place jointly, not independently. The branches
each perform their set of convolutions and non-linear trans-
formations, and are then aggregated via summation at the
end of the block. ResNeXt was shown to outperform ResNet
for the task of image classification while maintaining the
same model complexity. Due to their superiority in their
respective tasks, ResNeXt and VDSR form the basis of our
first proposed model - VDSR-ResNeXt.
SRGAN [9] represents another promising direction for
image super-resolution using GANs. SRGAN uses a deep
residual network as the generator to generate HR images
from downscaled input. The combination of adversarial loss
and content loss as the loss function also allows the model to
generate high-resolution images towards the natural image
manifold. Our second model is inspired from SRGAN as
well as Conditional GANs because we feel the generative
nature of the architecture fits naturally with our super-
resolution task and GANs have shown competitive results
in computer vision related research problems.
3 PROPOSED METHODS
3.1 VDSR-ResNeXt
Inspired by the architecture of ResNeXt, we applied the
idea of the multi-branch design to VDSR and named our
model VDSR-ResNeXt. Our network is made up of a series
of blocks sharing the same hyper-parameters (filter size,
number of filters, number of layers). As in the case with
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2TABLE 1
Number of parameters with and without branches
3 Conv. Layer No. of Parameters No. of Parameters
Configuration Without Branches With 32 Branches
64, 3 x 3, 64 ∼111K ∼75K
64, 3 x 3, 64 (= 64*3*3*64 (= 32*(64*3*3*2
64, 3 x 3, 64 + 64*3*3*64 + 2*3*3*2
+ 64*3*3*64) + 2*3*3*64))
64, 3 x 3, 128 ∼295K ∼152K
128, 3 x 3, 128 (= 64*3*3*128 (= 32*(64*3*3*4
128, 3 x 3, 64 + 128*3*3*128 + 4*3*3*4
+ 128*3*3*64) + 4*3*3*64))
64, 3 x 3, 256 ∼885K ∼313K
256, 3 x 3, 256 (= 64*3*3*256 (= 32*(64*3*3*8
256, 3 x 3, 64 + 256*3*3*256 + 8*3*3*8
+ 256*3*3*64) + 8*3*3*64))
ResNeXt, there are two equivalent designs for the building
blocks: (i) 32 branches of 3-layer convolutional layers that
are aggregated via summation at the end of the block (Fig. 1,
middle), and (ii) grouped convolution operation performed
on the middle layer of the block, in which the input channels
are split into 32 groups for separate convolutions, and then
concatenated as the outputs of the layer (Fig. 1, right).
In practice, we used the grouped convolutions approach
available with PyTorchs [13] torch.nn.Conv2d function for
more concise code.
Fig. 1. (left) 3-layer snippet of the original VDSR architecture. (middle)
Our proposed building block with multi-branch design. (right) Same as
(middle), implemented as grouped convolutions.
In the original VDSR architecture, there are 18 3×3 filter
convolutional layers like the ones shown in Fig. 1 (left),
which translates into 6 of our proposed 3-layer blocks if we
keep the total number of layers the same.
We used the mean squared error as the loss function:
1
2
||y − f(x)||2 (1)
where f(x) is the predicted image and y is the target ground
truth. The loss is averaged over the training set.
By adopting the split-transform-merge strategy, we were
able to reduce the number of parameters and thus the model
size, as shown in Table 1.
We experimented with different configurations for our
VDSR-ResNeXt architecture - increasing the number of
channels within the block and varying the number of blocks.
We experimented with the following configurations: VDSR-
ResNeXt-18-64, VDSR-ResNeXt-18-128, VDSR-ResNeXt-18-
256 and VDSR-ResNeXt-9-256, where the first number de-
notes the number of layers (excluding first and last layers),
and the second number denotes the number of in and out
channels for the layer on which the grouped convolution
is applied. Due to page limits, we highlight in this report
the results of VDSR-ResNeXt-18-128 and VDSR-ResNeXt-
18-256, the two best performing configurations.
3.2 SRCGAN
3.2.1 Generative Adversarial Nets (GAN)
GANs [4] have been considerably successful as a framework
for generative models in recent years. The GAN architecture
consists of two models: a generative model G that captures
the data distribution, and a discriminative model D that
tries to distinguish whether a sample is a generated output
or the real data. Here, the generator and the discriminator
are trained as part of a double feedback loop, so that the
difference between the generated model distribution and the
true distribution is minimized.
Consider a prior on input noise distribution pz(z). To
learn the generator’s distribution over data x, a mapping
by the generator is performed from the noise distribution
to data space as G(z; θg). We next define a discriminator
D(x; θd) that outputs the probability whether x comes from
the generator or is real data. We try to train G and D
simultaneously to minimize log(1 − D(G(z)) for G and to
minimize log(D(X)) for D. The standard formulation of
GANs is given as follows:
min
G
max
D
V (G,D) = Ex∼pdata(x)[logD(x)]+
Ez∼pz(z)[log(1−D(G(z)))]
(2)
where pdata is the data distribution and pz is the generator
distribution to be learned through the adversarial min-max
optimization.
3.2.2 Conditional Adversarial Nets (CGANs)
Mirza et al. [12] developed Conditional-GANs based on the
GANs described above. In a standard GAN, we cannot con-
trol the process of the data being generated. By conditioning
the model on class labels, it is possible to direct the data
generation process. Let y be some extra information such as
class label, then consider a conditional model where both
the generator and discriminator are conditioned on y.
The objective function of CGANs is as follows:
min
G
max
D
V (G,D) = Ex∼pdata(x)[logD(x|y)]+
Ez∼pz(z)[log(1−D(G(z|y)))]
(3)
The authors applied the Conditional-GANs framework
on the MNIST dataset, and showed that it produced images
that more closely resembled MNIST digits.
3.2.3 SRCGAN
Inspired by Conditional-GANs and SRGAN, we propose a
GAN framework for image super-resolution with a class
condition. We first downsample the HR images (IHR) by
a scale factor (i.e. x4) to create the LR input images (ILR).
Next, we feed the GAN with the LR images as well as the
digit labels from the original images. This is the conditional
element that we add to the GAN which makes our frame-
work different.
3Our generator and discriminator are jointly conditioned
as D(x, y|θd) and G(x, y|θg), respectively, where x repre-
sents an HR image (either a true one or one produced by
the generator) as the input, and y is the class label. The
objective of our adversarial model is:
min
G
max
D
V (G,D) = EIHR∼pdata(IHR)[log(D(I
HR, y))]+
EILR∼pG(ILR)[log(1−D(G(ILR, y), y))]
(4)
Fig. 2. (top) Vanilla GAN architecture. (bottom) Our proposed SRCGAN
architecture.
4 EXPERIMENTAL RESULTS
4.1 VDSR-ResNeXt
4.1.1 Implementation details
For training purposes, we used the same images as was used
for training VDSR [7] - 91 images from Yang et al. [20] and
200 images from Berkeley Segmentation Dataset [11] - with
data augmentation, and generated 41x41 patches from those
images. The patches were then downsized by a factor of 2,
3 and 4, and upscaled to original dimensions using bicubic
interpolation to be used as LR input for the network (370,000
images in total).
We also converted RGB-channel images to the YCbCr
color space, and trained on the Y-channel, as was done by
the authors of VDSR. This is because human vision is found
to be more sensitive to details in intensity (measured by
the Y-channel) than color(measured by Cb and Cr channels)
[14].
We trained our model using a batch size of 128, stochastic
gradient descent with momentum (momentum = 0.9, weight
decay = 0.0001), with learning rate initialized at 0.1 and
reduced by a factor of 10 every 10 epochs. In total, we
trained all models for 25 epochs (216,675 iterations) due to
the long training time required ( 30min/epoch). Our model
was written with the PyTorch library [13] and can support
multiple Tesla P100 GPUs.
4.1.2 Quantitative results
For validation purposes, we used images from Set5 [2], Set14
[21] and B100 [11], which are well-established benchmark
datasets for super-resolution tasks.
We quantified the reconstruction accuracy of our model
to ground truth using peak signal-to-noise ratio (PSNR)
and structural similarity (SSIM), two widely used metrics
for evaluating super-resolution results. As shown in Table
2, VDSR still recorded the highest PSNR and SSIM scores
for most datasets and magnification factors, although our
models come close, especially on the smaller magnification
factor of x2, where our VDSR-ResNeXt-18-256 actually out-
performed the original VDSR model.
TABLE 2
PSNR/SSIM results for on Set5, Set14 and B100 for scale factors 2, 3
and 4
Dataset Scale VDSR Ours (18-128) Ours (18-256)
x2 37.38/0.9587 37.29/0.9581 37.42/0.9588
Set5 x3 33.57/0.9211 33.42/0.9195 33.55/0.9209
x4 31.17/0.8804 30.98/0.8763 31.08/0.8785
x2 33.01/0.9128 32.95/0.9121 33.01/0.9132
Set14 x3 29.80/0.8326 29.73/0.8308 29.79/0.8324
x4 27.97/0.7663 27.82/0.7616 27.88/0.7637
x2 31.83/0.8956 31.79/0.8952 31.86/0.8963
B100 x3 28.76/0.7977 28.69/0.7957 28.74/0.7975
x4 27.15/0.7225 27.02/0.7173 27.06/0.7191
Fig. 3. PSNR on Set5 images during training on VDSR, VDSR-ResNeXt-
18-128 and VDSR-ResNeXt-18-256. VDSR-ResNeXt-18-256 produces
slightly better results than VDSR on the x2 scale.
4.1.3 Qualitative results
Fig. 4 shows a sample of results from our validation sets.
The figure compares images generated from VDSR and our
best proposed model against the LR input and HR ground
truth. As shown, the predictions from our model have
enhanced resolution compared to the LR input, although
both VDSR and our model produce more blurry results in
parts containing finer lines (e.g. eyelashes in the bottom
image).
Fig. 4. Results for scale factors 2, 3 and 4 on three images from
validation sets B100, Set14 and Set5, respectively. Our model (VDSR-
ResNeXt-18-256) produces similar reconstruction results as VDSR.
44.2 SRCGAN
4.2.1 Implementation details
We used the MNIST [8] dataset, which contains 70,000 im-
ages (60,000 for training, 10,000 for testing) of handwritten
digits from 0 to 9 with uniform digit distribution. The
images are in greyscale with size 28 × 28. We downscaled
the images to 7 × 7 (factor of 4) with bicubic interpolation
to use as input to the generator for our experiments (in-
stead of random noise), along with the digit labels as the
conditional variable. We assessed the performance of our
proposed SRCGAN against a traditional GAN (i.e. without
any conditional variables).
SRCGAN was trained with a batch size of 128 and a
learning rate of 0.001. The model was trained for 100 epochs
(46,875 iterations). The leaky ReLU activation function and
the Adam optimizer were used to build the model. The
CNN classifier was trained with a batch size of 128 and a
learning rate of 0.001. The model was trained for 70 epochs
(32,813 iterations). The ReLU activation function and Adam
optimizer were used in the model. Both models were written
with the TensorFlow library [1].
4.2.2 Quantitative results
For evaluation purposes, we trained a CNN to classify digits
of the MNIST dataset in order to assess whether predictions
from our SRCGAN can be recognized as the correct digits.
The classifier obtained an accuracy of 0.9861 on the MNIST
test set. We fed generated images from our SRCGAN and
vanilla GAN to the CNN classifier, and obtained classifica-
tion accuracies of 0.8126 and 0.6811, respectively. This shows
that the conditional information (digit in this case) helped
us generate more accurate HR images.
TABLE 3
MNIST digit classifier accuracy on images generated by SRCGAN and
vanilla GAN.
Models SRCGAN SR Vanilla GAN
Accuracy 81.26% 68.11%
Fig. 5. Discriminator loss and the generator loss for SRCGAN during
training.
4.2.3 Qualitative results
Fig. 6 compares the output from SRCGAN and vanilla GAN.
Most of the images produced by the vanilla GAN are very
blurry, making it difficult to tell what digits the images
are supposed to represent. On the other hand, the images
generated by SRCGAN are clearer and the digits can be
easily recognized. The HR outputs of SRCGAN present
obvious improvements over the downsized images.
To sum up, comparisons based on both the CNN clas-
sifier and visualization illustrate that the quality of HR
image reconstruction can be improved by incorporating the
conditional term.
Fig. 6. MNIST classifier results on SRCGAN output and the vanilla GAN
output, compared to the LR input and ground truth HR images.
5 CONCLUSION AND FUTURE WORK
We proposed and implemented two approaches for the task
of image super-resolution: VDSR-ResNeXt and SRCGAN.
VDSR-ResNeXt: Even though we were unable to com-
pletely outperform the VDSR architecture, we believe there
are several areas of future work that warrant further re-
search. Firstly, we trained our model for 25 epochs due
to computational time constraints while the original VDSR
paper trained for 80 epochs, so there is room for further
training, which could lead to small improvements in perfor-
mance. Secondly, we kept the same settings (e.g. learning
rate schedule) as the original VDSR model, which may
not work well for the different architecture we proposed.
Thirdly, we used PyTorchs [13] built-in grouped convolution
functionality, so there is potential for optimizing the code for
parallel computations, which should reduce training time.
We can also experiment with adding more residual connec-
tions, inspired by ResNet, to build even deeper structures.
And lastly, having a greater variety of training data (e.g.
ImageNet) should theoretically lead to better results for all
models being compared. Our models lag behind VDSR as
the scale factor increases, so we can also try supplying a
greater proportion of training examples with the x4 scale
factor.
SRCGAN: After evaluating SRCGAN on the MNIST
dataset, we successfully recovered clear HR images from the
LR input. The model outputs are consistent with the ground
truth MNIST images. Our model was able to produce more
accurate reconstructed images compared to the vanilla GAN
without conditional information. Moving forward, it would
be interesting to try SRCGAN on more complex labelled
datasets, such as CelebA [10], which contains about 200,000
celebrity faces along with 40 attribute annotations (e.g.,
gender, smiling, brown hair) that we can use as conditioning
variables for our model.
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