The first part of this notes provides a new characterization for discrete compound Poisson point process (proposed by Aczél [Acta Math. Hungar. 3(3)(1952), 219-224.]), which extends the characterization of Poisson point process given by Copeland and Regan [Ann. Math. (1936): 357-362.]. Next, we derive some concentration inequalities for discrete compound Poisson random variable and discrete compound Poisson point process (Poisson and negative binomial are the special cases). These concentration inequalities are potentially useful. In high-dimensional negative binomial regression with weighted Lasso penalty, we give the application that KKT conditions of penalized likelihood holds with high probability.
Introduction
Powerful and useful concentration inequalities of empirical processes have been derived one after another during several decades. The central task is to evaluate the fluctuation of empirical processes from some value (for example, its mean) in probability. Attention have upsurged in various area of research such as high-dimensional statistic, machine learning, etc. Various types of concentration inequality are mainly based on information of moments condition (subgaussian condition), bounded difference condition, see Boucheron et al. (2013) . However, few applicable results are known about concentration inequalities of negative binomial random variables. Note that Poisson distribution (the limit distribution of negative binomial is Poisson) is not subgaussian, but locally sub-Gaussian, see Chareka et al. (2006) . With application to the segmentation of RNA-seq data, a known documental example is that Cleynen and Lebarbier (2014) obtained a concentration inequality of sum of independent centered negative binomial random variables by using lemma 3 in Baraud and Birg (2009) 
Firstly, in Section 2, we give a mathematical theorem for characterizing discrete compound Poisson point process, which is similar to the result that initial condition, stationary and independent increments, jumps condition, together quadruply characterise a compound Poisson process, see Wang and Ji (1993) and the reference therein. It is well-known that Poisson and negative binomial distributions are belong to the family of infinite divisible distributions. Houdr (2002) , Houdr et al. (2008) studied dimension-free concentration inequalities for non-Gaussian infinitely divisible random vectors with finite exponential moments. In particular, the geometric case, a special one of negative binomial, have been obtained in Houdr (2002) . Via entropy method, Kontoyiannis and Madiman (2006) gave a simple derivation of the concentration properties of discrete compound Poisson random variables. Nonetheless, it is strenuous to apply the results of Houdr et al. (2008) , Kontoyiannis and Madiman (2006) to analysis the KKT conditions of the penalized negative binomial likelihood (Poisson regression is a special but different situation), and to derive oracle inequalities of Lasso or Elastic-net estimates (Zhang and Jia (2017a) for Lasso, Zhang and Jia (2017b) for Lasso, Ivanoff et al. (2016) for Lasso Poisson regression). This paper is prompted by the motif of high-dimensional statistics that derives useful negative binomial inequalities which can be obtained under compound Poisson frameworks. In Section 3, we extend the proof of Corollary 5.1 in Houdr and Privault (2002) mentioned by Reynaud-Bouret (2003) , and in a large class we build a general concentration inequalities for discrete compound Poisson point process of order r = +∞. The last results could offer an approach to drive negative binomial concentration inequalities which is beneficial to have applications. Our concentration inequalities is about weighted-sum of independent negative binomial centered random variables, which is better than the case of the unweighted case in Cleynen and Lebarbier (2014) .
Characterization for discrete compound Poisson point process
In the first part, a point process with five assumptions is obtained, which is proved by dealing with the matrix differential equation.
Definition and preliminaries
To begin with, we need to be familiar with the definition of discrete compound Poisson distribution and its relation to weighed sum of Poisson random variables. For more details, we refer readers to section 9.3 of Johnson et al. (2005) , Zhang et al. (2014) , Zhang and Li (2016) and references therein.
Definition 2.1. Let Y be discrete compound Poisson (DCP) distributed if its probability generating function
where (α 1 λ, α 2 λ, · · · ) are infinite dimensional parameters satisfying
If α i = 0 for all i > r and α r = 0, we say that Y is DCP distributed of order r. If r = +∞, then the DCP distribution has infinite dimensional parameters. Set ν(x) = δ x a x λ, and ν(x) is called Lévy measure (Sato (2013) 
which is the canonical representation of m.g.f. of discrete infinitely divisible distributions.
It is easy to see that Y has weighted Poisson decomposition:
In order to present the discrete compound Poisson point process in this section, we shall repeatedly use the concept of Poisson random measure. We introduce the Poisson point processes below, in some references, it is called Poisson random measure (Sato (2013 ), Kingman (1993 ).
Definition 2.2. Let (E, A, µ) be a measure space with σ-finite measure µ, a Poisson random measure (or Poisson point processes) with intensity µ is a family of r.v.'s N (A, ω) defined on a probability space (Ω, F , P) such that 1. N (·, ω) is a counting measure on (E, A) for all ω ∈ Ω.
2. ∀A ∈ A, N (A, ·) is Poisson distributed with rate µ(A).
If sets
In general, we define the discrete compound Poisson point process by
where N k (A) is Poisson point process with intensity α k λ(t), and thus the m.g.f. is M CP (A) (θ) 
In the following section, we let E = R d and denote N (A, ω) as the number of random points in set A. Define the probability P k (A) by P (N (A) = k). If N (A, ω) follows from a DCP point process with intensity measure λ(A), then the probability of k (k ≥ 0) points in the set A is given by
where R(s, k) =:
ts t , see Aczél (1952) .
A new characterisation of DCP point process
Next, we give a new characterisation of DCP point process, which is an extension of Copeland and Regan (1936) . A similar characterization for DCP distribution and process (not for point process in terms of random measure) is derived by Wang and Ji (1993) . For more characterizations of the point process, see the recently monograph Last and Penrose (2017) , and references there in.
Theorem 2.1. (Characterization for DCP point process) If P k (A) satisfies the follow assumption 1-5:
Then there exists a measure λ(A) (countably additive, absolutely continuous) such that P k (A) is represented by (1).
The proof is divided by two parts. In the first part, we show λ(A) is countably additive and absolutely continuous. And in the second part, we show (1).
And from assumption 2, we get P 0 (A) = 1 if m(A) = 0. It follows that 0 < P 0 (A) ≤ 1 if 0 < m(A) < ∞. By assumption 2 and 4, it gives lim
Therefore, λ(·) is absolutely continuous.
(2) Let λ(A) = − log P 0 (A). For A 1 ∩ A 2 = ∅, it implies by assumption 3 that
which shows that λ(·) is finitely additive. Based on the two argument in
Step 1, thus we have show that λ(·) is countable additive.
Step 2. For the convenience, we first consider the case that A = I a,b = (a, b] is an interval on R +d (ddimensional nonnegative real numbers set), and then extend it to any measurable sets. Let T (x) =: λ(I 0,x ), so T (x) is a d dimensional coordinately monotone transformation T with
where the componentwise order symbol (partially ordered symbol) "≤" means that each coordinate in x is less than or equal to the corresponding coordinate of x ′ (For example, d = 2, we have (1, 2) ≤ (3, 4)). This is by the fact that λ(·) is absolutely continuous and finite additive which implies λ(I 0,0 ) = lim
The definition of minimum set of componentwise ordering relation lays the base for our study, see section 4.1 of Dinh The Luc (2016). Let A be a nonempty set in R +d . A point a ∈ A is called a Pareto minimal point of the set A if there is no point a ′ ∈ A such that a ′ ≥ a and a ′ = a. The sets of Pareto minimal points of A is denoted by PMin(A). Next, we define the generalised inverse T −1 (t) (like some generalizations of the inverse matrix, it is not unique) by
When d = 1, the generalised inverse T −1 (t) is just a similar version of quantile function. By Theorem 4.1.4 in Dinh The Luc (2016), if A is a nonempty compact set, then it has a minimal point.
. Consequently, by part one, finite additivity of λ(·), it implies that
. Due to assumption 5, it follows that
Applying assumption 3, we get
and dividing by h (h > 0) in the above equation, then
Here the meaning of h in ϕ i (h, t + τ ) is that
. By using assumption 5 and its conclusion (2), it implies that
which is a difference-differential equation.
To solve this equation, we need to write (4) in matrix form
. . .
On the other hand, the general solution is
where c is the constant vector. To specify c, observe that
Hence, the Q can be written as
By using the expansion of the power of multinomial
ts t . The last equality is by the fact that
Choose the first element in the last vector. Then we just show that
By the relation of ϕ k (τ, t) and P k (A), we obtain
Step 3. We need show the countable additivity in terms of (5). Let A 1 , A 2 be two disjoint intervals, we first show that
which means that (5) is closed under finite union of A ′ i s. By assumption 3, to show (6), it is sufficient to show k i=0 P k−i (A 1 )P i (A 2 ) equals to the right-hand side of (6). From the m.g.f. of DCP distribution, we have
And by the definition of m.g.f. and assumption 3,
Thus, we show (6).
A i . We use the following lemma in Copeland and Regan (1936) .
Lemma 2.1. If we have assumption 1-4, let
To see this,
m(A i ) → 0. Thus, we obtain the countable additivity with respect to (5).
Concentration inequalities for discrete compound Poisson point process
The second part is about the construction of a concentration inequality for DCP point process and its applications in high-dimensional ℓ 1 -regularized negative binomial regression.
Concentration inequalities
At the beginning, we use Lemma 3 of Baraud and Birg (2009) to easily derive a concentration inequality for sum of DCP random variable when it has finite parameters.
Lemma 3.1. (Baraud and Birg (2009) ) Let Y 1 , . . . , Y n be n independent centered random variables.
If for 1 ≤ i ≤ n and all z > 0 log(
Moreover, we have
Proof. First, in order to employ the above lemma, we need to estimate the log-moment-generating-function of centered DCP random variables. Let µ i =:
kα k (i), we have:
Using the inequality e
where
And by applying the inequality e z − z − 1 ≤ z 2 2 for z < 0, we get log Ee
Therefore, by Lemma 3.1: κ = 1, η i = σ 2 i , we have (7). In the sequel, we derive a Bernstein-type concentration inequality for discrete compound Poisson point process (DCPP) with infinite dimensional parameters r = +∞. It is a weigted sum version that slightly differs from Theorem 3.1. 
Remark: The difference between Theorem 3.2 and Theorem 3.1 lies in the fact that the DCP distribution has order r < +∞, while Theorem 3.2 is related to DCP point process (a special case of DCP distribution as λ(A) = λ being constant) with order r = +∞. Let f (x) = 1 A (x) in Theorem 3.2, and we have
. Significantly, our Theorem 3.2 with weighted sum improves the results in Cleynen and Lebarbier (2014) who dealt with un-weighted sum for NB random variables as a special case of DCP distribution.
For a general point process N (A) defined on R d , let f be any non-negative measurable function on E. The Laplace functional is defined by L N (f ) = E[exp{− E f (x)N (dx)}], where stochastic integral is specified by E f (x)N (dx) =: xi∈N f (x i ). The Laplace functional for a random measure is a crucial point that enables us to handle stochastic integral of point process. And we rely on the following Campbell's theorem: Lemma 3.2. Let N (A) be a Poisson random measure with intensity λ(t) and a measurable function f :
is absolutely convergent with probability one if and only if the integral R d min(|f (x)|, 1)λ(t)dx < ∞. Assume this condition is fold, thus we asserts that for any complex number value θ, the equation
holds if the integral on the right-hand side convergence. See section 3.3 in Kingman (1993) for proofs.
Proof. Now, we can compute the DCPP's Laplace functional easily by Campbell's theorem. Set CP r (A) =:
The above Laplace functional is a special case of Lévy-Khintchine representation of compound random measure. Therefore, we obtain ED(η) = 1, where
It follows from (9) and Markov inequality, we have
Hence, (10) turns to
So, we have
Letting r → ∞ in (14), then lim r→∞ CP r (A) → CP (A), so we finally prove the concentration inequality (8).
Application
For negative binomial (NB) random variable with the probability mass function (p.m.f.):
the probability generating function is
Hence NB ∼ DCP(rq, . The NB regression model of overdispersed count data supposes that the observation is {y i ,
is the realization of independent and NB distributed random variables
, and the covariates (non-ramdon)
T ∈ R p are p dimensional vectors, see Hilbe (2011) for details. Let Y i be a NB random variable with parameters q i = µi θ+µi and
are given transformations of bounded covariances. A trivial example is φ j (x) = x. φ j (x ij ) is the j-th component of φ(x i )). The p.m.f. is
where µ i > 0 is the parameter with µ i = EY i and θ > 0 (a given parameter which can be estimated, see Hilbe (2011) ) is the dispersion parameter such that
Let ℓ(β) = − 1 n l(β) := P n R(Y, β, x) denote the negative average empirical risk function, where R(y, β, x) = yφ T (x)β − (θ + y) log(θ + e φ T (x)β ). In sparse high-dimensional setting, one important case is that the number of given covarates p is larger than sample size n. Here, we study the weigted ℓ1 penalized M-estimation for NB regression (Zhang and Jia (2017a) 
where {w j } p j=1 are data-dependent weights which are supposed to be specified in the following discussion.
KKT conditions say thatβ is a solution of (18) iffβ satisfies
The KKT conditions imply events |l j ( β)| ≤ w j hold for all j ′ s. And
As for a discrete compound Poisson, using weighted Poisson decomposition, we defined NB point process as
where N k (A) is inhomogeneous Poisson point process with intensity α k λ(t) and λ = −r ln(
From the line of the proof in (3.2), it is not hard to get the following corollary.
For the subsequent step, letφ j (x i ) := φj (xi)θ θ+EYi ≤ φ j (x i ) and we want to evaluate the complementary events of KKT condition
The aim is to find the value {w j } p j=1 by the concentration inequalities we proposed. Then it is sufficient to estimate the probability in right hand side of the above inequality.
are Poisson random measure with rate
µ(Si) I Si (t) be a histogram type estimator (Baraud and Birg (2009) ) which is a piece-wise constant intensity function for the generating Poisson point process N (S i ) with rate µ(S i ). Since N B(S i ) = Assume that there exists a constant C 1 such that µ i ≤ C 1 and constant C 2 such that V igj ≤ C 2 n for all i = 1, 2, · · · , n and j = 1, 2, · · · , p. Then
From (21), we apply concentration inequality in Corollary 3.1 to the last probability in the above inequality. This implies 
Then for large dimension p, the above upper bound of the probability inequality tends to zero. So, with high probability, the event of the KKT condition holds. Let d * = |{j : β * j = 0}| where β * be the true target coefficient vector which is defined by
Based on (22), with high probability, we could derive non-asymptotic oracle inequalities for ℓ 1 -estimation error oracle inequalities
for Lasso and Elastic-net regularized regularized negative binomial regression, and Lasso regularized Poisson binomial regression, see Zhang and Jia (2017a) , Zhang and Jia (2017b) , Ivanoff et al. (2016) respectively.
