Note: A 4 ns hardware photon correlator based on a general-purpose field-programmable gate array development board implemented in a compact setup for fluorescence correlation spectroscopy Rev. Sci. Instrum. 83, 096105 (2012) A 10 ns time resolution, multi-tau software correlator, capable of computing simultaneous autocorrelation (A-A, B-B) and cross (A-B) correlation functions at count rates up to ∼10 MHz, with no data loss, has been developed in LabVIEW and C++ by using the National Instrument timer/counterboard (NI PCIe-6612) and a fast Personal Computer (PC) (Intel Core i7-4790 Processor 3.60 GHz ). The correlator works by using two algorithms: for large lag times (τ 1 µs), a classical time-mode scheme, based on the measure of the number of pulses per time interval, is used; differently, for τ 1 µs a photon-mode (PM) scheme is adopted and the correlation function is retrieved from the sequence of the photon arrival times. Single auto-and cross-correlation functions can be processed online in full real time up to count rates of ∼1.8 MHz and ∼1.2 MHz, respectively. Two autocorrelation (A-A, B-B) and a cross correlation (A-B) functions can be simultaneously processed in full real time only up to count rates of ∼750 kHz. At higher count rates, the online processing takes place in a delayed modality, but with no data loss. When tested with simulated correlation data and latex spheres solutions, the overall performances of the correlator appear to be comparable with those of commercial hardware correlators, but with several nontrivial advantages related to its flexibility, low cost, and easy adaptability to future developments of PC and data acquisition technology. Published by AIP Publishing. [http://dx
I. INTRODUCTION
Photon correlation spectroscopy (PCS) 1 and Fluorescence Correlation Spectroscopy (FCS) 2, 3 are powerful optical techniques commonly used in physics, biophysics, and chemistry for studying systems that exhibit relaxation dynamics over a wide range of correlation times, from nano-seconds to seconds, or greater. They work by measuring the temporal autoor cross-correlation function of the light intensity scattered or emitted by the sample. Such a task is traditionally accomplished in real time by using hardware digital correlators, i.e., powerful Application Specific Integration Circuitry (ASIC) devices that are designed for that particular task and are commercially available, but at a very high cost. Recently, with the advent of modern Field Programmable Gate Arrays (FPGAs), several custom made hardware FPGA-correlators have been developed, [4] [5] [6] [7] with performances similar or even superior to ASIC-correlators, but at a lower cost and higher flexibility. A third possibility is represented by software correlators, where the only used hardware component is a counter/timer board, and the correlation function is computed completely by the software. Software correlators are definitely much more flexible than hardware correlators (in terms of statistical data analysis and adaptability to future technological developments), but in spite of a remarkable growth experienced over the last decade, 8, 9, [11] [12] [13] [14] [15] are still not as fast and performing as hardware correlators.
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In this article, based on our previous work, 8, 9 we present a new software correlator that uses the National Instrument timer/counterboard (NI PCIe-6612), capable of performing auto-and cross-correlation functions with a minimum sampling time of 10 ns, up to count rates ∼10 MHz, with no data loss. To our knowledge, this is the first time that a software correlator based on a low-cost commercial board is capable of attaining such a high time resolution at so high count rates, working completely online, without necessity of any batch analysis.
II. TIME MODE AND PHOTON MODE SCHEMES
Our correlator works by computing the correlation function with two different procedures 16 called Time Mode (TM) and Photon Mode (PM). In the TM mode, the number of pulses N i falling within adjacent gate time intervals of width ∆t TM is counted and the count-rate auto-correlation function is computed as
where µ i = N i /∆t TM is the average count rate detected at time t i over ∆t TM and τ k = k ∆t TM is the discrete lag time. The integration over ∆t TM leads to the so-called "triangular averaging," according to which Eq. (1) represents a smoothed version of the true correlation function (the one obtained when ∆t TM → 0, see Refs. 8 and 9) and its level of accuracy depends on the ratio α TM = τ/∆t TM . As shown in Ref. 8 , such an accuracy is a decreasing function of α TM and always better than 10 −3 , provided that α TM ≥ 7. When the count rate or the gate time ∆t TM is so small that ⟨N⟩ ≤ 1, the use of a TM scheme becomes highly inefficient and is no longer convenient with respect to the PM procedure. 9, 16 The latter one works by computing the conditional probability P c (N k , τ k | N 0 , 0) of having any N k ≥ 1 counts over an interval ∆t PM centered around the lag time τ k = k ∆t PM after the occurrence of any N 0 ≥ 1 counts at the starting time τ k = 0. Thus, the count rate auto-correlation function G PM µ (τ k ) can be written in terms of P c as 9, 10 
where ⟨n⟩ is the count rate of the incoming pulses. Note that in this case the time resolution of the system is set by the interval ∆t PM , which corresponds to the bin width used for computing G PM µ (τ k ). Thus similarly to what happens for the TM mode, the integration over the finite interval ∆t PM leads to the so-called "rectangular averaging," according to which Eq. (2) represents a smoothed version of the true correlation function (the one obtained when ∆t PM → 0, see Ref. 9 ) and its level of accuracy depends on the ratio α PM = τ/∆t PM . As shown in Ref. 9 , such an accuracy is a decreasing function of α PM and always better than 10 −3 , provided that α PM ≥ 5. Equations (1) and (2) are un-normalized ideal auto-correlation functions. When the measuring time T is finite, they still represent the best TM and PM correlation estimators, with the sum appearing in Eq. (1) computed over a finite number M = T/∆t TM of gate times and the conditional probability P c appearing in Eq. (2) estimated by using a finite number of pulses ∼ ⟨n⟩ T. Their normalized versions were obtained with two different procedures. For the PM scheme, we used the standard normalization method, whereas for the TM scheme, we adopted the so-called "symmetric normalization." 17 They read
where ⟨n⟩ is the average count rate estimated over the time interval [0, T], ⟨n 0 ⟩ is the average count rate estimated over the interval [0, T − τ], and ⟨n τ ⟩ is the average count rate estimated over the interval [τ, T] . In this way the correlation functions are normalized so that g 2 (τ k → ∞) = 1. Note that since the symmetrical normalization is much more efficient in reducing the noise associated to the correlation estimators only when the lag times are very large and comparable with the measuring time T, 17 we have used it only for the TM scheme. The generalization of Eqs. (1)-(3) to cross correlation functions is straightforward. The TM cross correlation function A-B between signals A and B is formally identical to Eq. (1), i.e.,
TM is the average count rate of signal A detected at time t i over ∆t TM and µ
TM is the average count rate of signal B detected at time t i + τ k . Similarly, the PM cross correlation function A-B is formally identical to Eq. (2), i.e.,
PM , where ⟨n A ⟩ is the count rate of the incoming pulses A and P c denotes the probability of having any N B k ≥ 1 counts of signal B at the lag time τ k = k ∆t PM after the occurrence of any N A 0 ≥ 1 counts of signal A at the starting time τ k = 0. Similarly to the case of autocorrelation functions, the normalized versions of the cross correlation estimators are computed as
, (4) where for the PM scheme ⟨n A ⟩ and ⟨n B ⟩ are the average count rates of signals A and B estimated over the time interval 
III. MULTI-TAU SCHEME
In order to cover many decades in lag-times (from ns to s) with relatively small computational times, modern correlators adopt the so called multi-tau scheme. 18 In this scheme the lag times are grouped in stages of linear correlators whose integration times ∆t s increase as a pseudo-geometrical progression so that
where s is the stage index, k the shift index inside each stage, m the binning ratio between adjacent stages m = ∆t s+1 /∆t s , S the number of stages, and ∆t 0 is the shortest integration time. Each stage s of Eq. (5) represents a linear correlator made of p channels, whose correlation function is computed according to either Eq. (1) or Eq. (2), and the overall correlogram is then obtained by combining all the linear correlators. This is done by discarding the first p/m lag times of each linear correlator (except the first one with s = 0) and merging all the others up to a maximum lag time τ max = (p − 1) m S−1 ∆t 0 . The choice of p and m determines the accuracy of Eqs. (1) and (2) , which depend on the ratio α = τ/∆t. Since the lowest lag time of each s− correlator is τ min = (p/m) ∆t s (see Ref. 8) , it turns out that the ratio between τ min and ∆t s is s-independent, being given by τ min /∆t s = p/m. Thus, for a given required accuracy, p/m is constrained to α = p/m . The actual values of p and m are chosen according to speed performances that can vary depending on working conditions (see Sec. V).
Summarizing, the multi-tau scheme ensures the recovery of the correlation function with a high computational efficiency and high signal to noise ratio, without renouncing to a high accuracy.
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IV. CORRELATOR ARCHITECTURE
The software correlator developed in this work uses the National Instrument PCIe-6612 counter/timer board, which is equipped with 32-bit, 8 input channels and operates at a maximum frequency of 100 MHz. The board is controlled by a home made LabVIEW_2010 (with DAQmx drivers) code, which allows the simultaneous retrieving of the TM and PM correlograms.
Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. With respect to our previews work in Ref. 9 , the main (hardware) difference is the use of the new counter/timer board PCIe-6612 instead of the old board PCI-6602. Beside being slightly faster (100 MHz instead of 80 MHz), the new board has several crucial advantages with respect to the old one: (i) it works on a PCIe bus, which is a high-speed, high-throughput serial bus much more performing than the old PCI bus, (ii) it is equipped with a much larger on board memory (127 32-bit samples instead of 3), and (iii) the number of Direct Memory Access (DMA) channels for data transfer is much higher (8 instead of 3), which makes possible the computation of the PM and TM correlograms up to 4 channels. All these features make the acquisition data procedure much more efficient and free of errors, even in critical situations occurring during the PM acquisition (see below).
The correlation architecture (relative to a single channel) is sketched in Fig. 1 . The pulse stream out from the photon counting unit is passed through a τ d ≥ 50 ns dead time circuitry and continuously acquired with the counter/timer board, which handle the pulses according to the TM and PM operation modes.
In the TM mode, a clock signal of a relatively long period ∆t TM 0 (multiple of the 10 ns board clock available on the board) is sent to the gate port of the TM counter, whereas the sequence of incoming pulses is fed to the input port of the counter. In this way the TM counter counts the number of pulses falling within adjacent continuous gate intervals of width ∆t TM 0 and its output is a buffered sequence of integrated counts, i.e., the total number of pulses counted since the first gate time. The TM correlogram is computed by using the multi-tau scheme described by Eq. (3) and adopting, for each linear correlator, the same algorithm reported in Ref. 8 . However, differently from Ref. 8 where the entire code and all the computations were done in LabVIEW, in this work we used LabVIEW only for handling data acquisition and user interface, whereas the core computational task of the correlator (that is, rotation, update, and multiplication of the shift register associated to the correlogram, see Ref. 8) was carried out by means of a call to a Dynamic Link Library (DLL) written in C++ (Visual studio 2010 platform). The use of the DLL was convenient because this task is typically applied to very large arrays (size ∼10 5 ) and, consequently, the time required for calling the DLL was greatly compensated by the higher efficiency of the C++ code.
In the PM mode the incoming pulses are sent to the gate port of the PM counter, whereas the input port is fed with the board clock signal ∆t PM 0 = 10 ns. In this configuration the PM counter measures the elapsed time between successive pulses with a temporal resolution equal to ∆t PM 0 and its output is a sequence of the integrated times, i.e., the times elapsed since the arrival of the first pulse. The PM correlogram is computed by using a single linear correlator of p PM channels so that τ
and by adopting the algorithm described in the Appendix. Note that, differently from the TM case, the PM correlator has been totally developed in LabVIEW for the reasons described in the Appendix.
The TM and PM counters work simultaneously, but asynchronously with respect to each other. The functioning of the TM correlator is rather simple because the gate port is clocked at a constant rate and the data transfer takes place synchronously with the TM clock, independently of the count rate. Differently, the functioning of the PM correlator is somewhat more critical because its gate port is connected to the incoming pulse stream. Thus, the PM counter works asynchronously with the PM clock signal and the "instantaneous" frequency at which the gate port is clocked might be remarkably high (when the pulses arrive in bursts) and any two consecutive pulses arriving at a distance closer than 50 ns provoke an error that stops the PM acquisition. This is an intrinsic limitation of the PCIe-6612 board that was tackled by introducing between the photon counting unit and the counterboard, a τ d ≥ 50 ns dead time circuit (see Fig. 1 ). Thus, the maximum count rate of the incoming photons cannot be larger than 1/τ d ∼ 20 MHz and we have checked that, by using the Hardware Simulator (HS) described in Sec. V, the correlator is capable of working properly up to a maximum count rate of ⟨n⟩ max ∼ 10 MHz. Clearly, at such high count rates, dead time effects introduce a nonnegligible bias in the recovered correlation function, but as shown in Refs. 19 and 21, this bias consists mainly in a reduction of the correlation amplitude without (except for lag times of the order of the dead time) any substantial change of its shape (see also Sec. VI).
Once the two buffered outputs are available from the counter/timer board, they are written into the so-called TM and PM "FIFO queues." These are two software First-Input First-Output (FIFO) buffers that use the large RAM memory available on the PC and allow an efficient way to log data from the board to the PC. The data loaded in the queues are
Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP: 193.206.161.49 On: Wed, 16 Nov then read by the two independent TM and PM "correlator cycles," and the computation of the correlograms takes place simultaneously, but asynchronously with respect to each other and with respect to the acquisition.
As a final comment, it is worth noting that thanks to the TM and PM "FIFO queues," the requirements that the correlator must work in real time can be somewhat relaxed. Indeed, the full real time condition requires that, for the TM correlator, the processing time δt TM proc per gate time must be smaller than ∆t TM 0 , while for the PM correlator, the processing time/pulse δt PM proc must be smaller than the average pulse arrival time τ arr = 1/ ⟨n⟩. When these conditions are not totally fulfilled, unprocessed data are accumulated in the two queues and, provided that their backlogs do not exceed the queues size, the processing can be finished at the end of the measurement. Thus, the use of the queues guarantees that the correlation can still be computed online with no data loss. This delayed online data analysis (whose features will be quantified in Sec. VII) was not present in our previous work. 
V. TESTING AND BENCHMARKING
The correlator was tested by using the Hardware Simulator (HS) developed in Refs. 19 and 20. The HS is an instrument capable of delivering controllable and reproducible trains of TTL pulses with a minimum generation clock time ∆t gen = 50 ns. The pulses' trains can be generated over two independent channels, with any arbitrary correlation function and with features reflecting either the detector defects (dead time, after pulse, dark count, etc.) or the detection geometry (number of coherence areas, homodyne/heterodyne detection).
In all the tests, the multi-tau parameters p TM and m TM of the TM correlator were set so to have an accuracy better than 10 −3 , or equivalently p/m ≥ 7. With these constraints, we found that the minimum computation times were obtained with p TM = 28 and m TM = 4, attaining processing times per gate interval δt For the PM correlator, the minimum lag-time was always set equal to the minimum PM clock time, i.e., ∆t PM 0 = 10 ns. Given the constraint that τ PM max = (p PM − 1)∆t PM 0 must be equal (or almost equal) to the minimum usable TM lag-
= 700 ns of the first TM stage, we found that the minimum processing time per pulse was attained when using a single linear correlator (instead of a multi-tau scheme) with p PM = 70 channels. Under these conditions, as explained in the Appendix, the PM correlator could work at a speed that, for count rates ⟨n⟩ 5 MHz, was only slightly increasing with ⟨n⟩, with typical processing times per pulse of ( δt In the first test, we show how the software correlator works in the case of two typical auto-correlations characterized by a single exponential decay time τ c = 10 −4 s (Fig. 2) . The pulses' stream was generated at two nominal count rates of ⟨n 1 ⟩ = 100 kHz and ⟨n 2 ⟩ = 2.0 MHz, but because of the combined effects of dead time (due to the τ d = 65 ns dead time circuit) and pile-up (due to the HS clock time at ∆t gen = 50 ns), the effective average count rates were ⟨n 1 ⟩ ∼ 0.98 kHz and ⟨n 2 ⟩ ∼ 1.6 MHz. The measuring times were T 1 = 100 s and T 2 = 10 s, the photodetector was supposed to be ideal (no afterpulse, no dark count), and the detection was well inside a single coherence area. The number of TM stages was S TM = 10, corresponding to a maximum lag time τ TM max = 0.7 s. Under these working conditions, the PM processing times/pulse were fairly similar ( δt
∼ 0.53 µs < (τ arr ) 2 = 0.63 µs, so that at both count rates the PM (and TM as well) correlators were working in full real time. The merged PM (circles) and TM (squares) normalized correlation functions (Eqs. (3) and (4)) are shown in Fig. 2(a) together with a single exponential decay function
which was used for fitting the data at lag times τ ≥ 0.2 − 0.4 µs, so to avoid artifacts introduced by dead time effects 21 clearly evident for the data at a high count rate. From the fitting of the data at a low count rate, we recovered time effects were fairly negligible, as also witnessed by the non-systematic residuals in Fig. 2(b) . Conversely, from fitting the data at a high count rate, we recovered B 2 = 1.0002 ± 1 × 10 −4 , (τ c ) 2 = (0.986 × 10 −4 ± 1 × 10 −7 ) s, and β 2 = 0.6584 ± 2 × 10 −4 showing that, as expected, 21 the main effect of dead time is a remarkable reduction of the amplitude β but only a slight change of the shape of g 2 (τ). Consequently, the recovery of τ c was still fairly accurate (−1.4% error) and the residuals only slightly systematic. It should be pointed out that the lag times of the PM correlator appearing in Fig. 2(a) are sampled at an interval of 50 ns instead of ∆t PM 0 = 10 ns. This is because the channels of the PM correlator sampled at 10 ns have been binned and averaged in group of 5 so to remove the strong correlation peaks deriving from the HS generation clock at ∆t gen = 50 ns. Original (open circles) and binned-average (solid circles) data relative to the data taken at the high count rate are shown in Fig. 2(c) .
The second test was aimed to verify the capability of our correlator to compute simultaneously two auto-correlations and a cross correlation at the same time for two input channels (A and B), a feature that can be very useful for the characterization of single molecule dynamics and interactions in applications like fluorescence correlation spectroscopy. 3 The two pulse streams were generated with the HS from the same optical signal (nominal count rate ⟨n⟩ = 1.2 MHz and a single exponential decay correlation with τ c = 10 −4 s), but acquired with two detectors affected by the same 150 ns dead time and different after pulses probabilities. Because of these defects, the effective count rates were ⟨n A ⟩ = 1.1 MHz and ⟨n B ⟩ = 0.91 MHz. The two autocorrelation functions (A-A and B-B) and the cross correlation function (A-B), are shown in Fig. 3(a) . For the sake of clarity, the B-B and A-B curves have been shifted downwards by an offset of 0.5 and 1.0, respectively. The PM processing time was δt PM proc ∼ 1.2 µs > τ arr = 1 µs. Thus all the three correlations were carried out in full real time for the TM correlator and in a delayed online analysis for the PM correlator (overall processing time of ∼12 s instead of 10 s). The after-pulse peaks and the dead time effects well visible in the two autocorrelations disappear in the cross correlation, which was satisfactorily fitted (solid line) with Eq. (6), obtaining B = 1.0004 ± 1 × 10 −4 , τ c = (0.940 × 10 −4 ± 2 × 10 −7 ) s and β = 0.4967 ± 3 × 10 −4 . As for the high count rate data of Fig. 2 , the main effect of the dead time was a drastic reduction of the amplitude β and a bias introduced in the shape of g 2 (τ), which was higher than the one of Fig. 2 . Correspondingly the recovery of τ c was less accurate (−6% error) and the residuals of Fig. 3(b) showed the higher systematic deviations.
VI. EXPERIMENT
The correct functioning of the correlator on real samples was tested by using a home made DLS apparatus, in which the sample, a dilute dispersion of latex spheres contained in a standard 10 mm square cuvette, is shined with the beam of a frequency doubled ∼100 mW Nd:YAG laser operating at λ = 532 nm. The laser (Coherent, mod. Compass 315M-100) was characterized by single transversal mode TEM00, with a beam divergence of ∼2.2 mrad, and the sample cell was placed at a distance of ∼80 cm. The light scattered at 90
• was collected with a mono-mode fiber (OZ Optics mod. LPC-01-532-3.5/125) whose output was coupled to either a standard single photon counting unit (Hamamatsu, mod. H6180) or to a "pseudo" cross correlation detector (ALV Langen, mod. ALV/SO-SIPD), which eliminates detector defects. The particles were calibrated polystyrene spheres from Termo-Fisher Scientific, Inc., dispersed in Milli-Q filtered water at room temperature (T = 22 ± 0.1
• C). All the measurements were carried out with the same correlator parameters, i.e., ∆t TM 0 = 100 ns, ∆t PM 0 = 10 ns, p TM = 28, m TM = 4, and p PM = 70. In the first test, we compared the correlograms recovered with our correlator with the one obtained by using a typical commercial hardware correlator, such as the model Flex2k-12 × 12 from correlator.com. The sample was a dispersion of d = 70 ± 3 nm diameter particles at a volume fraction concentration φ ∼ 10 −4 , the detector was the standard single photon counting unit from Hamamatsu, and the measuring time was T = 100 s. The pulse stream, filtered with a τ d = 65 ns dead time circuit, was first processed by the Flex correlator and, right after, by our software correlator. Figure 4(a) reports the correlograms recovered with the Flex correlator (solid symbols) and our correlator (open symbols) for two different count rates ⟨n⟩ = 100 and 900 kHz. As one can notice, the two correlograms are perfectly matched for all lag times τ ≥ 2 µs, but even at smaller τ's in the range 80 ns ≤ τ ≤ 2 µs where after pulse effects dominate and the statistical reproducibility of the correlation function is dampened due to shot noise, the two curves are fairly similar, reproducing consistently the same peak patterns. The four data sets with τ ≥ 2 µs were accurately fitted by Eq. (6), with no systematic residuals (see panel b), obtaining τ c = (1.60 × 10 −4 ± 1 × 10 −6 ) s. As known, the decay time depends on the scattering angle θ and on the particle diffusion coefficient D through the relation
Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. where q is the magnitude of the scattering wavevector, q = (4π/λ) n sin(θ/2) with n being the refraction index of the medium. Thus, by using Eq. (7), together with the classical Einstein Stokes relation
is possible to determine the particle diameter d. In Eq. (8), k B , T and η, are the Boltzmann constant, the absolute temperature and the solvent viscosity, respectively. From the data of Fig. 4 (a), we recovered a particle diameter d = 70.5 ± 0.4 nm, in excellent agreement with the expected certified value. The effect of the 65 ns dead time circuit shows up only as a reduction of the amplitude β, which increases with increasing the count rate. As shown in Ref. 21 , this effect produces only negligible distortions on the shape of g 2 (τ) (thus nonaffecting the recovered decay time) and can be corrected, provided that the true value of β (retrievable from low count rate measurements) is known. Indeed, upon this correction, all the four data sets are nicely superimposed, as shown in panel (c).
In the second test, we investigated the capability of our correlator to recover the correct correlation function when the apparatus works under different heterodyne conditions. For this purpose we injected a small variable fraction of the laser beam power into the mono-mode fiber that collects the scattered light and changed the overall laser power. In this way, we were able to tune the mixing efficiency of the heterodyne signal without changing the count rate at the detector, which was set to ⟨n⟩ ≈ 80 kHz. In this test we used d = 22 ± 2 nm particles at φ ∼ 10 −3 and collected light with the same Hamamatsu detector for a measuring time T = 100 s. Figure 5 reports the correlograms obtained for seven different heterodyne conditions, spanning a zero-intercept values from ∼1 to ∼2. The solid lines in Fig. 6(a) are the best fits of the data (τ ≥ 2 µs) to the equation where g 1 (τ) = exp(−τ/2τ c ) is the field correlation function, whereas α = ⟨I 1 ⟩ / ⟨I 0 ⟩ represents the mixing efficiency of the heterodyne signal. For α ≪ 1 the first (heterodyne) term inside the square parenthesis is the dominant one, and g 2 (τ) decays as g 1 (τ), with a decay time equal to 2τ c . Conversely, for α ≫ 1 the second (homodyne) term dominates, and g 2 (τ) decays as |g 1 (τ)| 2 , with a decay time equal to τ c . Under the latter conditions, Eq. (9) (5) and (6), we recovered the particles diameters d that, as shown in Fig. 5(c) , were all quite similar with ⟨d⟩ = 22.0 ± 0.2 nm, in excellent agreement with the expected certified value (horizontal dashed line).
The third test was aimed at ascertaining the correlator capability of computing auto-and cross-correlation function of the same optical signal. For this purpose, we used as detector the "pseudo" cross correlation detector (ALV Langen, mod. ALV/SO-SIPD), which works by splitting the incoming light into two almost equal intensity signals, and detecting each signal with different independent single photon counting units. In this way by cross correlating the two pulse streams, any defect associated to the detectors (afterpulse and dead time) can be removed. For this test we used d = 40 ± 1.8 nm diameter particles at φ ∼ 2 × 10 −3 and accumulated statistics for a measuring time T = 100 s. The count rates for the two channels were ⟨n A ⟩ = 100 kHz and ⟨n B ⟩ = 73 kHz, and all the correlator settings were identical to the ones used in Figs. 4 and 5. Figure 6 shows the two autocorrelation functions (A-A and B-B) taken with our correlator (red and blue squares) and compares the cross correlation function (A-B) computed with our correlator (green circles) with respect to the cross correlation function (A-B) computed with the Flexcorrelator (orange triangles). For the sake of clarity, the two autocorrelation functions have been shifted upwards by an offset of 0.5. As expected, the after-pulse peaks and the dead time effects well visible in the two autocorrelations disappear in the cross correlation that, although somewhat noisier at low lag times, overlaps quite nicely to the one recovered with the Flex-correlator. Upon fitting with Eq. (6) the cross correlation data obtained with our correlator, we recovered B = 1.001 ± 2 × 10 −3 , β = 0.946 ± 0.006, and τ c = (0.89 × 10 −4 ± 2 × 10 −6 ) s, which corresponds, via Eqs. (5) and (6), to d = 43 ± 1 nm. This value is slightly larger than expected, but in excellent agreement with the one recovered by fitting the correlogram obtained from the Flex-correlator, for which again d = 43 ± 1 nm.
Finally, we present an example of the flexibility offered by our software correlator that, whenever convenient, allows an easy implementation of a batch data analysis. In the batch modality, the data stream is divided into batches of proper (but non-necessarily equal) time length, for each batch the (normalized) correlogram is computed, and the correlation function is recovered in real time by performing an iterative time-length weighted average of the various correlograms. When the batch time is much longer than the decay time, this modality offers two important advantages over the standard one: (i) it allows to estimate the statistical error bars associated with the correlation function and (ii) allows to filter the data by eliminating possible transient spikes due to presence of residual impurities (that we will call "dust") momentarily intercepting the laser beam. The latter feature is particularly important when the particles to be tested cannot be assimilated to perfect rigid spheres and their gyration radius is relatively large, i.e., R g 100-500 nm. In this cases, in order to prevent that rotational or internal motions affect the measured correlation function, 1 DLS measurements have to be carried out at small q−vectors (q R g < 1) or correspondingly at small angles (θ < (λ/R g )/2πn) where the presence of dust is very disturbing. In Fig. 7 we report an example of such a "dust discriminator" applied to the count stream from a dilute aqueous solution of d = 300 nm polystyrene spheres scattering at θ = 11.50
• . For this experiment we used a home made classical light scattering instrument developed long time ago at the University of California, Santa Barbara by the group of Cannell 22 and recently donated to our laboratory. The instrument operates with a He-Ne laser at λ = 632.8 nm implying that q (θ = 11.50
• ) = 2.1 µm −1 . The scattered light is collected within a few coherence areas, so that the theoretical expected fractional variance is β th = 0.42 (see Table I in Ref. 22) . Fig. 7(a) shows how the dust discriminator works. The raw data are acquired in the TM mode with ∆t TM 0 = 200 ns and, while acquisition is running, they are preprocessed in buffers of 10 5 counts (corresponding to 20 ms) by monitoring as a function of time the average count rate within each buffer, as shown by the blue solid symbols of Fig. 7(a) . Whenever a count rate is higher than a properly selected threshold ⟨n⟩ max (indicated by the horizontal line), that buffer together with a number of its nearest neighbors is discarded. In this way we are sure that not only the dust peak but also its rising an falling edges would not affect the measurement (for the experiment here reported we found that a range of ±10 buffers (±200 ms) was enough). On the contrary, when the count rates of a buffer and its ±10 nearest neighbors are all below threshold, that buffer is accepted and passed to the TM correlator for the analysis. A sequence of continuous buffers below threshold [open red squares in Fig. 7(a)] defines a "batch," i.e., a period of time over which the ith batch correlation function [g 2 (τ)] i can be computed without discontinuity. The final correlation function and its variance are computed as the time-weighted averages
where N b is the number of batches and ∆t i the duration time of the ith batch. Clearly, the results of Eq. (10) depend on the value ⟨n⟩ max chosen for the discriminator. A value too small would damper excessively the signal fluctuations, whereas a value too high would not filter the extra fluctuations due to the presence of dust. The optimal value for ⟨n⟩ max is the one that preserves the expected theoretical fractional variance β th = 0.42 of the signal. The correlation functions computed from the raw data (solid blue squares) and obtained with the dust discriminator (open red squares) are displayed in Fig. 7 (b) together with their single exponential decay (Eq. (6)) fittings (continuous lines). The raw data were acquired for a measuring time T = 30 s at an average count rate ⟨n⟩ = 76 KHz. The dust filtered data, selected by using a threshold count rate ⟨n⟩ max = 270 KHz, produced 6 batches whose overall measuring time was T = 26.9 s and the average count rate ⟨n⟩ = 68 KHz.
In spite of the fact that both correlation functions appear to be fairly well fitted with rather small and comparable residuals (see Fig. 8(c) ), the fitting results are quite different. For the "raw" g 2 (t) we get an amplitude β = 0.581 ± 0.003 and the recovered diameter was d = 483 ± 8 nm, whereas for the "filtered" g 2 (t) we obtained β = 0.4281 ± 0.003 and d = 289 ± 10 nm. In the latter case both parameters were in excellent agreement with the expected ones.
VII. DISCUSSION AND CONCLUSIONS
In conclusion, we have shown that, by using the commercial National Instrument timer/counterboard NI PCIe-6612, a home made software developed in LabVIEW anc C++, and a fast Personal Computer (PC) (Intel Core i7-4790 Processor 3.60 GHz), it is possible to realize a software multi-tau correlator that is quite comparable with the state of the art hardware correlators. The correlation function g 2 (τ) is recovered by using two algorithms based on the so-called time-mode (TM) and photon-mode (PM) schemes. The TM scheme works by measuring the number of pulses falling within adjacent time intervals and is used for computing g TM 2 (τ) at large lag times (τ 1 µs). Conversely, for τ 1 µs the PM scheme recovers g PM 2 (τ) by measuring the time sequence of the arrival times between photons. TM and PM correlators work in parallel by processing the same stream of incoming pulses, and the final correlation function is obtained by merging the two correlograms. Auto-and cross-correlation functions can be computed online with high time resolution (10 ns), at high count rates ∼10 MHz, with no data loss. In particular, for single auto-and cross-correlation functions, the correlator can work in full real time up to count rates ⟨n⟩ ∼ 1.8 and ∼1.2 MHz, respectively. At higher ⟨n⟩ it works in a delayed online data analysis modality, meaning that the acquisition and the computation of g When compared with other software correlators reported in the literature, [11] [12] [13] [14] [15] the performances (in terms of speed and time resolution) of our correlator appear to be quite competitive. For example, the F2Cor correlator developed in Ref. 14 can process auto-correlation data at a speed of ∼0.1 µs per pulse (independently of the count rate), thus allowing a full real time data processing up to ∼10 MHz, in principle at any time resolution (limited by the acquisition board). In comparison, our correlator appears to be slower, but only if the comparison is performed at a time resolution 50 to 100 ns. Indeed, at a 100 ns time resolution (or higher), our correlator can work in the TM mode only, with the capacity of computing in full real time single A-A, A-B, or triple A-A, B-B, and A-B correlation functions, in principle at any count rate. This is because the processing time/gate interval of the TM correlator is independent of the count rate and, if the PM correlator is not used, there is no need of the τ d ≥ 50 ns dead time circuit (see Fig. 1 ). Thus the highest sustainable count rate is limited by either the used detector or by the maximum external source frequency acceptable by the NI-PCIe 6612 board, i.e., 80 MHz. Note also that, if only a single autocorrelation function has to be computed (A-A or B-B), the TM correlator can be even faster, processing data in full real time down to a time resolution of ∆t TM 0 = 60 ns. The main limitation of our software correlator is the mandatory presence of a τ d > 50 ns dead time circuit, which prevents measuring the auto-correlation function at lag times τ ≤ τ d . However, this limitation does not affect the 10 ns time resolution of the correlator because the resolution of the PM correlator is always 10 ns for any τ d ≤ τ ≤ 0.7 µs. Furthermore, as discussed in Sec. VI, small dead time effects do not alter significantly the shape of the auto-correlation function [which can be always corrected for, see Fig. 4(c) ] and are not present in cross correlation functions that, therefore, can be effectively measured with a time resolution of 10 ns down to the minimum lag time (see Fig. 6 ). To this respect, we would like to mention that in this work we have implemented only the A-B cross correlation function, not the B-A one whose implementation (to be computed simultaneous with A-B) is straightforward but not priceless in terms of computational speed. In this way, whenever allowed, the average of A-B and B-A would provide a cross correlation function with a higher signal-to-noise ratio. We leave this improvement for future work.
Another important feature of the correlator is its intrinsic flexibility, due to the software elaboration of the data. We
Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP: 193.206.161.49 On: Wed, 16 Nov have shown that it is possible to preprocess the data by eliminating possible transient spike-like peaks due to presence of dust particles and analyze the uncontaminated data in a batch modality. In this way it becomes feasible to carry out DLS measurements on large particles, which need to be tested at low angles where, unfortunately, the presence of dust is almost unavoidable. A by-product of the batch analysis is the estimation of the correlation function error bars, which are often not taken into account or estimated only a posteriori in standard DLS analysis. Noticeably, all this can be done online and in real time.
Furthermore, besides processing the data online, it is possible to store them on the hard disk and analyze them off line in second time. This provides several advantages, such as (i) processing the data with different multi-tau configurations and choose the optimal one for the specific case under investigation, with the possibility of tuning the accuracies associated to the "triangular" and "rectangular" averages; (ii) check and optimize the dust discriminator procedure carried out online; (iii) having access to the entire sequence of the photon arrival times, with the possibility of carrying out sophisticated data analysis, such as the computation of higher-order correlation functions, which are known to be related to the statistical uncertainties associated with the different channels of the correlation function; (iv) last but not least, the software correlator allows an easy implementation of the Photon Counting Histogram (PCH) analysis, which is greatly used in the processing of FCS 24, 25 and might offer good perspectives also for the analysis of PCS data.
Finally, we would like to mention that the 10 ns time resolution of the correlator is limited by the performances of the NI PCIe-6612 board, for which 10 ns is the maximum available clock frequency. Thus in principle, by using a faster board would allow us to increase the time resolution beyond 10 ns. At the same time, any other general purpose acquisition board that is controlled with LabVIEW can be used in conjunction with our software correlator, thus extending its applicability not only to digital signals (such as in PCS or FCS) but also for the analysis of analogic signals acquired with standard Analog to Digital Converter (ADC) boards. As a further comment, we note also that the real time performances of the correlator are limited by the performances of the PC and by the LabVIEW compiler, which are both expected to improve in the next future. These are the main advantages of software over hardware correlators, the fact of being highly flexible and intrinsically prone to exploit all the future developments of PC and data acquisition technology.
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APPENDIX: PM ALGORITHM
The algorithm followed in the PM correlator for recovering the histogram P c (N k , τ k | N 0 , 0) of having N k counts at time t i + τ k after that N i counts have occurred at the time t i is based on following algorithm.
Let us indicate with τ PM max the maximum lag time of the histogram and with {t 1 , t 2 , . . . ,t N } q , the qth acquisition data buffer containing the integrated arrival times of N photons (see Fig. 8 ). Each time t i of this array is processed by first computing all the distances τ ki = t k − t i (k ≥ i) and discarding all the k for which τ ki > τ PM max . Then the distances τ ki (which are positive integer numbers increasing with k) are histogrammed on a linear histogram made of p PM bins. This operation is simple and fast because each τ ki value corresponds to the bin to be increased by one. At the end of this operation the next time t i+1 is handled in the same way, and the procedure continues iteratively until the time t i * whose distance from the last arrival time is τ Ni * ≤ τ PM max . Then all the times with i > i * are carried over and used as headers of the next (q + 1) data buffer, which is processed as the previous one. The entire procedure stops when the time distance of the last pulse of the current buffer from the very first arrived pulse is longer than the desired measuring time T.
This algorithm is extremely simple and therefore, similar to those reported in Refs. 11 and 14, its average processing time δ PM proc per pulse is expected to be proportional to the average number of pulses ⟨q⟩ processed in the time interval τ PM max , i.e., ⟨q⟩ ∼ ⟨n⟩ τ PM max . However, under our working conditions (fixed τ PM max = 0.7 µs and ⟨n⟩ ≤ 10 MHz), ⟨q⟩ is typically a small number, of the order of 1 (at ⟨n⟩ ∼ 1 MHz) or less. Thus, many of the pulses occurring at time t i have no other pulse falling at a distance τ ki closer than τ PM max and the histogram is not updated at that iteration. As a consequence, δ PM proc does not scale linearly with ⟨q⟩ and is determined for a good fraction by all the other tasks that are carried out by the program (such as data acquisition, queueing and dequeueing data buffers, handling data carry, etc.) that contributes to a constant offset computational time. The final effect is that δ As a final comment, we would like to point out that the PM algorithm was implemented in our program as a LabVIEW   FIG. 8 . Scheme of the PM algorithm. For each pulse occurring at time t i , all the pulses falling at distances τ ki ≤ τ PM max contribute to the histogram, which is increased by one (at the τ ki bin) for each distance τ ki . Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP: 193.206.161.49 On: Wed, 16 Nov routine and not as a C++ DLL call, as done for the TM algorithm. This is because, differently from the TM case that handles arrays of very large size (∼10 5 ), in the PM case the size of the q-array is very small and a call to a C++ DLL routine is no longer convenient with respect to carrying out the same task directly in LabVIEW.
