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Nonlinear optical spectroscopies are powerful tools for probing quantum dynamics in molecular
and nanoscale systems. While intuition about ultrafast spectroscopies is often built by considering
infinitely short duration — impulsive — optical pulses, actual experiments have finite-duration
pulses, which can be important for interpreting and predicting experimental results. We present
a new freely available open source method for spectroscopic modeling, called Ultrafast Ultrafast
(UF²) Spectroscopy, which enables computationally efficient and convenient prediction of nonlinear
spectra, including treatment of arbitrary finite duration pulse shapes. We also present a Runge-
Kutta Euler (RKE) direct propagation method, which is more efficient for systems with Hilbert
space dimension greater than 100. These methods efficiently treat open systems with Markovian
baths. For non-Markovian systems, the degrees of freedom corresponding to memory effects can be
brought into the system, where they are treated nonperturbatively. UF² requires diagonalization
of a system Liouvillian. While conventional wisdom dictates that such diagonalizations are too
costly, we demonstrate that for important and frequently studied small systems, UF² can be over
500 times faster than the more standard RKE method. UF² and RKE are part of a larger open
source Ultrafast Software Suite, which includes tools for automatic generation and calculation of
Feynman diagrams.
I. INTRODUCTION
Nonlinear optical spectroscopies (NLOS) are widely
used tools for probing the excited state dynamics of a
wide range of systems [1, 2]. The signals that can be
measured using NLOS contain a wealth of information,
but correctly interpreting that information generally re-
quires making a model of the system and predicting the
spectra that result. Such analysis can require repeated
lengthy computations in order to fit multiple parameters
to the collected data [3–6]. Fast methods for simulating
spectra of model system enable better interpretation of
experimental results.
NLOS are often calculated in the impulsive limit of in-
finitely short optical pulses. Recent work has shown that
finite pulse effects can have dramatic effects on measured
NLOS, and that fitting the data using intuition devel-
oped in the impulsive limit can lead to incorrect conclu-
sions [7], adding to the existing body of work exploring
the effects of finite pulse shapes [8–17]. The effects of
Gaussian and exponential pulse shapes has been treated
analytically for various types of NLOS, providing valu-
able insights into the effects of pulse shapes and dura-
tions [16, 17]. However, real experimental pulses are of-
ten not well represented by Gaussian or other analytical
shapes. Ideally, modeling of NLOS should include ac-
tual experimental pulse shapes rather than approximate
forms, and a number of numerical methods have this ca-
pability [8, 10, 18–22].
In Ref. [23] we introduced a novel fast algorithm based
on Fourier convolution, called Ultrafast Ultrafast (UF2)
spectroscopy, capable of simulating any order NLOS us-
ing arbitrary pulse shapes. We compared it to our own
implementation of a standard direct propagation method
we called RKE (Runge-Kutta-Euler) and demonstrated
that UF2 shows a significant speed advantage over RKE
for systems with a Hilbert space dimension smaller than
104. However, that work is based upon wavefunctions
and is only valid for closed systems. Condensed-phase
systems in particular have essential dephasing and dissi-
pation, making wavefunction methods of limited use in
interpretation of experiments.
In this work we present the extension of both UF2 and
RKE to open quantum systems with Markovian baths.
Degrees of freedom corresponding to memory in the bath
can be included explicitly in the system Hamiltonian. We
show that UF2 is 500 times faster than RKE for small
system sizes, and we believe this result is representative of
the advantage that UF2 provides over direct propagation
methods. For open systems, UF2 outperforms RKE until
the system Hilbert space dimension N is approximately
100. Hereafter, the terms UF2 and RKE refer to the new
open extensions of the old algorithms of the same name,
with the understanding that the closed system algorithms
are now contained as special cases.
UF2 works in the eigenbasis of the Liouvillian that
propagates system density matrices and thus requires di-
agonalization of this Liouvillian. We show that, surpris-
ingly, the cost of this diagonalization is negligible for the
system sizes where UF2 outperforms RKE, despite the
Liouvillian having dimension N2. Diagonalization yields
fast, exact propagation of the unperturbed system and
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2allows the optical pulses to be included using the com-
putational efficiency of the fast Fourier transform (FFT)
and the convolution theorem. UF2 requires only that the
pulse envelope be known at a discrete set of time points,
and thus is able to study any pulse shape of interest, in-
cluding experimentally measured pulse shapes. As few
as 25 points are required with Gaussian pulses to obtain
1% convergence of spectra.
UF2 and RKE are part of a software package we call the
Ultrafast Spectroscopy Suite (UFSS), outlined in Fig. 1,
which is designed to simplify the process of predicting
spectra or fitting spectra to models. UFSS is designed in
particular to facilitate inclusion of finite pulse effects with
low computational cost. There are two distinct effects of
finite pulses. First is the inclusion of additional Feynman
diagrams that must be calculated when pulses overlap in
time. UFSS includes an automated Feynman diagram
generator (DG), described in Ref. 24, which automates
the construction of these diagrams and determination of
which ones give non-negligible contributions. Second is
the calculation of the contribution from each diagram.
Both UF2 and RKE take in diagrams and calculate their
contributions including the effects of pulse shapes. UFSS
also contains a Hamiltonian and Liouvillian generator
(HLG), described in this manuscript, which parametri-
cally constructs models for vibronic systems. Each of
the packages in UFSS can be used independently. In this
work we demonstrate how UF2 and RKE can be used
separately, as well as with the HLG and DG. UFSS is
free and open-source software written in Python, avail-
able for download from github.
In Sec. II we briefly review the formalism of NLOS cal-
culated using time-dependent perturbation theory and
then derive the UF2 and RKE algorithms. The com-
putational complexity of these methods is shown in Ap-
pendix A. In Sec. III we describe the HLG and the sys-
tems it is built to describe. In Sec. IV we use the HLG to
study and compare the computational cost of UF2 and
RKE for a range of system sizes. In Sec. V we show the
accuracy of UF2 by comparing to analytical expressions
for the 2D photon echo signal of the optical Bloch equa-
tions perturbed by Gaussian pulses from Ref. 17. We
demonstrate that UF2 converges to the analytical solu-
tion using just 25 evenly spaced points to represent the
Gaussian pulse shape.
II. ALGORITHM
We begin this section by outlining the standard results
of time-dependent perturbation theory, and how it is ap-
plied to nonlinear optical spectroscopies [25], in order to
introduce our notation and derive the formal operators
that we use to describe signals. In Sec. IIA we build on
this foundation to derive a novel open-systems algorithm
called UF2 for calculating perturbative spectroscopies. In
Sec. II B we briefly present a direct propagation method
called RKE that is included in UFSS, which is used as a
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Figure 1. Logical flow of the UFSS package. Users in-
put information about the experiment (pulse intervals and
pulse-discrimination condition) and the system (states, op-
tical dipoles, and system-bath interaction). UFSS consists
of the diagram generator (DG), the Hamiltonian/Liouvillian
generator (HLG), and two choices of propagators: UF2 and
RKE. The DG produces a list of Feynman diagrams, as de-
scribed in Ref. [24]. This list and the Hamiltonian or Liou-
villian of the system are inputs to either UF2 or RKE, which
calculate the contribution of each diagram to the resulting
signal. The DG updates the list of diagrams as the pulse de-
lay times change, so that UF2 and RKE only calculate causal
diagrams for each set of pulse delays.
benchmark for timing comparisons with UF2.
We begin with a Hamiltonian of the form
H = H0(t) +H
′(t), (1)
where the light-matter interaction with a classical field
E(t) is treated perturbatively in the electric-dipole ap-
proximation as
H ′(t) = −µ ·E(t), (2)
where µ is the electric dipole operator. Cartesian vectors
are indicated in bold. We include a time-independent
3system-bath interaction in the equations of motion for
the system density matrix ρ, so
dρ
dt
(t) = − i
~
[H(t), ρ(t)] +Dρ(t), (3)
where D is a superoperator that describes dephasing and
dissipation. The UF2 algorithm can be applied with any
time-independent operator D. Separating the pertur-
bation H ′(t) yields two superoperators, L0 and L ′(t),
which are defined as
dρ
dt
(t) =
−i
~
([H0, ρ(t)] + i~Dρ(t))︸ ︷︷ ︸
L0|ρ(t)〉
+
−i
~
[H ′(t), ρ(t)]︸ ︷︷ ︸
L ′(t)|ρ(t)〉
.
(4)
ρ can be considered as an operator in the Hilbert space
of the material system H and as a vector in the Liouville
space L, which is the vector space of linear operators on
H. We denote vectors in L by |·〉〉. For linear operators A
and B acting on H, we write the operator A ⊗ BT in L
such that A ⊗ BT |ρ〉〉 is equivalent to AρB.1 Using this
transformation, we rewrite Eq. 4 as
d|ρ(t)〉〉
dt
= L0|ρ(t)〉〉+L ′(t)|ρ(t)〉〉, (5)
where, in terms of operators on H,
L0(t) = − i~H0(t)⊗ I+
i
~
I⊗HT0 (t) + i~D(t) (6)
and
L ′(t) = − i
~
µK ·E(t) + i
~
µB ·E(t), (7)
with
µK = µ⊗ I and µB = I⊗ µT .
In a closed system, D = 0, and this formulation becomes
equivalent to the closed case, which can be expressed with
wavefunctions rather than density matrices [23].
We describe the electric field as a sum over L pulses,
where each pulse is denoted by a lowercase letter starting
from a. A typical 3rd-order signal is produced by up to
4 pulses. We write the electric field as
E(t) =
∑
j=a,b,...,L
ejεj(t) + e
∗
jε
∗
j (t) (8)
1 Note that the Liouville space is also a Hilbert space, with an
inner product (v1, v2), which can be expressed in terms of the
inner product on H. If |v1〉〉 = |a〉 〈b| and |v2〉〉 = |c〉 〈d|, then the
inner product of v1 and v2 is Tr[v
†
1v2] = 〈d | b〉 〈a | c〉, where the
trace is taken with respect to a Hilbert-space basis. All other
cases following by linearity.
where ej is the possibly complex polarization vector, and
the amplitude εj of each pulse is defined with envelope
Aj , central frequency ωj , wavevector kj , and phase φj as
εj(t) = Aj(t− tj)e−i(ωj(t−tj)−kj ·r−φj),
where tj is the arrival time of pulse j. We make the
physical assumption that each pulse is localized in time
so εj(t) is nonzero only for t ∈ [tj,min, tj,max]. For the
purposes of UFSS, Aj(t) does not need to be a closed-
form expression; it only needs to be known on a regularly
spaced time grid in [tj,min, tj,max]. We define the Fourier
transform of the pulse as
ε˜i(ω) =
∫ ∞
−∞
εi(t)e
iωt.
The light-matter interaction, Eq. 7, is a sum over the
rotating (εi) and counter-rotating (ε∗i ) terms. We express
these terms individually as
L ′Kj(∗)(t) =
i
~
µK · e(∗)j ε(∗)j (t) (9)
L ′Bj(∗)(t) = −
i
~
µB · e(∗)j ε(∗)j (t) (10)
so that
L ′(t) =
∑
i=a,b,...
L ′K i(t) +L
′
K i∗(t) +L
′
B i(t) +L
′
B i∗(t).
(11)
In the rotating wave approximation (RWA), the rotat-
ing terms, L ′K i and L
′
B i, excite the ket-side and de-
excite the bra-side of the density matrix, respectively.
The counter-rotating terms, L ′K i∗ and L
′
B i∗ , excite the
bra-side and de-excite the ket side, respectively [22, 25].
We treat the effect of L ′(t) using standard time-
dependent perturbation theory and assume that at time
t0 the system is in a stationary state of L0, which is
|ρ(0)〉〉. Equation 5 is easily integrated in the absence of
perturbation to give the time-evolution due to L0,
T0(t) = exp [L0t] . (12)
The perturbation L ′(t) is zero before t0 and produces a
time-dependent density matrix |ρ(t)〉〉, which is expanded
perturbatively as
|ρ(t)〉〉 = |ρ(0)〉〉+ |ρ(1)(t)〉〉+ |ρ(2)〉〉+ ... (13)
where the nth term can be expressed as [25]
|ρ(n)(t)〉〉 = T0(t)
∫ ∞
0
dt′T −10 (t−t′)L ′(t−t′)|ρ(n−1)(t−t′)〉〉.
Using the decomposition of L ′(t) in Eq. 11, we write
|ρ(n+1)(t)〉〉 as a sum over four types of terms
|ρ(n+1)(t)〉〉 =
∑
j
(Kj +Kj∗ +Bj +Bj∗) |ρ(n)(t)〉〉,
4where all four terms are compactly defined as
Oj(∗) = ηO
i
~
T (t)
∫ ∞
0
dt′T −1(t−t′)
(
µO · e(∗)j ε(∗)j (t− t′)
)
,
(14)
with O = K,B, ηK = 1 and ηB = −1, and the asterisk
denotes the counter-rotating term.
From ρ(n)(t), perturbative signals can be determined.
The full perturbative density matrix is given by
|ρ(n)(t)〉〉 =
∑
j
(Kj +Kj∗ +Bj +Bj∗)
n |ρ(0)〉〉, (15)
which gives (4L)n different terms, each of which is repre-
sented as a double-sided Feynman diagram. The number
of diagrams that must be calculated can be dramatically
reduced when considering the phase matching or phase
cycling conditions in a particular spectrum, which are
sensitive only to some of these contributions to ρ(n)(t).
Further, many calculations are zero in the RWA. Time
ordering also greatly reduces the number of required di-
agrams when the pulses do not overlap. There are well
established methods to minimize the number of diagrams
required to predict a spectrum, and Ref. [24] demon-
strates how to automate that process.
Once the desired diagrams have been determined, the
sum in Eq. 15 can be evaluated with only the relevant di-
agrams to produce the contributions to
∣∣ρ(n)〉 that pro-
duce the desired signal. For example, in the case of a
phase-matching experiment with detector in the direc-
tion kd =
∑
jmjkj , where mj are integers, we call the
portion of the density matrix that contributes to the sig-
nal ρ(n)kd . Then the signal S
(n)
kd
is calculated using
P
(n)
kd
(t) = 〈µρ(n)kd (t)〉
P˜
(n)
kd
(ω) =
∫ ∞
−∞
dteiωtP
(n)
kd
(t)
S
(n)
kd
(ω) = Im
[
ε˜∗d(ω)ed · P˜(n)kd (ω)
]
(16)
where P(n)kd is the n
th-order polarization contributing to
the desired signal and the final pulse, with electric field
Ed, is the local oscillator used to detect the radiated
field. Figure 2 shows the diagrams contributing to the
calculation of the rephasing two-dimensional photon echo
(2DPE) signal when none of the pulses overlap.
The UF2 and RKE methods each implement an opera-
tion of Oj(∗) on a density matrix. When they are given a
diagram to evaluate, they compute the required succes-
sive Oj(∗) operations, for example BcKbBa∗ |ρ(0)〉〉, which
is the second diagram in Fig. 2.
A. Novel open systems algorithm: UF2
We now describe the open systems algorithm we call
UF2 for the operators {Oj(∗)}, which is an extension of
a
b
c
a
b
c
a
b
c
Figure 2. Time-ordered Feynman diagrams that contribute
to the rephasing 2DPE, measured in the kd = −ka + kb + kc
direction. Up to 13 other diagrams contribute to the signal
when one or more of the pulses overlap [24].
the closed systems algorithm of the same name presented
in Ref. 23. UF2 requires that L0 be time-independent
and therefore that the bath be Markovian. All degrees
of freedom corresponding to non-Markovian effects must
be brought into the system, where they are treated non-
perturbatively. With modest computational resource, we
can include several explicit vibrational modes in the sys-
tem, effectively giving highly accurate non-Markovian ef-
fects to a system that is formally treated as having a
Markovian bath.
We diagonalize L0 by finding the right and left eigen-
vectors. The right eigenvectors |α〉〉 form a basis and have
eigenvalues zα, as
L0|α〉〉 = zα|α〉〉.
The left eigenvectors are defined using overbars as
〈〈α¯|L0 = 〈〈α¯|zα.
Since L0 need not be Hermitian, |α〉〉† 6= 〈〈α¯|. We nor-
malize the left and right eigenvectors to satisfy
〈〈α¯|β〉〉 = δαβ . (17)
In the absence ofL ′(t), Eq. 12 gives |ρ(t)〉〉 = T0(t)|ρ(0)〉〉.
T0 is diagonal in the basis {|α〉〉}, so we have
|ρ(t)〉〉 =
N2∑
α
ezαtcα|α〉〉, (18)
where N is the dimension of H, which we take to be
finite. If the physical system has an infinite dimensional
H, as in the case of a harmonic oscillator, we truncate H
to dimension N , and therefore truncate L0 to dimension
N2.
The electric dipole operator acting from the left, µK ,
and from the right, µB , must be known in the eigenbasis
of L0, where we define matrix elements
µKαβ = 〈〈α¯|µK |β〉〉.
µBαβ = 〈〈α¯|µB |β〉〉.
The derivation of UF2 for open systems is formally sim-
ilar to that for closed systems in Ref. 23, with replace-
ments of U by T , the wavefunction |ψ〉 by the density
5vector |ρ〉〉, and the dipole operator µ by µK and µB .
Because the action of the dipole operator on the ket and
bra must be considered separately, the operator Kj(∗) is
joined in the open systems case by its counterpart Bj(∗) .
We represent |ρ(n)(t)〉〉 with coefficients c(n)α (t) that
contain only the time dependence induced by the pertur-
bation, while keeping the evolution due to L0 separate
as
|ρ(n)(t)〉〉 =
∑
α
ezαtc(n)α (t)|α〉〉.
With this notation, Eq. 14 gives
Oj(∗) |ρ(n)(t)〉〉 = ηO
i
~
T0(t)
∫ ∞
0
dt′T −10 (t− t′)
∑
β
|β〉〉〈〈β¯|
(
µO · e(∗)j ε(∗)j (t− t′)
)∑
α
ezα(t−t
′)c(n)α (t− t′)|α〉〉
= ηO
i
~
∑
β
ezβt|β〉〉
∫ ∞
−∞
dt′θ(t′) e−zβ(t−t
′)
∑
α
(
µOβα · e(∗)j ε(∗)j (t− t′)
)
ezα(t−t
′)c(n)α (t− t′)︸ ︷︷ ︸
yβ(t−t′)
. (19)
The integral in Eq. 19 is a convolution, and we express
it in the compact form
Oj(∗) |ρ(n)(t)〉〉 = ηO
i
~
∑
β
ezβt|β〉〉 [θ ∗ yβ ] (t), (20)
where
[x ∗ y] (t) =
∫ ∞
−∞
dt′x(t′)y(t− t′).
Assuming that εj(t) is zero outside the interval
[tj,min, tj,max],
[θ ∗ yβ ] (t) =

0 t < tj,min
rβ(t) tj,min < t < tj,max
Cβ t > tj,max
.
for constant Cβ . Therefore, we need only calculate this
convolution for tj,min < t < tj,max.
Physically, we only need to solve for the time depen-
dence due to the interaction with the pulse while the
pulse is nonzero. The rest of the time dependence is
contained in L0 and is therefore known exactly. This
realization drastically reduces the computational cost of
UF2 compared to techniques that must use time stepping
for both the system dynamics and the perturbation.
We evaluate the convolution [θ ∗ yβ ] (t) numerically to
solve for the function rβ(t) using the FFT and the convo-
lution theorem. Each electric field envelope Aj(t− tj) is
represented using Mj equally spaced time points, where
Mj = (tj,max− tj,min)/dtj and dtj is the spacing between
points. Before convolving yβ is zero-padded up to 2Mj−1
points, and after the convolution is performed we retrieve
only theMj points corresponding to a linear convolution.
Appendix A 1 describes the computational cost of UF2
and shows how it scales with N and M .
B. RKE
The RKE method is an alternative algorithm for evalu-
ating the operators {Oj(∗)} and is also included in UFSS.
It was introduced in Ref. 23 for closed systems. RKE
uses the Runga-Kutta 45 (RK45) adaptive time step al-
gorithm to propagate the evolution due toL0 and a fixed-
step Euler method to include the perturbation L ′(t). It
is a direct propagation method, meaning that it propa-
gates |ρ〉〉 forward one step at a time using the differential
form of the equations of motion, Eq. 5. RKE is a simple
example of a direct-propagation method, and we intend
it to be representative of the computational scaling dif-
ferences between UF2 and direct-propagation methods;
more efficient and higher-order methods than RKE are
possible [2, 18, 21, 26–30].
In the absence of pulses, the RK45 method advances
the density matrix |ρ〉〉 forward in time according to
|ρ˙〉〉 = L0|ρ〉〉 (21)
where we represent the time evolution due to L0 as an
N2 × N2 matrix acting on L, rather than using N × N
operators on H as in Eq. 3. We represent a step using
the RK45 algorithm alone as |ρ(ti+dt)〉〉 = T0(dt)|ρ(ti)〉〉.
Starting from |ρ(0)〉〉, RKE evaluates diagrams by
successive Oj(∗) operations. RKE calculates |ρβ〉〉 ≡
Oj(∗) |ρα〉〉 for some state |ρα〉〉 as
|ρβ(tj,min +mdtE)〉〉 = T0(dtE)|ρβ(tj,min + (m− 1)dtE)〉〉
+L ′Oj(∗)(tj,min +mdtE)|ρα(tj,min +mdtE)〉〉,
(22)
where we propagate using fixed step size dtE from tj,min
to tj,max. This method accumulates error proportional
to dtE . It is possible to construct analogous methods
that accumulate error proportional to dt2E [21]. Defining
ME = (tj,max − tj,min)/dt, m runs from 0 to ME . Once
6we obtain |ρβ(tj,max)〉〉, the remainder of the time evolu-
tion for t > tj,max is obtained using the standard RK45
method alone, with a variable time step.
III. HAMILTONIAN/LIOUVILLIAN
GENERATOR
Here we outline the Hamiltonian and Liouvillian gen-
erator (HLG) included as part of UFSS. Note that both
UF2 and RKE are compatible with any time-independent
Hamiltonian or Liouvillian that can be expressed as a fi-
nite matrix. One need not use the HLG in order to take
advantage of the other modules in UFSS.
HLG is a vibronic model generator, designed to cre-
ate a Hamiltonian for a network of s two-level systems
(2LS) coupled linearly to k harmonic vibrational modes.
The HLG constructs a Liouvillian by including coupling
of each degree of freedom to a Markovian bath using the
Lindblad formalism. Models of this type have been used
to describe many systems including conical intersections
in pyrazine and energy transfer in photosynthetic com-
plexes [31–34].
A. Hamiltonian Structure
We begin with an electronic system described by s 2LS,
He = E0 +
s∑
i=1
Eia
†
iai +
∑
i 6=j
Jija
†
iaj ,
where ai is the annihilation operator for the excited state
in the ith 2LS, Ei is the site energy, E0 is the ground
state energy, and Jij is a Hermitian matrix of electronic
couplings. The system includes k explicit harmonic vi-
brational modes of frequency ωα, generalized momentum
pα and coordinate qα with Hamiltonian
Hph =
1
2
(
k∑
α=1
p2α + ω
2
αq
2
α
)
.
We treat standard linear coupling of these modes to the
electronic system as
He−ph =
k∑
α=1
s∑
i=1
ω2αdα,iqαa
†
iai,
where dα,i indicates the coupling of each vibrational
mode to each 2LS. It is related to the Huang-Rhys factor
by
Sα,i =
1
2
ωαd
2
α,i.
The total system Hamiltonian is
H0 = He +Hph +He−ph. (23)
If we work in the number basis of the vibrational
modes, using the ladder operators bα, with qα = 1√2 (bα+
b†α), pα =
i√
2
(bα − b†α), then H0 is highly sparse. He−ph
has 2k + 1 entries per row. Hph is formally infinite in
size, so we truncate H0 to size N by fixing the total vi-
brational occupation number. Note that Eq. 23 is block
diagonal with s + 1 blocks. Each of these blocks is an
optically separated manifold, and we index manifolds us-
ing X and Y , where X,Y can refer to the ground-state
manifold (GSM), the singly excited manifold (SEM), the
doubly excited manifold (DEM), and so on. Each block
has a size NX , and N = NGSM + NSEM + NDEM + ....
The block diagonal form of H0 is not required by UF2,
but it allows useful simplifications in certain cases, which
are discussed briefly at the end of this section and in Ap-
pendix A .
B. Liouvillian Structure
Using the Hamiltonian from Eq. 23, we construct the
unitary part of the Liouvillian, LU = L0 − i~D, where
L0 is defined in Eq. 6. We include coupling of a Marko-
vian bath to all degrees of freedom of H0 using the Lind-
blad formalism [35]. If O is an operator on H, then we
use the superoperator
L[O]ρ = OρO† − 1
2
(
O†Oρ− ρO†O) .
We consider dissipation in vibrational modes and both
inter- and intra-manifold dephasing and relaxation of the
electronic modes.
For vibrational mode α, we describe coupling to the
rest of the bath with the dissipation operator
Dv =
∑
α
γv,α
(
NthL[b
†
α] + (Nth + 1)L[bα]
)
, (24)
where γv,α is the thermalization rate of the αth mode and
Nth = 〈b†αbα〉 = 1/(exp(β~ωα)−1) is the average number
of excitations at equilibrium of a mode with energy ~ωα
coupled to a Markovian bath of temperature T , with β =
1/kBT , with kB the Boltzmann constant [35].
We describe inter-manifold electronic relaxation and
the complementary incoherent thermal excitation pro-
cesses with
Dr1 =
s∑
i=1
γr1,i
(
CgiL[ai] + CigL[a
†
i ]
)
,
where Cij = e
−βEi
e−βEi+e−βEj
. Intra-manifold relaxation pro-
cesses are described by
Dr2 =
∑
i 6=j
γr2,ijCijL[a
†
iaj ].
Since Cij/Cji = e−β(Ei−Ej), we obtain a thermal distri-
bution of eigenstates as t→∞ if Jij = 0 and di,α = 0.
7Relaxation processes necessarily give rise to dephasing.
We include additional intra-manifold dephasing using
Dd2 =
∑
i6=j
γd2,ijL
[
a†iai − a†jaj
]
.
All of the above processes also give rise to inter-manifold
(optical) dephasing. We include additional, pure inter-
manifold dephasing using
Dd1 = γd1L
[
s∑
i=1
a†iai
]
. (25)
In the common case where γd1 is larger than all the other
bath coupling rates, the homogeneous linewidth(s) are
dominated by the Dd1 term. Putting all of these opera-
tors together we arrive at the total dissipation operator
D = Dr1 +Dr2 +Dd1 +Dd2 +Dν . (26)
When working with optical spectroscopy, H0 is often
block diagonal, and therefore the system is composed of
distinct manifolds, as constructed in Sec. III A. In the
case where we can also neglect inter-manifold relaxation
processes (γr1,i = 0), the total Liouvillian L0 is also
block diagonal. Under these assumptions L0 can be ar-
ranged into blocks of size N2X ×N2Y , allowing us to save
both computational cost and memory, both for diago-
nalization (if applicable) as well as for use with UF2 or
RKE.
IV. COMPUTATIONAL ADVANTAGE
We compare the computational costs of the two UFSS
propagation methods, UF2 and RKE. We show that the
convolution-based UF2 can be up to 500 times faster than
the direct-propagation RKE method for small systems,
with the advantage persisting until N is approximately
100. In Appendix A 1, we derive the computational com-
plexity of UF2 and show that the cost of calculating the
contribution from each diagram using UF2 scales as N4
(see Eq. A3). In contrast, in Appendix A2, we show that
the cost of doing the same calculation using RKE scales
as N2 (see Eq. A5). UF2 has much more favorable pref-
actors, explaining its superior performance at smaller N .
The derivation of the cost of RKE depends strongly on
the sparse nature of vibronic systems when represented
in the vibration occupation basis. For systems described
by the HLG, H0 has approximately 2k + 1 nonzero en-
tries per row, LU has 2(2k + 1)− 1 = 4k + 1 entries per
row. The full L0 = LU + i~D has slightly more entries.
With dense L0, the cost of RKE scales as N3 . In such a
case, the crossover would likely occur for larger N than
reported here.
UF2 also has the additional one-time cost of the di-
agonalization of L0, which scales as N6. Despite be-
ing an expensive calculation, it does not necessarily con-
tribute significantly to the total cost of calculating spec-
tra, because it is reused for each set of pulse delays, pulse
shapes, pulse polarizations, etc. It need only be redone
if the parameters of H0 or L0 are changed. Consider
a sample 2DPE signal S(3)(τ, T, ωt) with 100 coherence
times τ and 20 population times T , as well as a sample
TA signal S(3)(T, ωt) with 100 delay times. Since the
2DPE spectrum requires 3-16 diagrams evaluated with
2000 different pulse delays, the cost of the diagonalization
is effectively amortized over > 6000 calculations. The TA
calculation requires 6-16 diagrams evaluated at only 100
delay times, so amortizes the diagonalization cost only
over ≈ 600 calculations. The RKE method does not re-
quire diagonalization, so the system size at which it be-
comes cost effective to use the RKE method in principle
depends on what type of spectrum is being considered.
In fact, we find that the diagonalization time is insignif-
icant until approximately the system size at which RKE
starts to outperform UF2 without consideration of di-
agonalization. Therefore and surprisingly we deem the
cost of diagonalization to be relatively unimportant when
choosing a propagation method.
The computational costs of predicting spectra depend
not only upon the size but also the structure of the Li-
ouvillian that describes the problem. To make concrete
comparisons between UF2 and RKE, we use a vibronic
Hamiltonian H0 coupled to a Markovian bath, as out-
lined in Section III. Figure 3 shows the ratio of the com-
putation time of RKE to the computation time of UF2
for TA spectra with a variety of vibronic systems. We
considered systems with the number of sites and num-
ber of vibrational modes equal (s = k) and varying from
2 to 4. The energy scale of the problem is defined by
the k identical vibrational frequencies ωα = ω0. The
site energies Ei varied from 0− 1.5ω−10 (where the opti-
cal gap has been rotated away), and the coupling terms
Jij varied from 0 − 0.5ω−10 . We used the same value
of dα,i = dδα,i for each α, i pair, where δi,j is the Kro-
necker delta, and chose five values of d from 0 to 0.2.
Larger values of d require a larger truncation size N for
the spectra to converge. We included a Markovian bath
using γr2,i = 0.05ω−10 , γν,α = 0.05ω
−1
0 and γd1 = 0.2ω
−1
0
(with γr1 = γd2 = 0). The optical pulses were modeled
as Gaussians of standard deviation σ = ω−10 , centered on
the transition E1 − E0. All sites i were taken to have
parallel, equal-magnitude dipole moments, and we took
the Condon approximation.
We chose the number of vibrational states in the sim-
ulations to be sufficiently large by using UF2 to generate
a TA signal and seeking the truncation size N that con-
verges the resulting spectra within 1% using an `2 norm
over the full spectrum. We performed this convergence
separately for each case of s, d. We used the same value of
N for the RKE calculations. The optical field parameters
(M and dt for UF2 andME and dtE) were determined by
testing on some of the smaller systems and were held con-
stant for all s, d. Values of t were selected in order to re-
solve all optical oscillation frequencies in the RWA and to
resolve the homogeneous linewidth, which is dominated
by the term γd1,i = 0.2ω0. We took the inter-manifold
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Figure 3. Timing ratios of RKE to UF2 methods for TA
spectra with 100 time delays for a range of systems and pa-
rameters, described in the text. NSEM is the dimension of
the Hamiltonian describing the truncated singly excited man-
ifold, large enough to converge the spectra. Blue points show
the timing ratios for the evaluation of the spectra but not
the diagonalization of L0. Orange points include the cost of
the diagonalization, which is insignificant with small NSEM .
Near NSEM = 100, the direct-propagation RKE method be-
comes more efficient than UF2. Inset shows the time required
to calculate the TA spectrum using RKE and UF2, without
the diagonalization cost included. The dashed lines show the
slopes of the predicted asymptotic scaling of each algorithm.
All calculations were performed on an Intel Xeon E5-2640 v4
CPU with a 2.40 GHz clock speed.
relaxation rate γr1 = 0, so that the optical manifolds are
separable and L0 is block diagonal.
Figure 3 demonstrates that for small NSEM , UF2 is
about 500 times faster than RKE. The inset shows the
actual runtimes for each value of NSEM , not including
the diagonalization cost for UF2. The dashed lines in the
inset show that as NSEM increases, the expected asymp-
totic scalings derived in Appendix A are observed. The
different asymptotic scalings lead to the crossover in run-
times that occurs around NSEM = 100, corresponding
to L0 having blocks of dimension N2SEM = 10
4. This
crossover is consistent with our result with closed sys-
tems in Ref. 23, where the UF2 method was more effi-
cient than RKE for NSEM smaller than 104 − 105. For
small NSEM , the cost of diagonalization is negligible, as
shown by the blue and orange dots in Figure 3 all over-
lapping for NSEM < 10. As NSEM increases, the cost of
diagonalization becomes apparent as the colors separate.
With or without diagonalization, Fig. 3 shows that the
crossover occurs with NSEM ≈ 100.
2 1 0 1 2
t ( 0)
2
1
0
1
2
 (
0)
(a)
0
/2
3 /2
2
Ph
as
e
10 3 10 2 10 1 100
dt ( )
4
5
6
7
8
9
10
11
12
 (
)
(b)
10
6
10 5
10 4
10 3
10 2
10 7
10 6
10 5
10 4
10 3
10 2
10 1
Re
la
tiv
e 
Er
ro
r
Figure 4. (a) Reproduction of Smallwood’s Figure 3e) us-
ing their analytical forms. The color shows the phase of the
complex signal P (3)(ωτ , T, ωt), while the intensity of the color
shows the magnitude of the signal. The numerical result using
UF2 appears visually identical so is not shown. (b) `2 norm
of the difference between the analytical solution shown in (a)
and the result from UF2, both sampled on a mesh of 801×801
ωt, ωτ points, as a function of dt and the pulse duration ∆
used in the numerical convolutions of Eq. 20. We evaluate
P (3)(τ, T, t) for t and τ ranging from −100σ to 100σ in steps
of 0.25σ. The red star in (b) indicates the smallest value of
M = ∆/dt+1 needed to reach 1% agreement with the analyt-
ical solution shown in (a), and corresponds toM = 25 points.
Note that for ∆ = 12σ, the figure shows that UF2 converges
to the analytical signal as dt2.
V. COMPARISON OF UF2 TO ANALYTIC
RESULTS
We now demonstrate that the signals produced by UF2
reproduce an analytical solution for the rephasing 2D
photon echo (2DPE) signal for the optical Bloch equa-
tions using Gaussian pulses [17]. The analytical solution
provides a benchmark to show that UF2 calculates spec-
tra with a high degree of accuracy. UF2 converges to
within 1% of the analytical result using just M = 25
points to discretize εj(t) . The model studied in Ref. 17
can be mapped to the Hamiltonian described by s = 2
and k = 0 from Sec. III, with the doubly excited state
removed. In this model, the energy difference between
the two excited states is ~ω0 = E2 − E1. All pulses are
taken to have identical Gaussians envelopes
A(t) =
1√
2piσ
e−t
2/2σ2 ,
where σ = ω−10 . All pulses are centered on ωj =
(E2 + E1)/(2~). In the RWA, we are free to set ωj = 0
for all pulses, which we do. The model includes phe-
nomenological population decay and dephasing rates of
0.1ω0 and 0.2ω0, respectively. This bath coupling is sim-
ilar to that outlined in Sec. III B, except that it does
not conserve the total probability of the density matrix.
Rather than using the HLG included in UFSS, for this
comparison we separately created the model described
in Ref. 17. The construction of L0 and the evaluation of
the resulting spectra is demonstrated in the jupyter note-
book Smallwood2017Comparison.ipynb, available in the
UFSS repository.
9The 2DPE signal is the result of three pulses, which
gives rise to an emitted field P (τ, T, t). UF2 is designed
to calculate P (τ, T, t), while the result from Ref. 17 is for
the quantity
P (ωτ , T, ωt) =
1
2pi
∫ ∞
−∞
dteiωtt
∫ ∞
−∞
dτe−iωττP (τ, T, t).
To compare UF2 to the analytical solutions, we calcu-
late P (τ, T, t) for a discrete set of τ, T, t, and take a
2D discrete Fourier transform with respect to τ and t.
Since A(t) is symmetric, we evaluate A(t − tj) on the
interval t ∈ [tj,min, tj,max] with spacing dt, and choose
tj,max − tj = tj − tmin, where tj is the arrival time of
the jth pulse. For symmetric pulses, UF2 converges most
rapidly when the value t− tj = 0 is included at the cen-
ter of the discretization interval and the endpoints of the
interval are also included. We define the duration of the
pulse, ∆j ≡ tj,max − tj,min and the number of points
Mj = ∆j/dt+ 1. All the pulses are identical, and so we
use M = Mj , and therefore ∆ = ∆j for each pulse.
Figure 4(a) shows the analytical result for P (ωτ , 0, ωt),
which provides a benchmark for quantifying the conver-
gence behavior of UF2. Fig. 4(b) shows the `2 norm
of the difference between the analytical solution shown
in (a) and the result from UF2. The white contours in
Fig. 4(b) show that the errors due to ∆ and dt are nearly
independent, since the contours are approximately com-
posed of horizontal and vertical lines, leading to the ap-
pearance of terraces in the color plot. Inspection of the
top of that plot show that UF2 converges to the analyti-
cal signal as dt2, when ∆ is sufficiently large that only the
error from dt is significant. UF2 reproduces the analyti-
cal result to within 1% by using ∆ = 6σ and dt = 0.25σ,
corresponding to M = 25. The spectra attained using
these parameters is not shown, as it is visually identical
to Fig. 4(a). We conclude that UF2 accurately predicts
nonlinear optical spectra with small M .
VI. CONCLUSION
We have presented three separate components of the
Ultrafast Spectroscopy Suite (UFSS), which is a modu-
lar suite of tools designed for predicting nonlinear optical
spectra. We have presented a novel algorithm called UF2
that uses the convolution theorem to efficiently prop-
agate the time evolution of eigenstates of the system
Liouvillian. UF2 is designed for evaluating the contri-
butions to spectroscopic signals from the Feynman dia-
grams that organize perturbative calculations of nonlin-
ear optical spectra. UF2 is the open-systems extension of
the closed-system algorithm of the same name presented
in Ref. 23. We have also presented a direct propaga-
tion technique called RKE and a Hamiltonian/Liouvillian
generator (HLG), which creates Hamiltonians and Li-
ouvillians for vibronic systems coupled to a Markovian
bath. Using the HLG, we have demonstrated that UF2
can be over 500 times faster than RKE for systems with
small Hilbert space dimension N . For N ≈ 100, RKE
begins to outperform UF2. Both methods are available
with UFSS and can be used where appropriate.
A fourth module of UFSS, called the diagram generator
(DG), is presented in Ref. [24]. The DG automatically
generates all of the necessary Feynman diagrams that
are needed to calculate a spectroscopic signal given the
phase-matching (or phase-cycling) condition, the pulse
shapes and pulse arrival times. Taken all together, the
UFSS allows fast and automated calculations of nonlinear
optical spectra of any perturbative order, for arbitrary
pulse shapes, since UF2 and RKE can both automatically
calculate spectra given a list of Feynman diagrams. If
desired, a user of UFSS need not concern themselves with
the details of the perturbative calculations carried out
by UF2 and RKE. They simply must input the phase-
matching conditions and pulse shapes of interest.
Each module of UFSS presented here can also be used
separately. UF2 and RKE can calculate the signal due to
only a single Feynman diagram, or only the time-ordered
diagrams, as is done when comparing to the analytical
results of Ref. 17. UF2 and RKE are compatible with
any Hamiltonian or Liouvillian that is time-independent
and can be expressed as or well-approximated by a finite
matrix. Thus users are free to input their own model
systems, and we include helper functions for saving other
Hamiltonians and Liouvillians into a format compatible
with UF2 and RKE.
UFSS is available under the MIT license at github.
The repository includes jupyter notebooks that generate
Figures 2 and 4 from this manuscript and scripts that
generate Figure 3.
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Appendix A: Computational cost
Here we derive the asymptotic computational cost of
both UF2 and RKE. We derive the computational cost
of calculating the signal S(n)d due to a single Feynman di-
agram for each algorithm, which we call CUF2(S
(n)
d ) and
CRKE(S
(n)
d ). This cost is the cost of calling Oj(∗) n times
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to arrive at |ρ(n)d (t)〉〉, plus the additional cost of calcu-
lating the signal S(n)d from |ρ(n)d (t)〉〉, as in, for example,
Eq. 16. If the RWA holds, and there are well-defined
manifolds (ground-state, singly excited, doubly excited,
etc.) such that only the optical perturbations couple be-
tween them on the timescales of interest, then the density
matrix and Liouvillian can be broken into smaller pieces.
We derive the cost of the general case where the man-
ifolds are not separable and then extend the result to
separable manifolds. We show that the cost of UF2 is
dominated by the cost of full matrix-vector multiplica-
tions, which must be used to apply the dipole operator
to states in the eigenbasis of L0. RKE can use the vi-
brational number basis and thus keeps the dipole matrix
sparse, but its time propagation is more expensive.
For an arbitrary nth-order spectroscopy, both UF2 and
RKE must calculate the same number of diagrams. Since
the total number of diagrams affects the total runtime
of each algorithm and not the ratio of the runtimes, we
consider the cost of only one diagram here.
1. UF2
For UF2, each call of the Oj(∗) operators is dominated
by two operations: (1) multiplying the old state by the
dipole operator to obtain yβ(t) (see Eq. 19), and (2) per-
forming the convolution θ(t) ∗ yβ(t) using the FFT (see
Eq. 20). The cost of both of these operations depends on
the model system being studied. In the general case with
inter-manifold relaxation processes, all density matrices
are expressed as vectors of length N2:
|ρ〉〉 =
∑
α
cα(t)e
zαt|α〉〉,
and all the operators on this space, L0, µK · ei, µB · ei,
are N2 × N2 matrices. Given |ρ(n−1)(t)〉〉, the first step
in determining |ρ(n)d (t)〉〉=Oj(∗) |ρ(n−1)(t)〉〉 is to determine
the coefficients yβ(t) atM time points, whereM must be
large enough to well-represent the pulse envelope shape
A(t), see Fig. 4. This cost is the cost of the matrix-vector
multiplication µO|ρ〉〉 performed M times,
C(µO|ρ(t)〉〉) = aN4M,
where a is the cost of multiplying two complex numbers.
The next step, calculating the convolutions θ(t) ∗ yβ(t)
using the FFT, is
C (θ(t) ∗ yβ(t)) = bM log2M,
where b depends upon the implementation of the FFT.
β indexes the N2 elements of the vector so the total cost
of Oj(∗) is
C(Oj(∗)) = aN
4M + bN2M log2M. (A1)
Since we are most interested in the asymptotic scaling
with N , we have
C(Oj(∗)) ∼ N4M.
For an nth-order spectroscopy, each Feynman diagram
describes an nth-order density matrix. Starting from the
unperturbed density matrix |ρ(0)〉〉, we require n calls to
the Oj(∗) operator, and so the cost of obtaining |ρ(n)d (t)〉〉
from |ρ(0)〉〉 is nC(Oj(∗)). This cost accrues for a single
set of pulse delays. Since the calculations of |ρ(n−1)(t)〉〉
can be reused, the most expensive part of calculating a
multidimensional spectrum is varying the last pulse de-
lay. We discussed this scaling in Appendix A of Ref. 23,
and the same arguments apply here.
In order to calculate the desired signal Sd from
|ρ(n)d (t)〉〉, the density matrix must be evaluated at a sin-
gle time point (in the case of integrated measurements,
as in phase-cycling experiments) or at the M +mt time
points that determine P (n)d (t) (as in Eq. 16 for phase-
matching experiments). M time points are needed to
resolve the turn-on of the signal, governed by the pulse
envelope shape A(t), and mt is determined by the optical
dephasing rate(s) and the desired frequency resolution of
the final signal. Since P (n)d (t) = Tr[µρ
(n)
d (t)], taking the
trace atM+mt points has a cost of aN4(M+mt), dom-
inated again by the matrix-vector multiplication. For
polarization-based signals,
C(P
(n)
d (t)) ∼ N4M︸ ︷︷ ︸
C(O
j(∗) )
+N4(M +mt)︸ ︷︷ ︸
C
(
Tr[µρ
(n)
f (t)]
) . (A2)
The cost of taking the FFT of P (n)d (t) to obtain S
(n)
d (ω)
does not depend on N and is negligible. Thus
CUF2(S
(n)
d ) ∼ N4(2M +mt) (A3)
per set of pulse delay times. Calculating the polarization
from |ρ(n)d (t)〉〉 can be more expensive than construct-
ing |ρ(n)d (t)〉〉. For phase-cycling cases, the cost is only∼ N4M .
In the case of separable manifolds, we note that the
leading N4-dependence in the cost comes from the ma-
trix multiplications in C(µO|ρ〉〉) and in C(P (n)d (t)). In
the case of separable manifolds, L0 is block diagonal,
with blocks of shape NXNY × NXNY , where X and Y
are manifold indices as in Sec. III A. In this case |ρ〉〉 ex-
ists either in a manifold, X, or in a coherence between
two manifolds X,Y . We thus replace |ρ〉〉 by |ρXY 〉〉,
where when X = Y , the density matrix is in a mani-
fold. The dipole operators µK and µB connect |ρXY 〉〉
to |ρX′Y 〉〉 and |ρXY ′〉〉, respectively, and have shapes
NX′NY ′ × NXNY , where for µK , Y = Y ′, and for µB ,
X = X ′. Thus we can replace all occurrences of N4 with
NXNYNX′NY ′ . Since X,X ′, Y, Y ′ are dummy indices,
11
and we have that either X = X ′ or Y = Y ′, we simplify
slightly to
CUF2(S
(n)
d ) = aN
2
XNYNY ′(2M +mt).
Note that for third-order spectroscopies, every diagram
describes a density matrix ρ(3)f that ends in a coherence
between either the GSM and the SEM, or the SEM and
the DEM. As we discuss in Ref. 23, the most costly calcu-
lation for TA and 2DPE calculations is the excited-state
absorption (ESA), due to the increased number of states
in the excited manifolds of vibronic systems with s > 2.
That diagram involves X = SEM, Y = DEM, Y ′ =
SEM , so
CUF2(ESA) = N
3
SEMNDEM (2M +mt), (A4)
which is why we plot runtimes and runtime ratios against
NSEM .
2. RKE
For RKE, each call to Oj(∗) (1) uses the Euler method
to connect ρ(n−1) to ρ(n) via Eq. 22 while the pulse is non-
zero, and (2) extends the density matrix beyond tj,max us-
ing the RK45 method to solve the ODE given by Eq. 21.
RKE represents |ρ〉〉 in the site and vibration-number ba-
sis, ie., the basis in which H0 is naturally defined. In this
basis, H0 is sparse, and L0 and µO are also sparse. For
the purposes of comparing to UF2, we represent the time
evolution due to L0 as an N2 ×N2 matrix, using Eq. 5
(with L ′ = 0) rather than using N ×N operators as in
Eq. 3. Equation 5 involves the same or fewer operations.
Equation 5 does require more memory to evaluate than
Eq. 3, but we are not considering memory requirements
here.
Given any state |ρ〉〉, the cost of the evolution according
to Eq. 5 when L ′(t) = 0 is the cost of multiplying the
vector |ρ〉〉 by the sparse matrix L0. Assuming that L0
has r nonzero entries per row, the cost of each time step
is CRK = 6a(qr + 1)N2 ≈ 6αqrN2, where q is a factor
representing sparse matrix overhead and the factor of 6
comes from the number of function evaluations required
by the RK45 algorithm. Given a local tolerance , the
RK45 algorithm takes adaptive steps of size dtRK . We
approximate dtRK as a constant and neglect the addi-
tional cost incurred when a step is rejected.
Given |ρ(n−1)(t)〉〉, the cost of determining |ρ(n)(t)〉〉
from tj,min to tj,max is the cost of the two main ingre-
dients: including the pulse via the operation µO|ρ(n−1)〉〉,
which involves multiplying the vector |ρ(n−1)〉〉 by a sparse
object µO with a mean number of entries per row rµ, and
a call to the RK45 algorithm with cost CRK . We divide
the interval [tj,min, tj,max] intoME time points with equal
spacing dtE . Thus the cost of determining |ρ(n)(t)〉〉 from
tj,min to tj,max is
Cpulse =
aqrµN2︸ ︷︷ ︸
Cµ
+ aq6rN2︸ ︷︷ ︸
CRK
ME ,
where we have assumed that dtE < dtRK . In the Condon
approximation, rµ is close to 1, while r is O(10), so Cµ <
10CRK and we can neglect it.
From tj,max to some final time tf , the RK45 algorithm
advances the density matrix forward in time with cost
CRKMRK , where MRK = (tf − tj,max)/dtRK .
CRKE(Oj(∗)) = Cpulse + CRKMRK .
By comparison with Eq. A1, we see that density matrix
propagation asymptotically benefits from the sparsity of
L0 and µO, reducing the N4 scaling to N2.
If manifolds are separable, |ρ(n)d (t)〉〉 is of lengthNXNY ,
so we can replace all occurrences of N2 with NXNY ,
giving
CRKE(S
(n)
d ) ∼ NXNY (ME +MRK). (A5)
As mentioned in Appendix A 1, the most costly calcu-
lation for TA and 2DPE calculations is the ESA, which
involves X = SEM, Y = DEM , so
CRKE(ESA) = NSEMNDEM (ME +MRK). (A6)
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