ABSTRACT Recently, a local binary patterns-based initialization scheme for robust cascaded pose regression was proposed, which selects the most correlated shapes with the estimated face from training set as the initial shapes. Nevertheless, due to the massive samples in training set, the operation of selecting the most correlated shapes with the estimated shape turns out to be time-consuming. To reduce the quantity of the faces in training set for correlation analyzing in the training set, the faces should be divided into latent classes, and a face in each class could be chosen to form a smaller initial shape pool. In this paper, we view the faces and the latent classes as the latent Dirichlet allocation model. We first extract scale-invariant feature transform features from each face and employ k-means algorithm on the features to obtain a fixed number of clusters. The features in each cluster are represented by its centroid, which can be used to generate the probability distribution of a face belonging to the latent classes via Gibbs sampling. The performance of the proposed scheme is evaluated on the challenging data set of Caltech Occluded Faces in the Wild. The experimental results show that the proposed scheme can significantly reduce time cost on landmark localization by 65.84% without dropping accuracy.
I. INTRODUCTION
Facial landmark localization is a very popular topic in facial image analysis and recognition areas, which can provide the key information of facial landmarks such as eyes, eyebrows, nose, and mouth. It plays a significant role in many computer vision tasks, such as pose estimation [1] , [2] , face recognition [3] - [5] , and facial expression analysis [6] - [8] . Although great strides have been made in this area [9] - [15] , yet facial landmark localization with occlusions still has challenges. Recently, a data set named Caltech Occluded Faces in the Wild (COFW) [16] appeared, which is designed to present faces in real-world conditions with an average occlusion of over 23%. There are a lot of studies about facial landmark localization under occlusions used COFW to evaluate the performance [16] - [19] .
Since the outstanding performance is obtained by cascaded pose regression (CPR) [20] , the shape regression in a cascaded manner becomes one of the main methods of facial landmark localization. To solve the problem of facial landmark localization under occlusions, Burgos-Artizzu et al. proposed a Robust Cascaded Pose Regression (RCPR) [16] scheme, which has achieved excellent performance at detecting occlusion information and localizing the facial landmarks jointly, as shown in Fig. 1 . However, RCPR is very sensitive to initialization for regression, where an improper initialization would drop the performance greatly. To address this problem, Yiyun Pan et al. proposed an approach named LBP-Initialization-RCPR (LBP-I-RCPR) [21] , which can obtain a robust initial shape by analyzing the correlation of local binary patterns (LBP) histograms between the estimated face and training faces. The most correlated shape of training face with the estimated face is selected as the initial shape and the experimental results show LBP-I-RCPR has an excellent improvement in accuracy. Since LBP-I-RCPR need to analyze the massive samples in training set during the process of facial landmark localization, it turns out to be time-consuming. In this paper, we propose a scheme 1 to reduce the timeconsuming by constructing a smaller initial shape pool. Latent Dirichlet allocation (LDA) [22] is a generative statistical model that allows unobserved groups to explain that why some parts of the data are similar for sets of observations. The latent regularity of features in each face can be found out, and the faces can be linked with correlated regularity together via the Gibbs sampling algorithm to realize the classification. It is a widely used approach for topic modeling of non-textual data, particularly images [23] - [25] , and it has been successfully applied to the facial recognition [26] . Firstly, we extract the scale-invariant feature transform (SIFT) [27] features and form the facial feature sets for each face. Then we apply k-means clustering on each facial feature set to get the same number of clusters for each facial feature set. The features in each cluster can be represented by its centroid. The number of features in the cluster can be taken as the frequency of the centroid, which represents the proportion of the centroid in the feature set. The high-frequency centroid is more decisive for which class the face belongs to. With the input of facial feature library, centroids and their frequency, the probability of given face in a specific class can be obtained by Gibbs sampling algorithm, and the faces in the training set can be classified. Finally, an arbitrary face in each class is selected to form the smaller initial shape pool. The performance of the smaller initial shape pool is evaluated on the COFW dataset and the results show great improvements can be obtained on the time cost without dropping the accuracy.
The rest of this paper is organized as follows. Section II briefly introduces the related works including facial landmark localization under occlusion and its improvement of using initial shape pool construction. Section III describes the proposed scheme of constructing the smaller initial shape pool. Experimental results and analysis are presented in Section IV. Conclusions are drawn in Section V.
II. THE RELATED WORKS
In this section, we review some related works of facial landmark localization under occlusion and introduce some techniques of using initial shape pool construction to improve the accuracy of landmark localization.
A. FACIAL LANDMARK LOCALIZATION UNDER OCCLUSION
CPR [20] , which directly learns the mapping function from facial appearance to facial shape and builds the corresponding relations using regression model, has obtained superior performance in facial landmark localization. This method has few demands for facial shape and appearance modeling, which can achieve excellent results in both constrained conditions and unconstrained conditions. However, CPR doesn't perform well when a face has occlusions and large shape variations. Based on that, Burgos-Artizzu et al. proposed RCPR [16] to estimate both location and occlusion information simultaneously, which improved the performance by increasing robustness to occlusions and large shape variations. Both CPR and RCPR start from some initial shapes with 29 landmarks, which are progressively refined in each iteration through regressors until the final shape is estimated. Moreover, if using several different initial shapes for regression, each prediction will reach a similarity when these initial shapes are reasonable, otherwise the prediction will be fail. Therefore, the performance would be decreased sharply if a bad initial initialization shape is selected [21] .
To avoid the bad initialization, Yiyun Pan et al. proposed the approach, LBP-I-RCPR, which can be described as Algorithm 1. Firstly, LBP histograms of estimated face u and training faces t 1...m are computed to obtain the histogramsmatrices h and z 1...m , respectively. Then the correlation between h and z 1...m is analyzed, and the most correlated shapes with u in g 1...m are selected as the initialization for the regression. Though this method makes the landmark localization more accurate, due to the massive samples in the training set, the method costs lots of time during the analysis and selection process with the initial shapes.
Algorithm 1 Initialization of LBP-I-RCPR

Input:
The estimated face u, the training faces {t} Initialization is the first and important step in landmark localization, where a good initialization can significantly improve the accuracy of localization. Many studies on the initial shape pool construction have been made during the past years [16] , [17] , [28] . Rizhen Qin et al. [29] constructed the initial shape pools by fusing multiple initial shapes and multiple shape estimations, which are refined via support vector machine by a cascade regression-based approach. Ying Cui et al. proposed a robust pose-based method [30] for initial shape pool construction by computing the pose similarity between the estimated image and initial shapes through the point distribution model, and then select several most similar shapes as the initial shapes. However, the methods mentioned above weren't evaluated on the challenging data set COFW, and the accuracy for facial landmark localization on LPFW are lower than RCPR.
III. THE PROPOSED SCHEME
The process of constructing a smaller initial shape pool for LBP-I-RCPR contains four steps: facial feature extraction, feature clustering, classification of faces and construction of initial shape pool as shown in Fig. 2 .
A. FACIAL FEATURE EXTRACTION
SIFT [27] is a staged filtering approach that can transform face data into scale-invariant coordinates relative to local features. It is widely applied in many facial analysis and recognition tasks [31] - [33] .
In this work, we extract the 128 dimensions facial feature 
B. FEATURE CLUSTERING
In this paper, we employ k-means algorithm to cluster the features in each feature set f i to get the same number of representative features for all faces. Firstly, we cluster the features in f i to get V clusters. Each cluster has a centroid, which can be computed by taking the mean of all features that assigned to the cluster. The centroid can be used to represent the cluster, which is taken as the representative feature. The k-means algorithm starts with initial estimation for the V centroids, which can be generated randomly. The operations of feature assignment and centroid update are iterated to cluster all features. The details are described as follows.
1) To form the clusters, each feature e i j is assigned to its nearest centroid c i v according to the minimum squared Euclidean distance d MSED , as shown in Eq. 1.
where 
3) Steps 1) and 2) are iterated until the number of iterations reaches to a maximum value or the precision d MSED is equals to 1. After the iteration, the features in f i are divided into V clusters and each cluster C i v can be represented by its centroid c i v . All the features e i j (j = 1, 2, . . . , N i ) in the cluster C i v are represented by their centroid c i v and the original feature set f i can be denoted as:
where q i,t is the number of occurrence of c i t in f i . Meanwhile, the centroid frequency r i contains all q i,t in f i , which can be denoted as:
The probability distribution of the faces in the latent classes can be viewed as the LDA model as shown in Fig. 3 , which is denoted as θ and can be used to classify the faces. Basing on image semantic analysis, we set the facial feature library F = {f 1 , f 2 , · · · , f m }, the centroid frequencies {r 1 , r 2 , · · · , r m } and given number K of the classes as the input of Gibbs sampling to get θ . Gibbs Sampling [22] is a Markov chain Monte Carlo algorithm for obtaining a sequence of observations which are approximated from a specified multivariate probability distribution. It can allocate centroids in F to a certain class and get the total probability of each centroid in certain the class P(z i = k|z ¬i , c i v ) as shown in:
where z i = k denotes that c i v is allocated to class k, z ¬i denotes that c i v is allocated to the all other classes, n
¬i,k denotes the number of centroids same as c i v that allocated to z i , n
¬i,k is the number of all the centroids that allocated to z i , n
¬i,· is the number of all the centroids in f i that allocated to classes, and n
¬i,k is the number of centroids in f i allocated to z i . The numbers mentioned above do not contain the centroids in current allocation to the class k. Here, we set α = 50/K and β = 0.01, which are common settings recommended in [34] .
In the beginning of Gibbs sampling, each centroid in the feature library F is assigned with class z i randomly, which is the initial state of Markov chain. Then the centroid is allocated to a certain class according to the probabilities that calculated by Eq. 3, from c i 1 to c i V iteratively, to get next state of Markov chain. After enough iterations of Gibbs sampling, the distribution will keep stable, which means Gibbs Sampling is converged. Then, the probability of centroid c i v belongs to class z i can be estimated by: The probability of the face f belongs to the class z i can be estimated by:θ
· denotes the number of centroids in face f that have been allocated to classes and n (f ) i denotes the number of centroids in face f that allocated to class z i . After the probabilities of all classes are computed, the classification can be achieved, where a given face will be classified to the class with the largest probability. By repeating this process, all faces can be classified.
The progresses of LDA algorithm and Gibbs sampling are complex, the details can be founded by referring to the paper [22] .
D. CONSTRUCTION OF INITIAL SHAPE POOL
After the classification, we have divided all the faces into K classes. The faces in one class have similar features, and any face can be used to represent the whole class. Therefore, we select one face from each class randomly to construct the smaller initial shape pool.
IV. EXPERIMENT AND ANALYSIS A. DATA SET AND IMPLEMENTATION DETAILS
To evaluate the performance of the proposed scheme, we run the RCPR, LBP-I-RCPR, and the proposed scheme on the challenging data set COFW. Faces in COFW are annotated with the location and occluded/un-occluded state of 29 facial landmarks. The training set consists of 1345 faces, while 507 faces are used for testing. Meanwhile, we also implement a simple LBP based classification as a comparison, which uses k-means to cluster the faces using LBP features.
We compare the error, failure percentage and the speed of the proposed scheme with RCPR and LBP-I-RCPR on COFW dataset. Errors are measured as the average landmark distance to the ground-truth, while the landmark distance is normalized by interocular distance and error above 0.1 will be taken as a failure. The speed is measured in frames per second (FPS). Each test at least repeats ten times. The evaluation algorithms are implemented using Matlab R2015b, and all algorithms run on a PC with 2.20 GHz CPU and 64-bit Windows 10 operating system.
B. RESULTS
The first question we need to answer is that how many classes the faces need to be divided into. To answer this question, we set the value of K from 50 to 1250 with an interval of 100 using a rough searching. After that, we will use a smaller interval to refine the searching. It should be notified that after the classification process, there may be several empty classes that are not allocated. Therefore the values of K may not strictly obey the intervals mentioned above.
1) THE ACCURACY OF FACIAL LANDMARK LOCALIZATION
As shown in Fig. 4 and Fig. 5 when K varies from 50 to 1250, the error and fail percentage of the proposed scheme is close to LBP-I-RCPR and smaller than that of RCPR and LBP-Classification.
We can find that the smallest error can be obtained when K = 50. To be more accurate, we narrow the range of the most appropriate K near 50, and repeat the experiment with the K varies from 25 to 55 at a smaller interval of 10. As shown in Table 1 , when K is equal to 50, the smallest error and failure can be obtained which are almost equal to those of LBP-I-RCPR. It indicates that the proposed scheme will not lower the accuracy of facial landmark localization. It is very interesting that the FPS and precision of occlusion detection are the highest when K = 50. We also can find that the proposed scheme behaviors more better than LBP-Classification when K is smaller than 650.
We would like to know that if any face in one class can be used to construct the initial shape pool. To answer this question, we select a face from the class orderly, and construct 6 initial shape pools. The initial shape pools are evaluated with LBP-I-RCPR on COFW for ten times each. As shown in Fig. 6 , the evaluation result shows a subtle variation of error in different classes. 
2) OCCLUSION DETECTION
To verify whether the proposed scheme would drop the accuracy of occlusion detection, we compare the proposed scheme with the LBP-I-RCPR. As shown in Fig. 7 , we get 85.94% precision with a fixed recall value 40%, which is close to the 85%/40% precision/recall obtained by LBP-I-RCPR, and higher than that of RCPR. It indicates that the proposed scheme does not drop the accuracy of occlusion detection.
3) SPEED
The comparison of speed among RCPR, LBP-I-RCPR, and the proposed scheme is shown in Table 2 . The proposed scheme has the highest FPS 4.03 when K = 50. Since LBP-I-RCPR selects most correlated shapes from training set as initial shapes, while the proposed scheme uses a smaller initial shape pool with a size of K = 50, the proposed scheme has an explicit improvement by 65.84%. We also find that the FPS of proposed scheme is still lower than that of RCPR, since the proposed scheme still needs to analyze the correlations of LBP histograms between the estimated face and the smaller initial pool. 
C. LIMITATION
Since the proposed scheme for the construction of initial shape pool is independent from the initialization method, it can be applied to other methods that confronted with massive initial shape samples as well. However, we only apply the proposed scheme on LBP-I-RCPR in this paper, while it can improve the performance of other methods with massive initial shape samples has not been demonstrated. Besides, the proposed scheme is evaluated on the Matlab platform with a 2.20 GHz CPU, which limits the speed. The speed can be improved by using C++ platform with a powerful CPU.
V. CONCLUSION
By classifying faces into classes and selecting arbitrary one to represent it, we construct a smaller initial shape pool in this paper to address the time-consuming problem of LBP-I-RCPR. Experimental results show that the proposed method can reduce the time cost of LBP-I-RCPR by 65.84%, while the accuracy of landmark localization and occlusion detection is not dropped. Since the initial shape pool construction process is independent of landmark localization, the construction process won't increase the time cost of landmark localization.
