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ABSTRACT 
The solution of large linear systems resulting from hierarchical-order-p (2 < p Q 5) 
finite-element (FE) approximations of 3D equilibrium equations for orthotropic 
materials is considered. The block SSOR preconditioned CG method is applied to the 
reduced linear system with the Schur complement obtained by eliminating internal 
degrees of freedom in accordance with a superelement partitioning. As demonstrated 
by numerical results, this strategy is much more efficient than the application of the 
LlNEAR ALGEBRA AND ITS APPLZCATlONS 154-156:647-674 (1991) 
0 Elsevier Science Publishing Co., Inc., 1991 
647 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
648 I. E. KAPORIN ET AL. 
corresponding BSSOR-CC method to the original system and provides for efficient 
concurrent/vector implementation. To improve the solution method further, the 
so-called incomplete BSSOR preconditioning is suggested. It is based on using 
incomplete Cholesky factorizations of the matrix diagonal blocks instead of their true, 
dense Cholesky factors. Under a specific choice of incomplete factorizations related to 
the FE origination of the matrices in question, the IBSSOR-CC algorithm is shown to 
outperform the corresponding BSSOR-CG algorithm with respect to both the total 
arithmetic costs and the efficiency of concurrent/vector implementation. 
1. INTRODUCTION 
This paper is a continuation of the paper [6], where we considered an 
Eisenstat-type scheme of the block SSOR-CG method and showed that the 
latter can be successfully applied to solving linear-algebraic systems arising 
from high-order finite-element (FE) approximations of the 3D Navier equa- 
tions. The choice of block partitioning and a specific block two-color ordering 
strategy allows efficient concurrent/vector implementation as well as a high 
convergence rate which depends only slightly on the order p of the FEs and 
the mesh nonuniformity. 
As promised in [S], in the present paper we apply the same precondition- 
ing to the Schur complement obtained by eliminating internal degrees of 
freedom in accordance with a superelement partitioning. Since the degrees 
of freedom to be eliminated form a block diagonal submatrix, the Schur-com- 
plement construction allows an efficient concurrent/vector implementation. 
As demonstrated by numerical experiments, applying the BSSOR-CG algo- 
rithm to the Schur complement is far more advantageous than applying it to 
the original linear system. 
To improve the solution method further we suggest the so-called incom- 
plete BSSOR preconditioning. The idea of the latter consists in using 
approximate triangular factorizations of the matrix diagonal blocks instead of 
their true, dense Cholesky factors. The resulting IBSSOR-CG algorithm 
generalizes the BSSOR-CG algorithm. Under a specific choice of approxi- 
mate factorizations related to the FE origin of the matrices, the IBSSOR-CG 
algorithm is shown to be more efficient than the BSSOR-CG algorithm with 
respect both to the total arithmetic costs and to the efficiency of 
concurrent/vector implementation. 
The idea of reducing the original system by eliminating internal degrees 
of freedom of superelements is quite common. It is related to the nested-dis- 
section approach and is exploited as a preliminary stage for iterative solution, 
e.g., in [1,2]. However, the construction of the Schur complement being 
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rather expensive (especially in the 3D case and for large p> and the Schur 
complement being densely populated, the above papers use the simplest 
point [2] or a specific block [l] Jacobi preconditioning, which do not ensure a 
satisfactory convergence rate. The latter preconditioning (suggested, by the 
way, for the 2D case only) is related to the idea of utilizing lower-order 
approximations. Th e same idea is exploited in [4] for a straightforward 
application of the multigrid approach to the p-version. The convergence rate 
of such a method turns out to be rather poor even in the 2D case and for 
moderate values of p. 
An alternative approach using two-level domain-decomposition precondi- 
tioning is suggested in [7]. For orthogonal almost uniform meshes the 
reported results seem to be promising. However, for curvilinear skewed 
elements (which are quite common in the context of the p-version) the 
solution method suggested needs in our opinion further development. 
The paper is organized as follows. Section 2 describes the model 3D 
orthotropic elastomechanical problem (in contrast with the isotropic Navier 
equations considered in [6]) and presents the algebraic characteristics of the 
related test matrices. In Section 3 we consider the construction of the Schur 
complement and the application of the BSSOR preconditioning to the 
reduced system. Incomplete BSSOR preconditionings are described and 
analyzed in Section 4. Therein we give a theorem for comparing the 
condition numbers of the IBSSOR and the corresponding BSSOR precondi- 
tionings, discuss some choices of approximate factorizations related to the FE 
origin of the matrices, and present the results of numerical experiments. 
Section 5 contains concluding remarks. 
2. THE MODEL PROBLEM 
Consider a bounded domain R in R3 with the boundary aR = aR, U 
h’fl,. As a model problem we use throughout the paper the 3D equilibrium 
equations 
uij j + Fj = 0 (2.1) 
for orthotropic elastic materials, where uij is the stress tensor and Fi is the 
body force in the ith direction [F = (F,, F,, F,)]. The constitutive relation for 
650 I. E. KAPORIN ET AL. 
linear elasticity is the generalized Hooke’s law 
uij=E.. E ZJkl kly (2.2) 
which is the most general linear relation between the stress tensor and the 
vector of small strains, whose components are .skl(u) = +(&,/ax, + 
c%J~/&~~). Let u = (u,,us,u,), where ui is the unknown displacement in the 
ith direction and the coefficients of linearity. Eijkl are the components of the 
fourth-order elasticity tensor. Boundary conditions are given by prescribed 
surface tractions T = (T,, T,, T3): 
Ti = uijnj on aa,, (2.3) 
where nj is the outward normal to aa,, and by the homogeneous displace- 
ment boundary conditions 
ui = 0 on an, [mes (an), # 01. (2.4) 
Introducing the stress vector {a} = {a,,, ass, ass, us,, uis, ui.Jr and the 
stram vector (E} = {&ii, ess, e3s, 2~,,,2~,,,2~,,)r and taking into account the 
symmetry of components of elasticity tensor, the generalized Hooke’s law 
(2.2) can be presented in the following matrix form: 
where for an orthotropic body, [E] is the 6 X 6 matrix 
[El= 
-E,, 4, &a 0 0 0 
~ E,, E,, E,, 0 0 0 
E 31 E,, E,, 0 0 0 
0 0 0 E, 0 0 
0 0 0 0 E,, 0 
0 0 0 0 0 E, 
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with the entries 
E,, = E,, = -L(~+~), 
E,, = E,, = &(!Lp+~), 
44 = Gyz 1 Es=Gzx, El36 =G,, 1 
1 E Ez 
A=- 
( 
4 
WYEZ 
1-2v,yvyzvz, - ,v& - $v& - ,v& , 
t x Y I 
“ij vji 
-=- 
Ei Ej’ 
Gij = Gji, i,j=x,y,z. 
Here vij are the Poisson ratios, E,, E,, E, are the Young moduli, and Gij are 
the shift moduli. Note that in the isotropic case (vxy = v,, = vyz and E, = 
E, = E,) the system (2.1) takes the form of the Navier equations considered 
in the first paper of this series. For our model problem the domain R is the 
cube [0, l] X [0, l] X [0, l], and we put vxy = 0.47, vxz = 0.48, and vys = 0.49; 
E, = 1000, E, = 700, and E, = 1000; G,, = 700, G,, = 800, and G,, = 900. 
The homogeneous displacement boundary conditions (2.4) are given on three 
pairwise adjacent faces, while on the other faces Ti = 0. 
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A weak solution to the problem (2.1)-(2.4) is obtained by solving the 
following variational problem [3]: find u, ui E Wsr, i = 1,2,3, where Wi is the 
Sobolev space, which satisfies kinematic boundary conditions (2.4) such that 
@(WV) = b(v), (2.5) 
where v = (v,, v2, vs), v = 0 on aR, and vi E Wi, and 
b(v) =I F-v&! +I T-v&Q. 
R an, 
(2.6) 
(2.7) 
We approximate the variational problem (2.5)-(2.7) using the p-version 
of the conforming FE method (FEM) with the parametric brick-shaped FEs. 
On the reference cube i? = [ - 1, l] X [ - 1, l] X [ - 1, 11 define the space Q;(K) 
as the span of the following hierarchical shape functions Hijk = Zi(x)Zj(y) 
Zk(z>, where Z,(t) = 0.5(1- t), Z,(t) = 0.5(1+ t), and Z,(t) = P,(t) - P,,_JtX 
m 2 2, in which P,(t) is the Legendre polynomial of degree m. For a FE of 
order p the functions Hijk are associated with nodes for i, j, k = 0,l; with 
faces for i=O,l, j+k<p, j,k>2, for j=O,l, i+k<p, i,k>2, and for 
k = 0, 1, i + j < p, i, j > 2; with edges for i, j = 0, 1, 2 < k < p, for i, k = 0, 1, 
2 Q j < p, and for j, k = O,l, 2 < i < p; and with element interiors for 
i+j+k<p, i,j,k>2. 
Let 0 be divided into a finite number L of FEs (we approximate our 
model problem on a highly nonuniform 8 X8 X8 element mesh, L = 512, 
which is not a Cartesian product of nonuniform one-dimensional, meshes): 
where Ki = J@) is the image of the reference FE K under the parametric 
mapping Ji belonging to Q,!,. The space of shape functions on Ki is defined 
as follows: 
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The space of global basis functions is defined by 
As usual in the conforming FEM, shape functions on the common boundary 
of two or more FEs are matched together to form one continuous global basis 
function in the space S. 
Therefore, we consider the following FE approximation of the variational 
problem (2.4)-(2.7): find u, ui E S, such that 
j--Eij,,qj(u)~,,(v) da= / T-vddR + ~~F-vdfl Vv E S3, (2.8a) 
aaT 
or, taking into account the symmetry of the elasticity tensor, 
The FE approximate (2.8) gives rise to the linear-algebraic system 
Au=f, 
or 
Az,uk, = f;, 
(2.8b) 
(2.9a) 
(2.9b) 
where 
A ‘;,, = 
/ 
aQ,,, 340, 
Eijkl-- - dR 
axj ax, 
and f: =/ FiQ, dR + / TiQ, dJR. 
n n an, 
The global stifmess matrices resulting from the model problem discretiza- 
Cons for different p = 2,3,4,5 will be referred to as the test matrices. Their 
algebraic characteristics after the symmetric Jacobi scaling (to make diagonal 
entries equal to unity) are summarized in Table 1 under the following 
notation: N(A) is the order of the matrix A, NZ( A) is the number of nonzero 
entries in A; OFFMAX = maxi Cj+ilaijl and OFFMIN = miniCj+rlaijl charac- 
terize the off-diagonal dominance; r and R are respectively the minimum 
and the maximum numbers of nonzero entries in one row of the coefficient 
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TABLE1 
ALGEBRAIC CHARACTERISTICS OF THE TEST MATRICES 
p N(A) NZ(A) r f? OFFMAX OFFMIN ‘rni, hn, COND 
2 6144 859716 36 243 18.610 0.312 0.0002525 11.9052 47147 
3 10752 2367288 60 405 22.765 0.420 0.0002213 12.0135 54282 
4 19968 6423174 63 675 31.386 0.432 0.0001245 14.6993 118100 
5 33792 15240780 69 1033 43.897 0.447 0.0000837 16.3867 189740 
matrix; Amin, A,,, and COND = A,,, /A,i, are respectively the minimal and 
the maximal eigenvalues and the spectral condition number of the spectrally 
equivalent tridiagonal matrix made up from the coefficients of the CG 
method. Spectral characteristics were computed using the stopping criterion 
log,, lb-kll2 < - 1% (2.10) 
where rk is the residual at the kth CC iteration. 
As a reference point for further comparison we present in Table 2 the 
results on the block SSOR (BSSOR) p reconditioning of the linear systems 
(2.9) based on (2,2,2) superelement partitioning and the induced block 
two-color ordering of the degrees of freedom (see 161). The BSSOR precondi- 
tioned CG iterations are realized according to the scheme (3.6) below. The 
table adopts the following notation: MEM indicates the relative increase of the 
storage for the BSSOR-CG iterations with respect to the unpreconditioned 
CG iterations, i.e. 
~N(A)+$[Nz(A)-NZ(D)]+NZ(D,) 
MEM = 
~N(A)++[Nz(A)+N(A)] ' 
where NZ(D) is the number of nonzero entries in the block diagonal part D 
of A, while NZ( Of) is the number of nonzero entries of the Cholesky 
TABLE2 
BSSOR PRECONDITIONINGS OF LINEAR SYSTEMS WITH THE TEST MATRICES 
p MEM ACf ACit ‘min ‘w,x COND ITI TAC1 IT2 TAC 2 
2 1.16 13.54 1.63 0.0016550 1.0000 604.21 122 212.40 224 378.66 
3 1.16 24.37 1.68 0.0016015 1.0000 624.42 125 234.37 234 417.49 
4 1.19 48.94 1.80 0.0015669 1.0000 638.20 128 279.34 245 489.94 
5 1.21 95.25 1.87 0.0014978 1.0000 667.56 131 340.22 254 570.23 
BLOCK SSOR PRECONDITIONING!3 655 
triangular factor of the block diagonal part of A; ACT provides the actual 
arithmetic costs for the Cholesky factorization of D in terms of the cost 
equivalent number of the unpreconditioned CG iterations (here only multi- 
plications and divisions are taken into account); ACED provides the arithmetic 
costs for one BSSOR-CG iteration, again in terms of the cost equivalent 
number of the unpreconditioned CG iterations (here too only multiplications 
and divisions are taken into account); COND is the spectral condition number 
of spectrally equivalent tridiagonal matrix of the BSSOR-CG method; ITS is 
the number of the BSSOR-CG iterations required to satisfy the following 
stopping criteria: 
IlWkll 
log10 &j--J < -6, i=l, 
and 
IIWkll 
~o!s,o m < - 1% i = 2, 
(2.11a) 
(2.11b) 
where wk is the pseudoresidual at the k th BSSOR-CG iteration; and TACT 
characterizes the total arithmetic costs for the BSSOR-CG solution of (2.9) in 
terms of the cost equivalent number of the unpreconditioned CG iterations, 
i.e., TAC i = 1~~ AC it + AC,. 
REMARK 2.1. The minor discrepancies between the data in the first 
three columns of Table 2 and the corresponding data in Table 5 of [6] are due 
to the profile minimization of the diagonal blocks of A according to the 
algorithm from [5]. 
3. REDUCTION TO THE SCHUR COMPLEMENT 
AND ITS PRECONDITIONING 
As is well known, partial elimination, i.e. the reduction of a block 2 x 2 
matrix 
A= D ’ 
[ 1 CT B (3.1) 
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TABLE 3 
CHARACTERISTICS OF THE SCHUR COMPLEMENTS RELATED TO THE MATRICES FROM TABLE 1 
p N(S) NdS) OFFMAX OFFMIN kli” 4nax COND r R 
2 3969 1397907 31.959 0.583 0.0008117 12.5644 15480 150 1107 
3 6777 3899511 36.749 0.658 0.0005890 13.8697 23546 258 1863 
4 11313 10137267 52.675 0.667 0.0006727 19.7830 29409 438 3051 
5 17577 23128263 60.620 0.677 0.0006614 23.4217 35412 690 4671 
to its Schur complement 
S = B - CTD-‘C, (3.2) 
can be considered as a special preconditioning technique, since cond(S) < 
cond(A). In practice the eliminated block D is (block) diagonal. For FE 
problems partial elimination usually corresponds to one step of the nested 
dissection algorithm, and this will be the case in what follows. 
Assume for simplicity that s is even, and consider the s x s X s FE 
mesh. We partition it into 2 X 2 X 2 superelements and assemble in the block 
D of (3.1) all internal degrees of freedom of these superelements. 
Structural and spectral characteristics of the so-determined Schur com- 
plement S (after the symmetric Jacobi scaling) for the test matrices of 
Section 2 are presented in Table 3 with the previous notation. The precondi- 
tioning effect of this partial elimination can be seen from comparison of the 
spectral data of Table 3 with the similar data for the original matrix given in 
Table 1. In the context of the p-version of the FEM it is important to note 
that the condition-number reduction when passing to the Schur complement 
is more significant for larger values of p. 
In what follows we assume that the internal degrees of freedom are 
ordered by superelements so that the matrix D is block diagonal. Further- 
more, we assume that each diagonal block of D is symmetrically permuted to 
minimize its profile (using, e.g., the algorithm in [5]). 
Following the approach developed in [6], we are going to solve the 
reduced linear system with the Schur complement S by the BSSOR-CC 
method. To this end we specify the block partitioning of the matrices B and 
S as follows. The nonintemal degrees of freedom of the superelements are 
ordered using the block two-color ordering strategy according to the (2,2,2) 
superelement partitioning as described in [6]. This ordering naturally induces 
the block partitionings of B and S such that the diagonal blocks of S are 
block diagonal matrices with dense diagonal blocks, providing for efficient 
parallel/vector implementation of the BSSOR-CG iterations with S. The 
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TABLE 4 
BSSOR PRECONDITIONINGS OF THE REDUCED SYSTEMS 
P hmin Lax COND IT1 ITz 
2 0.0065581 1.0000 152.48 69 126 
3 0.0071429 1.0000 140.00 68 125 
4 0.0095382 1.0000 109.24 61 113 
5 0.0106255 1.0000 94.11 56 105 
complete description of this block partitioning can be found in [6], and some 
details will be recalled in the next section. 
The spectral characteristics of the BSSOR preconditioned Schur comple- 
ments and the numbers of iterations required to satisfy the stopping criteria 
(2.11) for the pseudoresiduals of the reduced linear systems are presented in 
Table 4. 
Taking into account the block partitioning of B, we can present the block 
partitioning (3.1) of the original matrix A in the following form: 
A= (3.3) 
In accordance with (3.3), we fix the block partitioning S = (S,,), 1~ i,j < m, 
of the Schur complement S. Denoting by Li the (block diagonal) Cholesky 
factor of Sii, so that Sii = L,LT, i = 1, . . . , m, and setting L := 
BlockDiag(L,, . . . , L,), we present S in the form 
S = D, + L, + L;, (3.4) 
where D, = LL* is the block diagonal part of S, and L, is the strictly lower 
block triangular part of S. Let, furthermore, H = Z + L-‘L,L-*. Under this 
notation the BSSOR-CG iterations for the reduced linear system 
Sx = b (3.5) 
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can be realized as follows [6]: 
v(j = LTX,, p, = r() = H-‘L-y b - Sx,); 
zk = H-Tpk, 
yk = zk + H-‘( P, - zk), 
(rk>rk> 
ak = (pk,Yk) ’ 
Ok+1 =vk+(Ykzk, 
Pk= (r 1 ;+lTrk+l , 
rkTrk> 
xk = L-TV,, k=O,1,2 ,.... (3.6) 
We consider next the two ways of implementing the iterations (3.6). 
Version 1, The Schur complement S is computed explicitly. Let 
D = L,Ls be the Cholesky factorization of the eliminated block D, and set 
Gj := L,‘C,, i = I..., m. Then we compute the nonzero blocks of the Schur 
complement using the equality 
Sij = Bij - G’Gj 
and treating the matrices Gi as block matrices with zero and dense blocks, 
the local block structure being induced by that of Ci. In this case one 
BSSOR-CG iteration (3.6) requires 
4NZ(L)+2NZ(Ls)+5N(S) (3.7) 
floating-point multiplications. 
Version 2. Only the block diagonal part D, of the Schur complement S 
is computed explicitly as described in Version 1, while the block triangular 
parts L, and L: of S are multiplied by vectors implicitly using the block 
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partitioning (3.3). The linear systems HU = q and HTz = p with the matrices 
H and HT in (3.6) are then solved using respectively the following algo- 
rithms: 
uw = p 
Y (0) = 0, JO) = 0; (3.8a) 
for i = Z,...,m: 
y(i- 1) = L,T_T,&- 1) 
u(i) = q(i) _ ~;l 
( 
C B,, y(j) + CTD-ltJi) ; 
j<i 1 
and 
s(m) = 0, Z(m) = #m); 
for i=m-l,...,l: 
y(i+l)= L;Tz(i+l) 
I 
s(i)=s(i+l)+cj+Iy(i+l), 
(3.9a) 
(3.9b) 
z(i) = #i) _ L; 1 ( j~jBjiy”‘+ c;D-w). 
Here the vector superscripts denote block components of corresponding 
vectors partitioned consistently with S. In both (3.8) and (3.9) the products 
D-‘UP) are computed by solving the linear systems Dt(‘) = ~0~~) using the 
Cholesky factorization of the block diagonal matrix D. Denoting by NZ(L~) 
the number of nonzero entries in the Cholesky triangular factor Lo of D, we 
obtain for the arithmetic complexity (measured by the number of floating- 
point multiplications) of one BSSOR-CG iteration (3.6) performed using (3.8) 
and (3.9) the expression 
JNZ(C)-Z[NZ(Cl)+NZ(C,)] +NZ(B)- E NZ(Bii)+4NZ(DS) 
i=l 
-2[NZ(B11)+NZ@,,)] +~Nz(L~)+~N(A)+~N(S). (3.10) 
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TABLE 5 
COMPLEXITY CHARACTERISTICS FOR VERSION 1 OF THE BSSOR-CG METHOD 
P MEM ACf AC it ACs ITI TAC I IT2 TAC 2 
2 1.64 6.91 1.91 26.21 69 164.95 126 273.86 
3 1.66 12.51 1.95 55.50 68 200.58 125 311.71 
4 1.58 20.93 1.89 104.65 61 240.92 113 339.25 
5 1.52 34.94 1.85 185.33 56 324.04 105 414.85 
Taking into account that 
and that asymptotically (when p -+ m) 
i=(S) P4S3 -= 
=(A) 
O- ( I P”S3 = o(p-2); 
we conclude, comparing (3.7) with (3.10) that for p large enough version 1 
will be more cost-effective than version 2. For small values of p (2 < p < 5) 
the arithmetic complexity characteristics of both versions are given in Tables 
5 and 6. In these tables AC, denote the arithmetic costs for computing the 
Schur complement (3.2) while AC,,,, denotes the arithmetic costs for 
computing only its block diagonal part D,. Both quantities are measured by 
the cost equivalent number of unpreconditioned CG iterations with the 
original matrix A. 
Analyzing the data of Tables 5 and 6, we come to the following conclu- 
sions: 
(1) The BSSOR preconditioning of the considered Schur complement not 
only reduces the required number of iterations (approximately by half) from 
TABLE 6 
COMPLEXITY CHARACTERISTICS FOR VERSION 2 OF THE BSSOR-CC METHOD 
P MEM ACf AC it AC D(S) ITI TAC 1 IT2 TAC 2 
2 0.90 6.91 1.79 15.53 69 146.27 126 248.57 
3 0.94 12.51 1.92 29.66 68 172.68 125 282.08 
4 1.25 20.93 2.33 61.32 61 224.35 113 345.50 
5 1.33 34.94 2.51 118.73 56 294.06 105 416.90 
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the similar preconditioning of the original matrices (see Table 21, but it 
causes the convergence rate of the BSSOR-CG method to increase for larger 
p, which is in contrast with the nonreduced case. 
(2) For version 1 the arithmetic complexity of one BSSOR-CG iteration 
is a decreasing function of p > 3, while for version 2 it is an increasing 
function of p 2 2. 
(3) The total arithmetic costs for solving the original linear systems 
increase with p for both versions of the BSSOR-CG method applied to the 
reduced system. However, for version 1 this is due only to the preliminary 
stage (consisting in the computations of the Schur complement S and of the 
corresponding right-hand side, and in the factorization of the block diagonal 
part of S), which is completely parallelizable, and thus we expect that the 
overall parallel complexity of this algorithm will be a decreasing function 
of p. 
(4) For p Q 5 version 2 is more cost effective if a rather rough stopping 
criterion is used, while for a more accurate stopping criterion the situation is 
opposite for p 2 4. The reason for this is that when the required number of 
iterations is not too large, the contribution of the preliminary stage is more 
significant. Note again that in the case of parallel implementation version 1 
can turn out to be more cost effective even for a rather inaccurate stopping 
criterion. 
We conclude this section by considering the effect of passing to the 
reduced system on the efficiency of concurrent/vector implementation of the 
BSSOR-CG method. Obviously, the increase of the number of nonzero 
entries in the rows of the Schur complement provides for a more efficient 
vector implementation. As to the efficiency of concurrent implementation, it 
is enhanced by two factors. First, the diagonal blocks of S are dense and 
sufficiently large matrices, and second, the higher convergence rate of the 
BSSOR-CG method results in reducing considerably the number of the 
synchronization steps (related, e.g., to computing scalar products). 
4. INCOMPLETE BLOCK SSOR PREcONDITIONINGS (IBSSOR) 
As we have seen in Section 3, the BSSOR-CG algorithm (3.6) applied to 
the reduced system with the Schur complement S provides an efficient 
method for solving high-order FE systems. However, this approach requires 
direct solution of linear systems with dense diagonal blocks of Sii, which 
becomes more and more expensive as p grows. For instance, for p = 2 and 
p = 5 solution of systems with diagonal blocks Sii comprises respectively 
36.2% and 44.6% of the arithmetic costs of one BSSOR-CG iteration. So in 
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this section we suggest an approach for reducing the complexity of the 
BSSOR-CG iterations using the following idea. 
As demonstrated by numerical experiments, a considerable portion of 
nonzero entries of Sii are small in magnitude, which permits us to expect 
that Sii can be sufficiently accurately approximated by some incomplete 
sparse Cholesky factorizations. Using these sparse approximate triangular 
factors instead of the dense true Cholesky factors in the BSSOR-CG itera- 
tions results in the algorithm we refer to as the incomplete BSSOR-CG 
algorithm and which is described in the following subsection. 
4.1. The IBSSOR-CC Algorithm 
Let S = (S,,), 1 < i, j < m, be a symmetric positive definite block matrix 
split as in (3.4): 
S = D, + L, + L;, (4.1) 
where D, = BlockDiag(S,,, . . . , S,,). In what follows we assume for simplic- 
ity that L, is known explicitly, which corresponds to version I of Section 3. 
However, this assumption is immaterial, and all we require is that the 
procedures for multiplying L, and Li by a vector be available. Let, 
furthermore, 
sii = LiLT + Qi, i=l ,..., m, (4.2) 
where ii is a sparse approximate lower triangular factor of Sii, and set 
z= BlockDiag(E,,...,L,), 
Q = BlockDiag( Q1,. . . , Q,) . 
Then we rewrite (4.2) as 
D,=ci’+Q. (4.3) 
To solve a given linear system 
Sx = b 
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we apply the CG method to the IBSSOR-preconditioned system 
My=c, 
where 
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M=(t+Ls~-T)-‘S(~r+~-‘L~)-l and c=(e+Lse-r)-‘h. 
(4.4) 
The IBSSOR-CG algorithm for the system (4.4) can be written as follows: 
so = iTr,, p, = To = (L + LJT)-l(b - Sx,); (4.5a) 
for k = O,l,. . .: 
Yk =MPk, 
trkTrk) 
ak = (pk>Yk) ’ 
sk+l = sk - (Yk(l + L-%;t’)-‘pk, 
rk+l=rk-akYk~ (4.5b) 
P 
(rk+lTrk+l > 
k+l= 
(rk>rk) ’ 
x k+l = L-Tsk+l. 
Using (4.1) and (4.3), we obtain from (4.4) that 
and thus the product yk = Mpk involved in (4.5) can be computed via the 
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formulae 
g, = (LT+ilL;)jlpk, 
(4.6) 
We describe next an efficient realization of the formulae (4.6). It follows 
horn the first two relations of (4.6) that 
Zk + L-‘v, = pk, (4.7) 
where we set vk := Ligk. Taking into account that Li is strictly upper block 
triangular, we can compute simultaneously the vectors g,, zk, and ok by 
applying the following algorithm: 
(4.8a) 
for i=m-l,m-2,...,1: 
vp = j$i sij gp’, 
zk 
(i) = pf) _ t; lvf), (4.8b) 
Here, as in Section 3, we denote by superscripts block components of vectors 
partitioned consistently with S. 
Taking note that by (4.6) and (4.7) 
fk = vk + Q& (4.9) 
and 
(4.10) 
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we see from (4.8)-(4.10) that the product A4pk can be computed in 
floating-point multiplications. Taking into account that the formula for sk + 1 
in (4.5) can be rewritten as 
Sk+1 = Sk - akzk, (4.11) 
we conclude that one IBSSOR-CG iteration realized according to (4.51 with 
(4.11) and (4.8)-(4.10) requires 
~NZ(~)+~NZ(&)+NZ(Q)+~N(S) (4.12) 
floating-point multiplications. Comparing this with the complexity of one 
BSSOR-CG iteration (3.6) given by (3.71, namely 
we see that the complexity reduction of one IBSSOR-CG iteration with 
respect to one BSSOR-CG iteration is equal to 
4[ivz(L)-NZ(i)]--z(Q). (4.13) 
4.2. Condition-Number Comparison of the BSSOR 
and the 1BSSOR Preconditionings 
To compare the preconditioning quality of the IBSSOR preconditioning 
with that of the corresponding BSSOR preconditioning we will derive an 
estimate for the spectral condition number of the IBSSOR preconditioned 
matrix. 
THEOREM 4.1. Let S = D, + L, + Li be a symmetric positive definite 
matrix, and let 
B=(D,+L,)D,‘(D,+L;) 
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be its BSSOR preconditioner and 
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B=(~~T+Ls)(iiT)-l(iiT+L~) 
be its IBSSOR preconditioner, where D, = LET + Q. Assume that 
- cyiiT < Q < PLLT, og(Y,p<1. 
Then 
(4.14) 
cond( E’S) < 
1+@+4a/(l-cX) 
1-P 
cond( E’S). 
Proof. It follows from (4.14) that 
D,=~~T+Q<(l+P)~~T. (4.15) 
To bound the eigenvalues of l? ‘S above we note that the matrix 
is non-negative-definite, implying that 
LsL-rL-iL; > - pW?- p&s + q. 
Using (4.16) and (4.15) we obtain that 
B>(1-/32)E+(l-p)(Ls+L~)8(1-~)S, 
and therefore [since h,,(B-‘S) = 11 
(4.16) 
A,,(PS) < &“.‘-(B-‘0 (4.17) 
To bound the eigenvalues of B-IS below we proceed as follows. By 
(4.15) 
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Using (4.14) we derive that 
D,=E+Q>(l-c@L’. 
i.e., 
L% < 
1 
-D,. 
1-a 
The inequalities (4.18) and (4.19) imply that 
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(4.19) 
=-&D,+S+(1+8)LsD;1L;. (4.20) 
Taking into account the inequality 
D, < 2s +4L, D,‘L; 
[implied by the non-negative-definiteness of the matrix (0.5Ds + Ls) 
D; ‘(0.5 D, + L:) = 0.5s - 0.25 D, + L, D, ‘Lz] and the equality L, D, ‘Li 
= B - S, we obtain from (4.20) that 
89 1+p+ 
i 
&)B-(p+~)Ss(l+P+~]B. 
Thus, 
B-‘S 
and 
A,,& B-‘S). (4.21) 
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The required result follows now from (4.17) and (4.21). The theorem is thus 
proved. n 
This theorem provides an upper bound on the condition-number deterio- 
ration and thus makes it possible to bound the convergence-rate decrease on 
passing from the BSSOR to the IBSSOR preconditioning. Note that the 
assumptions (4.14) of the theorem are fulfilled for some (Y and p if and only 
if the splitting D, = L? + Q is convergent. 
4.3. Construction of the Splitting D, = LLT + Q 
Before describing the construction of incomplete triangular factors, we 
recall the choice of the block partitioning S = (S,,) of the Schur complement 
in the model case. We interpret S as the FE matrix on the (s /2> X (s /2) X 
(s/2) mesh of new elements without internal degrees of freedom. To each 
vertex there correspond 0 = 3 degrees of freedom. The numbers of degrees 
of freedom corresponding to an edge and a face are equal respectively to 
e=3(2p-1) and f=6(p-2)(p-3)+3(4p-3), pa2. 
In a typical diagonal block S,!,!), 1 Q k < s/4, of the block diagonal matrix Sii, 
1~ i Q m, we assemble the degrees of freedom associated with one (incom- 
plete) mesh element shown in Figure 1 and consisting of a vertex, three 
faces, and three edges adjacent to it. The order N(S$)) of a typical block S,!:) 
is equal to 
N( S,!:)) = 3( 1 + e + f) . 
/ 
3 
//‘. ; 2 i’ 
FIG. 1. An incomplete mesh element corresponding to a typical diagonal block 
of S(k). 11 
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Block sparsity patterns of (a) Si:)+ RIk’ and tb) Rlk’ for method 1. 
Each typical S!k) can be itself considered as a 7X 7 block matrix 
Sii = (Sk”)), 1 Q r, Q’,< 7, where Syik) corresponds to the degrees of freedom 
associated with a face (r = 1,2,3), with an edge (r = 4,5,6), or with the 
vertex (r = 7) according, say, to the numbering shown in Figure 1. This block 
partitioning of S$’ will be utilized for constructing its incomplete factoriza- 
tion and hence the incomplete factorization of Sii and Ds. Namely, we 
suggest two methods for choosing I?$~). 
Method 1. Let us split S$) into the sum 
sp = (sp - R$k’) + R$k’, 
including each block Sy; k, either in RIk) or in S$) - RIk’ according to the 
block sparsity patterns shown in Figure 2. Thus, we refer to RIk’ those 
off-diagonal blocks of S(k) which correspond to the couplings between 
different faces of an element, between different edges of an element, and 
between faces and edges not lying in one plane. Such a splitting is motivated 
by the fact that for ;p > 4 on an orthogonal mesh most A’:, of the coefficient 
matrix of (2.9) corresponding to couplings between orthogonal geometrical 
mesh elements (faces and edges) are zero (which in what follows will be 
referred to as the orthogonality property). 
Indeed, let cp, = HpQr = Z,(r)Z,(y1Z,(z) and rp, = H,,, = Z,(xjZ,(y)Z,(z). 
Then the coefficient matrix entry A’:, is a linear combination of the 
quantities 
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where 
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/ 
1 
u = ru _Iw3c(s) a. 
If for one of the pairs (p, s>, (9, t), (r, u) all three integrals (4.23) are equal to 
zero, we have A’&,, = 0 for i,k=l,2,3. For any p,s,<3 or q,t<3 or 
r, u < 3 there exist nonzero integrals (4.23). However, if (p - s[ > 3 or 
(q - t I> 3 or 11. - UI > 3, all integrals (4.23) are equal to zero. Therefore, we 
expect that the R!k) so constructed will also be of relatively small norm for 
meshes under consideration, which is confirmed by numerical results. 
Furthermore, let E(h)L(k)T be the Cholesky factorization of the BSSOR 
preconditioning for S!kj - Rlk’. 
of Qik’ = S$’ - L$Qi,:;V 
Th en the block sparsity patterns of L$‘) and 
are shown in Figure 3. In this case we have 
,z(~~!ik))=~z(L(k))-3(f2+e2+f,), 
~z(Qi~))=6f~+6fe+9e~+18e+9, 
and by (4.13) the gain per IBSSOR-CG iteration is equal to 
6f(f+e)+3e2-18e-9 
floating-point multiplications for each typical block SiF). 
fff eee v 
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FIG. 3. Block sparsity patterns of (a) L$” and (b) Qik’ = S$) - @)i$k)’ in 
method 1. 
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FIG. 4. Block sparsity patterns of (a) Si:‘- RIk’ and (b) R$” for method 2. 
Since L$‘)Lck’r > 0, we can take p = 0 in (4.141, and by Theorem 4.1 
under this choice of splitting (4.3) we have 
cond( BP’S) < [4 cond(C-‘Ds)-3] cond(B-‘S), 
where C is the BSSOR preconditioner of the block diagonal part Ds of the 
Schur complement. Note also that the block sparsity pattern of Ljk) obviously 
ensures high natural parallelism of the corresponding triangular solver, 
improving thus the overall concurrent efficiency of the BSSOR-CG algo- 
rithm. 
Method 2. Let us again split Sj/) into the sum 
including each block Spik) either in Rlk) or in Si:) - RIk) according to the 
block sparsity pattern shown in Figure 4. Fix E > 0, and consider the 
splitting 
$9 = [ ($9 - R$k’) - R$k” 1 + [ ( Rik’ + Rlk”)] = Ti(k) + Q$“‘, (4.24) 
where RIk” contains those small entries of the matrix Si!) - Rik) which 
satisfy the condition 
((R$k”)jk 1 < E. 
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Optimizing the profile of the “very” sparse matrix Ti and computing (if it 
exists) the Cholesky decomposition PiTiPiT = Lie:, where Pi is a permuta- 
tion matrix, we obtain the gain per IBBSOR-CG iteration, 
NZ( S$)) - [ 2 NZ( Qk’) + NZ( Qik’)] 
floating-point multiplications for each typical block Sik). 
Evidently, the Cholesky decomposition of Ti may not exist. In this case 
we bring back the largest entries of Qi in absolute value into Ti. Note that 
due to the orthogonality property (see Section 4.1), we can expect that Qi 
will contain but a few relatively large entries, especially for large values of p. 
Thus we construct a refinement of the splitting (4.241, 
and try to compute the Cholesky decomposition of Ti(ky. This refinement 
procedure is repeated until the Cholesky decomposition is computed. 
(Numerical experiments show that one or at most two relining iterations are 
sufficient.) It should be emphasized that from the theoretical point of view 
method 2 possesses two main drawbacks: it is very difficult to predict 
a prim-i the gain in the arithmetic costs per IBBSOR-CG iteration and the 
deterioration of the preconditioning quality when passing from the BSSOR to 
the IBSSOR preconditioning. Note also that the application of the profile 
triangular factorization scheme leads to a slight deterioration of the efficiency 
of the concurrent implementation of the resulting IBSSOR-CG method with 
respect to that of the corresponding BSSOR-CC method. 
The spectral characteristics of the IBSSOR-preconditioned Schur com- 
plements and the numbers of iterations required to satisfy the stopping 
criteria (2.11) for pseudoresiduals of the reduced linear systems are pre- 
sented in Table 7, while the arithmetic complexity characteristics of the 
corresponding IBSSOR-CG method are given in Table 8. 
TABLE7 
THE IBSSOR PRECONDITIONINGS OF THE REDUCED SYSTEMS ACCORDING 
TO METHOD 2 
P hmin A COND 
2 0.0063873 l.lI7 179.84 
3 0.0069904 1.1568 165.48 
4 0.0099187 1.1423 122.58 
5 0.0103486 1.1601 112.10 
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TABLE 8 
ARITHMETIC COMPLEXITY CHAFLACTERISTICS FOR THE IBSSOR-CC METHOD 2 
P MEM ACf AC it ACs ITI TAC1 ITz TACz 
2 1.66 1.73 1.84 26.21 76 167.41 130 266.52 
3 1.70 3.13 1.88 55.50 74 197.75 129 301.15 
4 1.64 5.23 1.81 104.65 68 232.96 116 319.84 
5 1.61 4.99 1.70 185.33 64 299.12 109 375.62 
REMARK 4.1. The value of ACT involves the arithmetic costs for comput- 
ing the refined splitting (4.24). 
On analyzing the data of Tables 7 and 8 the following conclusions can be 
drawn: 
(1) The convergence rate of the IBSSOR-CC method is only slightly 
worse than that of the corresponding BSSOR-CG method, independently 
of p. 
(2) For larger p the IBSSOR-CG method becomes more efficient than 
the BSSOR-CG method. 
REMARK 4.2. The arithmetic complexity of the IBSSOR-CG method can 
be further decreased by using a more sophisticated algorithm for optimizing 
the profile of the sparse matrices Ti. 
5. CONCLUSION 
This paper considers two approaches for solving linear systems arising 
from the high-order FE discretizations of 3D elastomechanical problems. 
The first one consists in applying the BSSOR-CG method to the reduced 
linear system obtained by eliminating the internal degrees of freedom of 
chosen superelements. The second one differs from the first in that instead of 
the true BSSOR, approximate or “incomplete” BSSOR preconditioning is 
applied to the same reduced system. 
The application of the BSSOR-CG method to the reduced system is 
demonstrated to be more efficient than the application of the corresponding 
BSSOR-CG method to the original system. Moreover, it makes it possible to 
use dense linear solvers instead of sparse solvers, which enhance the 
efficiency of concurrent implementation. An attractive property of this ap- 
proach is that it requires no tuning except for the selection of a superelement 
partitioning of the original FE mesh. 
Note also that for simpler 3D problems than those considered in this 
paper (e.g., the Navier equations on orthogonal meshes), the suggested 
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BSSOR-CG method applied to the reduced system seems to be quite 
satisfactory from the point of view both of its arithmetic complexity and of 
the efficiency of concurrent/vector implementation. 
The idea of passing to the IBSSOR preconditioning of the Schur comple- 
ment is justified by the numerical results obtained for method 2 (see Section 
4.3), which reduces the total arithmetic complexity as compared with the 
BSSOR-CG method. On the other hand, “incompleteness” permits us to 
improve the concurrent properties of the algorithm, e.g., in the case of 
method 1 (see Section 4.3). However, to make this approach more practical it 
is important to take into account specific properties of the problem to be 
solved. To this end we plan to consider, in the third paper of this series, 
IBSSOR preconditionings in the context of the p-adaptive version of the 
FEM. 
The authors are very grateful to F. Gruzinov for many helpful discussions 
while choosing the model problem and for his kind help in pelforming the 
numerical experiments. 
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