The continuous-time MIGI1 queue with vacations has been studied by many researchers. In the paper the authors report on an investigation of the discrete-time M/G/l queue using Little's formula and conditional expectation. This direct approach can also be adopted to study the continuous-time case.
Introduction
Consider a discrete-time M/G/l queue in which the server begins a vacation of random length each time that the system becomes empty. If the server returns from a vacation to find one or more customers waiting, the server works until the system empties, and then begins another vacation. If the server returns from a vacation to find no customers waiting, the server begins another vacation immediately. We assume that the lengths of vacations are independent and identically distributed (i.i.d.) random variables and are independent of the arrival process as well as the service times of customers.
The continuous-time model has been analysed in a number of papers [l-61. A key result from these analyses is that the number of customers present in the system at a random point in time in equilibrium is the sum of two independent random variables: the number of Poisson arrivals during a time interval of the residual vacation time, and the number of customers present at a random point in time in equilibrium in the corresponding standard MIGI1 queue.
The purpose of this paper is to present a discretetime model using a simple and direct method. The Pollaczek-Khinchin (P-K) mean-value formula, either in continuous-time or discrete-time models, can be derived using Little's formula and conditional expectation. A discrete-time queueing system, such as an ATM network, is characterised by time-slotted and synchronous services [7] . The time axis is divided into equal intervals, called slots. Arriving customers that find the server busy wait in a queue. Servicing of customers is synchronised to start only at slot boundaries.
We will use the following definition for the discretetime models. Departures take place only at slot boundaries. Without loss of generality, we normalise the length of a slot to unit time. Slots are sequentially numbered in nonnegative integers so that thejth slot is located in the time interval [i -1, j), where j = 1, 2, ___ .
The two time points immediately before and after time j are denoted j -and j ' . A customer completing service in slot j will leave the system at timej-and a customer starting service in slot (j +1) will begin the service at time j.
The service times of customers are i.i.d. random variables with probability density function p k = P{service time equals k slots} k 2 I Now we define two discrete-time models for two different memoryless arrival processes.
Dejhition I: Model A (bulk arrivals at slot boundaries) Bulk arrivals occur at slot boundaries with a Poisson distributed size of mean A customers, that is,
__ -
Definition 2: Model B (exponential interarrival time) Interarrival times are identical and exponentially distributed with mean l/A slots. The probability density function of the interarrival time is
Equivalently the number of arrivals in a slot has the same Poisson distribution as that of model A, However, customers in model B have to wait, on average, an additional half-slot more than that of customers in model A.
Proposition 1: The mean service time of customers in model B is a half-slot more than that of customers in model A.
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Consider the test customer in model A who arrives at a discrete-time MiGil queueing system and finds the server busy. The time interval between the arrival epoch of this test customer and the completion of the service of the customer being served is known as the residual service time R as shown in Fig. 1 .
Residual service time in discrete-time model
From Fig. 1 we see that the test customer must wait at least an amount of time equal to the residual service time R. We shall determine the probability distributions of both the special service time Y and the residual service time R in terms of the distribution pk of the general service time X and of its first and second moments (m, and m2, respectively).
Definition 3: Define the following random variables: X = the general service time with probability distribution {pk, k = 0, I, ...}, the first moment ml and second moment m2; Y = the special service time within which the test customer arrives; and R = the residual service time.
By definition, P k = P { X = k } is the probability that X equals exactly k slots in length. Now let
be the probability that Y equals exactly k slots in length. Proposition 2: Given { p k ) , the probability distribution of Y can be expressed as where m1 is the first moment or mean of X , Prooj Since the arrival process is Poisson, which is independent of the service process, the probability of the event { Y = k } is proportional to k and pk. Thus qk can be expressed as the product of kpk multiplied by a proportional constant c,
where the right-hand side expresses the linear weighting with respect to the length of Y and includes a constant c which must be evaluated so as to properly normalise this probability distribution (see p.171 of [SI). It follows that In other words, given that Y = k the conditional probability of R being exactlyj slots in length is
It follows that the joint probability
Applying the results of proposition 2 and proposition 3 we obtain the mean value of the residual time as follows: Theorem 1: The mean residual service time R A for model A is given by where ml, m2 are the first and second moments of X , respectively. Proof: By definition, we write
Applying the results of proposition 1 and theorem 1, we obtain the mean residual service time for model B as follows: We use the conditional expectation and Little's formula to derive the P-K formula. Model B is adopted here because its mean residual service time has the same form as the continuous-time model. The method developed in this Section is also useful for deriving the P-K formula in continuous time.
Depending on the state of the server, the waiting time of an arriving customer can have two different values. Let us define the following events: B = the arriving customer finds the server busy and N, customers waiting in the queue; I the arriving customer finds the server idle Let W denote the waiting time. The average waiting time of a customer can be expressed as where p = A E [ d is the probability that the server is busy.
E [ W ] = p E [ W / B ]
test customer orriving time time ~y-x,,q W. %j 
Thus we find
where XNq = 0 if Nq = 0 and
have been used. Note that X and B are independent random variables. For the event I, the waiting time becomes zero because the arriving customer is served immediately. Thus
and hence the second term on the right-hand side of eqn. 1 vanishes. Therefore, we obtain from eqn. 1 or Substituting the average residual service time R B for E [RIB] in this expression yields the desired PollaczekKhinchin formula.
To calculate the mean number of customers in the system, we have to obtain the total system time T, which is the sum of the waiting time and the service time. It follows that
E [ T ] = E [ W ] + E [ X ]
Let N be the mean number of customers in the system. By Little's formula, we have
Mean waiting time in the M/G/I queue with vacations
Generally a queueing system will have busy periods with at least one customer present and idle periods with no customer present. A busy period is a time interval that begins when an arriving customer finds the system empty. An idle period is the period between two successive busy periods. Clearly, busy and idle periods occur alternatively and form a cycle.
Suppose that at the end of each busy period, the server goes on vacation for a random interval of time with first moment vi and second moment v2. For computer communication networks, vacations correspond to transmissions of various kinds of control and record-keeping packets when there is little traffic or when the transmit queue is empty.
We shall derive an expression for the average waiting time in the MIGIl queue with vacations. In this case the second term on the right-hand side of eqn. 1 is no longer zero and is simply the delay caused by the residual vacation interval equal to (1 -p)v2/2v,. Now from eqns. 1 and 2 and theorem 2 we obtain Solving for E[W yields the mean waiting time for model B:
This expression may be regarded as an extension of the Pollaczek-Khinchin formula (eqn. 3) for the mean waiting time in the M/G/l queue in discrete time to the case with vacations.
Application
Consider a polling system for transmission of cells from several cell-based streams into a statistical multiplexing system where the cell size for each stream is constant. This situation arises often in multiaccess channels.
As a typical example, we consider a communication channel that can be accessed by m spatially separated stations. These m stations are connected by cables in a unidirectional loop. Each station transmits the backlogged packets when it is polled. The interpolling times can be regarded as vacations. A station transmits packets when it receives the poll. We will consider m homogeneous traffic streams. Each consists of three Poisson arrival streams with rates AV, A, and Ad which correspond to the arrival rate of video, audio and data packet streams, respectively. For simplicity, we assume the lengths of these packets are l,, 1, and ld cells for each type of stream (Fig. 3) . The total packet arrival rate of the combined stream is and the total cell arrival rate of the combined stream is
The total packet arrival rate of all the m streams is then m 5 . It is interesting to note that if model A is adopted, then using similar arguments as in Section 4 would result in the following expressions:
The Pollaczek-Khinchin formula in discrete time becomes
The mean number of customers in the system is and the mean waiting time in the MIGII queue with vacations now becomes
The results of eqns. 6, 7 and 8 for model A correspond to eqns. 3, 4 and 5 for model B, respectively.
