Abstract-Automated and accurate classification of magnetic resonance (MR) brain images is an integral component of the analysis and interpretation of neuroimaging. Many different and innovative methods have been proposed to improve upon this technology. In this study, we presented a forward neural network (FNN) based method to classify a given MR brain image as normal or abnormal. This method first employs a wavelet transform to extract features from images, and then applies the technique of principle component analysis (PCA) to reduce the dimensions of features. The reduced features are sent to an FNN, and these parameters are optimized via adaptive chaotic particle swarm optimization (ACPSO). K-fold stratified cross validation was used to enhance generalization. We applied the proposed method on 160 images (20 normal, 140 abnormal), and found that the classification accuracy is as high as 98.75% while the computation time per image is only 0.0452 s.
INTRODUCTION
Magnetic resonance imaging (MRI) is an imaging technique that produces high quality images of the anatomical structures of the human body, especially in the brain, and provides critical information for clinical diagnosis and biomedical research [1] [2] [3] [4] [5] [6] . The diagnostic values of MRI are greatly magnified by the automated and accurate classification of the MR images.
Wavelet transform is an effective tool for feature extraction because it allows for the analysis of images at various levels of resolution [7] .
This technique requires large storage and is computationally more expensive [8] . In order to reduce the feature vector dimensions and increase the discriminative power, the principal component analysis (PCA) method has been used. PCA is appealing since it effectively reduces the dimensionality of the data and therefore reduces the computational cost of analyzing new data [9] . Subsequently, we need to construct a classifier, which presents a challenge to current researchers. In recent years, researchers have proposed two categories of approaches to obtain this goal.
The first category is supervised classification, such as support vector machine (SVM) [10] and k-nearest neighbors (k-NN) [11] .
The other category is unsupervised classification, such as self-organization feature map (SOFM) and fuzzy c-means [12] . While both of these methods achieved satisfactory results, supervised classification performs better than unsupervised classification in terms of classification accuracy (successful classification rate) [13] .
In this study, the forward neural network (FNN) was chosen as the classifier because it is a powerful tool among supervised classifiers and it can classify nonlinear separable patterns and approximate an arbitrary continuous functions [14] . Recently, there have been many algorithms available to train the FNN, such as back-propagation (BP) algorithm [15] , genetic algorithm (GA) [16] , simulating annealing (SA) algorithm [17] , and particle swarm optimization (PSO) [18] . Unfortunately, the BP, GA, and SA algorithms all demand expensive computational costs. However, PSO is well-known for its lower computational costs and its most attractive feature is that it requires less computational bookkeeping and only a few lines of implementation codes. In order to improve the performance of PSO, we proposed an adaptive chaotic PSO (ACPSO) method to find the optimal parameters of FNN.
In total, our method consisted of three stages: feature extraction, feature reduction, and NN-based classification as shown in Fig. 1 . This is a canonical and standard classification method which has already proven to be the best classification method [19] .
The structure of the rest of this paper was organized as follows: Section 2 presented wavelet transform based methods for feature extraction. PCA technique for feature reduction was introduced in Figure 1 . Methodology of our proposed algorithm. Section 3. Section 4 proposed a novel adaptive chaotic PSO (ACPSO) method. Section 5 presented the structure and training approach of the FNN, introduced the vector encoding strategy, and discussed the K-fold stratified cross validation method to enhance generalization. Experiments in Section 6 demonstrated the effectiveness and rapidness of our proposed algorithm. We concluded this paper in Section 7.
FEATURE EXTRACTION
The wavelet theory has already been used in the field of brain image classification by Chaplot [20] and El-Dahshan [21] . Their methods will be compared in the experimental section. Here, we only simply introduce the basic principles of DWT to avoid replication.
Discrete Wavelet Transform
The DWT is a powerful implementation of the WT using the dyadic scales and positions. The basic fundamental principle of DWT is introduced as follows: Suppose x(t) is a square-integrable function, then the continuous WT of x(t) relative to a given wavelet ψ(t) is defined as
where
Here, the wavelet ψ a,b (t) is calculated from the mother wavelet ψ(t) by translation and dilation: a is the dilation factor and b is the translation parameter (both real positive numbers). There are several different wavelets that have gained popularity throughout the development of wavelet analysis. The most important of these is the Harr wavelet, which is the simplest and preferred wavelet in many applications [22] . Equation (1) can be discretized by restraining a and b to a discrete lattice (a = 2 b & a > 0) to give the DWT, which can be expressed as follows.
Here, the coefficients ca j,k and cd j,k refer to the approximation components and the detail components, respectively. The functions g(n) and h(n) denote the low-pass filter and high-pass filter, respectively. The subscripts j and k represent the wavelet scale and translation factors, respectively. The DS operator is used for down sampling.
The above decomposition process can be iterated with successive approximations being decomposed so that one signal is broken down into various levels of resolution [23] . The whole process is called a wavelet decomposition tree as shown in Fig. 2. 
2D DWT
In applying this technique to MR images, the DWT is applied separately to each dimension. Fig. 3 illustrates the schematic diagram of 2D DWT. As a result, there are 4 sub-band (LL, LH, HH, HL) images at each scale. The sub-band LL is used for the next 2D DWT.
The LL subband can be regarded as the approximation component of the image, while the LH, HL, and HH subbands can be regarded as the detailed components of the image. As the level of the decomposition increased, we obtained more compact yet coarser approximation components. Thus, wavelets provide a simple hierarchical framework for interpreting the image information. In our algorithm, level-3 decomposition via Harr wavelet was utilized to extract features. 
FEATURE REDUCTION
Excessive features increase computation time and storage memory which sometimes causes the classification process to become more complicated. This consequence is called the curse of dimensionality. A strategy is necessary to reduce the number of features used in classification.
PCA is an efficient tool to reduce the dimension of a data set consisting of a large number of interrelated variables while retaining the most significant variations. It is achieved by transforming the data set to a new set of ordered variables according to their degree of variance or importance. This technique has three effects: (i) it orthogonalizes the components of the input vectors so that they are uncorrelated with each other, (ii) it orders the resulting orthogonal components so that those with the largest variation come first, and (iii) it eliminates the components in the data set that contributing the least variation.
It should be noted that the input vectors should be normalized to have zero mean and unity variance before performing PCA, which is shown in Fig. 4 . The normalization is a standard procedure. Details about PCA can be seen in Ref. [24] .
ADAPTIVE CHAOTIC PSO

Introduction of PSO
PSO is a population based stochastic optimization technique, which simulates the social behavior of a swarm of bird, flocking bees, and fish schooling [25] . By randomly initializing the algorithm with candidate solutions, the PSO successfully leads to a global optimum. This is achieved by an iterative procedure based on the processes of movement and intelligence in an evolutionary system. Fig. 5 shows the flow chart of a PSO algorithm.
In PSO, each potential solution is represented as a particle. Two properties (position x and velocity v) are associated with each particle. Suppose x and v of the ith particle are given as where N stands for the dimensions of the problem. In each iteration, a fitness function is evaluated for all the particles in the swarm. The velocity of each particle is updated by keeping track of the two best positions. One is the best position a particle has traversed so far and called "pBest". The other is the best position that any neighbor of a particle has traversed so far. It is a neighborhood best called "nBest". When a particle takes the whole population as its neighborhood, the neighborhood best becomes the global best and is accordingly called "gBest". Hence, a particle's velocity and position are updated as follows
where ω is called the "inertia weight" that controls the impact of the previous velocity of the particle on its current one. The parameters c 1 and c 2 are positive constants, called "acceleration coefficients". The parameters r 1 and r 2 are random numbers that are uniformly distributed in the interval [0, 1]. These random numbers are updated every time when they occur. The parameter ∆t stands for the given time-step. The population of particles is then moved according to (6) and (7), and tends to cluster together from different directions. However, a maximum velocity v max , should not be exceeded by any particle to keep the search within a meaningful solution space. The PSO algorithm runs through these processes iteratively until the termination criterion is satisfied.
Our Proposed Algorithm-ACPSO
The PSO program has proven to be very effective for solving global optimization. It is a recently invented high-performance optimizer that is very easy to understand and implement, and it also requires little computational bookkeeping and only a few lines of code.
The parameters (r 1 , r 2 ) were generated by pseudo-random number generators (RNG) in classical PSO. The RNG cannot ensure the optimization's ergodicity in solution space because they are absolutely random; therefore, a chaotic operator was employed to generate parameters (r 1 , r 2 ) by the following formula:
Another improvement lies in changing the parameters (ω, c 1 , c 2 ) adaptively. In the search process of PSO, the search space will gradually reduce as the generation increases. Therefore, we hope to search an expansive area with low precision at the prophase stage while search a restricted area with high precision at the anaphase stage as listed in Table 1 . The detailed formulas of those adaptive parameters are as follows:
Here, the indexes i and f denotes "initial" and "final", respectively. Neural networks are widely used in pattern classification since they do not need any information about the probability distribution and the a priori probabilities of different classes [26] . A single-hidden-layer backpropagation neural network is adopted with sigmoid neurons in the hidden layer and a linear neuron in the output layer.
The training vectors were presented to the NN, which is trained in batch mode. The network configuration is NI × NH × NO. This consists of a two-layer network with NI input neurons, NH neurons in the hidden layer, and NO output indicating the brain is normal or abnormal. The structure is depicted in Fig. 6 . In this study, since there are only 2 classes (normal brain or abnormal brain), only one output neuron is sufficient. The number 1 denotes for normal and 0 for abnormal. The setting of the other two parameters, NI and NH, will be discussed in the experiment section.
Training with ACPSO
From Fig. 6 , it can be seen that the output of the jth hidden node is
Here, s j denotes the weight input sum in the hidden layer, ω ij denotes the connection weight from the ith input neuron to the jth hidden neuron, b j denotes the bias of the jth hidden neuron, and f denotes the activation function (Sigmoid function). The output of the kth Figure 6 . A two-layer FNN used for brain classification.
neuron of output layer is
where ν jk denotes the connection weight from the jth hidden neuron to the kth output neuron, and β k denotes for the bias of the kth output neuron. The learning median square error (MSE ) [27] can be calculated as
where NS is the number of training samples, and the term y i k − d i k is the error of the actual output and desired output of the kth output neuron of ith sample. We defined the fitness function as MSE, and then we used ACPSO to find the optimal weights so that the fitness reaches the minimum.
Vector Encoding Strategy
In order to expedite the global optimization process, vector encoding strategy is utilized where each particle encodes for a row vector. For example, the FNN with structure of 2 × 2 × 1 has the total number of weights (NI + 1) * NH + (NH + 1) * NO = (2 + 1) * 2 + (2 + 1) * 1 = 9. The corresponding encoding style can be presented as
And the particle matrix can be represented as
where NP denotes the number of particles of ACPSO.
K -fold Stratified Cross Validation
Cross validation methods consist of three types: Random subsampling, K-fold cross validation, and leave-one-out validation. The K-fold cross validation is applied due to its properties as simple, easy, and using all data for training and validation. The mechanism is to create a K-fold partition of the whole dataset, repeat K times to use K − 1 folds for training and a left fold for validation, and finally average the error rates of K experiments. The schematic diagram of 5-fold cross validation is shown in Fig. 7 . The K folds can be purely random partitioned, however, some folds may have a quite different distributions from other folds. Therefore, stratified K-fold cross validation was employed, with which every fold has nearly the same class distributions [28] . Another challenge is to determine the number of folds. If K is set too large, the bias of the true error rate estimator will be small, but the variance of the estimator will be large and the computation will be timeconsuming. Alternatively, if K is set too small, the computation time will decrease, the variance of the estimator will be small, but the bias of the estimator will be large [29] . In this study, we empirically determined K as 5 through the trial-and-error method.
EXPERIMENTS AND DISCUSSIONS
The experiments were carried out on the P4 IBM platform with 3 GHz main frequency and 2 GB memory running under the Windows XP operating system. The algorithm was developed via the wavelet toolbox, the neural network toolbox, and the statistical toolbox of Matlab 2009b (The Mathworks c ). The programs can be run or tested on any computer platforms where Matlab is available.
Database
The datasets consists of T2-weighted MR brain images in axial plane and 256 × 256 in-plane resolution, which were downloaded from the Harvard Medical School website (http://med.harvard.edu/AANLIB/). The abnormal brain MR images of the dataset consist of the following diseases: glioma, meningioma, Alzheimer's disease, Alzheimer's disease plus visual agnosia, Pick's disease, sarcoma, and Huntington's disease. A sample of each is shown in Fig. 8 . We randomly selected 20 images for each type of brain. Since there are one type of normal brain and seven types of abnormal brain in the dataset, 160 images was selected consisting of 20 normal and 140 (= 7 types of diseases × 20 images/diseases) abnormal brain images. The setting of the training images and validation images is shown in Table 2 since 5-fold cross validation was used.
Feature Extraction
The three levels of wavelet decomposition greatly reduce the input image size as shown in Fig. 9 . The top left corner of the wavelet coefficients image denotes the approximation coefficients of level-3 whose size is only 32 × 32 = 1024. The border distortion should be noticed. In our algorithm the symmetric padding method [30] was utilized to calculate the boundary value.
Feature Reduction
As stated above, the dimensions of extracted features were reduced from 65536 to 1024. However, this is still results in a high computation cost. Thus, PCA is used to further reduce the dimensions of features on another level. The curve of cumulative sum of variance with number of principle components is shown in Fig. 10 . The variance with number of principle components from 1 to 20 are listed in Table 3 . It shows that 19 principle components (bold font in table), which are only 1.86% of the original features, preserve 95.4% of the total variance.
FNN Training
The 19 principle components were then directly sent to the FNN. Thus, the NI is 19 and the NH is determined as 10 according the information entropy method [31] . Consequently, the structure of the neural network is 19-10-1.
Here, we choose the elite GA algorithm with migration (EGA) [32] and weight-adaptive PSO (APSO) method [33] as the comparative methods. The parameters of EGA, APSO, and ACPSO are acquired using trial-and-error method and listed in Table 4 . We also compared our method with traditional BP, momentum BP (MBP), adaptive BP (ABP). The results are shown in Fig. 11 .
It is clear that our proposed method can converge to less than 10 −30 at 124th epoch, which is the fastest among all algorithms. The detailed data of MSE versus epoch are shown in Table 5 , from which Table 6 . Confusion matrix of our method (O denotes for output, T denotes for Target).
the rank of algorithms can be regarded as ACPSO > ABP > APSO > EGA > MBP > BP. The order of the algorithm performance will guide us in future research.
Classification Accuracy
The confusion matrix of our method is listed in Table 6 . The element of the ith row and the jth column represents the classification accuracy belonging to class i and is assigned to class j after the supervised classification.
The results show that our method only misclassified 2 images of the total 160 MRI brain images. The whole classification accuracy is (19 + 139)/160 = 98.75%. Moreover, we compared the results obtained from our method with other results (DWT+SOM [20] , DWT+SVM with linear kernel [20] , DWT+SVM with radial basis function based kernel [20] , DWT+PCA+ANN [21] , and DWT+PCA+kNN [21] ) described in the recent literature that used the same MRI datasets, as shown in Table 7 . It is clear that our proposed method earns the highest classification accuracy. [20] 96 DWT+SVM with radial basis function based kernel [20] 98 DWT+PCA+ANN [21] 97 DWT+PCA+kNN [21] 98 DWT+PCA+ACPSO-FNN (Our method)
98.75 
Time Analysis
Computation time is another important factor used to evaluate the classifier. The time for network training is not considered, since the weights/biases of the NN should remain unchanged unless the property of images changes a lot. We sent all 160 images into the classifier, recorded the corresponding computation time, computed the mean value, and depicted the consumed time of different stages shown in Fig. 12 .
For each image, the computation time for feature extraction, feature reduction, and NN based classifier is 0.023 s, 0.0187 s, and 0.0035 s, respectively. The feature extraction stage is the most timeconsuming, which should be improved in future research. The total computation time for each image is about 0.0452 s, which is fast enough for a real time diagnosis.
CONCLUSION
In this study, we have developed a novel hybrid classifier to distinguish between normal and abnormal MRIs of the brain. The method obtained 98.75% classification accuracy on both training and test images of the selected datasets. Future work should focus on the following aspects: First, the proposed method could be employed for MR images with other contrast mechanisms such as T1-weighted, proton-density-weighted, and diffusion-weighted images. Second, the computation time could be accelerated by using advanced wavelet transforms such as the lift-up wavelet. Third, Multi-classification, which is focuses on specific brain MRIs disorders, can also be explored in the future.
The discrete wavelet transform can efficiently extract the information from original MR images with litter loss. The advantage of DWT over Fourier Transforms is the spatial resolution, namely, DWT captures both frequency and location information. In current study we choose the Harr wavelet, although there are other outstanding wavelets such as Daubechies series. We will compare the performance of different families of wavelet in future work. Another research direction lies in the stationary wavelet transform and the wavelet packet transform.
The importance of PCA was demonstrated in the discussion section. If we omitted the PCA procedures, we meet a huge search space which will cause heavy computation burden and worsened classification accuracy.
There are some other excellent feature transformation methods such as ICA, manifold learning. In the future, we will focus on investigating the performance of these algorithms.
The proposed ACPSO shows superiority to BP, MBP, ABP, EGA and APSO. This is because the ACPSO integrate the adaptive mechanism, chaotic mechanism into canonical PSO algorithm. It is more robust and swifter compared with other algorithms. Therefore, we will apply the ACPSO to other industrial fields.
The most important contribution of this paper is that the integration of PCA, FNN, and ACPSO method presented as a powerful tool for identifying normal MR images from abnormal MR images. This technique of brain MRI classification based on FNN is a potentially valuable tool to be used in computer assisted clinical diagnosis. It would be useful in finding a correlation between such measurements from MR images and behavioral or physiological parameters of research populations.
