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Resumen
Se formula un me´todo nume´rico basado en Elementos Finitos, Ana´lisis Isogeome´trico y
en una te´cnica Multiescala. El Ana´lisis Isogeome´trico, que usa como funciones base los
B-splines o los NURBS es aplicado para probar su desempen˜o. La ecuacio´n diferencial
parcial analizada es la de Poisson. Se inicia con una malla gruesa y se refina para
conseguir cada escala, convirtiendo cada elemento de la malla de la escala actual en
un subdominio de la siguiente escala. Los problemas locales de cada subdominio son
resueltos independientemente, imponiendo en su frontera una traza nume´rica espec´ıfica.
El me´todo se resuelve de forma iterativa hasta que la solucio´n se estabilice. Para analizar
el desempen˜o de la te´cnica formulada se elabora un disen˜o factorial de experimentos,
identificando previamente las variables que tienen efecto sobre la respuesta. El Ana´lisis
Isogeome´trico demuestra mejor desempen˜o en el error de aproximacio´n y en la convergencia
en el me´todo iterativo multiescala aqu´ı planteado. Finalmente, el me´todo formulado muestra
un buen potencial para la resolucio´n de problemas altamente refinados, en cuanto al costo
computacional.
Palabras clave: Multiescala, Ana´lisis Isogeome´trico, Elementos finitos, Poisson, B-
splines, NURBS, Ana´lisis nume´rico, FLOP
THESIS TITLE: Numerical Method for Computational Mechanics based on
Isogeometric Analysis and Multiscale techniques
Abstract
A numerical method is formulated based on Finite Elements, Isogeometric Analysis and
a Multiscale technique. Isogeometric Analysis, which uses B-Splines or NURBS as basis
functions, is applied to assess its performance. The analysed PDE is Poisson’s Equation.
The method starts with a coarse mesh which is refined to obtain each scale, considering
every current scale mesh’s element as a subdomain to the following scale. Local problems
of each subdomain are solved independently, imposing certain numerical trace on its
boundaries. The method is solved iteratively until the solution gets stable. To analyse the
formulated technique’s performance a factorial design of experiments is done, by identifying
the variables which have an effect over the response. Isogeometric analysis shows to have a
better performance regarding approximation error and convergence in the iterative method
that was derived here. Finally, the formulated method shows a good potential for highly
refined problems solving, regarding computational cost.
Keywords: Multiscale, Isogeometric Analysis, Finite elements, Poisson, B-splines,
NURBS, Numerical Analysis, FLOP
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Capı´tulo1
INTRODUCCIO´N
Una de las te´cnicas ma´s utilizadas en el mundo para solucionar computacionalmente una
gran cantidad de problemas presentes en diferentes campos de la ciencia y la ingenier´ıa es
la de Elementos Finitos (FEM), un me´todo nume´rico que presenta soluciones o´ptimas (para
el tipo de funciones de forma usado)[32, 55], que lo han hecho difundirse exitosamente entre
la comunidad cient´ıfica e industrial.
De las mu´ltiples ramas que se desprenden de este me´todo nume´rico, en el contexto de este
proyecto se puede resaltar cuatro aspectos muy importantes que ayudan a clasificar sus
distintos enfoques: la naturaleza de los problemas a resolver, la forma en que se hace la
discretizacio´n, la formulacio´n y la te´cnica de solucio´n del modelo discreto. Es de amplio
conocimiento que los cuatro temas esta´n muy interrelacionados, y adema´s la seleccio´n de
una u otra te´cnica en alguno de aquellos incide altamente en la precisio´n y el desempen˜o
globales del me´todo.
Caracterizacio´n En primer lugar, es importante restringir el tipo de problema que´ se va
a trabajar con un determinado esquema, puesto que hay muchas variaciones dependiendo
dependiendo de la caracterizacio´n de las ecuaciones diferenciales que rigen el proceso
analizado, es decir, si e´stas son lineales o no, si son dependientes del tiempo (transitorias)
o no (estacionarias), y el orden de los operadores diferenciales presentes en e´l.
Discretizacio´n La discretizacio´n en el campo de elementos finitos comprende tanto la
aproximacio´n de la geometr´ıa del cuerpo o dominio del problema, como la seleccio´n del
espacio vectorial que contiene las funciones base con las cuales se hara´ la aproximacio´n
nume´rica. Generalmente, las geometr´ıas involucradas tienen que ser objeto de un proceso
de particio´n, del cual se obtiene lo que comu´nmente se conoce como malla. La malla es un
conjunto de formas ba´sicas (por ejemplo segmentos de recta, pol´ıgonos o poliedros convexos)
no superpuestas, cuya unio´n es igual o aproximadamente igual a la regio´n que ocupa
en el espacio la geometr´ıa del dominio original. Existen diversos me´todos de generacio´n
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2automa´tica de malla, que pueden ser por triangulacio´n (generacio´n y conexio´n de nodos),
por mapeo o por descomposicio´n de topolog´ıas, entre otros [31].
Formulacio´n La formulacio´n del me´todo de elementos finitos incluye la seleccio´n del
tipo de test functions y consecuentemente los te´rminos que se tienen en la forma de´bil
o variacional del problema de valor de frontera, determinando co´mo se van a tratar las
condiciones de frontera, las propiedades del material y la variacio´n en el tiempo si es un
caso de ana´lisis transitorio.
Solucio´n La formulacio´n variacional propuesta segu´n las consideraciones requeridas para
cada problema en particular, se reduce a la solucio´n de un sistema algebraico, cuyas
inco´gnitas son los coeficientes de la combinacio´n lineal de las funciones base con las cuales
se discretizo´ el dominio. La seleccio´n del algoritmo de resolucio´n de este sistema (solver)
depende del tipo de problema que se este´ tratando (lineal o no lineal), saber si la matriz
es densa o dispersa, si es sime´trica o no, entre otras caracter´ısticas. La ejecucio´n del solver
repercute en gran proporcio´n en el costo computacional del me´todo, as´ı como en la exactitud
de la respuesta final.
Una vez se haya obtenido los coeficientes de la combinacio´n lineal, y de esta forma la solucio´n
nume´rica, es posible analizar el error nume´rico, es decir, la diferencia entre las soluciones
anal´ıtica y aproximada por FEM, para conocer su precisio´n y para´metros como el orden de
convergencia, el cual relaciona el taman˜o de la malla en que se ha dividido el dominio con la
magnitud del error [30, 60]. Segu´n la teor´ıa de ana´lisis nume´rico, el me´todo es “consistente”
si a medida que se reduce el taman˜o de malla, o lo que es igual, a medida que se aumenta
la cantidad de elementos, el error nume´rico decrece [30]. Esta es una condicio´n que debe
verificarse con mu´ltiples corridas del me´todo.
Existen te´cnicas teo´ricas para analizar la estabilidad y la convergencia a priori, lo que
adema´s sirve para saber si el me´todo se desempen˜o´ correctamente cuando se realice el
procesamiento de resultados posterior [32, 55, 18].
Al ver que estas propiedades de los me´todos nume´ricos son importantes, se plantea que para
este proyecto se debe trabajar un ana´lisis de convergencia, al menos a posteriori, es decir,
evaluando la tasa de convergencia del error con los resultados que arroje el me´todo bajo
diferentes para´metros de entrada. Esto dara´ resultados u´tiles para efectuar comparaciones
con me´todos reportados en distintas publicaciones, que en muchas ocasiones presentan tal
dato.
Para conocer ma´s informacio´n introductoria al me´todo de elementos finitos se sugiere hacer
la lectura de los primeros cap´ıtulos de algunos de los libros ma´s populares en este tema,
algunos de ellos referenciados en esta tesis [32, 55, 8, 60, 13].
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Actualmente, la investigacio´n sobre el FEM continu´a muy extendida a nivel acade´mico,
con el fin de encontrar y aprovechar ma´s de sus potencialidades. Desde su creacio´n, se
han desarrollado algunas variaciones del me´todo, cada una de ellas para ser usada en una
aplicacio´n espec´ıfica [51, 52, 53], y una de las ma´s recientes es el Ana´lisis Isogeome´trico
(IA), me´todo que adopta algunos aspectos de la geometr´ıa computacional, mostrando un
gran potencial de ser usado en muchas aplicaciones cient´ıficas e industriales [16].
El IA ha sido usado exitosamente en problemas de meca´nica estructural [17], turbulencia
[11, 6], ingenier´ıa biome´dica [4], entre otras ramas de la ciencia y la ingenier´ıa [12]. Basa´ndose
en esto, el IA se considera una herramienta que podr´ıa ser estudiada y aplicada en proyectos
propios de la Universidad Nacional, y obtener resultados en problemas novedosos, para
campos en los que no hay mucha informacio´n disponible acerca de su desempen˜o, debido a
que el me´todo es relativamente nuevo.
Por otro lado, otro de los importantes frentes en el campo del ana´lisis nume´rico es propender
por el ahorro de recursos y volver ma´s eficiente el proceso de co´mputo sin sacrificar precisio´n.
Por eso se busca aplicar conjuntamente con el IA uno de los llamados me´todos multiescala
(como los basados en el Me´todo variacional multiescala, VMS) que ayudan a que se cumplan
las metas mencionadas [23].
En te´rminos de rendimiento computacional, la integracio´n de un me´todo multiescala y el
ana´lisis isogeome´trico representar´ıa una gran mejora con relacio´n al uso una sola malla en el
me´todo tradicional de FEM, en tanto que se obtienen sistemas algebraicos menores [22], y
por consiguiente el nu´mero de operaciones de punto flotante (FLOP) que se deben efectuar
por el computador para resolver dichos sistemas, es considerablemente menor.
A continuacio´n se presenta una breve introduccio´n a los 3 principales temas que se
involucran en el desarrollo del me´todo nume´rico a formular en esta Tesis, a saber: Geometr´ıa
computacional, Ana´lisis Isogeome´trico y Me´todos Multiescala.
1.1. Geometr´ıa Computacional
La rama de la geometr´ıa ma´s cercana a las bases teo´ricas de las herramientas computa-
cionales de hoy en d´ıa, es la llamada geometr´ıa nume´rica computacional. Se trata de una
adaptacio´n de algunos conceptos de geometr´ıa a te´rminos interpretables computacional-
mente, y para ello se han creado algoritmos que pueden implementar dichos conceptos para
diferentes usos [29]. El objetivo es lograr representaciones exactas de curvas, superficies o
cuerpos, entre otras aplicaciones, por medio del manejo de datos y por operaciones que se
pueden hacer por programas de computador [29].
Tanto en la industria como en la academia se han desarrollado algoritmos que permiten
hacer la tarea de representar figuras por computador, con el fin de obtener mejores disen˜os,
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modelos o presentacio´n de resultados de experimentos o simulaciones. En ingenier´ıa, esta
disciplina se conoce ma´s comu´nmente como disen˜o geome´trico asistido por computador
(CAD) y su uso se ha difundido exitosamente en las actividades de disen˜o en meca´nica y
otras a´reas [25].
El CAD se basa en la representacio´n parame´trica de entidades geome´tricas, es decir, las
coordenadas de cada punto que conforma las curvas y superficies de alguna figura, se
obtienen al realizar un mapeo desde un espacio parame´trico al espacio f´ısico [44]. Este mapeo
consiste en el uso de un tipo determinado de funciones cuyas variables independientes son
los para´metros (normalmente designados ξ, η y ζ) y las dependientes son las coordenadas
f´ısicas (x, y y z) (ver Fig. 1.1). Al establecer solo un tipo de funciones en particular para
representar todas las formas que se requieren, se logra crear un algoritmo muy versa´til, que
tan solo necesite una cantidad limitada de para´metros de entrada, como resultado se puede
generar un muy amplio espectro de geometr´ıas [29].
Figura 1.1: Transformacio´n de un espacio parame´trico al espacio f´ısico mediante bases usadas
en CAD
La diferencia entre las distintas te´cnicas de representacio´n geome´trica en CAD consiste en
el tipo de funciones para el mapeo, pues para tal fin hay funciones polino´micas o racionales,
entre otras [44].
En la bibliograf´ıa se lista los distintos hitos en la historia de la geometr´ıa computacional y
su evolucio´n, empezando con los polinomios de Bernstein y los primeros splines y llegando
a los modernos T-Splines, pasando por importantes desarrollos como los algoritmos de Cox
de Boor y de Casteljau y los NURBS [16].
En los paquetes de CAD pra´cticamente se ha generalizado el empleo de NURBS (B-splines
racionales no uniformes, por sus siglas en ingle´s)[16, 44]. Por esta razo´n se enfatiza en el
estudio de esta tecnolog´ıa, y en este proyecto se recurre a los algoritmos condensados en The
NURBS book [44], una de las publicaciones ma´s usadas para la implementacio´n de programas
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que requieren NURBS. Espec´ıficamente se trabajara´ con geometr´ıas que se puedan modelar
con una u´nica “parcela” (patch), concepto que en el contexto de los NURBS se trata de
un dominio rectangular en el espacio parame´trico.
A grandes rasgos, la tecnolog´ıa CAD con splines requiere de unas funciones parame´tricas
predefinidas, cuya evaluacio´n depende de una secuencia de posiciones (vectores de nudos) en
el espacio parame´trico. En el espacio parame´trico puede haber una parcela o ma´s, segu´n sea
la complejidad de las topolog´ıas que conforman la geometr´ıa original. Tambie´n se necesita
tener en el espacio f´ısico una red de puntos de control (o red de control), cuyas posiciones
en cada coordenada son los coeficientes de las funciones base para hacer el mapeo de las
coordenadas parame´tricas a las f´ısicas [44]. Estos conceptos se ilustran en la Figura 1.2,
para unos vectores de nudos y unos puntos de control especificados.
Es muy importante entender co´mo modelar curvas y superficies de forma eficiente, y conocer
los tratamientos que se puede hacer a estas entidades, como lo son los refinamientos y
escalamientos, entre otros. Existen algoritmos para la utilizacio´n de estos procesos, as´ı como
para la elaboracio´n de curvas co´nicas y superficies basadas en ellas (cilindros, conos, etc.)
[44].
Una de las debilidades de NURBS es que al unir dos parcelas diferentes, no siempre existe
un acoplamiento perfecto entre ambas, dejando espacios libres, perjudicando la aplicacio´n
para la cual se realizo´ el modelo computacional [16]. Sin embargo, hay diferentes tecnolog´ıas
alternas que superan ese inconveniente, y hace algunos an˜os los T-Splines han empezado
a tener acogida hasta el punto de ser considerados por algunas compan˜´ıas de software de
CAD que desarrollaban sus productos originalmente con NURBS [46]. Las potencialidades
de los T-splines son muy grandes, no sin requerir una complejidad matema´tica algo mayor
que la de B-splines y NURBS [3, 20].
1.2. Ana´lisis Isogeome´trico
El Ana´lisis Isogeome´trico nacio´ hace pocos an˜os, en la comunidad del ana´lisis nume´rico,
como una nueva te´cnica para realizar ana´lisis estructural, te´rmico, de fluidos, o de otros
problemas dominados por problemas de valor de frontera. Los principales investigadores,
iniciadores del me´todo y quienes han acun˜ado el te´rmino son Thomas Hughes, Yuri Bazilevs
y Austin Cottrell, quienes han publicado un libro con la teor´ıa y los resultados ma´s relevantes
hasta el momento de su edicio´n (2009)[16].
Uno de los campos en los que se desea aprovechar este me´todo es en el llamado proceso
Disen˜o-Ana´lisis, que consiste en la transferencia de geometr´ıas producidas por programas
de disen˜o CAD a programas de ana´lisis basados en Elementos Finitos [16]. La propiedad
del Ana´lisis Isogeome´trico de usar funciones matema´ticas que mapean la geometr´ıa de
forma ide´ntica, tal como lo hace el CAD, hace que no se necesite redefinir una geometr´ıa
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Figura 1.2: Representacio´n geome´trica por medio de una parcela de splines: (a) Dominio en el
espacio f´ısico, junto con la red de control; (b) espacio parame´trico correspondiente a los vectores
de nudos Ξ = {0, 0, 0, 1/3, 2/3, 1, 1, 1} y H = {0, 0, 0, 1/4, 1/2, 3/4, 1, 1, 1}; (c) Funciones de
forma tipo B-spline para la coordenada parame´trica ξ
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aproximada a la hora de llevar el problema al software de ana´lisis, sino que se usen las
mismas funciones anal´ıticas que el CAD utiliza para crear la geometr´ıa [34].
El hecho de redefinir la geometr´ıa y hacer la malla para la simulacio´n representa cerca de
un 80 % del tiempo total dedicado al ana´lisis en la industria que realiza disen˜o y ana´lisis
de esta manera [34]. El ana´lisis isogeome´trico, con la perspectiva del sector industrial,
es una solucio´n a la necesidad de reducir la duracio´n de varias actividades que exigen
mucho tiempo y recursos computacionales pero no aportan valor agregado al disen˜o. Se
trata principalmente de la transferencia de la geometr´ıa y el enmallado, y las recurrentes
transmisiones de datos desde el archivo CAD al archivo de ana´lisis que se hace en un
co´digo de elementos finitos, con el fin de hacer refinamientos o cambios en la forma de la
discretizacio´n. El paradigma del ana´lisis isogeome´trico es sacar provecho del uso comu´n de
los mismos datos y funciones parame´tricas que definen las entidades geome´tricas, tanto en
el entorno CAD como en la malla que se requiere para efectuar un ana´lisis nume´rico del
cuerpo o producto.
Las propiedades de los B-splines y los NURBS permiten la representacio´n de las entidades
geome´tricas como una malla, cuyos elementos tienen el mismo grado de continuidad que
el mapeo, y no afectan la forma original del elemento que se pretende analizar. Adema´s
del mapeo del espacio parame´trico al f´ısico, hay uno ma´s, que va de un espacio patro´n al
espacio parame´trico. Ese espacio patro´n corresponde al dominio obtenido por el producto
tensorial del intervalo [−1, 1] en el espacio dimensional en el cual se encuentra el cuerpo (R,
R2, R3), y fa´cilmente se puede plantear un mapeo que va del espacio patro´n directamente
al espacio f´ısico.
Figura 1.3: Transformacio´n del espacio patro´n al espacio f´ısico en ana´lisis isogeome´trico
La utilidad del espacio patro´n es, al igual que en elementos finitos tradicionales, poder
trabajar en un dominio normalizado, sobre el cual se pueden aplicar las reglas de cuadratura
para integracio´n nume´rica existentes. No obstante, ya ha habido estudios acerca de las
reglas de cuadratura ma´s eficientes para realizar las integrales involucradas en la te´cnica
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isogeome´trica. Dichas reglas muestran, para algunos casos, mejor estabilidad a menor
cantidad de puntos de cuadratura, lo que representa al final un ahorro de tiempo de
computacio´n [36].
En las diversas publicaciones hechas en los u´ltimos an˜os a ra´ız de los beneficios del ana´lisis
isogeome´trico basado en NURBS, se han hecho pruebas en casos de meca´nica estructural,
meca´nica de fluidos, transferencia de calor y ana´lisis de vibraciones, mostrando en general
menor error nume´rico y mayor estabilidad [16, 35, 34, 5, 12, 11, 17]. Tambie´n se ha trabajado
problemas como los de transicio´n de fase, cuya ecuacio´n diferencial (ecuacio´n de Cahn-
Hilliard) es de cuarto orden y su formulacio´n de´bil exige continuidad de segundo orden en
todo su dominio, lo cual es una condicio´n que no cumplen los elementos finitos tradicionales
sin recurrir a herramientas ma´s avanzadas [28].
1.3. Te´cnicas Multiescala
1.3.1. Definiciones ba´sicas
La modelacio´n multiescala es una rama de la matema´tica aplicada relativamente reciente
cuyo fin es acoplar en una misma solucio´n, con el objeto de simular una respuesta de un
sistema f´ısico, ma´s de un modelo matema´tico, cada uno de los cuales es aplicable a un
determinado orden f´ısico de magnitud, y gracias a su interaccio´n es posible resolver de
forma ma´s precisa el problema que se esta´ estudiando.
Generalmente existe la siguiente clasificacio´n de modelos f´ısicos, agrupa´ndose segu´n las
escalas f´ısicas (o intervalos de o´rdenes de magnitud) sobre las cuales se esta´ trabajando:
Escala Electro´nica (< 10−10m)/Atomı´stica ( 10−9m)
Ejemplo de aplicacio´n: propiedades electro´nicas
Escala Atomı´stica ( 10−9m)/Microsco´pica ( 10−7m)
Ejemplo de aplicacio´n: ecuaciones de estado; equilibrio de fases de pol´ımeros
Escala Microsco´pica ( 10−7m)/Mesosco´pica ( 10−5m)
Ejemplo de aplicacio´n: fluidos complejos; meca´nica de fractura
Escala Mesosco´pica ( 10−5m)/Macrosco´pica (> 10−4m)
Ejemplo de aplicacio´n: flujo macrosco´pico; elasticidad
La ciencia e ingenier´ıa de materiales ha usado la modelacio´n multiescala ampliamente,
buscando principalmente encontrar los efectos de las estructuras ato´micas o cristalinas en
el comportamiento macrosco´pico de un determinado material.
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Otro campo de aplicacio´n ha sido los denominados problemas inversos, que se utilizan
comu´nmente en simulaciones de ingenier´ıa de petro´leos, con el objetivo de aproximarse
a la distribucio´n y cantidad de petro´leo y agua existentes en un pozo, del cual se sabe
una informacio´n limitada sobre concentracio´n y presio´n en ciertos puntos del mismo. El
acoplamiento de escalas ocurre aqu´ı entre el taman˜o macrosco´pico de los pozos con la
caracter´ıstica microsco´pica de la porosidad del terreno y la heteroge´nea composicio´n de
e´ste. La estimacio´n de las propiedades meca´nicas del terreno relacionadas con el flujo y
concentracio´n de fluidos a trave´s de e´l es una razo´n para aplicar me´todos multiescala,
que normalmente se aplican para aproximarse a las propiedades requeridas, mediante una
simulacio´n macrosco´pica (por ejemplo, con un enmallado grueso) y con ayuda de estos hacer
una simulacio´n microsco´pica en diferentes subdominios. Tambie´n se usa este procedimiento
en sentido contrario, de tal manera que con las simulaciones microsco´picas se halle un
promedio de las propiedades involucradas y e´stas se apliquen en una malla gruesa a nivel
macrosco´pico.
Un aspecto muy valioso de los principios de modelacio´n o te´cnicas multiescala es el concepto
de complementariedad entre varias teor´ıas f´ısicas o meca´nicas, con lo cual es posible an˜adir
a una solucio´n obtenida por un solo me´todo, un componente ma´s, que incluye efectos
adicionales que no pod´ıan ser capturados por tal me´todo inicial, o que por razones de
costos computacionales no es factible aplicarlo a un dominio completo. As´ı, gracias a la
interaccio´n de dos me´todos distintos es posible obtener las ventajas del ma´s preciso de
los dos pero economizando recursos computacionales por efecto de la naturaleza del ma´s
eficiente de los dos.
1.3.2. Fundamentos del Me´todo Variacional Multiescala
Otro enfoque, ma´s relacionado con el ana´lisis nume´rico y sus me´todos para tratar ecuaciones
diferenciales parciales de problemas de ingenier´ıa, es el Me´todo Variacional Multiescala
(VMS). Este me´todo, denominado as´ı por Tom Hughes en 1995, logra encontrar un
sustento teo´rico para an˜adir a la formulacio´n variacional de los problemas de valor de
frontera t´ıpicamente analizados con elementos finitos y me´todos similares, un te´rmino que
estabilizara la solucio´n o que capture rasgos de la funcio´n solucio´n que no son representados
normalmente con las funciones de forma propuestas en un esquema tradicional de Bubnov-
Galerkin (la forma cla´sica de los elementos finitos) [33].
El citado autor separa la solucio´n exacta a un problema de valor de frontera en dos: las
escalas solubles y las escalas no solubles. Las primeras son las que pueden ser capturadas
por un espacio finitamente dimensional, como aquellos a los que se recurre en los me´todos
nume´ricos basados en residuo (como FEM). Las segundas son aquellas que, bajo la
formulacio´n t´ıpica de me´todos de elementos finitos, no pueden ser capturadas y finalmente
no se observan en la solucio´n. El concepto de escalas usado en este sentido, es el que le da
el nombre a VMS.
Las escalas solubles, que componen una parte de la solucio´n exacta, se representan por uh,
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Figura 1.4: Esquema de la separacio´n de escalas en la funcio´n correspondiente a la solucio´n
exacta de un problema unidimensional
al igual que la denominacio´n de la solucio´n aproximada que t´ıpicamente se obtiene como
resultado de la aplicacio´n de un me´todo nume´rico. La componente no soluble u′, como se
puede ver, esta´ caracterizada por poseer rasgos de un orden f´ısico considerablemente menor
al que se puede alcanzar a reproducir con las funciones base involucradas en uh. Tambie´n
se le llama a uh solucio´n de escala o malla gruesa, mientras que u′ suele ser referida como
solucio´n de escala fina o de malla fina. Un nombre adicional para u′ muy frecuente en la
literatura especializada es “te´rmino de subescala” (“subgrid term” en ingle´s). No obstante,
segu´n la naturaleza del operador diferencial del problema de valor de frontera, por ejemplo
si se trata de un operador difusivo (operador de segundo orden) o un convectivo (operador
de primer orden), las escalas no solubles no solo aportan rasgos de menor escala a la solucio´n
nume´rica, sino que pueden incluso implicar la estabilidad de la te´cnica nume´rica utilizada
para obtener las escalas solubles. Como una demostracio´n de tal posibilidad se presenta el
muy conocido hecho de que el esquema de Galerkin, o el FEM cla´sico, arroja soluciones no
estables en problemas de meca´nica de fluidos, o en general, en problemas de ecuacio´n de
transporte, en donde esta´ involucrado un operador convectivo, el cual, segu´n ana´lisis hechos
posteriormente por varios autores, al no poseer la propiedad de ser autoadjunto, conlleva a
que el me´todo no capture una parte muy importante de la solucio´n [16].
A partir de esas observaciones y la premisa de la factibilidad de la separacio´n de escalas
de la solucio´n exacta, se derivo´ una nueva formulacio´n, en la cual surge un nuevo operador
integral, muy relacionado con la funcio´n de Green relacionada al problema de valor de
frontera estudiado, es decir, con la solucio´n del problema fundamental correspondiente.
Si el problema de valor de frontera viene descrito por:
Lu = f en Ω (1.3.1)
Bubnov-Galerkin entrega la siguiente formulacio´n variacional:
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a(wh, uh) = (wh, f) ∀ wh (1.3.2)
La forma bilineal a(·, ·) es el producto interno de energ´ıa relacionado al operador diferencial
L.
Por otro lado, la formulacio´n de VMS resulta:
a(wh, uh) +
(
L∗wh,M(Luh − f)
)
= (wh, f) ∀ wh (1.3.3)
Donde el nuevo te´rmino, y el operador integral M usado all´ı, se pueden ver expandidos as´ı:(
L∗wh,M(Luh − f)
)
=
∫
Ωy
∫
Ωx
(
L∗wh
)
(y)g(x, y)
(
Luh − f
)
(x)dΩxdΩy (1.3.4)
El operador L∗ es conocido como el adjunto de L. La funcio´n g(x, y) es la funcio´n de Green
correspondiente al problema espec´ıfico. La funcio´n de Green asociada al problema (1.3.1) es
la solucio´n del problema fundamental asociado [50]. El problema fundamental esta´ definido
as´ı:
L∗g(x− y) = δ(x− y) en Ω (1.3.5)
para todo punto y del dominio Ω.
Hugues demostro´ ma´s adelante que la derivacio´n del VMS es el cimiento teo´rico necesario
para explicar por que´ han funcionado el SUPG (Streamline Upwind Petrov-Galerkin) y otros
me´todos estabilizados, desarrollados previamente para mejorar las soluciones en casos de
ana´lisis de fluidos, pero sin que en ese entonces se hubiera entendido a plenitud la razo´n de
su accio´n estabilizadora sobre la solucio´n computacional [33, 10].
La separacio´n de escalas propuesta y sustentada en esos trabajos, han servido de base
para proponer separacio´n de escalas en otros contextos, por ejemplo en me´todos como
Galerkin discontinuo, o te´cnicas relacionadas con e´ste, en donde hay escalas solubles y
finas para los denominados flujos nume´ricos y funciones de traza. Segu´n las publicaciones
revisadas, esta propuesta es un punto de arranque para una formulacio´n en la cual haya
un tratamiento nume´rico independiente a cada escala, y as´ı lograr una solucio´n global que
reu´na los resultados de cada una de ellas [14, 37].
A partir de la revisio´n de los dos temas relacionados al enfoque multiescala aqu´ı expuestos,
se establece que el acoplamiento de escalas, para un problema analizado con me´todos
nume´ricos, no siempre se realiza con dos modelos f´ısicos verdaderamente diferenciados,
como se enuncia en los principios de modelacio´n multiescala, pues con VMS ha sido posible
encontrar te´rminos o componentes no presentes en los elementos finitos cla´sicos sin necesidad
de usar otra ecuacio´n que modele el feno´meno a escalas menores, y as´ı es posible apreciar
(en una solucio´n estable) el efecto que tienen sobre el feno´meno las escalas menores que
aquellas usadas para resolver el problema de valor de frontera macrosco´picamente.
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1.4. Alcance y estructura de la Tesis
Las ecuaciones diferenciales parciales correspondientes a los problemas planteados en esta
Tesis son de cara´cter lineal, el´ıpticos y de segundo orden.
Los problemas sera´n adema´s de tipo estacionario, dejando de lado las variaciones de las
funciones en el tiempo. Solo se considera derivadas temporales a la hora de analizar
vibraciones o el problema de Helmholtz, pero mediante la suposicio´n de una solucio´n
armo´nica y con un cambio de variable es posible reducir el problema a un caso aparentemente
estacionario [35].
Teniendo en cuenta el tipo de problemas a afrontar, se definira´n las hipo´tesis de este trabajo
de investigacio´n, los objetivos del proyecto y el procedimiento a seguir para llegar a ellos y
recoger los elementos y criterios necesarios para rechazar o no las hipo´tesis de trabajo. Este
aparte es denominado Planteamiento del Problema, y se presenta en el Cap´ıtulo 2 de la Tesis.
Inicialmente se tratara´ la ecuacio´n de Poisson, y se formulara´ un me´todo variacional para
encontrar una solucio´n nume´rica que pueda abarcar ana´lisis isogeome´trico o elementos
finitos tradicionales, ma´s un enfoque multiescala. Este desarrollo estara´ contenido en el
Cap´ıtulo 3.
Los resultados generales se condensara´n en el Cap´ıtulo 4, y se analizara´n aspectos como la
convergencia del error nume´rico y el rendimiento computacional del me´todo formulado. Para
ello se establecera´n unos problemas de prueba con solucio´n exacta conocida, para realizar
as´ı mediciones de error nume´rico y comparaciones con otros me´todos (benchmarking).
Las conclusiones sera´n el quinto cap´ıtulo. All´ı se resumira´n las observaciones y comentarios
obtenidos del comportamiento del me´todo nume´rico planteado, la calidad de sus resultados
y su desempen˜o, se condensara´ la validacio´n de las hipo´tesis del Cap´ıtulo 2, y se establecera´n
metas futuras con respecto a las aplicaciones de este proyecto.
El ape´ndice A incluye todos los resultados tabulados de los ejemplos y problemas de prueba
desarrollados en la tesis.
Capı´tulo2
PLANTEAMIENTO DEL PROBLEMA
2.1. Identificacio´n del problema
Se desea encontrar una solucio´n nume´rica a algunos problemas de valor de frontera en
meca´nica aplicada, proponiendo una nueva implementacio´n computacionalmente eficiente
del me´todo de elementos finitos y el de Ana´lisis Isogeome´trico.
El costo computacional de efectuar una solucio´n por este me´todo puede representar una
restriccio´n (por el tiempo de co´mputo requerido), y por ello se pretende al mismo tiempo
combinar dicho me´todo con alguna otra te´cnica que contribuya a la eficiencia del me´todo.
La evaluacio´n del desempen˜o de tal me´todo, cuya implementacio´n puede representar ma´s
complejidad que varios me´todos tradicionales, tendra´ como criterios su eficiencia y su
precisio´n, para lo que se requiere un ana´lisis matema´tico y experimentacio´n computacional.
Para efectuar la comparacio´n se usara´ un taman˜o de malla equivalente entre el ana´lisis
isogeome´trico y los elementos finitos cla´sicos. Aunque la forma de realizar la malla en los
dos me´todos es diferente, es posible configurar los nudos y puntos de control de IA de tal
manera que los elementos resultantes en la malla sean de taman˜o y forma iguales o muy
aproximados a aquellos obtenidos en FEM cla´sico, para posteriormente hacer los ana´lisis
necesarios.
En base a la identificacio´n del problema objeto de este trabajo, se relaciona a continuacio´n
la tema´tica presentada en el marco conceptual del cap´ıtulo previo, con el fin de delimitar el
campo de investigacio´n que se abarcara´ a lo largo de esta tesis.
De los cuatro temas correspondientes al me´todo de elementos finitos nombrados en la
introduccio´n de esta tesis, la investigacio´n se concentrara´ fuertemente en dos de ellas: la
discretizacio´n y la formulacio´n. El aspecto de caracterizacio´n del problema modelado no
es central aqu´ı porque, como se dijo en la u´ltima seccio´n de la introduccio´n, ya se ha
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restringido el tipo de ecuaciones con las cua´les se va a trabajar el me´todo propuesto. El
cuarto aspecto mencionado es la solucio´n del sistema de ecuaciones resultante, sobre el cual
no se enfatizara´ y el estudio sobre ella se limitara´ a la seleccio´n de te´cnicas cuya efectividad
ya sea muy conocida.
La discretizacio´n es importante en el desarrollo de este trabajo puesto que la seleccio´n del
espacio vectorial de la solucio´n y de la forma en que se aproximara´ a la geometr´ıa son de
gran intere´s al ser una diferencia fundamental entre los elementos finitos tradicionales y el
ana´lisis isogeome´trico. Esta diferencia sera´ considerada para efectuar las comparaciones de
desempen˜o del esquema nume´rico que aqu´ı se planteara´.
La formulacio´n variacional del me´todo que se propone resulta ser un componente esencial
dentro de esta investigacio´n. La inclusio´n de un enfoque multiescala esta´ directamente
relacionada con las ecuaciones resultantes en el me´todo, y por lo tanto existe un aporte
muy importante de este aspecto en relacio´n con el resultado global de esta tesis.
Explicadas en el cap´ıtulo previo las interpretaciones que pueden hacerse de la incorporacio´n
de un enfoque multiescala a otro me´todo nume´rico, se restringe este proyecto a usar el
concepto multiescala como una derivacio´n del esp´ıritu del VMS, sin llegar a hacer uso de
otro modelo f´ısico para las escalas menores, sino a considerar las escalas como taman˜os de
malla, para capturar en la solucio´n final detalles no visibles con una malla gruesa, y como
una fo´rmula para alcanzar mejores desempen˜os en las implementaciones computacionales
de FEM (incluyendo IA).
2.2. Formulacio´n de hipo´tesis
Gracias a una previa fundamentacio´n en los temas que se deben desarrollar en la tesis, se
ha llegado a un punto en el cual es factible formular las hipo´tesis del proyecto. El objeto de
la definicio´n de estas proposiciones radica en que la idea que se desarrollara´ a lo largo de
esta tesis necesita ser evaluada en ciertos aspectos, para poder determinar si la meta que
se buscaba con ella fue alcanzada.
Por ahora, no se entrara´ en mayor detalle sobre la nomenclatura usada en las hipo´tesis. A
medida que se avance en el documento, se aclarara´ cada te´rmino mencionado en la siguiente
lista.
1. El error nume´rico de la solucio´n por ana´lisis isogeome´trico no es mayor que el de la
solucio´n por elementos finitos cla´sicos con un taman˜o de malla equivalente y un mismo
grado polinomial.
‖IA‖ ≤ ‖FEM‖
2. El error nume´rico de la solucio´n global del me´todo propuesto (combinando IA con un
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esquema multiescala) no es mayor al error nume´rico entregado con el me´todo t´ıpico
con un nivel igual de refinamiento.
‖IA+MS‖ ≤ ‖refinamiento−tradic.‖
3. La cantidad de operaciones de punto flotante por iteracio´n en el me´todo propuesto
es menor a aquella que, usando las mismas funciones base, posee el mismo nivel de
refinamiento sin usar una te´cnica multiescala.
FLOPFEM+MS < FLOPFEM−refinado y FLOPIA+MS < FLOPIA−refinado
4. La cantidad de operaciones de punto flotante totales en el me´todo (teniendo en cuenta
las k iteraciones requeridas para obtener la solucio´n final) no es mayor a aquella que,
usando las mismas funciones base, posee el mismo nivel de refinamiento sin usar una
te´cnica multiescala.
it×(FLOPFEM+MS) ≤ FLOPFEM−refinado y it×(FLOPIA+MS) ≤ FLOPIA−refinado
2.3. Metodolog´ıa
Las actividades principales que se plantean y ejecutan durante el desarrollo de la presente
investigacio´n son:
Programar un me´todo de elementos finitos que resuelva las ecuaciones diferenciales a
definir, y que pueda trabajar con diferentes tipos de funciones base, y con mu´ltiples
geometr´ıas.
Plantear matema´ticamente el me´todo nume´rico basado en elementos finitos y una
te´cnica multiescala de tal forma que pueda entregar resultados de buena precisio´n
sobre los efectos de pequen˜os rasgos en grandes geometr´ıas, sin necesidad de hacer un
gran refinamiento.
Adaptar el me´todo a problemas unidimensionales en primer lugar y una vez este´ fun-
cionando correctamente extenderlo a problemas ma´s complejos (espec´ıficamente
problemas en 2D).
Escribir un co´digo computacional que pueda efectuar todas las operaciones involu-
cradas en el me´todo formulado.
Analizar mediante experimentos nume´ricos el comportamiento del error nume´rico de
este me´todo y compararlo con otros me´todos, identificando las razones por las cuales
se puedan dar diferencias entre ellos.
Mediante una revisio´n bibliogra´fica seleccionar soluciones anal´ıticas existentes para
los problemas a simular con el me´todo aqu´ı planteado, lo cual sera´ la referencia para
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efectuar comparaciones. Adema´s es importante encontrar resultados de los mismos
problemas calculados con otros me´todos nume´ricos para cuantificar la ganancia o
pe´rdida de precisio´n y eficiencia del esquema desarrollado con respecto a me´todos
anteriores.
Los dos aspectos del nuevo me´todo a comparar con otros existentes son la eficiencia y
la precisio´n y para ello se define la forma en que se medira´n: la cantidad de operaciones
de punto flotante (FLOP), que debe ejecutar el computador para obtener la solucio´n de
un problema determinado, se usara´ para estimar la eficiencia (menor nu´mero de FLOP
indicara´ mayor eficiencia del me´todo); para la precisio´n se determinara´ la norma del
error sobre todo el dominio f´ısico del problema (menor magnitud del error representa
mayor precisio´n).
2.4. Objetivos
2.4.1. Objetivo general
Desarrollar y probar un me´todo nume´rico que sea apto para ejecutar simulaciones de
problemas de meca´nica aplicada, cuyo punto de partida sea la formulacio´n de un problema
de valor de frontera, aplicando los me´todos de elementos finitos y ana´lisis isogeome´trico
combinados con un enfoque multiescala, como VMS y DD, para obtener resultados refinados
a un menor costo computacional.
2.4.2. Objetivos espec´ıficos
1. Formular un me´todo nume´rico usando la teor´ıa del ana´lisis isogeome´trico.
2. Desarrollar un esquema iterativo aplicando un tipo de te´cnica multiescala, con el que
se reduzca el taman˜o de los sistemas algebraicos a resolver, con respecto a un esquema
que presente un refinamiento del mismo orden.
3. Implementar computacionalmente casos de problemas de valor de frontera usando el
me´todo formulado para 1 y 2 dimensiones espaciales, y evaluar su eficiencia y precisio´n.
4. Realizar comparaciones entre resultados nume´ricos y los resultados anal´ıticos para
casos en donde haya disponibles modelos teo´ricos de solucio´n. Los casos en donde se
probara´ el me´todo incluyen:
Difusio´n Multidimensional de un escalar en estado estacionario. Como ejemplo
f´ısico se puede trabajar con conduccio´n de calor en so´lidos (el escalar es la
Temperatura).
Ana´lisis armo´nico o de dispersio´n. Se estudiar´ıa la propagacio´n de onda en
dominios unidimensionales y multidimensionales de un escalar. Para ambos casos
es importante definir las condiciones de frontera convenientes para que se pueda
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ajustar un modelo de solucio´n anal´ıtica existente como referencia para estimar
el error nume´rico.
5. Establecer las condiciones, propiedades, ventajas y limitaciones desde el punto de vista
matema´tico e ingenieril, relacionadas al uso del me´todo nume´rico implementado.
Capı´tulo3
FORMULACIO´N VARIACIONAL DE UN
METODO MULTIESCALA PARA LA
ECUACIO´N DE POISSON
La ecuacio´n de Poisson se define, para un espacio unidimensional, de la siguiente manera:
− κd
2u
dx2
= f . (3.0.1)
F´ısicamente, la ecuacio´n de Poisson describe co´mo se halla difundida la funcio´n escalar u,
que representa un potencial, en un dominio dentro del cual se modela este comportamiento.
La difusio´n esta´ afectada por la funcio´n de carga f , que representa un feno´meno que ocurre
de forma distribuida y estacionaria en el dominio, y se relaciona con la difusio´n de u a trave´s
de la difusividad κ, que es una propiedad del material en el cual se da el proceso [24].
La ecuacio´n mencionada es usada para modelar, entre otros, los siguientes casos f´ısicos:
Elasticidad esta´tica en cuerpos con cargas coaxiales (Ley de Hooke para una
dimensio´n) [43].
Difusio´n de masa estacionaria e isote´rmica (Segunda Ley de Fick) [38].
Deformacio´n transversal de una cuerda [50] (ver Fig. 3.1).
Conduccio´n te´rmica estacionaria con generacio´n de calor en una barra [32] (ver Fig.
3.2).
La generalizacio´n multimensional de la ecuacio´n de Poisson es la siguiente:
− κ∆u = f , (3.0.2)
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Figura 3.1: Modelo de deformacio´n transversal de una cuerda
Figura 3.2: Modelo de conduccio´n de calor unidimensional
donde ∆ es el laplaciano, un operador diferencial de segundo orden, cuya definicio´n en
coordenadas cartesianas es la siguiente
∆u = ∇ · ∇u = ∂
2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
. (3.0.3)
Para el problema bidimensional, no se tiene en cuenta el u´ltimo te´rmino de la ecuacio´n 3.0.3
puesto que su espacio simplemente consta de dos coordenada, x e y.
De la ecuacio´n (3.0.2) se obtiene la conocida ecuacio´n de Laplace cuando f = 0 [56].
Por su parte, la forma multidimensional de la ecuacio´n de Poisson (3.0.2) puede modelar
los siguientes feno´menos:
La funcio´n de esfuerzo en cuerpos sometidos a carga de torsio´n pura [55].
Ecuacio´n esta´tica de potencial ele´ctrico ([56]).
Deformacio´n transversal de una membrana [26] (ver Fig. 3.3).
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Figura 3.3: Modelo de deformacio´n transversal de una membrana
Conduccio´n te´rmica estacionaria con generacio´n de calor en una placa o en la seccio´n
transversal de un cuerpo largo [32].
Al ser tan comunes las aplicaciones de esta ecuacio´n, es muy conveniente contar con
me´todos que proporcionen una solucio´n confiable a un problema modelado con la ecuacio´n
de Poisson. Segu´n sea la complejidad de la geometr´ıa del dominio f´ısico del problema,
del campo de carga f y de las condiciones de frontera, mayor sera´ la necesidad de tener
una solucio´n computacional, puesto que la solucio´n anal´ıtica esta´ disponible solo para un
pequen˜o conjunto de casos [27].
Partiendo de los fundamentos listados en la introduccio´n y en el planteamiento del problema,
el punto de inicio para plantear un nuevo me´todo nume´rico que combine me´todos de
elementos finitos y te´cnicas multiescala es el de definir un problema de valor de frontera
ba´sico de meca´nica aplicada, con el cual tambie´n se inicia normalmente el ana´lisis de diversos
esquemas nume´ricos [55].
A lo largo del cap´ıtulo se vera´ la derivacio´n teo´rica del me´todo as´ı como consideraciones
pra´cticas para su implementacio´n bajo diferentes para´metros y condiciones, y se mostrara´n
ejemplos de problemas resueltos con este nuevo esquema.
3.1. Fundamentos para la Formulacio´n General
El proceso de derivacio´n de la formulacio´n del nuevo me´todo empieza con la definicio´n
precisa del problema de valor de frontera, conocer su forma variacional o de´bil y la separacio´n
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de escalas para poder ma´s adelante aplicar a e´sta la discretizacio´n, basa´ndose en los espacios
vectoriales finitamente dimensionales. Adema´s, en este proceso se hara´ uso de modificaciones
en la forma variacional que han resultado favorables para la aproximacio´n de las soluciones a
los valores prescritos en sus fronteras [5]. Esta tema´tica sera´ tratada en la siguiente seccio´n,
una vez queden claras las definiciones matema´ticas ba´sicas para empezar a trabajar en la
derivacio´n de un me´todo nume´rico para la ecuacio´n de Poisson.
3.1.1. Problema de Valor de Frontera
El problema de valor de frontera que va a ser analizado primero es la ecuacio´n de Poisson
para un campo escalar φ, problema que en su forma fuerte se define as´ı:
Sea Ω un dominio abierto en Rd (con d igual a 1, 2 o 3), cuya frontera se denota con Γ (ver
figura 3.4). Encuentre φ = φ(x) : Rd → R tal que
Lφ = f en Ω ⊂ Rd (3.1.4)
φ = g en Γg ⊂ Γ = ∂Ω
−∂nφ = −∇φ · n = h en Γh ⊂ Γ = ∂Ω .
Figura 3.4: Dominio para el problema de valor de frontera
Donde el operador diferencial L = −κ∆ dependiente del campo de difusividad κ = κ(x) y
el operador laplaciano ∆, la parte de la frontera del dominio con una condicio´n de frontera
tipo Dirichlet es Γg y aquella con condicio´n de frontera tipo Neumann es Γh de forma que
Γ = Γg ∪ Γh, y n es el vector unitario normal a Γ (hacia afuera).
La forma de´bil correspondiente se establece como:
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Encuentre φ = φ(x) : Rd → R tal que
0 = (∇w, κ∇φ)Ω − (w, f)Ω + (w, h)Γh − (w, κ∂nφ)Γg , (3.1.5)
donde w es una funcio´n escalar arbitraria (funcio´n de peso o ponderacio´n o test function),
que pondera el residuo de la ecuacio´n fuerte por todo el dominio; la forma bilineal (·, ·)
representa la integracio´n del producto de dos funciones sobre un subconjunto de Rd
especificado como . Por ejemplo, para dos funciones a(x) y b(x), la forma bilineal se
define
(a, b) =
∫

abd . (3.1.6)
Normalmente el espacio de integracio´n  que se usa en la formulacio´n aqu´ı desarrollada, y
en las de elementos finitos en general, sera´ el interior de un elemento o subdominio Ω (la
longitud, el a´rea o el volumen, segu´n el nu´mero de dimensiones espaciales), o su contorno
Γ (los puntos extremos, o la l´ınea o superficie delimitante).
3.1.2. Separacio´n de Escalas
La solucio´n exacta φ pertenece a un espacio vectorial infinitamente dimensional V , que
contiene a todas las funciones definidas en el dominio del problema Ω. Los elementos
(funciones) pertenecientes a V son denominadas comu´nmente funciones de prueba o trial
functions [32]. La solucio´n puede ser separada en una cantidad finita de partes, que
se llamara´n escalas, cuya sumatoria sera´ igual a la solucio´n exacta completa, que se
llamara´ solucio´n global. Lo anterior se puede escribir como
φ = φ0 + φ1 + . . .+ φS , (3.1.7)
en donde hay S + 1 escalas. Del mismo modo, cada una de estas partes va a corresponder
a un subespacio diferente que conforme solo una parte del espacio real, es decir que su
base vectorial contendra´ solo algunos de los elementos que conforman la del espacio de la
solucio´n global. Por consiguiente, el espacio que contiene la solucio´n global es el resultado
de la suma de los subespacios de todas las escalas en que se separo´ la solucio´n global.
V = V0 + V1 + . . .+ VS , (3.1.8)
tal que φs ∈ Vs para s = 0, 1, ..., S.
Con el fin de convertir el primer te´rmino de (3.1.5) en una forma bilineal sime´trica (un
producto interno, en el que los dos argumentos son w y φ), es necesario definir w como
una funcio´n que pertenece al mismo espacio de φ, es decir al espacio de la solucio´n V
[57, 2]. La definicio´n del producto interno es importante en tanto que se puede llegar a un
sistema sime´trico de ecuaciones cuando la discretizacio´n se haya efectuado, en la forma que
se explicara´ ma´s adelante.
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Una vez hecho esto, es posible separar escalas en w, como se hizo anteriormente con φ.
w = w0 + w1 + . . .+ wS . (3.1.9)
3.2. Derivacio´n del Problema Discreto
3.2.1. Espacios Finitamente Dimensionales Para la Solucio´n Nume´rica
Siguiendo el muy conocido me´todo de Galerkin (ver bibliograf´ıa relacionada [32, 55, 60]),
se determina que las funciones de peso y las de prueba pertenecen al mismo espacio
vectorial y consecuentemente existe una simetr´ıa (como se dijo en la seccio´n previa), una
discretizacio´n llevara´ a tener un sistema lineal igualmente sime´trico [32, 8]. A trave´s de una
discretizacio´n se encontrara´ una solucio´n aproximada φh. Esta solucio´n aproximada, tambie´n
llamada solucio´n nume´rica, pertenece a un subespacio finitamente dimensional de V , que
sera´ denominado V h. Para mantener la forma bilineal sime´trica obtenida anteriormente, w
se debera´ reemplazar por su contraparte finitamente dimensional wh, tambie´n perteneciente
a V h.
Estas u´ltimas definiciones se pueden sintetizar as´ı:
φh, wh ∈ V h (3.2.10)
V h ⊆ V (3.2.11)
⇒ φh, wh ∈ V . (3.2.12)
Tradicionalmente el espacio vectorial V corresponde al primer espacio de Sobolev H1
enmarcado en el dominio del problema (Ω). Este espacio se escribe H1(Ω) [55].
El estilo de definir la continuidad “elemento a elemento” y permitir un cambio de pendiente
en las interfaces, tal como se hace en muchos me´todos de elementos finitos, conlleva a la
continuidad de orden cero en los contornos de los elementos [16]. La alta frecuencia con que
el espacio H1(Ω) es seleccionado para contener la solucio´n, se explica porque las funciones
polinomiales con continuidad C0 en las interfaces esta´n incluidas en e´l.
La discretizacio´n realizada aqu´ı tiene como fin encontrar la solucio´n aproximada como una
combinacio´n lineal de una base vectorial conocida, la cual consiste en un conjunto espec´ıfico
de funciones llamadas funciones base [32]. De esta base se conoce la cantidad de vectores
(funciones) y la fo´rmula y el soporte (el dominio sobre el cual esta´ definida una funcio´n y
en el que e´sta no es ide´ntica a cero) de cada uno de ellos. La aproximacio´n uh(x) de una
funcio´n u(x) (el super´ındice h siempre connotara´ el cara´cter aproximado de la funcio´n),
como una combinacio´n de funciones base N(x) = (N1(x), N2(x), . . . , Nn
np
(x))T obedece a
la siguiente igualdad (en sus distintas formas):
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uh(x) = N(x)Tu (3.2.13)
= N(x) · u (3.2.14)
=

N1(x)
N2(x)
...
Nn
np
(x)
 ·

u1
u2
...
un
np
 (3.2.15)
=
nnp∑
a=1
Na(x)ua . (3.2.16)
El vector u = (u1, u2, . . . , un
np
)T , presente en las expresiones (3.2.13 - 3.2.16) contiene los
coeficientes de las funciones base escogidas para evaluar la aproximacio´n de la funcio´n u(x).
Las funciones base se obtienen despue´s de realizar una transformacio´n de un prototipo de
funcio´n preestablecido junto con su soporte, que usualmente es [−1, 1] (o su correspondiente
multidimensional), a una funcio´n cuyo soporte esta´ alojado en el interior del dominio
discretizado. Dicha funcio´n prototipo es lo que en el a´mbito de FEM se llama funcio´n de
forma, o shape function en ingle´s. El soporte al que se hace el mapeo generalmente coincide
con el de un elemento de la malla, el cual debe concordar total o parcialmente con el soporte
de la funcio´n base. Suponiendo que se tiene funciones de forma lineales, la transformacio´n de
e´stas a las respectivas funciones base, en un dominio unidimensional, se ilustra en la Fig. 3.5.
Figura 3.5: Mapeo de las funciones de forma a las funciones base: (a) Funciones de forma N1 y
N2 en el intervalo −1 ≤ ξ ≤ 1; (b) Funciones base correspondientes NA y NA+1 en el elemento
e y sus elementos vecinos
3.2. Derivacio´n del Problema Discreto 25
Funciones base y de forma
Como ya se menciono´, las funciones de forma son un conjunto de funciones predefinidas, que
se usan para obtener mediante un mapeo las que conforman la base para la solucio´n discreta.
Estas funciones de forma son comu´nmente, para el caso de FEM cla´sico, los polinomios de
interpolacio´n de Lagrange, que var´ıan segu´n el grado polinomial elegido; en cuanto a IA, se
puede trabajar con las splines continuos por partes (B-splines), o splines racionales como
los NURBS (ambos basados en los polinomios de Bernstein), entre otros tipos de tecnolog´ıa
usada en CAD [16]. En la figura 3.6 hay una muestra de los tipos de funciones base utilizados
en FEM y en IA.
Figura 3.6: Funciones de forma cuadra´ticas para elementos finitos: (a) Polinomios de Lagrange
para FEM cla´sico; (b) B-splines para IA
El conjunto de polinomios de Lagrange para un grado polinomial p consta de p+1 funciones
que resultan de la aplicacio´n de (3.2.17) para un grupo de p+1 nodos a lo largo del intervalo
[−1, 1], distribuidos habitualmente de manera equidistante [49].
Na(ξ) =
∏
1≤b≤p+1, j 6=a
(ξ − ξb)∏
1≤b≤p+1, j 6=a
(ξa − ξb)
1 ≤ a ≤ p+ 1 . (3.2.17)
En (3.2.17) cada nodo esta´ asociado a una funcio´n de forma. Los polinomios de interpolacio´n
de Lagrange poseen la propiedad de ser iguales a la unidad cuando son evaluados en el nodo
asociado a ellos y se anulan al evaluarse en las posiciones de los nodos restantes. Es decir,
se cumple que
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Na(ξa) = 1 ∧ Na(ξb) = 0 a, b = 1, 2, . . . , p+ 1; a 6= b . (3.2.18)
Como corolario de la propiedad (3.2.18) se demuestra la tenencia de otra propiedad valiosa
para el ana´lisis nume´rico y la geometr´ıa computacional, la cual es denominada “particio´n
de la unidad” [25, 16]. Esta nueva propiedad tiene como significado el hecho de que la suma
de las funciones que forman la base es igual a uno en cada punto del dominio de las mismas.
Tal propiedad se resume as´ı:
p+1∑
a=1
Na(ξ) = 1 ∀ ξ ∈ [−1, 1] . (3.2.19)
Como se presento´ anteriormente, varias de las tecnolog´ıas para efectuar la representacio´n
parame´trica de una geometr´ıa en CAD usan splines basados en los polinomios de Bernstein,
que son funciones jera´rquicas, tal como se ve en su definicio´n en las ecuaciones (3.2.20,3.2.21)
para cualquier grado polinomial p.
Na,0(ξ) =
{
1 si ξa ≤ ξ < ξa+1
0 en otro caso
(3.2.20)
Na,p(ξ) =
ξ − ξi
ξa+p − ξiN
a,p−1(ξ) +
ξa+p+1 − ξ
ξa+p+1 − ξa+1N
a+1,p−1(ξ) p > 0 . (3.2.21)
Los puntos ξa (a = 1, 2, . . . , nk) son un conjunto de puntos ordenados que se denominan
nudos (knots), y se reu´nen en el vector de nudos (knot span) Ξ. El segmento que va de un
nudo ξb al siguiente nudo ξb+1 (siempre que ξb < ξb+1), sera´ llamado elemento, pues su
funcio´n en IA sera´ ana´loga a los elementos de FEM cla´sico. Es de gran intere´s resaltar el
hecho de que a lo largo del soporte de cada elemento existira´n estrictamente p+1 polinomios
de Bernstein no ide´nticos a cero.
Un vector de nk nudos con se considera abierto cuando
ξ1 = ξ2 = . . . = ξp+1 = ξα ∧ ξnk = ξnk−1 = . . . = ξnk−p = ξβ , (3.2.22)
donde ξα y ξβ son los l´ımites inferior e superior de la parcela en el espacio parame´trico
respectivamente [16]. De la definicio´n dada se infiere que un vector de nudos abierto Ξ debe
contener al menos 2(p+1) nudos. Adicionalmente, este tipo de vectores de nudos generara´n,
como se puede comprobar, un grupo de nk − (p+ 1) polinomios de Bernstein.
Un B-spline es una curva parame´trica que usa un conjunto de n polinomios de Bernstein e
igual nu´mero de puntos en el espacio f´ısico, denominados puntos de control [44]. El conjunto
de puntos de control se denomina red de control [16]. La combinacio´n lineal que da lugar a
una curva tipo B-spline de grado p es la descrita por las ecuaciones (3.2.23,3.2.24).
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C(ξ) = Np(ξ) · P (3.2.23)
=
n∑
a=1
Na,p(ξ)Pa . (3.2.24)
Cada uno de los puntos de control P = (P1,P2 . . . ,Pn)T contiene las coordenadas
cartesianas donde se halla ubicado, dependiendo del nu´mero de dimensiones espaciales del
soporte de la curva C. Los polinomios de Bernstein Np(ξ) actu´an como las funciones base
de la curva C(ξ).
Existe un caso especial dentro de los B-splines y se llega a e´l cuando el vector Ξ se conforma
exclusivamente por p+1 nudos iguales a ξα y p+1 nudos iguales a ξβ (ver ecuacio´n 3.2.22).
En esta situacio´n la parcela consiste en solo un elemento y por consiguiente tiene en total
p + 1 funciones base. Se conoce como curvas de Be´zier a las generadas a partir de un
vector de nudos de esas caracter´ısticas. Por ejemplo, en la figura 3.6(b) se aprecia un grupo
de bases cuadra´ticas, originadas del vector Ξ = {ξe,ini, ξe,ini, ξe,ini, ξe,fin, ξe,fin, ξe,fin}, las
cuales pueden generar una curva de Be´zier, cuya evaluacio´n finalmente solo depende de los
valores de ξe,ini(= ξα) y ξe,fin(= ξβ).
La base de una curva de Be´zier ofrece la ventaja de contener solo p + 1 funciones [44].
En la pra´ctica estas funciones pueden ser programadas de forma esta´ndar sin recurrir a la
implementacio´n de los polinomios de Bernstein, a diferencia de los B-splines generales cuya
base puede tener una cantidad indefinida de funciones que surgen al aplicar (3.2.20,3.2.21)
a su vector de nudos respectivo.
Sin embargo, se ha demostrado que una curva parametrizada por un B-spline con nel
elementos, tambie´n se puede parametrizar por una unio´n de nel curvas de Be´zier contiguas
[44]. Partiendo de ese principio, posteriormente se puede deducir que la base del B-spline
(con n funciones) se puede expresar como una combinacio´n lineal de la unio´n de las bases
de las curvas de Be´zier (con un total de n¯ funciones). El proceso anterior es conocido en el
medio de CAD como el algoritmo de De Casteljau [16]. La relacio´n entre la base original
(N(ξ)) del B-spline y la unio´n de bases Be´zier (N¯(ξ)) de este algoritmo se reduce a la
ecuacio´n (3.2.25).
Np(ξ) = MT N¯
p
(ξ) . (3.2.25)
M es una matriz de coeficientes de taman˜o [n¯ × n], dependiente u´nicamente de Ξ. Otro
resultado proveniente del algoritmo de De Casteljau relaciona los puntos de control originales
(P) con los nuevos (P¯) de acuerdo a la expresio´n (3.2.26).
P¯ = MP . (3.2.26)
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Gracias a la favorabilidad de tener una base de Be´zier en un programa computacional, se
exploro´ la implementacio´n de una herramienta como el algoritmo de De Casteljau para el IA
con el fin de asemejar el me´todo ma´s a la estructura de los programas de FEM. Este proceso
ha sido llamado Be´zier extraction y ya ha sido utilizado con IA basado en NURBS [7]. En
desarrollos ma´s recientes, la misma aplicacio´n se ha extendido a IA basado en T-splines [45].
En la presente tesis, como ya se ha dicho antes, la implementacio´n de IA se limitara´ al
uso de funciones base tipo NURBS. E´stos adquieren su nombre de “B-splines racionales no
uniformes” (por su sigla en ingle´s). Ana´logamente a la parametrizacio´n con B-splines, tal
como en la ecuacio´n (3.2.24), es posible representar una curva C(ξ) con una coleccio´n de n
bases tipo NURBS de grado p, generadas a partir de un vector de nudos abierto Ξ, de la
forma que se muestra a continuacio´n:
C(ξ) =
n∑
a=1
Ra,p(ξ)Pa . (3.2.27)
Cada funcio´n base NURBS Ra,p(ξ) viene definida por la ecuacio´n (3.2.28).
Ra,p(ξ) =
Na,p(ξ)wa
n∑
b=1
N b,p(ξ)wb
, (3.2.28)
donde Na,p(ξ) es la a funcio´n base de tipo B-spline que se obtendr´ıa con el mismo
vector de nudos con el cual se esta´ generando la curva con NURBS. Hay un peso wa,
que oscila entre 0 y 1, asociado a cada base de B-spline Na,p(ξ), punto de control Pa y
consecuentemente asociado tambie´n a Ra,p(ξ). Cuando se realiza la programacio´n de IA, el
peso es almacenado como una coordenada ma´s del punto de control correspondiente, pues
es un nu´mero constante, a diferencia de las funciones base que var´ıan de acuerdo al valor
del para´metro ξ.
Gracias a la definicio´n (3.2.28) se hace notable el hecho de que los NURBS esta´n basados en
los B-splines. Esto significa que se puede adaptar el algoritmo de De Casteljau a NURBS,
y de esta manera evaluar este tipo de base en funcio´n de algunas operaciones con los
polinomios base de Be´zier.
Vale la pena agregar que las funciones tipo spline aqu´ı tratadas (B-splines,NURBS ) cumplen
con la propiedad de particio´n de la unidad definida en (3.2.19), ajusta´ndose a su propio
dominio.
Para la aplicacio´n de este proyecto se ha decidido trabajar con funciones de Lagrange para
FEM y bases de Be´zier para IA poniendo en pra´ctica el algoritmo recientemente mostrado.
Para tal fin, es de gran utilidad disponer de estos polinomios para su inclusio´n en el co´digo
computacional, y por ello se condensan sus fo´rmulas en la tabla 3.1 para grados polinomiales
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p = 1, 2, 3, 4.
Las definiciones y ecuaciones dadas en esta seccio´n son aplicables a entidades que se pueden
modelar con un solo para´metro, a saber, la coordenada xi. Para trabajar en IA y CAD con
entidades que requieran ma´s de una direccio´n parame´trica para su representacio´n, como
superficies y volu´menes, es necesario crear funciones base apropiadas mediante un producto
tensorial de las funciones base ya descritas [16].
Para conocer en detalle el proceso requerido para derivar esas funciones, se recomienda
referirse a las fuentes bibliogra´ficas que tratan este tema [29, 16, 44, 25]. Igualmente, existe
una gran cantidad de funciones de forma para FEM en dos y tres dimensiones, entre las
cuales se encuentran las obtenidas por producto tensorial de polinomios de Lagrange [32, 49].
Transformacio´n isoparame´trica
Ya se ha dicho que la discretizacio´n sera´ vista como un mallado del dominio real y
que dependiendo del me´todo, e´ste puede ser representado de forma exacta o solamente
aproximada. Las distintas partes en las cuales queda dividido el dominio por las l´ıneas de
la malla se denominan elementos. En el contexto del esquema cla´sico de elementos finitos,
habra´ cierta cantidad de nodos, que estara´n ubicados en los extremos o las esquinas de los
elementos, y en otros puntos del dominio (el centro de los elementos, o en los puntos medios
de sus lados, etc.).
A trave´s de la transformacio´n isoparame´trica (o mapeo isoparame´trico), la ubicacio´n de
los nodos definira´ la geometr´ıa, ya que hay una funcio´n base por cada nodo. Se le llama
“isoparame´trica” a esta transformacio´n porque las funciones para formar φh son usadas para
representar la geometr´ıa aproximada del dominio original del problema de valor de frontera.
As´ı pues, los coeficientes de las funciones base para representar la geometr´ıa equivalen a
las coordenadas de los nodos, mientras que sus ana´logos en la aproximacio´n de la solucio´n
al problema se denotan valores o variables nodales [49, 56]. Todos los valores nodales se
convierten en las inco´gnitas del problema discreto, el cual, tal como se dijo previamente,
da un sistema lineal para encontrar la solucio´n aproximada, mientras los coeficientes de las
funciones base para hacer el mapeo del dominio s´ı son valores dados desde un principio.
Por lo tanto, de una forma muy similar a como se realiza la aproximacio´n de un campo
escalar u (3.2.13-3.2.16), y tomando en esta ocasio´n como ejemplo el espacio tridimensional,
la evaluacio´n parame´trica de un punto f´ısico x=(x,y,z) a partir de un punto del espacio
parame´trico (ξ, η, ζ) se realizaal emplear las ecuaciones (3.2.29-3.2.33).
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Tabla 3.1: Funciones de forma lineales, cuadra´ticas, cu´bicas y cua´rticas tipo Lagrange y Be´zier
Grado p Polinomios de Lagrange Polinomios de Be´zier
−1 ≤ ξ ≤ 1 ξα ≤ ξ ≤ ξβ
1
N1(ξ) = 1−ξ2
N2(ξ) = 1+ξ2
N1(ξ) = ξ
β−ξ
ξβ−ξα
N2(ξ) = ξ−ξ
α
ξβ−ξα
2
N1(ξ) = ξ(ξ−1)2
N2(ξ) = 1− ξ2
N3(ξ) = ξ(ξ+1)2
N1(ξ) =
(
ξβ−ξ
ξβ−ξα
)2
N2(ξ) = 2(ξ
β−ξ)(ξ−ξα)
(ξβ−ξα)2
N3(ξ) =
(
ξ−ξα
ξβ−ξα
)2
3
N1(ξ) = (1−ξ)(9ξ
2−1)
16
N2(ξ) = 9(3ξ−1)(ξ
2−1)
16
N3(ξ) = 9(3ξ+1)(1−ξ
2)
16
N4(ξ) = (1+ξ)(9ξ
2−1)
16
N1(ξ) =
(
ξβ−ξ
ξβ−ξα
)3
N2(ξ) = 3(ξ
β−ξ)2(ξ−ξα)
(ξβ−ξα)3
N3(ξ) = 3(ξ
β−ξ)(ξ−ξα)2
(ξβ−ξα)3
N4(ξ) =
(
ξ−ξα
ξβ−ξα
)3
4
N1(ξ) =
2ξ(ξ−1)(ξ2− 1
4
)
3
N2(ξ) =
8ξ( 1
2
−ξ)(ξ2−1)
3
N3(ξ) = 4(ξ2 − 14)(ξ2 − 1)
N4(ξ) =
8ξ( 1
2
+ξ)(1−ξ2)
3
N5(ξ) =
2ξ(ξ+1)(ξ2− 1
4
)
3
N1(ξ) =
(
ξβ−ξ
ξβ−ξα
)4
N2(ξ) = 4(ξ
β−ξ)3(ξ−ξα)
(ξβ−ξα)4
N3(ξ) = 6(ξ
β−ξ)2(ξ−ξα)2
(ξβ−ξα)4
N4(ξ) = 4(ξ
β−ξ)(ξ−ξα)3
(ξβ−ξα)4
N5(ξ) =
(
ξ−ξα
ξβ−ξα
)4
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x(ξ, η, ζ) = N(ξ, η, ζ)TX (3.2.29)
=
nnp∑
a=1
Na(ξ, η, ζ)Xa (3.2.30)
x(ξ, η, ζ) =
nnp∑
a=1
Na(ξ, η, ζ)Xa (3.2.31)
y(ξ, η, ζ) =
nnp∑
a=1
Na(ξ, η, ζ)Y a (3.2.32)
z(ξ, η, ζ) =
nnp∑
a=1
Na(ξ, η, ζ)Za . (3.2.33)
La seleccio´n de los puntos nodales X = (X1,X2, . . . ,Xnnp)T se logra por medio de me´todos
manuales o automa´ticos de mallado. Hay diversidad de caminos para efectuar esta tarea,
tal como se menciono´ en la introduccio´n, pero su explicacio´n y ana´lisis van ma´s alla´ del
alcance de este trabajo. Se sugiere referirse a [31] para entrar en ma´s detalles con respecto
a este tema.
En este contexto, la tarea de discretizacio´n de la geometr´ıa, para los ana´lisis con FEM
tradicional, se limitara´ a hacer elementos rectangulares para el caso de un espacio
bidimensional, y lograr una malla estructurada (ordenada en cuanto a la ubicacio´n de sus
elementos). Se hace conveniente tener una malla con esos atributos para que la comparacio´n
con las resultantes en IA sea ma´s efectiva.
En IA existe un concepto diferente para la consecucio´n de la malla (ver fig. 1.2). El IA
trabaja con puntos de control en vez de nodos, y con variables de control en vez de los
valores nodales. Las ecuaciones que definen la aproximacio´n de un campo escalar (3.2.13-
3.2.16) y para el mapeo geome´trico (3.2.29-3.2.33) se mantienen va´lidas. Aunque el principio
de transformacio´n isoparame´trica au´n es utilizado en ana´lisis isogeome´trico, los puntos de
control no forman parte necesariamente de la geometr´ıa discretizada, como lo hacen los
nodos en FEM; ana´logamente, las variables de control no corresponden al valor de φh en
puntos f´ısicos espec´ıficos [16]. Para la transformacio´n geome´trica, en (3.2.29), el arreglo
X ser´ıa reemplazado por el que esta´ compuesto por los puntos de control, es decir, P
(siguiendo la nomenclatura de (3.2.23,3.2.24)). La seleccio´n de los puntos de control no
siempre es trivial, y su origen esta´ relacionado con una rama de la geometr´ıa llamada
geometr´ıa proyectiva. No obstante, los procedimientos para determinar la ubicacio´n de los
puntos de control para las formas ma´s comunes en ingenier´ıa son accesibles en varias fuentes
bibliogra´ficas [16, 44].
Las dos grandes ventajas que posee IA para el aspecto de representacio´n del dominio son la
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forma directa en que se transfieren los datos de CAD al algoritmo de ana´lisis y el grado de
continuidad matema´tica que sus funciones base pueden garantizar. Lo primero se refiere a
que las variables que se pueden manejar en un entorno de disen˜o asistido por computador son
las mismas que entran a formar parte del me´todo nume´rico con el cual se desea analizar la
pieza en cuestio´n. No hay necesidad de disen˜ar la geometr´ıa inicialmente y hacer un proceso
de generacio´n de malla con otra aplicacio´n computacional en una instancia posterior.
La segunda ventaja aqu´ı mencionada consiste en la mejora que significa el uso de splines con
respecto a funciones base de continuidad C0 en las interfaces elementales. La continuidad de
una curva C(ξ), construida con B-splines de grado p, es de orden Cp−mult(a), al evaluarse
en ξ = ξa. La variable mult(a) denota la multiplicidad del nudo ξa. La multiplicidad se
define como la cantidad de nudos iguales a ξa en el vector Ξ asociado a la curva C.
La continuidad de la base parame´trica es importante para obtener contornos suaves, tal
como en la geometr´ıa del dominio original y en el campo de ana´lisis nume´rico porque le da
continuidad a las derivadas del campo φ (o el que corresponda), a trave´s de las interfaces
de los elementos de la malla. Las funciones base provenientes de polinomios de Lagrange
enmarcados en el soporte de cada elemento contienen un salto en la derivada a la altura
de la interfaz de dos elementos. Esto conlleva a una discontinuidad en el momento de
evaluar una derivada en este punto [32]. Por ejemplo, la ecuacio´n de elasticidad tiene como
inco´gnita la deformacio´n, pero es de gran intere´s conocer el esfuerzo en el material. El
esfuerzo esta´ relacionado con el gradiente de la deformacio´n, y por esta razo´n las soluciones
de esfuerzo en los FEM con funciones C0 presentan discontinuidad entre un elemento y
otro adyacente a e´l, independientemente del grado polinomial de las funciones de forma.
A diferencia de esta situacio´n, al usar una malla de IA con NURBS cuadra´ticos, el campo
de esfuerzos tendra´ continuidad a trave´s de las interfaces, siempre que la multiplicidad sea
igual a 1. Para mayor informacio´n acerca de la continuidad de la solucio´n en IA se debe
recurrir a las referencias especializadas [16, 12, 17].
Separacio´n de escalas en el problema discreto
La solucio´n aproximada planteada en este proyecto, basa´ndose en la separacio´n de escalas
para espacios infinitamente dimensionales, tendra´ sus respectivas escalas tambie´n, y
as´ı mismo habra´ espacios finitamente dimensionales a los cuales pertenecera´n todas y cada
una de las escalas de la solucio´n.
El concepto de escala, como se dijo introductoriamente, tendra´ que ver espec´ıficamente con
el taman˜o de malla con que se discretice el dominio del problema de valor de frontera. La
escala 0 contiene la malla ma´s gruesa, y el nu´mero de escala crece a medida que el nivel de
refinamiento de los elementos aumenta. La escala ma´s fina es la nu´mero S, para un total
de S + 1 escalas finitamente dimensionales.
Un aspecto importante en la formulacio´n descrita en este trabajo, es la descomposicio´n de
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la geometr´ıa en subdominios. El uso de este procedimiento implica que todo elemento en
la escala s se considera un subdominio en la escala s+ 1. De esta forma, cada subdominio
puede tener una propia malla, independiente del resto de subdominios, pero la solucio´n
en esta porcio´n del dominio global tendra´ que ser acoplada a las de los otros mediante
alguna estrategia nume´rica. La ilustracio´n de este esquema se muestra en la figura 3.7,
donde adema´s se ve la sumatoria de las escalas (0, 1 y 2) para obtener la solucio´n global, y
su comparacio´n con la solucio´n exacta.
Figura 3.7: Solucio´n por escalas de un modelo de elementos finitos para un problema
unidimensional
Desde el punto de vista de los espacios vectoriales, la no continuidad entre dos subdominios
contiguos cualesquiera de las escalas finas desemboca en un espacio V hs (s > 0) que no
esta´ contenido en el espacio que aloja la solucio´n exacta al problema de valor de frontera V .
El espacio de la solucio´n nume´rica en cada escala se compone de unos espacios cuyo soporte
coincide con el de cada subdominio. Es decir, dicho espacio V hs equivale a
V hs = V
h,1
s ⊕ V h,2s ⊕ . . .⊕ V h,n
el,s−1
s , (3.2.34)
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donde nels−1 es el nu´mero de subdominios en la escala s. En (3.2.34) es leg´ıtimo aplicar la
suma directa entre espacios (⊕) porque cada uno de los espacios esta´ enmarcado en el soporte
de un subdominio, y se ha establecido que en toda escala, los subdominios all´ı definidos no
se superponen en ningu´n punto. Por ende, la interseccio´n entre cualesquiera dos de los
subespacios que forman V hs es nula [57].
Consecuentemente a lo descrito en la seccio´n 1.4, los espacios que tienen su soporte en
cada subdominio pueden corresponder a un subgrupo finito del primer espacio de Sobolev.
Matema´ticamente, el espacio que esta´ asociado a cada subdominio E en la escala s
corresponde a
V h,Es ⊂ H1(ΩEs−1) . (3.2.35)
Como resultado de la combinacio´n de (3.2.34) y (3.2.35) se llega a
V hs ⊂
nels−1⊕
E=1
H1(ΩEs−1) 6= H1(Ω) . (3.2.36)
El corolario (3.2.36) deja como conclusio´n que, pese al cumplimiento de (3.2.10), la
suposicio´n (3.2.11) se esta´ violando, y por lo tanto no es cierto que φh pertenezca a V ,
como se establecio´ en (3.2.12). La condicio´n sobre la solucio´n nume´rica dada en (3.2.12) se
cumple en un esquema ma´s cla´sico, en donde no existe una descomposicio´n en subdominios
como se propone aqu´ı, y ma´s bien existe una continuidad al menos de tipo C0 en todo
el dominio, satisfaciendo as´ı la pertenencia de las trial functions al primer espacio de
Sobolev. Cabe resaltar que la violacio´n de dicha suposicio´n es una situacio´n comu´n en
muchos me´todos nume´ricos derivados de FEM, e incluso para ello se ha acun˜ado el te´rmino
“crimen variacional” para connotar que aun habiendo una falta de estrictez en un asunto
matema´tico, por motivos de dificultad computacional, los me´todos pueden ofrecer soluciones
confiables para el problema modelado [55]. Un importante ejemplo de este caso es el grupo de
me´todos de Galerkin discontinuos [27], los cuales adema´s comparten algunas caracter´ısticas
con el me´todo propuesto, como se vera´ ma´s adelante.
Para profundizar ma´s en el a´rea de espacios vectoriales, se recomienda acudir a contenidos
de a´lgebra lineal [57, 2], y de ana´lisis funcional aplicado a ecuaciones diferenciales parciales
y sus me´todos de solucio´n (espacios de Sobolev y otros) [24, 26, 56, 55].
3.2.2. Notacio´n y Definiciones Previas
Sub´ındices y super´ındices
Se tendra´ de aqu´ı en adelante una convencio´n de notacio´n para evitar ambigu¨edades
en los ı´ndices que acompan˜ara´n las diferentes variables y s´ımbolos que denotan algu´n
para´metro del problema. En todos los casos (a menos que se especifique algo diferente
posteriormente), el sub´ındice representara´ el nu´mero de la escala en la cual esta´ definida la
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variable en cuestio´n, mientras que los super´ındices correspondera´n al resto de para´metros
que requieren ı´ndices (nodos, puntos de control, elementos, subdominios, etc.). Por otra
parte, es conveniente tambie´n definir con que´ tipo de variable estara´ eventualmente asociado
cada s´ımbolo o caracter.
Escalas: S, s, r
Nodos, puntos de control y funciones base a nivel global (o de cada subdominio): A,
B, C, D
Nodos, puntos de control y funciones base a nivel elemental: a, b, c, d
Subdominios y elementos: E, e
Coordenadas o componentes vectoriales y tensoriales: i, j, k, l
Notacio´n principal
A continuacio´n se encuentran las variables y la notacio´n ba´sicas a utilizar en este trabajo.
Grado polinomial en la primera coordenada parame´trica ξ: p
Grado polinomial en la segunda coordenada parame´trica η: q
Nu´mero de funciones base/variables nodales por elemento: nen = (p+ 1)(q + 1)
Nu´mero de elementos en la escala s: nels
Funcio´n base A en la escala s: NAs (x)
Valores nodales o variables de control: dAs
Dominio del elemento e en la escala s: Ωes (ver Fig. (3.8 y Fig. (3.9)
Conjunto de dominios elementales en la escala s: Ω˜s =
nels⋃
e=1
Ωes
Conjunto de contornos en la escala s: Γs =
nels⋃
e=1
∂Ωes
Conjunto de contornos interfaciales en la escala s:
• Para s = 0: Γ′0 = Γ0\Γ (ver Fig. (3.8))
• Para s > 0: Γ′s = Γj\Γ\
(
s−1⋃
r=0
Γ′r
)
(ver Fig. (3.9))
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Figura 3.8: Malla y notacio´n de la escala gruesa
Conjunto de contornos interfaciales de un subdominio E en la escala s: Γ′Es =nel,Es⋃
e=1
∂Ωes
 ∩ Γ′s
Frontera local de Neumann para un subdominio E en la escala s: ΓEh,s = ∂Ω
E
s ∩ Γh
Frontera local de Dirichlet para un subdominio E en la escala s: ΓEg,s = ∂Ω
E
s ∩ Γg
Conjunto local de interfaces de un subdominio E en la escala s: ΓE,ints = (Γ′s\Γ) ∩
∂ΩEs = ∂Ω
E
s \
(
ΓEh,s ∪ ΓEg,s
)
Solucio´n aproximada global:
φh(x) =
S∑
r=0
φhr (x) (3.2.37)
Solucio´n aproximada de la escala gruesa:
φh0(x) =
nnp0∑
A=1
NA0 (x)d
A
0 (3.2.38)
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Figura 3.9: Malla y notacio´n de una de las escalas finas
Solucio´n aproximada de la escala s (s > 0):
φhs (x) =
nels−1∑
E=1
nnp,Es∑
A=1
NA0 (x)d
A
s
E (3.2.39)
Aqu´ı, E representa el soporte de cada elemento en la escala inmediatamente anterior
(s − 1), es decir, segu´n la separacio´n de escalas, cada uno de los nels−1 subdominios
existentes en la escala s. Todo E tiene asociado un nu´mero de elementos (nsd,Es ) y
un nu´mero de nodos o puntos de control nnp,Es (para s=0 debido a que solo hay un
subdominio, que corresponde al dominio completo, la notacio´n es solamente nnp0 ),
sobre los cuales esta´n definidas las correspondientes funciones base (NAs (x)) y los
valores nodales o las variables de control (dAs ).
Interfaces
Cuando el ana´lisis este´ situado en un subdominio E, e´ste tendra´ varios subdominios
adyacentes, con los cua´les compartira´ diferentes secciones de su frontera. Estas porciones del
espacio f´ısico en el que se esta´ trabajando correspondera´n a diferentes entidades geome´tricas,
dependiendo del nu´mero de dimensiones espaciales, as´ı:
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1. Una dimensio´n: La interfaz es un punto. Ma´ximo 2 interfaces por elemento.
2. Dos dimensiones: La interfaz es una l´ınea continua. No hay restriccio´n en la cantidad
ma´xima de subdominios adyacentes. No obstante, si la malla es estructurada y resulta
de un mapeo de un espacio parame´trico rectangular (ver fig. 3.10) existe un ma´ximo
de 4 subdominios contiguos a E, cada uno correspondiendo a un lado del elemento
parame´trico rectangular original. Dos subdominios que comparten un punto de sus
fronteras no poseen una verdadera interfaz, puesto que su longitud ser´ıa cero.
Figura 3.10: Malla bidimensional estructurada, resultante del mapeo de elemen-
tos/subdominios parame´tricos rectangulares. El subdominio analizado es E y se muestran sus
cuatro subdominios adyacentes
3. Tres dimensiones: La interfaz es una superficie. No hay restriccio´n en la cantidad
ma´xima de subdominios adyacentes. De forma ana´loga al caso bidimensional, si la
malla es estructurada y resulta de un mapeo de un espacio parame´trico rectangular
existe un ma´ximo de 6 subdominios contiguos a E, cada uno correspondiendo a una
cara del elemento parame´trico rectangular (prisma´tico) original. Dos subdominios que
comparten un punto o una l´ınea de sus fronteras no poseen una verdadera interfaz,
puesto que el a´rea ser´ıa cero en los dos casos.
La anterior descripcio´n acerca de las interfaces en subdominios tambie´n aplica para el caso
de interfaces en elementos.
Habra´ dentro de la formulacio´n un conjunto de operaciones y evaluaciones realizadas sobre
las interfaces de los elementos o los subdominios, que comprometen valores definidos en los
dos lados de la interfaz involucrada. Para generalizar la forma en que se ejecutan dichas
tareas, es importante establecer un lado + y uno −. El lado + esta´ siempre en el elemento o
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subdominio objeto de ana´lisis, mientras que el − se encuentra sobre el subdominio contiguo.
La fig. 3.11 revela esta definicio´n tomando como ejemplo el subdominio E y uno de sus
vecinos numerado arbitrariamente E + 1.
Figura 3.11: Definicio´n de los lados + y − en la interfaz entre los subdominios E y E + 1. El
subdominio bajo ana´lisis es E
Suponiendo la existencia de una funcio´n escalar u sobre el subdominio analizado y sobre
un subdominio vecino, se le puede aplicar a ella dos operadores, va´lidos u´nicamente en las
interfaces:
{u} es el promedio de la funcio´n u en una interfaz especificada, es decir,
{u} := 1
2
(u+ + u−) . (3.2.40)
J∂nuK representa el salto de la funcio´n ∂nu en la interfaz especificada, es decir,
J∂nuK := (∇u)+ · n+ + (∇u)− · n− . (3.2.41)
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JuK representa el salto de u en la interfaz especificada, es decir,
JuK := u+ − u− . (3.2.42)
Otra forma de presentar el salto de u es deducida al hacer una analog´ıa con (3.2.41),
y teniendo en cuenta que en cualquier punto de la interfaz se cumple que n+ = −n−:
JuK = (u+ − u−)n+ · n+
= (u+n+ − u−n+) · n+
= (u+n+ + u−n−) · n+
= JunK · n+ . (3.2.43)
Las anteriores definiciones de operadores aritme´ticos sirven de introduccio´n para presentar
el concepto de flujo nume´rico. E´ste proviene de una nocio´n manejada en el a´mbito de los
me´todos Galerkin discontinuos, los cuales se caracterizan por no tener una continuidad tipo
C0 en las interfaces de los elementos, y manejar inco´gnitas en ambos lados de aquellas. La
convergencia de estos me´todos depende de que el ya citado flujo nume´rico tenga un valor
cero, o tendiente a cero [14]. En base a esto, las te´cnicas de elementos finitos discontinuos
son una opcio´n atractiva para atacar problemas que contengan un componente advectivo
[19, 41]. La condicio´n de la conservacio´n del flujo nume´rico es, segu´n las definiciones,
generalmente representado as´ı para problemas de valor de frontera de segundo orden:
〈µ, JνK〉∂Ω1∩∂Ω2 = 0
〈µ, Jn · (k∇u+ au)K〉∂Ω1∩∂Ω2 = 0〈
µ,n+ · (k∇u+ + au+)+ n− · (k∇u− + au−)〉
∂Ω1∩∂Ω2 = 0 , (3.2.44)
donde µ y ν pertenecen a un espacio vectorial que aloja las funciones cuyo soporte esta´ en
la interfaz de los dos elementos en consideracio´n, y la forma bilineal 〈·, ·〉 esta´ definida en
dicho espacio. La ejecucio´n computacional de esta formulacio´n conduce a la satisfaccio´n de
la condicio´n de conservacio´n del flujo, y garantiza la calidad de la aproximacio´n obtenida
por este me´todo nume´rico [14].
En el caso de la ecuacio´n de difusio´n, ante la inexistencia de componente advectivo, la
condicio´n del flujo nume´rico se evaluara´ solo con base en el salto de la derivada normal de
la variable inco´gnita (J∂nφhK) en las interfaces de los subdominios presentes en cada escala.
Imposicio´n de´bil de condiciones de frontera tipo Dirichlet
Al discretizar la forma de´bil del problema de valor de frontera presentado (3.1.5), se necesita
tener a la mano algu´n me´todo para hacer que la solucio´n iguale o por lo menos se acerque al
valor dado por la condicio´n de frontera tipo Dirichlet en la porcio´n de la frontera que
lo requiera (Γg). La necesidad y la importancia de hacer tal tarea son debidas a que
las condiciones tipo Dirichlet son denominadas esenciales, pues son las que determinan
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la unicidad de la solucio´n al problema de valor de frontera [50].
El esquema tradicional de Galerkin establece que todas las funciones pertenecientes al
espacio finitamente dimensional de la solucio´n aproximada (todo wh, φh en V h) valen cero
en la porcio´n de la frontera que tengan un valor prescrito (wh, φh = 0 en Γg) [32]. De esta
manera, la formulacio´n de Galerkin inferida a partir de (3.1.5) usualmente se lee as´ı:
Encuentre φh ∈ V h tal que
0 = (∇wh, κ∇φh)Ω − (wh, f)Ω + (wh, h)Γh ∀wh ∈ V h . (3.2.45)
Finalmente, los valores prescritos en Γg son simplemente fijados all´ı, mientras que el me´todo
de Galerkin encuentra la solucio´n en el dominio interno (volumen) y en Γh teniendo en
cuenta la influencia que sobre e´stos ejerce la condicio´n Dirichlet [32]. Esta forma ha sido
denominada “satisfaccio´n fuerte” de condiciones de frontera [5]. Existe otro camino para
incluir valores prescritos en la solucio´n aproximada, en el cual se pueden distinguir me´todos
como los de penalizacio´n [32, 43], y uno similar llamado “Imposicio´n de´bil de condiciones
de frontera tipo Dirichlet” [5, 6], el cual adiciona nuevos te´rminos a la formulacio´n t´ıpica
del me´todo de Galerkin (ecuacio´n (3.2.45)).
Esta te´cnica sera´ usada para que la solucio´n se aproxime a una funcio´n predefinida ubicada
en las interfaces de los elementos. La funcio´n que se necesita imponer ah´ı se puede considerar
como una proyeccio´n de la solucio´n exacta sobre las interfaces. Siguiendo la forma en como
esta funcio´n es llamada en el marco de los me´todos Galerkin discontinuos, el valor buscado
es la llamada traza de la solucio´n [15, 14]. Esta te´cnica, gracias a la accio´n de los te´rminos
extra que aparecera´n en la forma variacional, presenta la caracter´ıstica de dejar el valor de
la solucio´n en la frontera Dirichlet y en las interfaces elementales con cierta holgura [5], y
por otro lado implica el hecho de tener ma´s grados de libertad en el sistema algebraico y
ma´s operaciones aritme´ticas que computar. Esta falta de fijacio´n o forzamiento permite la
existencia de un salto entre los dos lados de las interfaces, y en Γg una pequen˜a diferencia
con respecto al valor ideal dado por la condicio´n tipo Dirichlet.
Debido al desconocimiento de la solucio´n φ, lograr una traza en los contornos de los
elementos necesita la aplicacio´n de una fo´rmula que se aproxime a ella en base a la
informacio´n conocida o en funcio´n tambie´n de las mismas inco´gnitas que se buscan en el
sistema lineal de ecuaciones asociado. Este tema sera´ tratado a profundidad en la siguiente
seccio´n. Por ahora, se presentara´ la te´cnica empleando una funcio´n cualquiera, que se
denominara´ δ.
Sea δ una funcio´n definida sobre la frontera ∂ω de un subdominio en consideracio´n ω; si se
desea que u ∈ V h se acerque a una cantidad δ, en el contorno del soporte de esta u´ltima,
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entonces el problema discreto se ver´ıa as´ı:
0 = (w,Lu− f)ω − (κ∂nw, u− δ)∂ω
−
(
κw, ∂nu− α
h
(u− δ)
)
∂ω
en ∂ω : ∂ω ∩ Γ = {0} (3.2.46)
0 = (w,Lu− f)ω − (κ∂nw, u− δ)∂ω
−
(
κw, ∂nu− 2α
h
(u− δ)
)
∂ω
en ∂ω : ∂ω ∩ Γg 6= {0} . (3.2.47)
El esquema que representa la diferencia entre la imposicio´n fuerte, o cla´sica del me´todo de
Galerkin, y este otro tipo de aproximacio´n se aprecia en la figura 3.12.
Figura 3.12: Comparacio´n entre la aplicacio´n de imposicio´n del me´todo de Galerkin y la
imposicio´n de´bil de condiciones tipo Dirichlet
El primer te´rmino en las dos ecuaciones anteriores es aquel del cual se derivan los diferentes
te´rminos de la formulacio´n del me´todo de Galerkin, mientras que el segundo y el tercero
constituyen el esquema de imposicio´n de´bil. Aqu´ı, h es el para´metro de malla, definido como
el dia´metro del menor c´ırculo (o esfera, dependiendo del nu´mero de dimensiones espaciales)
en el (la) cual puede estar inscrito el elemento ma´s grande de la malla (en 1D h es igual
a la longitud del mayor elemento de la malla); α es una constante real positiva que hace
el papel de un multiplicador de penalizacio´n. Se observa que en el segundo caso, hay un
factor de 2 multiplicando α/h y se explica por el hecho de que solo existe un lado sobre
el cual se efectuara´ la imposicio´n, mientras que en el caso de las interfaces hay 2 lados,
y la imposicio´n del valor de la traza estara´ presente dos veces, adema´s que reduciendo el
coeficiente de penalizacio´n se contribuye a que el valor de la funcio´n en la interfaz este´ menos
forzado a igualar determinada restriccio´n.
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Aproximacio´n de traza
Esta formulacio´n variacional discreta considerara´ un estimado φˆ de la traza, que sera´ calcu-
lada basa´ndose en las mismas variables que se pretende resolver, es decir, φh y su derivada.
Por consiguiente, ser´ıa favorable disponer de una correlacio´n conocida entre φˆ, φh y ∇φh se
podr´ıa usar para sustituir φˆ en las ecuaciones variacionales que surjan del proceso actual
de derivacio´n de la formulacio´n. Por ello, despue´s de observar las ecuaciones hasta ahora
definidas y deducidas, se decide extraer la expresio´n presente en el u´ltimo te´rmino de la
formulacio´n de imposicio´n de´bil (3.2.46), suponiendo que si e´sta es aplicada a ambos lados
de la frontera del subdominio en cuestio´n, y que el salto entre ambas caras es nulo, o sea, si
su suma es igual a cero (significaqndo que el flujo nume´rico es conservado totalmente a trave´s
de las interfaces elementales). Despue´s de realizar la operacio´n anterior, se puede despejar
φˆ y se obtiene una nueva funcio´n para dar su valor estimado. El proceso aqu´ı explicado se
reu´ne en las ecuaciones (3.2.48,3.2.49) y sus pasos intermedios.
0 =
(
κ∂nφ
h
r≥0
)+ − ακ
h0
((
φhr≥0
)+ − φˆ0)
+
(
κ∂nφ
h
r≥0
)− − ακ
h0
((
φhr≥0
)− − φˆ0) (3.2.48)
⇒ 0 = κJ∂nφhr≥0K− 2ακh0
((
φhr≥0
)+
+
(
φhr≥0
)−
2
− φˆ0
)
⇒ φˆ0 = {φhr≥0} −
h0
2α
J∂nφhr≥0K on Γ′0 . (3.2.49)
La traza aproximada de la funcio´n (φˆ) debe estar definida en el conjunto de contornos de
cada escala s (0 ≤ s ≤ S), y se encuentra despue´s del mismo procedimiento usado en el
caso anterior:
φˆs := {φhr≥s} −
hs
2α
J∂nφhr≥sK en Γ′s , (3.2.50)
donde hs es el para´metro de malla en la escala s. La expresio´n ur≥s y aquellas con sub´ındices
similares definen una sumatoria en las escalas que cumplan la condicio´n indicada con
respecto a la escala actual s, por ejemplo:
ur≥s :=
∑
r≥s
ur 0 ≤ r, s ≤ S . (3.2.51)
En algunos casos, especialmente a la hora de realizar la implementacio´n, tambie´n se
usara´ una notacio´n alterna para denotar sumatoria de variables a trave´s de las escalas.
ufine = ur>s =
S∑
r=s+1
ur (3.2.52)
ucoarse = ur<s =
s−1∑
r=0
ur . (3.2.53)
3.2. Derivacio´n del Problema Discreto 44
Las funciones φh y ∂nφ
h hara´n las veces de la funcio´n u usada en (3.2.51), (3.2.52) y (3.2.53).
Se vuelve tambie´n conveniente definir una nueva variable dada por la diferencia (o
error) entre la traza aproximada y el valor de la solucio´n puesto que esta variable
sera´ frecuentemente el valor a ser satisfecho por las escalas restantes (ver fig. 3.13). Esta
funcio´n que mide la distancia entre φˆs y φ
h
s se halla definida mediante la ecuacio´n (3.2.55).
φ′s := φˆs − φhs (3.2.54)
φ′s = {φhr>s} −
hs
2α
J∂nφhr≥sK en Γ′s . (3.2.55)
Figura 3.13: Esquema representativo de la traza φˆ y φ′
3.2.3. Problema Global
El problema global se planteara´ en base a la solucio´n global, pero ponderada y vista desde la
escala ma´s gruesa, y por tanto estableciendo el problema con las funciones base ma´s gruesas
(con el objetivo de usar las mismas funciones base y obtener un producto interno). Antes
de determinar la formulacio´n final incluyendo los te´rminos de imposicio´n de´bil, se mostrara´,
con la forma de un esquema t´ıpico de Galerkin, el origen de los diferentes te´rminos derivados
de la separacio´n de escalas.
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0 = (who ,Lφh − f)Ω0 (3.2.56)
0 =
(
who ,L
(
S∑
r=0
φhr
)
− f
)
Ω0
(3.2.57)
0 =
(
who ,
S∑
r=0
Lφhr − f
)
Ω0
(3.2.58)
0 = (who ,Lφh0)Ω0 − (who , f)Ω0 + (who ,Lφhr>0)Ω0 (3.2.59)
0 = (who ,Lφh0)Ω0 − (who , f)Ω0 + (L∗who , φhr>0)Ω0 (3.2.60)
0 = (∇who , κ∇φh0)Ω0 + (who , h)Γh − (who , f)Ω0 + (L∗who , φhr>0)Ω0 . (3.2.61)
Los primeros tres te´rminos son los provenientes de la formulacio´n t´ıpica de Galerkin (3.2.45).
El u´ltimo te´rmino da la integral sobre el dominio del producto de φhr>0 y el operador adjunto
L∗ actuando sobre la funcio´n de ponderacio´n, pues se necesitaba evitar la evaluacio´n de L
sobre φhr>0, siendo este u´ltimo un conjunto de funciones con muchas discontinuidades a
trave´s del dominio, y el primero un operador diferencial de segundo orden, de manera que
no es posible realizar tal operacio´n. En la ecuacio´n siguiente, el te´rmino mencionado tendra´ L
en vez de L∗ porque, en este caso (la ecuacio´n de Poisson), el operador L es autoadjunto [33].
Ahora, con el fin de incluir los te´rminos de imposicio´n de´bil, (3.2.46) y (3.2.47), en la
ecuacio´n (3.2.61), es importante establecer lo que sera´ δ en cada caso:
δ = g en Γg
δ = φˆ0 en ∂Ω
e
0 : ∂Ω
e
0 ∩ Γ = 0 .
Estas dos ecuaciones son usadas para reemplazar δ dentro de los te´rminos generalizados de
la imposicio´n de´bil (3.2.46) y (3.2.47), para los casos de condicio´n de frontera Dirichlet en
Γg y todas las interfaces de elementos, respectivamente.
0 = (∇wh0 , κ∇φh0)Ω0 − (wh0 , f)Ω0 + (Lwho , φhr>0)Ω0 + (who , h)Γh
−
(
κ∂nw
h
0 , φ
h − g
)
Γg
−
(
κwh0 , ∂nφ
h − 2α
h0
(φh − g)
)
Γg
−
nel0∑
e=1
(κ∂nw
h
0 , φ
h
0 − φˆ0)Γe0 −
nel0∑
e=1
(
κwh0 , ∂nφ
h − α
h0
(φh − φˆ0)
)
Γe0
. (3.2.62)
Cuando se compara el u´ltimo te´rmino con el paso inicial para definir la traza (3.2.48), se
puede notar despue´s de reemplazar φˆ0 con su estimado (3.2.49), que la suma efectuada en
aquel, eliminara´ el te´rmino. Adema´s, es posible hacer 3 reemplazos en la ecuacio´n previa:
primero, por la definicio´n del conjunto de contornos interfaciales en la seccio´n 3.2.2, la
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suma sobre los elementos en el penu´ltimo te´rmino puede ser removida; en segundo lugar,
la traza φˆ0 se reemplaza por (3.2.50) con s = 0; el tercer paso consiste en usar la definicio´n
φh = φh0 + φ
h
r>0 para separar el te´rmino recie´n obtenido de tal forma que un nuevo te´rmino
en funcio´n de φ′ (3.2.55), aparecera´ junto con un te´rmino en funcio´n de todas las escalas
menores.
⇒ 0 = (∇wh0 , κ∇φh0)Ω0 + (Lwho , φhr>0)Ω0 − (wh0 , f)Ω0 + (who , h)Γh
−
(
κ∂nw
h
0 , φ
h − g
)
Γg
−
(
κwh0 , ∂nφ
h − 2α
h0
(φh − g)
)
Γg
−
(
κJ∂nwh0 K, φh0 − ({φhr≥0} − h02αJ∂nφhr≥0K
))
Γ′0
(3.2.63)
0 = (∇wh0 , κ∇φh0)Ω0 + (Lwho , φhr>0)Ω0 − (wh0 , f)Ω0 + (who , h)Γh
−
(
κ∂nw
h
0 , φ
h
0 − g
)
Γg
−
(
κwh0 , ∂nφ
h − 2α
h0
(φh − g)
)
Γg
+
(
κJ∂nwh0 K, {φhr>0} − h02αJ∂nφhr≥0K
)
Γ′0
. (3.2.64)
Se planteara´ a continuacio´n una formulacio´n diferente que ofrece una alternativa a la
definicio´n de φ′0 que se encuentra en (3.2.55). Si se supone que en el caso global (y en
el resto de escalas, como se presentara´ ma´s adelante) el valor calculado para φh satisface a
la traza buscada mediante imposicio´n de´bil, se cumplir´ıa la siguiente igualdad: φh0 −φ′0 = 0.
De esta manera, el u´ltimo te´rmino de 3.2.64 se anular´ıa, y se obtiene la siguiente fo´rmula
variacional.
⇒ 0 = (∇wh0 , κ∇φh0)Ω0 + (Lwho , φhr>0)Ω0 − (wh0 , f)Ω0 + (who , h)Γh
−
(
κ∂nw
h
0 , φ
h − g
)
Γg
−
(
κwh0 , ∂nφ
h − 2α
h0
(φh − g)
)
Γg
−
(
κJ∂nwh0 K, φh0 − φˆ0)
Γ′0
(3.2.65)
0 = (∇wh0 , κ∇φh0)Ω0 + (Lwho , φhr>0)Ω0 − (wh0 , f)Ω0 + (who , h)Γh
−
(
κ∂nw
h
0 , φ
h
0 − g
)
Γg
−
(
κwh0 , ∂nφ
h − 2α
h0
(φh − g)
)
Γg
.
3.2.4. Problema Local
Problema local se refiere al problema variacional que se debe resolver en cada subdominio
generado en las escalas finas. Para derivar tal problema se parte de la separacio´n de escalas
en la funcio´n de ponderacio´n, y se usa la componente correspondiente a la escala en que se
situ´a el problema local, o sea, whs para la escala s. Para empezar, se toma un subdominio
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E cualquiera ubicado en la escala 1 (la primera escala fina).
0 = (wh1 ,Lφh − f)ΩE0 (3.2.66)
0 =
(
wh1 ,L
(
S∑
r=0
φhr
)
− f
)
ΩE0
(3.2.67)
0 =
(
wh1 ,
S∑
r=0
Lφhr − f
)
ΩE0
. (3.2.68)
En este punto se separa convenientemente Lφh de forma que se obtenga una forma bilineal
sime´trica, sumado a te´rminos que ponderan el residuo de las escalas mayores y el efecto de
las escalas ma´s finas.
0 =
(
wh1 ,Lφh1
)
ΩE0
−
(
wh1 , f
)
ΩE0
+
(
wh1 ,Lφh0
)
ΩE0
+
(
wh1 ,Lφhr>1
)
ΩE0
(3.2.69)
0 =
(
wh1 ,Lφh1
)
ΩE0
+
(
wh1 ,Lφh0 − f
)
ΩE0
+
(
L∗wh1 , φhr>1
)
ΩE0
(3.2.70)
0 =
(
∇wh1 , κ∇φh1
)
ΩE0
+
(
who , h + κ∂nφ
h
0
)
ΓEh,0
+
(
wh1 ,Lφhr>1 − f
)
ΩE0
+
(
L∗wh1 , φhr>1
)
ΩE0
. (3.2.71)
Nuevamente, con el objetivo de incluir los te´rminos de imposicio´n de´bil en la forma
variacional ya deducida, es importante establecer lo que sera´ δ en cada caso:
δ = g − φh0 en Γg
δ = φˆ1 en ∂Ω
e
1 : ∂Ω
e
1 ∩ Γ0 = {0}
δ = φ′0 en ∂Ωe1 : ∂Ωe1 ∩ Γ0 6= {0}
Para el u´ltimo caso se puede proponer otra alternativa, basa´ndose en la propiedad
de superconvergencia de φh otorgada por los elementos finitos cla´sicos para puntos
nodales [55]. En el caso unidimensional, la superconvergencia es tal que la solucio´n
nume´rica en dichos puntos es exactamente igual a la anal´ıtica, y de esta manera, en
el contexto de esta formulacio´n, se cumplir´ıa φh0 = φ y por lo tanto no es necesario
buscar que las escalas finas complementen la solucio´n de la malla inicial en esa porcio´n
de la frontera. En consecuencia el valor a imponer en problemas unidimensionales es:
δ = 0 en ∂Ωe1 : ∂Ω
e
1 ∩ Γ0 6= {0}
No obstante, se efectuara´n pruebas con δ = 0 tambie´n en problemas multidimen-
sionales para analizar el desempen˜o del me´todo bajo esta suposicio´n.
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Incluyendo las definiciones anteriores en la formulacio´n local previa, se tiene:
0 =
(
∇wh1 , κ∇φh1
)
ΩE0
+
(
wh1 ,Lφh0 − f
)
ΩE0
+
(
wh1 ,Lφhr>1
)
ΩE0
+
(
wh1 , h + κ∂nφ
h
0
)
ΓEh,0
−
(
κ∂nw
h
1 , φ
h
1 − (g − φh0)
)
ΓEg,s−1
−
(
κwh1 , ∂nφ
h
r≥1 −
2α
h1
(φhr≥1 − (g − φh0))
)
ΓEg,s−1
−
nel,E1∑
e=1
(
κ∂nw
h
1 , φ
h
1 − φ′0
)
Γe1∩(Γ0\Γ)
−
nel,E1∑
e=1
(
κwh1 , ∂nφ
h
r≥1 −
α
h1
(φhr≥1 − φ′0)
)
Γe1∩(Γ0\Γ)
−
nel,E1∑
e=1
(
κ∂nw
h
1 , φ
h
1 − φˆ1
)
Γe1∩Γ′1
−
nel,E1∑
e=1
(
κwh1 , ∂nφ
h
r≥1 −
α
h1
(φhr≥1 − φˆ1)
)
Γe1∩Γ′1
.(3.2.72)
Al igual que en el problema global se debe agrupar las sumatorias sobre elementos en
conjuntos de contornos, segu´n se definio´ en la seccio´n 3.2.2. El u´ltimo te´rmino se anula por
efecto de la definicio´n de la traza en la ecuacio´n (3.2.49).
0 = (∇wh1 , κ∇φh1)ΩE0 + (w
h
1 ,Lφh0 − f)ΩE0 + (L
∗wh1 , φ
h
r>1)ΩE0
+(who , h + κ∂nφ
h
0)ΓEh,0
−
(
κ∂nw
h
1 , φ
h
1 − (g − φh0)
)
ΓEg,0
−
(
κwh1 , ∂nφ
h
r≥1 −
2α
h1
(φhr≥1 − (g − φh0))
)
ΓEg,0
−
(
κ∂nw
h
1 , φ
h
1 − φ′0
)
ΓE,int0
−
(
κwh1 , ∂nφ
h
r≥1 −
α
h1
(φhr≥1 − φ′0)
)
ΓE,int0
+
(
κJ∂nwh1 K, {φhr>1} − h12αJ∂nφhr≥1K
)
Γ′E1
. (3.2.73)
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Aplicando en la igualdad anterior las ecuaciones (3.2.50) y (3.2.55) se llega a la formulacio´n
final para el problema local de la escala 1 (usando δ = φ′0 6= 0).
0 = (∇wh1 , κ∇φh1)ΩE0 + (w
h
1 ,Lφh0 − f)ΩE0 + (L
∗wh1 , φ
h
r>1)ΩE0
+(who , h + κ∂nφ
h
0)ΓEh,0
−
(
κ∂nw
h
1 , φ
h
1 − (g − φh0)
)
ΓEg,0
−
(
κwh1 , ∂nφ
h
r≥1 −
2α
h1
(φhr≥1 − (g − φh0))
)
ΓEg,0
−
(
κ∂nw
h
1 , φ
h
1 −
(
{φhr>0} −
h0
2α
J∂nφhr≥0K))
ΓE,int0
−
(
κwh1 , ∂nφ
h
r≥1 −
α
h1
(
φhr≥1 −
(
{φhr>0} −
h0
2α
J∂nφhr≥0K)))
ΓE,int0
+
(
κJ∂nwh1 K, {φhr>1} − h12αJ∂nφhr≥1K
)
Γ′E1
. (3.2.74)
⇒ 0 = (∇wh1 , κ∇φh1)ΩE0 + (w
h
1 ,Lφh0 − f)ΩE0 + (Lw
h
1 , φ
h
r>1)ΩE0
+(who , h + κ∂nφ
h
0)ΓEh,0
−
(
κ∂nw
h
1 , φ
h
1 − (g − φh0)
)
ΓEg,0
−
(
κwh1 , ∂nφ
h
r≥1 −
2α
h1
(φhr≥1 − (g − φh0))
)
ΓEg,0
−
(
κ∂nw
h
1 ,
1
2
Jφh1nK · n− ({φhr>1} − h02αJ∂nφhr≥0K
))
ΓE,int0
−
(
κwh1 , ∂nφ
h
r≥1 −
α
2h1
Jφhr≥1nK · n− h02h1 J∂nφhr≥0K
)
ΓE,int0
+
(
κJ∂nwh1 K, {φhr>1} − h12αJ∂nφhr≥1K
)
Γ′E1
. (3.2.75)
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Siguiendo un procedimiento ana´logo al anterior, es posible generalizar la formulacio´n para
problemas locales en cualquier escala fina (s > 0).
⇒ 0 = (∇whs , κ∇φhs )ΩEs−1 + (w
h
s ,Lφhr<s − f)ΩEs−1 + (Lw
h
s , φ
h
r>s)ΩEs−1
+(whs , h + κ∂nφ
h
r<s)ΓEh,s−1
−
(
κ∂nw
h
s , φ
h
s − (g − φhr<s)
)
ΓEg,s−1
−
(
κwhs , ∂nφ
h
r≥s −
2α
hs
(φhr≥s − (g − φhr<s))
)
ΓEg,s−1
−
(
κ∂nw
h
s ,
1
2
JφhsnK · n− ({φhr>s} − hs−12α J∂nφhr≥s−1K
))
ΓE,ints−1
−
(
κwhs , ∂nφ
h
r≥s −
α
2hs
Jφhr≥snK · n− hs−12hs J∂nφhr≥s−1K
)
ΓE,ints−1
+
(
κJ∂nwhs K, {φhr>s} − hs2αJ∂nφhr≥sK
)
Γ′Es
. (3.2.76)
De manera alternativa, a continuacio´n se presenta la formulacio´n resultante de la suposicio´n
δ = 0 en el contorno del subdominio. Reemplazando φ′ por cero en (3.2.73) y generalizando
para las dema´s escalas, de forma similar a como se llego´ a (3.2.76) se obtiene:
0 = (∇whs , κ∇φhs )ΩEs−1 + (w
h
s ,Lφhr<s − f)ΩEs−1 + (Lw
h
s , φ
h
r>s)ΩEs−1
+(whs , h + κ∂nφ
h
r<s)ΓEh,s−1
−
(
κ∂nw
h
s , φ
h
s − (g − φhr<s)
)
ΓEg,s−1
−
(
κwhs , ∂nφ
h
r≥s −
2α
hs
(φhr≥s − (g − φhr<s))
)
ΓEg,s−1
−
(
κ∂nw
h
s , φ
h
s
)
ΓE,ints−1
−
(
κwhs , ∂nφ
h
r≥s −
α
hs
(φhr≥s)
)
ΓE,ints−1
. (3.2.77)
La solucio´n de cada subdominio puede volverse independiente de la de los otros subdominios
de la misma escala haciendo uso de datos guardados en la memoria, cuando al evaluar los
terminos interfaciales (es decir, los definidos en ΓE,ints−1 ) en las ecuaciones (3.2.76) y (3.2.77)
se necesite un valor de φh o ∂nφ
h definido sobre el otro lado de la interfaz correspondiente,
y as´ı se evita tener inco´gnitas por fuera del soporte del subdominio E.
3.3. Implementacio´n de Problema Unidimensional
Para la implementacio´n del me´todo en casos como los listados al inicio de este cap´ıtulo, es
importante llevar a cabo algunas simplificaciones propias del espacio unidimensional sobre
el que se esta´ trabajando, y ver como se traduce esto al contexto del sistema de ecuaciones
que se debe resolver.
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3.3.1. Consideraciones y Simplificaciones para 1D
1. Los elementos de la malla son segmentos de recta, cuyas fronteras son solamente los
dos puntos correspondientes a los extremos de los segmentos. As´ımismo, las interfaces
elementales consisten en un punto interno del dominio, que es a la vez el extremo final
de un elemento y el extremo inicial del elemento contiguo a aquel.
2. Las variables y campos en forma vectorial o tensorial se reducira´n a entidades
escalares. Ejemplos:
La posicio´n en el espacio parame´trico deja de ser un vector (ξ, η) y en 1D solo es
la variable ξ.
La posicio´n en el espacio f´ısico deja de ser un vector x= (x, y) (en 2D) y en 1D
solo es la variable x.
La matriz jacobiana ∂x/∂ξ que expresa la transformacio´n de ξ a x y se requiere
para evaluar las integrales de la formulacio´n, deja de ser un tensor de orden 2, y
se reduce al escalar ∂x/∂ξ. Al no tener una matriz jacobiana propiamente dicha,
el determinante jacobiano sera´ ide´ntico a ∂x/∂ξ.
3. Al enfocarse en un campo unidimensional es claro que los operadores diferenciales
usados en la formulacio´n general (laplaciano y gradiente) se reducen a derivadas
ordinarias de primer y segundo orden con respecto a x.
4. El vector normal n, recurrente en las integrales de contorno que forman parte de los
esquemas planteados, toma los valores de 1 y −1, segu´n sea un extremo final o inicial
del elemento, respectivamente. De esta manera, se cumple la condicio´n de que este
para´metro sea de norma unitaria y se elimina la necesidad de computar una operacio´n
de producto escalar en la evaluacio´n de las diferentes formas lineales y bilineales.
5. Los te´rminos de las ecuaciones (3.2.64),(3.2.76) y (3.2.77) en los que se requiere
integrar sobre un contorno o una interfaz se convierten en solo una multiplicacio´n
de los dos argumentos de la forma bilineal correspondiente. En ciertas condiciones
estos valores correspondera´n a los valores nodales o a los valores de las funciones base
en tal punto, lo cual en muchas ocasiones equivaldra´ a 0 o´ 1.
6. El feno´meno de superconvergencia que se produce en los casos unidimensionales, da
pie para aplicar la suposicio´n de usar la traza cero en las interfaces de los subdominios
de las escalas finas. Por esta razo´n, la ecuacio´n a partir de la cual se deducira´ el sistema
algebraico a resolver en las escalas finas sera´ (3.2.77).
3.3.2. Formulacio´n Matricial y Solucio´n del Sistema para 1D
El sistema lineal a resolver para cualquier subdominio en cualquier escala viene dado por:
LHS d = RHS . (3.3.78)
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En (3.3.78) y en varias expresiones presentadas en adelante, en esta seccio´n y en la
seccio´n 3.3.3, se omitira´ la escritura de algunos super´ındices y sub´ındices por motivos
de generalizacio´n y para facilitar una ma´s ra´pida interpretacio´n de las ecuaciones e
ilustraciones.
La matriz LHS es conocida como el “operador del lado izquierdo”, as´ı como el vector
RHS es conocido como el “operador del lado derecho”, nombres dados por sus siglas en
ingle´s. El vector de inco´gnitas d contiene los coeficientes de las funciones base que deben
ser encontrados para resolver el problema variacional discreto.
d =

d1
d2
...
dn
np
.
 (3.3.79)
Se puede considerar a LHS como la forma matricial de una forma bilineal B(NA, NB), y
cada uno de sus elementos corresponde al nu´mero resultante de aplicar la forma bilineal a
cada pareja de funciones base. Lo propio sucede con,RHS, que es un arreglo correspondiente
a una forma lineal L(NA).
LHS =

B(N1, N1) B(N1, N2) · · · B(N1, Nnnp)
B(N2, N1) B(N2, N2) · · · ...
...
...
. . .
...
B(Nn
np
, N1) . . . . . . B(Nn
np
, Nn
np
)
 . (3.3.80)
RHS =

L(N1)
L(N2)
...
L(Nn
np
)
 . (3.3.81)
Para establecer de que´ esta´n compuestas las formas B(·, ·) y L(·) se debe tomar como
punto de partida la formulacio´n variacional discreta obtenida para cada tipo de problema
(global o local). De cada te´rmino de las formulaciones obtenidas se asignara´ que´ partes
estara´n en RHS y cua´les en LHS. Como se explico´ en las consideraciones para problemas
unidimensionales, la formulacio´n indicada para implementar el problema local es (3.2.77).
La metodolog´ıa para efectuar esta asignacio´n consiste en:
Identificar las partes de los te´rminos en las cua´les haya un producto entre whs y φ
h
s , o
de sus derivadas (ya sean gradientes o derivadas normales).
Cuando la integracio´n se este´ haciendo en la frontera del subdominio, se exceptu´a para
efectos del inciso anterior los productos entre whs (o su derivada)y
(
φhs
)−
o´
(
∂nφ
h
s
)−
y solo se deja aquellos del lado definido como +.
3.3. Implementacio´n de Problema Unidimensional 53
Los subte´rminos que cumplan los dos incisos ya mencionados van a hacer parte de
B(·, ·), reemplazando whs por NA y φhs por NB, con A,B = 1, 2, ..., nnp.
El resto de te´rminos que surgen al expandir la formulacio´n se dirigen a la forma lineal
L(·) pero con signo contrario.
A continuacio´n se resume la distribucio´n resultante del proceso que acaba de explicarse. En
la tabla 3.2 se separa y designa cada te´rmino de 3.2.77. El resultado de los pasos recie´n
explicados se puede apreciar en la tabla 3.3.
Tabla 3.2: Separacio´n de te´rminos de la ecuacio´n variacional correspondiente al problema local
(3.2.77)
No. Te´rmino original Designacio´n
1 (∇whs , κ∇φhs )ΩEs−1 Te´rmino de rigidez
2 (whs ,Lφhr<s − f)ΩEs−1 Te´rmino de residuo
3 (Lwhs , φhr>s)ΩEs−1 Te´rmino subgrid
4 (whs , h + κ∂nφ
h
r<s)ΓEh,s−1
Te´rmino de condicio´n Neumann
5 − (κ∂nwhs , φhs − (g − φhr<s))ΓEg,s−1 Primer te´rmino de imposicio´n
de´bil de condicio´n Dirichlet
6 −
(
κwhs , ∂nφ
h
r≥s − 2αhs (φhr≥s − (g − φhr<s))
)
ΓEg,s−1
Segundo te´rmino de imposicio´n
de´bil de condicio´n Dirichlet
7 − (κ∂nwhs , φhs)ΓE,ints−1 1◦ te´rmino de imposicio´n de´bil de
traza en interfaces de subdominios
8 −
(
κwhs , ∂nφ
h
r≥s − αhs (φhr≥s)
)
ΓE,ints−1
2◦ te´rmino de imposicio´n de´bil de
traza en interfaces de subdominios
La formulacio´n del problema local condensada en la ecuacio´n (3.2.77), y por lo tanto
en la tabla (3.2) pueden conducir al problema global, ecuacio´n (3.2.66), simplemente
estableciendo la escala actual s en la escala gruesa 0, y el subdominio en el dominio
global(E = 1), pues es el u´nico presente en la escala 0.
La evaluacio´n de los te´rminos de LHS y RHS se hace por medio del uso de integracio´n
nume´rica [32, 56, 16]. Para el caso 1D se usara´ la cuadratura tradicional de Gauss para
estimar las integrales definidas de las cuales consta cada te´rmino. Es sabido que los puntos
de la cuadratura esta´n ubicados sobre un intervalo fijo, por ejemplo en [−1, 1], por lo cual
es indispensable hacer un cambio de variable a las funciones que esta´n siendo integradas.
De esta forma, adema´s de las funciones de forma y sus derivadas, las funciones impuestas
por las condiciones de frontera (g y h) o el componente de carga o generacio´n (f), tambie´n
se debe evaluar los jacobianos resultantes de la transformacio´n de variables, que se hace de
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Tabla 3.3: Asignacio´n de te´rminos del problema local (3.2.77) a los operadores LHS y RHS
No. Parte asignada a LHS Parte asignada a RHS
1 (∇NA, κ∇NB)ΩEs−1 0
2 0 −(NA,Lφhcoarse − f)ΩEs−1
3 0 −(LNA, φhfine)ΩEs−1
4 0 −(NA, h + κ∂nφhcoarse)E
h,s−1
5 − (κ∂nNA, NB)ΓEg,s−1 − (κ∂nNA, g − φhcoarse)ΓEg,s−1
6 −
(
κNA, ∂nN
B − 2αhsNB
)
ΓEg,s−1
(
κNA, ∂nφ
h
fine − 2αhs (φhfine − (g − φhcoarse))
)
ΓEg,s−1
7 − (κ∂nNA, NB)ΓE,ints−1 0
8 −
(
κNA, ∂nN
B − αhsNB
)
ΓE,ints−1
(
κNA, ∂nφ
h
fine − αhs (φhfine)
)
ΓE,ints−1
variables f´ısicas a variables parame´tricas (de x a ξ).
Como se dijo anteriormente, las interfaces de los elementos unidimensionales se reducen
solamente a la evaluacio´n de las funciones de forma o sus derivadas en los extremos de cada
elemento, evitando as´ı la rutina de integracio´n nume´rica por cuadratura en el contorno de
los elementos.
A la hora de resolver el sistema lineal, es decir, encontrar d (ec. 3.3.79), es necesario emplear
una te´cnica eficiente y apta para trabajar bajo ciertas condiciones que deben ser cumplidas
por la matriz del sistema lineal, en este caso LHS. Las condiciones recaen frecuentemente
en que esta matriz debe ser no singular, cumplir ciertas caracter´ısticas en cuanto a sus
autovalores, y establecer si se trata de una matriz sime´trica o no sime´trica [8]. Los sistemas
sime´tricos pueden ser abarcados con solvers ma´s eficientes que las no sime´tricas [8], sin que
esto implique que no existen me´todos altamente eficientes para solucionar estos casos. El
me´todo seleccionado para resolver los problemas sime´tricos es el de los gradientes conjugados
con precondicionador (CG), y para los no sime´tricos se usara´ el me´todo generalizado de
residuos mı´nimos (GMRES). Para informacio´n acerca de estos me´todos y su aplicacio´n en
el campo de los me´todos nume´ricos favor referirse a fuentes detalladas como [8].
Al observar detenidamente los te´rminos en la tabla 3.3 dirigidas a formar parte de la matriz
LHS, es notable el hecho de que varios de ellos son sime´tricos (configurando as´ı un producto
interno [2, 16]), y los que no lo son por s´ı mismos, logran establecer una simetr´ıa al sumarse
con otros te´rminos. De esta manera unos componentes como − (κ∂nNA, NB), extra´ıdo
por ejemplo del te´rmino 5, puede sumarse con − (κNA, ∂nNB), del sexto te´rmino de la
formulacio´n. De forma semejante, el resto de te´rminos integrara´ submatrices sime´tricas, y su
suma dara´ lugar a la simetr´ıa del operador LHS para el problema local (o el global si s = 0).
Tiene una gran importancia el hecho de especificar que la construccio´n de la matriz LHS y
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el vector RHS de cada problema local (y el global), se hara´ mediante el proceso de ensamble
a partir de sus contrapartes elementales [32, 56]. En el co´digo computacional se efectuara´ la
tarea de calcular, con las funciones base y otros para´metros cuyo soporte se enmarquen en
cierto elemento e, todos los te´rminos de la tabla 3.3 o de la tabla 3.5 que sean pertinentes. Los
aportes elementales pueden ser almacenados en variables temporales, nombradas lhse y rhse,
que sera´n sumadas a la matriz y el vector del subdominio, respectivamente. El ensamble se
vale de la informacio´n guardada en los arreglos de conectividad [16]. En estos arreglos se
relaciona el nu´mero elemental de una funcio´n base con su nu´mero en el subdominio, entre
otros datos que facilitan la transferencia de datos de la malla y de las ecuaciones del sistema.
3.3.3. Estrategia para Resolver el Sistema Iterativamente
La te´cnica para la resolucio´n del problema multiescala consiste en ejecutar sucesivamente el
proceso de ca´lculo de cada escala del problema, hasta alcanzar la satisfaccio´n de un criterio
de convergencia.
La te´cnica a usar para este efecto esta´ inspirada en los me´todos de solucio´n iterativa de
sistemas de ecuaciones llamados multigrid. Estos me´todos son usados para resolver las
matrices resultantes de la aplicacio´n de me´todos nume´ricos a un problema de valor de
frontera, cuando existe una malla muy fina, cuya dimensio´n implicar´ıa un proceso muy
costoso si se hace una resolucio´n directa [8].
El principio multigrid consiste en la suposicio´n de que existen mallas ma´s gruesas que la
verdadera, de tal manera que resolviendo la ma´s gruesa, usando operadores algebraicos, y
haciendo correcciones en cada cambio de malla, se alcance despue´s de varias iteraciones una
solucio´n confiable de la malla fina [8]. Para efectuar este me´todo hay varios tipos de ciclo (o
schedule), para decidir en que´ orden se computara´ y recogera´ la informacio´n de cada malla.
Los ma´s usados son el ciclo V, el ciclo W, el ciclo sawtooth y el ciclo F [59]. Por ejemplo,
el ciclo V inicia en la escala ma´s fina, avanza progresivamente hasta la escala ma´s gruesa,
y retorna a la malla fina.
En el caso actual, un tipo de ciclo que se puede implementar fa´cilmente ser´ıa similar al ciclo
V de multigrid, pero invirtiendo el orden de las escalas; esto quiere decir que se iniciara´ en la
escala 0, se avanzara´ hasta llegar a la escala S, y se volvera´ a la escala gruesa. Este esquema
se ilustra en la figura 3.14.
Adicionalmente, en la figura 3.14 se observa el manejo de los datos correspondientes a las
escalas finas (φhfine), que ya esta´n guardados en memoria y que se requieren usar durante
la resolucio´n de la escala actual.
Existen dos juegos de datos en la memoria del algoritmo, uno perteneciente a los datos
calculados en el ciclo anterior, y otro en donde se almacenan aquellos que resultan de los
ca´lculos del ciclo actual. Por eso es necesario distinguir cua´l de los dos juegos de datos
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Figura 3.14: Esquema de resolucio´n de una iteracio´n en el me´todo multiescala propuesto,
basado en el ciclo V
sera´n usados en cada paso del ciclo V. Cuando se requiera usar los datos de las escalas
gruesas (φhcoarse), se recurrira´ siempre a los datos del ciclo actual. Tambie´n se da el caso de
requerir la evaluacio´n de valores de la misma escala que se esta´ trabajando, pero externos al
subdominio que se esta´ solucionando. En este caso, los valores tambie´n se leera´n del juego
de datos del ciclo previo.
Traducido a un diagrama de flujo, el proceso de iteracio´n tipo ciclo V, que se esta´ formulando
para la resolucio´n del sistema multiescala se puede ver en la figura 3.15. Aqu´ı, se aprecia
que cada vez que s cambia de valor, el proceso SOLUCIO´N ESCALA es ejecutado. La
interpretacio´n del diagrama de flujo empieza por identificar los procesos que deben realizarse
antes de iniciar el ciclo V. Entre los procesos previos esta´n la lectura de datos, la creacio´n
de arreglos de conectividad y la creacio´n de las mallas de las escalas finas. Como pasos
posteriores a la ejecucio´n del ciclo V esta´n la verificacio´n de la condicio´n de convergencia,
y la escritura de resultados.
El algoritmo completo, en forma de diagrama de flujo se presenta en la figura 3.16. El
recuadro SOLUCIO´N ESCALA mostrado en este diagrama corresponde al mismo proceso
mencionado en la figura 3.15.
El diagrama de flujo de la figura 3.16 aplica para el nuevo me´todo multiescala empleando
IA. Esto se determina al observar que algunos de los pasos iniciales esta´n involucrados con
conceptos propios de IA. Ma´s especificamente, este diagrama es va´lido para geometr´ıas
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Figura 3.15: Diagrama de flujo del proceso iterativo para el me´todo multiescala propuesto,
basado en el ciclo V
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Figura 3.16: Diagrama de flujo general del me´todo multiescala propuesto
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generadas por tecnolog´ıas CAD que necesiten una sola parcela en su escala ma´s gruesa.
El concepto de parcelas desaparecer´ıa en las siguientes escalas, puesto que e´stos ser´ıan los
puntos de partida para generar los subdominios asociados a los problemas locales.
Para la implementacio´n del algoritmo propuesto con FEM cla´sico, habr´ıa una pequen˜a
modificacio´n en los cuatro primeros procesos, quedando el me´todo con la secuencia de
tareas desplegada en la figura 3.17.
El criterio de convergencia simplemente considera la norma euclidiana de la diferencia de
los vectores de variables nodales (o de control) en cada iteracio´n it. La forma de calcular
esta diferencia o residuo ρ se expresa por la fo´rmula (3.3.82).
ρ =
S∑
s=0
nels−1∑
E=1
∣∣∣dE,(it)s − dE,(it−1)s ∣∣∣
 . (3.3.82)
El objetivo de la resolucio´n es que ρ sea inferior a un valor de tolerancia preestablecido,
o residuo admisible ρadm. Si esta condicio´n no es alcanzada antes de superar el nu´mero
ma´ximo de iteraciones permitido itmax entonces el algoritmo dejara´ de ejecutar los ciclos
y procedera´ a notificar que no se obtuvo convergencia del sistema, a escribir los vectores
de solucio´n que se computaron hasta ese momento, y a finalizar la ejecucio´n del programa.
Todas estas acciones esta´n incluidas en la ilustracio´n del algoritmo dada por (3.16).
3.3.4. Ejemplos de Resultados Nume´ricos en 1D
Como ejemplo se trabajara´ el problema de frontera de dos puntos, con condicio´n tipo
Dirichlet en ambos. El dominio es el intervalo abierto (0, 1). Las condiciones de frontera
son φ(0) = a = 1 y φ(1) = b = 1,5, y la funcio´n de generacio´n es f(x) = x+ 1. Finalmente,
la propiedad κ equivaldra´ a la unidad. Este ejemplo se resume en la formulacio´n fuerte de
problema de valor de frontera (3.3.83).
− d
2φ
dx2
= x+ 1 ∀ x ∈ Ω = (0, 1) (3.3.83)
φ(0) = a
φ(1) = b .
La solucio´n anal´ıtica de (3.3.83) no requiere mayor dificultad por ser este un problema con
una ecuacio´n diferencial ordinaria y lineal, y fa´cilmente se encuentra la funcio´n exacta φ
(3.3.84).
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Figura 3.17: Procesos iniciales del algoritmo para el me´todo multiescala basado en FEM cla´sico
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φ(x) = −x
3
6
− x
2
2
+ C1x+ C2 (3.3.84)
C2 = a
C1 = b− a+ 2
3
.
La discretizacio´n de Ω se hara´ mediante un mapeo lineal usando tanto polinomios de
Lagrange como B-splines. La malla resultante es similar a la mostrada por la fig. 3.7.
Sin embargo, las funciones base a usar sera´n de segundo grado, pues dos te´rminos de la
formulacio´n discreta (3.2.77) contienen un operador diferencial de segundo orden y, por lo
tanto, se imposibilita el ca´lculo de tales te´rminos si se utiliza una base de funciones lineales.
Para este ejemplo, la escala gruesa posee dos elementos en su malla. Por consiguiente la
escala 1 comprende dos subdominios. Cada subdominio se divide en dos elementos. Para
una segunda escala fina se vuelve a hacer una malla de dos elementos para cada uno de los
cuatro subdominios.
Una de las diferencias notables en la malla resultante, segu´n el tipo de funciones de forma,
es el nu´mero de inco´gnitas o grados de libertad, que en FEM con polinomios de Lagrange
es 5 en cada subdominio, y en el caso de B-splines hay 4 de ellos por subdominio. En las
figuras 3.18-3.20 se muestra la suma acumulada de las escalas en que se separo´ esta malla,
cuando la discretizacio´n fue realizada con funciones de forma de Lagrange.
El solver al que se recurrio´ en este ejemplo, al igual que en los casos bidimensionales que
se mostrara´n ma´s adelante, fue GMRES.
Los valores nodales correspondientes se consignan en la tabla A.1 (Ape´ndice A). Enseguida,
las figuras 3.21-3.23 (datos de variables de control en la tabla A.2) muestran el resultado
obtenido mediante IA con B-splines (Ape´ndice A). Las dos pruebas fueron resueltas con
α = 4 y ρadm = 10
−8. El me´todo multiescala con FEM necesito´ de 15 iteraciones para
converger, mientras que lo solo requirio´ 9 iteraciones al usarse con IA.
En la figura 3.20 tambie´n se presenta una comparacio´n entre la solucio´n exacta (l´ınea azul)
al problema de valor de frontera y la solucio´n global obtenida con la formulacio´n multiescala
con FEM (l´ınea negra). Es muy visible la diferencia existente entre ambas curvas, y se puede
ver que la causa de que la curva haya tomado esa forma esta´ en la inclusio´n de la escala 1
(figura 3.19), pues hasta la escala 0, la solucio´n era suave y posiblemente estar´ıa ma´s cerca
a la solucio´n exacta.
En la figura 3.23 tambie´n se presenta una comparacio´n entre la solucio´n exacta (l´ınea azul)
al problema de valor de frontera y la solucio´n global obtenida con la formulacio´n multiescala
con IA (l´ınea negra). La distancia entre ambas curvas es muy pequen˜a y se puede agregar la
observacio´n de que no se presenta un cambio de pendiente como ocurrio´ con el caso resuelto
3.3. Implementacio´n de Problema Unidimensional 62
Figura 3.18: Escala 0 de la solucio´n nume´rica del problema unidimensional con funciones base
de Lagrange
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Figura 3.19: Escala 0+1 de la solucio´n nume´rica del problema unidimensional con funciones
base de Lagrange
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Figura 3.20: Solucio´n Nume´rica Global (Escala 0+1+2) del problema unidimensional con
funciones base de Lagrange (negro), comparado con la solucio´n exacta (azul)
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Figura 3.21: Escala 0 de la solucio´n nume´rica del problema unidimensional con funciones
B-splines
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Figura 3.22: Escala 0+1 de la solucio´n nume´rica del problema unidimensional con funciones
B-splines
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Figura 3.23: Solucio´n Nume´rica Global (Escala 0+1+2) del problema unidimensional con
funciones B-splines (negro), comparado con la solucio´n exacta (azul)
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por FEM. Esta diferencia resulta en la primera discrepancia importante entre el enfoque
multiescala combinado con IA y el combinado con FEM.
3.4. Implementacio´n de Problema Multidimensional
De forma semejante a co´mo se explico´ en la implementacio´n unidimensional, se deben
presentar unas consideraciones particulares para el entorno multidimensional, necesario a
la hora de resolver problemas como los enunciados en un principio, cuando se introdujeron
las aplicaciones de la ecuacio´n de Poisson.
3.4.1. Consideraciones Especiales para 2D y 3D
1. Los elementos de la malla son a´reas o volu´menes cerrados, cuyas fronteras son l´ıneas
continuas o superficies respectivamente. Asimismo, las interfaces elementales consisten
en los lados del a´rea o las caras del cuerpo que este´n compartidos por dos elementos
contiguos.
2. El feno´meno de superconvergencia no es de fa´cil consecucio´n en casos multidimen-
sionales, y aunque si se cumplen determinadas condiciones se logra mejorar la tasa
de convergencia del error en los nodos o las interfaces, no se conoce una prueba para
demostrar que la solucio´n nume´rica puede igualar a la exacta de manera general [58].
Consecuentemente, la suposicio´n de δ = 0 pierde sustento teo´rico, en el sentido en que
no es posible garantizar la exactitud nodal existente en el entorno unidimensional. Por
lo tanto, la formulacio´n ma´s apropiada a implementar, pese a su mayor complejidad,
es la que considera δ = φ′ (3.2.76).
3.4.2. Formulacio´n Matricial y Solucio´n del Sistema para 2D y 3D
Ana´logamente a la implementacio´n descrita en la seccio´n anterior, en la tabla 3.4 se explica
cada te´rmino y en la tabla 3.5 se definen los componentes que conforma los arreglos LHS
y RHS para este caso.
Ahora se muestra la separacio´n de te´rminos hacia los operadores LHS y RHS, los cuales
resultan al aplicar el procedimiento descrito en la seccio´n 3.3.2, de forma similar a como se
hizo para llegar a la tabla 3.3.
Nuevamente la tabla 3.5 da la posibilidad de notar que existen te´rminos sime´tricos as´ı como
en el caso anterior, y otros que requieren sumarse con ciertos componentes de los otros
te´rminos para asegurar simetr´ıa. Sin embargo, hay componentes en los te´rminos 7 y 8 que
no tienen una contraparte que genere conjuntamente una forma sime´trica, y as´ı generar´ıa
la ruptura del cara´cter sime´trico que se hab´ıa observado en este caso y en el anterior.
La parte − (κ∂nNA, 12NB) del se´ptimo te´rmino de la formulacio´n comparte rasgos con
−
(
κNA, ∂nN
B − hs−12hs NB
)
, del te´rmino 8; sin embargo, este u´ltimo componente deber´ıa
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Tabla 3.4: Separacio´n de te´rminos de la ecuacio´n variacional correspondiente al problema local
(3.2.76)
No. Te´rmino original Designacio´n
1 (∇whs , κ∇φhs )ΩEs−1 Te´rmino de rigidez
2 (whs ,Lφhr<s − f)ΩEs−1 Te´rmino de residuo
3 (Lwhs , φhr>s)ΩEs−1 Te´rmino subgrid
4 (whs , h + κ∂nφ
h
r<s)ΓEh,s−1
Te´rmino cond. Neumann
5 Primer te´rmino de
− (κ∂nwhs , φhs − (g − φhr<s))ΓEg,s−1 imposicio´n de´bil de
condicio´n Dirichlet
6 Segundo te´rmino de
−
(
κwhs , ∂nφ
h
r≥s − 2αhs (φhr≥s − (g − φhr<s))
)
ΓEg,s−1
imposicio´n de´bil de
condicio´n Dirichlet
7 1◦ te´rmino de imposicio´n
−
(
κ∂nw
h
s ,
1
2JφhsnK · n− ({φhr>s} − hs−12α J∂nφhr≥s−1K))ΓE,ints−1 de´bil de traza en
interfaces de subdominios
8 2◦ te´rmino de imposicio´n
−
(
κwhs , ∂nφ
h
r≥s − α2hs Jφhr≥snK · n− hs−12hs J∂nφhr≥s−1K)ΓE,ints−1 de´bil de traza en
interfaces de subdominios
9 Te´rmino de imposicio´n(
κJ∂nwhs K, {φhr>s} − hs2αJ∂nφhr≥sK)Γ′Es de´bil de traza en
interfaces de elementos
cumplir con la condicio´n hs−1/hs = 1 para que los coeficientes que multiplican la forma
bilineal sean iguales y se configure una matriz sime´trica al sumar ambas partes. Como
dicha condicio´n implicar´ıa que a medida que se generan ma´s escalas finas, el refinamiento
no se efectu´a (puesto que hs ser´ıa siempre igual a hs−1), entonces no se justifica inducir la
simetr´ıa del sistema si no va a haber mejoras en el taman˜o de la malla para el problema
analizado.
La asimetr´ıa de LHS conlleva a la necesidad de usar un solver que pueda trabajar problemas
caracterizados por este atributo. Tal como se dijo previamente, el me´todo GMRES es u´til
para estos casos y su fa´cil disponibilidad en la red, como co´digos de libre licencia [39],
contribuye a facilitar la implementacio´n de la herramienta de solucio´n del conjunto de
ecuaciones que constituye la respuesta al problema de valor de frontera que se encuentra
bajo ana´lisis.
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Tabla 3.5: Asignacio´n de te´rminos del problema local (3.2.76) a los operadores LHS y RHS
No. Parte asignada a LHS Parte asignada a RHS
1 (∇NA, κ∇NB)ΩEs−1 0
2 0 −(NA,Lφhcoarse − f)ΩEs−1
3 0 −(LNA, φhfine)ΩEs−1
4 0 −(NA, h + κ∂nφhcoarse)ΓEh,s−1
5 − (κ∂nNA, NB)ΓEg,s−1 − (κ∂nNA, g − φhcoarse)ΓEg,s−1
6 − (κNA, ∂nNB (κNA, ∂nφhfine
−2αhsNB
)
ΓEg,s−1
−2αhs (φhfine − (g − φhcoarse))
)
ΓEg,s−1
7 − (κ∂nNA, 12NB (κ∂nNA,−12φh−s − {φhfine}+ hs−12α ∂nφh−s
+hs−12α ∂nN
B
)
ΓE,ints−1
+hs−12α J∂nφhs−1 + ∂nφhfineK)ΓE,ints−1
8 −
(
κNA, ∂nN
B − α2hsNB
(
κNA, ∂nφ
h
fine − α2hs
(
−φh−s + JφhfineK)
−hs−12hs ∂nNB
)
ΓE,ints−1
−hs−12hs
(J∂nφhs−1 + ∂nφhfineK + ∂nφh−s ))
ΓE,ints−1
9 − (κJ∂nNAK, hs2αJ∂nNBK)Γ′Es −(κJ∂nNAK, {φhfine} − hs2αJ∂nφhfineK)Γ′Es
Debido a la complejidad que implica la implementacio´n del sistema detallado en la tabla
3.5, resulta tambie´n factible la utilizacio´n de la formulacio´n propuesta en la seccio´n anterior
para el caso de problemas unidimensionales (tabla 3.3) usando pra´cticamente las mismas
operaciones del algoritmo pero haciendo efectivas algunas diferencias que hay entre los
u´ltimos te´rminos de los dos sistemas. De esta forma, se podra´ apreciar el desempen˜o de una
formulacio´n adicional en el problema bidimensional, y as´ı poder analizar la conveniencia y
las ventajas o desventajas de usar la primera o la segunda.
3.4.3. Ejemplos de Resultados Nume´ricos para 2D
Ejemplo No. 1
Para la primera prueba nume´rica de este me´todo con un problema multidimensional se
decidio´ disen˜ar un problema cuyo dominio sea cuadrado, y cuya solucio´n, pese a estar en
un espacio bidimensional, tenga variacio´n solamente en la direccio´n x. La geometr´ıa, y sus
condiciones de frontera pueden observarse en la figura 3.24.
Para obtener una solucio´n que sea dependiente u´nicamente de x, se define adema´s la funcio´n
de carga como f(x, y) = f(x) = x+ 1. La difusividad se define como una constante. Para el
ejemplo nume´rico se toma κ = 1. Como solucio´n exacta para este primer problema se tiene
la expresio´n (3.3.84).
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Figura 3.24: Problema de valor de frontera de ejemplo, dominio cuadrado
Para la discretizacio´n inicial de este dominio se har´ıa necesario tan solo un elemento. En el
caso de la malla para IA, se puede formular tanto con NURBS como con B-splines. Cabe
anotar que la diferencia entre la malla convencional para FEM con funciones de continuidad
C0 se nota con un grado polinomial igual o superior a 2 [16]. Por eso se ha definido la malla
gruesa con funciones base cuadra´ticas. Los para´metros que definen la parcela de un solo
elemento para representar esta geometr´ıa se presentan en la tabla 3.6 (Ape´ndice A).
A continuacio´n, en la tabla 3.7, se listan las posiciones (x, y) de los puntos de control, con
su correspondiente peso w. El nu´mero de puntos de la red de control es, co´mo fue definido
en la seccio´n 3.2.2, nnp0 = nm = 9.
Con elementos finitos convencionales, la malla de un solo elemento bicuadra´tico tendr´ıa
nodos coincidentes con los puntos de control de la tabla 3.7, exceptuando los pesos w, cuyo
concepto no existe en las funciones de forma de tipo Lagrange para FEM.
El refinamiento consistira´ en considerar ese u´nico elemento de la malla gruesa como un
subdominio para la primera escala fina. Posteriormente este se divide en dos elementos por
cada coordenada parame´trica. Por lo tanto se obtienen 4 elementos nuevos. Para la segunda
escala fina, los 4 elementos de la escala 1 se tornan 4 subdominios con 4 elementos cada uno.
Tabla 3.6: Para´metros de la malla gruesa con NURBS para un solo elemento bidimensional
Para´metro Coordenada ξ Coordenada η
Grado polinomial p = 2 q = 2
Vector de nudos Ξ = {0, 0, 0, 1, 1, 1} H = {0, 0, 0, 1, 1, 1}
Nu´mero de puntos de control n = 3 m = 3
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Tabla 3.7: Puntos de control de la malla gruesa con NURBS para el problema con geometr´ıa
cuadrada
Punto de control No. x y w
1 0 0 1
2 0.5 0 1
3 1 0 1
4 0 0.5 1
5 0.5 0.5 1
6 1 0.5 1
7 0 1 1
8 0.5 1 1
9 1 1 1
Debido a que la geometr´ıa original es cuadrada, los elementos conservara´n esta misma forma.
En el caso de funciones de Lagrange bicuadra´ticas los nodos se ubican en los ve´rtices, el
centro y los puntos medios de los lados de cada elemento. En la geometr´ıa generada con
B-splines la disposicio´n de los puntos de control var´ıa con respecto a la del caso previamente
explicado, pero sera´n ilustradas en las figuras 3.25-3.27 las mallas para las escalas 0, 1 y
2 respectivamente. Los vectores de nudos y redes de control requeridos para generar estas
nuevas mallas son calculados por medio de la implementacio´n del algoritmo de insercio´n de
nudos [44], y el de descomposicio´n o extraccio´n de Be´zier [16].
La simulacio´n de este primer problema bidimensional se ejecuto´ usando funciones polino-
miales de Lagrange bicuadra´ticas, para FEM cla´sico, y B-splines bicuadra´ticos para IA. La
diferencia del taman˜o de los sistemas de ecuaciones en las escalas finas es de 9 grados de
libertad, siendo menor el de IA con nnp1 = n
np
2 = 16 (igual en cualquier subdominio de las
Figura 3.25: Dominio del problema 1 representado con un solo elemento
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Figura 3.26: Dominio del problema 1 representado en dos escalas
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Figura 3.27: Dominio del problema 1 representado en tres escalas y 4 subdominios
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escalas 1 y 2). En ambos casos se uso´ α = 12 y ρadm = 10
−8. Para FEM se computaron 14
iteraciones hasta la convergencia. Este dato en IA fue de 15 iteraciones. En las tablas A.3
y A.4 se listan los vectores de la solucio´n nume´rica para el me´todo multiescala con FEM e
IA, respectivamente (Ape´ndice A). Las superficies resultantes (x, y, φh) se puden observar
en las figuras 3.28 y 3.30.
La gra´fica 3.29 presenta, en forma de malla de color gris, la superficie que corresponde a la
solucio´n exacta del primer problema de valor de frontera bidimensional. La solucio´n global
esta´ a color, y es muy notorio que e´sta u´ltima tiene datos menores a la solucio´n exacta en
la mayor´ıa de su soporte.
La gra´fica 3.29 presenta, en color gris, la superficie que corresponde a la solucio´n exacta
del primer problema de valor de frontera bidimensional. La solucio´n nume´rica global con
IA se presenta a color. Se observa, a diferencia de la solucio´n nume´rica con FEM, que las
dos superficies se encuentran muy cerca y se sobreponen en un sector de su soporte. Por lo
tanto, al igual que en la solucio´n unidimensional, el aprovechamiento de las funciones base
de IA fue u´til para reducir el error entre la solucio´n nume´rica y la exacta.
Ejemplo No. 2
El segundo problema consiste en un dominio de forma anular, limitado a una seccio´n de
90◦. La seleccio´n de las condiciones de frontera y la funcio´n de carga se hara´ tambie´n para
obtener una solucio´n anal´ıtica dependiente de la posicio´n en una sola direccio´n. La geometr´ıa
y sus condiciones de tipo Dirichlet y Neumann se describen en la figura 3.32.
La carga f se planteara´ como funcio´n de la direccio´n radial, r. Por lo tanto, tal funcio´n se
define con f(r) = r2 = x2 + y2. Nuevamente se asume una difusividad constante, igual a la
unidad. La solucio´n exacta para este problema es la presentada en (3.4.85).
φ(r) =
−1
16
r4 + C1 ln
r
ri
+ C2 (3.4.85)
C2 = a+
1
16
r4i
C1 =
b− C2 + 116r4o
ln rori
.
Similarmente a (3.3.84), a y b son los valores impuestos en las condiciones de frontera tipo
Dirichlet para r = ro y r = ri respectivamente (ver fig. 3.32).
En este ejemplo se aprecia con claridad la potencialidad de la representacio´n por NURBS,
pues se requiere de un solo elemento (cuadra´tico) para recrear la frontera curva del dominio,
que en este caso se trata de secciones de circunferencia. Los para´metros para hacer la parcela
para este problema son los mismos que para el primer problema, almacenados en la tabla
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Figura 3.28: Solucio´n Global del primer problema bidimensional con funciones base de
Lagrange
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Figura 3.29: Comparacio´n de la Solucio´n Nume´rica Global con la Solucio´n Exacta (Gris) del
primer problema bidimensional - FEM
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Figura 3.30: Solucio´n Global del primer problema bidimensional con funciones NURBS
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3.6. Los puntos de control s´ı difieren, y los que corresponden al segundo problema han sido
consignados en la tabla 3.8.
El peso
√
2/2 que se asigna a los puntos de control 4, 5 y 6 en la tabla 3.8 se debe a
una fo´rmula existente para determinar este valor, que se utiliza cuando se modela arcos de
circunferencia con NURBS. La fo´rmula aplicada es la siguiente
wb = cos
θ
2
, (3.4.86)
donde θ es el a´ngulo del arco de circunferencia parametrizado; wb es el peso para el punto de
control medio del arco; los otros dos pesos son iguales a 1, y se ubican en los dos extremos
de e´ste [16]. La malla (de un solo elemento) que se obtiene con los para´metros depositados
en las tablas 3.6 y 3.8 se presenta en la figura 3.33.
Por otro lado, para discretizar el problema mostrado en la figura 3.32 mediante elementos
finitos basados en funciones de Lagrange, solo se podr´ıa llegar a obtener una aproximacio´n
a dicho contorno. Para ilustrar la diferencia entre una malla producida por NURBS y
otra con funciones base tipo Lagrange, se presenta las figuras 3.34 y 3.35. Aqu´ı se aprecia
la superposicio´n de las dos mallas: una con 4 elementos con NURBS (azul) y otra con
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Figura 3.31: Comparacio´n de la Solucio´n Nume´rica Global con la Solucio´n Exacta (Gris) del
primer problema bidimensional - IA
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Figura 3.32: Problema de valor de frontera de ejemplo, dominio anular
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Tabla 3.8: Puntos de control de la malla gruesa con NURBS para el problema con geometr´ıa
anular
Punto de control No. x y w
1 1 0 1
2 1.5 0 1
3 2 0 1
4 1 1
√
2/2
5 1.5 1.5
√
2/2
6 2 2
√
2/2
7 0 1 1
8 0 1.5 1
9 0 2 1
Figura 3.33: Dominio del problema 2 representado con un solo elemento
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16 elementos con una base bicuadra´tica C0 (negra); en el recuadro se observa de manera
ampliada una interfaz de las dos mallas, notando que la segunda malla, au´n teniendo ma´s
elementos, dista de la generada con NURBS, que s´ı copia efectivamente la geometr´ıa de la
circunferencia.
En la tabla 3.9 se tabulan los puntos de control para el primer refinamiento de la malla
con NURBS para el problema 2. Este refinamiento consiste en aumentar a 3 los elementos
en la direccio´n parame´trica ξ (que coincide con la direccio´n radial), ya 2 en la direccio´n
parame´trica eta (que coincide con la direccio´n circunferencial). El segundo refinamiento
hara´ el mismo procedimiento con cada uno de los 6 elementos de la escala 1.
A diferencia de los datos correspondientes al primer refinamiento, los vectores correspondi-
entes a la solucio´n de la segunda escala fina requerir´ıan un espacio muy extenso, y no sera´n
presentados en el contexto de este ejemplo, ya que no se aportar´ıa mucho a la idea que ya
se ha formado gracias a los datos entregados en este y los anteriores problemas de muestra.
El programa corrio´ 13 iteraciones, usando una constante de penalizacio´n α = 20, y un
residuo admisible ρadm = 10
−8. Ver tabla A.5 (Ape´ndice A) y figura 3.38 para conocer los
valores de los vectores de la solucio´n y la visualizacio´n de la misma.
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Figura 3.34: Superposicio´n de dos mallas generadas para el mismo dominio
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Figura 3.35: Ampliacio´n de una interfaz de las dos mallas superpuestas
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Tabla 3.9: Puntos de control de la malla de la escala 1 con NURBS para el problema con
geometr´ıa anular
Punto de control No. x y w
1 1 0 1
2 1,16667 0 1
3 1,5 0 1
4 1,83333 0 1
5 2 0 1
6 1 0,414214 0,853553
7 1,16667 0,483249 0,853553
8 1,5 0,62132 0,853553
9 1,83333 0,759392 0,853553
10 2 0,828427 0,853553
11 0,414214 1 0,853553
12 0,483249 1,16667 0,853553
13 0,62132 1,5 0,853553
14 0,759392 1,83333 0,853553
15 0,828427 2 0,853553
16 0 1 1
17 0 1,16667 1
18 0 1,5 1
19 0 1,83333 1
20 0 2 1
Figura 3.36: Dominio del problema 2 representado en 2 escalas
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Figura 3.37: Dominio del problema 2 representado en 3 escalas y 6 subdominios
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
x
y
 
 
Figura 3.38: Solucio´n Global del segundo problema bidimensional con funciones NURBS
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Capı´tulo4
ANA´LISIS DE RESULTADOS DEL
NUEVO ME´TODO APLICADO A LA
ECUACIO´N DE POISSON
Como se establecio´ en un principio, los criterios de evaluacio´n del desempen˜o del me´todo
nume´rico aqu´ı formulado son su nivel de aproximacio´n y su costo computacional.
Para llevar a cabo las te´cnicas que pueden ayudar a cuantificar cua´n favorable es el me´todo
en los dos aspectos nombrados, es importante definir un valor de referencia con el cual ser
comparado, y as´ı sacar conclusiones acerca de las virtudes o falencias del nuevo esquema
nume´rico.
El uso de datos obtenidos por la formulacio´n de Galerkin para comparar con aquellos
calculados mediante el me´todo en desarrollo, puede ser visto como la realizacio´n de un
benchmarking, gracias al cual puede facilitarse la identificacio´n de los rasgos que caracterizan
las soluciones que el nuevo me´todo esta´ en capacidad de entregar.
En primer lugar, se aborda el tema del error nume´rico, asumido como una medida de
la aproximacio´n de la solucio´n arrojada por un me´todo nume´rico y la solucio´n exacta al
problema de valor de frontera que esta´ trabajando.
Se hace una identificacio´n de las variables que afectan dicho error, y se comparara´ estas
mediciones con las que se obtengan de las formulaciones de referencia.
Brevemente se analiza la forma en que la respuesta se estabiliza a medida que el me´todo
ejecuta sus iteraciones. Este tema, que esta´ relacionado tanto con el error nume´rico como
con el costo computacional, permite apreciar resultados pra´cticos, cuya retroalimentacio´n
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puede ayudar a la futura mejora del nuevo esquema multiescala.
En cuanto a la cuantificacio´n del costo computacional, se efectua una contabilizacio´n
del nu´mero de operaciones de punto flotante (FLOPS ) que debe calcular el procesador
del computador. De esta forma es posible evaluar si se cumplen las hipo´tesis planteadas
inicialmente, referentes a los requerimientos de recursos computacionales.
4.1. Problemas de prueba
Es conveniente definir unos problemas de prueba, para el espacio unidimensional y el
multidimensional, a los cuales se pueda aplicar las herramientas de medicio´n de error
nume´rico y de costo computacional del nuevo me´todo y del de referencia.
4.1.1. Problema unidimensional
El ejemplo con el que se realizara´n las pruebas de desempen˜o difiere con respecto al expuesto
en (3.3.83) con el fin de tener una solucio´n exacta que no sea de tipo polinomial. La
razo´n para buscar esta condicio´n es que esta funcio´n no pueda ser alcanzada mediante la
combinacio´n lineal de funciones de forma basadas en polinomios (como las de interpolacio´n
de Lagrange y los B-splines). As´ı, sera´ posible trabajar con varios grados polinomiales y
apreciar de esta manera co´mo var´ıa el error nume´rico, sin que e´ste valga cero a partir de
algu´n grado polinomial espec´ıfico.
El problema de valor de frontera de prueba es el siguiente:
− d
2φ
dx2
= cosx ∀ x ∈ Ω = (0, 2pi) (4.1.1)
dφ
dx
(0) = 0
φ(2pi) = 1 .
La solucio´n anal´ıtica de (4.1.1) es φ = cosx.
4.1.2. Problema bidimensional
Siguiendo el mismo criterio presentado en el caso de una dimensio´n, para el entorno
bidimensional se propone problemas en los que su solucio´n ana´l´ıtica o exacta no sea
representada por una base polinomial. Por lo tanto, se propone ahora trabajar dos problemas
con geometr´ıas y soluciones distintas. Los dos problemas que se van a analizar fueron
seleccionados por la disponibilidad de su solucio´n exacta en referencias bibliogra´ficas que
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tratan teor´ıa de ecuaciones diferenciales parciales, o solucio´n de ellas por me´todos nume´ricos.
Ambos tendra´n una gran similitud con los descritos en las figuras 3.24 y 3.32 del cap´ıtulo
anterior, pero cambiara´n las condiciones de frontera, y el tipo de funcio´n de carga.
El primero de ellos se ve graficado en la figura 4.1, en donde se nota que la funcio´n f
equivaldra´ a cero, y por lo tanto en este caso se resolvera´ un problema de valor de frontera
modelado con la ecuacio´n de Laplace.
La solucio´n anal´ıtica al caso presentado en la figura 4.1 es la siguiente:
φ =
sinhpix sinpiy
sinhpi
. (4.1.2)
La ecuacio´n (4.1.2) fue obtenida gracias a una fo´rmula ma´s generalizada para problemas de
este estilo, y cuya derivacio´n esta´ plasmada en [24].
El segundo problema de prueba que se analizara´ tiene un dominio con frontera curva, de
forma que as´ı se pueda evaluar el rendimiento de los NURBS con este tipo de geometr´ıas.
Los datos sobre este u´ltimo problema de valor de frontera a resolver se encuentran ilustrados
en la figura 4.2.
En esta ocasio´n, la funcio´n de carga f sera´:
f = (3x4 − 67x2 − 67y2 + 3y4 + 6x2y2 + 116) sin(x) sin(y)
+(68x− 8x3 − 8xy2) cos(x) sin(y) + (68y − 8y3 − 8yx2) cos(y) sin(x) . (4.1.3)
Finalmente, segu´n [1] la solucio´n anal´ıtica a este problema es:
φ = (x2 + y2 − 1)(x2 + y2 − 16) sin(x) sin(y) . (4.1.4)
4.2. Error nume´rico
El error nume´rico comprende tres componentes principales, a saber, el error por iteracio´n,
el error por redondeo, y el error de aproximacio´n [30].
El error por iteracio´n esta´ muy ligado al resultado final del nuevo me´todo, a causa de
la naturaleza iterativa del enfoque multiescala usado, y de los solvers empleados para
solucionar los sistemas de ecuaciones asociados a cada problema discreto [8]. Sin embargo,
despue´s de las observaciones realizados a varios resultados de prueba, se pudo ver que la
convergencia del sistema multiescala se lograba despue´s de haberse estabilizado el error
nume´rico calculado, y por esta razo´n, se obviara´ la influencia de este componente en el
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Figura 4.1: Primer problema de valor de frontera bidimensional de prueba
Figura 4.2: Segundo problema de valor de frontera bidimensional de prueba
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ana´lisis de error nume´rico.
En las simulaciones ejecutadas en este proyecto se trabajo´ con variables de doble precisio´n,
para evitar grandes efectos por redondeo, ya que e´ste tiene una magnitud de orden h−22−t,
siendo t la longitud de la variable en el computador [55]. Por lo tanto, este componente
sera´ despreciado en resultados de error calculados para el ana´lisis del esquema nume´rico.
Finalmente, el error de aproximacio´n es el que realmente mide la diferencia entre la
solucio´n exacta a un problema de valor de frontera con la solucio´n aproximada que
idealmente debe entregar una te´cnica computacional como las que se esta´n discutiendo en
esta tesis [30]. Como se ha despreciado la contribucio´n de los otros componentes del error
nume´rico, se asume a partir de este momento que las mediciones que se hara´n del error
nume´rico corresponden al error de aproximacio´n, para as´ı tener la posibilidad de conocer
las propiedades de aproximacio´n que posee la formulacio´n que se desarrollo´ en el cap´ıtulo
inmediatamente anterior.
Para la estimacio´n del nivel de aproximacio´n de una solucio´n nume´rica a la solucio´n exacta
a la que desea acercarse, se usara´n las denominadas normas del error de aproximacio´n.
Dentro de los diversos tipos de normas que se hallan definidas para realizar esta medicio´n,
las cuales se seleccionan segu´n el tipo de me´todo y la inco´gnita de intere´s en el problema
de valor de frontera [60], se explica enseguida tres de ellas, y se presentan los criterios de
seleccio´n de alguna de ellas.
A partir de este punto, el error de aproximacio´n es representado por la letra griega .
Una de las normas existentes es la del ma´ximo error. Simbo´licamente se denota L∞ y,
tal como se puede inferir de su nombre, equivale a la ma´xima diferencia absoluta entre
una funcio´n u y su correspondiente aproximacio´n nume´rica uh [8], ambas con dominio ω.
Matema´ticamente la definicio´n es:
‖‖L∞ = ma´xx ∈ ω
∣∣∣u(x)− uh(x)∣∣∣ . (4.2.5)
En segundo lugar se presenta la norma de mı´nimos cuadrados (L2). Para una funcio´n
continua cualquiera u, con soporte en ω, esta norma se define as´ı:
‖u‖2L2 =
∫
ω
u2dω (4.2.6)
⇒ ‖u‖L2 =
√∫
ω
u2dω . (4.2.7)
La norma L2 aplicada al error de aproximacio´n del me´todo variacional aqu´ı formulado se
define mediante la sustitucio´n de  = φ− φh en (4.2.7):
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‖‖L2 =
∥∥∥φ− φh∥∥∥
L2
(4.2.8)
=
√∫
Ω
(φ− φh)2dΩ . (4.2.9)
Por u´ltimo, un tipo de medicio´n de error muy usado en ana´lisis nume´rico es la norma
de Sobolev. Hay normas de Sobolev para cada orden ς = 1, 2, 3, ..., tal como los espacios
homo´nimos referidos en la seccio´n 3.2.1. Estas normas se definen, para la misma funcio´n u
usada anteriormente, tal como se expresa a continuacio´n para los espacios H1 y H2:
ς = 1 → ‖u‖H1 =
√∫
ω
(∇u · ∇u+ u2) dω (4.2.10)
ς = 2 → ‖u‖H2 =
√∫
ω
((∇⊗∇u) : (∇⊗∇u) +∇u · ∇u+ u2) dω , (4.2.11)
donde ⊗ es el operador de producto tensorial, y : es el operador de doble contraccio´n. Para
ahondar en el tema de normas de Sobolev se sugiere recurrir a [32, 55]. Para que las normas
(4.2.10) y (4.2.11) sean aplicadas al error de aproximacio´n , se debe efectuar la misma
sustitucio´n llevada a cabo en (4.2.9).
La seleccio´n de una de las normas enunciadas tiene como criterio el orden de la ecuacio´n
diferencial parcial asociada al problema bajo ana´lisis, y el resultado que se quiere usar
de la solucio´n nume´rica del mismo, es decir, si el valor a aplicar despue´s de la solucio´n
computacional es la misma inco´gnita del problema de valor de frontera, o si en cambio se
trata de otra variable en funcio´n de dicha solucio´n, o una derivada de la inco´gnita, etc.
A manera de ejemplos se listan a continuacio´n algunos usos comunes de los resultados y las
normas de las soluciones obtenidas por me´todos nume´ricos:
En un problema de meca´nica de so´lidos, una pequen˜a zona con alto esfuerzo puede
no ser notada al aplicar una norma que mide su efecto en todo el volumen del cuerpo.
Por lo tanto, para detectar esta circunstancia, se debe explorar punto a punto el
distanciamiento entre la solucio´n exacta y la computacional, y bajo esta condicio´n la
norma ma´s apropiada es ‖·‖L∞ [9].
Para sumar el error de aproximacio´n en todo el dominio, y percibir de manera absoluta
pero no localizada la diferencia entre los valores exactos y los aproximados, se utiliza
la norma de mı´nimos cuadrados ‖·‖L2 , aplicada directamente a la inco´gnita de la
ecuacio´n diferencial [55].
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En el caso de la ecuacio´n de elasticidad, que es de segundo orden, la norma ‖·‖H1 arroja
como resultado una estimacio´n de cua´n buena es la aproximacio´n en los esfuerzos
internos del material que, segu´n se ha dicho antes, esta´n relacionados con el gradiente
de la inco´gnita de la ecuacio´n diferencial parcial (el desplazamiento) [56].
En la ecuacio´n de deformacio´n de vigas y placas, cuyo orden es igual a cuatro, la
norma ‖·‖H2 debe entregar una medida del nivel de aproximacio´n a los momentos
flectores internos de dichos componentes meca´nicos [32].
Por tratarse este ana´lisis de una serie de problemas de valor de frontera modelados con la
ecuacio´n de Poisson (o de Laplace en uno de esos casos), los resultados de intere´s se limitan a
la funcio´n de potencial φ (la solucio´n) y hasta su primera derivada (que representa un flujo).
El alcance de este trabajo cubrira´ u´nicamente la estimacio´n del error de la funcio´n inco´gnita,
y no del flujo asociado teniendo en cuenta que por tratarse de la formulacio´n de un nuevo
esquema nume´rico, sera´ suficiente trabajar la calidad de la funcio´n de potencial aproximada,
y en un trabajo futuro postular las propiedades de aproximacio´n para la derivada de este
caso, y las estimaciones de error en otros tipos de problemas de valor de frontera.
Por las razones que se acaban de explicar, no sera´ necesario la aplicacio´n de las normas de
Sobolev de orden igual o mayor a 1, y ante el empleo de una difusividad constante y una
funcio´n de carga sin variaciones abruptas, no se requiere la utilizacio´n de una norma que
localice un punto de error ma´ximo, como la ‖·‖L∞ . Ante estos supuestos, la norma que se
puede aprovechar como la fo´rmula de medicio´n del error nume´rico sera´ la norma de mı´nimos
cuadrados.
Adema´s de los motivos expuestos, relacionados con el tipo de problema a resolver, es posible
esgrimir un argumento que tiene que ver con la implementacio´n computacional del ca´lculo
del error. En este aspecto pra´ctico tambie´n conviene el uso de la norma L2, porque en el
co´digo de computador se puede efectuar una integracio´n nume´rica aprovechando la misma
cuadratura usada en la etapa previa de ca´lculo y ensamble de las matrices y los vectores de
los sistemas de ecuaciones.
Sin embargo, para hacer posible esta implementacio´n se vuelve necesario tener en cuenta el
dominio sobre el cual se hara´ la integracio´n nume´rica para calcular la norma ‖·‖L2 .
Como se puede ver en el lado derecho de la ecuacio´n (4.2.9), la expresio´n contiene una
integral sobre el dominio global del problema, pero como en el caso desarrrollado aqu´ı, ese
dominio ha sido dividido en mu´ltiples subdominios, se imposibilita efectuar la integracio´n,
ya que se sabe que φh presenta discontinuidades en las interfaces de dichos subdominios.
Por lo tanto, la definicio´n de la norma del error deber´ıa ser redefinida de la siguiente forma:
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‖‖ =
√√√√√ nelS−1∑
E=1
∫
ΩES−1
(φ− φh)2dΩ (4.2.12)
=
√∫
Ω˜S−1
(φ− φh)2dΩ , (4.2.13)
donde Ω˜S−1 es el conjunto de dominios elementales de la escala S − 1 (ver definicio´n en
la seccio´n 3.2.2), que asimismo corresponde a la unio´n de los subdominios de todos los
problemas locales de la escala S. Esto significa que la integracio´n debe realizarse sobre cada
uno de los subdominios de la escala ma´s fina, y en estos a su vez, se debe integrar elemento
a elemento, de la misma forma que se hace cuando se calcula las matrices de los sistemas
de ecuaciones de los problemas locales y global.
En (4.2.13) se abolio´ el sub´ındice L2 en la norma de  con el fin de simplificar la notacio´n.
, y teniendo en cuenta que este tipo de norma sera´ el u´nico que se usara´ en los ana´lisis
posteriores. Consecuentemente, de aqu´ı en adelante el s´ımbolo de la norma del error
omitira´ siempre dicho sub´ındice.
4.2.1. Factores para el ana´lisis del error
Tras una inspeccio´n a las formulaciones variacionales definitivas, ecuaciones (3.2.76) y
(3.2.77), y su subsecuente procesamiento en las tablas 3.3 y 3.5, es claro que la solucio´n φh
que resulta de la resolucio´n de ellas debe depender de todas las variables que componen las
ecuaciones.
Las caracter´ısticas de la malla, los atributos propios del problema de valor de frontera y
aspectos directamente provenientes de la discretizacio´n y la formulacio´n propuestas, entre
otros, son los ingredientes que inciden en la calidad de la solucio´n aproximada, y que se
hallan impl´ıcitamente incluidos en las ecuaciones.
Para hacer ma´s expl´ıcito a este grupo de componentes se ha identificado y extraido las
distintas variables independientes que afectan la salida del algoritmo planteado. La lista de
factores se presenta a continuacio´n, explicando en cada inciso la causa por la que su efecto
debe ser tomado en consideracio´n:
1. Informacio´n del problema:
Las caracter´ısticas del problema definen la posibilidad de un me´todo nume´rico para
aproximarse eficazmente a su solucio´n exacta. La informacio´n inicial del problema
comprende cuatro conceptos indispensables, que evidentemente afectan la solucio´n de
la formulacio´n nume´rica, los cuales son:
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Valor de la difusividad κ
Funcio´n de carga o de fuente f
Geometr´ıa del dominio Ω
Condiciones de frontera g , h , Γg, Γh
2. Valor del multiplicador de imposicio´n de´bil α:
Esta constante esta´ presente en la mayor parte de los te´rminos que involucran
integracio´n sobre contornos.
3. Taman˜o caracter´ıstico de la malla gruesa h0:
Adema´s de estar directamente asociado al nu´mero de elementos en la malla original, es
una variable que se encuentra presente en varios te´rminos de la formulacio´n variacional.
4. Nu´mero de elementos por subdominio en las escalas finas nsd,Es :
Representa el nivel de refinamiento entre la escala gruesa y las escalas finas, y
determina el taman˜o de los problemas locales, as´ı como el valor de hs, necesario
en el ca´lculo de las ecuaciones del me´todo.
5. Nu´mero de escalas finas S: Determina la cantidad de problemas locales y el ma´ximo
nivel de refinamiento ejecutado por el programa.
6. Tipo de funciones base:
Se resaltan varias caracter´ısticas de las shape functions seleccionadas para resolver el
problema, cuya incidencia se ha expuesto detalladamente desde un comienzo:
Tipo de polinomio de interpolacio´n: Lagrange o Bernstein
Grado polinomial de las funciones base p, q
Grado de continuidad en las interfaces elementales C0 o´ Cp−mult
Puntos de cuadratura para la integracio´n nume´rica: Su importancia recae
en el hecho de poder saber si la cuadratura es la indicada para computar con
exactitud las integrales que forman parte de las ecuaciones variacionales, segu´n
cuales sean las funciones base empleadas.
7. Formulacio´n con traza variable o fija en las interfaces φˆ:
La escogencia de una u otra opcio´n define el tipo de formulacio´n, es decir, se usa la
expresio´n (3.2.76) o (3.2.77).
8. Tolerancia en el residuo entre iteraciones ρadm:
Este nu´mero influye sobre el nu´mero de iteraciones del sistema, y por ende fija el valor
de φh cuando el sistema se detenga.
Un para´metro muy importante que se deduce de los ana´lisis de error a priori es la tasa
de convergencia del error, la cual relaciona el comportamiento del error con respecto
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al taman˜o de malla (o el nu´mero de elementos) [32, 55, 18]. La norma del error puede
comportarse siguiendo la condicio´n que se describe a continuacio´n:
‖‖ ≤ Chβ , (4.2.14)
donde C es una constante real positiva, h es el taman˜o caracter´ıstico de malla del modelo
actual, y β es la tasa de convergencia. β tiene un valor diferente segu´n el tipo de problema
de valor frontera, el grado polinomial de las funciones base, entre otras variables [32].
Este dato puede ser verificado con los resultados de la experimentacio´n computacional,
de forma que se pueda aproximar su tasa de convergencia con los resultados nume´ricos.
Una gra´fica con escala logar´ıtimica relacionando ‖‖ con h o nelS es muy u´til para facilitar
la visualizacio´n del comportamiento del error de aproximacio´n con respecto al nivel de
refinamiento del dominio discretizado.
4.2.2. Disen˜o experimental de las pruebas nume´ricas
Se supone que una forma efectiva para observar, e incluso medir, la influencia de los distintos
factores identificados en la solucio´n del me´todo nume´rico, consiste en la realizacio´n de varias
ejecuciones del algoritmo implementado, y as´ı procesar los resultados que ellas arrojen segu´n
sea la combinacio´n de las variables de entrada que se haya realizado.
Desde el punto de vista del campo de disen˜o de experimentos, cada simulacio´n o ejecucio´n
puede corresponder a un tratamiento, cuyo efecto estara´ incluido en la solucio´n o
respuesta del sistema. Cada tratamiento puede estar conformado por un conjunto de
factores, tal como los que se han citado previamente, y la respuesta incluira´ los efectos
individuales de los factores, adema´s de los efectos provocados por la interaccio´n de dos o ma´s
factores [42]. Cada factor tiene la posibilidad de tener varios valores o categor´ıas, concepto
que en este contexto es denominado nivel. La combinacio´n de de diferentes niveles de
factores da lugar a un tratamiento diferente, y por eso la modificacio´n del valor de un solo
factor tiene su implicacio´n directa en la respuesta del sistema [40].
Realizar un ana´lisis estad´ıstico de los resultados, tarea muy ligada al disen˜o de experimentos,
va ma´s alla´ del alcance de esta tesis, a pesar de tener certeza de que en este proyecto los
experimentos van a ser muy bien controlados, por tratarse de un proceso computacional
y no de un experimento f´ısico, en el cual la variabilidad esta´ sujeta a muchas condiciones
externas, que se encuentran fuera del control del investigador [40]. No obstante, los conceptos
ya introducidos sera´n u´tiles para las pro´ximas definiciones, previas a la presentacio´n de
resultados de las simulaciones.
Se iniciara´ definiendo que´ factores tendra´n un u´nico nivel, y cua´les tendra´n mu´ltiples niveles.
Para el problema unidimensional, los niveles de los factores que se ha establecido son los
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siguientes:
Valor del multiplicador de imposicio´n de´bil α:10, 20
Taman˜o caracter´ıstico de la malla gruesa nel0 ∝ 1/h0: 2, 4
Nu´mero de elementos por subdominio en las escalas finas nsds : 2, 4 (se omite
el super´ındice E porque este valor aplica para todos los subdominios)
Nu´mero de escalas finas S: 0, 1, 2, 3
Tipo de funciones base:
• Tipo de polinomio de interpolacio´n: Lagrange (FEM) o Bernstein (IA)
• Grado polinomial de las funciones base p = q: 2, 3, 4
• Puntos de cuadratura para la integracio´n nume´rica: p + 1 puntos por
direccio´n parame´trica
Formulacio´n con traza variable o fija en las interfaces φˆ: 0
Tolerancia en el residuo entre iteraciones ρadm: 10
−8
El factor de informacio´n del problema consistira´ simplemente en la aplicacio´n del me´todo
a uno de los tres problemas presentados inicialmente.
El factor de tipo de funcio´n base se suplira´ definiendo si el esquema multiescala estara´ com-
binado con FEM cla´sico o con IA.
Se efectuo´ la combinacio´n factorial para establecer la cantidad de simulaciones (experi-
mentos) por realizar, y lograr as´ı la recopilacio´n de la informacio´n necesaria para efectuar
el ana´lisis de variabilidad del error en funcio´n de cada factor listado en esta seccio´n. Sin
embargo, por la misma naturaleza de la formulacio´n escrita varios de ellos divergieron, o no
convergieron hasta el nu´mero l´ımite de iteraciones, fijado en 50. Por esta razo´n, el
nu´mero de simulaciones registradas es menor al que era posible con la simple combinacio´n
de todos los niveles de los factores tenidos en cuenta.
La tabla 4.1 sintetiza las caracter´ısticas de los experimentos que se logro´ llevar a cabo
exitosamente, ya sea habiendo usado FEM o IA. La columna nelS contiene el nu´mero de
elementos que posee el dominio discretizada en su escala ma´s fina (s = S). Esta cantidad
se obtiene al aplicar:
nelS = n
el
0
(
nsds
)S
. (4.2.15)
Cabe aclarar que (4.2.15) es va´lida siempre y cuando cada subdominio se divida exactamente
en nsds elementos al hacer el refinamiento de una escala.
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Tabla 4.1: Series de experimentos nume´ricos para realizar el ana´lisis del me´todo, problema
unidimensional
VARIABLES DE ENTRADA
S nel0 p n
sd
s α n
el
S
1 2 2 2 10 4
2 2 2 2 10 8
1 2 2 2 20 4
2 2 2 2 20 8
1 4 2 2 10 8
3 4 2 2 10 32
2 4 2 4 10 64
1 4 2 2 20 8
3 4 2 2 20 32
2 4 2 4 20 64
2 4 3 4 10 64
2 4 3 4 20 64
0 4 2 1 20 4
0 4 3 1 20 4
0 8 2 1 20 8
0 8 3 1 20 8
0 8 4 1 20 8
0 32 2 1 20 32
0 32 3 1 20 32
0 32 4 1 20 32
0 64 2 1 20 64
0 64 3 1 20 64
0 64 4 1 20 64
Para las pruebas del primer problema de prueba bidimensional, se mantienen varios de los
niveles ya expuestos para el primer caso. Los factores que cambian son los siguientes:
Taman˜o caracter´ıstico de la malla gruesa nel0 ∝ 1/(h0)2: 4
Nu´mero de elementos por subdominio en las escalas finas nsds : 4
Formulacio´n con traza variable o fija en las interfaces φˆ: 0 o´ φ′
Por las razones presentadas para el problema 1D, las simulaciones ejecutadas satisfactoria-
mente en este nuevo caso se condensan en la tabla 4.2.
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Tabla 4.2: Series de experimentos nume´ricos para realizar el ana´lisis del me´todo, primer
problema bidimensional
VARIABLES DE ENTRADA
S nel0 p n
sd
s φˆ α n
el
S
1 4 2 4 0 10 16
1 4 2 4 0 20 16
1 4 2 4 φ′ 10 16
1 4 2 4 φ′ 20 16
2 4 2 4 0 10 64
2 4 2 4 0 20 64
3 4 2 4 0 10 256
3 4 2 4 0 20 256
0 16 2 1 - 20 16
0 16 3 1 - 20 16
0 16 4 1 - 20 16
0 64 2 1 - 20 64
0 64 3 1 - 20 64
0 64 4 1 - 20 64
0 256 2 1 - 20 256
0 256 3 1 - 20 256
0 256 4 1 - 20 256
Por su parte, el u´ltimo problema de prueba tendra´ en cuenta la variacio´n de estos factores:
Taman˜o caracter´ıstico de la malla gruesa nel0 ∝ 1/(h0)2: 16
Nu´mero de elementos por subdominio en las escalas finas nsds : 4, 16
Formulacio´n con traza variable o fija en las interfaces φˆ: 0 o´ φ′
Tolerancia en el residuo entre iteraciones ρadm: 5× 10−6
En la tabla 4.3 se han dispuesto las combinaciones de factores que se pudieron desarrollar
sin inconvenientes en el marco del me´todo nume´rico formulado.
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Tabla 4.3: Series de experimentos nume´ricos para realizar el ana´lisis del me´todo, segundo
problema bidimensional
VARIABLES DE ENTRADA
S nel0 p n
sd
s φˆ α n
el
S
1 16 2 4 0 10 64
1 16 2 4 0 20 64
1 16 2 16 0 10 256
1 16 2 16 0 20 256
1 16 2 16 φ′ 10 256
1 16 2 16 φ′ 20 256
2 16 2 4 0 20 256
0 64 2 1 - 20 64
0 64 3 1 - 20 64
0 64 4 1 - 20 64
0 256 2 1 - 20 256
0 256 3 1 - 20 256
0 256 4 1 - 20 256
0 1024 2 1 - 20 1024
0 1024 3 1 - 20 1024
0 1024 4 1 - 20 1024
0 4096 2 1 - 20 4096
0 4096 3 1 - 20 4096
0 4096 4 1 - 20 4096
En las tabla 4.2,4.3, el s´ımbolo − en la columna φˆ se explica por el hecho de tratarse de
simulaciones con una u´nica malla (S = 0), lo que configura una formulacio´n cla´sica de
Galerkin, y por lo tanto no es necesario incurrir en la definicio´n de una traza nume´rica para
interfaces, tal como se hace en las situaciones que realmente son multiescala (S > 0).
Todos los datos nume´ricos correspondientes a la ejecucio´n de las simulaciones listadas en
las tablas 4.1,4.2,4.3, empleando la formulacio´n multiescala combinada con FEM o IA, se
encuentran reunidas en el Compendio de Resultados (Ape´ndice A).
4.2.3. Resultados de error nume´rico en problema unidimensional
La figura 4.3 muestra el comportamiento de convergencia del error nume´rico de las soluciones
al problema unidimensional (4.1.1) usando un esquema cla´sico de Galerkin. Se usaron
funciones base tanto de FEM como de IA. En dicha figura, el ro´tulo FEM P2 corresponde
a la solucio´n que uso´ funciones de FEM de segundo grado. Los ro´tulos IA P2, IA P3
y IA P4 corresponden a soluciones de IA con funciones cuadra´ticas, cu´bicas y cua´rticas
respectivamente.
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Figura 4.3: Convergencia del error para el problema unidimensional; Solucio´n Galerkin cla´sica
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En las figuras 4.4 y 4.5, se grafica espec´ıficamente los resultados obtenidos con la aplicacio´n
de IA y el me´todo Multiescala propuesto, habiendo implementado una escala fina en el
primer paso, y dos escalas finas en la segunda. En las dos gra´ficas a mostrar, el factor
que cambia de nivel es α, con lo cual se da la posibilidad de ver parcialmente su efecto
(no es posible determinarlo totalmente porque el componente de interaccio´n no se estar´ıa
considerando aqu´ı).
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Figura 4.4: Convergencia del error para el problema unidimensional; Solucio´n Multiescala +
IA con S=1
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Figura 4.5: Convergencia del error para el problema unidimensional; Solucio´n Multiescala +
IA con S=2
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En primer lugar, las dos gra´ficas anteriores permiten la comparacio´n del error que se genera
en la solucio´n cuando se usa α = 10 o´ α = 20. Aunque los resultados parecen contrapuestos
al observar los dos casos, tambie´n es posible anotar que con S = 2 (fig. 4.5) la l´ınea
pertenecienta a α = 20 puede tener una tasa de convergencia un poco ma´s favorable. Pese
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a que es este ejemplo hay aparentemente mejor desempen˜o del me´todo con α = 20, no es
posible generalizarlo, pues en el compendio de resultados se podra´ ver que tambie´n hubo
situaciones en que α = 10 ofrece menores errores, y que hubo otros casos en que no fue
posible comparar ya que el sistema no convergio´ con alguno de los dos niveles de este factor.
Como segundo punto, es importante explicar que las l´ıneas de referencia presentadas en
azul en las figuras 4.4 y 4.5 indican la pendiente con que deber´ıa verse una curva de error
con tasa de convergencia β (ver ecuacio´n (4.2.14)). Para S = 1, se tiene β = 3, y por simple
inspeccio´n visual se aprecia que las dos soluciones mostradas son pra´cticamente paralelas a
la referencia. Esta situacio´n permite inferir que la dependencia del error de aproximacio´n con
el nivel de refinamiento se mantiene igual que en FEM cla´sico con funciones cuadra´ticas [49].
Para S = 2, la tasa de convergencia aparenta ser cercana a β = 1, 5, lo cual deja interrogantes
acerca del comportamiento del error cuando se tiene que resolver los subdominios adicionales
de escalas cada vez ma´s finas. Al contextualizar este resultado con las propiedades
de me´todos similares, se encuentra la caracter´ıstica de algunos me´todos de Galerkin
discontinuos (que comparten con este me´todo el uso de trazas y flujos en las interfaces), la
tasa de convergencia del error sufre la pe´rdida de 0, 5 [15, 41, 27], pero aun esta coincidencia
es insuficiente para comprender lo que sucede con el ejemplo actual.
Un ana´lisis de las propiedades de convergencia del error nume´rico se vuelve entonces un
frente de trabajo futuro para el continuo desarrollo del me´todo formulado y desarrollado a
lo largo de esta tesis.
4.2.4. Resultados de error nume´rico en problemas bidimensionales
La figura 4.6 presenta los resultados de error de aproximacio´n para el problema descrito en
la figura 4.1 usando el esquema de Galerkin cla´sico.
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Figura 4.6: Convergencia del error para el primer problema bidimensional; Solucio´n Galerkin
cla´sica
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Los perfiles de variacio´n de la norma del error de aproximacio´n en la figura 4.6 sirven como
una muestra de los atributos de la solucio´n por medio de IA. Aunque la solucio´n con FEM
cuadra´ticos tiene un error menor al de su contraparte con funciones base de IA, tambie´n es
notorio el hecho de que e´ste presenta una tasa de convergencia igual o mejor a la de aque´l,
y que si se agrega esta observacio´n a la propiedad de IA de tener un sistema de ecuaciones
ma´s pequen˜o, ya hay una diferencia considerable entre las dos te´cnicas.
En la gra´fica anterior se ve tambie´n el comportamiento del error para soluciones que usaron
funciones de IA de tercer y cuarto grados, para los cuales, la norma del error muestra una
disminucio´n, tal como se pod´ıa prever por el hecho de usar una base ma´s rica (se pasa de
9 a 16 o´ 25 funciones base por elemento).
Como se anuncio´ desde un comienzo, es de especial intere´s conocer el comportamiento del
error y el residuo mientras pasan las iteraciones. El ana´lisis de este aspecto puede contribuir
a la proposicio´n de mejores criterios para la implementacio´n de la te´cnica multiescala
desarrollada en la presente tesis.
La diferencia entre la tendencia de estabilizacio´n de la solucio´n de el me´todo Multiescala
con FEM, y la de e´ste con IA, se aprecia al contrastar las figuras 4.7 y 4.8.
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Figura 4.7: Estabilizacio´n de la solucio´n para el primer problema bidimensional, con
Multiescala + FEM
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Figura 4.8: Estabilizacio´n de la solucio´n para el primer problema bidimensional, con
Multiescala + IA
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Las curvas de las dos gra´ficas que tratan el tema de la estabilizacio´n de la solucio´n a medida
que avanzan las iteraciones coinciden en un rasgo muy importante para el ana´lisis de la
implementacio´n utilizada. Se observa sin dificultad que en la primera situacio´n, que consiste
en soluciones con FEM (figura 4.7), la simulacio´n se extiende por una cantidad mayor de
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iteraciones que en aquellos experimentados depositados en la figura 4.8, que emplearon
funciones de IA.
Asimismo, es posible apreciar que la norma del error es variable durante las primeras 7
iteraciones en el me´todo Multiescala con FEM, mientras que en las simulaciones trabajadas
con IA, fueron entre 3 y 4 los ciclos necesarios para conseguir una magnitud de error
pra´cticamente definitiva.
Las dos observaciones mencionadas conducen a la idea de que hay un criterio de parada del
algoritmo multiescala muy lejano de aquel que evite de forma efectiva el ca´lculo de todas
las iteraciones posteriores a la estabilizacio´n de la respuesta.
Paralelamente, resulta muy interesante la observacio´n de la estabilizacio´n con la perspectiva
del valor del residuo entre iteraciones ρ. Se extrajo la informacio´n que con respecto a
este aspecto se obtuvo en las simulaciones de las mismas simulaciones referenciadas en
las dos gra´ficas recientemente tratadas, y subsecuentemente se condensa en la figura 4.9 las
variaciones de ρ.
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Figura 4.9: Convergencia del residuo entre iteraciones para el primer problema bidimensional,
con Multiescala + FEM/IA
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La informacio´n que entrega la gra´fica 4.9 se complementa con aquella almacenada en las
figuras previas (4.7 y 4.8), en cuanto al comportamiento muy claro de estar realizando ma´s
iteraciones de las necesarias para tener una respuesta definitiva.
La u´ltima ilustracio´n presenta, gracias a una escala logar´ıtmica para ρ, co´mo se aproxima
e´ste al umbral de tolerancia (ρadm esta´ marcado con la l´ınea roja horizontal). En dicha
gra´fica es notable que los 4 casos que corresponden al uso de IA convergen con ma´s rapidez
que los de FEM, y adicionalmente comparten una misma “pendiente ” (considerando la
escala logar´ıtmica), con la que su residuo decrece hasta cumplir el criterio de aceptacio´n.
La lectura de los resultados recientemente mencionados sugieren la necesidad de buscar
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una forma ma´s precisa de fijar ρadm, para que cada simulacio´n compute las iteraciones
estrictamente necesarias para alcanzar la solucio´n nume´rica que satisfaga la formulacio´n
variacional multiescala del problema de valor de frontera. Los resultados indican que el
valor seleccionado para este criterio fue excesivo.
Claramente, el umbral de aceptacio´n del residuo podr´ıa ser calibrado por prueba y error,
pero as´ı no queda garantizado que la definicio´n de ρadm a priori pueda funcionar para
evitar un costo computacional innecesario por un lado, o la estabilizacio´n de una solucio´n
nume´rica definitiva por otro lado cuando el me´todo sea aplicado a un problema nuevo. Por
esta razo´n, el valor de este para´metro debe ser estudiado con ma´s detenimiento para ofrecer
mayor confiabilidad a la hora de aplicar esta te´cnica multiescala.
Finalmente, se destaca que en la ejecucio´n de los experimentos computacionales se dieron
algunos casos cuyo desempen˜o no fue el esperado. La siguiente gra´fica, 4.10, expone
las variaciones del error nume´rico, usando una sola escala fina en el me´todo propuesto
combinado con IA.
Figura 4.10: Convergencia del error para el segundo problema bidimensional; Solucio´n
Multiescala + IA con S=1
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Cabe recordar que los casos que conforman la figura anterior esta´n incluidos en aquellos
que convergieron y tuvieron un error nume´rico muy acorde a los valores obtenidos por el
me´todo cla´sico. Sin embargo, tal error no presenta una tasa de convergencia similar a las
apreciadas en las figuras 4.6,4.4,4.5; su mejora despue´s del refinamiento es muy pobre y es
apenas cercana a la curva Chβ=1 (l´ınea azul).
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Para encontrar el origen de esa pe´rdida de calidad en el comportamiento del error, se
requerir´ıa una inspeccio´n mucho ma´s profunda que la que se esta´ realizando en esta parte
de la tesis, con la que adema´s se logre esclarecer el efecto de otros factores no tenidos
en cuenta aqu´ı, y cua´n considerable puede ser el ruido que e´stos producen en la solucio´n
nume´rica que arroja el me´todo.
4.3. Costo computacional
El nu´mero de operaciones con variables de punto flotante (FLOPS ) que debe calcular el
procesador en la ejecucio´n de un algoritmo es una medida del costo computacional asociado
al me´todo implementado [32]. Los ana´lisis desarrollados para estimar el orden de magnitud
de la cantidad de ese tipo de operaciones se suelen llamar de complejidad computacional
[8, 18], y su importancia radica en poder conocer la viabilidad de la utilizacio´n de cierto
me´todo nume´rico en relacio´n a los recursos f´ısicos disponibles [30].
El costo computacional tambie´n se asocia comu´nmente con el aspecto de la ocupacio´n de
memoria del computador [55], pero este tema no sera´ estudiado por ahora, con el objetivo de
concentrarse en el conteo de nu´mero de operaciones, que esta´ ma´s directamente relacionado
con el tiempo de co´mputo [8].
De manera ana´loga a co´mo se hizo para el error de aproximacio´n, a continuacio´n se lista los
para´metros cuyo valor afecta la complejidad computacional del me´todo nume´rico propuesto.
Tambie´n vale la pena an˜adir en este punto, que la ejecucio´n del programa es de forma serial,
lo que quiere decir que todos los procesos del algoritmo se realizan de secuencialmente,
y en ningu´n momento el programa procede a ejecutar dos procesos simulta´neamente.
La realizacio´n de varios procesos simulta´neamente responde a un programa de ejecucio´n
paralela, lo cual no se ha incorporado al nuevo me´todo durante el desarrollo de esta tesis,
pero se vislumbra como una buena alternativa para contribuir a la eficiencia de co´mputo
de dicho me´todo.
4.3.1. Factores para el ana´lisis del costo computacional
Se hace posible distinguir entre el nu´mero de operaciones total del me´todo, y el que se
necesita en cada una de las iteraciones del sistema multiescala. Esta diferenciacio´n tiene en
cuenta el hecho de que cada iteracio´n tiene un costo constante para las tareas de integracio´n
y ensamble, y otro componente variable para la tarea de solucio´n del sistema de ecuaciones.
Estas dos cantidades sera´n trabajadas por separado, y su suma sera´ necesaria solo en el
momento de determinar el costo global del nuevo me´todo.
Se presenta enseguida los factores que tienen efecto en la cantidad de FLOPS por
iteracio´n requerida por el co´digo computacional (componente constante), con la respectiva
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descripcio´n de la relacio´n entre ellos y la complejidad del nuevo esquema nume´rico. Los ı´tems
identificados coinciden en su mayor´ıa con aquellos nombrados en el caso de la norma del
error, pero se destaca la independencia del costo computacional por iteracio´n con respecto
a α, al grado de continuidad de las funciones base, y al residuo admisible ρadm.
1. Informacio´n del problema:
De los cuatro aspectos correspondientes a la naturaleza del problema, principalmente
dos de ellos influyen en el costo computacional.
Funcio´n de carga o de fuente f : La evaluacio´n de esta funcio´n requerira´ una
cantidad determinada de FLOPS, dependiendo de su fo´rmula
Condiciones de frontera g , h : Las funciones prescritas en la frontera conllevan
un nu´mero de operaciones que var´ıa segu´n la fo´rmula de las mismas.
2. Taman˜o caracter´ıstico de la malla gruesa h0:
Debido a la cantidad de elementos presentes en la escala 0, el taman˜o de esta malla
afecta la dimensio´n del sistema de ecuaciones por solucionar. Este para´metro tambie´n
esta´ relacionado con la geometr´ıa del dominio del problema porque dependiendo de
cua´l sea e´sta, se puede determinar el nu´mero mı´nimo de elementos necesario para su
representacio´n parame´trica.
3. Nu´mero de elementos por subdominio en las escalas finas nsds :
Este nu´mero incide en el taman˜o de los problemas locales.
4. Nu´mero de escalas finas S:
Determina, junto con el factor anterior, la cantidad de problemas locales del sistema
multiescala.
5. Tipo de funciones base:
Tipo de polinomio base: las funciones de Lagrange o Bernstein tienen una
complejidad de co´mputo preestablecida, la cual contribuira´ al nu´mero total de
FLOPS.
Grado polinomial de las funciones base p, q: el nu´mero de grados de libertad
por elemento es igual a (p + 1)(q + 1), y por consiguiente este es un factor de
mucho peso en el esfuerzo computacional del me´todo nume´rico.
Grado de continuidad en las interfaces elementales C0 o´ Cp−mult: Esta
propiedad es u´til para determinar el nu´mero total de inco´gnitas, en el sistema de
ecuaciones de cada problema local (o global). Una mayor continuidad conduce a
un menor taman˜o del sistema.
Puntos de cuadratura para la integracio´n nume´rica: la cantidad de
posiciones para la cuadratura determina el nu´mero de veces que debe evaluarse
las funciones de forma y sus derivadas cuando se esta´ calculando los vectores y
matrices elementales.
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6. Formulacio´n con traza variable o fija en las interfaces φˆ:
Con esta variable se establece cua´ntos y cua´les son los te´rminos que posee la
formulacio´n discretizada del problema. En las ecuaciones (3.2.76) y (3.2.77) se aprecia
notoriamente que hay un nu´mero diferente de te´rminos en LHS y RHS, adema´s de
que varios de ellos contienen distintos operadores, significando esto una complejidad
diferente para cada formulacio´n.
7. Ca´lculo del residuo entre iteraciones ρ:
Aunque es un proceso relativamente econo´mico, debe realizarse en cada iteracio´n del
sistema por medio de su definicio´n (3.3.82).
En materia de complejidad computacional, uno de los elementos del me´todo que ma´s peso
tiene es el solver seleccionado [18]. Para estudiar la complejidad derivada del solver utilizado
se debe considerar dos variables:
Tipo de solver :
La seleccio´n de CG o GMRES implica el uso de una te´cnica alebraica distinta en
su estructura, y con aplicaciones diferentes. CG se usa para sistemas sime´tricos y
definidos positivos [47], mientras que GMRES es u´til para sistemas ma´s generales [8].
Tal distincio´n se refleja tambie´n en el costo de su implementacio´n.
Tolerancia en el solver rsol:
Indistintamente de cua´l es el solver, e´ste requiere un valor de residuo aceptable, de
forma que su magnitud tendra´ influencia sobre el nu´mero de iteraciones a ejecutar para
arrojar una solucio´n al sistema de ecuaciones (estas iteraciones son independientes de
aquellas del sistema multiescala como tal).
Para completar la sumatoria de FLOPS y conocer el costo global del esquema nume´rico, se
adicionan los dos siguientes componentes:
Preprocesamiento del problema:
Son las tareas iniciales que se tienen que realizar por el programa, como definicio´n de
mallas finas, arreglos de conectividad, matrices para extraccio´n de Be´zier, etc.
Tolerancia en el residuo entre iteraciones ρadm:
Este nu´mero define la magnitud ma´xima permitida para el residuo entre iteraciones del
sistema multiescala, y as´ı se establece la cantidad de repeticiones del ciclo V disen˜ado.
Con base en todas las variables anteriores, se formula una serie de experimentos nume´ricos,
para conocer la sensibilidad de la respuesta del me´todo a las diversas combinaciones de
valores de los factores de error y costo que se han reconocido.
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4.3.2. Resultados de complejidad computacional para un problema bidi-
mensional
Las series de experimentos con las cuales se trabaja el ana´lisis de resultados enfocado en
el costo computacional coinciden con las definidas previamente, en el contexto de error
nume´rico, y listadas en las tablas 4.1, 4.2 y 4.3. La totalidad de resultados de costo
computacional se concentrara´n en el Ape´ndice A.
Se ha seleccionado los datos de FLOPS para el segundo problema bidimensional. La
formulacio´n multiescala, para estos casos, fue combinada solamente con IA. Como para´metro
de comparacio´n se determino´ un nu´mero de elementos en su escala ma´s fina, de forma que
pueda evaluarse el desempen˜o del me´todo con diferente nu´mero de escalas y subdominios,
siempre que coincidan en dicho nivel de refinamiento. En las figuras 4.11-4.13 se incluyen los
resultados de unas variables contadoras introducidas al algoritmo con el propo´sito exclusivo
de medir la complejidad de cada solucio´n; las mallas finas de estos grupos de simulaciones
contienen 64, 256 y 4096 elementos respectivamente.
Las variables incluidas en los siguientes diagramas son:
FLOPS SOLVER: Cantidad de FLOPS necesarios para resolver todos los sistemas
lineales involucrados en una iteracio´n del sistema.
FLOPS INTEGR.: Cantidad de FLOPS requeridos en todos los procesos de inte-
gracio´n y ensamble de los vectores y matrices de cada subdominio en una iteracio´n
del sistema.
FLOPS PREPROC.: Cantidad de FLOPS realizadas en los procesos previos al ca´lculo
de los sistemas lineales (refinamientos, definicio´n de matrices de Be´zier, etc.).
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Figura 4.11: Nu´mero de FLOPS en cada proceso para el segundo problema 2D con una malla
de 64 elementos en la escala S
Figura 4.12: Nu´mero de FLOPS en cada proceso para el segundo problema 2D con una malla
de 256 elementos en la escala S
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Figura 4.13: Nu´mero de FLOPS en cada proceso para el segundo problema 2D con una malla
de 4096 elementos en la escala S
En los gra´ficos de las figuras 4.11-4.13 se logra efectuar diversas observaciones. La primera
de ellas tiene que ver con la gran proporcio´n que corresponde a los FLOPS de integracio´n
y ensamble cuando las mallas son relativamente pequen˜as (64, 256 elementos).
En segundo lugar, se nota que el valor de α no afecta de manera perceptible el costo
computacional de la integracio´n y el ensamble en una iteracio´n, as´ı como tampoco provoca
variaciones en los FLOPS del preprocesamiento. Sin embargo, el costo de ejecucio´n del
solver s´ı tiene una variacio´n en funcio´n del nivel del factor α, y este hecho es ma´s visible
en la malla ma´s fina (4096 elementos).
Un tercer comentario sobre estos resultados trata sobre la relacio´n del taman˜o de malla
con la reduccio´n dra´stica de complejidad computacional por iteracio´n en el proceso del
solver. Cuanto ma´s fina es la malla del problema, el costo para el solver por iteracio´n con
la formulacio´n multiescala es proporcionalmente mucho menor al costo correspondiente a la
solucio´n con el esquema t´ıpico de Galerkin.
Sin embargo, ocurre una variacio´n inversa cuando se trata del costo de integracio´n y
ensamble por iteracio´n, porque todos los subdominios del sistema multiescala aportan su
complejidad a este subproceso, y as´ı supera ampliamente a la cantidad de operaciones que
para este fin se necesita en un dominio u´nico, como en Galerkin cla´sico.
Ahora, para las tres mismas situaciones se ha resuelto reunir las operaciones de punto
flotante de todas las iteraciones en un solo valor, FLOPS TOTAL, para comparar en
te´rminos absolutos la complejidad de la te´cnica multiescala y la de la formulacio´n cla´sica
(ver figuras 4.14-4.16).
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Figura 4.14: Nu´mero total de FLOPS para el segundo problema 2D con una malla de 64
elementos en la escala S
Figura 4.15: Nu´mero total de FLOPS para el segundo problema 2D con una malla de 256
elementos en la escala S
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Figura 4.16: Nu´mero total de FLOPS para el segundo problema 2D con una malla de 4096
elementos en la escala S
Finalmente, se extrae de las u´ltimas tres gra´ficas que incluso bajo distintas combinaciones
de niveles de sus factores, las simulaciones con el me´todo multiescala conllevan un
costo computacional mucho mayor que el me´todo convencional en las mallas de bajo
refinamiento (64 y 256 elementos, figuras 4.14 y 4.15). A pesar de esta u´ltima observacio´n,
el comportamiento registrado en la u´ltima situacio´n (4096 elementos, figura 4.16) revela
que en mallas ma´s grandes (ma´s refinadas) el costo del sistema multiescala logra tener una
complejidad computacional cercana a la que necesita la formulacio´n Galerkin cla´sica.
Los resultados actuales sugieren la existencia de un mayor potencial de la formulacio´n
multiescala para mallas altamente refinadas, especialmente si se asegura la incorporacio´n
de un criterio de convergencia apropiado para evitar un exceso de iteraciones. La correccio´n
de este aspecto probablemente inducira´ a que, por ejemplo, en el u´ltimo caso referenciado
(figura 4.16), la formulacio´n aqu´ı propuesta ofrezca menores costos que el me´todo IA con
Galerkin convencional.
Capı´tulo5
Conclusiones
5.1. Validacio´n de Hipo´tesis
La comparacio´n entre el error presente en una solucio´n con FEM y con IA fue realizado
en las figuras 4.3 y 4.6. De ellas, y del ana´lisis del que fueron objeto en su momento, se
concluye que, bajo la formulacio´n cla´sica de Galerkin, el error de aproximacio´n en IA es
en general menor que aquel en FEM. Sin embargo, cuando hay una superioridad puntual
entre el error de FEM sobre el de IA, e´sta es de una magnitud pequen˜a y ese mayor error
en IA es compensado por el hecho de corresponder a un sistema lineal con menos grados de
libertad que FEM. La hipo´tesis No. 1 es as´ı validada.
El error de aproximacio´n tiene un comportamiento au´n poco detallado, pues, tal como se
postulo´ cuando se hizo el disen˜o de las series de experimentos, hay una gran cantidad de
factores que afectan la respuesta del me´todo nume´rico, y puede haber incluso ma´s variables
que provocan un efecto desconocido en la solucio´n generada por el algoritmo. La presencia
de un me´todo iterativo, y de una gran cantidad de te´rminos variacionales a incluir en
el procesamiento de cada problema local, as´ı como la imposicio´n de trazas nume´ricas que
surgen de dos suposiciones muy fuertes, inciden en el error nume´rico provocando, en s´ıntesis,
un mayor ruido en la solucio´n global, lo cual se traduce en un mayor valor de la norma de
error. Lo anterior impide la validacio´n de la proposicio´n que constituye la segunda hipo´tesis
postulada en el planteamiento del problema.
Las observaciones efectuadas en la u´ltima seccio´n del cuerpo de la tesis llevan a la conclusio´n
de que el potencial del me´todo formulado reposa mayormente sobre el campo de la
complejidad computacional. Los datos interpretados en ese momento suger´ıan la notable
ventaja que otorgaba el esquema multiescala cuando las mallas comprend´ıan un gran nu´mero
de elementos, pero en te´rminos de de FLOPS por iteracio´n y no de FLOPS totales. Por
lo tanto, teniendo en cuenta la idea planteada en la tercera hipo´tesis de este proyecto, se
deduce que e´sta ha sido validada, bajo la condicio´n de que los sistemas a comparar requieren
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un nivel alto de refinamiento.
Con respecto al conteo global de operaciones de punto flotante, la efectiva validacio´n de
la hipo´tesis restante va ligada a las direcciones que debe emprender el trabajo alrededor
de este me´todo a futuro. Por supuesto, cabe aqu´ı replicar las conclusiones alcanzadas
cuando se analizo´ el conteo total de FLOPS y la tendencia de estabilizacio´n del residuo
entre iteraciones. Al cerrar dichos temas quedo´ claro que es de suma importancia para los
desarrollos futuros del me´todo formulado, la implementacio´n de un criterio de convergencia
que evite el co´mputo excesivo de ciclos del sistema multiescala. La consecucio´n de ese
instrumento permitira´ de forma directa la reduccio´n de las operaciones que necesita procesar
el computador, y as´ı sera´ factible igualar o superar el desempen˜o computacional de la
formulacio´n convencional de IA y FEM.
5.2. Aportes
Fue posible escribir un co´digo computacional original para realizar simulaciones de
problemas f´ısicos modelados por la ecuacio´n de Poisson, de 1 y 2 dimensiones espaciales, y
usando como funciones base tanto polinomios de Lagrange como splines de varios grados
polinomiales.
Es el primer co´digo computacional de Ana´lisis Isogeome´trico escrito en C++ que se haya
desarrollado en un proyecto de la Universidad Nacional de Colombia.
Rutinas originales de graficacio´n en MATLAB para la visualizacio´n de resultados de Ana´lisis
Isogeome´trico unidimensional y bidimensional.
La publicacio´n de un art´ıculo de investigacio´n, consignando los principales resultados de
esta tesis (en desarrollo).
5.3. Trabajo futuro
Como paso a seguir de inmediato se encuentra la adaptacio´n del me´todo formulado a un
problema de autovalores. La idea de efectuar es ampliar el rango de problemas de meca´nica
aplicada que puedan ser resueltos con este me´todo. Adema´s, la implementacio´n actual del
esquema multiescala + IA/FEM posee contiene todas las rutinas y los procesos necesarios
para realizar ese ana´lisis. Simplemente se requiere hacer el procesamiento de los nuevos
datos para posteriormente hacer su validacio´n.
Se observo´ que el paso ma´s costoso en cada iteracio´n es el que incluye la integracio´n y el
ensamble de las matrices de cada problema local. Se propone buscar una estrategia que
reduzca esta exigencia de co´mputo, mediante una te´cnica de manejo de memoria o de
seleccio´n ma´s adecuada de esquemas de cuadratura. Actualmente, ya hay un me´todo de
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integracio´n nume´rica apropiado para IA [36], y sustituir con e´ste el me´todo usado en la
tesis, que es el t´ıpico para FEM.
El costo del procesamiento computacional de integracio´n y ensamble, as´ı como el del
solver, corresponde a un proceso que puede ser paralelizado sin mayor complejidad. Esta
tarea tendr´ıa el beneficio de resolver mu´ltiples problemas locales simulta´neamente en un
computador con varios procesadores, y de esta manera se reducir´ıa el tiempo de co´mputo
en que incurrir´ıa la resolucio´n de problemas con mallas altamente refinadas.
Existe una opcio´n de trabajo futuro en la profundizacio´n en fo´rmulas de traza nume´rica en
las interfaces. Las alternativas actuales ayudaron a la implementacio´n inicial del esquema
multiescala, pero se podr´ıa optimizar esta variable con una mayor dedicacio´n a su definicio´n.
El comportamiento de la estabilizacio´n de la respuesta, desde el punto de vista del residuo,
fue uno de los resultados ma´s interesantes del proyecto. Para avanzar en este frente se
deber´ıa trabajar en la prueba de ma´s esquemas de secuencia de escalas, alternando el ciclo
V que se uso´ en todo el proyecto hasta ahora, teniendo en mente tambie´n el aspecto de los
FLOPS que se requieren por iteracio´n y en te´rminos absolutos.
Profundizar en la implementacio´n de problemas con Ana´lisis Isogeome´trico, porque dos de
los resultados de esta tesis fueron favorables para e´ste en comparacio´n con FEM cla´sico.
Las posibilidades incluyen trabajar en una interfaz CAD-IA y en otras funciones base como
los T-splines, sobre los cuales hay mucha investigacio´n en curso dentro de la comunidad
acade´mica [3, 20, 45, 46].
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Se efectuo´ a lo largo de la tesis un ana´lisis teo´rico y pra´ctico de varios me´todos para resolver
la ecuacio´n de Poisson. La definicio´n de las te´cnicas usadas para ejecutar las simulaciones
tuvo criterios de origen matema´tico y computacional, puesto que se noto´ la importancia de
la interaccio´n entre el campo teo´rico (de las ecuaciones diferenciales parciales y el ana´lisis
nume´rico), y el lado pra´ctico de la factibilidad de implementacio´n de cierto proceso o funcio´n
en un computador.
Gracias al disen˜o de experimentos se planteo´ una serie de simulaciones que ten´ıan como
propo´sito detectar el efecto de cada factor en el error y el costo computacional. Algunos
niveles de los factores fueron definidos por prueba y error, como el valor de α, cuyos niveles
se fijaron en un intervalo que t´ıpicamente converg´ıa en soluciones con un bajo error y pocas
iteraciones. La seleccio´n de los niveles de otros factores tuvo consideraciones pra´cticas,
como el taman˜o de las mallas, ya que se utilizo´ cantidades que pudieran entregar resultados
ra´pidos cuando fueran ejecutados en un computador personal.
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A lo largo de todo el documento se hizo continua referencia a la comparacio´n que se deseaba
hacer entre los resultados de FEM cla´sico y de IA. En varios casos, como los problemas de
ejemplo del cap´ıtulo 3 y en el ana´lisis de convergencia del residuo en el cap´ıtulo 4, se
revelo´ una superioridad en los atributos de la solucio´n de IA.
Al final de la tesis, se observo´ una potencialidad del me´todo que se planteo´ en este proyecto,
de forma que el trabajo futuro tiene como sustento este hallazgo. Haber propuesto un tema
que no se hab´ıa elaborado en investigaciones previas en la Institucio´n, tuvo una consecuencia
muy provechosa para la diversificacio´n del a´rea de accio´n de la ingenier´ıa y la ciencia en el
pa´ıs, as´ı se trate de me´todos computacionales que no tienen por el momento una demanda
social o industrial significativa en Colombia. La posibilidad de discutir y optimizar el trabajo
desarrollado en este tiempo, refuerza la pertinencia de la investigacio´n realizada en la tesis de
maestr´ıa, y abre nuevos caminos de trabajo para la comunidad acade´mica de la Universidad
Nacional de Colombia.
Ape´ndiceA
Compendio de Resultados
A.1. Ejemplos del Cap´ıtulo 3
A.1.1. Caso 1D
Tabla A.1: Valores nodales de la solucio´n con funciones de FEM cla´sico, del problema
unidimensional ejemplo (organizados por escala y subdominio)
s E Vector Solucio´n Multiescala + FEM (dEs )
T
0 1 (0,996595 , 1,25946 , 1,4375 , 1,51934 , 1,50536)
1 1 (0,000227568 , -0,00148096 , -0,000159232 , 0,000258448 , -0,000100506)
1 2 (0,000822311 , 0,000662567 , 0,00122945 , 0,00269252 , 0,00117475)
2 1 (-0,000124518 , -0,000502852 , -0,000167656 , -1,67886×10−5 , -0,000273053)
2 2 (-8,8818×10−5 , -3,71889×10−6 , 1,96889×10−5 , 2,34078×10−5 , 0,000128196)
2 3 (0,0001902 , 0,00013579 , 0,000298707 , 0,000162917 , 0,000407214)
2 4 (0,000694712 , 9,20849×10−5 , 0,000408604 , 0,000969689 , 0,000244992)
Tabla A.2: Variables de control de la solucio´n con funciones de IA, del problema unidimensional
de prueba (organizadas por escala y subdominio)
s E Vector Solucio´n Multiescala + IA (dEs )
T
0 1 (0,995751 , 1,30441 , 1,56922 , 1,50471)
1 1 (0,00676399 , -0,0247174 , 0,0277445 , -0,0170419)
1 2 (0,00766418 , -0,0114084 , 0,0122188 , -0,00144544)
2 1 (0,000325521 , -0,00281279 , 0,00268899 , -0,00187519)
2 2 (-0,00012563 , -7,11902×10−6 , -6,13725×10−5 , 9,13841×10−5)
2 3 (-3,55951×10−6 , 0,000237022 , 0,000182768 , 0,000213454)
2 4 (0,00238617 , -0,00319997 , 0,00357926 , -0,000325521)
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A.1.2. Casos 2D
Tabla A.3: Valores nodales de la solucio´n con funciones de FEM, del primer problema
bidimensional de prueba (organizados por escala y subdominio)
s E Vector Solucio´n Multiescala + FEM (dEs )
T
0 1
 0,991817 , 1,4375 , 1,50818 ,0,995742 , 1,4375 , 1,50426 ,
0,991817 , 1,4375 , 1,50818

1 1

5,58509× 10−5 , −0,00698841 , 0,0 , 0,00698841 , −5,58509× 10−5 ,
1,77459× 10−5 , −0,00472206 , 0,0 , 0,00472206 , −1,77458× 10−5 ,
0,000165122 , −0,00151844 , 0,0 , 0,00151844 , −0,000165122 ,
1,77458× 10−5 , −0,00472206 , 0,0 , 0,00472206 , −1,77458× 10−5 ,
5,58511× 10−5 , −0,00698841 , 0,0 , 0,00698841 , −5,58509× 10−5

2 1

−6,82028× 10−5 , −0,00279606 , 3,89485× 10−5 , −0,00174773 , 0,000327925 ,
−0,000155113 , −0,00252867 , 1,71204× 10−5 , −0,00147912 , 0,000285563 ,
−2,75937× 10−5 , −0,000445414 , 1,03628× 10−5 , −0,000214936 , 4,85464× 10−5 ,
−0,000173801 , −0,00250049 , −9,72465× 10−5 , −0,00116489 , −0,000285248 ,
−7,90146× 10−5 , −0,00277118 , −4,15213× 10−5 , −0,00133541 , −0,000379601

2 2

−0,000327925 , 0,00174773 , −3,89484× 10−5 , 0,00279606 , 6,82028× 10−5 ,
−0,000285563 , 0,00147912 , −1,71204× 10−5 , 0,00252867 , 0,000155113 ,
−4,85464× 10−5 , 0,000214936 , −1,03628× 10−5 , 0,000445414 , 2,75937× 10−5 ,
0,000285247 , 0,00116489 , 9,72465× 10−5 , 0,00250048 , 0,000173801 ,
0,0003796 , 0,00133541 , 4,15213× 10−5 , 0,00277118 , 7,90146× 10−5

2 3

−7,90146× 10−5 , −0,00277118 , −4,15213× 10−5 , −0,00133541 , −0,000379601 ,
−0,000173801 , −0,00250049 , −9,72465× 10−5 , −0,00116489 , −0,000285248 ,
−2,75937× 10−5 , −0,000445414 , 1,03628× 10−5 , −0,000214936 , 4,85464× 10−5 ,
−0,000155113 , −0,00252867 , 1,71204× 10−5 , −0,00147912 , 0,000285563 ,
−6,82028× 10−5 , −0,00279606 , 3,89485× 10−5 , −0,00174773 , 0,000327925

2 4

0,0003796 , 0,00133541 , 4,15213× 10−5 , 0,00277118 , 7,90146× 10−5 ,
0,000285247 , 0,00116489 , 9,72465× 10−5 , 0,00250048 , 0,000173801 ,
−4,85464× 10−5 , 0,000214936 , −1,03628× 10−5 , 0,000445414 , 2,75937× 10−5 ,
−0,000285563 , 0,00147912 , −1,71204× 10−5 , 0,00252867 , 0,000155113 ,
−0,000327925 , 0,00174773 , −3,89484× 10−5 , 0,00279606 , 6,82028× 10−5

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Tabla A.4: Variables de control de la solucio´n con funciones de IA, del primer problema
bidimensional de prueba (organizadas por escala y subdominio)
s E Vector Solucio´n Multiescala + IA (dEs )
T
0 1
 0,990842 , 1,625 , 1,50916 ,1,00162 , 1,625 , 1,49838 ,
0,990842 , 1,625 , 1,50916

1 1

0,000141244 , −0,0165247 , 0,0165247 , −0,000141244 ,
0,00015448 , −0,0145609 , 0,0145609 , −0,00015448 ,
0,00015448 , −0,0145609 , 0,0145609 , −0,00015448 ,
0,000141244 , −0,0165247 , 0,0165247 , −0,000141244

2 1

−0,000423629 , −0,0031125 , 0,00193122 , −0,000326631 ,
−0,000422688 , −0,00310341 , 0,00216662 , −0,000283666 ,
−0,000523949 , −0,00235339 , 0,000345663 , −0,00036871 ,
−0,000513283 , −0,00240794 , 0,000499768 , −0,000460004

2 2

0,000326631 , −0,00193121 , 0,0031125 , 0,00042363 ,
0,000283666 , −0,00216662 , 0,00310341 , 0,000422688 ,
0,00036871 , −0,000345662 , 0,00235339 , 0,000523949 ,
0,000460005 , −0,000499767 , 0,00240794 , 0,000513283

2 3

−0,000513283 , −0,00240794 , 0,000499768 , −0,000460004 ,
−0,000523949 , −0,00235339 , 0,000345663 , −0,00036871 ,
−0,000422688 , −0,00310341 , 0,00216662 , −0,000283666 ,
−0,000423629 , −0,0031125 , 0,00193122 , −0,000326631

2 4

0,000460005 , −0,000499767 , 0,00240794 , 0,000513283 ,
0,00036871 , −0,000345662 , 0,00235339 , 0,000523949 ,
0,000283666 , −0,00216662 , 0,00310341 , 0,000422688 ,
0,000326631 , −0,00193121 , 0,0031125 , 0,00042363

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Tabla A.5: Variables de control de la solucio´n con funciones de IA, del primer problema
bidimensional de prueba (organizadas por escala y subdominio)
s E Vector Solucio´n Multiescala + IA (dEs )
T
0 1
 0,997122 , 1,92385 , 1,50757 ,0,996572 , 1,96271 , 1,50189 ,
0,997122 , 1,92385 , 1,50757

1 1

−0,00267777 , −0,00496757 , −0,00506692 , 0,00782024 , 0,000978347 ,
−0,00556848 , −0,00807916 , 0,000221277 , 0,00117266 , 0,00249858 ,
−0,00556848 , −0,00807916 , 0,000221277 , 0,00117266 , 0,00249858 ,
−0,00267777 , −0,00496757 , −0,00506692 , 0,00782024 , 0,000978347

2 1

−0,000606973 , −0,00158469 , −0,000621546 , −0,00310023 , −0,000669749 ,
−0,000224402 , −0,00368236 , 0,00391187 , 0,00118521 , 0,00149977 ,
−0,00137549 , 0,00233238 , −0,00925458 , −0,0106965 , −0,00465727 ,
−0,0015167 , 0,00313865 , −0,0107954 , −0,0140332 , −0,00572138

2 2

−0,00062521 , −0,00186574 , −0,000608097 , −0,000915042 , −0,000106408 ,
0,00108241 , 0,000954826 , 0,00304493 , 0,000114815 , 0,000619073 ,
−0,00370008 , −0,00720532 , −0,00690731 , −0,00291526 , −0,00139461 ,
−0,00526133 , −0,0114099 , −0,0128279 , −0,00729881 , −0,00307117

2 3

0,000107706 , 0,00110508 , 0,000125329 , 0,00115545 , 0,000407072 ,
−0,000454594 , −0,000188091 , −0,00145051 , 0,00171988 , 0,000270244 ,
0,00109175 , 0,00296608 , 0,00311787 , −0,000141606 , 0,000624089 ,
0,00153784 , 0,004385 , 0,00334762 , −0,000339604 , 0,000654026

2 4

−0,0015167 , 0,00313865 , −0,0107954 , −0,0140332 , −0,00572138 ,
−0,00137549 , 0,00233238 , −0,00925458 , −0,0106965 , −0,00465727 ,
−0,000224402 , −0,00368236 , 0,00391187 , 0,00118521 , 0,00149977 ,
−0,000606973 , −0,00158469 , −0,000621546 , −0,00310023 , −0,000669749

2 5

−0,00526133 , −0,0114099 , −0,0128279 , −0,00729881 , −0,00307117 ,
−0,00370008 , −0,00720532 , −0,00690731 , −0,00291526 , −0,00139461 ,
0,00108241 , 0,000954826 , 0,00304493 , 0,000114815 , 0,000619073 ,
−0,00062521 , −0,00186574 , −0,000608097 , −0,000915042 , −0,000106408

2 6

0,00153784 , 0,004385 , 0,00334762 , −0,000339604 , 0,000654026 ,
0,00109175 , 0,00296608 , 0,00311787 , −0,000141606 , 0,000624089 ,
−0,000454594 , −0,000188091 , −0,00145051 , 0,00171988 , 0,000270244 ,
0,000107706 , 0,00110508 , 0,000125329 , 0,00115545 , 0,000407072

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A.2.1. Caso 1D
Tabla A.6: Resultados de error nume´rico en el caso 1D, Multiescala + FEM
VARIABLES DE ENTRADA RESULTADOS
S nel0 p n
sd
s α n
el
S ‖‖ it
1 2 2 2 10 4 1,47496000 49
2 2 2 2 10 8 1,64587000 47
1 2 2 2 20 4 1,45388000 44
2 2 2 2 20 8 1,69084000 46
1 4 2 2 10 8 0,20378500 44
1 4 2 2 20 8 0,20743500 40
Tabla A.7: Resultados de error nume´rico en el caso 1D, FEM + Galerkin cla´sico
nel0 p ‖‖
4 2 0,03112800
8 2 0,00407984
32 2 0,00006454
64 2 0,00000807
Tabla A.8: Resultados de error nume´rico en el caso 1D, Multiescala + IA
VARIABLES DE ENTRADA RESULTADOS
S nel0 p n
sd
s α n
el
S ‖‖ it
1 2 2 2 10 4 0,871831 9
2 2 2 2 10 8 1,030790 15
1 2 2 2 20 4 0,801506 9
2 2 2 2 20 8 1,357900 19
1 4 2 2 10 8 0,115784 9
3 4 2 2 10 32 0,144429 10
2 4 2 4 10 64 0,061915 6
1 4 2 2 20 8 0,108418 8
3 4 2 2 20 32 0,667497 37
2 4 2 4 20 64 0,061599 6
2 4 3 4 10 64 0,086163 13
2 4 3 4 20 64 0,052270 12
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Tabla A.9: Resultados de error nume´rico en el caso 1D, IA + Galerkin cla´sico
nel0 p ‖‖
4 2 0,058598
4 3 0,015588
8 2 0,005085
8 3 0,000684
8 4 0,000107
32 2 0,000066
32 3 0,000003
32 4 0,000003
64 2 0,000008
64 3 0,000001
64 4 0,000003
A.2.2. Casos 2D
Tabla A.10: Resultados de error nume´rico en el primer caso 2D, Multiescala + FEM
VARIABLES DE ENTRADA RESULTADOS
S nel0 p n
sd
s φˆ α n
el
S ‖‖ it
1 4 2 4 0 10 16 0,1565 33
1 4 2 4 0 20 16 0,156536 22
1 4 2 4 φ′ 10 16 0,164221 25
1 4 2 4 φ′ 20 16 0,164337 17
Tabla A.11: Resultados de error nume´rico en el primer caso 2D, FEM + Galerkin cla´sico
nel0 p ‖‖
16 2 0,155098
16 3 0,0920997
16 4 0,618108
64 2 0,15493
256 2 0,154912
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Tabla A.12: Resultados de error nume´rico en el primer caso 2D, Multiescala + IA
VARIABLES DE ENTRADA RESULTADOS
S nel0 p n
sd
s φˆ α n
el
S ‖‖ it
1 4 2 4 0 10 16 0,157443 8
1 4 2 4 0 20 16 0,157204 7
1 4 2 4 φ′ 10 16 0,157398 9
1 4 2 4 φ′ 20 16 0,157184 7
2 4 2 4 0 10 64 0,157575 9
2 4 2 4 0 20 64 0,157382 8
3 4 2 4 0 10 256 0,157544 8
3 4 2 4 0 20 256 0,157118 9
Tabla A.13: Resultados de error nume´rico en el primer caso 2D, IA + Galerkin cla´sico
nel0 p ‖‖
16 2 0,155157
16 3 0,154933
16 4 0,154914
64 2 0,154934
64 3 0,154911
64 4 0,15491
256 2 0,154913
256 3 0,154911
256 4 0,15491
Tabla A.14: Resultados de error nume´rico en el segundo caso 2D, Multiescala + IA
VARIABLES DE ENTRADA RESULTADOS
S nel0 p n
sd
s φˆ α n
el
S ‖‖ it
1 16 2 4 0 10 64 126,11 29
1 16 2 4 0 20 64 84,4134 35
1 16 2 16 0 10 256 83,1212 10
1 16 2 16 0 20 256 83,235 8
1 16 2 16 φ′ 10 256 82,5483 16
1 16 2 16 φ′ 20 256 82,2211 12
2 16 2 4 0 20 256 84,2694 20
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Tabla A.15: Resultados de error nume´rico en el segundo caso 2D, IA + Galerkin cla´sico
nel0 p ‖‖
64 2 82,1481
64 3 82,1592
64 4 82,1592
256 2 82,1585
256 3 82,1592
256 4 82,1592
1024 2 82,159
1024 3 82,159
1024 4 82,1592
4096 2 82,1591
4096 3 82,1591
4096 4 82,1589
Tabla A.16: Resultados de costo computacional en caso 1D, Multiescala + FEM
ENTRADAS RESULTADOS
S nel0 p n
sd
s α n
el
S it PR IT1 ITN S/I TOTAL
1 2 2 2 10 4 49 2003 128241 94436 17159 5503956
2 2 2 2 10 8 47 4191 455811 412832 42336 21440069
1 2 2 2 20 4 44 2003 128241 94436 17301 4952255
2 2 2 2 20 8 46 4191 455811 412832 42584 20996301
1 4 2 2 10 8 44 8236 257025 190220 35551 10008956
1 4 2 2 20 8 40 8236 257025 190220 35670 9110659
Tabla A.17: Resultados de costo computacional en caso 1D, FEM + Galerkin cla´sico
nel0 p PR IT1 SOL TOTAL
4 2 6039 38012 9784 53835
8 2 93821 105368 19568 218757
32 2 25893873 2547008 78272 28519153
64 2 419785569 18661020 156544 438603133
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Tabla A.18: Resultados de costo computacional en caso 1D, Multiescala + IA
ENTRADAS RESULTADOS
S nel0 p n
sd
s α n
el
S it PR IT1 ITN S/I TOTAL
1 2 2 2 10 4 9 3345 140139 103240 16052 1113872
2 2 2 2 10 8 15 7127 498825 452543 40246 7445241
1 2 2 2 20 4 9 3345 140139 103240 16425 1117231
2 2 2 2 20 8 19 7127 498825 452543 40671 9424474
1 4 2 2 10 8 9 12375 280977 207974 31785 2243205
3 4 2 2 10 32 10 35067 2859282 2771636 178608 29625152
2 4 2 4 10 64 6 41215 3225231 2953355 274700 19681424
1 4 2 2 20 8 8 12375 280977 207974 31560 2001651
3 4 2 2 20 32 37 35067 2859282 2771636 188645 109653119
2 4 2 4 20 64 6 41215 3225231 2953355 274700 19681424
2 4 3 4 10 64 13 80145 6654993 6073495 614328 87603341
2 4 3 4 20 64 12 80145 6654993 6073495 611220 80878218
Tabla A.19: Resultados de costo computacional en caso 1D, IA + Galerkin Cla´sico
nel0 p PR IT1 SOL TOTAL
4 2 7800 32382 2442 42624
4 3 20546 67191 4278 92015
8 2 87680 62526 11091 161297
8 3 235070 130695 14378 380143
8 4 505794 235348 18253 759395
32 2 19103856 243390 269443 19616689
32 3 47882822 511719 284927 48679468
32 4 97147170 924916 323165 98395251
64 2 298250160 484542 1705223 300439925
64 3 735439526 1019751 1644090 738103367
64 4 1470750626 1844340 1692564 1474287530
Tabla A.20: Resultados de costo computacional en primer caso 2D, Multiescala + FEM
ENTRADAS RESULTADOS
S nel0 p n
sd
s φˆ α n
el
S it PR IT1 ITN S/I TOTAL
1 4 2 4 0 10 16 33 14687 2393566 1840735 443078 75933351
1 4 2 4 0 20 16 22 14687 2393566 1840735 449381 50950066
1 4 2 4 φ′ 10 16 25 14687 2480458 2111815 448711 64396468
1 4 2 4 φ′ 20 16 17 14687 2480458 2111815 457267 44057720
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Tabla A.21: Resultados de costo computacional en primer caso 2D, FEM + Galerkin Cla´sico
nel0 p PR IT1 SOL TOTAL
16 2 34047 311663 502787 848497
16 3 98375 1448739 1327725 2874839
16 4 224217 4984671 16139359 21348247
64 2 281499 1067687 7244543 8593729
256 2 3537075 3908183 177804791 185250049
Tabla A.22: Resultados de costo computacional en primer caso 2D, Multiescala + IA
VARIABLES DE ENTRADA RESULTADOS
S nel0 p n
sd
s φˆ α n
el
S it PR IT1 ITN S/I TOTAL
1 4 2 4 0 10 16 8 19049 2557858 1966701 358035 19208091
1 4 2 4 0 20 16 7 19049 2557858 1966701 365238 16933780
1 4 2 4 φ′ 10 16 9 19049 2621278 2096097 380598 22834486
1 4 2 4 φ′ 20 16 7 19049 2621278 2096097 371497 17817390
2 4 2 4 0 10 64 9 62505 18598338 17273105 1777355 172841882
2 4 2 4 0 20 64 8 62505 18598338 17273105 1810874 154059567
3 4 2 4 0 10 256 8 236329 105722246 104451253 7643775 898267548
3 4 2 4 0 20 256 9 236329 105722246 104451253 7880552 1012493567
Tabla A.23: Resultados de costo computacional en primer caso 2D, IA + Galerkin cla´sico
nel0 p PR IT1 SOL TOTAL
16 2 39597 330795 35616 406008
16 3 112689 1502067 127865 1742621
16 4 259073 5092867 239771 5591711
64 2 280477 1136511 358017 1775005
64 3 771897 5330787 764503 6867187
64 4 1714401 18464623 1376816 21555840
256 2 2944893 4168071 5762691 12875655
256 3 7704201 19954563 8200507 35859271
256 4 16307361 70012711 12000037 98320109
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Tabla A.24: Resultados de costo computacional en segundo caso 2D, Multiescala + IA
VARIABLES DE ENTRADA RESULTADOS
S nel0 p(= q) n
sd
s φˆ α n
el
S it PR IT1 ITN S/I TOTAL
1 16 2 4 0 10 64 29 109441 10527786 8113479 1492497 281097052
1 16 2 4 0 20 64 35 109441 10527786 8113479 1505352 339182842
1 16 2 16 0 10 256 10 147497 37865738 30022007 5457081 362782113
1 16 2 16 0 20 256 8 147497 37865738 30022007 5492453 292106907
1 16 2 16 φ′ 10 256 16 147497 38741510 31690643 5721494 605792553
1 16 2 16 φ′ 20 256 12 147497 38741510 31690643 5725171 456188137
2 16 2 4 0 20 256 20 283265 75831050 70456787 7045822 1555709700
Tabla A.25: Resultados de costo computacional en segundo caso 2D, IA + Galerkin cla´sico
nel0 p(= q) FLOPS PREPROC. FLOPS INTEGR. FLOPS SOLVER FLOPS TOTAL
64 2 281149 1166991 358017 1806157
64 3 773145 5384995 764503 6922643
64 4 1716481 18549343 1505987 21771811
256 2 2945565 4290087 5976208 13211860
256 3 7705449 20171523 8200507 36077479
256 4 16309441 70351751 14595245 101256437
1024 2 39985629 16399959 136946747 193332335
1024 3 100753161 77935555 132639369 311328085
1024 4 205780033 273683671 188906312 668370016
Bibliograf´ıa
[1] AURICCHIO, F.; BEIRA˜O DA VEIGA, L.; HUGHES, T.J.R.; REALI, A.;
SANGALLI, G. Isogeometric Collocation Methods. Mathematical Models and Methods
in Applied Sciences 20-11 (2010) 2075-2107
[2] AXLER, Sheldon. Linear Algebra Done Right, Second Edition. Springer-Verlag, 1997
[3] BAZILEVS, Yuri; CALO, Victor M.; COTTRELL, John A.; EVANS John
A.;HUGHES, Thomas .J.R; LIPTON, Scott, SCOTT Michael A. SEDERBERG,
Thomas W. Isogeometric Analysis using T-splines. Computer Methods in Applied
Mechanics and Engineering 199, pag. 229-263. Elsevier, 2009.
[4] BAZILEVS, Y.; CALO, V. M.; ZHANG, Y.; HUGHES, T. J. R. Isogeometric
Fluid - Structure Interaction Analysis with Applications to Arterial Blood Flow.
Computational Mechanics 38, 4-5 (2006) 310-322
[5] BAZILEVS, Yuri; HUGHES, Thomas J. R. Weak Imposition of Dirichlet boundary
conditions in fluid mechanics. Computers and Fluids, 36 (2007), 12-26.
[6] BAZILEVS, Y.; MICHLER, C; CALO, V. M.; HUGHES, T. J. R. Turbulence without
Tears: Residual-Based VMS, Weak Boundary Conditions, and Isogeometric Analysis
of Wall-Bounded Flows. ICES Research Report. The University of Texas at Austin,
2008
[7] BORDEN, M. J.; SCOTT, M. A.; EVANS, J. A.; HUGHES, T. J. R. Isogeometric
Finite Element Data Structures based on Bezier Extraction of NURBS. International
Journal for Numerical Methods in Engineering n/a. doi: 10.1002/nme.2968 (2010)
[8] BRAESS, Dietrich. Finite Elements: Theory, fast solvers and applications in solid
mechanics. Tercera Edicio´n. Cambridge University Press, 2007
[9] BREZZI, Franco; FORTIN, Michel. Mixed and Hybrid Finite Element Methods.
Springer Series on Computational Mathematics, 15. Springer-Verlag, 1991
126
Bibliograf´ıa 127
[10] BROOKS, A. N.;HUGHES, T. J. R. Streamline Upwind/Petrov-Galerkin cormulations
for convection dominated flows with particular emphasis on the incompressible Navier-
Stokes Equations. Computer Methods in Applied Mechanics and Engineering 32 (1982)
199-259
[11] CALO, V.M. RESIDUAL-BASED MULTISCALE TURBULENCE MODELING:
FINITE VOLUME SIMULATIONS OF BYPASS TRANSITION. PhD Dissertation.
Stanford University, 2004
[12] CALO, V.M; GO´MEZ, H.; BAZILEVS, Y.;JOHNSON, G. P.; HUGHES, T.J.R.
Simulation of engineering applications using isogeometric analysis. In TeraGrid08, 2008.
[13] CIARLET, Philippe G. Numerical Analysis of the Finite Element Method. Les presses
de L’Universite´ de Montre´al, 1976
[14] CODINA, Ramo´n; PRINCIPE, Javier; BAIGES, Joan. Subscales on the element
boundaries in the variational two-scale finite element method. Computer methods in
applied mechanics and engineering, 198 (2009) 838-852.
[15] COCKBURN, Bernado; KARDIANAKIS, George, E.; SHU, Chi-Wang. The
development of Discontinuous Galerkin Methods. UMSI Research Report, 1999
[16] COTTREL, J. Austin; HUGHES, Thomas J. R.; BAZILEVS, Yuri. Isogeometric
Analysis: Toward Unification of CAD and FEA. Wiley, 2009
[17] COTTREL, J. Austin; HUGHES, Thomas J. R.; REALI, A. Studies of refinement
and continuity in isogeometric structural analysis. Computer Methods in Applied
Mechanics and Engineering. 196, Issues 41-44, (2007), 4160-4183
[18] DEMKOWICZ, Leszek. Computing with hp-ADAPTIVE FINITE ELEMENTS Vol.
1. Chapman & Hill/CRC. 2007
[19] DONEA, Jean; HUERTA, Antonio. Finite Element Methods for Flow Problems. Wiley,
2003
[20] DO¨RFEL, M. R.; JU¨TTLER, B.; SIMEON, Adaptive isogeometric analysis by local h-
refinement with T-splines. Computer Methods in Applied Mechanics and Engineering
199, Issues 5-8 (2010) 264-275
[21] E, Weinan; LI, Xiantao; VANDEN-EIJNDEN, Eric. Some recent progress in multiscale
modeling. Multiscale Modeling and Simulation. Springer Verlag, 2004.
[22] EFENDIEV, Yalchin; HOU, Thomas Y. Multiscale Finite Element Methods, Theory
and applications. Springer, 2009.
[23] ENGQUIST, Bjorn; LO¨TSTEDT, Per; RUNBORG, Olof. Multiscale Methods in
Science and Engineering. Springer, 2005.
Bibliograf´ıa 128
[24] EVANS, G.; BLACKLEDGE, J.; YARDLEY, P. Analytic Methods for Partial
Differential Equations. Springer-Verlag, 2000
[25] FARIN, G.; HOSCHECK, J.; KIM. M.-S. (Editores). Handbook of computer aided
geometric design. Elsevier Science, 2002
[26] FARLOW, Stanley J. Partial Differential Equations for Scientists and Engineers. 2nd
Ed. Dover, 1993
[27] GLOWINSKI, Roland; NEITTAANMA¨KI, Pekka (Editores). Partial Differential
Equations: Modeling and Numerical Simulation. Springer, 2008
[28] GO´MEZ, H.; CALO, V.M; BAZILEVS, Y.; HUGHES, T.J.R. Isogeometric Analysis
of the Cahn-Hilliard phase field model. Computer Methods in Applied Mechanics and
engineering 197, Issues 49-50 (2008) 4333-4352
[29] GOODMAN, Jacob E.; O’ROURKE, Joseph (editores). Handbook of Discrete and
Computational Geometry. CRC Press, 1997.
[30] HOFFMAN, Joe D. Numerical Methods for Engineers and Scientists. Segunda Edicio´n.
Marcel Dekker, 2001
[31] HO-LE, K. Finite element mesh generation methods: a review and classification.
Computer-aided design 20-1 (1988) 27-38
[32] HUGHES, Thomas J. R. The Finite Element Method: Linear Static and Dynamic
Finite Element Analysis. Dover, 2000.
[33] HUGHES, Thomas J. R. Multiscale phenomena: Green’s functions, the Dirichlet-to-
Neumann formulation, subgrid scale models, bubbles and the origins of stabilized
methods. Computer methods in applied mechanics and engineering, 127 (1995) 387-401.
[34] HUGHES, Thomas J. R.; COTTREL, J. Austin; BAZILEVS, Yuri T.J.R. Isogeometric
Analysis: CAD, finite elements, NURBS, exact geometry and mesh refinement.
Computer Methods in Applied Mechanics and Engineering, 89:141-219, 2004.
[35] HUGHES, Thomas J. R; REALI, A.; SANGALI, G. Duality and Unified Analysis of
Discrete Approximations in Structural Dynamics and Wave Propagation: Comparison
of p-method Finite Elements with k-method NURBS. Computer methods in applied
mechanics and engineering, 197 (2008) 4104-4124.
[36] HUGHES, Thomas J. R; REALI, A.; SANGALI, G. Efficient quadrature for
NURBS-based isogeometric analysis. Computer Methods in Applied Mechanics and
Engineering. 199, Issues 5-8 (2010) 301-313
Bibliograf´ıa 129
[37] HUGHES, Thomas J. R.; SCOVAZZI, Guglielmo; BACHEV, Pavel B.; BUFFA,
Annalisa. A multiscale discontinuous Galerkin method with the computational
structure of a continuous Galerkin method. Computer Methods in Applied Mechanics
and Engineering 195 (2006) 2761-2787
[38] INCROPERA, Frank P.; DEWITT, David P.; BERGMAN, Theodore L.; LAVINE,
Adrienne S. Fundamentals of Heat and Mass Transfer. 6th Ed. Wiley, 2006
[39] JU, Lili. Restarted GMRES solver for sparse linear systems.
http://people.sc.fsu.edu/˜jburkardt/c src/mgmres/mgmres.html
[40] KUEHL, Robert O. Disen˜o de Experimentos. Segunda Edicio´n. Thomson Learning,
2001
[41] LI, Ben Q. Discontinuous Finite Elements in Fluid Mechanics and Heat Transfer.
Springer-Verlag, 2006
[42] MONTGOMERY, Douglas C. Design and Analysis of Experiments. 5th Edition. Wiley,
2001
[43] ON˜ATE, Eugenio. Structural Analysis with the Finite Element Method Linear Statics,
Vol. 1. Basis and Solids. CIMNE & Springer, 2009.
[44] PIEGL, Les A.; TILLER, Wayne. The NURBS book. Segunda Edicio´n, Springer, 1997.
[45] SCOTT, M. A.; BORDEN, M. J.; VERHOOSEL, C. V.; SEDERBERG, T. W.;
HUGHES, T. J. R. Isogeometric Finite Element Data Structures based on Bezier
Extraction of T-splines. ICES Research Report. The University of Texas at Austin,
2010
[46] SEDERBERG, Thomas W.; ZHENG, Jianmin; BAKENOV, Almaz; NASRI, Ahmad.
T-splines and T-NURCCs. ACM Transactions on Graphics 22-3, 2003
[47] SHEWCHUK, J. An introduction to the conjugate gradient method without
the agonizing pain. 2003. http://www.cs.cmu.edu/q˜uake-papers/painless-conjugate-
gradient.pdf
[48] SHU, Chi-Wang. Discontinuous Galerkin Methods: General Approach and Stability.
Brown University Scientific Computing Group Research Report, 2008
[49] SOLI´N, Pavel; SEGETH, Karel; DOLEZEL, Ivo. Higher-order Finite Element
Methods. Chapman & Hall/CRC, 2004
[50] STAKGOLD, Ivar. Boundary value problems of mathematical physics. Vol 1 & 2.
SIAM, 2000.
[51] STEIN, Erwin; DE BORST, Rene´; HUGHES, Thomas J. R. (Editores). Encyclopedia
of Computational Mechanics, Volume 1, Fundamentals. Wiley, 2004.
Bibliograf´ıa 130
[52] STEIN, Erwin; DE BORST, Rene´; HUGHES, Thomas J. R. (Editores). Encyclopedia
of Computational Mechanics, Volume 2, Solids and Structures. Wiley, 2004.
[53] STEIN, Erwin; DE BORST, Rene´; HUGHES, Thomas J. R. (Editores). Encyclopedia
of Computational Mechanics, Volume 3, Fluids. Wiley, 2004.
[54] STEINHAUSER, Martin Oliver. Computational multiscale modeling of fluids and
solids: theory and applications. Springer, 2008.
[55] STRANG, Gilbert. FIX, George J. An Analysis of the Finite Element Method. Prentice
Hall, 1973.
[56] SZABO´, Barna; BABUSKA, Ivo. Finite Element Analysis. Wiley, 1991
[57] TAKAHASHI, Alonso. A´lgebra Lineal. Unibiblos, 2002
[58] WAHLBIN, Lars B. Superconvergence in Galerkin Finite Element Methods (Lecture
Notes in Mathematics; 1605). Springer-Verlag, 1995
[59] WESSELING, Pieter. An Introduction to Multigrid Methods. Wiley, 1992
[60] ZIENKIEWICZ, O. C.; TAYLOR, R. L.; El Me´todo de los Elementos Finitos, Volumen
1, Formulacio´n Ba´sica y Problemas Lineales. Cuarta Edicio´n. McGraw-Hill, 1994.
