Abstract. In this paper we are interested in two problems stated in the book of Erdős and Graham. The first problem was stated by Erdős and Straus in the following way: Let n ∈ N + be fixed. Does there exist a positive integer k such that
Introduction
There is a lot of papers devoted to the divisibility of binomial coefficients by integers or by polynomial expressions involving integers. One of the well known unsolved problem of this type is the question whether there exists infinitely many integers n such that the central binomial coefficient 2n n is coprime with the integer 105 or more generally with given product of three different primes. It seems that the first place where this problem was posed is a very interesting book of Erdős and Graham [1, p. 71] . Although very interesting we do not have any new results related to this problem. However, in this paper we consider some other problems which were stated in the cited book. They are related to the divisibility of binomial coefficients by products of consecutive integers. The first problem we are interested in is the following [1, p. 75] : Question 1.1 (Erdős, Straus). Let n ∈ N + be fixed. Does there exist a positive integer k such that
The second problem is the following [1, p. 76 ].
Question 1.2 (Erdős, Graham).
Can one show that for every nonnegative integer n there is an integer k such that
It seems that those questions were not studied before in the literature. However, they are certainly interesting and nontrivial. In fact these questions are difficult and we were unable to solve it for all n. In the Section 2 we study the Question 1.1. We show that for n = 1, 2 there are infinitely many k which satisfy the desired property. In fact we will see strong relations between solutions in this cases. Moreover, using equivalent formulation of the Question 1.1, for any given n ≤ 20 we found the k ∈ N + which satisfy the desired divisibility property. We also present some statistics on the number of solutions of this problem for n ≤ 10 and k ≤ 2 26 . We also pose several interesting questions and conjectures related to this problem.
In the section 3 we study the Question 1.2. In particular, in much the same way as in the Section 2, we prove equivalent formulation involving sum of digits functions of this problem and using it we compute for any 0 ≤ n ≤ 8 the smallest k = z n which satisfy the desired conditions. We also give some statistics about this problem for n ≤ 6.
In the last section we pose several related questions and conjectures which are of similar nature to the problems considered in Section 2 and Section 3.
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Some results on Erdős and Straus problem
In this section we study the problem prosed by Erdős and Straus. First of all let us note that this problem is equivalent with the problem of certain binomial coefficient by other binomial coefficient. Indeed, we immediately note that
where C(a, b) = a b as usual denotes binomial coefficient. We thus see that for a given n an integer k is a solution for the Erdős and Straus problem if and only if C(k + n, n) dividies C(2k + n, k). This equivalent condition will be more convenient for computations of solutions for given n. Now let us define the quantity
and the set S n = {k ∈ N + : C(k + n, n) | C(2k + n, k)}.
Before we prove our first result on the problem let us recall that if n ∈ N then ν p (n) = max{k ∈ N : p k |n}. So ν p (n) is the highest power of a prime p that divides n. One of the classical results of Legendre [3] is the following formula
In the formula above s p (m) denotes sum of digits function. More precisely, if
It is easy to see that for any given p (not necessarily prime), the function s p (m) satisfies the following recurrence relation: s p (m) = m for m = 1, 2, . . . , p − 1 and for m ≥ p we write m in the form m = ap + b and then
From the recurrence relation we deduce that the number s p (m) can be computed quickly in O(log p m) steps (in the search of the smallest element of the set S n this property will be very important). We prove the following.
Theorem 2.1. Let n ∈ N + be given. Then there exists an integer k > n such that C(k + n, n)|C(2k + n, k) if and only if for all primes p such that p|
where as usual s p (m) is the sum of digits of integer m written in base m.
Proof. In order to prove our result we note the following equivalence
We thus see that for given n there exist a positive integer k such that C(k + n, n)|C(2k + n, k) if and only if for each prime p such that p|
The above inequality is equivalent with the following one:
Using now the expression for the value of ν p (m!) and simplifying the results we get the inequality displayed in the statement of the theorem.
Using the above equivalent formulation of Erdős and Straus problem we prove the following. (1) The set S 1 is infinite.
In particular the set S 2 is infinite.
Proof.
(1) Let us take a prime number p > 5 such that there exist a prime number q which satisfy condition 3p/2 < q < 2p. From the generalized version of Bertrand postulate the mentioned choice is always possible. Let us put k = pq − 1 and thus k + 1 = pq. We will show that k ∈ S 1 . In order to do this we must show that
This is equivalent with showing that for the primes p, q the inequalities
hold simultaneously. We clearly have the following equalities
and thus 2s p (k + 1) − s p (2k + 1) − 1 = 0. Similarly we have
and we get 2s q (k + 1) − s q (2k + 1) − 1 = 0. We thus see that integers of the form pq − 1, with 3p/2 < q < 2p, are elements of the set S 1 . Because the set of primes is infinite we deduce that S 1 is infinite too.
which finishes the proof of (2).
Remark 2.3. The property S 1 − 1 ⊂ S 2 , where as usual the elements of the set S 1 − 1 are of the form x − 1 for x ∈ S 1 , may suggest that in fact there is an equality. However, this is not true because 18 ∈ S 2 and 19 is not an element of the set S 1 . In fact, as one can see from the Table 2 for k ≤ 2 26 there are exactly 25171 elements which are in S 2 \ (S 1 − 1). However, what is an interesting feature in the considered range that all the elements of the set S 2 \ (S 1 − 1) are even. One can see that this is true in general. Indeed, it is enough to show that if k ∈ S 2 is odd then k + 1 ∈ S 1 . This can be easily seen from the first formulation of the Erdős and Straus problem.
In order to prove our result it is enough to show that we can get rid of 2 in the fraction above (provided that k is odd). This will imply that
We show that equality does not hold provided k is odd. This property gives the result. Using expression for v 2 (m!) we get:
If k is odd, say k = 2m + 1 then we get that
We thus proved:
Using similar reasoning one can prove the following:
Remark 2.6. It is an interesting property that the intersection S 2n−1 ∩ (S 2n − 1) is much bigger then we can expect at first sight. Moreover, it seems that this property also holds for the intersection S 2n ∩ (S 2n−1 + 1). We can thus define the sets A n := S 2n−1 \ (S 2n − 1), B n := S 2n \ (S 2n−1 + 1). In the table below we compute the number of elements which are ≤ 2 23 and lie in A n or B n . Moreover, we also present the smallest elements of these sets for n ≤ 5. 557  1168  987  3 275  984  127  19500  4 15  45144  41  45144  5 3 4782518 5 598665 Table 1 Using the characterization presented in the Theorem 2.1 we can give some "negative" results on our problem. More precisely, we have the following. Theorem 2.7. For each n ∈ N + the set N \ S n is infinite.
Proof. Out theorem will be proved if we can find infinitely many integers k such that for some prime number p which divide n i=1 (k + i) we will have 2s p (k + n) − s p (n) − s p (2k + n) < 0. Let us fix n ≥ 1. In order to show that the inequality 2s p (k + n) − s p (2k + n) − s p (n) < 0 has infinitely many solutions in integers we put k = 2p m − n with m ≥ 2 and p is prime number > n. We have then k + n = 2p m and thus
where in the second equality we use the identity 4p
Because n < p we clearly have s p (n) = n. We thus get that
Because the set of prime numbers is infinite we get the statement of our theorem.
We describe the method which allows us to (relatively) fast computation of the elements of the set S n . First of all we note that brute force search of elements of the set S n , i. e. those integers k with the property C(k + n, n)|C(2k + n, k) is not a good idea because the numbers involved are very large and computation of the binomial coefficients is very time consuming. In our search we adopt the equivalent formulation of our problem given in the Theorem 2.1. In order to use this equivalence we proceed as follows. Let n ∈ N + be fixed. In order to check whether a given k is an element of the set S n we compute the sets where as usual P denotes the set of prime numbers. Thus P j contains prime divisors of the number k + j. Let us put L j (k) := |P j (k)| the cardinality of the set P j (k). Next we define the sets
Let us note that the set T j (k) contains at most L j (k) elements. From the equivalence given in Theorem 2.1 we deduce that for a given k the following equivalence holds:
From theoretical point of view we could just compute the one set T = {p ∈ P : p| n i=1 (k + i)} and got the same type of equivalence. However, even for relatively small k, say k ≥ 10 6 , the computation of the set T is much slower then the computations of the sets T j for j = 1, . . . , n. Indeed, for n ≥ 11 the and k ≥ 10 6 the number n i=1 (k + i) has at least one hundred digits. The described method is quite efficient. For example the check of first 10 6 numbers k for n = 11 took about 2 hours. It is clear that the bigger n is the more time consuming the computations are. This equivalence allow us to compute the numbers k n for n ≤ 16. The number k 15 was found after four days of search on a personal laptop of the author. However, for n = 17 we looked for k ≤ 10 8 and found not solutions and abandon this search. We then switched our sight to the second interesting problem stated in Erdős and Graham book and discovered an interesting connection between Question 1.1 and Question 1.2. We investigate the mentioned problem in the next section. This (conjectural) connection allows us to find the elements of the sets S n for n = 17, 18, 19, 20. Although we expect that the numbers presented in the Table 1 below for n = 17, 18, 19, 20 are exactly the numbers k n we did not check this (these numbers are thus marked with an asterisk). n k n factorization of k n n k n factorization of k n 1 Table 2 With the help of the described method we also computed the values of the function S n (x), where S n (x) = |S n ∩ [1, x]|, at x = 2 i for i = 5, 6, . . . , 26 and n ≤ 10. The results of our calculations are presented in the Table 3 . Based on the presented results it is quite natural to ask the following series of questions: Question 2.8.
(a) What can be said about counting function S n (x)?
(b) Is it true that:
and S 2n (x) > x 2 4n for x > 0? (c) Is it true that S n (2x) 2S n (x)? (d) Is it true that for n ≥ 1 we have lim x→+∞ |S 2n (x) − S 2n−1 (x)| = +∞.
We proved that the set S 1 is infinite and gave a procedure which allows us to compute some elements of this set. However, one can also state the following. Question 2.9. Is it possible to find integer valued and an easily computable function f such that for each m ∈ N + we have f (m) ∈ S 1 ?
We firmly believe that the following is true.
Conjecture 2.10. For each n ∈ N + the set S n is nonempty.
Conjecture 2.11. Suppose that the set S n is nonempty. Then the set S n is infinite.
Even the answer to the weaker question whether there exists any integer n ≥ 3 such that S n is infinite would be very interesting.
Based on the computations presented in the Table 2 we believe that the following is true: Conjecture 2.12. Suppose that the number k 2n−1 exists. Then
From the results presented in Table 2 we see that the above conjecture is true for odd numbers n ≤ 17. Table 3 3
. The problem of Erdős and Graham
In this section we consider the second problem proposed by Erdős and Graham in [1, p. 76 ]. More precisely we ask the following question: Can one show that for every nonnegative integer n there is an integer k such that
We define the following quantities:
From the formulation of the problem we see that for each n ∈ N we have Z n+1 ⊂ Z n and thus
As in the previous case this problem can be reduced to the question about sum of digits functions. Indeed, using exactly the same reasoning as in the previous section we get the following. This characterization is useful in numerical search for the smallest element of the set Z n for given n. This search was conducted for n ≤ 9 and k ≤ 2 30 . The results are presented in the Table 4 . We also computed the number of elements of the set Z n for n ≤ 6 and l ≤ 2 26 . Results of these computations are presented in the Table 5 . Proof. Let us take k ∈ S 1 . Then k + 1|C(2k + 1, k) and thus
is an integer which proves that k + 1|C(2(k + 1), k + 1) and k + 1 ∈ Z 0 .
From the above theorem we get an interesting corollary.
Corollary 3.3. Let C k be a k-th Catalan number, i. e. C k = (k + 1) −1 C(2k, k). The congruence C k ≡ 0 (mod k) has infinitely many solutions in integers.
Using similar method as in the proof in the Theorem 2.7 we prove the following. Theorem 3.4. For any n ∈ N the set N + \ Z n is infinite.
Proof. We prove that for any given p (non-necessarily prime) and any fixed n ∈ N the inequality 3s p (k) − s p (2k) − s p (k − n − 1) < n + 1 has infinitely many solutions in integers. In order to do this let us start with the case p = 2 and n ∈ N. Let us take k = 2 m with m ≥ 2 such that k − n − 1 > 0. Then we clearly have
Indeed, if n = 0 then the last inequality follows form the fact that s 2 (k) = 1, s 2 (2k)
where the equality follows from the fact that s p (k) = 1 and s p (2k) = 2 (note that 2 < p).
The method which allow us relatively fast computation of the elements of the set Z n is very similar to the one presented for the Erdős and Straus problem. In our search we adopt the equivalent formulation of our problem given in the Theorem 3.1. In order to use this equivalence we proceed as follows. Let n ∈ N + be fixed. In order to check whether a given k is an element of the set Z n we compute the sets P j (k) := {p ∈ P : p|k − j} for j = 0, . . . , n.
Thus P j contains prime divisors of the number k − j. We put L j (k) := |P j (k)|. Next we define the sets
Let us note that the set T j (k) contains at most L j (k) elements. From the equivalence given in Theorem 3.1 we deduce that for a given k the following equivalence holds:
The big advantage of this method, or in fact this problem, is that for a given range of search we can use the computed elements of the set Z n−1 to look for elements of the set Z n for n ≥ 1 which immediately follows from the fact that Z n ⊂ Z n−1 . For example, there is exactly 25 elements of the set Z 7 which are ≤ 2 30 : and exactly one element of the set Z 9 .
In the table below we present the result of our search for values of z n for n ≤ 9 and their factorizations. Table 4 In the table below we present the values of counting function Z n (x), i.e.
for n ≤ 6 and x = 2 i for i = 5, . . . , 26. Table 5 In the same way as in the previous section we state several conjectures concerning the problem of Erdős and Graham.
Conjecture 3.5. For each n ∈ N + the set Z n is nonempty. Conjecture 3.6. Suppose that the set Z n is nonempty. Then the set Z n is infinite. (a) What can be said about counting function Z n (x)? (b) Is it true that for n ≥ 0 we have Z n (x) > x 2 4n+4 for x > 0? (c) Is it true that Z n (2x) 2Z n (x)?
Our computations of the numbers z n for n ≤ 9 leads us to state the following connection between the problems of Erdős and Straus and of Erdős and Graham.
Conjecture 3.8. Let n ∈ N be given. Then z n − (2n + 1) ∈ S 2n+1 .
This observation allows us to find the elements of the sets S n for n = 17, 18, 19, 20 from the previous section. Moreover, it should be noted that the above conjectured property does not hold in general. For example, k = 20 ∈ Z 0 but k − 1 = 19 ∈ S 1 . Similarly, we have k = 561 ∈ Z 1 but k−5 = 556 ∈ S 3 . We also have k = 62322 ∈ Z 2 and k − 5 = 62317 ∈ S 5 .
Possible generalizations, open questions and conjectures
In this section we propose some natural generalizations of the problems considered in the previous sections. Let m be a fixed positive integer and let A = (a 0 , a 1 , . . . , a m ) be a given vector of integers with a 0 > 0. Let us define the polynomial f A (x) = m i=0 a i x k−i and assume that f A (x) has no positive integer roots. A natural generalization of the Erdős and Straus problem is the following: Question 4.1. Let n ∈ N + be given and A as above. Does there exist a positive integer k such that
Erdős and Straus problem considered in the the section 2 is just Question 4.1 with A = (1, 0) and f A (x) = x.
However, we expect that for most integer vectors A and n = 1 the answer for this question will be negative. For example, if we take A = (2, −1), i.e. f A (x) = 2x − 1, and n = 1 then the rational number
is not an integer for any k ∈ N + . Indeed, it is enough to note that if p is a prime number in the interval 4k+1 3 , 2k , i.e. k ≥ 3, then ν p ((4k + 1)!k! 2 ) = 2 and ν p ((2k)!(2k + 1)! 2 ) = 3, so the quotient is not an integer.
Now we propose the generalization of the problem of Erdős and Graham. In order to do this we consider the following quantities:
Question 4.2. Let n be a positive integer. Is is possible to characterize those vectors A ∈ N + × Z n such that the set Z n,A is nonempty?
One can easily check that the following equivalent condition holds.
Theorem 4.3. Let n ∈ N be given and let A = (a 0 , a 1 , . . . , a n ) be a vector of integers with a 0 > 0. Then k ∈ Z n,A if and only if for all primes p such that p|f A (k) the following inequality holds
Because the proof of this theorem is similar to the one presented in Section 2 we left it to the reader. One can also ask the following. Proof. Clearly, it is enough to prove that for every n ∈ N + there exists at least one k satisfying (A2). We shall consider four cases:
(A3) a = 1, b > 0, (A4) a = 1, b < 0, (A5) a = 2, (A6) a > 2.
In the case (A3) we take k = p − b where p is a prime > max{2b, n}. We have 2k = p + (p − 2b), hence 2s p (k) − s p (2k) = p − 1 ≥ n.
In the case (A4) we take k = pq − b, where p, q are primes such that p > max{2b, n} and 2p > q > 3 2 p. We have k = p 2 + (q − p)p − b and 2k = 3p 2 + (2q − 3p)p − 2b, hence 2s p (k) − s p (2k) = p − 1 ≥ n. Also k = pq − b and 2k = q 2 + (2p − q)q − 2b, hence 2s q (k) − s q (2k) = q − 1 ≥ n.
