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VERSALITY IN TORIC GEOMETRY
KLAUS ALTMANN, ALEXANDRU CONSTANTINESCU, AND MATEJ FILIP
ABSTRACT. We study deformations of affine toric varieties. The entire deformation theory of these
singularities is encoded by the so-called versal deformation. The main goal of our paper is to construct
the homogeneous part of some degree −R of this, i.e. a maximal deformation with prescribed tangent
space T 1(−R) for a given character R. To this aim we use the polyhedron obtained by cutting the
rational cone defining the affine singularity with the hyperplane defined by [R = 1]. Under some length
assumptions on the edges of this polyhedron, we provide the versal deformation for primitive degrees R.
1. INTRODUCTION
Understanding the deformation theory of a toric variety X and its boundary ∂X is useful for several
classification projects. For example, smoothings of such singularities are used to compactify moduli
spaces of surfaces of general type. In line with the recent interest in classifying Fano manifolds using
Mirror Symmetry [10, 17, 12], it is conjectured that all low dimensional smooth Fano varieties can be
degenerated to a singular Fano toric variety [11]. By the comparison theorem of Kleppe from [14],
see also [9, Section 2.1] for an overview, understanding deformations of affine toric varieties implies
understanding deformations of projective toric varieties as well.
The versal base space of an affine toric singularity inherits a torus action, and thus a lattice grading.
Our aim is to construct a maximal deformation in a given primitive degree −R. The rational cone
defining the toric singularity, together with the degree −R, can be entirely reconstructed from a rational
polyhedron. For isolated Gorenstein toric singularities the whole versal deformation is concentrated in
a single degree (the “Gorenstein degree”). Assuming also smoothness in codimension two, the corre-
sponding polyhedron is a lattice polytope with primitive edges. The versal deformation for such toric
singularities was obtained in [1]. In this paper we drop both the Gorenstein and the smoothness in codi-
mension two assumptions, so the versal base space may have several non-trivial graded components.
As a special case, we obtain yet another point of view for the deformations of 2-dimensional cyclic
quotient singularities ([15, 8, 18]).
We work over an algebraically closed field k of characteristic 0. Let N and M be dual lattices and
let σ ⊆ (N ⊕ Z)⊗Z R be a polyhedral cone. The associated affine toric variety is
X = TV(σ) = Speck[S],
where S = σ∨∩(M⊕Z). The tangent space of the deformation functor ofX is T 1X = Ext
1
OX
(Ω1X ,OX).
It is a k-vector space with anM -grading induced by the torus action. For every R ∈M ⊕ Z we denote
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by T 1X(−R) the graded component of T
1
X of degree −R. Taking a cross-cut of σ with the affine hyper-
plane [R = 1] = {a ∈ σ : 〈a,R〉 = 1} we obtain a rational polyhedron P . Our goal is to start from a
polyhedron P as above and construct a maximal deformation for X a in degree −R = −[0, 1].
Our approach is to use the polyhedron P to construct a pair of monoids T˜ ⊆ S˜ which fit into the
following Cartesian diagram
(1)
X = Spec k[S] Spec k[S˜]
A1k = Spec k[N] Spec k[T˜ ]
R R˜
i
with dimSpec k[T˜ ] = dimk T 1X(−R)+1 and the property that k[S˜] is a flat k[T˜ ]-module. The monoid
T˜ is a generalization of the Minkowski scheme of a lattice polytope and the monoid S˜ is a generaliza-
tion of the monoid corresponding to a tautological cone, see [1]. The main result of [7] is that the pair
(T˜ , S˜) is a universal extension of the pair (N ·R, S). Our hope is that this universal extension allows
one to construct the versal deformation of X.
Here is the idea how to produce a deformation diagram for X from the diagram (1). Assume that
T˜ is generated in degree 1, i.e. by elements t0, . . . , tg ∈ T˜ mapping to 1 via the map T˜ −→ N from
(1). From the above assumption we obtain an embedding Spec k[T˜ ] →֒ Spec k[u0, . . . , ug] = A
g+1
k
such that the composition ∆ : A1g →֒ Spec k[T˜ ] →֒ A
g+1
k equals the diagonal morphism 1 7→ 1. In
particular, this embedding is linear, and we may consider the quotient
A
g+1
k
ℓ
−→ Ag+1k /∆ := A
g+1
k /(k · 1) = Spec k[ui − uj : 0 ≤ i, j ≤ g].
For any given closed subschemeM ⊆ Ag+1k /∆ withM := ℓ
−1(M) ⊆ Spec k[T˜ ] ⊆ Ag+1k we obtain
the following commutative diagram:
(2)
X X˜ Spec k[S˜]
A1k M Spec k[T˜ ] A
g+1
k
0 M Ag+1k /∆.
R R˜ R˜
ℓ
maximal
ℓ
The double arrow between M and M indicates that there is a maximal closed subscheme M ⊆ Agk
meeting the requirement ℓ−1(M) ⊆ M′ := Spec k[T˜ ]. The point of the whole construction is the
direct interplay between the schemesM′ andM – both refer to different moduli problems. While we
will see in Subsection 6.1 that M′ is a base space for a deformation of R−1(0), we obtain with M a
base space for a deformation of X. Indeed, this is a consequence of the following two facts: first, the
map R˜ : X˜ →M inherits flatness from R˜ : Spec k[S˜] → k[T˜ ]. Second, sinceM = ℓ−1(M) is a full
preimage, the lower left square in diagram (2) is Cartesian with a flat projection ℓ : M −→ M. The
full details for this are given in Section 6. The main result of this paper is the following theorem.
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Theorem 1.1. For all compact edges d of P assume that the sub-monoid T˜ d ⊂ T˜ is generated by
degree 1 elements. Then the maximal M ⊆ Agk with ℓ
−1(M) ⊆ Speck[T˜ ] yields the deformation
diagram, which is maximal with prescribed tangent space T 1(−R). That is, the family X˜ →M cannot
be extended to a larger deformation of X without enlarging the ambient linear space of the base.
Note that Theorem 1.1 has been shown in [1] and [4] for the special case of X lacking singularities
in codimension two, which is a very special case of T˜ d being generated by degree 1 elements for all
compact edges d of P , see Section 6. Our main result holds much more general and is obtained with
different techniques than in [1] and [4].
The first part of the paper (Sections 2 to 5) focuses on the monoids T˜ and S˜. The main results there
are the explicit descriptions of the generators of T˜ and S˜ (Proposition 3.12 and Corollary 4.6, respec-
tively), and of the relations among them (Section 5.4 and Prop 5.10). An important feature is that the
generators of T˜ can be computed knowing only the compact edges of P . In Section 6 we return to
algebraic geometry, and introduce our main result: Theorem 6.2. Sections 7 to 9 are dedicated to the
proof of the main result.
Acknowledgement. We are greatful to Alessio Corti for his interest in this work andmany useful conversations.
2. PRELIMINARIES
In this section we recall the construction of T˜ ⊆ S˜ from [7]. For our main result we will exploit
some the properties of the monoids T˜ and S˜: their generators (cf. Section 3), their relation to flatness
(cf. Section 4) and the syzygies of the corresponding semigroup rings (cf. Section 5).
2.1. The setup. Throughout the paper N is a lattice of finite rank, that is N ≃ Zn for some n ∈ N,
andM = HomZ(N,Z) the dual lattice ofN . Let P ⊆ NR := N ⊗R be a rational, convex polyhedron.
We embed P in an affine hyperplane of height one of NR ⊕ R and take the cone over it:
σ := cone(P, 1) ⊆ NR ⊕ R.
We define the monoid S := σ∨ ∩ (M ⊕ Z). This monoid contains the lattice-primitive element R =
(0, 1) spanning the discrete ray T := N · R. Thus, starting from P we construct the pair of monoids
T ⊆ S. Our objective is to study the deformations of the affine toric variety
X := TV(σ) := Speck[S].
To this aim, we will use co-Cartesian extensions, cf. [7, Definition 3.1]. The main result of [7] was the
construction of a universal co-Cartesian extension
T˜ S˜
T S
πT πS
for every pair of monoids (T, S) associated to the rational polyhedron P .
The polyhedron P may not be bounded, meaning that its tail cone
tail(P ) := {a ∈ P − P : a+ P ⊆ P}
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may be not trivial. Every element c ∈ MR is a linear form on NR, and c is bounded below on P
if c ∈ tail(P )∨ ⊆ MR. It is easy to see that the minimum is achieved at some vertex. For every
c ∈ tail(P ) we choose and fix one such vertex v(c). While this choice is not unique, the value of the
upcoming numbers η(c) ∈ Q and ηZ(c) ∈ Z will not depend on it.
Definition 2.1. For every linear form c ∈ tail(P )∨ define
η(c) := −min
v∈P
〈v, c〉 = −〈v(c), c〉 ∈ R.
This is not always an integer, and we denote the round up to the next integer by ηZ(c) := ⌈η(c)⌉ ≥ η(c).
Note that σ∨ = {[c, η(c)] : c ∈ tail(P )∨}+ R>0 · [0, 1]. The Hilbert basis of S has the form
(3)
{
s1 = [c1, ηZ(c1)], . . . , sr = [cr, ηZ(cr)], R := [0, 1]
}
,
with uniquely determined elements ci ∈ tail(P )∨ ∩M .
2.2. Short edges. We denote the set of vertices and the set of compact edges of the polyhedron P by
Vert(P ) = {v1 . . . , vm} and edge(P ) := {d1, . . . , dp},
respectively. If an edge dν connects the vertices vi, vj , then we will also denote it by dν = dij =
[vi, vj ]. Alternatively, we might equip it with an orientation by either understanding it as a vector
dij = vj − vi ∈ NR or as a half open segment dij = [vi, vj) which is, of course, no longer compact.
Definition 2.2. To each bounded half open edge d = [v,w) of P we associate the positive integer
gd := min{g ∈ Z>1 : the affine line through gv and gw contains lattice points} ≥ 1.
We call d = [v,w) a short half open edge if
#{gd · [v,w) ∩N} ≤ gd − 1.
Moreover, we call d = [v,w] a short edge if both [v,w) and [w, v) are short half open edges.
In particular, the vertex v of a short half open edge [v,w) never belongs to the lattice N . Moreover,
if at least one of the half open edges [v,w) or [w, v) is short, then ℓ(w − v) < 1 where ℓ denotes the
lattice length – this is defined as the homogeneous function on NR such that any primitive element of
N has lattice length one.
Example 2.3. 1) In the one-dimensional case, that is when P = d = [v,w] ⊂ R we always have
gd = 1. The edge d is short if and only if [v,w]∩Z = ∅. In particular, the edge d = [− 1m ,
1
n ] ⊂ R with
n,m ∈ N is never short.
2) Take d =
[
(−16 ,
1
2), (
2
3 ,
1
2)
]
⊂ R2. We need to multiply d with 2 to produce lattice points on the
affine line and thus gd = 2. Since #{gdP ∩N} = 2 we see that both half open edges are not short.
3) Take d =
[
(12 , 1), (
3
4 ,
5
4)
]
⊂ R2. Also in this case we have gd = 2, so gd ·d =
[
(1, 2), (32 ,
5
2)
]
, which
contains exactly one lattice point. So both half-open edges are short.
It is well-known that the set of Minkowski summands of scalar multiples of P carries the structure
of a convex, polyhedral cone C(P ), i.e. each ξ ∈ C(P ) represents a Minkowski summand Pξ , see
[1, Section 2.2]. Note that C lin(P ) := C(P ) − C(P ) ⊆ Rp is a linear subspace with coordinates tν
encoding the dilation of the compact edges. It is defined by the equations
(4)
∑
dν∈ǫ
δǫ(d
ν) · tν · d
ν = 0
VERSALITY IN TORIC GEOMETRY 5
where ǫ ≤ P runs through all compact 2-dimensional faces and δǫ(dν) ∈ {0, 1,−1} is chosen such that
the edges δǫ(dν) · dν ∈ NR form a cycle along the boundary of ǫ.
Definition 2.4. If tij denotes the dilation factor for the compact edge [vi, vj ] ≤ P and si is the coordi-
nate on Rm referring to the vertex vi, then we define
T (P ) :=
{
(t, s) ∈ C lin(P )⊕Rm : si = 0 if vi ∈ N,
si = sj if [vi, vj ] ≤ P with [vi, vj ] ∩N = ∅, and
si = tij if [vi, vj) is a half open short edge
}
.
Note that the vector space T (P ) contains a distinguished element (1; 1, 0) = [P ] which is defined
by si := 0 for vi ∈ N and sj := 1 and tij := 1 for all remaining coordinates. In the upcoming sections
we will often deal with the dual vector space T ∗(P ), where elements si, tij ∈ T ∗(P ) form a generating
set. We could easily omit the elements si = 0 for vi ∈ N . However, while they are just zero, there
existence will simplify some formulae. Let
(5) π : T ∗(P )→ R
be the map that sends the generators tij ∈ T ∗(P ) to 1 and si ∈ T ∗(P ) to 1 or 0 depending on vi /∈ N
or vi ∈ N , respectively. Note that this map is well-defined.
Proposition 2.5. For any rational polyhedron P and for R = [0, 1] ∈M we have
T 1Xσ(−R) =
(
T (P )⊗R k
)
upslopek · (1; 1, 0).
Proof. Essentially, this corresponds to [3, Theorem 2.5]. One has just to check that the equations called
Gjk in [3, (2.6)] coincide with those in the definition of the R-vector space T (P ). 
2.3. The lattice structure in T (P ).
Definition 2.6. We define the subgroup TZ(P ) ⊂ T (P ) by
(t, s) ∈ TZ(P ) :⇐⇒
{
si ∈ Z ∀ v
i ∈ Vert(P ),
(tij − si)v
i − (tij − sj)v
j ∈ N ∀ [vi, vj ] ∈ edge(P ).
Clearly TZ(P ) is a subgroup of T (P ), thus it is torsion-free and Abelian. Moreover, it is easy to see
that it is a free Abelian group satisfying TZ(P ) ⊗Z R = T (P ), see also [7, Lemma 5.14]. Using the
dual lattice T ∗Z (P ), the two conditions of Definition 2.6 can be rephrased as:
si ∈ T
∗
Z (P ), and
Lij := (tij − si)⊗ v
i − (tij − sj)⊗ v
j ∈ T ∗Z (P )⊗Z N.
2.4. The main monoids. For the upcoming constructions we need to choose and fix a reference vertex
v∗ ∈ P . We establish the following convention, which may require shifting P by a lattice vector.
Convention 2.7. Whenever v∗ ∈ P belongs to the lattice N , we assume that v∗ = 0.
For every c ∈ tail(P )∨ we choose a path v∗ = v0, v1, . . . , vk = v(c) along the compact edges of P ,
and split −η(c) from Definition 2.1 as a sum in the following way:
−η(c) = 〈v(c), c〉 = 〈v∗, c〉+
∑k
j=1 〈(vj − vj−1), c〉 .
This leads us to the next definition.
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Definition 2.8. For every c ∈ tail(P )∨, we define η˜(c) ∈ T ∗(P ) as
η˜(c) := −〈v∗, c〉 · sv∗ −
∑k
j=1 〈(vj − vj−1), c〉 · tj−1, j .
Note that the first summand, i.e. the sv∗ part, vanishes if v∗ ∈ N .
It is easy to see that the definition of η˜(c) ∈ T ∗(P ) does neither depend on the choice of the vertex
v(c), nor on the choice of the path connecting v∗ and v(c). Note also that, due to Convention 2.7, η˜(c)
is always a lifting of η(c) via the map π from the equation (5).
Definition 2.9. For every c ∈ tail(P )∨ ∩M we define
η˜Z(c) := η˜(c) +
(
ηZ(c) − η(c)
)
· sv(c) = ηZ(c) · sv(c) +
∑k
j=1 Lj−1,j(c) ∈ T
∗
Z (P ),
where Lj−1,j(c) := 〈Lj−1,j, c〉. Moreover, for c1, c2 ∈ tail(P )∨ ∩M we measure convexity via
η˜Z(c1, c2) := η˜Z(c1) + η˜Z(c2)− η˜Z(c1 + c2) ∈ T
∗
Z (P ).
The main monoids which provide a universal extension in [7, Theorem 8.2], and which we will analyse
in order to produce a maximal deformation, are the following.
Definition 2.10. For every rational polyhedron P , in the above notation, define:
T˜ := SpanN{[0, η˜Z(c1, c2)] : c1, c2 ∈ tail(P )
∨ ∩M}
S˜ := T˜ + SpanN{[c, η˜Z(c)] : c ∈ tail(P )
∨ ∩M},
with T˜ →֒ S˜ ⊂M ⊕ T ∗Z (P ). These two objects fit in the following diagram
T˜ 

//
πT

S˜
πS

N


// coneZ(P )
∨
with vertical maps induced by t•,•, sv 7→ 1 for v 6∈ N and sv 7→ 0 for v ∈ N . We call πT : T˜ → T = N
the degree map.
In particular, for c1, c2, c ∈ tail(P )∨ ∩M and t˜ ∈ T˜ , we have
η˜Z(c1, c2)
πT7−→ ηZ(c1) + ηZ(c2)− ηZ(c1 + c2) ∈ N, and
t˜+ [c, η˜Z(c)]
πS7−→ [0, πT (t˜)] + [c, ηZ(c)] ∈ S.
3. EXPLICIT GENERATORS OF T˜
We start this section by analysing the monoid T˜ . We denote the set of non-lattice vertices of P , that
is the set of vertices that are not contained in N , with Vert/∈Z(P ). We will write Vert∈Z(P ) for the set
of lattice vertices, so Vert/∈Z(P ) = Vert(P ) \ Vert∈Z(P ). Moreover, for real numbers z ∈ R we will
quite often use the following notation:
(6) {z} := ⌈z⌉ − z.
In particular, the following lemma trivially holds.
Lemma 3.1. For each z1, z2 ∈ R there is either {z1+z2} = {z1}+{z2} or {z1+z2}+1 = {z1}+{z2}.
Let c ∈M . For a compact edge with vertices vi and vj let dij := vj − vi be the oriented edge. From
the elements appearing in the following definition we will get later the explicit generators of T˜ .
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Definition 3.2. Assume that 〈c, dij〉 ≥ 0. Then we define
t˜(c, dij) := 〈c, dij〉 tij + {〈c, v
j〉}svj − {〈c, v
i〉}svi .
Moreover, we set t˜(c,−dij) := t˜(c, dij). In particular, the tij-coefficient is always non-negative.
Note that in the previous definition we do not restrict only to c ∈M∩tail(P )∨, but allow any c ∈M .
Remark 3.3. For 〈c, dij〉 = 〈c, vj − vi〉 ≥ 0 the following holds:
t˜(−c, dij) = t˜(−c,−dij) = t˜(−c, vi − vj) = 〈c, dij〉 tij + {〈−c, v
i〉}svi − {〈−c, v
j〉}svj .
In particular, t˜(−c, dij) = t˜(c, dij) − svj + svi unless 〈c, v
i〉, 〈c, vj〉 ∈ Z. If one of these is integral,
then the corresponding svi or svj has to be omitted in the previous relation.
Remark 3.4. One should compare the previous definition with that of the elements Lij ∈ T ∗Z (P )⊗ZN
of Subsection 2.3. Indeed, for a given c ∈ tail(P )∨ ∩M being non-negative on dij , we have
−Lij(c) = 〈c, d
ij〉 tij − 〈c, v
j〉svj + 〈c, v
i〉svi ,
i.e. this differs from t˜(c, dij) by the integral ⌈〈c, vj〉⌉svj − ⌈〈c, v
i〉⌉svi .
Lemma 3.5. If d = vj−vi is an oriented edge of P , and if c ∈M such that 〈c, d〉 = 0, then t˜(c, d) = 0.
Proof. If gd = 1, then 〈c, vj〉 = 〈c, vi〉 = 〈c, w〉 ∈ Z, where w is a lattice point lying on the line
passing through vi and vj ( w exists, since gd = 1). If gd ≥ 2, then si = sj by definition. Together with
〈c, vj〉 = 〈c, vi〉 this shows the claim. 
Each path along compact edges determines an element of Zr, whose entries count how often an edge
was stridden (r is the total number of compact edges). While this element does not suffice to recover
the original path completely, we will, nevertheless, call it a path, too.
Definition 3.6. For a, c ∈ tail(P )∨ we define (as in [1]) the following paths on the 1-skeleton of P :
λ(a) := [some path v∗ ; v(a)] = [λ1(a), . . . , λr(a)] ∈ Z
r, and
µc(a) := [some path v(a) ; v(c) such that µci(a) 〈c, d
i〉 ≤ 0 ∀ di] = [µc1(a), . . . , µ
c
r(a)] ∈ Z
r.
Moreover, we define the path λc(a) := λ(a) + µc(a), which is a special path from v∗ to v(c) that
depends on a.
The following lemma is crucial in connecting the generic generators η˜(c1, c2) of T˜ from Defin-
tion 2.10, with the specific elements t˜(c, d), which will provide an explicit finite set of generators of T˜
(cf. Proposition 3.13).
Lemma 3.7. Let c1, c2 ∈ tail(P )
∨ ∩M and let c = c1 + c2. For j = 1, 2 we write µ
j(c) := µcj(c)
and λj(c) := λcj(c). It holds that
η˜Z(c1, c2) =
∑2
j=1{η(cj)} · sv(cj) − {η(c)} · sv(c) −
∑
j,ν µ
j
ν(c) 〈cj , d
ν〉 tν .
Proof. We pick the path λj(c) from v∗ to v(cj) and compute
η˜Z(c1, c2) =
∑2
j=1
(
ηZ(cj)− η(cj)
)
· sv(cj) −
(
ηZ(c)− η(c)
)
· sv(c) −
−
∑
ν
(∑
j λ
j
ν(c)〈cj , d
ν〉 − λν(c)〈c, d
ν 〉
)
tν
=
∑2
j=1
((
ηZ(cj)− η(cj)
)
· sv(cj) −
∑
ν µ
j
ν(c)〈cj , d
ν〉tν
)
−
(
ηZ(c)− η(c)
)
· sv(c).
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
Lemma 3.8. For each vertex vj andm ∈M there existmj ∈ tail(P )
∨∩M such that v(m+mj) = v
j
and 〈v,mj〉 ∈ Z for all vertices v ∈ P , even for those not in N .
Proof. Let us take m˜j ∈ tail(P )∨∩M such that 〈vj , m˜j〉 < 〈v, m˜j〉 for all other vertices v 6= vj . Then
we take mj := km˜j such that k is big enough that v(m+mj) = vj and that additionally 〈v,mj〉 ∈ Z
for all vertices v ∈ P . Since the vertices of P have rational coordinates, such anmj exists. 
Lemma 3.9. It holds that t˜(c, dij) ∈ T˜ .
Proof. Without loss of generality we assume that 〈c, dij〉 ≥ 0. With the same argument as in Lemma 3.8
there exists an element c˜j ∈ tail(P )∨ ∩ M which is perpendicular to the edge dij , and such that
c˜j − c ∈ tail(P )
∨ ∩M with v(c˜j) = v(c˜j − c) = vj and 〈c˜j , vi〉 = 〈c˜j , vj〉 ∈ Z. Note that, by
assumption we have 〈−c, vj〉 ≤ 〈−c, vi〉. We fix such a c˜j . Again by Lemma 3.8 there exists also
c˜i ∈ tail(P )
∨ ∩M such that v(c˜i) = v(c˜i + c˜j − c) = vi and 〈c˜i, vi〉, 〈c˜i, vj〉 ∈ Z. Thus
(7) {η(−c+ c˜j)} = {〈c, v
j〉}, {η(c˜i)} = 0, and {η(−c + c˜i + c˜j} = {〈c, v
i〉}.
Lemma 3.7 gives us
η˜Z(−c+ c˜j , c˜i) = {η(−c+ c˜j)} · svj + {η(c˜i)} · svi − {η(−c+ c˜i + c˜j)} · svi − 〈−c+ c˜j , d
ij〉 tij.
Since 〈dij , c˜j〉 = 0, it follows by (7) that t˜(c, dij) = η˜Z(−c+ c˜j , c˜i) ∈ T˜ . 
Example 3.10. Let P = [v1, v2] = [−a1b1 ,
a2
b2
] ⊂ R with ai, bi > 0 and such that
a1
b1
, a2b2 ∈ Q \ Z. We
denote bym = lcm(b1, b2) and set v∗ := v1. So we haveM = Z. For k ∈ Z>0 we have by definition
(8) η˜Z(k) =
⌈a1k
b1
⌉
s1 and η˜Z(−k) =
−a1k
b1
s1 + k
(a1
b1
+
a2
b2
)
t+
{a2k
b2
}
s2.
Thus, denoting by ℓ(P ) = v2 − v1 the length of P , we compute for k ∈ {1, . . . ,m} that
η˜Z(−k,m) = k · ℓ(P )t12 +
{ka2
b2
}
s2 −
{−ka1
b1
}
s1,(9)
η˜Z(−m,k) = k · ℓ(P )t12 +
{ka1
b1
}
s1 −
{−ka2
b2
}
s2,
and thus we see that
(10) t˜(k, v2 − v1) =
{
η˜Z(−k,m) if k ∈ {1, 2, . . . ,m}
η˜Z(−m,−k) if k ∈ {−1,−2, . . . ,−m}.
The next lemma follows immediately from the definitions.
Lemma 3.11. Let v0, v1 . . . , vk be a path along the compact edges of P from vertex v0 to vertex vk.
For c ∈M let
δi(c) :=
{
−1, if 〈c, vi − vi−1〉 ≤ 0,
1, if 〈c, vi − vi−1〉 > 0.
We then have∑k
i=1 δi(c) t˜(c, v
i − vi−1) = −{〈c, v0〉}sv0 +
∑k
i=1〈c, v
i − vi−1〉ti−1,i + {〈c, v
k〉}svk .
Proposition 3.12. The following set generates T˜ :
{t˜(c, dij) : dij ∈ edge(P ), c ∈ tail(P )∨ ∩M} ∪ {sv : v ∈ Vert(P )}.
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Proof. Let c1, c2 ∈ tail(P )∨ ∩M and let c = c1 + c2. As in Lemma 3.11 we compute that∑r
ν=1 t˜(−cj , µ
j
ν(c)dν) = −{〈−cj , v(c)〉}sv(c) + {〈−cj , v(cj)〉}sv(cj ) −
∑r
ν=1 µ
j
ν(c)〈dν , cj〉tν ,
where ν runs through all the edge indices 1, . . . , r. Thus using Lemma 3.7 we see that
η˜Z(c1, c2)−
∑2
j=1
∑r
ν=1 t˜(−cj , µ
j
ν(c)dν) = −{η(c)}sv(c) +
∑2
j=1{〈−cj , v(c)〉}sv(c).
Since {η(c)} = {− 〈c1 + c2, v(c)〉} by definition, we see by Lemma 3.1 that
(11) η˜Z(c1, c2) =
∑2
j=1
∑r
ν=1 t˜(cj , µ
j
ν(c)dν) + nsv(c),
where n is either 0 or 1, and both actually do appear. From this description we can easily see that
sv ∈ T˜ for v ∈ Vert(P ): take c1 = c2 with v(c1) = v and such that we get n = 1 above. Since
t˜(c, dij) ∈ T˜ by Lemma 3.9, the equation (11) concludes the proof. 
The proof of the next proposition gives an explicit finite set of generators of T˜ . We will use this for
the proof of versality. Finite generation was also proven in [7, Proposition 7.7] with different methods.
Proposition 3.13. The monoid T˜ is finitely generated.
Proof. Let d = w − v be an oriented edge and let
k := min{|〈c, d〉| ; c ∈M, 〈c, d〉 6= 0}.
Let c1 ∈ M be such that 〈c1, d〉 = k. We define m1 to be the minimal natural number such that
m1〈c1, v〉,m1〈c1, w〉 ∈ Z. We will show that
(12)
{
sv, sw
}
∪
{
t˜(k1 · c1, d) : k1 = ±1, . . . ,±m1
}
generates SpanN{t˜(c, d) : c ∈ M} ⊂ T˜ . By the description of the generators in Proposition 3.12 this
is enough to show that T˜ is finitely generated.
We choose an arbitrary element c ∈ tail(P )∨ ∩M and write c = r1c1 + c2 for some r1 ∈ Z and
c2 ∈ M such that 〈c2, d〉 = 0. Let r¯1 ∈ {1, . . . ,m1} be such that r¯1 + n1m1 = r1 for some n1 ∈ N.
Without loss of generality we assume that 〈c, d〉, 〈c1, d〉 ≥ 0. We obtain that
(13) t˜(c, d)−n1 t˜(m1c1, d)− t˜(r¯1c1, d) =
(
{〈c, w〉}−{〈r¯1c1, w〉}
)
sw−
(
{〈c, v〉}−{〈r¯1c1, v〉}
)
sv.
If gd = 1, then as in Lemma 3.5 we have
〈c2, v〉 = 〈c2, w〉 = 〈c2, n〉 ∈ Z,
where n ∈ N . Thus {〈c, w〉} = {〈r¯1c1, w〉} and the same for v, which proves the claim.
If gd ≥ 2, then sv = sw and thus the equation (13) is equal to nsv = nsw for some n ∈ N, from which
the claim follows. 
Example 3.14. Let us consider the one-dimensional polyhedron P = [v,w] ⊂ R, with v = −12 and
w = 12 . Embedding P in height one in R
2 and dualizing produces the cone
σ∨ = SpanR>0{(−1, 2), (1, 2)} ⊆ R
2.
So the semigroup is S = σ∨ ∩ Z2. The Hilbert basis, i.e. the set of minimal generators of S, equals
(14) {(−2, 1), (−1, 1), (0, 1), (1, 1), (2, 1)}.
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Since P is free from short half open edges, we obtain T (P ) = R3 with coordinates (t, s1, s2). The
oriented edge is d = w − v = 1 and we claim that
(15) s1, s2 , t˜(1, d) = t+
1
2
s2 −
1
2
s1, t˜(−1, d) = t−
1
2
s2 +
1
2
s1
is the minimal generating system of T˜ . Besides the elements given in (15), according to (12) from the
proof of Proposition 3.13, we should also take t˜(2, d) and t˜(−2, d) as generators. However, we have
that
t˜(2, d) = t˜(−2, d) = 2t = t˜(1, d) + t˜(−1, d),
which concludes our claim. So the generating set presented in (12) is finite, but not necessarily minimal.
Example 3.15. Let us revisit the polyhedron P = conv
{
(−16 ,
1
2), (
2
3 ,
1
2 )
}
⊂ R2 from Example 2.3.2.
In this case s := s1 = s2 and thus we get the finitely generated semigroup
T˜ = SpanN
{
s,
5
6
t+
1
6
s,
10
6
t−
4
6
s
}
.
So far we have two generating sets for the semigroup T˜ : the original one {η˜Z(c1, c2)} from Sub-
section 2.4, and the more recent one {t˜(c, d), sv} from Proposition 3.12. The latter are rather local
gadgets; they just deal with one compact edge d = w − v. The following sub-monoid reflects this.
Definition 3.16. For a compact edge d = [v,w] of P we define the sub-monoid T˜ d ⊂ T˜ as
T˜ d := SpanN{sv, sw, t˜(c, d) : c ∈M}.
We are going to discuss the degree of t˜(c, d) ∈ T˜ now. Assume, for the following that 〈c, d〉 ≥ 0, i.e.
that 〈c, w〉 ≥ 〈c, v〉, or even, because of Lemma 3.5, 〈c, w〉 > 〈c, v〉. While it is clear that the degree of
t˜(c, d) equals ⌈
〈c, w〉
⌉
−
⌈
〈c, v〉
⌉
≥ 0,
we will provide a different characterization. For this, we will generalize the notion of short edges from
Definition 2.2 in Subsection 2.2.
Definition 3.17. We call d = [v,w) a k-short (half open) edge if
#{gd · [v,w) ∩N} < (k + 1) · gd.
We call d = [v,w] a k-short edge if both half open edges [v,w) and [w, v) are k-short. In particular,
0-shortness means the old plain shortness.
Remark 3.18. There is a quite subtle relationship between the notion of k-shortness and the true lattice
length ℓ := ℓ(d) ∈ Q≥0 of an edge d. We have the following implications:[
ℓ ≤ (k + 1)− 1gd
]
⇒ d is k-short ⇒
[
ℓ < k + 1
]
.
These two implications are not inverse to each other; the worst case appears for g = 1. There, the first
expressions just means [≤ k].
Recall the degree map π from Definition 2.10.
Proposition 3.19. Let d be a k-short compact edge of P which is not (k − 1)-short. Then,
min
{
π
(
t˜(c, d)
)
: c ∈M with 〈c, w〉 6= 〈c, v〉
}
= k.
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Proof. Assume first that gd = 1 and denote by v1, v2, . . . , vℓ the sequence of lattice points in the half
open interval [v,w) with increasing c-value. Then, the assumption means ℓ = k. Moreover, denote by
v0 and vℓ+1 the adjacent lattice points, hence located outside [v,w). Then, we have
⌈
〈c, v〉
⌉
≤ 〈c, v1〉
and 〈c, vℓ〉+ 1 ≤
⌈
〈c, w〉
⌉
≤ 〈c, vℓ+1〉. This implies
⌈〈c, w〉
⌉
− ⌈〈c, v〉
⌉
≥ 〈c, vℓ〉+ 1− 〈c, v1〉 ≥ ℓ = k.
On the other hand, let c be a special element ofM such that 〈c, vi+1−vi〉 = 1. Then all the inequalities
in the previous three lines turn into equalities.
Let us turn to the case of g := gd ≥ 2. Again, we name the lattice points v1, v2, . . . , vℓ, but now inside
the half open interval [gv, gw); the assumption of the proposition means k · g ≤ ℓ < (k + 1) · g. We
denote by g∗ the first index i such that g|〈c, vi〉. This relation remains valid for all i ∈ (g∗+gZ) among
{1, . . . , ℓ}, i.e. for i = g∗ + νg with ν = 0, . . . , ν∗ := ⌊ ℓ−g
∗
g ⌋. Now, similarly to the g = 1 case, we
obtain ⌈
〈c, v〉
⌉
=
⌈
1
g 〈c, gv〉
⌉
≤ 1g 〈c, v
g∗〉
and
1
g 〈c, v
g∗+ν∗g〉+ 1 ≤
⌈
1
g 〈c, gw〉
⌉
≤ 1g 〈c, v
ℓ+1〉.
This implies
⌈〈c, w〉
⌉
− ⌈〈c, v〉
⌉
≥ 1g 〈c, v
g∗+ν∗g〉+ 1− 1g 〈c, v
g∗〉 ≥ ν∗ + 1 = ⌊ ℓ+g−g
∗
g ⌋ ≥ ⌊
ℓ
g ⌋ = k.
To show that this minimal value can be achieved, we choose again c in such a way that 〈c, vi+1−vi〉 = 1.
Similarly to the first case, this yields always equality signs until ⌈〈c, w〉
⌉
− ⌈〈c, v〉
⌉
= ⌊ ℓ+g−g
∗
g ⌋.
However, since we may adjust our c such that it leads to g∗ = g, the claim is proven. 
Corollary 3.20. If t˜(c, dij) 6= 0 then the degree of t˜(c, dij) is strictly bigger than 0. In particular the
kernel of the map πT = π : T˜ → T = N is 0.
Proof. We already know that the degree π
(
t˜(c, dij)
)
is non-negative. Moreover, by Definition 3.17,
there is a unique k ∈ N such that the open half edge dij is precisely k-short, i.e. not (k − 1)-short.
Then, Proposition 3.19 implies that the degree is at least k, and it remains to treat the case k = 0.
However, if dij is 0-short, i.e. short, then we know that tij = si which already solves the case gd ≥ 2,
since we have the equation si = sj anyway. Indeed, having the equations si = tij = sj , then the
elements t˜(c, dij) and π
(
t˜(c, dij)
)
are essentially equal, i.e. the vanishing of the latter implies that of
the former.
Finally, if gd = 1, then the shortness of [vi, vj) immediately implies the shortness of (vi, vj ], unless
vj ∈ N . However, the latter means {〈c, vj〉} = 0 and sj = 0, and we are done again. 
4. FREE PAIRS
In this section we introduce the notion of free pair. In Subsection 4.1 we connect it with free and
flat modules. The results of Subsection 4.2 appear in [7] as well; here we provide a slightly different
perspective based on the results from Section 3.
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Definition 4.1. Let T ⊂ S be two sharp monoids, i.e. commutative semigroups with identity satisfying
S ∩ (−S) = {0}. The boundary of S relative to T is defined as
∂TS = {s ∈ S : (s− T ) ∩ S = {s}}.
We say that T ⊂ S form a free pair (T, S) if the addition map a : (∂TS)× T → S is bijective.
For any free pair, we write the unique decomposition of every element s ∈ S as
s = ∂(s) + λ(s) with ∂(s) ∈ ∂TS and λ(s) ∈ S.
Example 4.2. When T ⊆ S is the pair of semigroups associated to a rational polyhedron introduced in
Section 2.1, we have by [7, Proposition 2.10 and Remark 5.3] that the pair (T, S) is a free pair with
(16) ∂TS = {[c, ηZ(c)] : c ∈ tail(P )
∨ ∩M}.
4.1. The relation to free modules. Let k be any field. Then, the inclusion ι : T →֒ S gives rise to an
embedding of semigroup algebras k[T ] ⊆ k[S].
Proposition 4.3. Assume that the addition map a : ∂TS × T → S is surjective. Then the pair (T, S) is
free if and only if k[S] is a free k[T ]-algebra, and this holds if and only if k[S] is flat over k[T ].
Proof. If (T, S) is a free pair, then the bijection a : ∂TS × T
∼−→ S provides an isomorphism of
k[T ]-modules
⊕
s∈∂TS
k[T ] · χs ∼−→ k[S], i.e. k[S] is a free k[T ]-module.
On the other hand, if s, s′ ∈ ∂TS and t, t′ ∈ T with s + t′ = s′ + t and s 6= s′, then we consider the
exact sequence of k[T ]-modules
⊕
i∈I k[T ] · ei
∑
i(ti,t
′
i)
// k[T ]⊕ k[T ]
(
t′
−t
)
// k[T ]
where I parametrizes a generating set {(χti , χt
′
i)} of ker
(
χt
′
−χt
)
, i.e. it exhibits the minimal pairs
(ti, t
′
i) ∈ T
2 satisfying ti+ t′ = t′i+ t. Tensorizing with⊗k[T ]k[S] replaces k[T ] with k[S] in the above
sequence, and we obtain the new element
(χs, χs
′
) ∈ ker
(
χt
′
−χt
)
⊗ idk[S] .
However, this element cannot be in the image of the first map
∑
i∈I(ti, t
′
i) ⊗ idk[S]. Otherwise, there
were an element s′′ ∈ S such that (ti+s′′, t′i+s
′′) = (s, s′) for some i. But then, the defining property
of ∂TS would imply that ti = t′i = 0 and s = s
′′ = s′. Hence, k[S] is not flat over k[T ]. 
Remark 4.4. In [16, Section 11] it was shown by cohomological methods that for so-called affine
semigroups T , i.e. for those being subsemigroups of some Zn, the Zn-graded flat k[T ]-modules are
direct sums of degree shifts of localizations of k[T ]. This fits well to the consequence of Proposition 4.3
stating that k[S] is flat over k[T ] if and only if it is free (with basis ∂TS).
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4.2. The monoid S˜. Now we will also start analysing the monoid S˜, from Definition 2.10. We will
show that (T˜ , S˜) is a free pair (see Corollary 4.7) from which it follows that k[S˜] is a free k[T˜ ]-module
by Proposition 4.3. Recall the notation T = N, S = cone(P )∨∩M and recall the twomaps πT : T˜ → T
and πS : S˜ → S from Definition 2.10.
Lemma 4.5. The monoid S˜ decomposes as S˜ = T˜ + SpanN
{
[c1, η˜Z(c1)], . . . , [cr, η˜Z(cr)]
}
, where
{[c1, ηZ(c1)], . . . , [cr, ηZ(cr)]
}
is the Hilbert basis of S.
Proof. Let c ∈ tail(P )∨ ∩M . Then [c, ηZ(c)] ∈ S, i.e. we know that
(17) [c, ηZ(c)] =
∑r
i=1 λi [ci, ηZ(ci)]
for certain λi ∈ N. Every element of S˜ can be written as s˜ = [c, η˜Z(c)] + t˜ for some t˜ ∈ T˜ . We will
prove that
(18) [c, η˜Z(c)] =
∑r
i=1 λi [ci, η˜Z(ci)].
Indeed, from (17) we have c =
∑k
i=1 λici. So it is enough to prove that t˜ := η˜Z(c)−
∑k
i=1 η˜Z(ci) = 0.
This follows since t˜ ∈ T˜ and πT (t˜) = ηZ(c)−
∑k
i=1 ηZ(ci), which is zero by (17). Since ker(πT ) = 0,
by Corollary 3.20, we indeed have t˜ = 0. Thus equation (18) holds. 
Corollary 4.6. The monoid S˜ is finitely generated. Its generators are the generators of T˜ and
(19) {s˜1 := [c1, η˜Z(c1)], . . . , s˜r := (cr, η˜Z[cr)]} ⊂ ∂T˜ S˜.
Corollary 4.7. The pair (T˜ , S˜) is free and we have an isomorphism πS : ∂T˜ S˜
∼−→ ∂TS.
Proof. Using Corollary 3.20 we can easily check that
∂T˜ S˜ = {[c, η˜Z(c)] : c ∈ tail(P )
∨ ∩M}.
We get then the isomorphism πS : ∂T˜ S˜
∼−→ ∂TS using the description of ∂TS in the equation (16).
To prove that (T˜ , S˜) is free let us assume that b˜1 + t˜1 = b˜2 + t˜2, with b˜i ∈ ∂T˜ S˜ and t˜i ∈ T˜ . Applying
the map πS : S˜ → S we obtain
πS (˜b1) + πS(t˜1) = πS (˜b2) + πS(t˜2).
We have π(t˜1), π(t˜2) ∈ T and using the isomorphism on the boundaries we get πS (˜b1), πS (˜b2) ∈ ∂TS.
Since (T, S) is a free pair, we have that πS (˜b1) = πS (˜b2). Again by the isomorphism on the boundaries
we obtain b˜1 = b˜2, and thus t˜1 = t˜2, so the decomposition is unique. 
5. SYZYGIES OF THE FREE PAIR (T˜ , S˜)
5.1. Binomial equations. Recall from (3) the Hilbert basis {s1, . . . , sr, r} of S, and the liftings s˜i ∈ S˜
of the si ∈ S from (19). Let t˜0, . . . , t˜g be a set of generators of T˜ , and thus from Corollary 4.6 it follows
that t˜0, . . . , t˜g, s˜1, . . . , s˜r generate S˜. Let us introduce also the following notation
k[S] = k[t, x1, . . . , xr]/IS ,
k[T˜ ] = k[u0, . . . , ug]/IT˜ ,
k[S˜] = k[u0, . . . , ug, x1, . . . , xr]/IS˜ .
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Definition 5.1. For k = (k1, . . . , kr) ∈ Nr let xk :=
∏r
i=1 x
ki
i , and let
∂(k) := ∂(
∑r
j=1 kj [cj , ηZ(cj)]) ∈ ∂TS, λ(k) := λ(
∑r
j=1 kj [cj , ηZ(cj)]) ∈ T,
∂˜(k) := ∂˜(
∑r
j=1 kj [cj , η˜Z(cj)]) ∈ ∂T˜ S˜, λ˜(k) := λ˜(
∑r
j=1 kj [cj , η˜Z(cj)]) ∈ T˜ .
Note that the isomorphism ∂T˜ S˜
∼−→ ∂TS from Corollary 4.7 sends ∂˜(k) to ∂(k). We will identify
the two and write ∂(k) = ∂˜(k). Note also that the map πT from Definition 2.10 maps λ˜(k) to λ(k).
Definition 5.2. For each element s ∈ S (resp. s˜ ∈ S˜) we fix a representation s = a0R +
∑r
i=1 aisi
(resp. s˜ =
∑g
j=0 nj t˜j +
∑r
i=1 ais˜i) with
∑r
i=1 ais˜i =
∑r
i=1 aisi inside ∂T˜ S˜
∼−→ ∂TS. Define
xs := ta0
∏
i x
ai
i , x
∂(s˜) :=
∏
i x
ai
i , u
λ˜(s˜) :=
∏
j u
nj
j .
In particular we can present ∂(k) = ∂˜(k) as an element of Nr. We define the binomials
fk := x
k − x∂(k) tλ(k), Fk := x
k − x∂(k) uλ˜(k).
Lemma 5.3. The binomials fk generate the ideal IS = ker(ϕ : k[t, x1, . . . , xr] → k[S]) and the
binomials Fk generate the ideal ker(ϕ˜ : k[T˜ ][x1, . . . , xr] −→ k[S˜]).
Proof. Let us only prove the second statement, the first one follows analogously. By construction we
have Fk ∈ ker(ϕ˜). Since ker(ϕ˜) is S˜-homogeneous, the kernel is spanned by binomials of the form
uaxk − x∂(a+k)uλ˜(a+k) = uaFk,
where a ∈ Nr, which concludes the proof. 
5.2. Lifting syzygies. We start with a general lemma which will turn out useful.
Lemma 5.4. For any free pair (T, S) and for any w1, w2 ∈ S we have
∂(w1 + w2) = ∂(∂(w1) + ∂(w2)),
λ(w1 + w2)− λ(w1)− λ(w2) = λ(∂(w1) + ∂(w2)).
Proof. To conclude it is enough to apply the unique decomposition of w1 + w2 in the following:
∂(w1 + w2) + λ(w1 + w2) = w1 + w2
= ∂(w1) + ∂(w2) + λ(w1) + λ(w2)
= ∂(∂(w1) + ∂(w2)) + λ(∂(w1) + ∂(w2)) + λ(w1) + λ(w2).

LetR denote the kernel of the map
ψ :
⊕
k∈Nr k[t, x1, . . . , xr]ek
ek 7→fk−−−−→ IS ⊂ k[t, x1, . . . , xr].
Thus R is the module of linear relations between the fk.
Definition 5.5. For every a,k ∈ Nr we define
Ra,k := ea+k − x
aek − t
λ(k)e∂(k)+a.
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To check that Ra,k ∈ R we compute:
ψ(Ra,k) = x
a+k − x∂(a+k)tλ(a+k) −
−xa
(
xk − x∂(k)tλ(k)
)
− tλ(k)
(
x∂(∂(k)+a) − x∂(∂(k)+a))tλ(b(k)+a)
)
= x∂(a+∂(k))tλ(a+∂(k))+λ(k) − x∂(a+k)tλ(a+k) = 0,
where the last equality we obtain by Lemma 5.4.
Lemma 5.6. The module R is spanned by Ra,k, for a,k ∈ N
r.
Proof. Let R =
∑
gieki ∈ R be a homogeneous relation in S-degree w. Computing modulo 〈Ra,k〉,
we can always replace xaek by ea+k−tλ(k)e∂(k)+a. So we may assume that each gi = αit
ai . Moreover,
we can assume that there exists an index i such that ai = 0 (otherwise, divide R by the minimal power
of t). LetR0 =
∑
ai=0
αit
0eki . We have ψ(R0) =
∑
ai=0
αi(x
ki−x∂(ki)tλ(ki)) = 0, and furthermore,
each αixki must cancel with some αjx∂(kj)tλ(kj), so λ(kj) = 0 for each j with aj = 0. This, together
with S-homogeneity, implies that x∂(kj) = x∂(w) for all j with aj = 0. Thus actually R0 is the empty
sum, contradicting the existence of an ai = 0 in R. 
Let R˜ denote the kernel of the map
ψ˜ :
⊕
k∈Nr
k[u0, . . . , ug, x1, . . . , xr]Ek
Ek 7→Fk−−−−−→ IS˜ ⊂ k[u0, . . . , ug, x1, . . . , xr].
Thus R˜ is the module of linear relations between Fk.
Definition 5.7. For each a,k ∈ Nr we define the relation among the generators of S˜ given in Lemma 5.3:
R˜a,k = Ea+k − x
aEk − u
λ˜(k)E
∂˜(k)+a
.
As we did for Ra,k we also compute in this case that
(20) ψ˜(R˜a,k) = x
∂(a+∂(k))uλ˜(a+∂(k))+λ˜(k) − x∂(a+k)uλ˜(a+k),
which is equal to 0 in k[T˜ ][x1, . . . , xr] by Lemma 5.4. In particular, Ra,k lifts to R˜a,k.
5.3. Explicit description of λ˜(k). We write k = (k1, . . . , kr) ∈ Nr and c =
∑r
i=1 kici, where the
ci ∈M are the elements appearing in the Hilbert basis of S, see (3). Recall the elements λ˜(k) and ∂(k)
from Definition 5.1.
Lemma 5.8. For all k ∈ Nr we have ∂(k) = [c, ηZ(c)], ∂˜(k) = [c, η˜Z(c)] and
λ˜(k) = η˜Z(k) := [0,
∑r
i=1 kiη˜Z(ci)− η˜Z(c)].
Proof. We have
∑r
i=1 ki[ci, η˜Z(ci)] = [0,
∑r
i=1 kiη˜Z(ci) − η˜Z(c)] + [c, η˜Z(c)] with [c, η˜Z(c)] ∈ S˜ and
[0,
∑r
i=1 kiη˜Z(ci)− η˜Z(c)] ∈ T˜ , which concludes the proof. 
By Definition 5.2 we treat ∂(k) as an element of Nr, say ∂(k) = (b1, . . . , br) ∈ Nr. This means that
(21) ∂(k) = [c, ηZ(c)] =
∑
j bj[cj , ηZ(cj)].
Recall the definition of v(c) from Section 2.1 and the paths λ(a), µj(a), λj(a) from Definition 3.6.
16 K. ALTMANN, A. CONSTANTINESCU, AND M. FILIP
Lemma 5.9. It holds that
∑r
j=1 λ
j
ν(c)bj〈cj , d
ν〉 = λν(c)〈c, d
ν 〉 for each compact edge dν .
Proof. Let F be the face of P where c attains its minimum and let Fj be the face of P where cj attains
its minimum. Then bj 6= 0 only for those j such that Fj ⊂ F , from which the proof easily follows. 
The following description of λ˜(k) will be important in Section 7.
Proposition 5.10. For k = (k1, . . . , kr), ∂(k) = (b1, . . . , br) and c =
∑r
i=1 kici it holds that
λ˜(k) =
∑
j(kj − bj)
(∑
ν δj,ν(c)t˜
(
λjν(c)cj , d
ν
)
+ {〈cj , v∗〉}sv∗
)
∈ T˜ ,
where
δj,ν(c) :=
{
1 if 〈cj , λ
j
ν(c)dν〉 > 0
0 if 〈cj , λ
j
ν(c)dν〉 ≤ 0.
Proof. In the definition of λ˜(k) let us pick the path λj(c) from v∗ to v(cj). We compute
λ˜(k) =
∑
j kj
(
ηZ(cj)− η(cj)
)
· sv(cj) −
(
ηZ(c)− η(c)
)
· sv(c) +
+
∑
ν
(∑
j kjλ
j
ν(c)〈cj , d
ν〉 − λν(c)〈c, d
ν 〉
)
tν
=
∑
j(kj − bj)
((
ηZ(cj)− η(cj)
)
· sv(cj) +
∑
ν λ
j
ν(c)〈cj , d
ν〉tν
)
,
where in the last equality we used the equation (21) and Lemma 5.9. By Lemma 3.11 we see that∑
ν δj,ν t˜(λ
j
ν(c)cj , d
ν) =
(
ηZ(cj)− η(cj)
)
· sv(cj) − {〈cj , v∗〉}sv∗ +
∑
ν λ
j
ν(c)〈dν , cj〉tν ,
from which we conclude the proof. 
6. THE DEFORMATION DIAGRAM
6.1. The free pair (T˜ , S˜) yields a deformation of a hyperplane section. The injection T →֒ S
yields a morphism R : X = Speck[S] → A1k. Its zero-fiber Z := R
−1(0) ⊆ X equals Speck[∂TS]
where the definition of the k-vector space k[∂TS] is straightforward, and it becomes a k-algebra via the
multiplication law saying that for s, s′ ∈ ∂TS we set
χs · χs
′
:=
{
χs+s
′
if s+ s′ ∈ ∂TS, i.e. if λ(s+ s′) = 0
0 if λ(s + s′) > 0.
Example 6.1. Let us consider Example 3.14. Here, the equations for Z ⊆ A4k are zi z−j = 0 (i, j =
1, 2) and z21 = z
2
−1 = 0, where zi is the coordinate corresponding to the Hillbert basis element (i, 1) in
(14). Hence, Z is the union of two orthogonal double lines.
We have the commutative diagram[
Z = R−1(0)
]
X Speck[S˜]
0 A1k Speck[T˜ ].
R R˜
By Proposition 4.3, all vertical maps are flat, and both squares are Cartesian diagrams. That is, both
R : X → A1k and R˜ : Speck[S˜]→ Spec k[T˜ ] are deformations of Z = R
−1(0).
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6.2. Deformations of X instead of Z . From now on we assume that T˜ is generated by degree 1
elements. Lemma 6.7 below offers a geometric interpretation of this condition.
There is an alternative possibility to produce a deformation diagram out of the right hand square of
the diagram in Subsection 6.1:
(22)
Z X X˜ Speck[S˜]
0 A1k M Speck[T˜ ] A
g+1
k
0 M Ag+1k /∆.
R R˜ R˜
ℓ
maximal
ℓ
We described the most important part of the diagram (22) already in Introduction, see diagram (2).
The double arrow between Speck[T˜ ] and M is supposed to indicate that there is a maximal closed
subscheme M ⊆ Agk meeting the requirement ℓ
−1(M) ⊆ Spec k[T˜ ]. One obtains the ideal providing
this distinguished maximalM as follows: write all (binomial) equations f(u0, . . . , ug) from the ideal
ofM′ ⊆ Ag+1k in coordinates u0, T1, . . . , Tg with Ti := u0 − ui (i = 1, . . . , g), such as
f(u0, . . . , ug) =
∑
l≥0 fl(T1, . . . , Tg) · u
l
0.
Then by definition, the ideal ofM is generated by the coefficients fl(T1, . . . , Tg) ∈ k[T1, . . . , Tg].
Recall the sub-monoids T˜ d ⊂ T˜ from Definition 3.16. The main result of this paper is the following.
Theorem 6.2. Let X be a toric variety from our setup in Section 2.1. Assume that T˜ d is generated by
degree 1 elements for all compact edges d of P . Then the maximalM⊆ Agk with ℓ
−1(M) ⊆ Spec k[T˜ ]
yields maximal deformation with prescribed tangent space T 1X(−R) ⊆ T
1
X .
Remark 6.3. Theorem 6.2 has been shown in [1] and [4] for the special case ofX lacking singularities
in codimension two. In the combinatorial language of polytopes this means that all two faces 〈ai, aj〉
are smooth, i.e. ai and aj are the base of 〈ai, aj〉∩N . Lemma 6.7 will show to what extent Theorem 6.2
is a generalization of this case.
Clearly the assumption that T˜ d is generated by degree 1 elements for all d implies that T˜ is generated
by degree 1 elements by the description of the generators of T˜ in Proposition 3.12.
Remark 6.4. Note that from Proposition 2.5 we see thatM has indeed T 1X(−R) as its tangent space.
Moreover, the assumption T˜ d is generated by degree 1 elements for all d implies that all edges are
1-short by Proposition 3.19. This implies that T 1X(−kR) = 0 for k ≥ 2 by Proposition 2.5.
Example 6.5. Let P = conv{(0, 0), (2, 0), (2, 1), (1, 2), (0, 1)} ⊂ R2 be the lattice polygon:
d1
d2
d3d4
d5
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The generators of T˜ are 2t1, t2, t3, t4, t5 (they correspond to the five edges). The closing condition (4)
on 2-faces gives us that 2t1 = t3 + t4, which implies that T˜ is generated by degree 1 elements but on
the other hand we see that T˜ d1 ⊂ T˜ is not generated by degree 1 elements (it is generated by 2t1).
Remark 6.6. Example 6.5 shows that the condition that T˜ d are generated by degree 1 elements is
slightly stronger than the condition that T˜ is generated by degree 1 elements. See also Remark 7.9 why
we impose this stronger condition.
Lemma 6.7. For a compact edge d = [v,w] of P assume that one of the following holds:
a) d is a short edge;
b) one vertex of d lies in N and the lattice length of d is strictly smaller than 2;
c) gd ≥ 2 and d is 1-short;
d) gd = 1 and d is 1-short and the lattice length of d is bigger than 1;
e) there is an isomorphism of the latticeN that maps the edge d to the edge with vertices (− 1n , 0, . . . , 0)
and ( 1m , 0, . . . , 0), n,m ∈ N and n,m 6= 1.
Then T˜ d is generated by degree 1 elements.
Proof. Let c′ ∈M be such that
〈c′, d〉 = min{| 〈c, d〉 | : c ∈M, 〈c, d〉 6= 0}.
Note that this value appeared in the proof of Proposition 3.13, where we described the generators of T˜ .
If a) holds the claim trivially follows.
If b) holds we may assume that w ∈ N . Then we can easily see that the semigroup T˜ d is generated
by two elements, namely sv and t˜(c′, d). Since the lattice length of d is strictly smaller than 2 we see
that t˜(c′, d) has degree 1 by Proposition 3.19, from which the claim follows.
If c) holds, then sv = sw and as in b) we can easily verify that T˜ d is generated by two elements,
namely sv = sw and t˜(c′, d). By Proposition 3.19 we see that the degree of t˜(c′, d) is 1.
If d) holds, then we can easily check that T˜ d is generated by four elements: sv, sw, t˜(c′, d), t˜(−c′, d),
which have degree 1 by Proposition 3.19.
Let us now assume that only e) holds. It is enough to show that for d = [v,w] = [− 1n ,
1
m ] ⊂ R the
semigroup S′ = SpanN{sv, sw, t˜(c, d) : c ∈ M} is generated by degree 1 elements. This is clear by
explicit description of the generators described in Proposition 3.13: let us first consider the case when
m,n 6= 1. In this case S′ is isomorphic to the following monoid (see also Example 6.12 for a geometric
picture): let the polytope Q be the convex hull of the vertices (0, 0), (0, 1), (n − 1, 0), (m − 1, 1). Let
C(Q) be the cone over this polytope, i.e. generated by (0, 0, 1), (0, 1, 1), (n − 1, 0, 1), (m − 1, 1, 1).
We will show that the monoid Z3 ∩ C(Q) is isomorphic to S′. Indeed, the isomorphism is given by
sv 7→ (0, 0, 1), sw 7→ (0, 1, 1), t˜(a, d) 7→ (a, 1, 1), t˜(−b, d) 7→ (b, 0, 1),
for a = 1, . . . , n− 1 and b = 1, . . . ,m− 1. From this we conclude the proof. 
Remark 6.8. The compact edges of P correspond to the two dimensional cyclic quotient singularities.
Thus Lemma 6.7 can be phrased using this language as well, see [5, Section 2].
Example 6.9. Let d = [−23 ,
1
4 ] ⊂ R. Then T˜ d is generated by degree 1 elements, namely by
s1, s2, , t˜(1, d) =
11
12
t+
3
4
s2 −
2
3
s1, t˜(−1, d) =
11
12
t+
1
3
s1 −
1
4
s2.
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Thus we see that the list in Lemma 6.7 is not exhaustive, i.e. T˜ d is generated by degree 1 elements but
it does not appear on the list.
Example 6.10. Let us consider P = [v1, v2] = [−35 ,
1
5 ] ⊂ R. Here we have only one edge, which is
1-short and we will show that T˜ is not generated by degree 1 elements. The degree 1 elements are
(23) s1, s2, t˜(1, d) =
4
5
t+
4
5
s2 −
3
5
s1, t˜(−1, d) =
4
5
t+
2
5
s1 −
1
5
s2.
We see that we can not write the element
t˜(3, d) =
12
5
t+
2
5
s2 −
4
5
s1
as a sum of degree 1 elements in (23), thus T˜ is not generated by degree 1 elements. We have gd = 1
and the lattice length of d is smaller than 1 thus none of the conditions in Lemma 6.7 is satisfied for this
example.
Example 6.11. Let us continue with Example (3.14). Let us denote k[T˜ ] = k[u1, u2, uA, uB ], where
the variables correspond to the minimal generating set of T˜ , written in (15) (here A = t˜(1, d) and
B = t˜(−1, d)). We only have the following binomial equation
uA u1 − uB u2 = 0.
Writing u0 = u1 and Ti = u0 − ui for i = 2, A,B, turn this equation into
(u0 − TA)u0 − (u0 − TB)(u0 − T2) = 0
from which we get
u0(−TA + TB + T2)− T2TB = 0.
The equations of our versal base space are
TA = T2 + TB , T2TB = 0
and thus
M = Speck[T2, TB ]/(T2TB),
i.e.M equals the union of two lines. These two lines correspond to the two Minkowski decompositions
P = P1 + P2 = Q1 +Q2,
where P1 is the vertex −12 , P2 = [0, 1], Q1 = [−
1
2 , 0] and Q2 = [0,
1
2 ], see also [7, Section 9], where
those Minkowski decompositions were called lattice friendly Minkowski decompositions.
Example 6.12. Let P = [v,w] = [−12 ,
1
3 ] ⊂ R and thus σ = SpanR>0{(−1, 2), (1, 3)} ⊆ R
2.
Dualizing we obtain free embedding of monoids
T = N SpanR>0{(−3, 1), (2, 1)} ∩ Z
2 = S.
The Hilbert basis of S, i.e. the set of minimal generators, equals
{(−3, 1), (−2, 1), (−1, 1), (0, 1), (1, 1), (2, 1)}.
Since P is free from short half open edges, we obtain T (P ) = R3 with coordinates (t, sv, sw). We see
that the elements
A = t˜(1, d) =
5
6
t+
2
3
sw −
1
2
sv, B1 = t˜(−1, d) =
5
6
t+
1
2
sv −
1
3
sw, B2 = t˜(2, d) =
5
3
t−
2
3
sw,
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together with sv and sw generate T˜ . Thus T˜ is the set of lattice points of the cone over the quadrangle
sv
A
B2B1
sw
The generators obey the affine relations
A+ sv = B1 + sw and 2B1 = B2 + sv,
which induce the following binomial equations:
uA uv − uB1 uw and u
2
B1 − uB2 uv.
After writing u0 = uB1 and Ti = u0 − ui for i = v,w,A,B, these equations turn into
(u0 − TA)(u0 − Tv)− u0(u0 − Tw) = 0, u
2
0 − (u0 − TB2)(u0 − Tv) = 0.
and thus after some computation we obtain
u0(Tw − Tv − TA) + TATv = 0, u0(Tv + TB2)− TB2Tv = 0.
We can write
Tw = Tv + TA, TB2 = −Tv
and we end up with
M = Spec k[Tv, TA]/(T
2
v , TATv),
i.e.M equals the line with an embedded point. This line is corresponding to the Minkowski decompo-
sition P = [−12 , 0] + [0,
1
3 ].
6.3. The Obstruction map. From [13, Section 4] and [1, Section 7] we recall the definition of the
obstruction map, which is the main tool for proving Theorem 6.2. As in Subsection 5.4, let R be the
module of linear relations between fk, which are the generators of IS . The module R contains the
submodule R0 of the so-called Koszul relations.
Definition 6.13. Let S be the monoid defined by P and X = Speck[S]. We define
T 2X :=
Hom(R/R0, S)
Hom(
⊕
k∈Nr k[x, t]fk, S)
.
Let k[T˜ ] = k[u0, . . . , ug]/IT˜ , where IT˜ = (p1, . . . , pk), for some homogenous polynomials pi.
We will write for simplicity T for the list of variables T1, T2, . . . , Tg . Every degree d homogenous
polynomial p ∈ k[u0, . . . , ug] = k[u0,T], with Ti = u0 − ui, can be uniquely written as
p =
∑d
n=1 p
(n)(T)ud−n0 ,
where p(n)(T) is homogenous of degree n. In Subsection 6.2 we saw that the equations ofM are given
by the ideal
J :=
(
p
(n)
1 (T), . . . , p
(n)
k (T) : n ∈ N
)
.
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Definition 6.14. We call p(n)(T) the degree n part of p. Let us consider the ideal
J˜ := J · (T1, T2, . . . , Tg) + J1k[T] ⊂ k[T],
where J1 :=
(
p
(1)
1 (T), . . . , p
(1)
k (T)
)
denotes the ideal generated by the degree one elements. Let
W := J /J˜ be a Z-graded vector spaceW =
⊕
n≥2Wn, whereWn contains the degree n parts of the
polynomials p ∈ IT˜ .
We have the exact sequence
(24) 0 W k[T]/J˜ k[T]/J 0.
Identifying t with u0, the tensor product of (24) with k[x, u0] yields
(25) 0 W ⊗k k[t,x] k[t,T,x]/J˜ · k[t,T,x] k[t,T,x]/J · k[t,T,x] 0.
Using the notation from Subsection 5.4, let s =
∑
k
skek ∈ R, which means sk ∈ k[x, t] as well as
ψ(s) = 0 ∈ k[x, t]. In Section 5 we showed that we can lift sk to k[u0, . . . , ug,x], from which we
obtain s˜ ∈ R˜ such that
o(s) :=
∑
s˜kEk 7→ 0 in k[t,T,x]/J · k[t,T,x].
In particular, each relation s ∈ R induces some element o(s) ∈ W ⊗k k[x, t], which is well defined
after the additional projection toW ⊗k k[S]. This procedure describes a certain element
o ∈ T 2X ⊗k W = Hom(W
∗, T 2X)
called the obstruction map. From Section 5 (see equation (20)) we obtain that
(26) o(Ra,k) =
∑
n≥1 x
∂(a+k)tn ⊗ hn,a,k(T),
where hn,a,k(T) is the degree n part of the polynomial
(27) uλ˜(a+∂(k))+λ˜(k) − uλ˜(a+k).
Note that in (26) we identified u0 with t and we also use that x∂(a+∂(k)) = x∂(a+k) in k[S˜] by
Lemma 5.4. For our R = [0, 1] ∈ S and n ∈ N let us denote by T 2(−nR) the degree −nR part
of T 2X . We see that
(28)
o∗ :
⊕
n≥2 T
2(−nR)
⊕
n≥2Wn
(Ra,k 7→ x
∂(a+∂(c))tnR) hn,a,k(T).
To prove Theorem 6.2, it is enough to prove that the map (28) is injective (see [13, Section 4]). We
will rather prove that the dual of the obstruction map is surjective and to do that we need to understand
the equations of k[T˜ ].
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7. THE LOOP EQUATIONS
Some ideas of this section are taken from [1, Section 7]. For each c ∈ M and a closed path µ we
define S+c,µ (resp. S
−
c,µ) to be the set of edges d
ij of P , such that 〈µijdij , c〉 > 0 (resp. 〈µijdij , c〉 ≤ 0).
We see by (4) and Remark 3.3 that
(29)
∑
dij∈S+c,µ
t˜(µijc, d
ij)−
∑
dij∈S−c,µ
t˜(µijc, d
ij) = 0.
We call the equations corresponding to (29) the loop equations and denote them by
(30) p(µ, c) :=
∏
dij∈S+c,µ
u(µijc, d
ij)−
∏
dij∈S−c,µ
u(µijc, d
ij).
Remark 7.1. We view p(µ, c) as a polynomial in the variables u0, . . . , ug, which correspond to the gen-
erators of T˜ . There are many different ways to present p(µ, c) as a polynomial in u0, . . . , ug . Whenever
we say that a property holds for p ∈ J we mean that it holds for all possible presentations. In particular,
the bi-linearity of p shown in Lemma 7.2 holds for all presentations of p as a polynomial in J .
Let p(n)(µ, c) denote the degree n part of the polynomial p(µ, c).
Lemma 7.2. Form1,m2 ∈ tail(P )
∨ ∩M and a closed path µ we have
(31) p(n)(µ,m1 +m2) = p
(n)(µ,m1) + p
(n)(µ,m2) ∈Wn.
For two closed paths µ1, µ2 andm ∈ tail(P )∨ ∩M it holds that
(32) p(n)(µ1 + µ2,m) = p(n)(µ1,m) + p(n)(µ2,m) ∈Wn.
Proof. We define four sets of edges based on the sign of the pairing withm1 +m2,m1 andm2:
E1 := {d
ij ∈ edge(P ) : 〈µijd
ij ,m1 +m2〉 < 0, 〈µijd
ij,m1〉 > 0, 〈µijd
ij ,m2〉 < 0},
E2 := {d
ij ∈ edge(P ) : 〈µijd
ij ,m1 +m2〉 > 0, 〈µijd
ij,m1〉 < 0, 〈µijd
ij ,m2〉 > 0},
E3 := {d
ij ∈ edge(P ) : 〈µijd
ij ,m1 +m2〉 < 0, 〈µijd
ij,m1〉 < 0, 〈µijd
ij ,m2〉 > 0},
E4 := {d
ij ∈ edge(P ) : 〈µijd
ij ,m1 +m2〉 > 0, 〈µijd
ij,m1〉 > 0, 〈µijd
ij ,m2〉 < 0}.
Straightforward computation shows that for each non-lattice vertex v ∈ P there exist nv,mv ∈ N such
that in IT˜ the following holds:
(33) p(µ,m1 +m2)
∏
dij∈E1∪E2
u(µijm1, d
ij)
∏
dij∈E3∪E4
u(µijm2, d
ij)
∏
v
u(sv)
mv =
=
1
2
p(µ,m1)
( ∏
dij∈S+m2,µ
u(µijm2, d
ij) +
∏
dij∈S−m2,µ
u(µijm2, d
ij)
)∏
v
u(sv)
nv+
1
2
p(µ,m2)
( ∏
dij∈S+m1,µ
u(µijm1, d
ij) +
∏
dij∈S−m1,µ
u(µijm1, d
ij)
)∏
v
u(sv)
nv ,
from which (31) follows after looking at the degree n part of the above equation taken modulo J˜ . We
can prove (32) in a similar way, so we omit the proof. 
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Remark 7.3. Note that in [1] and [4] the proof of the versality relies on the fact that we know what
are the explicit equations of the versal base space. The main property of those equations was this
bi-linearity proven in Lemma 7.2 without knowing the explicit equations.
7.1. The module T 2X revisited. We recall the following from [6, Section 5.5]. Let σ = cone(P ) be
generated by ai ∈ N and let E denote the Hilbert basis of S = σ∨ ∩ (M ⊕ Z). We consider the
canonical surjection p : ZE → M ⊕ Z. Its kernel is a Z-module L(E) := ker p which encodes the
relations among elements in E.
Definition 7.4. For R ∈M ⊕ Z consider
ERai := E
R
i := {e ∈ E : 〈a
i, e〉 < 〈ai, R〉}.
For a subface τ ≤ σ we define ERτ :=
⋂
ai∈τ E
R
i and L(E
R
τ ) := L(E) ∩ Z
ERτ . Moreover, for p ∈ N
we define
L(ER)p :=
⊕
τ≤σ,dim τ=p
L(ERτ ).
After defining L(ER)0 :=
⋃
iE
R
ai
we get a complex L(ER)• with the usual differentials. Let us define
Lk(E
R
• ) := L(E
R)• ⊗Z k.
We have an exact sequence
(34) 0→ Lk(E
R
• )→ k
ER
• → Spank E
R
• → 0.
Let us consider the first homology group of the complex Lk(ER)•:
H1(Lk(E
R
• )) =
(
ker
(⊕
i Lk(E
R
i )→ Lk(E)
)
Image
(⊕
〈ai,ak〉≤σ Lk(E
R
i ∩ E
R
k )→
⊕
i Lk(E
R
i )
)),
which is isomorphic to H2(Spank E
R
• ) since Hi(k
ER
• ) = 0 for i ≥ 1. In [6, Section 5.5] was proven
that
H1(Lk(E
R
• ))⊗Z k ⊂
(
T 2(−R)
)∗
.
Recall the elements c1, . . . , cr appearing in the Hilbert basis of S and the paths λ(a), λ
c(a) and λc(a)
for a, c ∈ tail(P )∨ (cf. Definition 3.6). For each vertex vi of P we get the corresponding generator ai
of σ. For a vertex v of P and c ∈ tail(P )∨ we define similar paths
λ(v) := [some path v∗ ; v] = [λ1(v), . . . , λr(v)] ∈ Z
r,
µc(v) := [some path v ; v(c) such that µci(v) 〈d
i, c〉 ≤ 0 ∀ di] = [µc1(v), . . . , µ
c
r(v)] ∈ Z
r, and
λc(v) := λ(v) + µc(v).
In particular, λ(a) = λ(v(a)), µc(a) = µc(v(a)) and λc(a) = λc(v(a)). For n ∈ N, n ≥ 2, we define
the map:
ψ
(n)
i : Lk(E
nR
ai ) Wn
q
∑r
j=1 qjp
(n)(λcj(vi)− λ(v(cj)), cj).
Lemma 7.5. The maps ψ
(n)
i induce the linear map ψ
(n) : H1(Lk(E
nR
• )) Wn.
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Proof. We need to show that for every face SpanR>0{a
i, aj} < σ the maps ψ(n)i and ψ
(n)
j agree on
L(EnRai ∩ E
nR
aj ). Let us write λ
k(v) := λck(v) and compute using Lemma 7.2 that
ψ
(n)
i (q)− ψ
(n)
j (q) =
∑r
k=1 qkp
(n)(λk(vi)− λk(vj), ck).
Denoting by ρij the path consisting of the single edge running from vi to vj we see by Lemma 7.2 that
for q ∈ L(EnRai ∩ E
nR
aj ) we have
ψ
(n)
i (q)−ψ
(n)
j (q) =
r∑
k=1
qkp
(n)(λ(vi)−λ(vj)+ ρij, ck)+
r∑
k=1
qkp
(n)(µk(vi)−µk(vj)− ρij, ck) = 0.
Indeed, the first sum is zero since
∑r
k=1 qkck = 0 and the second sum is zero since q ∈ L(E
nR
ai
∩EnR
aj
),
from which we can easily compute that the degree of p(µk(vi) − µk(vj) − ρij, ck) is strictly smaller
than n, which concludes the proof. 
Proposition 7.6. The map
∑
n≥1 ψ
(n) equals to the adjoint of the obstruction map o∗ restricted to⊕
n≥1H1(Lk(E
nR
• )) ⊂ (T
2
X)
∗.
Proof. Let a = (ka1 , . . . , k
a
r ) ∈ N
r and k = (kk1 , . . . , k
k
r ) ∈ N
r. Let
ca :=
∑r
j=1 k
a
j cj ,
ck :=
∑r
j=1 k
k
j cj ,
where cj appear in the Hilbert basis of S, see (3). We denote ∂(a + k) = (k
∂(a+k)
1 , . . . , k
∂(a+k)
r ) and
∂(k) = (k
∂(k)
1 , . . . , k
∂(k)
r ). Recall the linear relation Ra,k, which can also be rewritten as
Ra,k = x
a+k − xa+∂(k)tλ(k) − xa
(
xk − x∂(k)tλ(c)
)
+ tλ(k)x∂(a+k) −(35)
−x∂(∂(k)+a)tλ(∂(k)+a)+λ(k) − tλ(k)
(
x∂(k)+a − x∂(∂(k)+a)tλ(∂(k))+a
)
.
Let us denote sa :=
∑r
j=1 k
a
j sj and sk :=
∑r
j=1 k
k
j sj , where sj are the Hilbert basis elements, see (3).
Using [2, Theorem 3.5] we can find an element of
Hom(R/R0,Wn ⊗O(X))
representing ψ(n) ∈ T 2 ⊗Wn. Using our notation we can easily verify that it sends relation Ra,k to
(36)

(
ψ
(n)
v(ck)
(k− ∂(k)) − ψ
(n)
v(ca+ck)
(k− ∂(k))
)
xa+k−nR if λ(sa + sk) ≥ n,
0 otherwise.
Moreover, we define
t′ck,j := 〈v∗, cj〉sv∗ +
∑
ν δj,ν(ck)t˜
(
λjν(ck)cj , d
ν
)
∈ T ∗Z (P ),
t′ca+ck,j := 〈v∗, cj〉sv∗ +
∑
ν δj,ν(ca + ck)t˜
(
λjν(ca + ck)cj , d
ν
)
∈ T ∗Z (P ),
where
δj,ν(ck) :=
{
1 if 〈cj , λ
j
ν(ck)d
ν〉 > 0
0 if 〈cj , λ
j
ν(ck)d
ν〉 ≤ 0,
δj,ν(ca + ck) :=
{
1 if 〈cj , λ
j
ν(ca + ck)d
ν〉 > 0
0 if 〈cj , λ
j
ν(ca + ck)d
ν〉 ≤ 0.
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Using Proposition 5.10 we see that the polynomial
uλ˜(a+∂(k))+λ˜(k) − uλ˜(a+k),
appearing in (27), equals ue1 − ue2 , where
e1 =
∑r
j=1
(
(kaj + k
∂(k)
j − k
∂(a+∂(k))
j )t
′
ca+ck,j
+ (kkj − k
∂(k)
j )t
′
ck,j
,
e2 =
∑r
j=1(k
a
j + k
k
j − k
∂(a+k)
j )t
′
ca+ck,j
.
By the equation (21) we see that ck =
∑r
j=1 k
k
j =
∑r
j=1 k
∂(k)
j and by Lemma 5.4 it holds that
∂(a+ ∂(k)) = ∂(a+ k).
Using also Lemma 7.2 we see that inWn it holds that
ψ
(n)
v(c)(k− ∂(k)) − ψ
(n)
v(a+c)(k− ∂(k)) =
∑
j(k
k
j − k
∂(k)
j )p
(n)
(
λj(ck)− λ
j(ca + ck), cj
)
.
Since e1 − e2 = (kcj − k
∂(c)
j )(t
′
ca+ck,j
− t′ck,j), the proof now follows. 
Proposition 7.7. The image of the map ψ(n) contains the equations p(n)(ǫ, c) for all bounded 2-faces ǫ
and c ∈ tail(P )∨ ∩M .
Proof. Let us recall the isomorphism of homology groups H1(Lk(EnR)•) ∼= H2(Spank E
nR
• ) ex-
plained after the exact sequence (34) (n ∈ N). Let the rank of the lattice M be d − 1 and thus
Spank(M ⊕ Z) ∼= k
d. For n ≥ 2 we have
H2(Spank E
nR
• ) =
ker[
⊕
〈ai,aj〉<P k
d →
⊕
ai<P k
d]
Image[
⊕
ǫ<P Spank(∩ai∈ǫE
nR
i )→
⊕
〈ai,aj〉<P k
d]
.
Indeed, Spank E
nR
ai
∼= kd clearly holds for all rays ai ∈ σ and
(37) Spank(E
nR
ai ∩ E
nR
aj )
∼= kd
holds for all 2-faces SpanR>0{a
i, aj} of σ since the lattice length of all edges is smaller than 2 because
the semigroups T˜ d are generated by degree 1 elements, see Proposition 3.19 and Remark 3.18.
Clearly it holds that
ker[
⊕
〈ai,aj〉<P
kd −→
⊕
ai<P
kd] ∼= Image[
⊕
ǫ<P,dim ǫ=2
kd −→
⊕
〈ai,aj〉<P
kd]
since the complex
⊕
τ<P,dim τ=• k
d is acyclic in degrees ≥ 1. Thus we have a surjection
g :
⊕
ǫ<P,dim ǫ=2 k
d H2(Spank E
nR
• )
∼= H1(Lk(E
nR)•).
In the following we will explicitly describe the map g. After choosing a 2-face with oriented edges
d1, . . . , dm we represent [c, ηZ(c)] as a linear combination of elements of EnRai ∩ E
nR
ai+1
:
[c, ηZ(c)] =
∑
j qi,j[cj , ηZ(cj)] + qi(0, 1),
and qi,j 6= 0 implies [cj , ηZ(cj)] ∈ EnRai ∩ E
nR
ai+1 . This corresponds to the lifting of an element from
Spank E
nR
2 to k
EnR
2 . From this we get an element in
ker
(⊕
i L(E
nR
ai ) −→ L(E)
)
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whose i-th summand is the linear relation∑
j(qi,j − qi−1,j)[cj , ηZ(cj)] + (qi − qi−1)(0, 1) = 0.
Thus we explicitly describe the map g.
Now we will check that (ψ(n) ◦ g)[c, ηZ(c)] = p(n)(ǫ, c) holds:
(ψ(n) ◦ g)[c, ηZ(c)] =
∑m
i=1
∑r
j=1(qi,j − qi−1,j)p
(n)(λcj(vi)− λ(v(cj)), cj)
=
∑m
i=1
∑r
j=1 p
(n)(λcj(vi)− λcj(vi+1), qi,jcj),
where in the last equality we used bi-linearity of p(n) proven in Lemma 7.2. Now as in Lemma 7.5
we introduce the path ρi consisting of the single edge running from ai to ai+1 and compute that
(ψ(n) ◦ g)[c, ηZ(c)] =
∑m
i=1
∑r
j=1 p
(n)(λ(vi) + µj(vi)− λ(vi+1)− µj(vi+1), qi,jcj)
=
∑m
i=1 p
(n)(λ(vi)− λ(vi+1) + ρi,
∑r
j=1 qi,jcj) +
+
∑m
i=1
∑r
j=1 p
(n)(µj(vi)− µj(vi+1)− ρi, qi,jcj)
=
∑m
i=1 p
(n)(λ(vi)− λ(vi+1) + ρi,
∑r
j=1 qi,jcj).
We used in the computation above that p(n)(µj(vi)− λj(vi+1)− ρi, qi,jcj) = 0, which can be verified
the same way as in the proof of Lemma 7.2. From this it follows that
(ψ(n) ◦ g)[c, ηZ(c)] =
∑m
i=1 p
(n)(λ(vi)− λ(vi+1) + ρi, c) =
∑m
i=1 p
(n)(ρi, c) = p(n)(ǫ, c).

Corollary 7.8. The image of o∗ contains all the degree n parts of all loop equations (30).
Proof. Let p(µ, c) be a loop equation. By Lemma 7.2 we can write its degree n part as
∑k
j=1 p
(n)(ǫj , c),
where ǫj are bounded 2-faces. We conclude by Propositions 7.6 and 7.7. 
Remark 7.9. Note that in the proof of Proposition 7.7 we really need the assumption that the semi-
groups T˜ d are generated by degree 1 elements. If we would only assume that T˜ is generated by degree
1 elements, then the crucial equation (37) in the proof above might not be satisfied. See Example 6.5
and consider the edge d1 that defines the 2-face SpanR>0{a
1, a2} of σ. Here we have that 〈ai, R〉 = 1
and thus
Spank(E
2R
a1 ∩ E
2R
a2 )
∼= Spank((a
1)⊥ ∩ (a2)⊥, R) ∼= k2.
The rank ofM ⊕ Z is 3 here so we see that the equation (37) is not satisfied in this example.
8. THE LOCAL EQUATIONS
Let us now explicitly write the set of generators from Proposition 3.13. For each compact edge
dij = vj − vi let
kij := min{|〈c, d
ij〉| ; c ∈M, 〈c, dij〉 6= 0}.
We choose cij ∈ M such that 〈cij , dij〉 = kij . We define mij to be the minimal natural number such
thatmij〈cij , vi〉,mij〈cij , vj〉 ∈ Z.
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From Proposition 3.13 we see that the following set is a generating set for T˜ :
(38)
{
t˜(kcij , d
ij), sv : d
ij ∈ edge(P ), k ∈ {±1, . . . ,±mij}, v ∈ Vert(P )
}
.
We fix an edge dij and let n be the maximal natural number, such that the degree of t˜(ncij , dij) equals 1.
Similarly, let m be the maximal natural number, such that the degree of t˜(−mcij , dij) is 1. Recall the
definition of the sub-monoid T˜ ij := T˜ dij from Definition 3.16. Since T˜ is generated by degree 1
elements, then the following elements are the minimal generators of T˜ ij:
si, sj , t˜(cij , d
ij), . . . , t˜(ncij , d
ij), t˜(−cij , d
ij), . . . , t˜(−mcij , d
ij).
Let the polytope Qij be the convex hull of the vertices (0, 0), (0, 1), (n, 0), (m, 1). Let C(Qij) be the
cone over this polytope, i.e., generated by (0, 0, 1), (0, 1, 1), (n, 0, 1), (m, 1, 1). Denote the following
monoid by T ′ij := Z
3 ∩ C(Qij). From the description of these elements in Section 3, one can see that
the monoid T˜ ij is isomorphic to T ′ij : the isomorphism is given by
si 7→ (0, 0, 1), sj 7→ (0, 1, 1), t˜(acij , d
ij) 7→ (a, 0, 1), t˜(−bcij , d
ij) 7→ (b, 1, 1),
for a = 1, . . . , n and b = 1, . . . ,m.
Corollary 8.1. The affine variety Spec k[T˜ ij] is given by the equations
xk1xk2 − xl1xl2 = 0, 1 ≤ k1 + k2 = l1 + l2 ≤ n,(39)
yk1yk2 − yl1yl2 = 0, 1 ≤ k1 + k2 = l1 + l2 ≤ m,(40)
xky0 − ykx0 = 0, 1 ≤ k ≤ min{n,m},(41)
where, for k ≥ 0, xk and yk correspond to the generators t˜(kcij , d
ij) and t˜(−kcij , d
ij), respectively.
In particular, in this notation, x0 corresponds to si and y0 corresponds to sj .
Proposition 8.2. The image of o∗ contains all the degree n parts of all the equations in Corollary 8.1.
Proof. Let us first consider the case when P is a bounded 1-dim polytope, i.e. a line segment with
0 ∈ int(P ). More precisely, we assume that P = d = [v,w] = [−a1b1 ,
a2
b2
] with ai, bi > 0 and such that
a1
b1
and a2b2 are not integers (the same setting as in Example 3.10). The general case follows easily from
this one using the proof of Lemma 3.9. We have σ∨ = 〈(−b2, a2), (b1, a1)〉 with the Hilbert basis equal
to
{[−b2, ηZ(−b2)], . . . , [−1, ηZ(−1)], [1, ηZ(1)], . . . , [b1, ηZ(b1)]}.
Thus r is equal to b1 + b2 in this case and we write e−b2 , e−b2+1, . . . , e−1, e1, e2 . . . , eb1 for the com-
ponents of a,k ∈ Nr.
Using the notation from Corollary 8.1 we have that
ηZ(1) = · · · = ηZ(n) = 1, ηZ(−1) = · · · = ηZ(−m) = 1.
Let k1, k2, l1, l2 ∈ N be such that 1 ≤ k1 + l1 = k2 + l2 ≤ n and k1 ≤ l1, k2 ≤ l2. We define
k1 := en + e−k1 , a1 := e−l1 , k2 := en + e−k2 , a2 := e−l2 .
For i = 1, 2 we have
λ˜(ki) = η˜(n,−ki) = t˜(ki, d),
where the last equality was proven in Example 3.10. Moreover, for i = 1, 2 we have
λ˜(ai + ∂˜(ki)) = λ˜(e−li + en−ki) = t˜(li, d).
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Since λ˜(a1 + k1) = λ˜(a2 + k2) we obtain
o∗(Ra1,k1 −Ra2,k2) =
(
uλ˜(a1+∂˜(k1))uλ˜(k1) − uλ˜(a1+k1)
)
−
(
uλ˜(a2+∂˜(k2))uλ˜(k2) − uλ˜(a2+k2)
)
= ut˜(k1,d)ut˜(l1,d) − ut˜(k2,d)ut˜(l2,d),
from which we see that the n-th parts of the equations (39) are in the image of o∗. Defining
k
′
1 := e−m + ek1 , a
′
1 := el1 , k
′
2 := e−m + ek2 , a
′
2 := el2
gives us as above that
o∗(Ra′
1
,k′
1
−Ra′
2
,k′
2
) = ut˜(−k1,d)ut˜(−l1,d) − ut˜(−k2,d)ut˜(−l2,d),
from which we see that the n-th parts of the equations (40) are in the image of o∗. Finally, denoting
m˜ := min{m,n} and for k = 1, . . . , m˜ defining
k
′′
1 := em˜ + e−k, a
′′
1 := e1, k
′′
2 := e−m˜ + ek, a
′′
2 := e−1
give us as above that the n-th parts of the equations (41) are in the image of o∗. 
So to prove our main Theorem 6.2 we only need to show that the loop and local equations are
generating all equations inW . This is done in the next section.
9. CLUSTER COORDINATES
9.1. Decomposing the 1-skeleton of P . We start with some graph theoretic considerations. Denote
by P (1) the compact part of the 1-skeleton of the polyhedron P , i.e. it splits into the vertices and the
interior parts of the compact edges. We extend this to an abstract graph P ′ by adding abstract edges
e(v,w) between vertices v,w ∈ P such that [v,w] ≤ P is an ordinary edge with [v,w] ∩N = ∅. This
graph contains the following subsets:
(V) consisting of the vertices v ∈ P being not contained in the lattice N , the new abstract edges
e(v,w), and of the short half open edges [v,w) and
(D) consisting of the remaining open edges (v,w), i.e. those such that neither [v,w) nor (v,w] is
short.
While D consists of isolated (open) edges, the set V contains connected clusters, made from vertices
and half open edges. This leads to the next step. We denote by
(A) the set of those connected components of V that do not contain short half open edges, i.e. of
those consisting only of (non-lattice) vertices v and new abstract edges e(v,w) and
(B) the set of remaining connected components of V . In particular, every component from B con-
tains at least one short half open edge.
Altogether, our graph P ′ ⊇ P (1) splits into a disjoint union of elements of A, B, D, and of the lattice
vertices of the original polyhedron P . The latter set might be denoted by N .
9.2. New variables. We are going to replace the old variables sv (for vertices v ∈ P ) and td (for edges
d ≤ P ) by new ones. They will be denoted by ρAa (for a ∈ A), ρ
B
b (for b ∈ B), and ρ
D
d (for d ∈ D),
and they are defined as follows:
(ρA) If a ∈ A, then this cluster is not incident with any of the ordinary edges, but with some of the
vertices v ∈ P . We denote ρAa := sv (for any such v).
(ρD) If d ∈ D, then this points to a single edge d ≤ P . We set ρDd := td.
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(ρB) This is the only type of the three clusters containing both vertices v ∈ P and ordinary edges
d ∈ P . If b ∈ B, then we set ρBb := sv = td (for any such v, d being contained in b).
Now, the only relations among the new variables ρ• are the loop equations: If µ ∈ Zp is induced from a
closed path along the compact edges, e.g. from the boundary of a compact 2-face F ≤ P , then, for any
c ∈M , we used to have the equation
p∑
ν=1
µν · 〈c, d
ν〉 · tdν = 0.
This turns into the relation∑
d∈D
µd · 〈c, d〉 · ρ
D
d +
∑
b∈B
〈
c,
∑
d∈b
µd d
〉
· ρBb = 0,
which we will callR(µ, c). While this looks more complicated than before, one should take into account
that these are now the only equations. All remaining relations like those coming from, e.g., short edges
are already taken into account. Moreover, if (parts of) b are forming a true connected component in a,
e.g., 2-face F , then
∑
d∈b µd d can be understood as a short cut within F .
That is, compared with [1], we keep the loop equations for td = ρd (appearing as ρBd or ρ
D
d ) along
2-faces F . However, as in [4], some of the variables are forced to become equal (the former td = ρBd
corresponding to those d being contained in some joint b ∈ B become ρBb ), and now, beyond [4], we
also have additional free variables ρAa (for a ∈ A) not appearing in the loop equations.
9.3. New generators for T˜ . By Proposition 3.12, the semigroup T˜ is generated by the elements sv and
t˜(c, d) where v ∈ P are vertices, d ≤ P compact edges, and c ∈M . Nevertheless, e.g. for proving that
every relation comes either from loops or from local relations (obtained after fixing an edge), it is much
easier to replace the generators t˜(c, d) (and the sv) by new ones being associated to the new coordinates
introduced in Subsection (9.2).
(A) For each a ∈ A, we define t˜(a) := ρAa . In particular, these elements equal certain sv, i.e. they
are contained in T˜ .
(B) For each b ∈ B, we define t˜(b) := ρBb . As in Case A, the cluster contains certain vertices
v ∈ P , i.e. t˜(b) = sv ∈ T˜ .
At this point, to keep track of the converse, we have already ensured that all variables sv are among the
new generators t˜(a) or t˜(b) (a ∈ A, b ∈ B). Moreover, if d = [v,w) is a short half open edge, then
there are two cases:
First, if w /∈ M (this is equivalent to (v,w] being a short half open edge, too), then for c ∈ M with
〈c, d〉 ≥ 0 we know by Definition 3.2 that
t˜(c, d) = 〈c, d〉 td + {〈c, w〉}sw − {〈c, v〉}sv =
(
⌈〈c, w〉⌉ − ⌈〈c, v〉⌉
)
· ρBb ∈ N · ρ
B
b
with d, v, w ∈ b and b ∈ B, hence td = sv = sw = ρBb .
Second, if w ∈M , then sw = 0, hence
t˜(c, d) = 〈c, d〉 td − {〈c, v〉}sv =
(
〈c, w〉 − ⌈〈c, v〉⌉
)
· ρBb ∈ N · ρ
B
b
with d, v ∈ b and b ∈ B, hence td = sv = ρBb .
Thus, in both cases, the old t˜(c, d) together with the elements sv, on the one hand, and the new elements
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t˜(a) and t˜(b), on the other, can be mutually expressed using just semigroup operations. It remains to
treat the non-short edges – however, here we do not change anything at all:
(D) For each d ∈ D and c ∈ M we stay with the usual t˜(c, d) ∈ T˜ . It can be expressed as
t˜(c, d) = 〈c, d〉 ρDd + {〈c, w〉}ρw − {〈c, v〉}ρv where ρv, ρw are either 0 (if the corresponding
vertex is contained in N ), or they are coordinates of some components from the sets A or B.
It is now clear that our definitions imply that
T˜ = 〈t˜(a), t˜(b), t˜(c, d) : a ∈ A, b ∈ B, d ∈ D, and c ∈M〉
as a semigroup. That is, the new t˜ still form a generating system. However, we will see in Subsec-
tion (9.4) that their mutual relations are easier to understand.
9.4. The relations among the new generators. The relations among the generators of T˜ defined in
Subsection (9.3) split into two types.
9.4.1. The local relations. We call relations among the new t˜ local if and only if they are relations with
integer coefficients among the elements t˜(c, d) ∈ T˜ for a single, fixed edge d ∈ D (and finitely many
c ∈M ).
9.4.2. The loop relations. Among the non-local, i.e. the global relations, there is a special class of so-
called loop relations for any given closed path µ ∈ Zp along the compact edges, e.g. for the boundary
µ = ∂F of any compact 2-face F ≤ P . For any c ∈M , the loop relation R(µ, c) from Subsection (9.2)
among the coordinates ∑
d∈D
µd · 〈c, d〉 · ρ
D
d +
∑
b∈B
〈
c,
∑
d∈b
µd d
〉
· ρBb = 0
induces ∑
d∈D
µd ·
(
t˜(c, d) − {〈c, w〉}ρw + {〈c, v〉}ρv
)
+
∑
b∈B
〈
c,
∑
d∈b
µd d
〉
· ρBb = 0.
Recalling that ρv, ρw (and ρBb ) belong to the classes A or B, i.e. not to class D, we may replace them
by the corresponding t˜(. . .), yielding the loop t˜-relation∑
d∈D
µd ·
(
t˜(c, d) − {〈c, w〉}t˜(w) + {〈c, v〉}t˜(v)
)
+
∑
b∈B
〈
c,
∑
d∈b
µd d
〉
· t˜(b) = 0
which we will call R˜(µ, c).
Proposition 9.1. Any integral relation among the elements t˜(a), t˜(b), and t˜(c, d) with a ∈ A, b ∈ B,
d ∈ D, and c ∈M is an integral linear combination of local relations (9.4.1) and loop relations R˜(µ, c)
from (9.4.2).
Proof. Denote by R˜ an arbitrary integral relation like∑
a∈A
λa t˜(a) +
∑
b∈B
λb t˜(b) +
∑
d∈D, c∈M
λd,c t˜(c, d) = 0.
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Then we use (A), (B), and (D) of Subsection 9.3, i.e.
t˜(a) = ρAa ,
t˜(b) = ρBb , and
t˜(c, d) = 〈c, d〉 ρDd + {〈c, w〉}ρw − {〈c, v〉}ρv
to write this as∑
a∈A
λa ρ
A
a +
∑
b∈B
λb ρ
B
b +
∑
d∈D, c∈M
λd,c ·
(
〈c, d〉 ρDd + {〈c, w〉}ρw − {〈c, v〉}ρv
)
= 0
with v = v(d), w = w(d) ∈ A ∪ B. Now, we know that this relation among the ρ-coordinates
is the sum of certain loop relations R(µ, c) from Subsection (9.2) – note that it suffices to take only
µ := ∂F for some compact 2-faces F ≤ P . We denote by R˜′ the corresponding sum of the associated
loop t˜-relations R˜(µ, c). By construction, we know that the original R˜ and the sum of loop relations
R˜′ coincide after being transformed to relations among the ρ-variables. Modding out the A- and B-
variables, we can then spot a linear combination of local relations in the sense of (9.4.1) generating the
difference.
Note that the point for everything working as it has been said is the triangular structure, i.e. the fact that
t˜(c, d) 7→ 〈c, d〉 ρDd + {〈c, w〉}ρw − {〈c, v〉}ρv involves only a single d and elements of A ∪ B where
the map t˜ 7→ ρ is trivial. 
Thus we conclude the proof of Theorem 6.2. Indeed, from Corollary 7.8, Proposition 8.2 and Propo-
sition 9.1 it follows that the obstruction map (28) is injective, which proves the theorem.
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