Abstract -Volatile driving, characterized by fluctuations in speed and accelerations and aggressive lane changing/merging, is known to contribute to transportation crashes. To fully understand driving volatility with the intention of reducing it, the objective of this study is to identify its key correlates, while focusing on highly volatile trips. First, a measure of driving volatility based on vehicle speed is applied to trip data collected in the California Household Travel Survey during 2012-2013. Specifically, the trips containing driving cycles (N=62839 trips) were analyzed to obtain driving volatility. Second, correlations of volatility with the trip, vehicle, and person level variables were quantified using Ordinary Least Squares and quantile regression models. The results of the 90 th percentile regression (which distinguishes the 10% highly volatile trips from the rest) show that trips taken by pickup trucks, hatchbacks, convertibles, and minivans are less volatile when compared to the trips taken by sedans. Moreover, longer trips have less driving volatility. In addition, younger drivers are more volatile drivers than old ones. Overall, the results of this study are reasonable and beneficial in identifying correlates of driving volatility, especially in terms of understanding factors that differentiate highly volatile trips from other trips. Reductions in driving volatility have positive implications for transportation safety. From a methodological standpoint, this study is an example of how to extract useful (volatility) information from raw vehicle speed data and use it to calm down drivers and ultimately improve transportation safety.
INTRODUCTION
The availability of precise data on driving speed, acceleration, etc. has led to the creation of different methods to process and analyze driving styles (1; 2) . Specifically, aggressive driving is of importance due to its correlation with risk of crashes. Although some thresholds can be defined to specify the moments of aggressive driving, the new concept of "driving volatility" that captures the level of variations in several driving elements such as speed, acceleration, and jerk, provides a more objective way of quantifying aggressive driving. It is noteworthy that driving volatility was found to be positively associated with crash frequency (3) and therefore, one of the ways to reduce the risk of crashes is to reduce driving volatility i.e. to drive smoother and calmer. In this regards, understanding the correlates of driving volatility would be beneficial. California national household survey driving cycle data provides an opportunity for creating trip-based driving volatilities database. The data collected in the California Household Travel Survey (CHTS) (4) that conducted travel household survey for California Department of Transportation is the largest single regional or statewide household travel survey ever conducted in the U.S. The survey was conducted during January 2012 through January 2013. The driver-cycles file that contains secondby-second data for each trip recorded by in-vehicle GPS (Global Positioning System) and OBD (On-Board Diagnostics) devices (54 million driving records) was used for calculation of driving volatility. Driving volatility data are integrated with the vehicle, trip, and demographic variables to be used in statistical models where driving volatility is treated as a response variable rather an independent variable to fulfill the main objective of this paper: To investigate the correlates of highly volatile trips as a first step of taking countermeasures to reduce driving aggressiveness.
By introducing a new way of capturing variation in the driving speed, this study contributes to how meaningful and useful information can be extracted and be used as the measure of driving volatility.
LITERATURE REVIEW
In the current literature, the term "aggressive" driving is being used for describing the behaviors that threaten the driver and other vehicles' safety. In the United States, 56 percent of the fatality crashes from 2003 through 2007 are due to the aggressive driving behaviors such as speeding, reckless driving, failure to obey the stop sign and control devices, failure to yield the right of way, and improper turning (5) . Various definitions are presented for defining the drivers' aggressiveness. Lajunen et al. (6) defined the aggressive driving as "any form of driving behavior that is intended to injure or harm other road users physically or psychologically." A wide range of behaviors can be categorized as the aggressive behavior from flashing light, verbal threats, tailgating, to the most extreme aggressiveness such as physical attacks (7) . Some studies (8; 9) attempt to model the influence of aggressive driving on the injury severity. Tasca (10) is one of the first studies characterizing aggressive driving, defining aggressive driving as "it is deliberate, likely to increase the risk of collision and is motivated by impatience, annoyance, hostility and/or attempt to save time."
On the other hand, focusing on the instantaneous driving behavior, aggressive driving can be described using vehicle kinematics such as vehicle's speed, acceleration, and jerk. There are wide definitions for instantaneous aggressive driving in the literature. Most of the studies used common kinetic characteristics of the vehicle such as speed, longitudinal/lateral acceleration, and jerk for quantifying the aggressiveness or deviation from normal behavior (11; 12) . Maximum acceleration/deceleration is one of the most favorable variables for describing aggressiveness. In the urban environment, Kim et al. (13) suggested the threshold for aggressive and extreme aggressive driving (1.47 m/s 2 and 2.28 m/s 2 respectively). For the city journeys, De Vlieger (14) defined various thresholds for different driving style among which aggressive driving is defined as a range of 0.85 to 1.10 m/s 2 . Han et al. (15; 16) defined different thresholds varying with the vehicle speed to take into account the variation in the driving behavior under various driving conditions. Jerk, the acceleration rate change with respect to the time, is one of the measures being used for evaluation of the drivers' aggressiveness. Murphy et al. (17) used vehicular jerk to classify styles of aggressive driving using the ratio of the standard deviation to the mean for the jerk. Baghdadi et al. (18; 19) used jerk to determine the accident-prone drivers. Also, aggressive drivers associated with significantly higher values of the jerk (20) .
Recently, different studies tried to capture driving behavior using "driving volatility" (3; 21) . Volatility measures that capture the extent of variations in driving, especially hard accelerations/braking, jerky maneuvers, and frequent switching between different driving regimes (22) can be used to quantify the driving style. In this regard, driving cycle data from California national household survey could be for creating trip-based driving volatilities for drivers.
METHODOLOGY

Driving Volatility
As discussed earlier in the introduction, volatility measures can be used to quantify driving variation. Different measures are applied by researchers to quantify the driver volatility (3; 23) . In this paper, Time Varying Stochastic Volatility is used which is a new measure of driving volatility. This measure provides a tool to time-varying stochastic volatility measure (24) . This measure is able to capture the instantaneous changes in the driving speed of the vehicle. Large values of the volatility imply the abnormal variability in the driving behavior of the selected trip. The volatility can be calculated as (21; 24):
Where r i = ln ( −1 ) * 100 (2) where and −1 are the current and previous speed respectively, ln is the natural logarithm, and n is the number of observations (trip length).
Modeling Approach
As instantaneous driving decisions (and the volatility therein) are highly context (driver) specific, there is a real possibility that the correlations may be heterogeneous in nature, due to several observed and unobserved factors (25; 26) . In this section, Ordinary Least Squares (OLS) regression and quantile regression will be discussed as a basis for the analysis. Especially the quantile regression is suitable for the studying highly volatile trips (90 th percentile). In the quantile regression method, using different quantile points, it takes full advantages of the dataset to perform regression. Therefore, in the quantile regression, the behavior of each quantile is described by the specific function. There are several benefits of the quantile regression over OLS estimates.
1-In the quantile regression, there is no assumption of the existence of moment function (27; 28). 2-The results of quantile regression are robust, and the model will not be affected by the outlier, skewness, and heterogeneity in the dependent variable (29). 3-While in the OLS, the random error term is subjected to independent and identically distributed (IID) and normal distribution, in the quantile regression, there is no need for distributional assumption (30) .
OLS Model
The OLS model is:
where : dependent variable, here is volatility of driver i, i=1,2,…, m; 0 : intercept of the model; : coefficient of independent variable of j=1,2,…,n; : value of independent variable j for the driver i; : estimation error for the volatility of driver i;
In OLS, it is assumed that the error term ( ) is normally distributed with the mean of zero and a finite variance. To estimate the coefficients of the model, the mean squared error, which is shown in the following equation, should be minimized:
The estimated intercept, 0 , and coefficients of independent variables, , are denoted by 0 and ̂, respectively. The results of the OLS model intuitively interpret the relationship between independent variables and dependent variables; one increase in an independent variable of j is leading to change in the mean of the drivers' volatility.
Quantile Regression
OLS approach is summarizing the average relationship between independent variables and the dependent variable which might not be interested when we are intended to describe the relationship at different points in the distribution of the dependent variable. Focusing on the mean effects might lead to inaccurate estimation or omission of significant independent variables (31) . To obtain a better picture of the distribution of drivers' volatility, quantile regression is more appropriate by modeling the relationship of any quantile with independent variables. This method is firstly introduced by Koekner and Bassett (32) .
In this method, we assume that the value of conditional on the independent variables in the q th quantile is zero. While in the OLS approach the mean squared error is minimized, in the quartile regression, the objective function is minimizing the sum that gives asymmetric penalties (1 − )| | for over-prediction and | | for under-prediction; where q is denoting the quantile point of the outcome. The prediction error is given by:
where ̂0 is the estimated intercept of the model for quantile q (0<q<1); ̂ is the estimated coefficient of independent j at quantile point q. By considering trip volatility as dependent variable, all observations are divided into two groups based on the volatility related to the quantile value. In the first category, all observations have higher volatility than the specified quantile. The other group has lower volatility values than the specified quantile. Within each group, the total absolute deviation between driver volatility and specific quantile value can be calculated. The objective function is defined by weighting the average of total deviation within each category. To estimate ̂0 and ̂, the following objective function should be minimized:
where is the volatility of driver i, i=1, 2,…,n; and is the value of independent variable j for driver i. Different statistical software packages are providing quantile regression models. In this study, we used QREG package in STATA.
DATA
In this study, we chose driving behavioral data collected in the California Household Travel Survey (CHTS) (4) that conducted travel household survey for California Department of Transportation. The survey is the largest single regional or statewide household travel survey ever conducted in the U.S. The survey was conducted during January 2012 through January 2013.
This study used Person, Vehicle, Trip, and driver-cycles data. The driver-cycles file contains second-by-second data for each trip recorded by in-vehicle GPS (Global Positioning System) and OBD (On-Board Diagnostics) devices (54 million driving records). The dataset contains the travel date and time, speed, acceleration, latitude, and longitude information (geocode records were removed from the public release dataset). Using driving cycle data, historical finance volatility was calculated for each trip. Then, each trip is linked to the "Trip file" that contains a summary of all trips have taken by vehicles. This dataset provides information on vehicle and road such as distance traveled, average speed, acceleration, the number of stops, road grade, and elevation, etc. The final dataset is built by linking the trip information to the vehicle and household dataset using a household specific ID. The final dataset contains 62839 trips taken by 2677 vehicles. In the dataset, Hybrid, Plug-in hybrid electric, CNG, and electric vehicle are coded as Alternative Fuel Vehicles (AFV).
RESULTS
Descriptive Statistics
In Figure 1 illustrates the histogram of drivers' volatility of valid observations, N=62839. The histogram is showing that the distribution of the dependent variable is similar to the normal distribution and the OLS and quantile regression is appropriate for modeling the volatility. 
FIGURE 1 Histogram of driving volatility Modeling Results
The study is focused on the 90 th percentile to address the contributing factors to highly volatile trips. Table 2 presents the OLS and quantile regressions results where trips volatility (%) is the dependent variable. Previous studies used volatility as one of the independent variables and suggested that the driving volatility is positively associated with higher risk of crashes. Consequently, the reduction of volatility would be helpful to reduce the crash risk and severity. Therefore, understanding the correlates of driving volatility might shed some light on what measures should be taken to reduce volatility or what groups are more volatile in terms of driving. While the OLS shows the direction and magnitude of the relationship between the driving volatility and independent variables, the quantile regressions provide the trend and change in the estimates at different percentiles of the dependent variable.
Looking at the variable "AFV" shows that for highly volatile trips (90 th percentile), the trips taken by AFV are less volatile in comparison with trips taken by conventional vehicles controlling for other variables. The overall trend in Figure 2 suggests the estimates for AFV variable across the quantiles is different. From the figure, it can be concluded that for drivers who are already highly volatile, the effect of driving AFV in terms of calming their driving, would be greater as compared to a driver with low volatility. The reason that AFVs are less volatile might be attributed to their different engine, limited acceleration capability as compared to conventional vehicles or the existence of the fuel consumption optimization system.
It is intuitive to consider the body type as one of the contributing factors to the driving volatility. Vehicle body type affects the aerodynamic drag and maneuver capability of the vehicles. Under body variable in Table 2 , the estimates of various body types as compared the sedan vehicles are provided. The results are very interesting in the sense that some estimates for highly volatile trips are in the opposite direction of the low volatile trips. The SUV body type estimates at 90 th percentile show that highly volatile trips taken by SUVs are less volatile as compared to the sedans (although the estimate is statistically insignificant at 5% CI, possibly because of small sample size of highly volatile trips taken with SUV). However, for less volatile trips, the effect of driving an SUV is positive (compared with sedan). Figure 3 shows the concave trend of SUV estimates across the quantile. The estimate changes from positive to negative at around 80 th percentile. Highly volatile trips taken by pickup trucks, hatchbacks, convertibles, and minivans are less volatile than trips taken by sedans. Figure 3 also shows how the effect of driving a coupe vehicle is larger in highly volatile trips as compared to low volatile ones. Overall, the results from the vehicle body types are reasonable and intuitive. Also, they are good examples of how quantile regressions can unveil the correlations not captured by OLS regression.
Other vehicle-related variables include transmission type, vehicle age, the number of cylinders and the type of the powertrain. It is interesting that manual vehicles are associated with less driving volatility when compared with automatic vehicles. However, for highly volatile trips, the estimate is not statistically significant. Older vehicles are less volatile than the new ones (again not significant for highly volatile trips). While the estimate for the number of cylinders variable is not statistically significant from the OLS regression, the quantile regression results (Table 2 and Figure 3 ) suggest that for up to 45 th percentile of the driving volatility, the association is positive and it becomes negative afterward some of which are statistically insignificant. Moreover, the results indicate the volatility of rear-wheel vehicles as compared to the base (front-wheel vehicles) is not statistically significant. That means their volatility is not different across quantiles. However, the effect of all-wheel drive vehicles when compared the front-wheel drive vehicles is negative. It means trips taken by all-wheel drive vehicles are less volatile compared to trips taken by front wheel drive vehicles. Focusing on high volatile trips at 90 th percentile, the effect considerably is less when compared to low volatile trips. In other words, the type of powertrain for already high volatile drivers is less compared to drivers with a low level of driving volatility.
Three trip-related variables are also included in the models: trip distance, the number of the stops during the trip and the standard deviation of the road grade. For highly volatile trips, as the trip distance increases for one mile, the driving volatility decreases by 0.12% while for low volatile trips the amount of decrease is 0.14% (for one mile increase in travel distance). Figure 2 shows the convex shape of the effect of travel distance on the volatility across the quantiles. The figure shows the effect of travel distance on low volatile drivers is greater as compared with highly volatile drivers. The overall results of trip distance are intuitive in the sense that shorter trips commonly have higher levels of driving volatility because they are involved with traffic, signal lights and thus more acceleration and deceleration events. In addition, the number of stops during a trip is positively correlated with driving volatility. For highly volatile trips, one additional stop during the trip is associated with 0.13% increase in the driving volatility while the effect for low volatile trips is 3.4 times larger. It should be noted that the number of the stops and trip distance could be highly correlated. However, this is not the case for this data, given the fact that their variance of inflation factor (VIF) are 1.09 and 1.06 respectively (0.27 Pearson correlation). The estimates for the standard deviation of the road grade during the trips suggests that the one unit increase in the road grade standard deviation (road grade unit is also in %) for high volatile trips is associated with 0.7% decline in the driving volatility. If we assume that higher standard deviation of the road grade means more upgrades and downgrades in the trips, the results are intuitive because in those situations drivers are more careful with controlling the vehicle and the variation of speed i.e. keeping their driving volatility as low as possible. The interesting part from these results is that the effect is greater for highly volatile trips (drivers) as compared with low volatile trips (see the concave shape of the estimate in Figure 2 ).
The final set of independent variables included in the models are demographics that are mainly used for controlling purposes. Still, they can provide some useful insight on how much the driving volatility differs among different groups. Looking at the categorical variable of age, the estimates show as the group age increases, the magnitude of reduction in driving volatility, compared to the base group, declines. Ownership variable results indicate that drivers drive more volatile if they do not own the vehicles. The magnitude of effect for highly volatile trips is greater than low volatile trips. It is interesting to note that when it comes to the employment status, the results indicate the non-employed drivers are more volatile than the employed ones. The employment estimate for highly volatile trips is not statistically significant. The graphical quantile regression results for discussed variables are presented in Figures 2 and 3 . 
LIMITATIONS
As noted earlier, to obtain driving volatility, the trips with second by second data (vehicles equipped GPS and OBD devices) were used. Therefore, the main limitation of this study is the self-selection bias due to the fact the families who accepted to install the devices in their vehicles selected to do so. Another limitation of this study lies in the fact that it was assumed the studied trips were taken by the person assigned to the vehicle according to the response in the vehicle data. It should be noted that this limitation might have affected the estimates for the gender, age, and employment because there might be some trips someone other than the assigned person has taken the trip.
CONCLUSIONS
Volatile driving could be considered as one of the contributing factors to the crashes. Recently, we have defined and developed several measures to capture the variation in driving called "measures of driving volatility." Driving volatility was shown to be positively correlated with crash frequency. Consequently, one of the ways to reduce the number of crashes is to reduce driving volatility. The correlation between crashes and driving volatility was established when the volatility was used as an independent variable in several models. However, to reduce the driving volatility, it would be helpful to identify its correlates. That said, in this study, we introduced a new measure of driving volatility borrowed from the historical volatility (used in the stock market and finance) and treated it as a dependent variable. This measure demands instantaneous driving speeds for each trip or driver. Therefore, data collected in the California Household Travel Survey (CHTS) from January 2012 through January 2013 was used. Specifically, the focus was on the trips that contain the driving cycle second by second data to calculate the proposed driving volatility for each trip. Moreover, person, vehicle and trip summary data are integrated with computed driving volatility to form the final dataset used in this study. The dataset provided us with three type of independent variables: vehicle, trip and the demographics of the drivers who took the trips. Quantile regressions were estimated to explore the correlates of the driving volatilities at highly volatile trips. The results show reasonable associations between driving volatility and vehicle body type, trip distance, age, the standard deviation of the road grade, vehicle ownership and employment status of the drivers. The results of this study are beneficial in identifying correlates of high driving volatility in order to reduce it. Reduction of driving volatility would have positive implications in terms of safety. From the methodological standpoint, this study is an example on how to extract useful information from raw speed data to obtain meaningful measures of driving volatility.
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