Abstract. We consider expansions of o-minimal structures on the real field by collections of restrictions to the positive real line of the canonical Weierstrass products associated to sequences such as (−n s ) n>0 (for s > 0) and (−s n ) n>0 (for s > 1), and also expansions by associated functions such as logarithmic derivatives. There are only three possible outcomes known for the resulting structures: (i) o-minimality; (ii) d-minimality (but not o-minimality); (iii) definability of Z.
Introduction
This work addresses interplay between special functions and model theory (a branch of mathematical logic). The reader is assumed to be familiar with definability theory over R := (R, +, ·, (r) r∈R ) (the field of real numbers with constants), say, as exposed in van den Dries and Miller [6] . Throughout, Γ indicates the complex Gamma function and ζ the complex Riemann zeta function. The set of nonnegative integers is denoted by N.
Roughly twenty years ago, van den Dries and Speissegger established in [8] that the expansion of R by Γ↾(0, ∞) is o-minimal (that is, every definable subset of R has only finitely many connected components). This was accomplished by showing that a larger structure, denoted here by (R G , e x ), is o-minimal and defines Γ↾(0, ∞). The precise definition of the structure R G is lengthy; we shall not repeat it. (Indeed, we shall need only the definition of the unary primitive functions, but we shall make this more precise at the appropriate point.) For present purposes it is enough to know that R G is o-minimal, has field of exponents Q (that is, defines no power functions with irrational exponents) and properly expands the better-known structure R an (essentially, the expansion of R by all globally subanalytic sets; see, e.g., [6, 2.5.4] ). It was already known from van den Dries, Macintyre and Marker [5] that no restriction of Γ to any open ray (c, ∞) is definable in (R an , e x ). Also shown in [8] is that no restriction of ζ to any open ray (c, ∞) is definable in (R G , e x ). The bulk of the work in [8] goes toward obtaining the model completeness and o-minimality of (R G , e x ), and not much more was done there regarding what other special functions are (or are not) definable in (R G , e x ) or reducts thereof (see [8, §8] ); here, this is one of our main concerns.
We begin with a motivating example. Given s > 0, let W s be the canonical Weierstrass product for the sequence (−n s ) n>0 : where ⌊ ⌋ indicates taking the integer part. It is classical that W s is holomorphic, has simple zeros at each −n s (n > 0), and no other zeros; its order (as an entire function) is 1/s. As W 1 (z) = e −γz /Γ(z + 1) and πzW 2 (z 2 ) = sinh(πz), it is reasonable to regard (s, z) → W s (z) as a parameterized family of special functions; indeed, they were investigated as such in the classical literature, but typically only as individual functions (see, e.g., Barnes [4] and Ford [9, pp. 55-60] ) as opposed to a potentially interacting family of functions. As W s is real on real, we can also regard W s as a function R → R. The question arises as to what can be said about expansions of R by collections of restrictions of the W s to subintervals of R. As each set { n s : n ∈ N } defines Z over R (see, e.g., [17] ), we consider only the case that each subinterval is bounded below. If K ⊆ C is compact and subanalytic, then W s ↾K is definable in R an . Thus, the restriction of any W s to any bounded interval is definable in R an (hence also in R G ). It is an easy exercise to see that W 2 ↾(0, ∞) is interdefinable over R with the function e x , so by Pfaffian closure [23] , if R is an o-minimal expansion of R then (R, W 2 ↾(0, ∞)) is also o-minimal. If s ∈ 2N + 4 (that is, s is an even integer greater than 2), then any restriction of W s to any unbounded subinterval of R defines Z over R (see Theorem 1.4 below). Hence, we modify our original question: What can be said about expansions of R by collections of restrictions W s ↾(0, ∞) where s ranges over some index set S ⊆ (0, ∞) \ 2N + 4? Our main working conjecture is that the expansion of R an by all W s ↾(0, ∞) with s ∈ (0, ∞) \ 2N + 4 is o-minimal, but this appears to be well beyond our reach at present. Nevertheless, we do have a number of partial results that illustrate both the potential depth of this conjecture and some important techniques; we state some of these results now (proofs are mostly deferred to later in the paper).
As is typical when dealing with products, logarithmic derivatives play an important role. Here, the functions (zW
′ are even more significant. It is well worth noting that all restrictions of these (meromorphic) functions to compact subintervals of R are definable in R an .
From now on: W s ↾(0, ∞) will be denoted by just W s (any resulting ambiguity should be easily resolved by context).
Our first result is rather easy relative to classical analysis, but it is important.
Rather more difficult, and one of our main results, is this:
By combining these two results with known technology, we obtain:
defines e x , admits analytic cell decomposition (and so is o-minimal), and its theory is levelled.
1 If S ⊆ (1, 2), then R G , (W ′ s /W s ) s∈S admits analytic cell decomposition and is polynomially bounded with field of exponents Q(S).
These results are sharpened by:
While the second item might seem to cast doubt on our conjecture, its proof relies critically on having available certain unary functions definable in R G , and these functions are not definable in (R an , e x ). Moreover, it follows routinely from work of Bank and Kaufmann [3] and Bank [2] that the set of germs at +∞ of the W s with s ∈ 2N + 1 generates a Hardy field (see any of [5, 7, 19] for a definition). Hence, if (R, (W s ) s∈2N+1 ) is not o-minimal, then proving it would have to involve something more than just the differential algebra of the unary definable functions.
s∈S is polynomially bounded and has field of exponents Q(S). Recall that W 2 defines e x over R, and apply Proposition 1.1 and Theorem 1.4.
As corollaries of proofs, the above results should also hold for certain variants of the W s , but we do not yet properly understand the case s ∈ (0, 1). Discussion of these issues is best postponed until after the proofs of our results above.
Another family of classical canonical products is obtained by interchanging n and s (if 1 See Kuhlmann and Kuhlmann [13] or Marker and Miller [15] for the definition of "levelled theory" and explanations of its significance.
Corollary. Let α > 1. If β > 1 and log α and log β are Q-linearly independent, then Z is definable in R, (xF
Proof. The first assertion is immediate from Hieronymi [10, 1.3] and Theorem 1.5 (definability of α Z and β Z ). By Proposition 1.1, (R, (xW
defines e x by Proposition 1.1, and (R, e x , α Z ) evidently defines Z.
We hope we have convinced the reader that there is rich and subtle behavior to be found in the study of expansions of R by canonical products and some of their associated functions. We proceed to proofs, followed by some concluding remarks.
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Proofs
We use the symbol i for the usual complex square root of −1. For nonzero z ∈ C, we take arg
We can dispose of Theorem 1.5 without further ado.
Proof of Theorem 1.5. Let s > 1 and c ∈ R. It suffices to show that:
Thus,
b m m cos(2πm log s x), and
Only the behavior at ∞ of d log F s is relevant, so this holds also for d log F s ↾(c, ∞).
The zero set of the function m>0 b m m 2 sin(πmx) is equal to Z, and
Hence, the zero set of
is the image of a sequence (c k ) k>0 such that lim k→∞ (c k+1 /c k ) = s. By asymptotic extraction of groups (see [17, AEG] 
for all x > 0 and k ∈ Z. Thus, (R an , s
As R an also defines the restriction of d 2 log F s to any bounded interval, we are done.
Remarks. (a) Similarly, if k > 3, then any restriction of d k log F s to any unboundedabove interval defines s Z . Of course, we also have that (R an , s
We needed only unary definable functions from R an in order to show that (R an , s
We now recall some classical analysis of the functions W s (say, from [4] ) that is both motivational and technically useful. First, suppose that 1/s / ∈ N. Then there is a contour C s in the Riemann sphere such that
The last term has the asymptotic (as x → ∞) expansion
and the last term has the asymptotic expansion
liberately omitting any details about the contour C s .) Thus, in order to understand the expansion of R by d m (xW ′ s /W s ), we must understand the expansion of (R, x s ) by the function
Unfortunately, this formulation is of rather limited utility for current purposes, and we shall have to employ other approaches. Nevertheless, we do acquire some intuition. Clearly, every term of the formula for log W s except the integral is definable in (R, e x ), and every term of the formula for W ′ s /W s except the integral is definable in (R, x s ). The asymptotic expansions of the integral terms are Gevrey of order s (or perhaps 1/s, depending on one's conventions); this is how R G came to be under consideration. But caution is in order. To illustrate, if s ∈ 2N then the asymptotic expansion is just 0, so the only direct conclusion we can draw is that either the integral function itself is eventually 0 (which is easily seen to be false) or it exhibits some kind of transpolynomially flat behavior at ∞. We shall need much more precision.
The case 1/s ∈ N is similar, but there is an important difference. As now sin(π/s) = 0, it no longer makes sense to say that the gross asymptotic behavior of log W s is controlled by the term π csc(π/s)x 1/s . But a limiting argument shows that this term can be replaced by a s x 1/s log x+b s x 1/s for some a s , b s with a s = 0 (and the degree ⌊1/s⌋ term of the polynomial must be omitted). Everything else is the same. Both a s and b s are explicit, but all we need to know here is that a s = 0.
Proof of Proposition 1.
. We show that (R, f ) defines x s , and also e x if 1/s ∈ N. Suppose that 1/s / ∈ N. By [4] (as explained in the preceding two paragraphs), there is a nonzero c ∈ R such that x −1/s f → c as x → ∞. Then lim t→∞ f (yt)/f (t) = y 1/s for each y > 0. Thus, x 1/s is definable (hence also x s ). Suppose that 1/s = m ∈ N. Again by [4] , there is a polynomial p and nonzero c ∈ R such that f = p + cx m log x + o(x m log x). Put g = (f − p)/cx m . Then for each y > 0, we have lim t→∞ [g(yt) − g(t)] = log y. Thus, log x is definable (hence also e x ).
We now declare two auxiliary functions that will be used in the proofs of Theorems 1.2 and 1.4. For s > 1 and x > 0, we put
where the sum ranges over all n > 0 and θ ∈ (0, π/2) such that cos(θs) = −1, and we put
Proof. Let s > 1. First we show that In what follows, we use the routine fact that if n ∈ N, x > 0 and w ∈ C is such that arg w = π and x + w s = 0, then the residue at w of the function e i2πnz /(x + z s ) (arg z = π) is equal to − The result now follows by passing to real parts and summing over n > 0.
Suppose that s ∈ 4N + 2. As φ s = 0, it suffices to show that
s(e 2πx 1/s − 1) . Because z → x + z s is now an even polynomial with no real zeros, we have
which in turn is equal to 2πi times the sum of residues of e i2πnz /(x + z s ) at the zeros of x + z s in the upper half plane. The zeros of x + z s are symmetric with respect to the imaginary axis and ix 1/s is one of them. Observe that n>0 e −2πnx 1/s = 1/(e 2πx 1/s − 1) and if w is a zero of x + z s , then so is −w, and exp i(arg(−w) + 2πn(−w)) = −exp i(arg w + 2πnw) .
Recall that z − z = 2i Im z. (We leave the remaining details to the reader.)
Remark. We defined ω s as we did so that it is easy to determine its leading asymptotic term (which will be needed later for Theorem 1.4). But the proof shows that
where the (finite) sum is taken over all θ ∈ (0, π/2) such that cos(θs) = −1. [2, 3] , W s is differentially transcendental (also known as "hypertranscendental") over the field of all meromorphic functions f such that T (r, f ) = o(r 1/s ) (where T (r, f ) is the Nevanlinna characteristic). Thus, the collection { φ s : s ∈ 2N + 3 } is differentially independent over the set of restrictions to the positive real line of entire functions of order 0. Among other things, this yields that the germs at ∞ of the φ 2n+3 all live in a single Hardy field that potentially contains many other interesting analytic germs. This is a reasonable source of optimism for thinking that the expansion of R an by all of the W 2n+1 might be o-minimal.
The proof of the preceding proposition required only undergraduate analysis. This continues through the proof of the first part of the next result, but for the second part, we must assume the reader to understand sections 4.1-4.5 and 5.1 of Balser [1] . More precisely, we shall be invoking the conjunction of Proposition 9 and Theorem 22 from [1] , each of which relies on quite a bit of notation, definitions and conventions. We see no way to unravel all of this material here for the reader except by rewriting it for our particular needs, which would take us too far afield and add too much length. .
Let E ⊆ U s be such that the distance of E to the boundary of U is positive; then there exists C E > 0 such that |g s ↾E| ≤ C E |z|. Thus, on E, we have
and h s /z is bounded on E. For z in the open right half-plane, put
then f s is holomorphic, and for all x > 0,
is differentiable, and
x 2 + 2 cos(sπ/2)t s x + t 2s dt.
is the maximal open sector contained in U s (as before) that contains the positive real axis. It follows from our earlier computations on the sets E that h s ↾S(0, α s , ∞) ∈ A (1/s) S(0, α s , ∞), C . Let L 1/s h s be the Laplace transform of order 1/s of h s ↾↾S(0, α s , ∞), defined in a corresponding sectorial region G = G(0, α s +πs). Recall that h s is holomorphic at 0. By combining [1, Theorem 22] (take s 1 = 0 and s 2 = s) and [1, Proposition 9] , we obtain that all derivatives of L 1/s h s are continuous at the origin, and for every closed subsector S of G there exist c, K > 0 such that
Let N ∈ N be such that s/N < 1 and put H s = L 1/s h • z N ; then again all derivatives of H s are continuous at the origin and for every closed subsector S of { z 1/N : z ∈ G } there exist c, K > 0 such that
By Stirling's formula (and adjusting c and K), we may replace Γ(1 + ns/N) with (n!) s/N . Thus, there exist ϕ ∈ (π/2, π) and A, B, ρ > 0 such that for all n ∈ N and z ∈ C, if 0 < |z| < ρ and |arg z| < (s/N)ϕ, then H Remarks. (a) Indeed, Φ s ↾(R, ∞) is definable in the expansion of R by the unary definable functions of R G . (b) The amount of work above is not atypical for showing that some given function (0, ǫ) → R is definable in R G . Theorem A of [8] makes clear that the key is to understand the unary primitive functions of R G , but as we see from the above, this is not a trivial matter. Another example is from [8] : The function log Γ(x) − (x − 1/2) log x (x > 1) is definable in R G (this is used in the proof that (R G , e x ) defines Γ↾(0, ∞)); the work underlying this assertion is also considerable, but it is not shown in [8] because it appears in the classical literature. A more modern account can be found in Sauzin [22, §11] .
Proof of Theorem 1.2. Let 1 < s < 2. We show that (R G , x s ) defines W ′ s /W s and (R G , e x ) defines W s . Let Φ s and R be as in Proposition 2.2.
, as was to be shown. Now we show that (R G , e x ) defines W s . By the preceding paragraph, there exists C ∈ R such that
Proof of Theorem 1.3. Recall that W 2 is interdefinable over R with e x . It is easy to see that W 1 is interdefinable over (R, e x ) with Γ↾(0, ∞). Hence, by [8] We are ready for the proof of Theorem 1.4, but as a convenience to the reader, we first explain a certain technical result that we shall use. For ∅ = X ⊆ R, we say that X has Assouad dimension 0 if for all ǫ > 0 there exists C ǫ > 0 such that, for all 0 < r < R and x ∈ X, the number of intervals of length 2r needed to cover X ∩ (x − R, x + R) is at most C ǫ (R/r) ǫ . As a special case of the main result of Hieronymi and Miller [12] , if E ⊆ R is a finite union of countable locally closed sets and f : E → R is continuous, then (R, f ) defines Z if f (E) does not have Assouad dimension 0.
Proof of Theorem 1.4. Let s > 0 and c ≥ 0.
Suppose that 2 < s / ∈ 4N + 2. We show that (xW
By Propositions 2.1 and 2.2, it suffices to show that the zero set of (xω s ) ′ ↾(c, ∞) defines Z over R. By [12] , it suffices to show the zero set of (xω s ) ′ ↾(c, ∞) does not have Assouad dimension 0. The denominators in the sum appearing in the definition of ω s are minimized when n = 1 and θ = π/s. Hence,
As there is at least one zero of (xω s ) ′ between each consecutive zero of xω s , the zero set of (xω s )
′ is distributed at least as densely as that of sin x 1/s 2π cos(π/s) + π/s . The result follows.
Suppose that s ∈ 4N + 2. We contend that (xW
The proof is similar enough to the preceding case that we leave the details to the reader (but recall that φ s = 0 because s is even).
Suppose that s = 2. We show that (R an , e x ) does not define (xW
. This is clear from the preceding two paragraphs if s is an even integer, so suppose also that s / ∈ 2N. By arguing as in the proof of Proposition 1.1, there is a unary function h definable in (R, e x ) such that (xW ′ s /W s ) ′ − h has the asymptotic expansion (−1) k+1 kζ(−sk)x −k−1 . Thus, it suffices by [5, 5.5 ] to show that the formal series
Via the Riemann functional equation, we have lim k→∞ |sin(kπs/2)| 1/k = 0. But then the subgroup of the unit circle generated by e isπ/2 has no elements with nonzero imaginary part, and so s/2 ∈ N, contradicting that s / ∈ 2N.
Concluding remarks
The functions W s can be regarded as special cases of canonical products for more general sequences with terms such as −(a + bn 1 + . . . b N n N ) s for suitably chosen real numbers a, b 1 , . . . , b N , indeed, yet more general forms are treated in detail in [4] . We imagine that results similar to ours should hold for many of these functions (especially if N = 1) but the computational details could be daunting.
An important difference between the W s and F s (as in Theorem 1.5) is that every W s has finite positive order (as an entire function) while every F s has order 0. We expect that order 0 products will generally be poorly behaved. Indeed, if (a n ) n≥1 is a sequence of positive real numbers such that lim inf n→∞ a n+1 /a n ≥ 100, then (1 + x/a n ) defines Z over R. 3 We sketch the proof. Put W (z) = (1 + z/a n ) and let c ≥ 0. We show that W ′ /W ↾(c, ∞) defines Z over R. Put f = xW ′ /W and let Z be the zero set of d 3 log W ↾(c, ∞). Observe that f is continuous and Z is discrete. It suffices now by [12] to show that f (Z) does not have Assouad dimension 0. If 0 < k ∈ N, then k/2 < n≤k 1/(1 + a n /a k ) < k (1 + a 1 /a k ) . Thus, for each ǫ ∈ (0, 1/2) and sufficiently large k (depending on ǫ), f maps (a k , a k+1 ) into ((1/2 − ǫ)k, (1 + ǫ)k). As f ′ > 0, the images f (a k , a k+1 ) are pairwise disjoint. It is a calculus exercise that for all sufficiently large k (depending only on W ) there is an element of Z in (a k , a k+1 ) . 4 Thus, given ǫ ∈ (0, 1/2), for all sufficiently large k (depending on ǫ) there exists b k ∈ f (Z) such that (1/2 − ǫ)k < b k < (1 + ǫ)k. It follows that f (Z) does not have Assouad dimension 0 (as was to be shown). Observe that for s ≥ 100, we have proven that F ′ s /F s defines Z over R (recall Theorem 1.5) without using complex analysis. On the other hand, as no d 3 log F s defines Z even over R G , it can happen that d 3 log W does not define Z over R by itself.
We do not yet understand the W s for s < 1 as well as we would like, especially if 1/s ∈ N (but recall Proposition 1.1). Currently, we do have reason to suspect that there exists a polynomially bounded o-minimal expansion R of R G such that the conclusion of Theorem 1.2 should hold with R in place of R G if −1 < cos(π/s) < 0, and the conclusion of Theorem 1.4 should hold with R in place of R G if 0 < cos(π/s) < 1.
A question prompted by the introduction: What can be said about (R G , ζ↾(1, ∞))? It is an exercise that (R, ζ↾(1, ∞)) defines e x (consider x → lim t→∞ (ζ(t) −1)/(ζ(x+ t) −1)), and so (R G , ζ↾(1, ∞)) defines Γ↾(0, ∞). We do not know whether (R G , ζ↾(1, ∞)) is o-minimal, though we conjecture that it is. Something that is known: (R an , ζ↾(1, ∞)) is o-minimal; indeed, by [8] , this holds over R an * (see [7] for the definition), another proper expansion of R an . Ongoing work of Speissegger with J.-P. Rolin and T. Servi is aimed at proving that (R G , ζ↾(1, ∞)) is o-minimal by establishing that R G and R an * have a common polynomially bounded o-minimal expansion.
Not yet mentioned specifically in this paper, but running in the background, is the "tameness program" for expansions of R. See [16] for an exposition, but the basic question is: What can be said about expansions of R that do not define Z? For the particular setting of this paper, we can make this more concrete: What can be said about expansions of R by given collections of special functions? Forgetting Theorems 1.2 through 1.4 for the moment, let S ⊆ (0, ∞). Can it be that (R an , (W s ) s∈S ) neither is o-minimal nor defines Z? If o-minimality fails, then by [20] and [11, Lemma 2] , there is a definable infinite discrete E ⊆ (0, ∞) such that if x, y ∈ E and x = y, then |x − y| ≥ 1. If definability of Z fails, then E has Assouad dimension 0, as does the image of E under each finite compositional iterate of the compositional inverse W −1 s of W s for each s ∈ S. As W −1 s grows roughly like (log x) s , this suggests that E should be somehow "transexponentially sparse". (We should point out that we have used here only a rather special case of the main result of [12] .) This seems unlikely, particularly if S ⊆ 2N + 1, as then the set of germs of the W 2n+1 generate a Hardy field (recall the remark after the proof of Proposition 2.1). More generally, let F be a nonpolynomial entire function and M F denote its maximum-modulus function. (Note that if s > 1 then M Ws = W s ↾[0, ∞) and M Fs = F s ↾[0, ∞).) What can be said about (R an , M F )? As every restriction of F to a compact disc is definable in R an , so is the restriction of M F to any compact subinterval of [0, ∞). Thus, once again, the point is to understand the behavior of M F at ∞. Recall that M F is strictly increasing and transpolynomial (by the Maximum Principle and Liouville's Theorem). By arguing similarly as before, it seems likely that (R an , M F ) either is o-minimal or defines Z (and any other possibilities should be rather esoteric).
