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1. Introduction
In the last years, various techniques to improve the classical linear multiresolutions of wavelet type [19,21,22,25] have
led to nonlinear multiresolutions [1–5,13,16–18,20,23,24,26–29].
In [6,15], in the context of image compression, a new nonlinear point-value multiresolution, called PPH (for Piecewise
Polynomial Harmonic), has been presented. Convergence and stability of its associated subdivision scheme are derived in
[1]. In [7,14], we established the stability of the PPH multiresolution that, due to nonlinearity is not a consequence of the
stability of the associated subdivision scheme. Edge resolution, robustness with regard to texture or noise, accuracy and
compression capabilities have been numerically investigated.
In this paper, we are interested in a setting more adapted to image applications as it is the cell-average framework. We
introduce a family of cell-average multiresolution schemes. Special attention is paid to the L1-stability of these schemes.
We present some particular examples. The aim of these reconstructions is to reduce the Gibbs phenomenon of linear
multiresolution schemes while at least maintaining similar compression rates.
This paper is organized as follows: In Section 2 we recall the Harten framework and we present a general family
of nonlinear cell-average multiresolution schemes. The L1-stability is analyzed in Section 3 and, finally, some particular
examples are presented in Section 4.
2. The Harten framework
In this section we review the Harten framework for multiresolution, considering the cell-average setting.
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The Harten general framework for multiresolution [8] relies on two operators, decimation and prediction, that define
the basic interscale relations. These operators act on linear vector spaces, V k, that represent the different resolution levels
(k increasing implies more resolution)
Dk−1k : V k → V k−1 (1)
Pkk−1 : V k−1 → V k (2)
and must satisfy two requirements of algebraic nature: (a) Dk−1k must be a linear operator and (b) D
k−1
k P
k
k−1 = IV k−1
(consistency), i.e., the identity operator on the lower resolution level represented by V k−1.
2.1. The cell-average multiresolution setting
Let us consider a set of nested grids in R:
Xk = {xkj }j∈Z, xkj = jhk, hk = 2−k,
where we consider the discretization
Dk : L1(R)→ V k, f kj = (Dkf )j =
1
hk
∫ xkj
xkj−1
f (x)dx, j ∈ Z, (3)
where L1(R) is the space of absolutely integrable functions in R and V k is the space of sequences at resolution k.
From the additivity of the integral, we obtain the decimation steps:
f k−1j = (Dk−1k f k)j =
1
hk−1
∫ xk−1j
xk−1j−1
f (x)dx = 1
2hk
∫ xk2j
xk2j−2
f (x)dx = 1
2
(f k2j−1 + f k2j).
The consistency requirement for Pkk−1 becomes
f k−1j = (Dk−1k Pkk−1f k−1)j =
1
2
((Pkk−1f
k−1)2j−1 + (Pkk−1f k−1)2j).
Hence, if f k−1 = Dk−1k f k, then the two last equations imply that the prediction errors satisfy
ek2j−1 = f k2j−1 − (Pkk−1f k−1)2j−1 = (Pkk−1f k−1)2j − f k2j = −ek2j.
which shows the redundancy inherent in the prediction error.
By considering only the prediction errors at (for example) the odd points of the grid Xk, one immediately obtains a one-
to-one correspondence:
f k−1j =
f k2j + f k2j−1
2
, dkj = f k2j−1 − (Pkk−1f k−1)2j−1,
f k2j−1 = (Pkk−1f k−1)2j−1 + dkj , f k2j = 2f k−1j − f k2j−1. (4)
A nonlinear prediction leads to a nonlinear multiresolution. In this paper, we consider the family of prediction operators
given by
(Pkk−1f
k−1)2j−1 = f k−1j + F(δf k−1j , δf k−1j+1 ), (5)
where δ is a linear operator but F can be nonlinear.
Prediction via piecewise polynomial average interpolation can be found in [9,1,8].
3. L1-stability analysis
A sequence f L is encoded to produce a cell-average multi-scale representation of its information contents,
(f 0, d1, d2, . . . , dL); this representation is then processed and at the end, the result of this step is a modified multi-scale
representation (fˆ 0, dˆ1, dˆ2, . . . , dˆL)which is close to the original one, i.e. such that (in some norm)
‖fˆ 0 − f 0‖ ≤ 0 ‖dˆk − dk‖ ≤ k 1 ≤ k ≤ L,
where the truncation parameters 0, 1, . . . , L are chosen according to some criteria specified by the user.
After decoding the processed representation, we obtain a discrete set fˆ L which is expected to be close to the original
discrete set f L. In order for this to be true, some form of stability is needed, i.e. we must require that
‖fˆ L − f L‖ ≤ σ(0, 1, . . . , L)
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where σ(·, . . . , ·) satisfies
lim
l→0, 0≤l≤L
σ(0, 1, . . . , L) = 0.
We consider the natural l1-norm
‖f k‖1 = hk
∑
j∈Z
|f kj |.
Thus
‖f k − fˆ k‖1 = hk
∑
j∈Z
|f kj − fˆ kj |
= hk
∑
j∈Z
|f k2j − fˆ k2j| + hk
∑
j∈Z
|f k2j−1 − fˆ k2j−1|.
By definition of the cell-average multiresolution scheme
‖f k − fˆ k‖1 = hk
∑
j∈Z
|(2f k−1j − f k2j−1)− (2fˆ k−1j − fˆ k2j−1)| + hk
∑
j∈Z
|f k2j−1 − fˆ k2j−1|.
If we consider the prediction operators defined in (5) and the relation (4), then
‖f k − fˆ k‖1 ≤ hk−1
∑
j∈Z
|f k−1j − fˆ k−1j | + hk−1
∑
j∈Z
|F(δf k−1j , δf k−1j+1 )− F(δ fˆ k−1j , δ fˆ k−1j+1 )| + hk−1
∑
j∈Z
|dkj − dˆkj |.
That is,
‖f k − fˆ k‖1 ≤ ‖f k−1 − fˆ k−1‖1 + hk−1
∑
j∈Z
|F(δf k−1j , δf k−1j+1 )− F(δ fˆ k−1j , δ fˆ k−1j+1 )| + ‖dk − dˆk‖1.
To obtain the desired stability, we impose some properties on the operators F and δ. It is enough to consider the following
properties
|F(x, y)− F(xˆ, yˆ)| ≤ M(|x− xˆ| + |y− yˆ|) (6)
and ∥∥∥δ((Pkk−1f k−1)− (Pkk−1 fˆ k−1))∥∥∥1 ≤ ρ ∥∥∥δ(f k−1 − fˆ k−1)∥∥∥1 (7)
with ρ < 1.
Indeed,
‖f k − fˆ k‖1 ≤ ‖f k−1 − fˆ k−1‖1 + hk−1
∑
j∈Z
(M|δf k−1j − δ fˆ k−1j | + |δf k−1j+1 − δ fˆ k−1j+1 |)+ ‖dk − dˆk‖1
≤ ‖f k−1 − fˆ k−1‖1 + 2M‖δf k−1 − δ fˆ k−1‖1 + ‖dk − dˆk‖1
≤ ‖f 0 − fˆ 0‖1 + 2M
k∑
l=1
‖δf l−1 − δ fˆ l−1‖1 +
k∑
l=1
‖dl − dˆl‖1.
For the second term, applying the contraction property (7), we have
‖δf l−1 − δ fˆ l−1‖1 ≤ ‖δ(P l−1l− f l−2)− δ(P l−1l−2 fˆ l−2)‖1 + ‖δel−1 − δeˆl−1‖1
≤ ρ‖δf l−2 − δ fˆ l−2‖1 + ‖δel−1 − δeˆl−1‖1
≤ ρ l−1‖δf 0 − δ fˆ 0‖1 +
l−1∑
s=1
ρ l−1−s‖δes − δeˆs‖1,
and thus,
k∑
l=1
‖δf l−1 − δ fˆ l−1‖1 ≤
k∑
l=1
ρ l−1‖δf 0 − δ fˆ 0‖1 +
k∑
l=1
(
l−1∑
s=1
ρ l−1−s‖δes − δeˆs‖1
)
≤ Cδ 1− ρ
k−1
1− ρ
(
‖f 0 − fˆ 0‖1 +
k−l∑
l=1
‖el − eˆl‖1
)
= Cδ 1− ρ
k−1
1− ρ
(
‖f 0 − fˆ 0‖1 +
k−l∑
l=1
‖dl − dˆl‖1
)
,
where Cδ is a bound of the linear operator δ.
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Using this last inequality we easily get
‖f k − fˆ k‖1 ≤ C
(
‖f 0 − fˆ 0‖1 +
k∑
l=1
‖dl − dˆl‖1
)
≤ C
k∑
l=0
k, (8)
with C = 1+ 2MCδ 1−ρk−11−ρ .
When ρ < 1, we can obtain C = 1 + 2MCδ 11−ρ , a constant independent of the number k of considered multiresolution
levels, and then we have proved the L1-stability.
4. Some particular examples
In this section we present two examples: a linear one and a nonlinear one.
A linear reconstruction
The linear prediction operator based on three cell-average values writes [9]
(Pkk−1f
k−1)2j−1 = f k−1j −
1
8
(f k−1j+1 − f k−1j−1 ). (9)
This Lagrange prediction can be written in terms of the finite differences ∇fj = fj − fj−1 as
(Pkk−1f
k−1)2j−1 = f k−1j −
1
4
(∇f k−1j+1 +∇f k−1j
2
)
, (10)
thus as
(Pkk−1f
k−1)2j−1 = f k−1j + FL(δf k−1j , δf k−1j+1 ), (11)
with δ = ∇ and FL(x, y) = − 14 (x+ y).
Let us verify the previous hypothesis to get the L1-stability. property (6) is immediate to prove withM = 18 . In order to
get (7) we consider the differences |(∇Pkk−1f k−1)2j−1− (∇Pkk−1 fˆ k−1)2j−1| and |(∇Pkk−1f k−1)2j− (∇Pkk−1 fˆ k−1)2j| separately and
then we add them up. Using (11) we get
|(∇Pkk−1f k−1)2j−1 − (∇Pkk−1 fˆ k−1)2j−1| ≤
3
4
|∇f k−1j −∇ fˆ k−1j | +
1
8
|∇f k−1j+1 −∇ fˆ k−1j+1 | +
1
8
|∇f k−1j−1 −∇ fˆ k−1j−1 |,
and
|(∇Pkk−1f k−1)2j − (∇Pkk−1 fˆ k−1)2j| ≤
1
4
|∇f k−1j −∇ fˆ k−1j | +
1
4
|∇f k−1j+1 −∇ fˆ k−1j+1 |.
From the last two inequalities one gets ρ = 34 .
A nonlinear reconstruction
Following the ideas of the point-values PPH interpolation [6] we can consider the cell-average predictions given by
(Pkk−1f
k−1)2j−1 = f k−1j + Hµ(∇f k−1j ,∇f k−1j+1 ), (12)
and Hµ is defined by:
(x, y) ∈ R2 7→ Hµ(x, y) := 2µ xyx+ y (sgn(xy)+ 1), (13)
where µ is a constant and sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 if x < 0.
In this case we have
(Pkk−1f
k−1)2j−1 = f k−1j + FHµ(δf k−1j , δf k−1j+1 ), (14)
with δ = ∇ and FHµ(x, y) = Hµ(x, y).
The importance of the use of the harmonic mean in the adaptation to the presence of discontinuities is based in the the
following property
|Hµ(x, y)| ≤ 2|µ|min{|x|, |y|}.
Remember that in presence of a discontinuity in [xj−1, xj] or in [xj+1, xj+2]
max{|∇f k−1j |, |∇f k−1j+1 |} = O(1)
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Fig. 1. Left, Red House image. Right, Drawing1 image.
and
min{|∇f k−1j |, |∇f k−1j+1 |} = O(hk−1).
Moreover, in smooth regions bothmeans, the arithmetic and the harmonic, are close enough. This allows us to prove that
in the particular case µ = − 14 the PPH nonlinear prediction has the same approximation order three as the linear scheme
given in (10).
In order to study the L1-stability we see first that FHµ satisfies (6) withM = 2|µ| since
|Hµ(x, y)− Hµ(xˆ, yˆ)| < 2|µ|max{|x− xˆ|, |y− yˆ|}.
On the other hand, we observe that
|(∇Pkk−1f k−1)2j−1 − (∇Pkk−1 fˆ k−1)2j−1| ≤ |∇f k−1j −∇ fˆ k−1j | + 2|µ|(B1 + B2),
and
|(∇Pkk−1f k−1)2j − (∇Pkk−1 fˆ k−1)2j| ≤ 4|µ|B1,
with
B1 = max{|∇f k−1j −∇ fˆ k−1j |, |∇f k−1j+1 −∇ fˆ k−1j+1 |}
B2 = max{|∇f k−1j −∇ fˆ k−1j |, |∇f k−1j−1 −∇ fˆ k−1j−1 |}.
Thus, one gets ρ = 1+16|µ|2 , which is smaller than 1 for |µ| < 116 . Notice that for other values of µ the multiresolution
scheme could still be stable. In fact, the caseµ = − 14 is tested numerically in next section,wherewe observe a good behavior
of the resultant scheme.
5. Numerical examples
In this section we will compare the results obtained using the PPH third order method (µ = − 14 ) versus those obtained
by the Lagrange interpolation, both configured to work with cell averages. We consider the RGB color model andwe present
the numerical results obtained for the global image as the average of the results obtained for each color band.
We apply the one-dimensional transforms to images via the classical two-dimensional tensor product approach [10] to
generate the two-dimensional multiresolution algorithm. Let Mf be the tensor product multiresolution representation of
the two-dimensional array f = (f Li,j)JL(i,j)=1.
Applying the inverse multiresolution transform to the truncated version of the direct multiresolution of f L, we compute
fˆ L = M−1tr(Mf L).
The simplest data compression procedure is obtained by setting to zero all scale coefficientswhich fall below a prescribed
tolerance. Let us denote
(dˆk)j =
{
0 |dkj | ≤ k
dkj otherwise
(15)
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Fig. 2. Top left, reconstruction using PPH algorithm. Top right, reconstruction using linear method. Bottom, original Red House image. Number of
multiresolution levels L = 4. Truncation parameter  = 25.
and refer to this operation as truncation. This type of data compression is used primarily to reduce the ‘‘dimensionality’’ of
the data. A different strategy, which is used to reduce the digital representation of the data is ‘‘quantization’’, which can be
modeled by
(dˆk)j = 2k · round
[
dkj
2k
]
, (16)
where round [·] denotes the integer obtained by rounding. For example, if |dkj | ≤ 256 and k = 4 then we can represent dkj
by an integer which is not larger than 32 and with a maximal error of 4. Observe that if |dkj | < k ⇒ qu(dkj ; k) = 0 and
that in both cases
|dkj − dˆkj | ≤ k.
In the numerical tests it is a common practice to take L =  with  given and k−1 = k2 .
The first images we use in this section are presented in Fig. 1.
We start setting a truncation parameter of  = 25. The numerical results obtained for this image and this  are shown
in Table 1 and Fig. 2. Here it can be seen clearly that for a smaller number of significant coefficients the PPHmethod obtains
smaller approximation errors in l1-norm. Notice that we have defined the compression rate cr as the percentage of the size
of the original data which must be stored. The smaller the compression rate the better.
We can force the algorithms to obtain the same number of coefficients in the three bands in order to compare exactly
all the error estimators for the same compression rate. Table 2 shows how the PPH scheme obtains better numerical results
than the linear method. Fig. 3 represents the error map for the physical domain. It is clear that the PPH method manage to
avoid great amount of the numerical artifacts that affect the results of the linear method, like the Gibbs effect.
Next, we develop an experiment with a more geometric image, as the one shown in Fig. 1 to the right.
In Fig. 4 we can observe the reconstruction done by each one of the algorithms. If we compare these results with the
original image, we can observe that both of them have an acceptable reconstruction quality. Even though the result is quite
good, if we look at Table 3, we can see that the PPH algorithm introduce a clear improvement over the results obtained by
the classic algorithm for this kind of images.
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Fig. 3. L1-norm error map in the physical domain for Red House image. Left, PPH method. Right, linear method.
Table 1
Red House image: Number of significant coefficients, l1-norm of the compression error, relative error lrel1 in l1-norm, compression rate cr , and relative
computational cost. Number of multiresolution levels L = 4, truncation parameter  = 25.
 = 25
PPH Linear
nnz 3527 3608
l1 5.2041 5.5841
lrel1 0.0370 0.0397
cr 5.7724 5.8960
Computational cost 102.92% 100%
Table 2
Red House image: Number of significant coefficients, l1-norm of the compression error, relative error lrel1 in l1-norm, and compression rate cr . Number of
multiresolution levels L = 4. The table is obtained by fixing the number of significant coefficients to those resultant of compressing the image with PPH
algorithm setting the truncation parameter to  = 25.
PPH Linear
nnz 3527 3527
l1 5.2041 5.6261
lrel1 0.0370 0.0400
cr 5.7724 5.7724
Table 3
Drawing1 image: Number of significant coefficients, l1-norm of the compression error, relative error lrel1 in l1-norm, compression rate cr , and relative
computational cost. Number of multiresolution levels L = 4, truncation parameter  = 25.
 = 25
PPH Linear
nnz 5940 10593
l1 0.23634 0.83091
lrel1 0.0017 0.0059
cr 2.6566 4.4315
Computational cost 103.15% 100%
The l1-norm of the approximation error, as it could be expected, is also much better for the PPH method than for the
Lagrange interpolation. All previous results for this experiment are resumed in Table 4, where we can see that the PPH
method obtains nearly 85% less error, (measured in the l1-norm), than the linearmethod for the same number of significative
coefficients. Observing Fig. 4, it is also very important to notice how the PPHmethod has avoided all the numerical artifacts
introduced by the linear algorithm such as the Gibbs effect or edge diffusion due to the fact that it is more adapted to the
problems we are dealing with. These effects are clearly observed if we refer to Fig. 5, where the l1-norm of the error is
represented for the physical domain. It is necessary to comment that PPH method is not adapted to oblique discontinuities
or corners, so it is affected by numerical artifacts at those points where this case is found.
In order to prove more extensively the performance of the algorithms, a second set of images has been chosen. They are
depicted in Fig. 6.
Fig. 7 shows the compression rate of each of the algorithms versus the l1-norm of the error, for a truncation parameter
 ∈ [5, 50]. It is clear how the PPH algorithm beats the performance of the linear algorithm for the geometric image, for
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Fig. 4. Top left, reconstruction using PPH algorithm. Top right, reconstruction using linear method. Bottom, original Drawing1 image. Number of
multiresolution levels L = 4. Truncation parameter  = 25.
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Fig. 5. L1-norm error map in the physical domain for geometric image. Left, PPH method. Right, linear method.
Table 4
Drawing1 image: Number of significant coefficients, l1-norm of the compression error, relative error lrel1 in l1-norm, and compression rate cr . Number of
multiresolution levels L = 4. The table is obtained by fixing the number of significant coefficients to those resultant of compressing the image with PPH
algorithm setting the truncation parameter to  = 25.
PPH Linear
nnz 5940 5940
l1 0.23634 1.5157
lrel1 0.0017 0.0108
cr 2.6566 2.6566
S. Amat et al. / Journal of Computational and Applied Mathematics 234 (2010) 1129–1139 1137
50 100 150 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
50
100
150
200
250
300
350
400
450
500
Fig. 6. Second set of images used to prove the performance of the algorithms: Girl image, Girl with salt and pepper noise, and Geoma image.
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Fig. 7. Compression ratio versus l1-norm of the error for each of the selected test images.
the Red House image and for the Girl image contaminated with salt and pepper noise. For the other two images, the result
of both algorithms is very similar, being the advantage nearly always taken by the PPH algorithm. In the case of the third
image presented in Fig. 6, it is important to comment that even though the PPH is not adapted to oblique discontinuities, it
still obtains a better result.
In order to estimate numerically the stability constant for the l1-norm, we consider the following setup: Given a
discrete sequence f L = (f Lj ), we descend in the multiresolution pyramid obtaining its multiresolution representation
Mf L = {f 0, d1, . . . , dL} (L = 4 in our numerical test). We truncate the detail coefficients of this representation which
are larger than a certain tolerance parameter  obtaining the perturbed representation {fˆ 0, dˆ1, . . . , dˆL}. We then measure
1138 S. Amat et al. / Journal of Computational and Applied Mathematics 234 (2010) 1129–1139
0 50 100 150 200 250 300 350 400 450 500
x 10
–3
–2
–1
0
1
2
3
4
Fig. 8. Random vector used for the numerical estimation of the stability constant Cs .
Table 5
Estimation of the stability constant Cs for the LIN, PPH and ENOmethods for the randomvector of Fig. 8, and for various values of the truncation parameter .
Random vector
tol 5 100 200
LIN 1.12 1.04 1.02
PPH 1.00 1.05 1.08
ENO 616.73 2.28 1.53
the size of the perturbation by
µ = ‖f 0 − fˆ 0‖1 +
L∑
k=1
‖dk − dˆk‖1. (17)
Next, we use the decoding algorithm to obtain an approximation fˆ L = M−1{fˆ 0, dˆ1, . . . , dˆL} to the original discrete sequence.
We measure the error committed as
Ea = ‖f L − fˆ L‖1. (18)
A numerical estimation of the stability constant is provided by the ratio Cs = Eaµ . In Table 5 we display the results of our
numerical test for the random vector in Fig. 8. We observe how the constants associated to the linear and PPH algorithms
remain similar when varying tol, while it does not happen the same with the ENO scheme since it is not stable.
6. Conclusion
In this paper, a family of stable cell-average multiresolution schemes has been presented. Some particular examples are
developed. Using a tensor product strategy, applications to image decomposition have been performed for two important
cases of these schemes. Edge resolution, robustness with regard to texture in real images, accuracy and compression rate
have been investigated. All these results seem to confirm that the presented multiresolution schemes are stable and can
be applied without any error control strategy [11,12]. Moreover, the use of the nonlinear algorithm has resulted in better
performances.
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