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BV FUNCTIONS IN HILBERT SPACES
GIUSEPPE DA PRATO AND ALESSANDRA LUNARDI
Abstract. We study BV functions in a Hilbert space X endowed with a probability measure ν,
assuming that ν is Fomin differentiable along suitable directions. We establish basic characteriza-
tions, and we apply the general theory to relevant examples, including invariant measures of some
stochastic PDEs.
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1. Introduction
In this paper we develop the theory of bounded variation (BV ) functions in a separable real
Hilbert space X endowed with a Borel probability measure ν. The very definition of BV functions
relies on integration by parts formulae; therefore we have to assume that ν is Fomin differentiable
along suitable directions. We recall that ν is Fomin differentiable along h ∈ X if there exist
β ∈ L1(X, ν) such that for every ϕ ∈ C1b (X) (the space of the bounded Fre´chet differentiable
functions from X to R with bounded gradient) we have∫
X
〈∇ϕ, h〉 dν =
∫
X
ϕβ dν.
In this case the function −β is called logarithmic derivative of ν along h.
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The subspace of all the elements h such that ν is Fomin differentiable along h plays an important
role in the study of the properties of ν. Here we assume that it contains the range of a bounded
operator. More precisely, we assume that there exists R ∈ L(X) such that the following hypothesis
holds,
Hypothesis 1.1. For any z ∈ X there exists vz ∈ ∩p>1Lp(X, ν) such that∫
X
〈R∇ϕ, z〉 dν =
∫
X
vzϕdν, ϕ ∈ C1b (X). (1.1)
This means that ν is Fomin differentiable along R∗(X), with logarithmic derivatives belonging to
all spaces Lp(X, ν). This hypothesis also let us introduce Sobolev spaces and generalized gradients,
since it allows to show that the operator R∇ : D(R∇) = C1b (X) 7→ Lp(X, ν;X) is closable in
Lp(X, ν), for every p ∈ [1,+∞). The space W 1,p(X, ν) is defined as the domain of the closure Mp
of such operator. Of course, the spaces W 1,p(X, ν) and the operators Mp depend on R. However,
since R is fixed once and for all, we do not emphasize this dependence.
The assumption that the functions vz belong to all L
p spaces is made to have well defined
W 1,p spaces for every p; moreover in the most important and treatable examples we have vz ∈
∩p>1Lp(X, ν) for every z. We could assume that vz ∈ Lp0(X, ν) just for some p0 > 1 and in this
case most of the statements of the paper should be modified accordingly.
The Sobolev spaces inherit formula (1.1) and its variants. In particular, for every u ∈W 1,p(X, ν)
with p > 1 we have∫
X
u(〈R∇ϕ, z〉 − vzϕ) dν = −
∫
X
〈Mpu, z〉ϕdν, z ∈ X, ϕ ∈ C1b (X). (1.2)
This holds also for p = 1 for certain measures ν such as Gaussian measures, but in general for
u ∈W 1,1(X, ν) the product uvz may not belong to L1(X, ν), because vz /∈ L∞(X, ν) and embedding
theorems guaranteeing that uvz ∈ L1(X, ν) are not available.
The right hand side of (1.2) can be seen as the negative integral of ϕ with respect to the real
measure mz := 〈Mpu, z〉ν. The notion of BV function comes from a generalization of (1.2): given
u ∈ L1(X, ν) such that uvz ∈ L1(X, ν) for every z ∈ X, we say that u belongs to BV (X, ν) if there
exists a Borel X-valued vector measure m such that, setting mz(B) := 〈m(B), z〉 for every z ∈ X
and for every Borel set B ⊂ X, we have∫
X
u(〈R∇ϕ, z〉 − vzϕ) dν = −
∫
X
ϕdmz, z ∈ X, ϕ ∈ C1b (X). (1.3)
Hypothesis 1.1 yields that good vector fields with finite dimensional range, F (x) =
∑n
i=1 fi(x)zi
with fi ∈ C1b (X) and zi ∈ X, belong to the domain of the adjoint operator M∗p for p > 1, and
M∗pF (x) =
∑n
i=1(〈R∇fi, zi〉− vzifi). Since Mp plays the role of a (generalized, stretched) gradient,
M∗p plays the role of the negative divergence. Denoting by C˜
1(X,X) the space of such vector fields,
the total variation of the X-valued measure Mpu ν is given by
V (u) := sup
{∫
X
uM∗pF dν : F ∈ C˜1b (X,X), ‖F (x)‖ ≤ 1 ∀x ∈ X
}
.
The right hand side is meaningful for every u ∈ Lp(X, ν) with p > 1, and, more generally, for
every u ∈ L1(X, ν) such that uvz ∈ L1(X, ν) for every z ∈ X. A natural basic question is whether,
given any u ∈ Lp(X, ν) with p > 1, V (u) < +∞ is equivalent to u ∈ BV (X, ν). While it is not
difficult to see that if u ∈ BV (X, ν) then V (u) < +∞, if X is infinite dimensional the converse is
a tough question. To give a positive answer, it is sufficient to prove the following theorem.
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Theorem 1.2. Fix any z ∈ X. Let u ∈ L1(X, ν) be such that uvz ∈ L1(X, ν) and
Vz(u) := sup
{∫
X
u(〈R∇ϕ, z〉 − vzϕ) dν : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
< +∞.
Then there exist a real Borel measure mz such that (1.3) holds.
Indeed, if V (u) < +∞ then Vz(u) < +∞ for every z, and having the measuresmz at our disposal,
a vector measure m such that mz(B) = 〈m(B), z〉 for every z ∈ X and for every Borel set B may
be constructed by a natural procedure.
However, this slightly simplified problem is hard, too. The assumption Vz(u) < +∞ means that
the linear operator
Tu,z : D(Tu,z) := C
1
b (X) 7→ R, Tu,zϕ :=
∫
X
u(〈R∇ϕ, z〉 − vzϕ) dν,
is bounded in the L∞ norm, and therefore it has a linear bounded extension to BUC(X), the
closure of C1b (X) in the sup norm topology. However, since X is not locally compact, no version of
the Riesz representation Theorem is available and it is not obvious that Tu,z may be represented
through a measure mz.
The problem of finding mz was solved by Fukushima several years ago, by a very complicated
procedure that works in a much more general context of Hausdorff topological vector spaces, and
that substantially relies on a change of topology earlier used in the theory of Dirichlet forms
([17, 20]). In the case that ν is a nondegenerate Gaussian measures in a separable Banach space,
for u in a suitable Orlicz space an independent much simpler proof that exploited the properties of
Gaussian measures was given in [1].
Here, for general measures satisfying Hypothesis 1.1, we take advantage of our Hilbert space
setting to give a much simpler and self-contained proof of Theorem 1.2. We solve the problem
in two steps. In the first step we assume that u vanishes outside some ball B(0, R). In this case
we find that |Tu,zϕ| ≤ Vz(u)‖ϕ‖L∞(B(0,R)) for every ϕ ∈ C1b (X). We endow X with the weak
topology, that lets B(0, R) be compact. The restriction of Tu,z to the (restrictions to B(0, R)) of
the cylindrical smooth functions (1) is therefore a bounded operator in the sup norm, defined in a
dense set of the space Cw(B(0, R)) of the weakly continuous functions in B(0, R). It has a bounded
extension to the whole Cw(B(0, R)), which has an integral representation, ϕ 7→
∫
B(0,R) ϕdµ for
some real Borel measure µ on B(0, R), by the Riesz Theorem. Since the Borel sets with respect to
the weak topology coincide with the Borel sets with respect to the norm topology, µ is in fact a
Borel measure in B(0, R) with respect to the norm topology. It is extended in a trivial way to all
the Borel sets in X, and the extension mz satisfies (1.3).
In the second step we use a C1 partition of 1 associated to the covering {B˚(0, k+1)\B(0, k−1) :
k ∈ N} ∪ B˚(0, 1) of X, to write any u as the series u =∑∞k=0 uk(x), where u0 vanishes for ‖x‖ ≥ 1
and uk vanishes for ‖x‖ ≤ k−1 and for ‖x‖ ≥ k+1, for k ∈ N. If Vz(u) < +∞, for every k we have
Vz(uk) < +∞, and by the first step there are real Borel measuresmz,k such that Tuk,zϕ =
∫
X ϕdmz,k
for every ϕ ∈ C1b (X). Patching together the measures mz,k we find that mz :=
∑∞
k=1mz,k is a well
defined real measure such that (1.3) holds, and that satisfies |mz(X)| = Vz(u).
If the operator R is very good, namely R = R∗ is one to one and there exists an orthonormal
basis {ek : k ∈ N} of X consisting of eigenvectors of R, other Sobolev spaces and spaces of
BV functions may be defined. Indeed, in this case every partial derivative ∂ϕ/∂ek : C
1
b (X) 7→
Lp(X, ν) is closable as an unbounded operator in Lp(X, ν) for p ≥ 1, and therefore for any bounded
nonnegative sequence (αk) the operator ϕ 7→
∑∞
k=1 αk(∂ϕ/∂ek)ek : C
1
b (X) 7→ Lp(X, ν) is closable
as an unbounded operator in Lp(X, ν) for p ≥ 1. The domain of its closure, endowed with the
(1)namely, functions of the type ϕ(x) = f(〈x, x1〉, . . . , 〈x, xn〉) for some f ∈ C
1
b (R
n) and x1, . . . , xn ∈ X.
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graph norm, is still a Sobolev space. The case αk = 1 for each k is of particular interest, since
the above operator is just the gradient from C1b (X) to L
p(X, ν). The domain of its closure ∇p is
called W 1,p0 (X, ν) and it is continuously embedded in W
1,p(X, ν), while in general W 1,p(X, ν) is
not contained in W 1,p0 (X, ν). For every u ∈W 1,p0 (X, ν) with p > 1 the integration by parts formula
(1.2) gives ∫
X
u(〈∇ϕ, y〉 − vR−1yϕ) dν = −
∫
X
〈∇pu,R−1y〉ϕdν, y ∈ X, ϕ ∈ C1b (X),
and, again, the right hand side can be seen as minus the integral of ϕ with respect to the real
measure 〈∇pu,R−1y〉ν. The corresponding notion of bounded variation function is the following:
for every u ∈ L1(X, ν) such that uvz ∈ L1(X, ν) for each z ∈ X, we say that u belongs to BV0(X, ν)
if there exists a Borel X-valued vector measure m0 such that∫
X
u(〈∇ϕ, y〉 − vR−1yϕ) dν = −
∫
X
ϕd〈m0, y〉, y ∈ X, ϕ ∈ C1b (X). (1.4)
If u ∈ BV0(X, ν), then u ∈ BV (X, ν) and the measure m is just Rm0. Using again Theorem 1.2,
we show that if u ∈ Lp(X, ν) for some p > 1, then u ∈ BV0(X, ν) iff
V0(u) := sup
{∫
X
u∇∗pF dν : F ∈ C˜1b (X,X), ‖F (x)‖ ≤ 1 ∀x ∈ X
}
,
where ∇∗p is the adjoint operator of ∇p, and for F ∈ C˜1b (X,X), F (x) =
∑n
i=1 fizi we have ∇∗pF =∑n
i=1(〈∇fi, zi〉 − vR−1zifi).
If ν is a centered nondegenerate Gaussian measure, it is natural to choose R = Q1/2, where
Q is the covariance of ν, so that the range of R is the Cameron-Martin space consisting of all
h ∈ X such that ν is Fomin differentiable along h. Since R is compact and self-adjoint, there
exists an orthonormal basis of X consisting of eigenvectors of R, so that both spaces BV (X, ν)
and BV0(X, ν) are meaningful. BV functions for Gaussian measures in separable Banach spaces
were introduced in [18] and subsequently studied in [19, 1]. Although the notations of such papers
are different from ours, our notion of BV functions coincides with theirs. BV0 functions were
considered in the Hilbert space setting; our notion of BV0 functions coincides with the one of [2],
which was introduced in the last section of [1]. The paper [22] deals with a class of BV functions
for Gaussian measure in Hilbert spaces, depending on a Hilbert space H1 ⊂ X; our notion of BV
and BV0 functions coincide with the ones of [22] with the choices H1 = Q
1/2(X) and H1 = X,
respectively.
Still in the case of Gaussian measures, an elegant characterization of BV functions through
Ornstein-Uhlenbeck semigroups is available. Precisely, in [19] it was shown that if u belongs to the
Orlicz space Y = L(logL)1/2(X, ν), then u ∈ BV (X, ν) if and only if
lim inf
t→0
∫
X
‖M1T (t)u‖ dν < +∞
where T (t) is the classical Ornstein-Uhlenbeck semigroup, see Section 5. An analogous characteri-
zation for BV0 functions was obtained in [2] through another Ornstein-Uhlenbeck semigroup.
If there exists a smoothing semigroup of operators T (t) in Lp(X, ν) for some p ≥ 1 having good
commutation properties with partial derivatives, we obtain similar results for our general measures
ν (Section 3.2).
As in the finite dimensional case, if a characteristic function 1lB belongs to BV (X, ν), we say that
B has finite perimeter, and |m|(X) is called perimeter of B. Establishing whether a given Borel set
B has finite perimeter is not an easy task. We prove that every halfspace Ha,r := {x ∈ X : 〈x, a〉 <
r} with a ∈ X and r ∈ R has finite perimeter, and we give a formula to compute its perimeter.
Relying on the construction of surface measures of [13], we show that if g is a smooth enough
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function satisfying suitable nondegeneration assumptions, the sublevel sets {x ∈ X : g(x) < r}
have finite perimeter for every r ∈ R. If g belongs just to W 1,1(X, ν) we can only prove that for
almost all r ∈ R the set {x ∈ X : g(x) < r} has finite perimeter.
Our general theory may be applied to Gaussian measures in Hilbert spaces, in which case we
find again the results of the above mentioned papers [18, 19, 1, 2]. We find new results for weighted
Gaussian measures ν = e−2Uγ, where U is a convex C1 function with Lipschitz continuous gradient
and γ is a centered nondegenerate Gaussian measure. Again it is convenient to choose R = Q1/2,
where Q is the covariance of γ. We prove that if u ∈ L2(X, γ) then
u ∈ BV (X, ν)⇐⇒ lim inf
t→0
∫
X
‖M2T (t)u‖ dν < +∞, (1.5)
where T (t) is the semigroup generated by the self-adjoint operator K associated to the quadratic
form
(u, v) 7→
∫
X
〈∇2u,∇2v〉 dν, u, v ∈W 1,20 (X, ν). (1.6)
T (t) is obviously smoothing, since it is an analytic semigroup that maps L2(X, ν) into the domain
of K which is contained in W 1,20 (X, ν). Here we prove a commutation formula of independent
interest,
∂T (t)f
∂ek
(x)− e−t/2λkT (t)
(
∂f
∂ek
)
(x) = −
∫ t
0
e−(t−s)/2λk (T (t− s)〈D2U(·)ek,∇T (s)f(·))(x)〉 ds,
(1.7)
that holds for t > 0, f ∈ C1b (X), and any orthonormal basis {ek : k ∈ N} of X consisting of
eigenvectors of Q, with Qek = λkek. Such a formula is a key tool for the above characterization.
As it frequently happens in infinite dimensional analysis, its formal derivation is easy but its proof
is complicated, and it is deferred to the Appendix.
We also give a specific example, in which the assumption that U has Lipschitz continuous gradient
is not satisfied. Namely, we consider the case where ν is the invariant measure of a stochastic
reaction-diffusion equation,
dX(t) = [AX(t) − f(X(t))]dt + dW (t), (1.8)
where A is the realization of the second order derivative with Dirichlet boundary condition in
X := L2(0, 1), and the nonlinearity f : R 7→ R is an increasing polynomial with degree d > 1,
and W (t) is any cylindrical X-valued Wiener process. We have ν = e−2Uγ/
∫
X e
−2Udγ, where γ is
the centered Gaussian measure with covariance Q = (−2A)−1, and U(x) = ∫ 10 Φ(x(ξ))dξ, Φ being
any primitive of f . This function is defined γ-a.e., namely in Ld+1(0, 1). We know from [12] that
γ(Lq(0, 1)) = 1 for every q ≥ 2, and U ∈ W 2,p(X, γ) ∩W 1,p0 (X, γ) for every p ≥ 1. We show that
the semigroup T (t) defined as before, through the quadratic form (1.6), is an extension to L2(X, ν)
of the transition semigroup of equation (1.8), and we get estimates on the commutators between
T (t) and partial derivatives approximating U by its Yosida approximations Uα, and using (1.7) for
the corresponding semigroups Tα(t). As a result, we get the same characterization as in the general
smooth case, namely we prove that (1.5) holds for u ∈ L2(X, ν).
Our last example concerns a class of product measures ν in X that are not Gaussian nor weighted
Gaussian measures. As a consequence of the already mentioned result of [13], for such measures
the characteristic functions of balls centered at the origin belong to BV (X, ν), so that all such balls
have finite perimeter. Here we show that in the particular case X = L2(0, 1), for every q > 2 the
Lq ball {x ∈ Lq(0, 1) : ‖x‖Lq(0,1) < r} has finite perimeter for a e. r > 0.
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2. Notation and preliminaries
Throughout the paper we assume that Hypothesis 1.1 holds. It yields that for every p ≥ 1 the
linear mapping X 7→ Lp(X, ν), z 7→ vz, is closed and therefore continuous. Consequently, there
exist Cp > 0 such that
‖vz‖Lp(X,ν) ≤ Cp‖z‖, z ∈ X. (2.1)
In this section we collect notation and results (mainly taken from [13]) that will be used later.
2.1. General notation. We consider a separable Hilbert space X with norm ‖ · ‖ and scalar
product 〈·, ·〉, endowed with a Borel probability measure ν. For every r > 0 and x0 ∈ X we denote
by B(x0, r) the closed ball centered at 0 with radius r.
Fixed any orthonormal basis {ek : k ∈ N} of X, we denote by Pn the orthogonal projection
Pnx :=
n∑
k=1
〈x, ek〉ek, x ∈ X. (2.2)
For p > 1 we set as usual p′ = p/(p− 1).
2.2. Spaces of continuous and differentiable functions. For Fre´chet differentiable functions
ϕ : X 7→ R we denote by ∇ϕ(x) the gradient of ϕ at x, and by ∂zϕ(x) = 〈∇ϕ(x), z〉 its derivative
along z, for every z ∈ X.
By Cb(X) we mean the space of all real continuous and bounded mappings ϕ : X → R, endowed
with the sup norm ‖ · ‖∞. Moreover, C1b (X) is the subspace of Cb(X) of all continuously Fre´chet
differentiable functions, with bounded gradient.
The space of the cylindrical functions FC1b(X) is the set of all functions f : X 7→ R of the type
f(x) = ϕ(〈x, z1〉, . . . 〈x, zn〉), where ϕ ∈ C1b (Rn) and zk ∈ X for k = 1, . . . , n.
We shall also consider special classes of vector fields, consisting of vector fields with values in a
finite dimensional subspace of X, and marked by a tilde ˜. For every subspace Y of X we set
C˜1b (X,Y ) := {F =
n∑
i=1
fi zi, n ∈ N, fi ∈ C1b (X), zi ∈ Y }, (2.3)
F˜C
1
b(X,Y ) := {F =
n∑
i=1
fi zi, n ∈ N, fi ∈ FC1b(X), zi ∈ Y }. (2.4)
We shall use the following approximation lemma.
Lemma 2.1. Let {ek : k ∈ N} be any any orthonormal basis of X, and let Pn be defined by (2.2).
(i) For every ϕ ∈ C1b (X) the sequence (ϕn) := (ϕ ◦ Pn) converges pointwise to ϕ, ∂ϕn/∂ek
converges pointwise to ∂ϕ/∂ek for each k ∈ N, and ‖ϕn‖∞ ≤ ‖ϕ‖∞, ‖∂ϕn/∂ek‖∞ ≤
‖∂ϕ/∂ek‖∞, supx∈X ‖∇ϕn(x)‖ ≤ supx∈X ‖∇ϕ(x)‖.
(ii) For every ϕ ∈ Cb(X) there exists a two-index sequence (ϕk,n) of FC1b(X) functions such
that
lim
k→∞
lim
n→∞
ϕk,n(x) = ϕ(x); |ϕk,n(x)| ≤ ‖ϕ‖∞, x ∈ X.
(iii) Let r > 0. For every ϕ ∈ Cb(X) such that ϕ(x) = 0 for ‖x‖ ≥ r, there exists a two-index
sequence (ϕ˜k,n) of C
1
b (X) functions such that ϕ˜k,n(x) = 0 for ‖x‖ ≥ r and
lim
k→∞
lim
n→∞
ϕ˜k,n(x) = ϕ(x), ∀x ∈ X; ‖ϕ˜k,n‖∞ ≤ ‖ϕ‖∞.
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Proof. Statement (i) is easily proved, noticing that ∂ϕn/∂ek(x) = ∂ϕ/∂ek(Pnx) for k ≤ n, and
∂ϕn/∂ek(x) = 0 for k > n.
To prove Statement (ii), first of all we approach ϕ by ϕ◦Pn. In its turn, ϕ◦Pn is approached by
ϕk,n(x) :=
∫
Rn
ϕ
(
Pnx+
1
k
n∑
j=1
ξkek
)
ρn(ξ)dξ,
where ρn is any smooth function supported in the unit ball of R
n, such that
∫
Rn
ρn(ξ)dξ = 1.
Statement (ii) follows.
To prove Statement (iii) we fix a sequence of functions θk ∈ C1(R) such that
θk(ξ) = 1 for ξ ≤
(
r − 1
k
)2
, θk(ξ) = 0 for ξ ≥ r2, ‖θk‖∞ = 1,
and we modify the sequence (ϕk,n) of Statement 1 setting ϕ˜k,n(x) := ϕk,n(x)ηk(x), where ηk(x) =
θk(‖x‖2). 
Remark 2.2. As a consequence of Lemma 2.1(ii), for every f ∈ L1(X, ν) we have
‖f‖L1(X,ν) = sup
{∫
X
f ϕdν : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
.
Moreover,
‖F‖L1(X,ν;X) = sup
{∫
X
〈F,Φ〉 dν : Φ ∈ C˜1b (X,X), ‖Φ‖∞ ≤ 1
}
.
These equalities will be used later.
2.3. Sobolev spaces.
Proposition 2.3. For every p ∈ [1,+∞) and for every z ∈ X, the operator C1b (X) 7→ Lp(X, ν),
ϕ 7→ 〈R∇ϕ, z〉 is closable in Lp(X, ν). Therefore, the operator
R∇ : D(R∇) := C1b (X) 7→ Lp(X, ν;X)
is closable in Lp(X, ν).
Proof. Let us consider the case p = 1.
Let fn ∈ C1b (X) be such that fn → 0 in L1(X, ν), and R∇fn → G in L1(X, ν;X). We have to
show that G = 0. Without loss of generality, we may assume that fn(x)→ 0 for a.e. x ∈ X.
Fix a function θ ∈ C1b (R) such that
θ(0) = 0, θ′(0) = 1.
For every n ∈ N, θ ◦ fn → θ(0) = 0 a.e., and |θ ◦ fn(x)| ≤ ‖θ‖∞ for each x ∈ X, so that θ ◦ fn → 0
in L1(X, ν). Moreover, ∇(θ ◦ fn) = (θ′ ◦ fn)∇fn, so that R∇(θ ◦ fn) = (θ′ ◦ fn)R∇fn. For every
n ∈ N we have
‖R∇(θ ◦ fn)−G‖L1(X,ν;X) ≤ ‖(θ′ ◦ fn)(R∇fn −G)‖L1(X,ν;X) + ‖((θ′ ◦ fn)− 1)G‖L1(X,ν;X).
The first addendum in the right hand side does not exceed ‖θ′‖∞‖R∇fn −G‖L1(X,ν;X), so that it
vanishes as n→∞. The second addendum vanishes too by the Dominated Convergence Theorem,
since (θ′ ◦ fn)− 1 converges to 0 a.e, and ‖(θ′ ◦ fn)(x)− 1)G(x)‖ ≤ (‖θ′‖∞ +1)‖G(x)‖ for every n.
Therefore, (R∇(θ ◦ fn)) converges to G in L1(X, ν;X).
Now we fix any orthonormal basis {ek : k ∈ N} of X. For every k ∈ N we have∫
X
〈R∇(θ ◦ fn), ek〉ψ dν =
∫
X
(θ ◦ fn) (−〈R∇ψ, ei〉+ vekψ) .
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Letting n →∞, since (R∇(θ ◦ fn)) converges to G in L1(X, ν;X), the left hand side converges to∫
X〈G, ei〉ψ dν. The right hand side converges to 0, since θ◦fn →= 0 a.e. and |(θ◦fn) (−〈R∇ψ, ei〉+
vekψ)| ≤ ‖θ‖∞(‖R‖L(X)‖∇ψ‖∞ + |vek(x)|)‖ψ‖∞. Consequently,∫
X
〈G, ek〉ψ dν = 0, k ∈ N
so that 〈G, ek〉 = 0 a.e. for every k ∈ N.
For p > 1 the proof is a simplification of this one, since vek belongs to L
p′(X, ν) for every k and
the argument works using the functions fn instead of θ ◦ fn. 
Definition 2.4. For p ∈ [1,+∞) we denote byMp the closure of R∇ in Lp(X, ν), and byW 1,p(X, ν)
its domain. W 1,p(X, ν) is a Banach space with the graph norm,
‖f‖W 1,p(X,ν) =
(∫
X
|f(x)|pν(dx)
)1/p
+
(∫
X
‖Mpf(x)‖pν(dx)
)1/p
. (2.5)
For every f ∈W 1,p(X, ν) and z ∈ X we set 〈Mpf, z〉 := ∂f/∂R∗z.
So, any ϕ ∈ W 1,p(X, ν) is the Lp(X, ν)-limit of a sequence (ϕn) ⊂ C1b (X), such that (R∇ϕn) is
convergent sequence in Lp(X, ν;X). The approximating sequence may be taken in FC1b(X), since,
in its turn, each ϕ ∈ C1b (X) may be approximated in the above norm by a sequence of elements of
FC1b(X), by Lemma 2.1(i).
We refer to [13, Sect. 2] for general properties of the W 1,p spaces, of the operators Mp and of
their adjoint operators. In particular, we recall that the dual spaces (Lp(X, ν))′, (Lp(X, ν;X))′
are canonically identified with Lp
′
(X, ν), Lp
′
(X, ν;X) respectively, with p′ = p/(p − 1) for p > 1,
1′ = +∞ (e.g., [15]). We denote by M∗p : D(M∗p ) ⊂ Lp
′
(X, ν;X) → Lp′(X, ν) the adjoint of Mp.
So, we have ∫
X
〈Mpϕ,F 〉 dν =
∫
X
ϕM∗p (F ) dν, ϕ ∈ D(Mp), F ∈ D(M∗p ). (2.6)
We notice that Hypothesis 1.1 implies that for every z ∈ X the constant vector field Fz(x) := z
belongs to D(M∗p ) for every p > 1, and the function X 7→ D(M∗p ), z 7→ Fz, is continuous. Indeed,
(1.1) and the definition of Mp yield∫
X
〈Mpϕ, z〉 dν =
∫
X
ϕvz dν, ϕ ∈ D(Mp), (2.7)
so that Fz ∈ D(M∗p ) and M∗pFz = vz for every z ∈ X. However, the functions vz are not essentially
bounded and Fz does not belong to D(M
∗1), in general.
If u ∈W 1,p(X, ν) and ϕ ∈ C1b (X), the product uϕ belongs to W 1,p(X, ν) and we have Mp(uϕ) =
Mpuϕ+ uR∇ϕ. So, if p > 1, (2.7) yields∫
X
u〈Mpϕ, z〉dν =
∫
X
(vzuϕ− 〈Mpu, z〉ϕ)dν, z ∈ X, (2.8)
which can be considered as an integration by parts formula. If p = 1 the right hand side of
(2.8) is not meaningful, in general. For certain measures, such as Gaussian or suitably weighted
Gaussian measures, W 1,1(X, ν) is continuously embedded in an Orlicz space Y ⊂ L1(X, ν) such
that all the functionals u 7→ ∫X vzu dν are well defined and belong to Y ′, and (2.8) holds for every
u ∈W 1,1(X, ν).
Moreover, for p > q ≥ 1 we have
W 1,p(X, ν) ⊂W 1,q(X, ν), Mpf =Mqf, f ∈W 1,p(X, ν),
D(M∗q ) ⊂ D(M∗p ), M∗qF =M∗pF, F ∈ D(M∗q ).
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Therefore, to simplify notation, for functions f ∈ ∩p≥1W 1,p(X, ν) we set Mf := Mpf for every
p ≥ 1, and for vector fields F ∈ ∩p>1D(M∗p ) we set M∗F := M∗pF for every p > 1.
Accordingly to the notation of subsection 1.1, for any subspace Y ⊂ X we set
W˜ 1,p(X, ν;Y ) := {F =
n∑
i=1
fi zi : n ∈ N, fi ∈W 1,p(X, ν), zi ∈ Y }. (2.9)
For every p > 1, the vector fields in W˜ 1,p
′
(X, ν;X) belong to D(M∗p ), and for F =
∑n
i=1 fizi we
have
M∗pF =
n∑
i=1
(−〈Mp′fi, zi〉+ vzifi). =
n∑
i=1
(−〈R∇fi, zi〉+ vzifi). (2.10)
Therefore, the vector fields in C˜1b (X,X) belong to D(M
∗
p ) for every p > 1, and if F =
∑n
i=1 fizi ∈
C˜1b (X,X) we have
M∗F =
n∑
i=1
(−〈Mp′fi, zi〉+ vzifi) =
n∑
i=1
(−〈R∇fi, zi〉+ vzifi). (2.11)
Formula (2.11) yields∫
X
〈Mpϕ,F 〉dν =
∫
X
ϕM∗pF dν =
∫
X
n∑
i=1
ϕ(−〈R∇fi, zi〉+ vzifi) dν, ϕ ∈W 1,p(X, ν). (2.12)
The following properties of Sobolev spaces will be used later in the paper.
Lemma 2.5. Let 1 < p <∞.
(i) For every ϕ ∈W 1,p(X, ν)∩L∞(X, ν) and δ > 0 there exists a sequence of C1b (X) functions
(ϕn) such that ‖ϕn‖∞ ≤ (1 + δ)‖ϕ‖∞ and ϕn → ϕ in W 1,p(X, ν).
(ii) If ϕ, ψ ∈ W 1,p(X, ν) ∩ L∞(X, ν), the product ϕψ belongs to W 1,p(X, ν), and Mp(ϕψ) =
ϕMpψ + ψMpϕ.
Proof. To prove Statement (i) we consider a C1 function θ : R 7→ R such that ‖θ‖∞ = (1+ δ)‖ϕ‖∞
and
θ(ξ) =
 (1 + δ)‖ϕ‖∞, ξ ≥ (1 + 2δ)‖ϕ‖∞,ξ, |ξ| ≤ (1 + δ/2)‖ϕ‖∞,
(−1− δ)‖ϕ‖∞, ξ ≤ (−1− 2δ)‖ϕ‖∞.
Let (fn) be a sequence of C
1
b (X) functions that converges to ϕ inW
1,p(X, ν) and almost everywhere,
and set
ϕn := θ ◦ fn, n ∈ N.
Then ϕn ∈ C1b (X) and ‖ϕn‖∞ ≤ (1 + δ)‖ϕ‖∞. Moreover, since fn(x) → ϕ(x) as n → ∞ for a.e.
x, we have |fn(x)| ≤ (1 + δ/2)‖ϕ‖∞ for n large enough, so that ϕn(x) = fn(x) → ϕ(x) as n →∞
for a.e. x. Since |ϕn(x) − ϕ(x)| ≤ (2 + δ)‖ϕ‖∞ for a.e. x ∈ X, by the Dominated Convergence
Theorem we obtain limn→∞ ϕn = ϕ in L
p(X, ν). Moreover, ∇ϕn = (θ′ ◦ fn)∇fn, so that
‖R∇ϕn −R∇ϕ‖Lp(X,ν;X) ≤ ‖((θ′ ◦ fn)− 1)R∇ϕ‖Lp(X,ν;X) + ‖(θ′ ◦ fn)(R∇ϕ−R∇fn)‖Lp(X,ν;X).
As before, for a.e. x ∈ X we have θ′(fn(x)) = 1 for large enough n, so that (θ′ ◦ fn)(x)− 1→ 0 as
n→∞, and by the Dominated Convergence Theorem limn→∞ ‖((θ′ ◦ fn)− 1)R∇ϕ‖Lp′ (X,ν;X) = 0.
Since also limn→∞ ‖(θ′ ◦ fn)(R∇ϕ−R∇fn)‖Lp(X,ν;X) = 0, Statement (i) follows.
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To prove Statement (ii) we use (i), approaching f and g in W 1,p(X, ν) and ν-a.e. by se-
quences of C1b (X) functions (fn), (gn) such that ‖fn‖∞ ≤ 2‖f‖∞, ‖gn‖∞ ≤ 2‖g‖∞. The prod-
uct fngn converges to fg in L
p(X, ν) by the Dominated Convergence Theorem; moreover we have
R∇(fngn) = fnR∇gn + gnR∇fn, and
‖fnR∇gn − fMpg‖Lp(X,ν;X) ≤ ‖(fn − f)Mpg‖Lp(X,ν;X) + ‖f(R∇gn −Mpg)‖Lp(X,ν;X)
where the first addendum in the right hand side vanishes as n→∞ again by the Dominated Conver-
gence Theorem, and the second addendum vanishes too. Similarly, ‖gnR∇fn−gMpf‖Lp(X,ν;X) → 0
as n→∞. Therefore, R∇(fngn)→ fMpg + gMpf in Lp(X, ν;X), and (ii) is proved. 
Remark 2.6. If there exists an orthonormal basis {ek : k ∈ N} of X contained in R∗(X), it is
possible to define different classes of Sobolev spaces. Indeed, in this case each partial derivative
∂/∂ek : C
1
b (X) 7→ Lp(X, ν) is closable in Lp(X, ν) (since ∂ϕ/∂ek = 〈R∇ϕ, z〉 for any z such that
R∗z = ek), and therefore for any bounded nonnegative sequence (αk) the operator C
1
b (X) 7→
Lp(X, ν;X), ϕ 7→ ∑∞k1(αk∂ϕ/∂ek)ek is closable in Lp(X, ν). The domain of the closure M(αk),
endowed with the graph norm, is still a Sobolev space. Given two sequences (αk), (βk), the
respective Sobolev spaces have equivalent norms iff there exists C ≥ 1 such that C−1βk ≤ αk ≤ Cαk,
for every k ∈ N. The case αk = 1 for each k is of particular interest, since M(αk) is just the closure
of the gradient in Lp(X, ν). We shall consider it in Subsection 3.1.
In the sequel we shall consider also Sobolev spaces of order 2. To define them, we use the following
easy lemma. We recall that L2(X) is the subspace of L(X) consisting of the Hilbert-Schmidt
operators, endowed with the norm ‖L‖L2(X) :=
(∑∞
h,k=1〈Leh, ek〉2
)1/2
, where {ek : k ∈ N} is any
orthonormal basis of X.
Lemma 2.7. For every p > 1 the operator
D
2
R : D(D
2
R) = FC
2
b(X) ⊂ Lp(X, ν) 7→ (Lp(X, ν;X) × Lp(X, ν;L2(X))),
D
2
Rϕ(x) := (R∇ϕ,RD2ϕ(x)R∗)
is closable in Lp(X, ν).
Proof. Let ϕn ∈ FC2b(X) be such that limn→∞ ϕn = 0 in Lp(X, ν), limn→∞D2Rϕn = (F,L) in
(Lp(X, ν;X)×Lp(X, ν;L2(X)). We already know that F = 0, since R∇ is closable in Lp(X, ν) even
with the bigger domain C1b (X). We have to show that L = 0 (as an element of L
p(X, ν;L2(X))),
which is equivalent to 〈L(·)eh, ek〉 = 0, ν-a.e., for every h, k ∈ N. Since C2b (X) is dense in Lp
′
(X, ν)
it is sufficient to show that for every h, k ∈ N we have∫
X
〈L(·)eh, ek〉ψ dν = 0, ψ ∈ C2b (X). (2.13)
For every h, k ∈ N and ψ ∈ C2b (X) we have∫
X
〈L(x)eh, ek〉ψ ν(dx) = lim
n→∞
∫
X
〈RD2ϕn(x)R∗eh, ek〉ψ ν(dx).
If R∗eh or R
∗ek vanish, the right hand side is zero and (2.13) holds. If both R
∗eh, R
∗ek are different
from 0, using (2.8) we get∫
X
〈RD2ϕn(x)R∗eh, ek〉ψ ν(dx) =
∫
X
∂
∂R∗ek
(
∂ϕn
∂R∗eh
)
ψ ν(dx)
= −
∫
X
∂ψ
∂R∗ek
∂ϕn
∂R∗eh
ν(dx) +
∫
X
vek
∂ϕn
∂R∗eh
ψ ν(dx)
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for every n ∈ N. Since vek ∈ Lp
′
(X, ν), ∂ψ/∂R∗ek ∈ Cb(X), limn→∞ ϕn = 0 and limn→∞ ∂ϕn/∂R∗eh
= limn→∞〈R∇ϕn, eh〉 = 0 in Lp(X, ν), letting n→∞ yields (2.13). 
The closure of the operator D2R in L
p(X, ν) is denoted by (Mp,M
2
p ). The Sobolev space
W 2,p(X, ν) is defined as the domain of the closure of such operator. So, any ϕ ∈ W 2,p(X, ν)
is the Lp(X, ν)-limit of a sequence Lp(X, ν)-limit of a sequence (ϕn) ⊂ C2b (X), such that (R∇ϕn)
and (RD2ϕnR
∗) are convergente sequences in Lp(X, ν;X) and in Lp(X, ν;L2(X)), respectively. In
particular, ϕ ∈ W 1,p(X, ν) and the sequence (R∇ϕn) converges to Mpϕ in Lp(X, ν;X). M2pϕ is
the Lp(X, ν;L2(X))-limit of the sequence (RD
2ϕnR
∗).
Moreover, W 2,p(X, ν) is a Banach space with the graph norm
‖ϕ‖W 2,p(X,ν) := ‖ϕ‖Lp(X,ν) + ‖Mpϕ‖Lp(X,ν;X) + ‖M2pϕ‖Lp(X,ν;L2(X)).
If {ek : k ∈ N} is any orthonormal basis of X and we set ∂hϕ := 〈Mpϕ, eh〉, ∂2hkϕ := 〈M2pϕek, eh〉,
we obtain
‖ϕ‖W 2,p(X,ν) = ‖ϕ‖Lp(X,ν) +
∫
X
(
∞∑
h=1
(∂hϕ)
2
)1/p
dν +
∫
X
 ∞∑
h,k=1
(∂2hkϕ)
2
1/p dν.
Notice that it is not convenient to define the operatorD2R in C
2
b (X), because in general RD
2ϕ(x)R∗ /∈
L2(X) for ϕ ∈ C2b (X).
2.4. Real measures and vector measures. We refer to [7] for a general treatment of differen-
tiable measures, and to [6] for general measure theory. A good reference for vector valued measures
is [15].
We denote by B(X) the σ-algebra of the Borel sets of X. A real valued Borel measure is any
countably additive function m : B(X) 7→ R. For such m we define a nonnegative measure |m| by
|m|(B) = sup
∞∑
n=1
|m(Bn)|, B ∈ B(X),
where the supremum is taken over all the at most countable partitions of B into pairwise disjoint
Borel sets Bn. If A is any open set, we have
|m|(A) = sup
{∫
X
f dm : f ∈ Cb(X), f|X\A ≡ 0, ‖f‖∞ ≤ 1
}
.
|m|(X) is called the total variation of m. The space of all the real Borel measures in X is denoted
by M(X,R), the map m 7→ |m|(X) is a norm in M(X,R).
We shall be concerned also with X-valued Borel measures, namely the countably additive func-
tions m : B(X) 7→ X. As in the real case, for every X-valued Borel measure m we define a
nonnegative measure |m| by
|m|(B) = sup
∞∑
n=1
‖m(Bn)‖,
where the supremum is taken over all the at most countable partitions of B into pairwise disjoint
Borel sets Bn, and |m|(X) is called the total variation of m. It is not hard to see that
|m|(X) = sup
{∫
X
〈F, dM〉 : F ∈ C1b (X,X), ‖F‖∞ ≤ 1
}
. (2.14)
We denote by M(X,X) the space of all X-valued Borel measures with finite total variation. Every
m ∈M(X,X) is absolutely continuous with respect to |m|, and it may be written as
m(dx) = σ(x)|m|(dx), (2.15)
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where σ : X 7→ X is a |m|-measurable unit vector field (namely, ‖σ(x)‖ = 1 for |m|-a.e. x ∈ X).
We shall use the following lemma about vector measures.
Lemma 2.8. Let {ek : k ∈ N} be an orthonormal basis in X, and for every k ∈ N let µk be a real
valued Borel measure, such that setting
Mn(B) =
n∑
k=1
µk(B)ek, n ∈ N, B ∈ B(X),
we have
sup
n∈N
|Mn|(X) := C < +∞.
Then there exists a vector measure M ∈M(X,X) such that |M |(X) ≤ C and 〈M(B), ek〉 = µk(B)
for every k ∈ N, so that we have the representation
M(B) =
∞∑
k=1
µk(B)ek, B ∈ B(X).
Proof. For every Borel set B set
Σ(B) := sup
n∈N
|Mn|(B) = lim
n→∞
|Mn|(B).
it is easily seen that Σ is finitely additive and countably subadditive, and therefore it is countably
additive. Each µk is absolutely continuous with respect to Σ; denoting by ρk the respective densities
we have
Mn(B) =
n∑
k=1
µk(B)ek =
∫
B
n∑
k=1
ρk(x)ek dΣ, n ∈ N,
so that, taking B = X,
|Mn|(X) =
∫
X
∥∥∥∥∥
n∑
k=1
ρk(x)ek
∥∥∥∥∥ dΣ =
∫
X
(
n∑
k=1
ρk(x)
2
)1/2
dΣ, n ∈ N,
which implies, letting n→∞, ∫
X
(
∞∑
k=1
ρk(x)
2
)1/2
dΣ ≤ C.
Therefore, for every Borel set B the series Mn(B) =
∑n
k=1
∫
X ρk(x)Σ(dx)ek converges in X, and
setting
M(B) = lim
n→∞
Mn(B) =
∞∑
k=1
µk(B)ek,
the vector measure M enjoys all the claimed properties. 
3. BV functions
Let u ∈W 1,p(X, ν) for some p > 1. For every z ∈ X we rewrite (2.8) as∫
X
u(〈R∇ϕ, z〉 − vzϕ)dν = −
∫
X
〈Mpu, z〉ϕdν, ϕ ∈ C1b (X). (3.1)
The right hand side may be read as minus the integral of ϕ with respect to the real measure
mz := 〈Mpu, z〉ν. The total variation of such a measure is estimated by
|mz|(X) = ‖〈Mpu, z〉‖L1(X,ν) ≤ ‖Mpu‖L1(X,ν;X)‖z‖.
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In addition, setting
m(B) :=
∫
B
Mpu dν, B ∈ B(X),
(the right hand side being anX-valued integral), m is aX-valued Borel measure with total variation
equal to ‖Mpu‖L1(X,ν), such that 〈m(B), z〉 = mz(B) for every z ∈ X and B ∈ B(X).
BV functions are defined in order to generalize the above formulae. More precisely,
Definition 3.1. Let u ∈ L1(X, ν) be such that uvz ∈ L1(X, ν) for every z ∈ X. We say that
u ∈ BV (X, ν) if there exists a measure m ∈M(X,X) such that, setting
mz(B) := 〈m(B), z〉, z ∈ X, B ∈ B(X), (3.2)
we have ∫
X
u(〈R∇ϕ, z〉 − vzϕ)dν = −
∫
X
ϕdmz , z ∈ X, ϕ ∈ C1b (X). (3.3)
Recalling formula (2.15), the definition of BV function may be rephrased as follows: u ∈
BV (X, ν) if there exist a nonnegative measure |m| ∈ M(X,R), and a |m|-measurable vector field
σ such that ‖σ(x)‖ = 1 for |m|-a.-e. x ∈ X, such that for every z ∈ X \ {0} we have∫
X
u(〈R∇ϕ, z〉 − vzϕ)dν = −
∫
X
ϕ 〈σ(x), z〉|m|(dx), ϕ ∈ C1b (X). (3.4)
If u ∈ L1(X, ν) and uvz ∈ L1(X, ν) for every z ∈ X, we set
V (u) := sup
{∫
X
uM∗F dν : F ∈ C˜1b (X,X), ‖F (x)‖ ≤ 1 ∀x ∈ X
}
(3.5)
We aim to prove that u ∈ BV (X, ν) iff V (u) < ∞. This will be done at the end of this section
(Theorem 3.5). To avoid the difficulties in handling vector valued measures, we will use real valued
measures: more precisely, to check whether a function u belongs to BV (X, ν), it is convenient to
look for measures mz ∈M(X,R) that satisfy (3.2), and then to recover the measure m ∈M(X,X)
of Definition 3.1 from them. Therefore, we introduce the notion of BVz functions, as follows.
Definition 3.2. Let u ∈ L1(X, ν) and z ∈ X be such that uvz ∈ L1(X, ν). We say that u ∈
BVz(X, ν) if there exists a real Borel measure mz ∈M(X,R) such that∫
X
u(〈R∇ϕ, z〉 − vzϕ)dν = −
∫
X
ϕdmz, ϕ ∈ C1b (X). (3.6)
We notice that if R∗z = 0, every u ∈ L1(X, ν) such that uvz ∈ L1(X, ν) belongs to BVz(X, ν),
since 〈R∇ϕ, z〉 = 0 for each ϕ ∈ C1b (X), so that we can take mz = uvzν in (3.6). So, from now on
we may assume that R∗z 6= 0. In any case we set
∂∗zϕ(x) = 〈R∇ϕ, z〉 − vzϕ, ϕ ∈ C1b (X), (3.7)
Tzϕ :=
∫
X
u∂∗zϕdν, ϕ ∈ C1b (X), (3.8)
and
Vz(u) := sup
{
Tzϕ : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
= sup
{∫
X
u∂∗zϕdν : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
.
(3.9)
So, u ∈ BVz(X, ν) iff there exists mz ∈M(X,R) such that Tzϕ = −
∫
X ϕdmz , for every ϕ ∈ C1b (X).
In this case, Tz has an obvious extension to the whole Cb(X), whose norm (as an element of the
dual space (Cb(X))
′) is equal to |mz|(X). On the other hand, by Lemma 2.1(i) and the Dominated
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Convergence Theorem, the space ∈ C1b (X) is dense in Cb(X) endowed with the L1(X, ν) norm.
Therefore,
|mz|(X) = sup
{∫
X
ϕdmz : ϕ ∈ Cb(X), ‖ϕ‖∞ ≤ 1
}
= sup
{∫
X
ϕdmz : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
= sup
{∫
X
u∂∗zϕdν : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
= Vz(u).
(3.10)
So, if u ∈ BVz(X, ν) then Vz(u) < ∞. The converse holds too, and it is the main result of this
section.
Theorem 3.3. Let u ∈ L1(X, ν), and let z ∈ X be such that R∗z 6= 0 and uvz ∈ L1(X, ν). Then
u ∈ BVz(X, ν) if and only if Vz(u) <∞. In this case we have |mz|(X) = Vz(u).
Proof. One of the implications is immediate: as remarked above, if u ∈ BVz(X, ν) then Vz(u) is
finite, and equal to |mz|(X).
The main part of the theorem is the proof of the converse, namely that if Vz(u) < +∞ then
u ∈ BVz(X, ν). This will be done in two steps. In the first step we consider the case where u has
bounded support, and the general case is treated in the second step.
First step: the case u ≡ 0 in X \B(0, r).
We claim that
|Tzϕ| ≤ Vz(u)‖ϕ‖L∞(B(0,r)), ϕ ∈ C1b (X). (3.11)
Indeed, for any ε > 0 let θε ∈ C1(R) be such that
‖θε‖∞ ≤ 1, θε ≡ 1 in [0, r2], θε ≡ 0 in [(r + ε)2,+∞),
and we set
ηε(x) := θε(‖x‖2), x ∈ X.
For any ϕ ∈ C1b (X), since u ≡ 0 in X \B(0, r) and ϕ ≡ ϕηε in B(0, r), we have
Tzϕ =
∫
X
u∂∗zϕdν =
∫
B(0,r)
u∂∗z (ϕηε) dν =
∫
X
u∂∗z (ϕηε) dν = Tz(ϕηε).
Therefore,
|Tzϕ| = |Tz(ϕηε)| ≤ Vz(u)‖ϕηε‖∞ ≤ Vz(u)‖ϕ‖L∞(B(0,R+ε)), ε > 0.
Since ϕ is uniformly continuous, limε→0 ‖ϕ‖L∞(B(0,R+ε)) = ‖ϕ‖L∞(B(0,r)), and (3.11) follows.
Now we endow B(0, r) with the weak topology. Since B(0, r) is closed, convex and bounded, it is
weakly compact. We denote by Cw(B(0, r)) the space of the weakly continuous functions (namely,
continuous with respect to the weak topology) from B(0, r) to R.
The elements of FC1b(X) are weakly continuous functions. Their restrictions to B(0, r) constitute
an algebra A that separates points and contains the constants. By the Stone-Weierstrass Theorem,
A is dense in Cw(B(0, r)).
Every f ∈ A is the restriction to B(0, r) of a function f˜ ∈ FC1b(X). We set
T˜zf := Tz f˜ .
T˜z is well defined: if f is the restriction to B(0, r) of both f˜1 and f˜2, we have Tz f˜1 = Tz f˜2 by
estimate (3.11). Still (3.11) implies |T˜zf | ≤ Vz(u)‖f‖L∞(B(0,r)) for every f ∈ A. So, T˜z is bounded
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on A, and therefore it has a linear bounded extension (still called T˜z) to the whole Cw(B(0, r)).
By the Riesz Theorem, such extension has an integral representation: there exists a (unique) real
valued measure µ on the Borel sets of B(0, r) with respect to the weak topology, such that
|µ|(B(0, r)) = ‖T˜z‖ = Vz(u),
and
T˜zϕ = −
∫
B(0,r)
ϕdµ, ϕ ∈ Cw(B(0, r)).
In particular,
Tzϕ = −
∫
B(0,r)
ϕdµ, ϕ ∈ FC1b(X).
We recall that the Borel subsets of B(0, r) with respect to the weak topology coincide with the
Borel subsets of B(0, r) with respect to the strong topology. So, µ is a Borel measure on B(0, r),
that we extend in an obvious way to all Borel sets of X, setting
mz(B) := µ(B ∩B(0, r)), B ∈ B(X).
Therefore we have
Tzϕ = −
∫
X
ϕdmz, ϕ ∈ FC1b(X). (3.12)
To finish Step 1 we have to extend the validity of formula (3.12) to all ϕ ∈ C1b (X). For ϕ ∈ C1b (X)
we consider the cylindrical approximations ϕn(x) := ϕ(Pnx). For every n ∈ N, (3.12) yields
Tzϕn = −
∫
X
ϕn dmz. (3.13)
We have limn→∞ ϕn(x) = ϕ(x) for every x ∈ X, and |ϕn(x)| ≤ ‖ϕ‖∞. Therefore, the right-hand side
of (3.13) goes to− ∫X ϕdmz as n→∞. Moreover, by Lemma 2.1(i) we have limn→∞ ∂ϕn/∂(R∗z)(x)
= ∂ϕ/∂(R∗z)(x) for every x ∈ X and |∂ϕn/∂(R∗z)(x)| ≤ ‖∇ϕ‖∞/‖R∗z‖. It follows |∂∗zϕn(x)| ≤
‖∇ϕ‖∞/‖R∗z‖ + |vz(x)| ‖ϕ‖∞. By the Dominated Convergence Theorem, the left-hand side of
(3.13) goes to Tzϕ as n →∞. So, letting n →∞ in (3.13) yields Tzϕ = −
∫
X ϕdµz, and recalling
(3.10) the statement is proved.
Before going to Step 2, we prove an intuitive property of the measure mz of Step 1. We show
that if u ≡ 0 on B(0, r0) for some r0 < r, then |mz|(B˚(0, r0)) = 0, where B˚(0, r0) is the open ball
centered at 0 with radius r. To this aim we recall that
|mz|(B˚(0, r0)) = sup
{∫
X
ϕdmz , ϕ ∈ Cb(X), ‖ϕ‖∞ ≤ 1, ϕ(x) = 0 for ‖x‖ ≥ r0
}
Fixed any ε > 0 let ϕ ∈ Cb(X) be such that ‖ϕ‖∞ ≤ 1, ϕ(x) = 0 for ‖x‖ ≥ r0 and
|µz|(B˚(0, r0)) ≤
∫
X
ϕdµz + ε.
By Lemma 2.1(iii) there exists a double-index sequence of C1b (X) functions (ϕ˜k,n) such that
|ϕ˜k,n(x)‖ ≤ ‖ϕ‖∞ for every x ∈ X, limk→∞ limn→∞ ϕ˜k,n(x) = ϕ(x) for every x, and ϕ˜k,n(x) = 0 if
‖x‖ ≥ r0. By the Dominated Convergence Theorem we get
lim
k→∞
lim
n→∞
∫
X
ϕ˜k,n dmz =
∫
X
ϕdmz
so that there are k(ε), n(ε) ∈ N such that
|mz|(B˚(0, r0)) ≤
∫
X
ϕ˜k(ε),n(ε) dmz + 2ε.
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Since ϕ˜k(ε),n(ε) belongs to C
1
b (X) we have∫
X
ϕ˜k(ε),n(ε) dmz = T (ϕ˜k(ε),n(ε)) =
∫
X
u∂∗z (ϕ˜k(ε),n(ε))dν
and the last integral is zero, because u vanishes ν-a.e in B(0, r0) and ϕ˜k(ε),n(ε) vanishes in X \
B(0, r0), so that ∂
∗
z (ϕ˜k(ε),n(ε)) vanishes ν-a.e. in X \ B(0, r0). Therefore |mz|(B˚(0, r0)) ≤ 2ε for
every ε > 0, which implies |mz|(B˚(0, r0)) = 0.
Second step: the general case.
Let θ ∈ C1(R) be an even function supported in (−1, 1), such that θ ≡ 1 in a neighborhood of 0,
and such that θ(ξ) = 1− θ(1− ξ) for every ξ ∈ (0, 1). For instance, one can take the even extension
of the function that is equal to 1 in [0, 1/4], to cos(2(ξ−1/4)/π) for ξ ∈ [1/4, 3/4], to 0 for ξ ≥ 3/4.
The set of functions {θk : k ∈ Z} defined by θk(ξ) := θ(ξ − k), k ∈ Z, is a C1 partition of 1 in
R. Each θk is supported in (k − 1, k + 1), and therefore every ξ ∈ R belongs to the support of at
most two of them. Define
ηk(x) := θk(‖x‖), k ∈ N ∪ {0}.
Every ηk belongs to C
1
b (X), since every θk belongs to C
1
b (R) and it is constant in a neighborhood
of 0. Moreover
∞∑
k=0
ηk(x) = 1, x ∈ X,
where for every x ∈ X the series converges because it has at most two nonzero addenda; more
precisely, if k ≤ ‖x‖ ≤ k + 1 we have ηh(x) = 0 for h ≤ k − 1 and for h ≥ k + 2. So, we have
u(x) =
∞∑
k=0
ηk(x)u(x) =:
∞∑
k=0
uk(x), x ∈ X,
where uk := uηk vanishes outside {x : k − 1 < x < k + 1}. In particular, its support is contained
in B(0, k + 1) and for every ϕ ∈ C1b (X) we have∣∣∣∣ ∫
X
u ηk∂
∗
zϕdν
∣∣∣∣ = ∣∣∣∣ ∫
X
u(∂∗z (ϕηk)− ϕ∂R∗zηk) dν
∣∣∣∣
≤ V (u)‖ϕηk‖∞ +
∣∣∣∣ ∫
X
uϕ∂R∗zηk dν
∣∣∣∣ ≤ V (u)‖ϕ‖∞ + Ck‖ϕ‖∞
where
Ck =
∫
{x: k−1<‖x‖<k+1}
|u∂R∗zηk|dν ≤
∫
{x: k−1<‖x‖<k+1}
|u|dν‖θ′‖∞.
By Step 1 there exists a Borel measure mk, supported in {x : k − 1 ≤ x ≤ k + 1}, whose total
variation does not exceed Vz(u) + Ck, such that
Tkϕ := −
∫
X
u ηk∂
∗
zϕdν = −
∫
{x: k−1<‖x‖<k+1}
ϕdmk, ϕ ∈ C1b (X). (3.14)
The consequent estimate |mk|(X) ≤ Vz(u) +Ck is not enough for our aim. To improve it we recall
(3.10), that yields
|mk|(X) = Vz(ηku) = sup
{∫
X
u ηk ∂
∗
zϕdν : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
.
For every k ∈ N ∩ {0} let ϕk ∈ C1b (X) be such that ‖ϕk‖∞ ≤ 1 and such that
|mk|(X) ≤
∫
X
u ηk ∂
∗
zϕk dν +
1
2k
. (3.15)
16
Set
ϕ(x) :=
∞∑
k=1
ηk(x)ϕk(x), x ∈ X.
The function ϕ is well defined and it belongs to C1b (X), since every x has a neighborhood where
all the summands vanish, except for at most two of them. Moreover,
|ϕ(x)| ≤
∞∑
k=1
ηk(x)|ϕk(x)| ≤
∞∑
k=1
ηk(x) = 1, x ∈ X,
so that ‖ϕ‖∞ ≤ 1. Then we have ∫
X
u∂∗zϕdν ≤ Vz(u). (3.16)
On the other hand, the left hand side is equal to
∫
X u∂
∗
z (
∑∞
k=1 ηkϕk) dν, and recalling that
∂∗z (ηkϕk) = ηk∂
∗
zϕk + ϕk∂R∗zηk we get∫
X
u∂∗zϕdν =
∞∑
k=1
∫
X
u ηk ∂
∗
zϕk dν +
∞∑
k=1
∫
X
uϕk ∂R∗zηk dν,
where for every k we have∣∣∣∣ ∫
X
uϕk ∂R∗zηk dν
∣∣∣∣ ≤ ∫
{x: k−1<‖x‖<k}
|u∂R∗zηk|dν ≤
∫
{x: k−1<‖x‖<k}
|u|dν‖θ′‖∞,
so that, recalling (3.15) and summing up,∫
X
u∂∗zϕdν ≥
∞∑
k=1
(
|mk|(X)− 1
2k
)
−
∞∑
k=1
‖u‖L1(B(0,k+1)\B(0,k−1))‖θ′‖∞
≥
∞∑
k=1
|mk|(X)− 1− 2‖u‖L1(X,ν)‖θ′‖∞
that implies, through (3.16),
∞∑
k=1
|mk|(X) ≤ Vz(u) + 1 + 2‖u‖L1(X,ν)‖θ′‖∞.
The signed measure
mz :=
∞∑
k=1
mk
is therefore well defined, and for every ϕ ∈ C1b (X) we have, using (3.14),∫
X
ϕdmz =
∞∑
k=1
∫
X
ϕdmk =
∞∑
k=1
∫
X
u ηk ∂
∗
zϕdν =
∫
X
u∂∗zϕdν = Tzϕ.
So, mz is the measure that we were looking for. We already know that |mz|(X) = Vz(u), and the
proof is complete. 
Now we move to BV functions. First we prove an easy lemma.
Lemma 3.4. Let u ∈ L1(X, ν) be such that uvz ∈ L1(X, ν) for every z ∈ X and V (u) < +∞.
Then u ∈ BVz(X, ν) and Vz(u) ≤ V (u)‖z‖ for every z ∈ X \ {0}.
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Proof. For every ϕ ∈ C1b (X) with ‖ϕ‖∞ ≤ 1 and z ∈ X \ {0} consider the vector field F (x) :=
ϕ(x)z/‖z‖. By the definition of V (u) we get∫
X
u(〈R∇ϕ, z〉 − vzϕ)dν =
∫
X
uM∗F dν‖z‖ ≤ V (u)‖z‖
and the statement follows. 
Theorem 3.5. Let u ∈ Lp(X, ν) for some p > 1. Then, u ∈ BV (X, ν) if and only if V (u) < +∞.
In this case, the measure m of Definition 3.1 satisfies |m|(X) = V (u).
Proof. The proof that u ∈ BV (X, ν) ⇒ V (u) < +∞ is easy. Indeed, let m = σ|m| ∈ M(X,X)
be such that (3.4) holds for each z ∈ X. For every F ∈ C˜1b (X,X) such that ‖F‖∞ ≤ 1, F (x) =∑n
i=1 fi(x)zi, we have∫
X
uM∗F dν =
∫
X
u
n∑
i=1
(−〈R∇fi, zi〉+vzifi)dν =
∫
X
〈σ(x),
n∑
i=1
fi(x)zi〉|m|(dx) =
∫
X
〈σ, F 〉|m|(dx).
In the last integral we have
|〈σ(x), F (x)〉| ≤ ‖σ(x)‖X‖F (x)‖ ≤ 1, |m| − a.e. x ∈ X,
so that its modulus does not exceed |m|(X). Taking the supremum over all F ∈ C˜1b (X,X) we get
V (u) ≤ |m|(X) < +∞.
To prove the converse we fix u such that V (u) < +∞, and consequently Vz(u) < +∞ for every
z ∈ X.
We fix any orthonormal basis {ek : k ∈ N} of X. We consider the real measures mek constructed
in Theorem 3.3, if R∗ek 6= 0. If R∗ek = 0 we set mek(dx) := u(x)vek(x)ν(dx) (see the comments
after Definition 3.2). Our aim is to prove that
m(B) :=
∞∑
k=1
mek(B)ek, B ∈ B(X), (3.17)
is a well defined vector measure belonging to M(X,X), that satisfies (3.3) and such that |m|(X) ≤
V (u).
To prove that m is well defined we consider a sequence of vector measures with finite dimensional
range,
Mn(B) =
n∑
k=1
mek(B)ek, B ∈ B(X).
By (2.14), for every n ∈ N we have
|Mn|(X) = sup
{∫
X
〈F, dMn〉 : F ∈ C1b (X,X), ‖F‖∞ ≤ 1
}
= sup
{∫
X
〈F, dMn〉 : F ∈ C1b (X,Pn(X)), ‖F‖∞ ≤ 1
}
,
where Pn is the orthogonal projection defined in (2.2). Each vector field F ∈ C1b (X,Pn(X)) may
be written as F (x) =
∑n
k=1 fk(x)ek, with fk ∈ Cb(X). Therefore it belongs to C˜1b (X,X), and by
Theorem 3.3 we have∫
X
〈F, dMn〉 =
∫
X
n∑
k=1
fk dmek = −
∫
X
n∑
k=1
u∂∗ekfk dν =
∫
X
uM∗F dν ≤ V (u)‖F‖∞,
so that |Mn|(X) ≤ V (u) for every n ∈ N. By lemma 2.8, the series
∑n
k=1mek(B)ek converges
for every Borel set B, and the formula (3.17) defines a vector measure m ∈ M(X,X) such that
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|m|(X) ≤ V (u). By definition, we have 〈m(B), ek〉 = mek(B) for every k ∈ N and therefore (3.3)
holds if z = ek for some k ∈ N. Consequently, since the function z 7→ mz is linear, (3.3) holds if
z is a linear combination of the ek. If z is not a linear combination of the ek, we approach it by
zn := Pnz. For each n and ϕ ∈ C1b (X) we have∫
X
u(〈R∇ϕ, zn〉−vznϕ)dν = −
∫
X
ϕdmPnz = −
∫
X
ϕ
n∑
k=1
〈z, ek〉dmek = −
∫
X
ϕ〈z,Mn(dx)〉. (3.18)
Letting n→∞, 〈R∇ϕ, zn〉 → 〈R∇ϕ, z〉 and its modulus does not exceed ‖R∇ϕ‖∞‖z‖. Moreover,
limn→∞ vzn = vz in L
p′(X, ν), by (2.1). So, the left hand side of (3.18) converges to
∫
X u(〈R∇ϕ, z〉−
vzϕ)dν as n → ∞. By Lemma 2.8 the sequence of measures (〈z,Mn(dx)〉) converge weakly to
〈z,m(dx)〉, so that the right hand side converges to − ∫X ϕ〈z,m(dx)〉 as n → ∞. Therefore, (3.3)
holds for every z ∈ X. 
Remark 3.6. The assumption u ∈ Lp(X, ν) with p > 1 is used only in the very last step of the
proof, to prove that
∫
X u vPnzϕdν →
∫
X u vzϕdν as n → ∞. To this aim the assumption that u
and uvz belong to L
1(X, ν) for every z is not enough. If ν is a centered nondegenerate Gaussian
measure, it is enough that u belongs to a suitable Orlicz space Y := L(logL)1/2(X, ν), since the
space X∗ν of all the functions vz is embedded in the dual space Y
′. See [19].
As we may expect, we can take other test functions without affecting the definitions of Vz(u)
and of V (u). Indeed, the following lemma holds.
Lemma 3.7. Let u ∈ L1(X, ν). Then
(i) For every z ∈ X such that uvz ∈ L1(X, ν) we have
Vz(u) = sup
{∫
X
u∂∗zϕdν : ϕ ∈ FC1b(X), ‖ϕ‖∞ ≤ 1
}
(3.19)
If in addition u ∈ Lp(X, ν) for some p > 1,
Vz(u) = sup
{∫
X
u∂∗zϕdν : ϕ ∈W 1,p
′
(X, ν) ∩ L∞(X, ν), ‖ϕ‖∞ ≤ 1
}
(3.20)
(ii) If uvz ∈ L1(X, ν) for every z ∈ X we have
V (u) = sup
{∫
X
uM∗F dν : F ∈ F˜C1b(X,X), ‖F‖L∞(X,ν;X) ≤ 1
}
(3.21)
If in addition u ∈ Lp(X, ν) for some p > 1,
V (u) = sup
{∫
X
uM∗F dν : F ∈ W˜ 1,p′(X,X) ∩ L∞(X, ν;X), ‖F‖L∞(X,ν;X) ≤ 1
}
, (3.22)
and for any orthonormal basis {ek : k ∈ N} of X we have
V (u) = sup
{∫
X
uM∗F dν : F (x) =
n∑
i=1
ϕi(x)ei, n ∈ N, ϕi ∈ C1b (X), ‖F‖∞ ≤ 1
}
. (3.23)
Proof. Let us prove Statement (i). Since FC1b(X) ⊂ C1b (X), the supremum in the right hand side of
(3.19)(a) is less or equal to Vz(u). To prove the equality in (3.19) we use Lemma 2.1: we approach
any ϕ ∈ C1b (X) such that ‖ϕ‖∞ ≤ 1 by the sequence of cylindrical functions (ϕ◦Pn). Lemma 2.1(i)
and the Dominated Convergence Theorem yield
∫
X u∂
∗
zϕdν = limn→∞
∫
X u∂
∗
zϕn dν, and (3.19)
follows.
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The proof of (3.20) is a bit more complicated. Of course, Vz(u) is less or equal to the supremum
in the right hand side of (3.19). To prove the equality, for every ε > 0 and ϕ ∈ W 1,p′(X, ν) such
that ‖ϕ‖L∞(X,ν) ≤ 1 we shall exhibit a function ψ ∈ C1b (X) such that ‖ψ‖L∞(X,ν) ≤ 1 and∣∣∣∣ ∫
X
u∂∗z (ϕ− ψ) dν
∣∣∣∣ ≤ ε. (3.24)
We fix δ > 0 such that ∣∣∣∣ 11 + δ
∫
X
u∂∗zϕdν −
∫
X
u∂∗zϕdν
∣∣∣∣ ≤ ε2 , (3.25)
and we approach ϕ pointwise ν-a.e. and in W 1,p
′
(X, ν) by a sequence of C1b (X) functions (ϕn)
such that ‖ϕn‖∞ ≤ 1 + δ, given by Lemma 2.5(i). So, limn→∞〈R∇ϕn, z〉 = 〈R∇ϕ, z〉 in Lp′(X, ν).
Moreover, since ϕn → ϕ in Lq(X, ν) for every q ∈ [1,∞) and vz ∈ Lr(X, ν) for every r ∈ [1,+∞),
we have limn→∞ ϕnvz = ϕvz in L
p′(X, ν). Summing up, limn→∞ ∂
∗
zϕn = ∂
∗
zϕ in L
p′(X, ν) and
therefore limn→∞ ∂
∗
zϕn/(1 + δ) = ∂
∗
zϕ/(1 + δ) in L
p′(X, ν). So, for n large enough we have∣∣∣∣ 11 + δ
∫
X
u∂∗zϕdν −
1
1 + δ
∫
X
u∂∗zϕn dν
∣∣∣∣ ≤ ε2
which yields (3.24) with ψ = ϕn, taking (3.25) into account.
Concerning Statement (ii), the proofs of (3.21) and of (3.22) are the same of Statement (i), and
they are left to the reader.
Since the supremum in the right hand side of (3.23) is less or equal to V (u), to prove the equality
in (3.23) it is sufficient to approach every F ∈ C˜1b (X,X) with ‖F‖L∞(X,ν;X) ≤ 1 by a sequence of
vector fields Φn with range in the linear span of the basis, such that ‖Φn‖L∞(X,ν;X) ≤ 1 and such
that
lim
n→∞
∫
X
uM∗Φn dν =
∫
X
uM∗Fdν. (3.26)
This is easily done, approaching F (x) =
∑k
i=1 fi(x)zi by Fn(x) :=
∑k
i=1 fi(x)Pnzi =
∑n
j=1 ϕj(x)ej ,
with ϕj(x) =
∑k
i=1 fi(x)〈zi, ej〉. Then Fn → F in L∞(X, ν;X) since
‖Fn − F‖∞ = sup
x∈X
‖
k∑
i=1
fi(x)(Pnzi − zi)‖ ≤
( k∑
i=1
‖fi‖2∞
)1/2( k∑
i=1
‖Pnzi − zi‖2
)1/2
.
Moreover, M∗Fn =
∑k
i=1(〈R∇fi, Pnzi〉 − vPnzifi) converges to M∗F =
∑k
i=1(〈R∇fi, zi〉 − vzifi)
in Lp
′
(X, ν;X) by the Dominated Convergence Theorem and estimate (2.1). Therefore, setting
Φn := Fn/‖Fn‖L∞(X,ν;X) for sufficiently large n (such that Fn 6≡ 0), the vector fields Φn have
values in the unit ball of X, have range in the linear span of the basis, and (3.26) holds. 
3.1. Other classes of Sobolev and BV functions. Throughout this section we assume that
Hypothesis 3.8. R = R∗ is one to one, and there exists an orthonormal basis {hk : k ∈ N} of X
consisting of eigenvectors of R.
As mentioned in Remark 2.6, the gradient operator ∇ : C1b (X, ν) 7→ Lp(X, ν;X) is closable in
Lp(X, ν) for every p ≥ 1. We call W 1,p0 (X, ν) the domain of the closure, which is denoted by ∇p.
W 1,p0 (X, ν) is endowed with the graph norm
‖f‖W 1,p
0
(X,ν) := ‖f‖Lp(X,ν) + ‖∇pf‖Lp(X,ν;X).
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Moreover, for every f ∈W 1,p0 (X, ν) and z ∈ X we set
∂f
∂z
:= 〈∇pf, z〉.
Since R is a bounded operator, it follows immediately from the definition that
W 1,p0 (X, ν) ⊂W 1,p(X, ν), Mpf = R∇pf, f ∈W 1,p0 (X, ν). (3.27)
We shall use the following lemma,
Lemma 3.9. Let ϕ ∈ C1(X) be such that ‖∇ϕ‖ is bounded in ϕ−1(−r, r) for every r > 0, and∫
X(|ϕ|p + ‖∇ϕ‖p)dν < +∞, for some p ≥ 1. Then ϕ ∈W 1,p0 (X, ν), and ∇pϕ = ∇ϕ.
Proof. The prooof is similar to the one Lemma 2.4 of [13], and it is omitted. 
The integration formula (1.1) is rewritten as∫
X
〈∇ϕ, y〉dν =
∫
X
〈∇ϕ,R(R−1y)〉dν =
∫
X
ϕvR−1ydν, ϕ ∈ C1b (X), y ∈ R(X).
Concerning the adjoint operators, the domain of M∗p in L
p′(X, ν;X) is equal to D(∇∗pR), and
we have
M∗pF = ∇∗p(RF ), F ∈ D(M∗p ) = D(∇∗pR). (3.28)
Since W 1,p0 (X, ν) ⊂W 1,q0 (X, ν) and ∇p = ∇q on W 1,p0 (X, ν) for p ≥ q, we have D(∇∗q) ⊂ D(∇∗p)
and ∇∗q = ∇∗p for p ≥ q. We set
∇∗F := ∇pF, F ∈ ∩p>1D(∇∗p).
In particular, every vector field F (x) =
∑n
i=1 fi(x)yi, with fi ∈ C1b (X) and yi ∈ R(X) \ {0} for
i = 1, . . . , n, is in the domain of ∇∗p for every p > 1, and
∇∗F (x) =
n∑
i=1
(
−∂fi
∂yi
+ vR−1yifi
)
. (3.29)
Such vector fields are the appropriate test functions for the definition of BV functions. So, according
to (2.3), we set
C˜1b (X,R(X)) := {F ∈ C1b (X,X) : F (X) is contained in a finite dimensional subspace of R(X)}.
Definition 3.10. For each u ∈ L1(X, ν) such that uvz ∈ L1(X, ν) for every z ∈ X we set
V0(u) := sup
{∫
X
u∇∗F dν : F ∈ C˜1b (X,R(X)), ‖F (x)‖ ≤ 1 ∀x ∈ X
}
, (3.30)
and we say that u ∈ BV0(X, ν) if there exists a measure m0 ∈ M(X,X) such that for each y ∈ X
we have ∫
X
u(〈∇ϕ, y〉 − vR−1yϕ)dν = −
∫
X
ϕd〈m0, y〉, ϕ ∈ C1b (X), (3.31)
where
〈m0, y〉(B) := 〈m(B), y〉, B ∈ B(X).
For every F ∈ C˜1b (X,X) we have of courseRF ∈ C˜1b (X,R(X)) and
∫
X uM
∗F dν =
∫
X u∇∗(RF ) dν
by (3.28). Therefore, if V0(u) < +∞ we have V (u) ≤ V0(u)‖R‖L(X) < +∞. Correspondingly, if
u ∈ BV0(X, ν) then u ∈ BV (X, ν) and the measure m of Definition 3.1 is just given by Rm0.
As in the case of the BV functions, the test functions in the definition of V0(u) may be chosen in
different sets. The proof of the next lemma is similar to the proof of Lemma 3.7 with obvious mod-
ifications, and it is left to the reader. We recall that the spaces F˜C
1
b(X,R(X)), W˜
1,p′(X, ν;R(X))
are defined in (2.4), (2.9), respectively.
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Lemma 3.11. Let u ∈ L1(X, ν) be such that uvz ∈ L1(X, ν) for every z ∈ X. Then
V0(u) = sup
{∫
X
u∇∗F dν : F ∈ F˜C1b(X,R(X)), ‖F‖L∞(X,ν;X) ≤ 1
}
(3.32)
If in addition u ∈ Lp(X, ν) for some p > 1 we have
V0(u) = sup
{∫
X
u∇∗F dν : F ∈ W˜ 1,p′(X, ν;R(X)) ∩ L∞(X, ν;X), ‖F‖L∞(X,ν;X) ≤ 1
}
, (3.33)
and for any orthonormal basis {ek : k ∈ N} of X contained in R(X) we have
V0(u) = sup
{∫
X
u∇∗F dν : F (x) =
n∑
i=1
ϕi(x)ei, n ∈ N, ϕi ∈ C1b (X), ‖F‖∞ ≤ 1
}
. (3.34)
As expected, a result similar to 3.5 holds.
Theorem 3.12. Let u ∈ Lp(X, ν) for some p > 1. Then, u ∈ BV0(X, ν) if and only if V0(u) < +∞.
In this case, the measure m0 of Definition 3.10 satisfies |m0|(X) = V0(u).
Proof. The proof of the implication u ∈ BV0(X, ν) ⇒ V0(u) ≤ |m0|(X) is identical to the corre-
sponding proof in Theorem 3.5, and it is omitted.
In fact, also the proof of the converse follows the procedure of Theorem 3.5, with suitable
modifications.
Let {hk : k ∈ N} be an orthonormal basis of X consisting of eigenvectors of R. As usual, we
denote by Pn the orthogonal projection on the subspace spanned by h1, . . . , hn.
For every k ∈ N set zk = R−1hk. As we already remarked, if V0(u) < ∞ then V (u) < ∞ and
therefore Vzk(u) <∞ for every k ∈ N. By Theorem 3.3, for every k there exists a real measure mzk
such that ∫
X
u(〈R∇ϕ, zk〉 − vzkϕ)dν = −
∫
X
ϕdmzk , ϕ ∈ C1b (X),
namely ∫
X
u(∇ϕ, hk〉 − vzkϕ)dν = −
∫
X
ϕdmzk , ϕ ∈ C1b (X). (3.35)
As in Theorem 3.5, we construct m0 approximating it by the sequence of measures
M0n(B) =
n∑
k=1
mzk(B)hk =
n∑
k=1
mR−1hk(B)hk, B ∈ B(X).
By (2.14), for every n ∈ N we have
|M0n|(X) = sup
{∫
X
〈F, dM0n〉 : F ∈ C1b (X,X), ‖F‖∞ ≤ 1
}
= sup
{∫
X
〈F, dM0n〉 : F ∈ C1b (X,Pn(X)), ‖F‖∞ ≤ 1
}
.
Each vector field F ∈ C1b (X,Pn(X)) may be written as F (x) =
∑n
k=1 fk(x)hk, with fk ∈ Cb(X).
Therefore it belongs to C˜1b (X,R(X)). By Theorem 3.3 we have∫
X
〈F, dM0n〉 =
∫
X
n∑
k=1
fk dmzk = −
∫
X
u
n∑
k=1
(〈∇fk, hk〉 − vzkfk) dν
so that, recalling (3.29), ∫
X
〈F, dM0n〉 =
∫
X
u∇∗F dν ≤ V0(u)‖F‖∞.
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Therefore, |M0n|(X) ≤ V0(u) for every n ∈ N. By lemma 2.8 the series (M0n(B)) converges for
every Borel set B, and setting
m0(B) :=
∞∑
k=1
mR−1hk(B)hk, B ∈ B(X),
m0 ∈ M(X,X) is such that |m|(X) ≤ V (u). By definition, we have 〈m0(B), hk〉 = mR−1hk(B) for
every k ∈ N and therefore (3.35) yields (3.31) if y = hk for some k ∈ N. Since z 7→ vz is linear,
(3.31) holds if y is any linear combination of the hk.
If y is not a linear combination of the hk, we approach it by yn := Pny =
∑n
k=1〈y, hk〉hk. For
each n ∈ N and ϕ ∈ C1b (X) we have∫
X
u(〈∇ϕ, yn〉−vR−1ynϕ)dν = −
∫
X
ϕdmR−1Pny = −
∫
X
ϕ
n∑
k=1
〈y, hk〉dmR−1hk = −
∫
X
ϕ〈y,M0n(dx)〉.
(3.36)
By Lemma 2.8 the sequence of measures (〈y,M0n(dx)〉) converge weakly to 〈y,m0(dx)〉, so that the
right hand side converges to − ∫X ϕ〈y,m0(dx)〉 as n→∞.
Concerning the left hand side, 〈∇ϕ, yn〉 pointwise converges to 〈∇ϕ, y〉 and its modulus does not
exceed ‖∇ϕ‖∞‖y‖. Therefore,
lim
n→∞
∫
X
u〈∇ϕ, yn〉dν =
∫
X
u〈∇ϕ, y〉dν.
Since each hk is an eigenvector of R, Pn commutes with R
−1 on the range of R. Therefore,
R−1yn = R
−1Pny = Pn(R
−1y) converges to R−1y as n→∞. By (2.1), limn→∞ vR−1yn = vR−1y in
Lq(X, ν) for every q > 1, and we have
lim
n→∞
∫
X
u vR−1ynϕdν =
∫
X
u vR−1yϕdν.
So, letting n→∞ in (3.36) yields (3.31) for every y ∈ R(X). 
Remark 3.13. As in the proof of Theorem 3.5, the assumption u ∈ Lp(X, ν) for some p > 1 is
used only in the last step of the proof of Theorem 3.12. Also the assumption that R = R∗ and that
there exists an orthonormal basis of X consisting of eigenvectors of R is crucially used only in the
last step of the proof. Up to that, we only needed that R is one to one, and that there exists an
orthonormal basis of X contained in R∗(X).
3.2. A characterization through semigroups. An elegant characterization of BV functions u,
that goes back to De Giorgi in the case of the Lebesgue measure in Rn, exploits the behavior as
t→ 0 of T (t)u, where T (t) is a suitable semigroup of linear operators. The key tool is the existence
of a smoothing semigroup T (t) of linear operators in Lp(X, ν), with good commutation properties
with directional derivatives. In finite dimension the heat semigroup commutes with all directional
derivatives, and this is the best situation. In finite and in infinite dimension, there is a very handy
commutation formula for the classical Ornstein-Uhlenbeck semigroup: we have ∂/∂h(T (t)ϕ) =
e−tT (t)∂ϕ/∂h, for every h in the Cameron-Martin space and t > 0. In general, simple commutation
formulae are not available, and the method works under some technical unelegant assumptions that,
however, are satisfied in significant examples. See Section 5.
Proposition 3.14. Let {T (t) : t ≥ 0} be a strongly continuous semigroup of linear operators in
Lp(X, ν) with p > 1, such that
∃q > 1 : T (t)(Lp(X, ν)) ⊂W 1,q(X, ν) ∀t > 0. (3.37)
Then,
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(a) for every u ∈ Lp(X, ν) and for every z ∈ X such that R∗z 6= 0 we have
lim inf
t→0+
∫
X
∣∣∣∣ ∂∂R∗zT (t)u
∣∣∣∣ dν < +∞⇐⇒ lim inf
t→0+
∫
X
|∂∗zT (t)u|dν < +∞ =⇒ u ∈ BVz(X, ν), (3.38)
and in this case
Vz(u) ≤ lim inf
t→0+
∫
X
∣∣∣∣ ∂∂R∗zT (t)u
∣∣∣∣ dν.
Moreover,
lim inf
t→0+
∫
X
‖MqT (t)u‖ dν < +∞ =⇒ u ∈ BV (X, ν), V (u) ≤ lim inf
t→0+
∫
X
‖MqT (t)u‖ dν. (3.39)
(b) If in addition Hypothesis 3.8 holds and
∃q > 1 : T (t)(Lp(X, ν)) ⊂W 1,q0 (X, ν) ∀t > 0, (3.40)
then for every u ∈ Lp(X, ν) we have
lim inf
t→0+
∫
X
‖∇T (t)u‖ dν < +∞ =⇒ u ∈ BV0(X, ν), V0(u) ≤ lim inf
t→0+
∫
X
‖∇T (t)u‖ dν. (3.41)
Proof. (a) Fix u ∈ Lp(X, ν), and let z ∈ X be such that R∗z 6= 0. Fix M > 0, ω ∈ R such that
‖T (t)‖L(Lp(X,ν)) ≤Meωt for every t > 0. Then,∫
X
|T (t)u(x)vz(x)|ν(dx) ≤Meωt‖u‖Lp(X,ν)‖vz‖Lp′ (X,ν), t > 0,
so that, recalling (3.7),
lim inf
t→0+
∫
X
∣∣∣∣ ∂∂R∗zT (t)u
∣∣∣∣dν < +∞⇐⇒ lim inf
t→0+
∫
X
|∂∗zT (t)u|dν < +∞.
If one of the above equivalent conditions hold, it is easy to see that u ∈ BVz(X, ν). Indeed, let
(tn)→ 0 be such that
lim
n→∞
∫
X
∣∣∣∣ ∂∂R∗zT (tn)u
∣∣∣∣dν =: l ∈ R. (3.42)
Since Lp − limt→0 T (t)u = u, for every ϕ ∈ C1b (X) we have∫
X
u∂∗zϕdν = limn→∞
∫
X
(T (tn)u) ∂
∗
zϕdν.
Since T (tn)u ∈W 1,q(X, ν) by assumption, the integration by parts formula (2.8) yields∫
X
(T (tn)u) ∂
∗
zϕdν = −
∫
X
ϕ
∂
∂R∗z
T (tn)u dν, n ∈ N,
and therefore, by (3.42),∫
X
u∂∗zϕdν = − limn→∞
∫
X
ϕ
∂
∂R∗z
T (tn)u dν ≤ l‖ϕ‖∞.
Consequently, u ∈ BVz(X, ν) and Vz(u) ≤ lim inft→0+ ‖∂T (t)u/∂R∗z‖L1(X,ν).
The proof of the other statements are similar; let us prove (3.39). Let (tn)→ 0 be such that
lim
n→∞
∫
X
‖MqT (tn)u‖ dν =: L ∈ R. (3.43)
Since Lp − limt→0 T (t)u = u, for every F ∈ C˜1b (X,X) we have∫
X
uM∗F dν = lim
n→∞
∫
X
(T (tn)u)M
∗F dν.
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Since M∗F =M∗q F we get∫
X
uM∗F dν = lim
n→∞
∫
X
〈MqT (tn)u, F 〉 dν ≤ L‖F‖∞.
Therefore, u ∈ BV (X, ν) and V (u) ≤ lim inft→0+ ‖MqT (t)u‖L1(X,ν;X). 
In the next proposition we show that the converse implications in formulae (3.38), (3.39), (3.41)
hold, under additional assumptions on the semigroup T (t).
Proposition 3.15. Let {T (t) : t ≥ 0} be a strongly continuous semigroup of linear operators in
Lp(X, ν) with p > 1, satisfying (3.37).
(a) Let z ∈ X be such that R∗z 6= 0 and such that
∂
∂R∗z
T (t)ϕ = S1(t)
∂ϕ
∂R∗z
+ S2(t)ϕ, ϕ ∈ C1b (X), t > 0, (3.44)
where S1(t), S2(t) ∈ L(Lp(X, ν), L1(X, ν)) for every t > 0, S1(t)∗(C1b (X)) ⊂W 1,p
′
(X, ν) ∩
L∞(X, ν), and for every t > 0 there exist c1(t), c2(t) ≥ 0 such that
(i) ‖S1(t)∗ϕ‖∞ ≤ c1(t)‖ϕ‖∞, ϕ ∈ C1b (X),
(ii) ‖S2(t)ϕ‖L1(X,ν) ≤ c2(t)‖ϕ‖Lp(X,ν), ϕ ∈ C1b (X).
(3.45)
Then for every u ∈ Lp(X, ν) and t > 0 we have
u ∈ BVz(X, ν) =⇒
∫
X
∣∣∣∣ ∂∂R∗zT (t)u
∣∣∣∣ dν ≤ Vz(u)c1(t) + c2(t) < +∞. (3.46)
(b) Assume that
MqT (t)ϕ = S1(t)Mϕ + S2(t)ϕ, ϕ ∈ C1b (X), t > 0, (3.47)
where for every t > 0, S1(t) ∈ L(Lp(X, ν;X), L1(X, ν;X)), S1(t)∗ maps C˜1b (X;X)) into
W˜ 1,p
′
(X, ν;X) ∩ L∞(X, ν;X), and there exist C1(t), C2(t) ≥ 0 such that
(i) ‖S1(t)∗F‖∞ ≤ C1(t)‖F‖∞, F ∈ C˜1b (X,X),
(ii) ‖S2(t)ϕ‖L1(X,ν;X) ≤ C2(t)‖ϕ‖Lp(X,ν), ϕ ∈ C˜1b (X).
(3.48)
Then for every u ∈ Lp(X, ν) and t > 0 we have
u ∈ BV (X, ν) =⇒
∫
X
‖MqT (t)u‖ dν ≤ V (u)C1(t) +C2(t) < +∞. (3.49)
(c) If Hypothesis 3.8 holds, and in addition T (t)(Lp(X, ν)) ⊂W 1,q0 (X, ν) for every t > 0 and
∇qT (t)ϕ = S1(t)∇ϕ+ S2(t)ϕ, ϕ ∈ C1b (X), t > 0, (3.50)
where for every t > 0, S1(t) ∈ L(Lp(X, ν;X), L1(X, ν;X)), S1(t)∗ maps C˜1b (X;X)) into
W˜ 1,p
′
0 (X, ν;X) ∩ L∞(X, ν;X), and there exist C1(t), C2(t) > 0 such that (3.48) holds, then
for every u ∈ Lp(X, ν) and t > 0 we have
u ∈ BV0(X, ν) =⇒
∫
X
‖∇qT (t)u‖ dν ≤ V0(u)C1(t) +C2(t) < +∞. (3.51)
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Proof. Assume that (3.44), (3.45) hold. By (3.45)(ii), S2(t) has an extension (still called S2(t))
belonging to L(Lp(X, ν), L1(X, ν)). Fix u ∈ Lp(X, ν) such that Vz(u) < +∞. By Remark 2.2, for
every t > 0 we have∫
X
∣∣∣∣ ∂∂R∗zT (t)u
∣∣∣∣dν = sup{∫
X
ϕ
∂
∂R∗z
T (t)u dν : ϕ ∈ C1b (X), ‖ϕ‖∞ ≤ 1
}
.
For ϕ ∈ C1b (X) and for t > 0 we have, still by formula (2.8),∫
X
ϕ
∂
∂R∗z
T (t)u dν =
∫
X
u
(
∂
∂R∗z
T (t)
)∗
ϕdν
=
∫
X
u
(
S1(t)
∂
∂R∗z
+ S2(t)
)∗
ϕdν =
∫
X
u(∂∗zS1(t)
∗ϕ+ S2(t)
∗ϕ) dν
≤ Vz(u)‖S1(t)∗ϕ‖∞ + ‖S2(t)∗‖L(L∞(X,ν),Lp′ (X,ν)‖ϕ‖∞
≤ (Vz(u)c1(t) + c2(t))‖ϕ‖∞,
and (3.46) follows.
The proofs of (3.49), (3.51) are similar; we prove (3.49). Fix u ∈ Lp(X, ν) such that V (u) < +∞.
By Remark 2.2, for every t > 0 we have∫
X
‖MqT (t)u‖ dν = sup
{∫
X
〈MqT (t)u, F 〉 dν : F ∈ C˜1b (X,X), ‖F‖∞ ≤ 1
}
.
(3.48) yields that S2(t) has an extension (still called S2(t)) belonging to L(L
1(X, ν), Lp(X, ν;X)),
with norm ≤ C2(t). For F ∈ C˜1b (X,X) and for t > 0 we have∫
X
〈MqT (t)u, F 〉 dν =
∫
X
u(MqT (t))
∗F dν
=
∫
X
u(S1(t)Mq + S2(t))
∗F dν =
∫
X
u(M∗q S1(t)
∗F + S2(t)
∗F ) dν
≤ V (u)‖S1(t)∗F‖∞ + ‖S2(t)∗‖L(L∞(X,ν;X),Lp′ (X,ν;X))‖F‖∞
≤ (V (u)C1(t) + C2(t))‖F‖∞
and (3.49) follows. 
Combining the statements of Propositions 3.14 and 3.15 we obtain the next corollary.
Corollary 3.16. If the assumptions of Proposition 3.15 hold and the functions C1, C2 in (3.48)(ii)
are bounded near t = 0, for every u ∈ Lp(X, ν) we have
u ∈ BV (X, ν)⇐⇒ lim inf
t→0
∫
X
‖MqT (t)u‖ dν < +∞,
u ∈ BV0(X, ν)⇐⇒ lim inf
t→0
∫
X
‖∇qT (t)u‖ dν < +∞.
If in addition limt→0C1(t) = 1, limt→0C2(t) = 0, we respectively get
V (u) = lim inf
t→0
∫
X
‖MqT (t)u‖ dν, V0(u) = lim inf
t→0
∫
X
‖∇qT (t)u‖ dν.
As a corollary of Proposition 3.15, we have a further characterization of BV and BV0 functions.
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Corollary 3.17. Let u ∈ Lp(X, ν) be such that
∃un ∈W 1,p(X, ν) : lim
n→∞
‖un − u‖Lp(X,ν) = 0, sup
n∈N
∫
X
‖Mpun‖ dν < +∞. (3.52)
Then, u ∈ BV (X, ν). Similarly, if Hypothesis 3.8 holds, and u ∈ Lp(X, ν) is such that
∃un ∈W 1,p0 (X, ν) : limn→∞ ‖un − u‖Lp(X,ν) = 0, supn∈N
∫
X
‖∇pun‖ dν < +∞, (3.53)
then u ∈ BV0(X, ν).
Conversely, if the assumptions of Proposition 3.15(b) hold, every u ∈ Lp(X, ν) ∩ BV (X, ν)
satisfies (3.52). If the assumptions of Proposition 3.15(c) hold, every u ∈ Lp(X, ν) ∩ BV0(X, ν)
satisfies (3.53).
Proof. Let (3.52) hold. For every F ∈ C˜1b (X,X) we have∫
X
uM∗F dν = lim
n→∞
∫
X
unM
∗F dν = lim
n→∞
∫
X
〈Mpun, F 〉dν,
where | ∫X〈Mpun, F 〉dν| ≤ ‖Mpun‖L1(X,ν;X)‖F‖∞, for every n ∈ N. Therefore, V (u) ≤ lim infn→∞
‖Mpun‖L1(X,ν;X) < +∞, and u ∈ BV (X, ν).
The converse is an immediate consequence of Proposition 3.15(b), taking un := T (1/n)u.
The statements with W 1,p0 (X, ν), BV0(X, ν) replacing W
1,p(X, ν), BV (X, ν) are proved in the
same way. 
4. Sets with finite perimeter
In this section we consider sublevel sets of suitable Sobolev functions g : X 7→ R, and we give
sufficient conditions for their characteristic functions belong to BV (X, ν) or to BV0(X, ν).
Definition 4.1. If the characteristic function u := 1lA of a Borel set A belongs to BV (X, ν),
the measure |m| in Definition 3.1 is called perimeter measure, and p(A) := |m|(X) is called the
perimeter of A.
If Hypothesis 3.8 holds and 1lA belongs to BV0(X, ν), we set p0(A) := |m0|(X), where m0 is the
measure in Definition 3.10.
The simplest examples of sets with finite perimeter are halfspaces. For every a ∈ X \ {0} and
r ∈ R, we set
Ha,r := {x ∈ X : 〈x, a〉 < r}.
Proposition 4.2. For every a ∈ X \ {0} and r ∈ R the characteristic function of Ha,r belongs to
BV (X, ν), and p(Ha,r) = 0 if Ra = 0,
p(Ha,r) =

0 if Ra = 0,
− 1‖Ra‖
∫
Ha,r
vRa dν if Ra 6= 0.
If Hypothesis 3.8 holds, the characteristic function of Ha,r belongs also to BV0(X, ν), and
p0(Ha,r) = − 1‖a‖
∫
Ha,r
va dν.
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Proof. We approximate 1lHa,r by Sobolev functions, introducing the functions θε : R 7→ R, defined
for ε > 0 by
θε(ξ) =

1, if ξ ≤ r − ε,
−1
ε
(ξ − r), if r − ε < ξ < r,
0, if ξ ≥ r.
(4.1)
If
∫
X ‖x‖2 ν(dx) < +∞, the function x 7→ 〈x, a〉 belongs to W 1,2(X, ν) by [13, Lemma 2.4], and the
composition gε(x) := θε(〈x, a〉) belongs to W 1,2(X, ν) by [13, Lemma 2.2]. If the second moment of
ν is infinite, x 7→ 〈x, a〉 could not belong to L2(X, ν), however since it belongs to C1(X) the proof
of Lemma 2.2 of [13] still works. In any case, gε ∈W 1,2(X, ν) and
M2gε = −1
ε
1l{x: r−ε<〈x,a〉<r}Ra.
Moreover, gε → 1lHa,r a.e. as ε → 0+, and for every F ∈ C˜1b (X;X) the Dominated Convergence
Theorem yields ∫
Ha,r
M∗F dν = lim
ε→0
∫
X
gεM
∗F dν.
On the other hand, for every ε > 0 we have∫
X
gεM
∗F dν =
∫
X
〈M2gε, F 〉 dν = −1
ε
∫
{x: r−ε<〈x,a〉<r}
〈Ra,F 〉 dν
so that
∫
Ha,r
M∗F dν = 0 if Ra = 0, and in this case V (1lHa,r) = 0. If instead Ra 6= 0 we get∣∣∣∣∫
X
gεM
∗F dν
∣∣∣∣ ≤ ‖F‖∞‖Ra‖ 1ε
∫
{x: r−ε<〈x,a〉<r}
‖Ra‖2 dν
= −‖F‖∞‖Ra‖
∫
X
〈M2gε, Ra〉 dν = −‖F‖∞‖Ra‖
∫
X
gεvRadν.
Letting ε→ 0 and using again the Dominated Convergence Theorem we obtain∣∣∣∣∣
∫
Ha,r
M∗F dν
∣∣∣∣∣ ≤ −‖F‖∞‖Ra‖
∫
Ha,r
vRa dν,
so that 1lHa,r ∈ BV (X, ν) and V (1lHa,r) ≤ −1/‖Ra‖
∫
Ha,r
vRa dν. To prove the opposite inequality
we choose the constant vector field F0(x) := −Ra/‖Ra‖. We have M∗F0 = −vRa/‖Ra‖, so that∫
Ha,r
M∗F0 dν = − 1‖Ra‖
∫
Ha,r
vRa dν,
which implies V (1lHa,r) ≥ −1/‖Ra‖
∫
Ha,r
vRa dν, and the first statement is proved.
The proof of the second statement is the same, with obvious modifications: it is sufficient to
replace M2gε by ∇2gε = −1ε1l{x: r−ε<〈x,a〉<r}a, and the vector field F0 by the constant vector field
a/‖a‖. 
If halfspaces are replaced by sublevel sets of a good function g, things are not so easy. The
following result holds.
Proposition 4.3. (a) Let g ∈W 1,1(X, ν). Then 1lg−1(−∞,r) ∈ BV (X, ν) for a.e. r ∈ R.
(b) Let g ∈W 1,10 (X, ν). Then 1lg−1(−∞,r) ∈ BV0(X, ν) for a.e. r ∈ R.
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Proof. Let us consider the function
µ(r) :=
∫
{x: g(x)<r}
‖Mpg‖ dν, r ∈ R,
which is increasing, and thus left differentiable at a.e. r ∈ R.
Let us fix r such that µ is left differentiable at r. For such r, we approximate 1l{x: g(x)<r} as in
the previous proposition, using the functions θε : R 7→ R defined in (4.1). By [13, Lemma 2.2], the
composition θε ◦ g belongs to W 1,1(X, ν), and
M1(θε ◦ g) = −1
ε
1l{x: r−ε≤g(x)≤r}M1(g) = −
1
ε
1l{x: r−ε≤g(x)<r}M1(g).
The second equality is a consequence of the fact that M1g = 0 a.e in the set g
−1(r), by Corollary
2.3 of [13] (we remark that Lemma 2.2 and Corollary 2.3 of [13] were stated for p > 1 but their
proofs works as well for p = 1).
Moreover θε ◦ g → 1l{x: g(x)<r} a.e. as ε → 0+. For every F ∈ C˜1b (X;X) with ‖F‖∞ ≤ 1 the
Dominated Convergence Theorem yields∫
{x: g(x)<r}
M∗F dν = lim
ε→0+
∫
X
(θε ◦ g)M∗F dν. (4.2)
On the other hand, for every ε > 0 we have∫
X
(θε ◦ g)M∗F dν = −
∫
X
〈M1(θε ◦ g), F 〉dν
=
1
ε
∫
{x: r−ε≤g(x)<r}
〈M1g, F 〉dν ≤ 1
ε
∫
{x: r−ε≤g(x)<r}
‖M1g‖ dν.
Recalling (4.2), we get∫
{x: g(x)<r}
M∗F dν ≤ lim
ε→0+
1
ε
∫
{x: r−ε≤g(x)<r}
‖M1g‖ dν
= lim
ε→0+
µ(r)− µ(r − ε)
ε
= µ′−(r).
Therefore, V (1lg−1(−∞,r)) ≤ µ′−(r) < +∞, and Statement (a) follows from Theorem 3.5.
The proof of Statement (b) is the same. 
In [13] we considered a general class of functions g whose sublevel sets turn out to have finite
perimeter. More precisely, we assumed that
g ∈
⋂
p>1
W 1,p(X, ν),
Mpg
‖Mpg‖2 ∈ D(M
∗
p ) for every p > 1. (4.3)
We constructed a family of real nonnegative measures σgr , enjoying the following property: if
〈Mg, z〉 ∈ Cb(X) ∪q>1 W 1,q(X, ν) for some z ∈ X, then∫
{g<r}
(〈R∇ϕ, z〉 − vzϕ)dν =
∫
X
T (〈Mg, z〉)ϕdσgr , ϕ ∈ C1b (X). (4.4)
Here T is the trace operator, which is bounded from W 1,q(X, ν) to L1(X,σgr ) for every q > 1 and
r ∈ R. It is defined as follows. The starting point is the estimate, proved in [13],∫
X
|ϕ| dσgr ≤ Kq‖ϕ‖W 1,q(X,ν), ϕ ∈ C1b (X). (4.5)
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So, fixed f ∈W 1,q(X, ν), all the sequences (ϕn) of C1b (X) functions that converge to f inW 1,q(X, ν)
converge also in L1(X,σgr ) to a common limit, denoted by T (f).
Formula (4.4) is just formula (4.9) of [13].
The vector valued trace operator, T : W 1,q(X, ν;X) 7→ L1(X,σgr ;X), is defined in an obvious
way as T(F ) =
∑∞
k=1 T (fk)ek for any F =
∑∞
k=1 fkek ∈ W 1,q(X, ν;X). It follows easily by the
definition that 〈T(F ), z〉 = T (〈F, z〉), for every F ∈ W 1,q(X, ν;X) and z ∈ X (X-valued Sobolev
spaces are defined in an obvious way, see [13, Sect. 5]).
Proposition 4.4. Let (4.3) holds. Then
(i) If z ∈ X is such that 〈Mg, z〉 ∈ Cb(X)∪q>1W 1,q(X, ν) then for each r ∈ R the characteristic
function 1l{x: g(x)<r} belongs to BVz(X, ν), and
mz(dx) = T (〈Mg, z〉)σgr (dx). (4.6)
(ii) If in addition g ∈ W 2,q(X, ν) for some q > 1, then 1l{x: g(x)<r} belongs to BV (X, ν) and
the vector measure m(dx) = σ(x)|m|(dx) of Definition 3.1 is given by
σ(x) := T
(
Mg
‖Mg‖
)
, |m|(dx) := T (‖Mg‖)σgr (dx) (4.7)
Proof. Statement (i) is an easy consequence of (4.4). Indeed, (4.4) yields (3.3), with mz given by
(4.6).
If g ∈W 2,q(X, ν) for some q > 1, for every z ∈ X the function 〈Mg, z〉 belongs toW 1,q(X, ν), and
the measuremz in (4.6) is well defined. Moreover, the function ‖Mg‖ belongs toW 1,q(X, ν) so that
its trace is well defined, the vector fieldMg belongs toW 1,q(X, ν;X) and since 1/‖Mg‖ ∈ Lp(X, ν)
for every p, the quotient F := Mg/‖Mg‖ belongs to W 1,s(X, ν;X) for every s < q (see the proof
of Theorem 5.3 of [13]). So, its vector valued trace T(F ) is well defined. Let us prove that it has
unit norm, σgr -a.e. Setting F =
∑∞
k=1 fkek, with fk(x) = 〈Mg(x), ek〉/‖Mg‖, for every k ∈ N and
1 < s < q the function fk belongs to L
∞(X, ν) ∩W 1,s(X, ν). By Lemma 2.5(ii), f2k ∈ W 1,s(X, ν),
its trace is well defined and equal to (T (fk))
2 as an element of L1(X,σgr ). So, for σ
g
r -a.e x we have
‖T(F )(x)‖2 =
∥∥∥∥ ∞∑
k=1
T (fk)(x)ek
∥∥∥∥2 = ∞∑
k=1
(T (fk)(x))
2 =
∞∑
k=1
T (f2k )(x) = T
( ∞∑
k=1
f2k
)
= T (1l)(x) = 1,
where 1l is the constant function, 1l(x) = 1 for every x.
For every z ∈ X we have 〈T(Mg/‖Mg‖), z〉 = T (〈Mg, z〉/‖Mg‖) = T (〈Mg, z〉)/T (‖Mg‖).
Therefore, if m(dx) = σ(x)|m|(dx) with σ and |m| defined in (4.7), for every Borel set A ⊂ X we
have
〈m(A), z〉 = T (〈Mg, z〉)
T (‖Mg‖) T (‖Mg‖)σ
g
r (A) = mz(A),
and statement (ii) follows. 
Proposition 4.4 yields that the measure T (‖Mg‖)σgr (dx) is the perimeter measure of the set Ω =
g−1(−∞, r). In particular, it does not depend on the defining function g but only on the sublevel set
Ω: if g1, g2 ∈ W 2,q(X, ν) for some q > 1 satisfy assumption (4.3) and g−11 (−∞, r1) = g−12 (−∞, r2)
for some r1, r2 ∈ R, then T (‖Mg1‖)σg1r1 (A) = T (‖Mg2‖)σg2r2 (A), for every Borel set A. This was
shown in [13] under the additional assumption q > 2.
We already know that halfspaces have finite perimeter, by Proposition 4.2. Fixed any a 6= 0, the
function g(x) := 〈x, a〉 satisfies the assumptions of Proposition 4.4(ii) provided that g ∈ Lp(X, ν)
for every p ∈ (1,+∞). This happens for every a if ν has finite moments of any order. In this case
Proposition 4.4 gives a representation of the measure m of Definition 3.1.
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5. Examples
5.1. Gaussian and weighted Gaussian measures. Let γ be a nondegenerate Gaussian measure
inX, with mean 0 and covariance Q. The choice R = Q1/2 gives us the usual setting of the Malliavin
calculus. Indeed, the Cameron-Martin space H, consisting of all the elements h ∈ X along which
γ is Fomin differentiable, is just the range of Q1/2, and Hypothesis 1.1 is satisfied, see e.g. [5, Ch.
2]. For every z ∈ X, the function vz(x) is what is called hˆ in [5], with h = Q1/2z, and what is
called Wz in [14]. If {ek : k ∈ N} is any orthonormal basis of X consisting of eigenvectors of Q,
Qek = λkek, the functions vz have the nice representation formula
vz(x) =
∞∑
k=1
〈x, ek〉 〈z, ek〉
λ
1/2
k
, (5.1)
where the series converges in Lp(X, γ) for every p ∈ [1,+∞).
Comparing with the notation of [5, Ch. 5], the operator Mp used here coincides with the realiza-
tion of Q−1/2∇H in Lp(X, γ), and our Sobolev spaces W 1,p(X, γ) coincide with the classical spaces
D
1,p(X, γ) of the Malliavin calculus; moreover M∗pF is equal to minus the Gaussian divergence of
Q1/2F , for every F ∈ D(M∗p ). The (easy) proofs of these statements may be found in [13, Sect. 6].
Therefore, our notion of BV functions coincide with the one already considered in [18, 19, 1]. In
such papers everything is referred to the Cameron-Martin space H = Q1/2(X). The vector measure
Du of [18, 19], called Dγu in [1], coincides with Q
1/2m, where m is our X-valued vector measure
from Definition 3.1.
The Orlicz space Y := L (logL)1/2(X, γ), which is properly contained in L1(X, γ) and properly
contains Lp(X, γ) for every p > 1, is of particular relevance, because all the functions vz(x) belong
to the dual space Y ′ (more precisely, for every u ∈ Y the product uvz belongs to L1(X, γ) and
u 7→ ∫X u vz dγ belongs to Y ′), and moreover if zn → z, formula (5.1) yields that vzn → vz in Y ′.
See [19, Sect. 3]. Therefore, the proofs of Theorems 3.5, 3.12 and of the formulae (3.20), (3.22),
(3.23), (3.33), (3.34) work as well, taking u ∈ Y instead of u ∈ Lp(X, γ) for some p > 1.
Proposition 3.15 is particularly simple in this case if we take as T (t) the classical Ornstein-
Uhlenbeck semigroup,
T (t)f(x) :=
∫
X
f(e−tx+
√
1− e−2ty) γ(dy).
We refer to [5, Ch. 2, Ch. 5] for the properties of T (t). In particular, we recall that for every
h = Rz ∈ H and ϕ ∈ C1b (X) we have ∂/∂hT (t)ϕ = e−tT (t)∂ϕ/∂h, so that we can take S2(t) = 0,
S1(t) = e
−tT(t), where T(t)F (x) :=
∫
X F (e
−tx +
√
1− e−2ty) γ(dy) (vector valued integral), and
all the assumptions of Proposition 3.15(b) are immediately satisfied, since T (t) maps Lp(X, γ) to
W 1,p(X, γ) for every p > 1. Therefore, Propositions 3.14 and 3.15(b) yield, for every u ∈ Lp(X, ν)
with p > 1,
u ∈ BV (X, ν)⇐⇒ lim inf
t→0
∫
X
‖MpT (t)u‖ dγ < +∞,
and in this case Remark 3.16 yields V (u) = lim inft→0 ‖MpT (t)u‖L1(X,γ;X). The commutation
formula between T (t) and the directional derivatives yields MpT (t + s)u = MpT (t)(T (s)u) =
e−tT(t)(MpT (s)u), and since T(t) is a contraction semigroup in L
1(X, ν;X), the function t 7→∫
X ‖MpT (t)u‖ dγ is decreasing. Therefore the above lim inf is in fact a limit.
So, the results of Section 3 are the same of [19, 1], but the proofs are different since in [19, 1]
specific features of Gaussian measures were used.
Since in this case R = R∗ is a compact one to one operator, there exists an orthonormal basis of
X consisting of eigenvectors of R (namely, eigenvectors of Q). The contents of §3.1 fits the setting
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of [14] as far as Sobolev spaces are concerned. Our definition of BV0(X, γ) is equivalent to the one
of [2] and to the one of [22] with the choice H1 = X.
Now it is convenient to choose as T (t) the Ornstein-Uhlenbeck semigroup given by
T (t)f(x) :=
∫
X
f(y)N t,x(dy),
where N t,x is the Gaussian measure with mean e
tAx, A = (−2Q)−1 and covariance Q(I − e−2tA).
For a detailed study of T (t) see e.g. [11].
Let us check that T (t) satisfies the assumptions of Proposition 3.15(c). First, T (t) maps Lp(X, γ)
into W 1,p0 (X, γ) for every p > 1, and fixed any orthonormal basis {ek : k ∈ N} consisting of
eigenvectors of Q, say Qek = λkek, we have ∂/∂ek T (t)f = e
−αktT (t)∂f/∂ek, with αk = 1/2λk.
Therefore, ∇T (t)f = etAT(t)∇f , whereT(t)F (x) := ∫X F (y)N t,x(dy) (vector valued integral), and
we may take S1(t) = e
tAT(t), S2(t) = 0. S1(t) is a contraction semigroup in L
p(X, γ;X) for every
p. For any F =
∑n
k=1 fkzk ∈ C˜1b (X,X) a simple computation gives S1(t)∗F =
∑n
k=1 T (t)fke
tAzk.
So, S1(t)
∗F ∈ W˜ 1,p0 (X, γ;X) and since S1(t) is a contraction in L1(X, γ;X), S1(t)∗ is a contraction
too in L∞(X, γ;X), for every t. Therefore, the assumptions of Proposition 3.15(c) are satisfied,
with C1(t) = 1, C2(t) = 0. By Proposition 3.15(c), for every u ∈ Lp(X, ν) with p > 1 we have
u ∈ BV0(X, ν)⇐⇒ lim inf
t→0
∫
X
‖∇pT (t)u‖ dγ < +∞,
and by Corollary 3.16 in this case we have V (u) = lim inft→0 ‖∇pT (t)u‖L1(X,γ;X). Again, the
commutation formula yields ∇pT (t + s)u = ∇pT (t)(T (s)u) = etAT(t)(∇pT (s)u), and since T(t)
is a contraction semigroup in L1(X, ν;X) and etA is a contraction semigroup in X, the function
t 7→ ∫X ‖∇pT (t)u‖ dγ is decreasing, and the above lim inf is in fact a limit.
5.1.1. Weighted Gaussian measures. Let us consider now a weighted Gaussian measure with non-
negative weight w,
ν(dx) = w(x)γ(dx),
where γ is a nondegenerate Gaussian measure with mean 0 and covariance Q.
It is easily seen that Hypothesis 1.1 is satisfied, still with R = Q1/2, if w, logw ∈ W 1,p(X, γ)
for every p > 1. In this case the measure ν is Fomin differentiable along the directions of R(X),
and for every z ∈ X we have vz = hˆ + ∂ logw/∂h, with h = Q1/2z. Each vz belongs to Lq(X, ν)
for every q ≥ 1 by the Ho¨lder inequality. So, Hypothesis 1.1 holds, and the results of Section 3 are
applicable (for a detailed study of Sobolev spaces for weighted Gaussian measures see [16]).
Concerning Proposition 3.15, to have such a good semigroup T (t) we need more assumptions on
the weight. We write it in the form
w(x) =
1∫
X e
−2Udγ
e−2U(x) (5.2)
to agree with the notation of the paper [12], from which we borrow assumptions and results. In
particular, we assume
Hypothesis 5.1. U : X 7→ R ∪ {+∞} is convex, lower semicontinuous and bounded from below;
U ∈ ∩p>1W 1,p(X, γ).
As a consequence of [12, Lemma 2.7], under Hypothesis 5.1 the quadratic form
(u, v) 7→
∫
X
〈∇u,∇v〉 dν, u, v ∈W 1,20 (X, ν)
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is a Dirichlet form. The associated operator K : D(K) ⊂ L2(X, ν) 7→ L2(X, ν),
D(K) =
{
u ∈ L2(X, ν) : ∃f ∈ L2(X, ν) s.t. ∫X〈∇u,∇ϕ〉 dν = − ∫X f ϕdν ∀ϕ ∈W 1,20 (X, ν)} ,
Ku = f,
(5.3)
is the infinitesimal generator of the realization in L2(X, ν) of a Markov semigroup T (t) which enjoys
better regularization properties than the one associated to the quadratic form
(u, v) 7→
∫
X
〈M2u,M2v〉 dν, u, v ∈W 1,2(X, ν),
and we shall use it for the characterization of both BV and BV0 functions.
If in addition ∇U is Lipschitz continuous, by [12, Prop. 3.8] T (t) is the transition semigroup
of the stochastic differential equation dX = (AX −∇U(X))dt+ dW (t), where A = (−2Q)−1, and
W (t) is any cylindrical X-valued Wiener process defined in a probability space (Ω,F,P). More
precisely, for every ϕ ∈ Cb(X) we have T (t)ϕ = E(ϕ(X(t, x))), where X(·, x) is the unique solution
to  dXt = (AXt −∇U(Xt))dt+ dW (t),
X0 = x.
(5.4)
As in the case of nonweighted Gaussian measures is convenient to fix once and for all an or-
thonormal basis {ek : k ∈ N} of X consisting of eigenvectors of Q, Qek = λkek for each k ∈ N.
Then,
vek(x) =
〈x, ek〉√
λk
− 2
√
λk〈∇U(x), ek〉, k ∈ N, (5.5)
so that∫
X
ψ
∂ϕ
∂ek
dν = −
∫
X
∂ψ
∂ek
ϕdν +
∫
X
ψ ϕ
(〈x, ek〉
λk
− 2〈∇U(x), ek〉
)
ν(dx), ψ, ϕ ∈ C1b (X). (5.6)
The operator K has a nice expression on good functions; in fact if f ∈ FC2b(X) is of the type
f(x) = θ(〈x, e1〉, . . . , 〈x, en〉) for some θ ∈ C2b (Rn), using (5.6) yields f ∈ D(K) and
Kf(x) =
1
2
n∑
k=1
∂2f
∂e2k
(x) +
n∑
k=1
∂f
∂ek
(x)
(
−1
2
〈x, ek〉
λk
− ∂U
∂ek
(x)
)
=
1
2
Tr [D2f(x)] + 〈x,A∇f(x)〉 − 〈∇U(x),∇f(x)〉.
(5.7)
Since K is self-adjoint, T (t) is a self-adjoint operator in L2(X, ν), for every t > 0. Since K is also
dissipative, T (t) is a contraction analytic semigroup. Therefore, ‖T (t)u‖L2(X,ν) ≤ ‖u‖L2(X,ν) for
every t > 0, u ∈ L2(X, ν); moreover T (t) maps L2(X, ν) into D(K) and there exists C > 0 such
that ‖KT (t)f‖L2(X,ν) ≤ Ct−1‖f‖L2(X,ν) for every t > 0. We can take C = e−1, see the proof of
next Proposition 5.3. For every f ∈ L2(X, ν), such estimate and the definition of K give∫
X
‖∇2T (t)u‖2dν = −
∫
X
T (t)f KT (t)f dν ≤ ‖T (t)f‖L2(X,ν)‖KT (t)f‖L2(X,ν) ≤
1
te
‖f‖2L2(X,ν).
(5.8)
Theorem 5.2. Let Hypothesis 5.1 hold, and assume in addition that U ∈ C1(X) and that ∇U is
Lipschitz continuous. Let ν be defined by (5.2) and choose R = Q1/2. Then for every u ∈ L2(X, ν)
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we have
u ∈ BV (X, ν) ⇐⇒ lim inf
t→0+
∫
X
‖M2T (t)u‖ dν < +∞, (5.9)
and in this case V (u) = lim inft→0+
∫
X ‖M2T (t)u‖ dν;
u ∈ BV0(X, ν) ⇐⇒ lim inf
t→0+
∫
X
‖∇2T2(t)u‖ dν < +∞, (5.10)
and in this case V0(u) = lim inft→0+
∫
X ‖∇2T (t)u‖ dν.
Proof. Since T (t) is an analytic semigroup, for every t > 0 we have T (t)(L2(X, ν)) ⊂ D(K) ⊂
W 1,20 (X, ν) ⊂W 1,2(X, ν), and (3.37) is satisfied with p = q = 2. Proposition 3.14 yields
lim inf
t→0+
∫
X
‖M2T (t)u‖ dν < +∞ =⇒ u ∈ BV (X, ν);
lim inf
t→0+
∫
X
‖∇2T (t)u‖ dν < +∞ =⇒ u ∈ BV0(X, ν).
To prove that the converse holds, we shall show that the assumptions in (b) and (c) of Proposition
3.15 are satisfied with p = 2 and (S1(t)F )(x) = e
tAT(t)F (x). Here, as before, T(t)F (x) :=
E(F (X(t, x)) for F ∈ Cb(X,X) is canonically extended to a contraction semigroup in all spaces
Lp(X, ν;X) for p ≥ 1.
With such choices of p and S1(t), (3.48)(i) is satisfied, since for every F ∈ C˜1b (X,X) we have
S1(t)
∗F = T(t)(etAF (·)), so that S1(t)∗F ∈ W 1,20 (X, ν;X) ⊂ W 1,2(X, ν;X), and recalling that
‖T(t)G‖∞ ≤ ‖G‖∞ for G ∈ L2(X, ν;X) ∩ L∞(X, ν;X), for every x ∈ X we have
‖(S1(t)∗F )(x)‖ = ‖(T(t)(etAF (·))(x)‖ ≤ ‖etA‖L(X)‖F‖∞, t > 0, (5.11)
and therefore (3.48)(i) is satisfied with C1(t) = 1 for every t > 0.
Now we show that (3.48)(ii) holds, with S2(t) = M2T (t) − etAT(t)M2 for the characterization
of BV functions, and with S2(t) = ∇2T (t)− etAT(t)∇2 for the characterization of BV0 functions.
More precisely, we have to show that
‖M2T (t)f − etAT(t)M2f‖L1(X,ν;X) ≤ C2(t)‖f‖Lp(X,ν), t > 0, f ∈ C1b (X) (5.12)
to prove ⇐ of (5.9), and
‖∇2T (t)f − etAT(t)∇2f‖Lp(X,ν;X) ≤ C2(t)‖f‖Lp(X,ν), t > 0, f ∈ C1b (X) (5.13)
to prove ⇐ of (5.10). In both cases we shall check that limt→0 C2(t) = 0, so that V (u) and V0(u)
will be characterized through Corollary 3.16.
To this aim we recall that, since ∇U is Lipschitz continuous, U ∈W 2,2(X, γ) and for γ-a.e x ∈ X
there exists the Gateaux derivative of ∇U at x, denoted by D2U(x) (e.g., [5, Thms. 5.11.1, 5.11.2]).
Denoting by L the Lipschitz constant of ∇U , we have ‖D2U(x)‖L(X) ≤ L, for γ-a.e x ∈ X, and
therefore for ν-a.e x ∈ X.
Moreover, we consider the above mentioned orthonormal basis {ek : k ∈ N} of X consisting of
eigenvectors of Q, and we use the commutation formula
∂T (t)f
∂ek
(x)− e−t/2λkT (t)
(
∂f
∂ek
)
(x) = −
∫ t
0
e−(t−s)/2λk (T (t− s)〈D2U(·)ek,∇T (s)f(·))(x)〉 ds,
(5.14)
that holds for t > 0, f ∈ C1b (X), k ∈ N, and whose proof is deferred to the Appendix. Once (5.14)
is established, we rewrite it as
∇T (t)f − (etAT(t)∇f) = −
∫ t
0
e(t−s)AT(t− s)(D2U · ∇T (s)f) ds. (5.15)
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Recalling that M2 = Q
1/2∇2 and that Q1/2 = (−A/2)−1/2, we get
M2T (t)f − (etAT(t)M2f) = −Q1/2
∫ t
0
e(t−s)AT(t− s)(D2U · ∇T (s)f) ds. (5.16)
To obtain (5.12) and (5.13) we have to estimate the right hand sides of (5.16) and of (5.15), re-
spectively, with f ∈ C1b (X) which is dense in L2(X, ν). Setting S2(t)f :=M2T (t)f − (etAT(t)M2f)
we obtain
‖S2(t)f‖L2(X,ν;X) ≤ ‖Q1/2‖L(X)
∫ t
0
‖e(t−s)A‖L(X) ess supx∈X ‖D2U(x)‖L(X)‖∇T (s)f‖L2(X,ν;X)ds
≤ ‖Q1/2‖L(X)C
∫ t
0
s−1/2ds L‖f‖L2(X,ν)
= 2CL‖Q1/2‖L(X)
√
t‖f‖L2(X,ν),
(5.17)
where we used estimates (5.8) and ‖etA‖L(X) ≤ 1. Estimate (5.12) follows. Arguing similarly,
setting S2(t)f := ∇2T (t)f − (etAT(t)∇2f) we obtain, for f ∈ C1b (X),
‖S2(t)f‖L2(X,ν;X) ≤ 2CL
√
t‖f‖L2(X,ν)
and (5.13) follows. Corollary 3.16 yields the statement. 
Theorem 5.2 gives a proof to some of the statements of [3].
Hypothesis 5.1 is rather restrictive. In explicit examples it may be considerably weakened,
allowing for a convex U ∈ W 2,p(X, γ), as in the next example, still borrowed from [12]. It is
motivated by a stochastic reaction-diffusion equation, dX(t) = [AX(t) − f(X(t))]dt + dW (t),
X(0) = x,
(5.18)
where A is the realization of the second order derivative with Dirichlet boundary condition in
X := L2((0, 1), dξ), i.e. D(A) = W 2,2(0, 1) ∩W 1,20 (0, 1), Ax = x′′ (the interval (0, 1) is endowed
with the Lebesgue measure). The nonlinearity f : R 7→ R is an increasing polynomial, with degree
d > 1, and W is an X–valued cylindrical Wiener process. As before, we consider the Gaussian
measure γ with mean 0 and covariance Q = (−2A)−1. A convenient orthonormal basis of X
consisting of eigenvectors of Q, that we shall consider from now on, is the set of the functions
ek(ξ) :=
√
2π sin(kπξ), k ∈ N, ξ ∈ (0, 1).
For every x ∈ X equation (5.18) has a unique generalized solution X(·, x) (e.g., [10, Ch. 7], [11,
Ch. 4])); the associated transition semigroup is defined as usual by
P (t)ϕ(x) := E[ϕ(X(t, x))], ϕ ∈ Cb(X), t ≥ 0. (5.19)
Let Φ : R 7→ R be any primitive of f and set
U(x) =

∫ 1
0
Φ(x(ξ))dξ, x ∈ Ld+1(0, 1),
+∞, x /∈ Ld+1(0, 1).
(5.20)
In [12, Sect. 5] we proved that U ∈W 1,p0 (X, γ) ∩W 2,p(X, γ) for every p > 1, and that it is convex
and lower semicontinuous. Therefore, U satisfies Hypothesis 5.1 and the measure ν defined in (5.2)
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satisfies Hypothesis 1.1. Moreover, we proved that ∇pU(x) = f ◦ x for γ-a.e. x ∈ X, so that (5.18)
is similar to (5.4), with a Sobolev gradient in the drift term instead of a Lipschitz continuous one.
As before, we denote by T (t) the semigroup generated by the operator K defined in (5.3) (in the
next proposition we shall identify T (t)f with P (t)f for every f ∈ Cb(X)).
To characterize BV and BV0 functions through the semigroup T (t) we cannot apply Theorem
5.2, since U has not Lipschitz continuous gradient. We shall use an approximation procedure,
approaching U through its Moreau-Yosida approximations Uα defined for α > 0 by
Uα(x) := inf
{
U(y) +
|x− y|2
2α
, y ∈ H
}
, x ∈ X. (5.21)
Then, Uα(x) ≤ U(x) for every x ∈ X and Uα(x) converges monotonically to U(x) for each x as
α→ 0. Moreover, each Uα is differentiable at any point and ∇Uα is Lipschitz continuous (e.g., [8,
Ch. 2]). We have in fact
∇Uα(x) = fα ◦ x, D2Uα(x)ek = (f ′α ◦ x) · ek, x ∈ X, α > 0, k ∈ N, (5.22)
where fα = f ◦ (I +αf)−1 is the Yosida approximation of f , and · denotes pointwise multiplication
(e.g., [12, Prop. 5.4]).
We set
να(dx) :=
1∫
X e
−2Uαdγ
e−2Uα(x)γ(dx), α > 0.
Since Uα(x) ≤ U(x) for every x ∈ X, we have
‖f‖L1(X,ν) ≤ ‖f‖L1(X,να)
∫
X e
−2Uα(x)γ(dx)∫
X e
−2U(x)γ(dx)
, (5.23)
for every γ-measurable function f .
For every α > 0 we consider the operators Kα defined by (5.3) with ν replaced by να, and the
semigroups Tα(t) generated by Kα in L
2(X, να). They satisfy (see (5.8))
(i) ‖Tα(t)ϕ‖L2(X,να) ≤ ‖ϕ‖L2(X,να),
(ii) ‖∇2Tα(t)ϕ‖L2(X,να;X) ≤ (‖KαTα(t)ϕ‖L2(X,να)‖ϕ‖L2(X,να))1/2
(5.24)
for every ϕ ∈ L2(X, να) and t > 0.
Proposition 5.3. Let P (t) be the transition semigroup of (5.18). For every ϕ ∈ Cb(X) and t > 0,
we have
P (t)ϕ = T (t)ϕ, lim
α→0
‖Tα(t)ϕ− T (t)ϕ‖L2(X,ν) = 0.
Moreover, for every β ∈ (0, 1/2] there exists Cβ > 0, independent of α, such that
‖Q−β∇2Tα(t)f‖L2(X,να;X) ≤ Cβ
(
1 +
1
t(1+β)/2
)
‖f‖L2(X,να), t > 0, α > 0. (5.25)
Proof. Let us consider the transition semigroups Pα(t) defined by (Pα(t)ϕ)(x) := Eϕ(Xα(t, x),
where Xα(·, x) is the solution to (5.18) with f replaced by its Yosida approximation fα. By [12,
Prop. 3.8] we have
R(λ,Kα)ϕ =
∫ ∞
0
e−λtPα(t)ϕ dt, λ > 0.
Now we let α → 0. From the proof of Theorem 3.9 of [12] it follows that R(λ,Kα)ϕ weakly
converges in L2(X, ν) to R(λ,K)ϕ =
∫∞
0 e
−λtT (t)(t)ϕ dt. On the other hand, by [10], [11, Thm.
4.8], we have limα→0 ‖Xα(·, x) − X(·, x)‖C([0,T ];L2(Ω,P;X)) = 0 for every x ∈ X, and therefore by
the Dominated Convergence Theorem limα→0 ‖Pα(t)ϕ(x) − P (t)ϕ(x)‖ = 0 for every x ∈ X; since
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‖Pα(t)ϕ‖∞ ≤ ‖ϕ‖∞, ‖P (t)ϕ‖∞ ≤ ‖ϕ‖∞, still by the Dominated Convergence Theorem we get
limα→0 ‖Pα(t)ϕ− P (t)ϕ‖L2(X,ν) = 0 for every t > 0 and
lim
α→0
∥∥∥∥∫ ∞
0
e−λtPα(t)ϕ dt−
∫ ∞
0
e−λtP (t)ϕ dt
∥∥∥∥
L2(X,ν)
= 0, λ > 0.
So, we have ∫ ∞
0
e−λtT (t)ϕ dt =
∫ ∞
0
e−λtP (t)ϕ dt, λ > 0.
The functions t 7→ T (t)ϕ, t 7→ P (t)ϕ are continuous and bounded in [0,+∞) with values in
L2(X, ν). Since their Laplace transforms coincide for λ > 0, they coincide in [0,+∞).
To prove (5.25), we preliminary remark that for every Hilbert space H and for every self-adjoint
dissipative linear operator L : D(L) ⊂ H 7→ H and t > 0 we have ‖LetL‖L(H) ≤ 1/et. This can be
seen using the spectral decomposition {Eλ : λ ≤ 0} of L and writing LetL =
∫ 0
−∞ λe
tλdEλ, so that
‖LetL‖L(H) ≤ supλ<0 |λetλ| = 1/et.
By [12, Prop. 3.7] with λ = 1, for every α > 0 we have
‖Q−1/2∇2ϕ‖2L2(X,να;X) ≤ 8‖ϕ −Kαϕ‖2L2(X,να), ϕ ∈ D(Kα). (5.26)
Taking ϕ = Tα(t)f for any f ∈ L2(X, να), and using (5.24) we get
‖Q−1/2∇2Tα(t)f‖2L2(X,να;X) ≤ 8(‖Tα(t)f‖L2(X,να) + ‖KαTα(t)f‖L2(X,να))2
≤ 8
(
‖f‖L2(X,να) +
1
te
‖f‖L2(X,να)
)2
.
Therefore (5.25) holds for β = 1/2. On the other hand, by (5.24)(ii) and (5.26) ,
‖∇2Tα(t)f‖L2(X,να;X) ≤ (‖KαTα(t)f‖L2(X,να)‖f‖L2(X,να))1/2 ≤
√
1
et
‖f‖L2(X,να).
Therefore, for every β ∈ (0, 1/2),
‖Q−β∇2Tα(t)f‖L2(X,να;X) ≤ (‖Q−1/2∇2Tα(t)f‖L2(X,να;X))β(‖∇2Tα(t)f‖L2(X,να;X))1−β
≤ Cβ1/2
(
1 +
1
t
)β ( 1
et
)(1−β)/2
‖f‖L2(X,να),
and (5.25) follows. 
Theorem 5.4. Let ν be defined by (5.2), with U given by (5.20), and choose R = Q1/2. For every
u ∈ L2(X, ν) we have
u ∈ BV (X, ν) ⇐⇒ lim inf
t→0+
∫
X
‖M2T (t)u‖ dν < +∞, (5.27)
and in this case V (u) = lim inft→0+ ‖M2T (t)u‖L1(X,ν;X). Moreover,
u ∈ BV0(X, ν)⇐= lim inf
t→0+
∫
X
‖∇2T2(t)u‖ dν < +∞. (5.28)
Proof. The proof of the implications ⇐= is the same as the first part of the proof of Theorem
5.2, and it is omitted. To show that the implication =⇒ of (5.27) holds we shall prove that the
assumptions of Proposition 3.15(b) are satisfied with p = 2, (S1(t)F )(x) = e
tAT(t)F (x), and of
course S2(t)ϕ = M2T (t)ϕ − etAT(t)M2ϕ. Since (3.37) holds with p = 2, we have to prove that
(3.48) holds.
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Once again, the proof of (3.48)(i) is the same as in Theorem 5.2, and it is omitted. The constant
C1(t) is now ‖etA‖L(X) ≤ 1 for every t.
We show here that (3.48)(ii) holds; to this aim we consider again the semigroups Tα(t). Since
the functions Uα satisfy the assumptions of Theorem 5.2, for every f ∈ C1b (X) and t > 0 formula
(5.16) yields
M2Tα(t)f − (etATα(t)M2f) = −Q1/2
∫ t
0
e(t−s)ATα(t− s)(D2Uα · ∇Tα(s)f) ds. (5.29)
Now we let α→ 0. We remark that the estimate (5.17) that we got for the left hand side of (5.29)
is not useful here, because it depends on the Lipschitz constant of ∇Uα that blows up as α→ 0.
By (A.14)(i), ‖∇Tα(t)f‖∞ ≤ ‖∇f‖∞. Therefore, {Tα(t)f : 0 < α < 1} is bounded in
W 1,2(X, ν), so that there exists a sequence αk → 0 such that (Tαk(t)f) weakly converges in
W 1,2(X, ν). Since limk→∞ Tα(t)f = T (t)f in L
2(X, ν) by Proposition 5.3, we have Tα(t)f ⇀ T (t)f
inW 1,2(X, ν) as α→ 0. Therefore,M2Tα(t)f weakly converges toM2T (t)f in L2(X, ν;X). Still by
Proposition 5.3, limα→0Tα(t)M2f = T(t)M2f in L
2(X, ν;X), consequently limα→0 e
tATα(t)M2f =
etAT(t)M2f in L
2(X, ν;X). Summing up, the left hand side of (5.29) weakly converges toM2T (t)f−
(etAT(t)M2f) in L
2(X, ν;X), and therefore in L1(X, ν;X). So,
‖M2T (t)f − etAT(t)M2f‖L1(X,ν;X) ≤ lim inf
α→0
‖M2Tα(t)f − etATα(t)M2f‖L1(X,ν;X)
and recalling (5.23) we get
‖M2T (t)f − etAT(t)M2f‖L1(X,ν;X) ≤ lim inf
α→0
‖M2Tα(t)f − etATα(t)M2f‖L1(X,να;X). (5.30)
Now we estimate ‖M2Tα(t)f − etATα(t)M2f‖L1(X,να;X). Fix any β ∈ (1/4, 1/2). Using (5.29) and
recalling that ‖etA‖L(X) ≤ 1 and that Tα(t) is a contraction semigroup in L1(X, να;X), we get
‖M2Tα(t)f − etATα(t)M2f‖L1(X,να;X) =
=
∥∥∥∥∫ t
0
e(t−s)ATα(t− s)(Q1/2D2Uα · ∇Tα(s)f) ds
∥∥∥∥
L1(X,να;X)
≤
∫ t
0
‖Q1/2D2Uα · ∇Tα(s)f‖L1(X,να;X)ds =
∫ t
0
‖Q1/2D2UαQβ ·Q−β∇Tα(s)f‖L1(X,να;X)ds
≤
∫ t
0
(∫
X
‖Q1/2D2UαQβ‖2L(X)dν
)1/2(∫
X
‖Q−β∇Tα(s)f‖2dν
)1/2
ds
≤
(∫
X
‖Q1/2D2UαQβ‖2L(X)dν
)1/2 ∫ t
0
Cβ
(
1 +
1
s(1+β)/2
)
‖f‖L2(X,να),
(5.31)
where we used (5.25) in the last estimate. Let us show that the integral
∫
X ‖Q1/2D2UαQβ‖2L(X)dν
is bounded by a constant independent of α. For every x ∈ X we have
‖Q1/2D2UαQβ‖2L(X) ≤
∞∑
k,j=1
〈Q1/2D2Uα(x)Qβek, ej〉2 =
∞∑
k,j=1
λjλ
2β
k 〈D2Uα(x)ek, ej〉2.
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We estimate the right hand side using (5.22) and recalling that |f ′α(s)| ≤ C(1 + |s|d−1) for some
constant C independent of α. We get
|〈D2Uα(x)ek, ej〉| =
∣∣∣∣∫ 1
0
f ′α(x(ξ))ek(ξ)ej(ξ)dξ
∣∣∣∣ ≤ 2π ∫ 1
0
|f ′α(x(ξ))| dξ
≤ 2π
∫ 1
0
C(1 + |x(ξ)|d−1)dξ = 2πC(1 + ‖x‖d−1
Ld−1(0,1)
),
for every k, j ∈ N. Therefore,∫
X
‖Q1/2D2UαQβ‖2L(X)dν ≤
∞∑
j=1
λj
∞∑
k=1
λ2βk
∫
X
4π2C2(1 + ‖x‖d−1
Ld−1(0,1)
)2ν(dx).
Since λk = (kπ)
−2 and β > 1/4, we have
∑∞
k=1 λ
2β
k < +∞. Moreover, by e.g. [12, Lemma 5.1]
the functions x 7→ ‖x‖Lp(0,1) belong to Lq(X, ν) for every p, q ≥ 1. Therefore there exists C˜β > 0,
independent of α, such that (
∫
X ‖Q1/2D2UαQβ‖2L(X)dν)1/2 ≤ C˜β for every α > 0. Replacing in
(5.31) we get
‖M2Tα(t)f − etATα(t)M2f‖L1(X,να;X) ≤ C˜β
∫ t
0
Cβ
(
1 +
1
s(1+β)/2
)
‖f‖L2(X,να),
= C˜βCβ(t+ 2t
(1−β)/2/(1− β))‖f‖L2(X,να).
Recalling that limα→0 ‖f‖L2(X,να) = ‖f‖L2(X,ν) and using (5.30) we get
‖M2T (t)f − (etAT(t)M2f)‖L1(X,ν;X) ≤ C˜βCβ(t+ 2t(1−β)/2/(1 − β))‖f‖L2(X,ν),
so that (3.48)(ii) holds, with limt→0 C2(t) = 0. Therefore, all the assumptions of Proposition 3.15(b)
are satisfied. Recalling that C1(t) = 1 for every t > 0, Corollary 3.16 yields the statement. 
Remark 5.5. The procedure of Theorem 5.4 does not work to prove the converse of (5.28), because
instead of estimating
∫
X ‖Q1/2D2UαQβ‖2L(X)dν we should estimate
∫
X ‖D2UαQβ‖2L(X)dν, which
blows up as α→ 0.
5.2. A non Gaussian product measure. We recall the construction and some properties of a
family of product measures introduced in [13].
Fix any m ≥ 1, and for µ > 0 define the probability measure on R
νµ(dξ) := aµ
− 1
2m e−
|ξ|2m
2mµ dξ, ξ ∈ R, (5.32)
where a := (2m)1−1/2m/2Γ(1/2m) is a normalization constant such that νµ(R) = 1. For every
N > 0 we have ∫
R
|ξ|2Nνµ(dξ) = aµ−
1
2m
∫
R
|ξ|2Ne−
|ξ|2m
2mµ dξ =: bNµ
N/m (5.33)
where
bN = a
∫
R
|τ |N/me− |τ |
2m
2m dτ = (2m)
N
m
Γ(2N+12m )
Γ( 12m )
.
We choose positive numbers µh, h ∈ N, such that
∞∑
h=1
µ
1
m
h <∞ (5.34)
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so that the product measure on RN defined by
ν :=
∞∏
h=1
νµh , (5.35)
is well defined and it is concentrated on ℓ2. In the space X := L2(0, 1) we fix once and for all an
orthonormal basis {ek : k ∈ N} of X consisting of equibounded functions:
|ek(ξ)| ≤ C, k ∈ N, ξ ∈ (0, 1),
and we consider the standard isomorphism from X to RN, x 7→ (xk) where xk := 〈x, ek〉. The
induced measure in X is still called ν. In [13] we proved that Hypothesis 1.1 is satisfied if we
choose R = Q1/2, where Q is the covariance of ν,
Qeh = b1 µ
1
m
h eh, h ∈ N.
We also explicitly exhibited the functions vz for every z ∈ X, however their expression is not needed
here. Notice that if m = 1 then ν is the Gaussian measure N0,Q.
Proposition 5.6. For every p ≥ 2, ν(Lp(0, 1)) = 1 and the function x 7→ ‖x‖Lp(0,1) belongs to
Lq(X, ν) for every q > 1. Moreover,
lim
n→∞
∫
X
(‖Pnx− x‖Lp(0,1))q ν(dx) = 0,
for every q > 1.
Proof. For every x ∈ X and n ∈ N, Pnx ∈ Lp(0, 1) for every p, since it is a linear combination of
elements of L∞(0, 1).
As a first step, we take p = 2l with l ∈ N, and we show that the sequence (x, ξ) 7→ Pnx(ξ) is
bounded (and, in fact, convergent) in L2l(X × (0, 1); ν × λ1), where λ1 is the Lebesgue measure.
Notice that ∫
X
‖Pnx‖2lL2l(0,1)ν(dx) =
∫
X
∫ 1
0
|Pnx(ξ)|2ldξ ν(dx), n ∈ N.
Recalling that
(a1 + . . .+ an)
2l =
∑
k1,...,kn∈{0,...,2l},
∑n
j=1 kj=2l
(2l)!
(k1)! · . . . · (kn)!a
k1
1 · . . . · aknn
we get∫
X
‖Pnx‖2lL2l(0,1)ν(dx) =
=
∑
kj∈{0,...,2l},
∑n
j=1 kj=2l
(2l)!
(k1)! · . . . · (kn)!
∫
X
∫ 1
0
xk11 · . . . · xknn e1(ξ)k1 · . . . · en(ξ)kndξ ν(dx),
(5.36)
where∫
X
∫ 1
0
xk11 · . . . · xknn e1(ξ)k1 · . . . · en(ξ)kndξ ν(dx) =
∫
X
xk11 · . . . · xknn ν(dx)
∫ 1
0
e1(ξ)
k1 · . . . · en(ξ)kndξ
vanishes if some of the kj are odd. What remains is (setting kj = 2hj for kj even)∑
hj∈{0,...,l},
∑n
j=1 hj=l
(2l)!
(2h1)! · . . . · (2hn)!bm,h1 · . . . · bm,hnµ
h1/m
1 · . . . ·µhn/mn
∫ 1
0
e1(ξ)
2h1 · . . . · en(ξ)2hndξ.
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Using the estimates∫ 1
0
e1(ξ)
2h1 · . . . · en(ξ)2hndξ ≤ C2l, bhj ≤Ml := max{bm,r : r ∈ {0, 1, . . . , l}}
and recalling that b0 = 1, so that Ml ≤Mhjl for every j, we get∫
X
‖Pnx‖2lL2l(0,1)ν(dx) ≤
∑
hj∈{0,...,l},
∑n
j=1 hj=l
(2l)!
(2h1)! · . . . · (2hn)! (Mlµ
1/m
1 )
h1 · . . . · (Mlµ1/mn )hnC2l
≤ C
2l(2l)!
l!
∑
hj∈{0,...,l},
∑n
j=1 hj=l
l!
(h1)! · . . . · (hn)!(Mlµ
1/m
1 )
h1 · . . . · (Mlµ1/mn )hn
=
(MlC)
2l(2l)!
l!
 n∑
j=1
µ
1/m
j
2l
and similarly∫
X
∫ 1
0
|Pn+hx(ξ)−Pnx(ξ)|2ldξ ν(dx) =
∫
X
‖Pn+hx−Pnx‖2lL2l(0,1)ν(dx) ≤
(MlC)
2l(2l)!
l!
n+h∑
j=n
µ
1/m
j
2l
(5.37)
so that the sequence (x, ξ) 7→ Pnx(ξ) is a Cauchy sequence in L2l(X×(0, 1); ν×λ1), and it converges
to some Φ ∈ L2l(X × (0, 1); ν × λ1) for every l ∈ N. Taking l = 1 we get Φ(x, ξ) = x(ξ), since∫
X
∫ 1
0
|Pnx(ξ)− x(ξ)|2dξ ν(dx) =
∫
X
‖Pnx− x‖2ν(dx),
that vanishes as n → ∞ since ‖Pnx − x‖2 → 0 as n → ∞ for every x, and ‖Pnx − x‖2 ≤ ‖x‖2 ∈
L1(X, ν). Therefore,
lim
n→∞
∫
X
∫ 1
0
|Pnx(ξ)− x(ξ)|2ldξ ν(dx) = 0,
and for every q ≥ p ≥ 2, for every integer l such that 2l ≥ q we have∫
X
‖Pnx− x‖qLp(0,1)ν(dx) =
∫
X
(∫ 1
0
|Pnx− x|p dξ
)q/p
ν(dx)
≤
∫
X
(∫ 1
0
|Pnx− x|2l dξ
)q/2l
ν(dx) ≤
(∫
X
∫ 1
0
|Pnx(ξ)− x(ξ)|2l dξ ν(dx)
)q/2l
.
The statement follows. 
As a consequence of Proposition 5.6 we can exhibit a family of nontrivial Sobolev functions.
Proposition 5.7. Fix a function Φ : R 7→ R belonging to C1+αloc (R) for some α ∈ (0, 1), such that
lim
|s|→∞
Φ(s) = +∞, (5.38)
and such that there exist r ≥ 1, C1 > 0 satisfying
|Φ′(s))| ≤ C1(1 + |s|r), s ∈ R. (5.39)
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Then the function F : X 7→ R,
F (x) =

∫ 1
0
Φ(x(ξ))dξ, x ∈ Lp1+1(0, 1),
+∞, x /∈ Lp1+1(0, 1),
belongs to W 1,q0 (X, ν) for every q > 1, and ∇qF (x) = Φ′ ◦ x for a.e. x ∈ X (namely, for each
x ∈ L2r(0, 1)).
Proof. By (5.39) there exists C2 > 0 such that |Φ(s)| ≤ C2(1 + |s|1+r), for every s ∈ R. Therefore,
for every x ∈ X,∣∣∣∣∫ 1
0
Φ(x(ξ))dξ
∣∣∣∣ ≤ C2(1 + ∫ 1
0
|x(ξ)|1+rdξ
)
= C2(1 + ‖x‖1+rL1+r(0,1)).
By proposition 5.6, F ∈ Lq(X, ν) for every q > 1. Let us prove that F ∈ W 1,q0 (X, ν), approaching
it by
Fn(x) :=
∫ 1
0
Φn(x(ξ))dξ, n ∈ N, x ∈ X,
where Φn is a regularized truncation of Φ, defined as usual introducing a function θ ∈ C∞c (R) such
that θ(t) = t for |t| ≤ 1, θ(t) = constant for t ≥ 2 and for t ≤ −2, ‖θ′‖∞ ≤ 1,
Φn(s) := nθ
(
Φ(s)
n
)
, n ∈ N, s ∈ R.
Every Fn belongs to C
1(X), being of the type x 7→ ∫ 10 Ψ(x(ξ))dξ, with Ψ ∈ C1+αb (R), and
∇Fn(x)(ξ) = (Φ′n ◦ x)(ξ) = θ′
(
Φ(x(ξ))
n
)
Φ′(x(ξ)), n ∈ N, x ∈ X, ξ ∈ (0, 1).
Let us estimate ‖∇Fn(x)‖. For every x ∈ X we have ∇Fn(x)(ξ) = 0 if |Φ(x(ξ))| ≥ 2n. On the
other hand, (5.38) implies that Φ−1(−2n, 2n) is bounded, say Φ−1(−2n, 2n) ⊂ (−cn, cn), so that
|∇Fn(x)(ξ)| ≤ |Φ′(x(ξ))| ≤ C1(1 + crn) if |Φ(x(ξ))| < 2n. Therefore, for every x ∈ X we have
‖∇Fn(x)‖ ≤ C1(1 + crn), so that Fn ∈ C1b (X).
Since limn→∞Φn(x(ξ)) = Φ(x(ξ)) and |Φn(x(ξ))| ≤ |Φ(x(ξ))| ≤ C2(1 + |x(ξ)|1+r) for a.e. ξ ∈
(0, 1), by the Dominated Convergence Theorem we have
lim
n→∞
Fn(x) = F (x)
for every x ∈ Lr+1(0, 1) (so, for ν-a.e x ∈ X by proposition 5.6). Moreover,
|Fn(x)− F (x)|q ≤ (|Fn(x)|+ |F (x)|)q ≤ (2C2(1 + ‖x‖1+rL1+r(0,1)))q,
and since x 7→ ‖x‖1+r
L1+r(0,1)
∈ Lq(X, ν) for every q > 1 by proposition 5.6, again by the Dominated
Convergence Theorem we get
lim
n→∞
‖Fn − F‖Lq(X,ν) = 0.
Let us prove that ∇Fn converges to the vector field x 7→ Φ′ ◦ x in Lq(X, ν;X), namely that
lim
n→∞
∫
X
(∫ 1
0
∣∣∣∣(θ′(Φ(x(ξ))n
)
− 1
)
Φ′(x(ξ))
∣∣∣∣2 dξ
)q/2
ν(dx) = 0. (5.40)
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For every x ∈ L2r(0, 1) we have limn→∞ θ′(Φ(x(ξ))/n) − 1 = 0 for a.e. ξ ∈ (0, 1), moreover
|(θ′(Φ(x(ξ))/n)− 1)Φ′(x(ξ))| ≤ 2C1(1 + |x(ξ)|r) ∈ L2(0, 1). By the Dominated Convergence Theo-
rem, limn→∞
∫ 1
0 |(θ′(Φ(x(ξ))/n) − 1)Φ′(x(ξ))|2dξ = 0. Moreover,∫ 1
0
∣∣∣∣(θ′(Φ(x(ξ))n
)
− 1
)
Φ′(x(ξ))
∣∣∣∣2 dξ ≤ ∫ 1
0
(2C1(1 + |x(ξ)|r))2dξ ≤ 8C21 (1 + ‖x‖2rL2r(0,1)),
so that, again by Proposition 5.6 and by the Dominated Convergence Theorem, (5.40) holds.
Therefore, F ∈W 1,q0 (X, ν) and ∇qF (x) = Φ′ ◦ x, for ν-a.e. x ∈ X. 
By Proposition 4.3(b) It follows that for almost all r ∈ R, the characteristic function of the set
F−1(−∞, r) belongs to BV0(X, ν).
In the paper [13] we proved that the function F (x) := ‖x‖2 belongs toW 2,q(X, ν) for every q > 1,
and it satisfies (4.3). Therefore, by Proposition 4.4 the L2-balls B(0, r) have finite perimeter for
every r > 0. Taking Φ(s) := |s|p with p > 2, Proposition 5.7 yields that the characteristic function
of the Lp-balls B(0, r) ⊂ Lp(0, 1) (that are much less regular subsets of X from the topological
point of view) belong to BV0(X, ν) for almost every r ∈ R.
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Appendix A. Proof of (5.14).
Proposition A.1. Let Hypothesis 5.1 hold, and assume in addition that U ∈ C1(X) and that ∇U is Lipschitz
continuous. Then (5.14) holds.
Proof. The formal derivation of (5.14) is easy: setting v(t, x) := (T (t)f)(x), v satisfies ∂v/∂t = Kv. Taking
the derivative along ek and using (5.7) we should get
∂
∂t
∂
∂ek
v =
∂
∂ek
Kv = K
(
∂v
∂ek
)
− 1
2λk
∂v
∂ek
− 〈D2Uek,∇v〉
which yields (5.14). However, we do not know whether ∂T (t)f/∂ek is time differentiable and belongs to
D(K), even for f ∈ FC∞b (X). To justify (5.14) we follow a tedious approximation procedure, already used
in [12, Sect. 3.2.2] to prove regularity results for the elements of D(K), that allows to use regularity results
for PDEs in finite dimension.
Let L be such that
‖∇U(x)−∇U(y)‖ ≤ L‖x− y‖, x, y ∈ X.
We approach U by Un(x) := U(Pnx), where Pn is defined by (2.2).
The function
un : R
n 7→ R, un(ξ) := Un
(
n∑
i=1
ξiei
)
is such that Un(x) = un(〈x, e1〉, . . . 〈x, en〉), it is convex and it has Lipschitz continuous gradient as well as
U . This is not enough for our aims, and we approach it again by
uεn(ξ) =
∫
Rn
un(ξ − εy)θn(y)dy, ξ ∈ Rn,
where θn : R
n 7→ R is any smooth nonnegative compactly supported function with ∫
Rn
θn(y)dy = 1. Then u
ε
n
is smooth and convex, ∇uεn is Lipschitz continuous with Lipschitz constant ≤ L, so that ‖D2uεn(ξ)‖L(Rn) ≤ L
for every n ∈ N, ε > 0, ξ ∈ Rn. We introduce the differential operator Kn,ε defined by
Kn,εϕ(ξ) = Lnϕ(xi) − 〈∇uεn(ξ),∇ϕ(ξ)〉, ξ ∈ Rn,
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where Ln is the Ornstein-Uhlenbeck operator
Lnϕ(ξ) =
1
2
n∑
i=1
(
∂2ϕ
∂ξ2i
(ξ) − λ−1i ξi
∂ϕ
∂ξi
(ξ)
)
, ξ ∈ Rn.
and we consider the Cauchy problem in Rn,
∂
∂t
vn,ε(t, ξ) = Kn,εvn,ε(t, ξ)〉, t > 0,
vn(0, ξ) = v0(ξ)
(A.1)
where v0 ∈ Bb(Rn) (the space of the Borel bounded functions). Since the drift coefficients are globally
Lipschitz, and the dissipativity condition
−
n∑
i,j=1
(
δijλ
−1
i +
∂2uεn
∂ξi∂ξj
(ξ)
)
ηiηj ≤ 0, ξ, η ∈ Rn
holds, the regularity results of [10, Ch. 1] and of [21] yield existence of a Markov, strong Feller semigroup
etKn,ε that maps Bb(R
n) into C2+αb (R
n) for every t > 0, α ∈ (0, 1). Moreover, for v0 ∈ Cb(Rn), vn(t, ξ) :=
(etKn,εv0)(ξ) is the unique bounded classical solution to (A.1), and since all the coefficients of Kn,ε are
smooth, (t, ξ) 7→ (etKn,εv0)(ξ) ∈ C∞((0,+∞) × Rn) by the classical local regularity results in parabolic
equations. So, for t > 0 both sides of the equation in (A.1) are differentiable with respect to the space
variables, and
∂
∂ξk
∂vn
∂t
=
∂
∂ξk
(
Lnv(t, ξ)− 〈∇uεn(ξ),∇ξvn(t, ξ)〉
)
namely
∂
∂t
∂
∂ξk
vn =
(
Ln − 1
2λk
)
∂
∂ξk
vn − 〈∇uεn(ξ),∇ξ
∂
∂ξk
vn(t, ξ)〉 −
n∑
i=1
(
∂2
∂ξi∂ξk
uεn(ξ)
)
∂
∂ξi
vn.
Therefore, if v0 ∈ C1b (Rn),
∂
∂ξk
(etKn,εv0)− e−t/2λketKn,ε ∂v0
∂ξk
= −
∫ t
0
e−(t−s)/2λke(t−s)tKn,ε(〈D2uεn · ∇esKn,εv0, ek〉) ds. (A.2)
Now we go back from Rn to X , setting fn(ξ) = f(
∑n
i=1 ξiei) for f ∈ Bb(X), and
(Tn,ε(t)f)(x) := (e
tKn,εfn)(〈x, e1〉, . . . , 〈x, en〉).
Then, Tn,ε(t) is a Markov strong Feller semigroup, and it maps Bb(X) into FC
2
b(X) ∩ C∞(X).
We are going to establish estimates on Tn,ε(t)f that yield estimates on ∇T (t)f and convergence results.
First of all, for v0 ∈ C1b (Rn) we have ([12, Sect. 3.2.2])
‖∇etKn,εv0‖∞ ≤ ‖∇v0‖∞, t > 0, v0 ∈ C1b (Rn). (A.3)
Taking into account the dissipativity condition, the procedure of [4, Prop. 2.6] with Λ = Rn, V ≡ 0 gives
(with the choice a = 1)
‖∇etKn,εv0‖∞ ≤ 1√
t
‖v0‖∞, t > 0, v0 ∈ Cb(Rn),
so that, by the semigroup law and (A.3),
‖∇etKn,εv0‖∞ ≤ max
{
1,
1√
t
}
‖v0‖∞, t > 0, v0 ∈ Bb(Rn), t > 0. (A.4)
By (A.3), for f ∈ C1b (X) we have
‖∇Tn,ε(t)f‖∞ ≤ ‖∇f‖∞, t > 0, (A.5)
and by (A.4) for f ∈ Bb(X) we have
‖∇Tn,ε(t)f‖∞ ≤ max
{
1,
1√
t
}
‖f‖∞, t > 0. (A.6)
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Moreover, for k > n we have ∂∂ekTn,ε(t)f = 0, while for k ≤ n formula (A.2) yields
∂
∂ek
Tn,ε(t)f − e−t/2λkTn,ε(t) ∂f
∂ek
= −
∫ t
0
e−(t−s)/2λkTn,ε(t− s)(〈D2Uεn · ∇Tn,ε(s)f, ek〉) ds (A.7)
where
Uεn(x) := u
ε
n(〈x, e1〉, . . . , 〈x, en〉).
Since ‖D2uεn(ξ)‖L(Rn) ≤ L for every ξ ∈ Rn,
‖D2Uεn(x)‖L(X) ≤ L, ε > 0, n ∈ N, x ∈ X. (A.8)
We rewrite (A.7) as
Pn(∇Tn,ε(t)f)(x) = e−tA(Tn,ε(t)Pn∇f(x))−
∫ t
0
e−(t−s)A(Tn,ε(t− s)(PnD2Uεn · ∇Tn,ε(s)f))(x) ds. (A.9)
At every x ∈ X , both sides of (A.9) belong toD(Q−1/2) = D(−2A)1/2. Using the estimate ‖(−2A)1/2etA‖L(X) ≤
C(1 + t−1/2) and (A.5), (A.8), for f ∈ C1b (X) we get
‖Q−1/2e−tA(Tn,ε(t)Pn∇f(x))‖X ≤ C(1 + t−1/2)‖Tn,ε(t)Pn∇f(x)‖X ≤ C(1 + t−1/2)‖∇f‖∞,
‖Q−1/2
∫ t
0
e−(t−s)ATn,ε(t− s)(PnD2Uεn · ∇Tn,ε(s)f)(x) ds‖
≤
∫ t
0
C(1 + (t− s)−1/2)‖〈D2Uεn · ∇Tn,ε(s)f‖∞ds ≤
∫ t
0
C(1 + (t− s)−1/2)L‖∇f‖∞ds.
Summing up, and recalling that (I − Pn)(∇Tn,ε(t)f) ≡ 0, we obtain
‖Q−1/2∇Tn,ε(t)f(x)‖ ≤ C1(t+ t−1/2)‖∇f‖∞, t > 0, x ∈ X, f ∈ C1b (X), (A.10)
with C1 independent of n and ε.
Now we let n→∞, ε→ 0. Since, for every f ∈ Cb(X) and t > 0, x 7→ (Tn,ε(t)f)(x) is in FC2b(X) and it
depends only on 〈x, e1〉, . . . , 〈x, en〉, it belongs to D(K) and by (5.7) we have
d
dt
(T (t)f − Tn,ε(t)f) = K(T (t)f − Tn,ε(t)f)−
n∑
i=1
(
∂U
∂ei
− ∂U
ε
n
∂ei
)
∂
∂ei
Tn,ε(t)f, t > 0
so that
T (t)f − Tn,ε(t)f = −
∫ t
0
T (t− s)
(
n∑
i=1
(
∂U
∂ei
− ∂U
ε
n
∂ei
)
∂
∂ei
Tn,ε(s)f
)
ds,
and
∂
∂ek
(T (t)f − Tn,ε(t)f) = − ∂
∂ek
∫ t
0
T (t− s)
(
n∑
i=1
(
∂U
∂ei
− ∂U
ε
n
∂ei
)
∂
∂ei
Tn,ε(s)f
)
ds,
which we rewrite as
Pn∇(T (t)f − Tn,ε(t)f) = −Pn∇
∫ t
0
T (t− s)(〈Pn(∇U −∇Uεn),∇Tn,ε(s)f)ds.
We recall that T (t) is a contraction semigroups in L2(X, ν). Using (A.6) we get
‖T (t)f − Tn,ε(t)f‖L2(X,ν) ≤
∫ t
0
‖∇U −∇Uεn‖L2(X,ν;X)‖∇Tn,ε(s)f‖L2(X,ν;X)ds
≤ C2(t+ t1/2)‖f‖∞‖∇U −∇Uεn‖L2(X,ν;X),
(A.11)
with C2 independent of n and ε. Using (5.8) and (A.5) we get
‖Pn∇(T (t)f − Tn,ε(t)f)‖L2(X,ν;X) ≤
∫ t
0
C√
t− s‖∇U −∇U
ε
n‖L2(X,ν;X)‖∇Tn,ε(s)f‖L2(X,ν;X)ds
≤ C√t‖∇f‖∞‖∇U −∇Uεn‖L2(X,ν;X).
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So, we estimate
‖∇U −∇Uεn‖L2(X,ν;X) ≤ ‖∇U −∇Un‖L2(X,ν;X) + ‖∇Un −∇Uεn‖L2(X,ν;X)
≤
(∫
X
‖∇U(x)−∇U(Pnx)‖2dν
)1/2
+ ‖∇Un −∇Uεn‖L∞(X,ν;X)
≤
(∫
X
‖∇U(x)−∇U(Pnx)‖2dν
)1/2
+ εL.
Since ∇U is continuous and it has at most linear growth at infinity, the first term vanishes as n→∞ by the
Dominated Convergence Theorem. Therefore, lim(n,ε)→(0,∞) ‖∇U −∇Uεn‖L2(X,ν;X) = 0, and (A.11) yields
lim
(n,ε)→(∞,0)
‖T (t)− Tn,ε(t)‖L(Cb(X),L2(X,ν)) = 0, t > 0. (A.12)
Moreover, since
‖∇(T (t)f − Tn,ε(t)f)‖2L2(X,ν;X) = ‖Pn∇(T (t)f − Tn,ε(t)f)‖2L2(X,ν;X) + ‖(I − Pn)∇T (t)f‖2L2(X,ν;X),
where limn→∞ ‖(I − Pn)∇T (t)f‖L2(X,ν;X) = 0, we also have
lim
(n,ε)→(∞,0)
‖∇T (t)f −∇Tn,ε(t)f‖L2(X,ν;X) = 0, t > 0, f ∈ Cb(X). (A.13)
Let us use (A.13) to get bounds for ∇T (t)f , when f ∈ C1b (X). By (A.13), there exists a sequence
(∇Tnk,εk(t)f(x)) with nk → ∞, εk → 0, that converges to ∇T (t)f(x) for ν-a.e.x ∈ X . For such x’s (A.5)
yields ‖∇T (t)f(x)‖ ≤ ‖∇f‖∞. Still for such x’s, the sequence (∇Tnk,εk(t)f(x)) is bounded in D(Q−1/2) by
(A.10), and sinceD(Q−1/2) is a Hilbert space, up to a further subsequence (∇Tnk,εk(t)f(x)) weakly converges
to some h ∈ D(Q−1/2); since X− limk→∞∇Tnk,εk(t)f(x) = ∇T (t)f(x), we have h = ∇T (t)f(x) ∈ D(Q−1/2)
and
‖∇T (t)f(x)‖D(Q−1/2) ≤ lim inf
k→∞
‖∇Tnk,εk(t)f(x)‖D(Q−1/2) ≤ ‖∇f‖∞ + C2(t+ t−1/2)‖∇f‖∞.
Therefore, for every t > 0 and f ∈ C1b (X),
(i) ‖∇T (t)f‖∞ ≤ ‖∇f‖∞,
(ii) ‖Q−1/2∇T (t)f‖∞ ≤ C3(t+ t−1/2)‖∇f‖∞,
(A.14)
for some C3 > 0.
Let us go back to (A.7). Using (A.12) and (A.13), the left hand side of (A.7) converges to the left hand
side of (5.14) in L2(X, ν) as n → ∞, ε → 0. The difference between the respective right hand sides is split
as ∫ t
0
e−(t−s)/2λk(Tn,ε(t− s)− T (t− s))(〈D2Uεn · ∇Tn,ε(s)f, ek〉) ds
+
∫ t
0
e−(t−s)/2λkT (t− s)(〈D2Uεn · (∇Tn,ε(s)f −∇T (s)f), ek〉) ds
+
∫ t
0
e−(t−s)/2λkT (t− s)(〈(D2Uεn −D2U) · ∇T (s)f, ek〉) ds
:= I
(1)
n,ε(t) + I
(2)
n,ε(t) + I
(3)
n,ε(t).
By (A.12), (A.8), and (A.5), for every s ∈ (0, t) we have
lim
(n,ε)→(∞,0)
‖(Tn,ε(t− s)− T (t− s))(〈D2Uεn · ∇Tn,ε(s)f, ek〉)‖L2(X,ν) = 0.
Moreover, for every n and ε we have, by (A.8) and (A.5), and recalling that Tn,ε(t), T (t) are contraction
semigroups in Cb(X),
‖(Tn,ε(t− s)− T (t− s))(〈D2Uεn · ∇Tn,ε(s)f, ek〉)‖L∞(X,ν) ≤ L‖∇f‖∞.
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By the Dominated Convergence Theorem,
lim
(n,ε)→(∞,0)
I(1)n,ε(t) = 0.
Similarly, by (A.8) and (A.13), for every s ∈ (0, t) we have
lim
(n,ε)→(∞,0)
‖T (t− s)(〈D2Uεn · (∇Tn,ε(s)f −∇T (s)f), ek〉)‖L2(X,ν) = 0,
while for every n and ε we have, recalling that T (t) is a contraction semigroup in L2(X, ν) and using (A.8),
(A.5) and (A.14)(i),
‖T (t− s)(〈D2Uεn · (∇Tn,ε(s)f −∇T (s)f), ek〉)‖L2(X,ν) ≤ 2L‖∇f‖∞,
and again by the Dominated Convergence Theorem,
lim
(n,ε)→(∞,0)
I(2)n,ε(t) = 0.
Concerning I
(3)
n,ε(t), we prove that it converges weakly to 0 in L2(X, ν). By (A.8), (Uεn) is bounded in
W 2,2(X, γ), and therefore in W 2,2(X, ν), by a constant independent of n and ε. A sequence (Uεknk) converges
weakly in W 2,2(X, ν), and since Uεn → U as (n, ε) → (∞, 0), the weak limit is U and we have Uεn ⇀ U in
W 2,2(X, ν), as (n, ε)→ (∞, 0). For every ψ ∈ L2(X, ν), the functional
ϕ 7→ F (ϕ) :=
∫
X
∫ t
0
e−(t−s)/2λkT (t− s)
 ∞∑
j=1
∂2ϕ
∂ek∂ej
∂T (t)f
∂ej
 dsψ dν
belongs to the dual space of W 2,2(X, ν), since
|F (ϕ)| ≤
∫ t
0
‖
∞∑
j=1
∂2ϕ
∂ek∂ej
∂T (s)f
∂ej
‖L2(X,ν)ds‖ψ‖L2(X,ν)
≤
∫ t
0
∫
X
∞∑
j=1
(
∂2ϕ
∂ek∂ej
)2
λj dν
1/2 ‖Q−1/2∇T (s)‖L2(X,ν;X)ds ‖ψ‖L2(X,ν)
≤
∫ t
0
C3(s+ s
−1/2)ds ‖∇f‖∞‖ϕ‖W 2,2(X,ν)‖ψ‖L2(X,ν)
where we used estimate (A.14)(ii). Therefore, lim(n,ε)→(∞,0) F (U
ε
n) − F (U) = 0, namely for every ψ ∈
L2(X, ν) we have lim(n,ε)→(∞,0)
∫
X I
(3)
n,ε(t)ψ dν = 0. So, I
(3)
n,ε(t) weakly converges to 0 as (n, ε) → (∞, 0).
Summing up, the right hand side of (A.7) weakly converges to the left hand side of (5.14) in L2(X, ν) as
(n, ε)→ (∞, 0), and (5.14) follows. 
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