edge joining an enzyme to its reaction; etc Not all nodes or edges need be so marked; when quantitative information is available it is simply stored in the database and used as required. I often concentrate on the nonquantitative graph to focus attention on issues common to both graphs and networks, and because of the paucity of readily available, trustworthy electronic sources of quantitative data. Derived partly from ?]. biochemical reaction Any reaction, spontaneous or catalyzed, written as a balanced, formal reaction equation showing all participating molecular entities of distinct origin or of kinetic signi cance, including the active form of any catalyst(s). Equally, a biochemical reaction which is the summation of a set of biochemical reactions. Comment: The de nition places no restrictions on the level of resolution of the description, or size and complexity of reacting species; thus it permits the recursive speci cation of processes. By \distinct origin" is meant molecular species arising from di erent precursors: thus two protons, if one came from water and the other from a protein, would be individually recorded in the equation. By \kinetic signi cance" is meant any molecular species which at any concentration contributes a term to the empirical rate law of the overall reaction. From the empirical rate law, the reaction's apparent kinetic order is the sum of the partial orders of the reactants (including catalysts). The restriction to active forms of the catalyst includes those instances where the catalyst must be activated, by either covalent modi cation or ligand binding, or is inhibited by those means, so that not all molecules present are equally capable of catalysis. The de nition places no restrictions on the level of resolution of the description, or size and complexity of reacting species; thus permitting the recursive speci cation of processes. The recursion scales over any size or complexity of process ?,?]. bipartite A graph G(V; E) whose chromatic number (G) 2.
Comment: Informally, a graph will be bipartite if it has two distinct sets of nodes. Thus the biochemical graph is bipartite because it has a set of compound nodes and a set of reaction nodes. Derived from ?].
bridge An edge spanning two connected components of a graph.
Comment: The mathematical word accurately conveys the structure: two subgraphs joined by a single edge. Derived from ?].
candidate device A subgraph of the biochemical graph with particular topological properties, without necessarily having distinct biochemical or dynamical properties. chemical equation A balanced elementary reaction equation, bimolecular or less on one side, which describes the organic chemistry of the noncatalytic species of an overall biochemical reaction by one of ve fundamental organic mechanisms (substitution, addition, elimination, rearrangement, and oxidation-reduction; ?). Equally, a set of such reaction equations which sums to the overall biochemical reaction. Comment: See March's list on pp. 180-182 for the rst four and 1049-1051 for the redox. These distinguish all the various subtypes (nucleophilic, electrophilic, free-radical; heterolytic, homolytic, pericyclic; direct electron, hydride, hydrogen atom transfer, ester intermediates, displacement, and addition-elimination reactions; ?). closed form An exact symbolic solution to a system of di erential equations. color A nonlabel token for an edge or node of a graph. A coloring of the graph G is the set of colors assigned to the nodes, such that no two adjacent nodes have the same color. An edge coloring is the set of colors assigned to edges; a proper edge coloring is the set of colors such that no two adjacent edges have the same color. Comment: These need not be physical colors, though it is perhaps easiest to think of them that way. Note that colorings are by de nition proper, whereas edge colorings need not be. The di erence between de nitions of node and edge colorings may have been motivated in the beginning by the four color map problem. Derived from ?].
compound Any molecule or assembly of molecules.
Comment: These range in size from single nuclei (H + ) to DNA to transport complexes embedded in cell membranes. One often distinguishes between enzymes (in the Nomenclature Committee's list, these are exclusively macromolecular protein catalysts; ?) and metabolites, smaller molecules. The boundary between \macromolecular" and \smaller" is not xed precisely, but is perhaps about 3000-5000 daltons. Occasionally I use \compound" as a synonym for \metabolite"; the context should make clear which is meant.
computational biology The application of automated algorithms or heuristics to biological problems; and equally, the application of biological concepts, materials, or processes to problems not originating in biology; and activities at the interface of these two. Comment: This de nition is broad, but still useful: it includes areas such as the representation of information in electronic databases, the construction and maintenance of those databases (including interfaces), the development of biologically realistic automated reasoning methods and any underlying mathematical techniques, the management of computations over widely distributed, very heterogeneous systems like the World-Wide Web; molecular computing; nanotechnology (where that raises computational issues or where biological artefacts are used in computation); and the problems that biology poses for the foundations of computer science. To the extent that biological problems are molecular, computational biology overlaps with computational chemistry. Often the distinction is more one of investigator origin (chemist vs. biologist), degree of resolution of the question (quantum-mechanical vs. tissue), and platform choice (SGI vs. Sun).
computational complexity The time and space an algorithm requires to solve a problem.
Comment: These parameters usually have some mathematical relationship to the size N and complexity of the problem. Thus algorithms are described as being linear, polynomial, etc, depending on the function of N in the relation between it and time or space. Functions are designated O(f(N)), meaning the algorithm requires on the order of f(N) resources.
Algorithms which are polynomial represent the practical upper bound of feasibility for large N, with lower values for exponents obviously preferable. Many problems presently requiring supra-polynomial resources | the NP-complete problems | can be addressed, but by methods whose correctness or termination has not been proven. Occasionally other metrics | such as numbers of statements in the program | are de ned for particular purposes. Comment: The number of reactions in which a compound participates is its degree; similarly, the number of compounds participating in a reaction is the degree of the reaction. Since the biochemical graph described here has an enzyme for every reaction, I will often mean nonenzymatic degree, or nendegree, when I apply the word to reactions. ux The ux of a compound x i is @x i =@t or x it . Derived from ?].
Comment:
Biochemically, ux is frequently used to describe the consumption of individual molecules by a series of reactions in dynamic equilibrium ?,?]. Experimentally, ux can be determined by giving a xed amount of a particular compound with a radioactive or heavy isotope to a population of cells, then measuring the amount and rate of \movement" of the isotope into compound(s) derived from the rst. Since the cells are usually in a metabolic steady state, the assumption is all the reactions are in dynamic equilibrium: compound concentrations do not change over time ( _ x i = 0). Mathematically, the de nition of ux varies: one alternative is to simply write the ordinary di erential velocity equations as partial di erential equations, so that _ x i becomes @x i =@t or x it ?]. Another is to de ne ux relative to some other compound, which allows one to directly incorporate the dynamic equilibrium condition; the form will vary, much as it does in a physical context. Still another is to use ux in other functions without de ning what it is mathematically ?]. In general, the word is best used only when it is mathematically explicit.
futile cycle A cycle of alternating compound and reaction nodes which, stoichiometrically, regenerates all compounds in the cycle and consumes more nucleotide or coenzyme molecules than it produces. Comment: The biochemical connotation of the word is strongly dependent on the notion of futility: a disproportionately large energy consumption for no apparent synthetic or catabolic change. It also depends on stoichiometry: clearly for futility to occur, all molecules which enter the cycle must remain in it. Thus if some proportion are diverted out of the cycle to other fates, so that the stoichiometry condition is broken, the cycle will decay and energy consumption will decline. grammar For any language L, a set of rules specifying the syntax of well-formed constructs in L.
Comment: A synonym for the rules (and confusingly, sentences formed by applying the rules) is \productions". Grammars have three main functions: to generate, recognize, and transform constructs in the language. The most familar example of a grammar comes from string grammars built on natural languages, which specify the syntactic properties a sentence must ful ll for it to be \legal". Grammars, and the languages they describe, fall into a hierarchy of increasing mathematical complexity rst devised by Noam Chomsky ?,?]: a context-dependent grammar, one of the more complex types, speci es that a token's output depends on its context. Examples in English are a little contrived: the best is \Dick and Jane went north and south, respectively." Here \respectively" signals a mapping function, so that Dick went north and Jane south. Grammars are commonly applied to recognize features of DNA and protein sequence: in that context they are usually called string grammars.
graph A graph G (or G(V; E)) consists of a nonempty set of nodes V , V 6 = ;, and a (possibly empty) unordered set of edges E, E ;. intension In this context only, the use of an implicit representation of a datum in a database or model, which is not fully instantiated within the database and whose value must be computed according to the representation. Comment: The restriction is meant to avoid philosophical wrangling and con ne the discourse to that of databases. A common intensional representation is a declarative rule, but the output of a statistical algorithm, federated to a database and performed on data derived from it or other computations, is another example. See also extension. There is no constraint on the number of participating species. Equally, a set of such equations which can be combined by any allowed operation or combination of operations to produce kinetics identical to those measured for the overall biochemical reaction. Comment: The requirement that the equation be elementary ensures that its order will be the sum of the molecularities of the reactants. The kinetic sequences as de ned by Cleland correspond to the common word descriptors (sequential, ping-pong, etc.). The requirement for identi ed species distinguishes among di erent proteins which catalyze the \same" reactions but at di erent rates. Since most kinetic sequences consist of more than one elementary step, the equations will usually occur in groups; since not all reactions are sequential, the de nition provides that they can be combined by operators other than summation, such as Boolean operators or coe cients representing the frequency of a particular type of event in a population of simultaneously occuring events. kinetic order The kinetic order of a biochemical reaction is the sum of the molecularities of the reaction. A reaction is said to be of n th order in a reactant (partial order) if the stoichiometry of that reactant in the reaction equation is n.
Comment: As de ned here, the biochemical reaction corresponds to that for an elementary chemical reaction ?]. The nice correspondence among molecularity, stoichiometry, and order is a direct consequence of the restriction to elementary reactions. In practice, the (partial) order is simply that exponent for a molecular species in a kinetic equation that fully accounts for the production or consumption of that species, the overall order being the sum of the partial orders for all species. Thus until a reaction is established to be elementary, one cannot assume that the exponents will be the stoichiometries. If the concentration of a reactant is so large compared to the others as to be \e ectively in nite", then the reaction becomes zeroth order for that reactant. Derived from ?,?].
label A unique identi er for a node or edge of a graph.
Comment: Thus compound names are labels for those nodes, and an edge is labelled by giving the tuple of nodes which it joins, so (v i ; v j ). Derived from ?].
language A language L consists of a nonempty countable set of terms T, t i 2 T, such that 1 i n and there exists at least one such i. side, which describes the ligand binding, organic chemical, and conformational rearrangement reactions which occur on an unambiguously identi ed entity, whose net e ect in the biochemical reaction is catalytic, to produce an overall biochemical reaction. Equally, a set of such reaction equations which can be combined by summation or logical operators to produce the overall biochemical reaction. Comment: The requirement that the equation be elementary ensures that its order will be the sum of the molecularities of the reactants. All types of interactions are included. Since the aim of the equations is to describe interactions at the catalytic species, it follows that that molecule will not appear in these equations as a catalyst ?]. The requirement for clearly identi ed species distinguishes among di erent catalysts carrying out the \same" reactions at di erent rates. The de nition provides that they can be combined by summation or logical operators to represent alternative paths through the space of possible reactions, depending on the consequences of prior reactions in the set.
mechanistic motif A repeated pattern over mechanistic equations. metabolic motif A pattern present more than once in a set of biochemical reactions, described from any point of view. Comment: Types of motif and some examples can be found in Table 1 .
molecularity The number of reacting molecular species in an elementary reaction, excluding those serving only as solvent for the reactants. Derived from ?].
motif, pattern For any collection of objects X = fx 1 ; x 2 ; : : : ; x n g, x i is a motif if there exists an x j 2 X; i 6 = j such that f(x i ) = x j . If x i occurs in X at least twice, that is if x i = x j for 1 i; j n; i 6 = j, it is an exact motif or an exact match. When X is a set of graphs, then f is either the relationship of subgraph (for motif) or isomorphism (for exact motif).
For our purposes the term pattern is synonymous with motif.
Comment: The relationship f is a transformation between x i and x j are related. Most common are the percent identity and percent similarity relationships used in searching for strings in nucleic acid and protein sequences, which are usually set to some threshold value such that the identity (similarity) of the resulting string is at least that threshold value.
Here I have not followed the de nitions of motif and pattern given in ?], which have been developed to cover problems arising from tesselation of surfaces (such as tiling a plane like your bathroom oor). Instead I have tried to capture the notion of motif as it is used in biological pattern recognition, most commonly in DNA and protein sequence motifs. It is not obvious that the notions of biological motif are the same as that of pattern as de ned in ?].
nendegree, nonenzymatic degree The degree of a reaction node excluding the macromolecular catalyst. Comment: The biochemical graph derived from ENZYME has by de nition a single enzyme per reaction ?], though this is not the case for graphs which express reactions at higher levels of resolution or spontaneous reactions (Kazic, in preparation). Because of this graph's special circumstances, I will sometimes use the term degree synonymously; the context should make it clear which is meant.
network A mathematical graph G(V; E; P) consisting of a set of nodes (or vertices) V , a set of edges between the nodes E, and one or more sets of parameters P describing properties of subgraphs of the network. Derived from ?].
node A member of the set of nodes of a mathematical graph, notated by v i .
Comment: Each node is commonly rendered by a geometric point, but in fact it is simply an element of any set; so in a set of integers, each integer would be a node of a graph. A common synonym is vertex. In biochemical graphs, reactions and compounds are both nodes; because there are two types of nodes, the graph is said to be bipartite. reaction's compounds The set of molecular species, including catalysts, which participate in that reaction. Similarly, a compound's reactions is the set of reactions in which that compound participates.
regulatory motif A conserved topological motif which reduces or increases the activity of a gene, enzyme, or macromolecular complex. rendering A physical model of an object intended for direct perception by humans.
Comment: The key notion is that the model is directly perceived by humans, usually visually. For example, renderings can be images drawn on a raster screen, a physical molecular model, or a projection in a virtual reality environment. A rendering is distinct from the information it contains or its abstract speci cation, and is strongly determined by the device used for its achievement and the intended method of perception. Thus renderings of the same landscape in oils and water colors can have distinctly di erent characters, even if the landscapes are completely isomorphous. Synonymous with drawing.
representation For an object or relationship a belonging to the set, A, of objects and relationships drawn from the natural world, its representation, q (a), is the result of applying the representational mapping, q , to the object or relationship. The representational mapping must ful ll three conditions.
preservation The mapping q must preserve a property of interest q. The set of such properties of interest is denoted Q; the set of representational mappings preserving the properties of interest is denoted Q ; and the set of representations produced when Q is applied to A is denoted Q (A). (1) where is the composition operator. Comment: Here I have tried to capture two of the most salient features of a representation as the term is commonly used in arti cial intelligence and databases. The rst is that the representation is simply an image of something in the \real world" which preserves some property important to the user | geometric isomerism, hair color, reaction rate. In general expressive representations will mirror the object closely and in ways which re ect how humans conventionally represent that object in their heads, often via language ?]). However, it must be remembered that strictly speaking, there is no requirement for any relationship between a term and a representation for an object, apart from the properties of the transformations between them. Note that a database can contain multiple representations which upon (internal) transformation are informationally equivalent, provided that each preserves a di erent property. Thus in Klotho ?], a molecule can be represented by a con guration rule, a key-pair list, or the terminal form. Each preserves a di erent property of the molecule (con guration of substituent groupings, edges in the structural graph, atoms and bonds); all are interconvertible by the grammar; and each is optimized for a speci c class of computation. See also semantics and semiote.
The second is that if the representation is to be useful for computations which do something more sophisticated than simply looking up data, it must permit one to de ne a computational transformation which mimics a \real world operation" su ciently so that for the preserved property of interest, the result of the computational transformation is the image of the result of the real world operation. I, and I think many others, use the word as both singular and collective noun. set of reactions A collection of reactions. semantics The semantics of a term t i 2 T, where T is the set of terms in a language L, is a meaning m i 2 M, where M is the universe of meanings covered by the domain model, such that the mapping : t i 7 ?! m i between the t i and m i is one-to-one and onto. Equally, the set of terms, mappings, and meanings S. Comment: This is equivalent to saying that every term in a language, L, which describes a universe of discourse, has a unique and precise meaning. This de nition, which is appropriate for computation but not for linguistics, eliminates multiple connotations for a single term except as it can be recursively fragmented to other terms having unique semantics. In that case, however, the ultimate terms would necessarily be used in preference to the more connotation-rich term. The language can be formal or not, though it is likelier that any arbitrary mapping will be unique if it is derived from a formal language. Of course natural language is used to describe the phenomenal universe and the objects within it (see representation); the meanings of terms in the natural language are mental constructs forming the set M. Thus in de ning the natural language term \reaction" corresponding to a biochemical transformation (the object), one speci es the type of information understood | chemical mechanism, kinetic regime, formal equation etc | fragmenting the term into a set of terms, then mapping each term to a meaning. The representation of the object in the database is arbitrary and independent of the term referencing that object. If the meaning of a term is \atomic", then the term can serve as the semiote provided a one-to-one, onto mapping can be established between the term and the representation of the term's object in the database. This notion of term semantics extends in the domain direction the notions of semantics of programs, and is consistent with it. Semantics are distinct from database schema, which describe the relationships among objects internal to the database but depend on the observer to recognize the mappings ?,?]. This emphasis on semantics echoes that of conceptual graphs, but without its graphical apparatus ?]. See also representation and semiote. Derived partly from ?]. semiote A sign denoting the semantics of a useful elementary part of an idea, datum, or computation. Let the set of all possible combinations of tokens in a formal language L excluding i bè C j=1;j6 =i j = C j ; whereC j , the combination operator, is all combinations of j drawn from`tokens, where j ranges from 1 to`, j 6 = i, and`is the number of tokens in the language. Then i is considered an elementary token, or semiote, if for C j the joint composition of its semantics is not equal to that for , s( i ):
We may denote the semiote " i and its semantics s " ( i ).
Comment: For the natural world there are as many mental models and domain models as there are scientists and databases. Some of their terms' semantics and representations will be isomorphic among people and databases (and between people and databases), but many will not. Semiotes, singly or more usually combined, are intended to map between the multiple meanings humans assign to terms of a language describing the phenomenal world and the multiple ways in which objects and operations on them from that world can be represented in databases. I propose an abstract layer of semiotes, incrementally and distributively formulated and maintained, to clearly specify the semantics of these models for the purposes of exchanging computations ?]. Each site o ering data or computations to the network would locally maintain a publicly readable list of mappings between its internal representation and the semiotes and a parser implementing those mappings as needed by the local engine. Similarly, sites posing computations would maintain mappings and parser between their internal representation and the semiotes. All sites are free to change their schema, engines, and proferred services at any time in any manner. Flexibility of use and ease of de nition is promoted by making semiotes representing the smallest useful part, and combining these together. See also representation and semantics. singleton node A node of degree one. stability Two senses: mathematical, of a system of equations; and engineering, as a behavior. substitution A substitution is a nite set of pairs of the form X i = t i , where X i 2 X are unique variables (X i 6 = X j for all i 6 = j and X i 6 This de nition is a bit unusual in explicitly including the recognition of the actual inputs and outputs from among the sets of possible ones, rather than just the mapping among them.
Definition 3 A half-life t 1=2 is the time required for one half of a population to randomly change from some observable property s to (a not necessarily observable) property s 0 .
The classic example of half-life is radioactivity. In any sample of matter, some of the nuclei will be radioactive isotopes and the remainder not. The decline in the radioactivity of the sample is governed by a rst-order Poisson process N = N 0 e ? t (1) where N and N 0 are the current and original number of radioactive atoms in the sample and the characteristic decay constant for an isotope 1 ?]. Thus t 1=2 = ln 2= . Judged by the metric of radioactivity, nonradioactivity is a nonobservable state (though it can of course be observed by other assays).
In the following let S denote the cardinality of set S. What is this P e ? Simply, it is the frequency with which an allowed symbol occurs. P e ( i ) for any particular i can vary depending on the constitution of I ; O , and the properties of a particular c i ; so there exists a probability density function over . For computation over a number of steps, a vector P e of probabilities for each step to each i would be assigned. or if at least one c i 2 C is a stochastic function.
These de nitions explicitly posit that determinism is a property of a computation (and its specifying algorithm, if there is one) and stochasticity that of its execution. An example of the latter is when at least one i has a half-life which is not orders of magnitude greater than that of t C , the time needed to execute the computation, so that the persistence of i throughout the lifetime of the computation (including the step of actually detecting it) cannot be relied upon.
States and memory are explicitly de ned to prevent confusion. Definition 7 A memory is a storage device of xed half-life for data and programs that permits any combination of reading from and writing to it.
Definition 8 A state of a system S is a set of distinct observable variables s i . 1 This notation is restricted to this discussion and characteristic of that seen in other texts on this subject; do not confuse it with subsequent notation on reactions, especially the use of N and (Section ??).
By these de nitions Post production systems have neither memory nor states, and I will instead speak of the set of constructs C formed during a derivation. Definition 9 A universal Turing machine (UTM) is a discrete automaton that executes a computation C. It has a read-write head that reads symbols from and writes them to an unbounded but nite, immutable memory. The memory stores symbols from a nite symbol set = I O C ; (2) where I = 2; O = 1, and C are the symbols internal to the computation. At each step the automaton assumes one of a nite number of discrete states s i 2 S. A computation C is de ned as a set of tuples each of the form (s i ; i;I 0 ; s i+1 ; i;O 0 ; a i ), where s i is the automaton's state at the i th step, i;I 0 the symbol read into the automaton at that step ( i;I 0 = i;O 0 = 1), s i+1 is the new state the automaton assumes upon completion of step i (which will be its state as it commences step i + 1), i;O 0 is the symbol output at step i, and a i is the action altering the position of the tape in the head that is performed at the end of that step (move it left, right, or nowhere). The values for each and s persist in the automaton long enough for it to execute each step. One of the symbols input to C refers to an emulation of a particular Turing machine stored in the UTM's memory. This emulation is the set of all tuples (s i ; i;I 0 ; s i+1 ; i;O 0 ; a i ) for that machine and forms a program. The algorithm may be deterministic or nondeterministic, but the machine executes it nonstochastically.
Definition 10 A Post production system (PPS) is a nite grammar over a nite set of symbols which produces a set of constructs, C, from an initial construct c 0 2 C, such that each construct in C can be obtained from one or more symbols in by a nite derivation, where each step in the derivation is a rule i 2 . (The constructs were strings in Post's original de nition; see reference ?
.) The class of Post-generated construct sets is equal to the class of recursively enumerable sets on a xed symbol set. The grammar may be deterministic or nondeterministic, but its execution is not stochastic. Definition 11 A von Neumann machine (vNM) is a device which stores a program specifying an algorithm or heuristic in memory; includes separable arithmetic and logic processing units and input/output facilities; and executes a discrete computation on the input data using the stored program. It assumes a nite number of distinct internal states and operates on a nite number of symbols . It may or may not store the input and output, as desired. For convenience allow execution to be either sequential on a single processor or sequential within each of a set of processors joined together by various schemes for message passing and storage. The machine is a nonstochastic device executing deterministic or nondeterministic algorithms. Members of the parameter set P apply to vertices, edges, and connected graphs of vertices and edges as biochemically appropriate and as such information is available. If there are no parameters (P = ;), the network N(V; E; P; L) reduces to its graph N 0 (V; E; L). Labels apply to vertices, edges, and networks and take the form of one of the elements of fl m;i ; l r;j ; l ((m;i);(r;j)) ; l fV m ;V r g g.
Biosystems
Definition 13 A representation of an object a 2 A is an image q (a) 2 The de nition is illustrated in Figure ? ?. Definition 14 In a formal language L describing a domain model of some phenomenological world, the semantics of a symbol or token It is sometimes useful to draw a distinction between the set of symbols encompassed by a language | e ectively, its vocabulary | and that set plus the additional symbols used by the grammar to process the vocabulary according to the rules. One might designate the rst set the language's symbols, and the second its tokens. We won't make such a distinction here, setting the two equal to each other and calling the combined set one of tokens . In other contexts one would need to be more careful. An e ort has been made to preserve the traditional symbol assignments from the contributing elds and make novel ones mnemomic, but the premium has been placed on avoiding confusions among them.
